Abstract. This paper proposes a general Kernel-Bayesian framework for object tracking. In this framework, the kernel based method-mean shift algorithm is embedded into the Bayesian framework seamlessly to provide a heuristic prior information to the state transition model, aiming at effectively alleviating the heavy computational load and avoiding sample degeneracy suffered by the conventional Bayesian trackers. Moreover, the tracked object is characterized by a spatial-constraint MOG (Mixture of Gaussians) based appearance model, which is shown more discriminative than the traditional MOG based appearance model. Meantime, a novel selective updating technique for the appearance model is developed to accommodate the changes in both appearance and illumination. Experimental results demonstrate that, compared with Bayesian and kernel based tracking frameworks, the proposed algorithm is more efficient and effective.
Introduction
Object tracking is an important research topic in computer vision community, because it is the foundation of high level visual problems such as motion analysis and behavior understanding. Recent years have witnessed a great advance in the literature, e.g. snakes model [1] , condensation [2] , mean shift [3] , appearance model [4] , probabilistic data association filter [5] and so on.
Generally speaking, most of the tracking algorithms involve two major issues: the algorithm framework and the target representation model. The framework of the existing tracking algorithms can be roughly divided into two categories: deterministic methods and stochastic methods. Deterministic methods usually reduce to an optimization process, which can be typically tackled by an iterative search for the minimization of a similarity cost function. In more detail, there exists two major types of similarity functions: SSD (Sum of Squared Differences) [6] and kernel [3] based cost functions. The SSD based cost function is defined as the summation of squared differences between the current image patch and the template, while the kernel based cost function is defined as the distance between two kernel densities. The deterministic methods are usually computationally efficient but often trap in local minimal. In contrast, the stochastic methods adopt a state space to model the underlying dynamics of the tracking process, and the object tracking is viewed as a Bayesian inference problem, which needs to generate a number of hypotheses to estimate and propagate the posterior distribution of the state. Compared with the deterministic counterparts, the stochastic methods usually perform more robustly, but meantime they suffer a heavy computational load due to the large number of hypotheses, especially in a high-dimensional state space which may result in the curse of dimensionality. Recently, some researchers have combined the merits of these two methods to achieve more reliable performances [7, 8] . In [7] , random hypotheses are guided by a gradient based deterministic search which is carried out based on the sum of difference between two frames. Zhou [8] et al. propose an adaptive state transition model which is extracted from the information contained in the particles configuration. In essence, these methods are based on the constant illumination assumption, which is hard to be satisfied in practice, and moreover, they are far from a general tracking framework to be extended to other representative models.
The target representation model is also a basic issue to be considered in tracking algorithms. Image patch [6] , which takes the set of pixels in the target region as the model representation, is a direct way to model the target, but it loses the discriminative information that is implicit inside the layout of the target. The color histogram [3] provides global statistic information of the target region which is robust to noise, but it is very sensitive to illumination changes. Recently the MOG (Mixture of Gaussians) [4, 8, 9] based appearance model has received more and more attentions for its following merits: (1) it can model the multi-modal distribution of the appearance; (2) it is easy to capture the changes of the appearance; (3) it possess low computation and storage resources. However, traditional MOG based appearance model considers each pixel independently and with the same level of confidence, which is not reasonable in practice.
In view of the forgoing discussions, we propose a general kernel-Bayesian tracking framework by combining the merits of both deterministic methods and stochastic methods. The main contributions of the proposed tracking approach are summarized as follows:
1. The kernel based method-mean shift algorithm is embedded into the Bayesian framework to give a heuristic prior information to the state transition model, which eases the computational burden and avoids sample degeneracy in the Bayesian tracking framework. 2. The appearance of the target is modeled by a spatial constraint MOG, whose parameters are estimated via an on-line EM algorithm. 3. A novel selective adaptation scheme for updating the appearance model is adopted to reliably capture the changes in appearance and illumination and effectively prevent the model from drifting away.
The rest of this paper is structured as follows. A brief review of kernel based and Bayesian based tracking algorithms are presented in Section 2. The detail of KernelBayesian tracking framework is described in Section 3. A spatial constraint MOG based appearance model and its application in the Kernel-Bayesian framework are discussed in Section 4. Experimental results are presented in Section 5, and Section 6 is devoted to conclusion.
Review of Kernel Based and Bayesian Based Trackers
In this section, we briefly review the two typical tracking algorithms: kernel based and Bayesian based trackers.
Kernel Based Tracker
Kernel based tracker tries to find local minima of a similarity measure between the kernel density estimations of the candidate and target images. The most famous kernel based method should be the mean shift algorithm, which firstly appeared in [10] as the gradient estimation of a density function, and was introduced for visual tracking by Comaniciu [3] in 2000.
Mean shift is a non-parameter mode seeking technique that shifts each data point to the average of data points in its neighborhood [10] . Let A be a finite set embedded in an n-dimensional space X, the mean shift vector of x is defined as follows,
where K is a kernel function and w is a weight function. Mean shift algorithm works by iteratively shifting the data to the direction of mean shift vector until its convergence. In the mean shift based tracking algorithm, the convergence property is described by a Bhattacharyya coefficient [3] , which reflects the similarity between the target and candidate kernel densities.
Bayesian Based Tracker
Another popular way is to view tracking as an on-line Bayesian inference process for estimating the unknown state s t at time t from a sequential observations o 1:t perturbed by noises. A dynamic state-space form employed in the Bayesian inference framework is shown as follows [11] ,
where s t , o t represent system state and observation, t , ν t is the system noise and observation noise, ft(., .) characterizes the kinematics of object, and ht(., .) models the observation. The key idea of Bayesian inference is to approximate the posterior probability distribution by a weighted sample set {(s
Each sample consists of an element s (n) which represents the hypothetical state of an object and a corresponding discrete sampling probability π (n) , where
First, the sample set is resampled to avoid the degeneracy problem, and the new sample is propagated according to the state transition model. Then each element of the set is weighted with probability π
, which is calculated from the observation model. Finally, the state estimateŝ t can be either be the minimum mean square error (MMSE) estimation or the maximum a posterior (MAP) estimation.
Kernel-Bayesain Based Tracking Framework
The kernel based methods enjoy a low computational complexity but often trap in local minimal/maxima, while Bayesian based methods improve robustness of the tracking process, but they suffer a large computational load by generating a huge number of hypotheses to cover the target. As a result, we propose a unified Kernel-Bayesain tracking framework to combine the merits of both methods.
Kernel-Bayesian Framework
A state transition model is a basic component to be considered as the Bayesian inference is adopted for tracking. Most of the existing approaches take the naively random walk around previous system state [12] or learn through a pre-labeled video sequences [13] . The former one contains little information about the motion of the target, and thus involves a quite large computational load since many hypotheses need to be randomly generated to cover the target. While the latter one often suffers a over fitting problem, consequently available only to the training sequences. Since the mean shift algorithm provides the motion direction to the groundtruth in its iterations, which motivates us to embed the kernel method into Bayesain framework to provide a heuristic prior.
In detail, the mean shift algorithm is firstly applied to the current frame to obtain the direction of motion and the offset of the state, which are then incorporated into the transition model as prior information. In this way, the kernel based method and the Bayesian based method are combined into a unified framework. Furthermore, it is investigated [14] that symmetric kernels are amenable to mean shift iterations, which means that our framework is general to all the symmetric appearance models.
An Optimization View
A reinterpretation of the Kernel-Bayesian framework in an optimization view is presented to show why this framework can combine the merits of both the kernel method and the Bayesian method.
To give a clear view, an input image with three templates superimposed, corresponding to the initialization, local maximum and globe maximum is illustrated in the left column of Fig. 1 , and its cost function based on our appearance model is shown in the right column of Fig. 1 . As witnessed by Fig. 1 , starting from the initial position, the kernel method converges to the local maximal point which is near to the global maximal point. It is clear that a few number of hypotheses generated around the local maximum point is enough to cover the the global maximal point. Otherwise, if the tracker starts from the initial position, numerous hypotheses need to be generated in order to reach the target, and the algorithm even may trap into the curse of dimensionality in the case of high-dimensionality. In our proposed framework, the deterministic optimization method is used to refine the initial position and provide a heuristic prior, and the stochastic method is then adopted to reach the globe optimal point. 
The Proposed Tracking Algorithm
An overview of the proposed algorithm is systematically presented in Fig. 2 . First a kernel based prior information is obtained through mean shift iterations, which controls both the number of the hypotheses and the directional offset of the state in the state transition model. After hypotheses precess, each hypothesis is evaluated by the spatial constraint MOG based observation model. Finally, a maximum a posterior (MAP) estimate of state is obtained based on the probability of each hypothesis. Meanwhile, a selective updating scheme is developed to update parameters of the appearance model to accommodate the changes of object and environment. Each component in this algorithm is described detailedly in the following sections. 
Spatial Constraint MOG Based Appearance Model
The appearance of the target is modeled by a spatial constraint MOG, with the parameters estimated by an on-line EM algorithm.
Appearance Model: Similar to [4] , [8] , the appearance model consists of three components S, W, F , where S component captures temporally stable images, W component characterizes the two-frame variations, and F component is a fixed template of the target to prevent the model from drifting away. However, this appearance model treats each pixel independently and discards the spatial outline of the target. So it may fail in the case that, for instance, there are several similar objects close to the target or partial occlusion. In our work, we apply a 2-D gaussian spatial constraint to the SW F based appearance model, whose mean vector is the coordinate of the center position and the diagonal elements of the covariance matrix are proportional to the size of the target in the corresponding spatial direction, as illustrated in Fig. 3 . As a result, the likelihood function of the spatial constraint appearance model can be formulated as follows,
where N (x; μ, σ 2 ) is a Gaussian density Parameter Estimation: In order to make the model parameters dependent more heavily on the most recent observation, we assume that the previous appearance is exponentially forgotten and new information is gradually added to the appearance model. To avoid having to store all the data from previous frames, an on-line EM algorithm [4] is used to estimate the parameters as follows.
Step 1: During the E-step, the ownership probability of each component is computed as
mi,t(j) ∝ πi,t(j)N (oi,t(j); μi,t(j), σ
which fulfills i=s,w,f mi,t = 1.
Step 2: The mixing probability of each component is estimated as
and a recursive form for moments {M k,t+1 ; k = 1, 2} are evaluated as
where α = 1 − e −1/τ acts as a forgotten factor and τ is a predefined constant.
Step 3: The mixture centers and the variances are estimated in the M-step
In fact, updating of the appearance model every frame may be dangerous in case that, for instance, some backgrounds are misplaced into the target or the target is occluded. Thus, we developed a selective adaptation scheme to tackle such cases, which is described detailedly in section 4.3.
Kernel-Bayesian Based Tracker
As stated in the section 3, the motivation of embedding the mean shift algorithm into the Bayesian filtering framework is to provide a heuristic prediction to the state transition model, and thus to ease the computational burden and avoids the sample degeneracy problem.
Suppose the target is well localized at x t−1 in frame t − 1, we first apply mean shift iterations to the frame t, and the convergent position is considered as the refined initialization denoted asx t . In order to embed the spatial constraint appearance model into the mean shift algorithm, the weighted kernel function is defined as follows.
And the flat kernel is chosen, so the mean shift iteration can be written aŝ
The result obtained from mean shift iterations is then integrated into a fist-order state transition model to form an adaptive state transition model.
Where Affine is denoted for the affine transformation. Meanwhile, the accuracy of the refined position is evaluated by our appearance model to adaptively control the number of hypotheses and the system noise t . Finally the Bayesian inference is carried out based on the adaptive state transition model to achieve a robust and efficient tracking algorithm.
Selective Adaptation for Appearance Model
In most tracking applications, the tracker must simultaneously deal with the changes of both the target and the environment. So it is necessary to design a adaption scheme for the appearance model. However, over updating of the model may gradually introduce the noise of background into the target model, causing the model drift away finally. Thus, a proper updating scheme is of significant importance for the tracking system. In this part, we propose a selective updating scheme based on three different confidence measures of the appearance model. First the MAP estimated state is respectively evaluated by the appearance model, the SW combined components, and the F component, denoted as π a , π sw , π f . And {Ta, Tsw, T f } represent three thresholds correspondingly. Each component of the appearance model is updated selectively as follows.
It is investigated that S together with W components effectively capture the variations of the target and F prevents the model from drifting away. As a result, such a selective updating strategy not only effectively captures the variations of the target, but also reliably prevents the drifting away problem during the tracking process.
Experimental Results
In our experiments, affine transformation is chosen to model the object motion. Specifically, the motion is characterized by s = (t x , t y , a 1 , a 2 , a 3 , a 4 ) where {t x , t y } denote the 2-D translation parameters and {a 1 , a 2 , a 3 , a 4 } are deformation parameters. Each candidate image is rectified to a 30×15 patch, and thus the feature is a 450-dimensional vector with zero-mean-unit-variance normalization. All of the experiments are realtimely carried out on a dual-CPU Pentium IV 3.2GHz PC with 512M memory. 
Update the appearance model of the target; 4:
Only update the SW components of the appearance model; 6:
Only update the F components of the appearance model; 8:
Keep the appearance model of the target 10:
end if 11: end if 
Single Object Tracking
In this section, three parts of experiments are presented to demonstrate the claimed contributions of the proposed tracking algorithm.
The first part shows experimental performance of our tracking framework, and a comparison to the traditional Bayesian framework and kernel based framework in both tracking accuracy and efficiency. As illustrated in Fig. 4 , the first row shows the tracking performance of our algorithm, where the tracker efficiently and effectively catches the target. The second row gives the similar tracking performance in the traditional Bayesian framework with 400 hypotheses. In the third row, it is clear that the kernel method usually traps in local maximal, leading to the inaccurate localization. Furthermore, the accuracy and efficiency of these tracking frameworks are quantitatively evaluated to have a profound analysis. Fig. 5 shows that the kernel method performs efficiently but has a poor performance in localization. In contrast, Bayesian based tracking algorithm achieves more accurate performance due to large number hypotheses. It possesses 81ms (millisecond) tracking time in each frame and the average MSE is 8.6521. while in Kernel-Bayesian framework, the tracking time taken by each frame is only 55ms on average, which greatly eases the computational burden of the Bayesian framework. The average MSE for our algorithm is only 5.8012, because the kernel method provide a heuristic prior to the state transition model which avoids the sample degeneracy suffered by the Bayesian framework and thus leads to the accurate localization.
The comparison between spatial constraint MOG based appearance model with traditional MOG based appearance model is presented in the second part. It is clear that the SMOG based appearance model gives a good solution to handle the case where there are some similar objects around the target, while the traditional MOG based appearance model fails, as shown in Fig. 6 . The mechanism behind it is that the former one extracts the spatial layout of the target, which makes the model more discriminative.
The last part tests the proposed algorithm in the variational scenes. In Fig. 7(a) , it is clear that the selective updating scheme easily absorbs the the illumination changes. Fig. 7(b) shows the result of our algorithm to track a girl's head with an out-plane rotation, from which we notice that the scheme also effectively captures the variations of appearance. 
Multiple Object Tracking
Although the major tracking task in the experiments above performs with single object, our algorithm can be easily extended to multiple object tracking.
As shown in Fig. 8 , three objects are initialized manually, and can be tracked well in the following sequences including some partial occlusion cases, because the spatial constraint of appearance is employed to make the model less dependent on the peripheral pixels and the selective updating scheme effectively prevents introducing the noise into the appearance model. Due to its computational efficiency of our algorithm, it performs better and has more potential to handle various problems in the multiple object tracking than other tracking methods.
Conclusion
This paper has proposed a robust and efficient Kernel-Bayesian framework for visual tracking. In this framework, the object to be tracked is characterized by a spatial constraint MOG based appearance model, which is proved more discriminative than the traditional MOG based appearance model. Our proposed tracking framework combines the merits of both the stochastic and deterministic tracking approaches in a unified framework: the mean shift algorithm is embedded into the Bayesian framework seamlessly to give a heuristic prediction to the state transition model, aiming at effectively alleviating the great computational load and avoiding sample degeneracy suffered by the conventional Bayesian trackers. Moreover, a selective updating scheme is developed to effectively accommodate the changes in both appearance and illumination. Experimental results have demonstrated the efficiency and effectiveness of the proposed tracking algorithm.
