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Heat and fluid transport govern many problems in the field of petroleum 
engineering. Their applications are widespread in almost all aspects of the petroleum 
production system. This study focuses on one aspect of this system: the wellbore conduit 
and the fluid and thermal flow inside the wellbore. In this work, multiple fluid and heat 
flow models are developed to aid in different applications such as transient testing, 
production rate estimation, and artificial lift. All the models developed are validated 
using field data or data from literature. 
The first category of models is developed for short-term testing. Given that short-
duration tests (closed-chamber tests (CCT) and slug) can last only a few minutes, 
particularly in high-conductivity reservoirs, the challenge was approached with a two-
fold strategy. First, a forward model was developed to design the chamber length to 
ensure that interpretable test data was collected. Second, the CCT and slug tests were 
combined so that the total test duration could be controlled, particularly in high-
conductivity reservoirs. The approach presented here allowed individual treatment of 
slug, CCT, and reverse-slug or injection test for underpressured reservoirs. Overall, the 
models present a simple, yet complete approach to design and analysis of these short-
term tests. 
The next category of models helps to determine production rate by analyzing 
thermal flow from the wellbore into the formation. The objective of this part of the study 




telemetry with a rigorous transient analytical model, and to show the possible use of the 
computed rates to perform pressure transient analysis for both the pre- and post-cleanup 
periods. Comparing and contrasting permeability estimates from the two periods 
provides guidance on the suitability of this approach. Another application presented here 
explores determining zonal contributions similarly using transient analytical model and 
temperature logging data gathered during a production logging job. 
Lastly, a simplified modeling approach is presented for the design of plunger lift 
for wells in gas reservoirs with significant water production. The proposed model allows 
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a    lumped parameter defined by Eq. 3.5, 1/sec, 1/t 
A  parameter defined by Eq. A.12, dimensionless 
B  formation volume factor, RB/STB 
C friction pressure loss as a fraction of gas potential energy change, 
dimensionless 




















CT thermal storage parameter, dimensionless  





d tubing diameter, ft, L 
D depth of well, ft, L 
f friction factor, dimensionless 










gc  conversion factor, 32.17 lbm-ft/lbf-sec
2
 
gG  geothermal gradient, °F/ft, T/L 
h reservoir thickness, ft, L 




ho initial hydraulic head at the well, ft, L 
hw changing hydraulic head at the well, ft, L 
hL height of liquid column present in the wellbore before reservoir inflow, ft, L 
J conversion factor, 778 ft-lbf/Btu  
k permeability, md, L
2
 
ka  thermal conductivity of the annular fluid, Btu/hr-ft-°F, mL/t
3
T 
 kc  thermal conductivity of cement, Btu/hr-ft-°F, mL/t
3
T 
 ke  thermal conductivity of formation, Btu/hr-ft-°F, mL/t
3
T  
kr relative permeability, md, L
2 
krg,max maximum relative permeability of gas, md, L
2 
krw,max maximum relative permeability of water, md, L
2
 
L   total wellbore measured depth, ft, L  
 Lj measured (from wellhead) depth of section ‘j’ of wellbore, ft, L   
LR relaxation parameter defined by Eq. 3.2, ft
-1
, 1/L  
m    mass of fluid per unit depth, lbm/ft, m/L 
M gas molecular weight, lbm/lb-mol 
m’ parameter defined by Eq. A.11, psi-D/STB 
mg mass of gas on top of plunger, m, lbm 
mL mass of fluid on top of plunger, m, lbm 
mp mass of plunger, m, lbm 
p pressure, psia, m/Lt
2 
 






p2 pressure at bottom of gas column, psia, m/Lt
2
 
p3 pressure at bottom of initial fluid in the wellbore, psia, m/Lt
2
 
pbh pressure at bottom of gas column, psia, m/Lt
2 
pc pressure at casinghead, psia, m/Lt
2
 
pi initial reservoir pressure, psia, m/Lt
2
 




pt pressure at tubinghead, psia, m/Lt
2
 
ptb gas pressure at tubing bottom, psia, m/Lt
2
 
pwf bottomhole pressure, psia, m/Lt
2
 
pwh pressure at top of gas column, psia, m/Lt
2
 
?̅? average reservoir pressure, psia, m/Lt
2
 
q volumetric production rate, STB/D, L
3
/t  
Q  heat transfer rate per unit length of wellbore, Btu/hr-ft, ML/t
3 
 
re reservoir radius, ft, L 
rinv  radius of mud-filtrate invasion, ft, L 
rt tubing radius, ft, L 
rw wellbore radius, ft, L 
s skin, dimensionless 
S saturation, dimensionless 
t time, hr, t 




Tcalc   calculated fluid temperature, °F, T  
tD    t/rwb
2 
, dimensionless time 
TD dimensionless temperature defined by Eq. B.2. 
Tei  undisturbed earth or formation temperature, °F, T 
ts time to shut-in, hr, t 
tsp  soak period, hr, t  





v fluid velocity, ft/hr, L/t 
?̅? fluid average velocity, ft/hr, L/t 





vgc critical gas velocity needed for annular two-phase flow, ft/sec, L/t 
vsg superficial gas velocity, ft/s, L/t 





w   mass rate, lbm/hr, m/t 
z  variable wellbore measured depth from surface, ft, L 
Z  gas compressibilty factor, dimensionless 





 specific gravity, dimensionless 
Δpg difference between gas chamber top and bottom pressure, psig, m/Lt
2
 
Δpif pressure exerted by column of initial fluid, psig, m/Lt
2
 
Δz distance moved up by fluid in the wellbore, ft, L  




Δzif column depth of initial fluid in the wellbore, ft, L 
Δzrf depth of reservoir fluid column in the wellbore, ft, L
 
ε pipe roughness, ft, L  
θ  well inclination (to horizontal) angle, degree  
μ fluid viscosity, cp, m/Lt 





 formation porosity, dimensionless 
  lumped parameter defined by Eq. B.13, °F/ft, T/L 


































f fluid  
g gas 
j time coordinate 
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CHAPTER I  
INTRODUCTION 
 
Oil and gas exploration and production is a complex but vital endeavor. The 
energy and products created from crude oil are endless and essential to our way of life. 
Without it most of modern everyday commodities would not exist in the same way. Not 
only that, many other fields benefit from the production of crude oil and the products 
obtained from it. This creates a tremendous demand of crude oil in the world and the on-
going battle between the depleting energy resources and the initiatives to find new ones 
has given birth to a need of a greater workforce striving towards this important 
undertaking of satisfying this demand. 
With rise in technology and data management, newer ways have arisen to 
characterize reservoir and produce wells more effectively and with it a crucial need to 
properly understand fluid and heat flow in the wellbore under different conditions. 
Effective and economic ways of reservoir characterization and production management 
are essential for the success during any well’s lifecycle. Fluid and heat flow play an 
important part in both of these aspects. Oil and gas bearing pay zones are porous rock 
media that are found thousands of feet below the earth’s surface. At such depth the fluids 
possess energy in the form of high pressure and temperature. Wells are drilled to 
produce these fluids from these pay zones. In producing these fluids, the engineers have 
to contend with two major types of fluid and energy flows. Fluid flows from the porous 




bottom, henceforth called bottomhole, to the wellhead dissipating some of that energy to 
the surrounding formation on its way to the top.  
Modeling of fluid flow and heat distribution remains the cornerstone of many 
discoveries and inventions in the field of engineering. In petroleum engineering, the area 
has provided numerous applications. Yet newer applications or techniques keep 
springing up to this day. The field has the potential to shed light on some major issues in 
the realm of reservoir and production engineering. It provides uses in pressure transient 
testing, determining wellbore integrity, rate estimation, intelligent completions and even 
in artificial lift where modeling the flow accurately may allow optimization of the lift 
method.  
In the past most of the modeling techniques have either focused on fluid flow and 
distribution of heat in the wellbore or in the reservoir. There have been fewer studies that 
have studied the problems by coupling the mechanics in both the reservoir and the 
wellbore. The aforementioned characteristic forms the backbone of this work. The 
synergy provided by this coupling of conduits involving different heat and fluid flow 
mechanisms can lend major utility to the models that are developed in this study. 
The study of the distribution of heat and fluid flow is useful in any stage of 
petroleum production. From mud circulation while drilling to initial flow during 
reservoir evaluation to assisted flow during the last stages of production, proper 
modeling of heat and fluid flow can help provide information more efficiently about the 




The goal of this dissertation is to demonstrate the variety of applications of fluid 
and heat flow models in the wellbore in the petroleum industry. New models are to be 
developed for different phases in the life of the well which help ascertain evaluation and 
production efficiency. These studies include design of short-term fluid flow models to 
assist in reservoir evaluation; modeling heat and fluid flow to inversely conduct flow 
estimation; and finally modeling and optimization of flow during the employment of one 
of the lift methods i.e. plunger lift. The different models and their validations would 
provide for the main content of this thesis and serve as a reminder of the application of 
the underlying principles to all flow problems in the lifecycle of a producing or injecting 
well. 
In the early stages after drilling a well, the reservoir(s) contributing to the well 
need to be understood. Models have been established in this work for such reservoir 
characterization. These models pertain to short-term tests which are increasingly used in 
industry to evaluate reservoir characteristics. Employing such models lead to significant 
cost and time savings. During the early days of the well, a well is often tested to 
establish reservoir parameters. A slug test can be carried out for an underpressured 
system where no fluid is produced on the surface since the reservoir pressure cannot 
sustain it. Similarly, in a closed chamber test (CCT), no fluid is produced at the surface 
either; however production happens in a closed chamber unlike a slug test where it takes 
place under open head. The system need not be underpressured for a CCT. In this 




these tests have not existed in literature or commercial software and this study aimed to 
provide those. 
The next application for flow in the wellbore is during production where once 
again fluid and heat flow modeling can be shown to be of great use. This study develops 
a model to account for the variable heat flux between the wellbore and formation. 
During production most wells are lined with gauges that measure pressure and 
temperature. With proper forward modeling of heat transfer, temperature measurements 
can serve some really useful purposes.  Coupling multiple temperature measurements to 
help with interpretation can provide further usefulness. These are more commonly 
known as distributed temperature measurements where the fluid temperature 
measurement is made at several depths along the wellbore. We use transient temperature 
models for the inverse modeling of temperature to estimate flow rates. The utility for the 
said model is shown with respect to both production data and logging data. 
Lastly, we demonstrate the usefulness of flow modeling inside the wellbore 
during the last stage of a well’s life. Often times when a well is nearing the end of its 
productive capability, it is put on artificial lift. There are several kinds of artificial lift 
that are available in the market for large and small scale operators. One such artificial lift 
technique that is often employed by small scale operators is plunger lift. Plunger lift 
works on the principle of reducing the static pressure in the wellbore causing the well 
flow to increase. In this study, we have used flow modeling to optimize the functioning 
of a plunger lift system, whereby the model predicts the casing pressure needed for 




used to determine the time the plunger needs to sit in the wellbore and increase in well 
productivity. Thus this dissertation develops different models for fluid and heat flow in 
the wellbore and provides applications of those models during the different stages of a 
well’s life.  
In the next chapter, we discuss the available literature on the various studies and 
models presented in this study. The chapter is divided into three sections each for the 
three different modeling techniques pertaining to wellbore fluid and heat flow. Various 
applications of all the models presented are also mentioned.  
In Chapter III, we demonstrate the theoretical development for all the models 
presented in this work. Chapter IV presents case studies where the estimations and the 
predictions are compared against field data and data from literature. A discussion of the 
applications and simulated examples that probe the possibility of extracting meaningful 
information and value from the presented work is highlighted in Chapter V. Chapter VI 
finally presents conclusions and some recommendations. The applications of such 
modeling presented in this work are far from exhaustive, but the models developed can 





CHAPTER II  
LITERATURE REVIEW 
 
The subject of fluid flow and heat flow distribution has been covered by many 
researchers in different fields of study. Narrowing down to petroleum engineering and 
related disciplines, there has also been a vast amount of literature with regards to 
different applications in industry. For the sake of clarity, separate literature review has 
been done for the different models to be developed as the applications span different 
branches of the oil and gas industry. 
 
Short-term Fluid Flow Models for Reservoir Evaluation 
Short-term fluid flow models can provide more efficient means of reservoir 
evaluation. Short-term tests are increasingly used to assess formation characteristics, 
particularly in costly offshore environments. In addition to traditional closed-chamber 
tests (CCT) and slug tests, mini-DSTs with dual-packer assembly, surge or impulse tests, 
and short-term injectivity and falloff tests all fit this category. In all these tests, a small 
volume of fluid production or injection occurs within a short time frame; Soliman et al. 
(2004) discussed most of these tests in detail. Advantages of these tests include 
environment-friendly methods, reduced risk because of shorter tests that avoid burning 
reservoir fluids at the surface, and significant cost savings. Furthermore, with changes in 
the Security Exchange Commission’s (SEC) reserves rules, a conventional DST is no 




tests and develop models that will aid in the design and analysis of these tests in the 
field.  
Literature emphasized the merits of conventional tests that span over 50 years; 
the latest SPE monograph (2009) presents many aspects of conventional test data 
gathering and analysis. In addition to the traditional reservoir parameters of 
permeability, skin, and deliverability potential, long-duration testing may reveal 
reservoir geometry reflecting depositional environment and heterogeneity. Typically, 
such insights are gained after field development and production initiation; the advent of 
permanent downhole pressure sensors has led to information deferral. 
Wireline-conveyed formation testers form the backbone of the conduct of mini-
DSTs; Chapter 21 of Kamal (2009) presents interpretation methods for formation testers. 
They reduce operational risk, permit downhole fluid sampling, and allow estimation of 
reservoir permeability. However, the derived skin from a mini-DST is not a true 
reflection of formation impairment because of incomplete cleanup. Many successful case 
studies of mini-DSTs are documented by Frimann et al. (1998), Coelho et al. (2005), 
Gok et al. (2006), Daungkaew et al. (2007), Bertolini et al. (2009), Ramaswami et al. 
(2012), and Harmawan et al. (2012). 
A slug test entails production of reservoir fluid into tubing or drillpipe with an 
open valve at surface. The flow rate, initiated by perforating, continues to decline with 
increasing backpressure as hydrocarbon flows into the drill pipe. As a result, both 
pressure and rate change continuously. The test terminates once the reservoir fluid 




under-pressured formation. In contrast to slug test, the flow occurs against a closed 
surface valve in CCT. Consequently, air compression causes the surface/downhole 
pressure to build more rapidly in CCT than in slug tests, thereby minimizing the storage 
effect significantly. 
Although Ferris and Knowles (1954) introduced the slug test in groundwater 
hydrology, Ramey et al. (1975) provided the methodology for its practical applications 
in the petroleum literature. Subsequently, Shinohara and Ramey (1979), Saldana and 
Ramey (1986), Grader and Ramey (1988), and Peres et al. (1993), among others, offered 
various improvements of the original premise of the interpretive tools intended for fully 
penetrating well in a homogeneous, infinite-acting reservoir. In underpressured 
reservoirs, the slug test principle works in reverse mode; that is, by way of fluid 
injection: Sufi and Thompson (1988) demonstrated this point in heavy-oil reservoirs. As 
shown by Kabir (1991), the slug test can also be used in sucker-rod pumping wells. 
Alexander (1977) introduced closed-chamber testing in practice. In CCT the 
surface valve remains closed during the flow periods. Because of fluid containment 
within the wellbore, this test offers greater security and safety than a standard DST. 
Changes in surface pressure with time allow for estimation of the flow rate of single-
phase reservoir fluid. Methods are available for rate estimation during two-phase flow 
situation, as shown by Kabir et al. (1991). Many studies have appeared for interpreting 
CCT data involving the convolution approach by handling pressure and computed rate; 
the studies of Simmons and Grader (1988) and Simmons (1990) are two such cases. 




on analytical solutions of the diffusivity equation. However, their method considered the 
reservoir without the wellbore and was strictly for analysis that required measured 
pressure and sandface rate. Over the years, the rate estimation approach has matured in 
terms of wellbore flow modeling. For instance, Mfonfu and Grader (1992) presented a 
complex wellbore modeling approach. In contrast, Petak et al. (1991) presented a 
simplified approach in that the wellbore-storage coefficient represents variable wellbore 
conditions at each time step.   
Despite the abundance of publications in the area of CCT and slug testing over 
decades, convenient forward models are too few to allow test design calculations. 
Therefore, the objective of developing these particular fluid flow models is three-fold: 
first, to develop a coupled wellbore/reservoir model so that test design and analysis can 
be performed for both CCT and slug tests; second, to combine the two tests to prolong 
the test duration in high-conductive formations; third, to validate the tool’s performance 
with published field data. 
  
Heat and Fluid Flow to Inversely Predict Rate 
Prediction of flow rate using heat flow modeling can be applied to various 
applications in a wellbore. This work shows two such applications where the rate 
estimated serves different purposes. Analytical transient heat flow modeling has been 
carried out to generate flow rate to be used during transient testing and to predict zonal 





Fluid flow and heat transfer modeling in transient testing has been studied by 
many since the 1990’s. Forward and inverse modeling has both become possible with 
the analytical tools developed since. Some of the more notable works involve Kabir et 
al. (1996), Fan et al. (2000), Hasan et al. (2005), Izgec et al. (2007), and Bahonar et al. 
(2011 a, b). In forward modeling these tools help determine the bottomhole pressure 
(BHP), wellhead pressure (WHP) and the wellhead temperature (WHT) using the 
reservoir and wellbore completion parameters. Inverse modeling on the other hand, is 
more complicated. Kabir and Hasan (1998) and Izgec et al. (2010) explored the different 
issues with inverse modeling in terms of the placement of gauges. 
Most often for drillstem testing, pressure and temperature measurements are 
made at the wellhead and bottomhole. Distributed temperature measurements in this 
context are rarely reported, although they are quite prevalent in permanent completions. 
Numerous studies have been done on Distributed Temperature Sensing (DTS) and 
various applications are discussed in literature. Some of these applications include 
matrix treatment diagnosis (Glasbergen et al. 2009, 2010, Tan et al. 2012), zonal 
contribution assessment (Tardy et al. 2012, Parta et al. 2010), fracture-stimulation 
diagnosis (Tabatabaei et al. 2012), and injection profiling (Gao et al. 2008, Hoang et al. 
2012), among others. Wang et al. (2008) presented an inverse model based on steady-
state energy balance using DTS technology. Duru and Horne (2010) made use of DTS 
data for estimating formation parameters, such as permeability and porosity, among 




Applicability of fluid temperature data in transient testing can also be extended to 
the near wellbore region. Since the near-wellbore properties are altered by the drilling 
operation itself, and the invasion of mud during over-balanced drilling, near-wellbore 
formation damage has been studied by investigators from various perspective over the 
years. From the standpoint of transient-pressure testing, analysis of cleanup data was 
investigated by Larsen and Kviljo (1990) and Larsen et al. (1990). In these studies, the 
authors explored the variable-skin concept en route to establishing the attainment of 
cleanup. They showed with field data that the derived skin declines in a hyperbolic 
fashion in conventional tests. Stated differently, production of the invaded mud filtrate 
declines hyperbolically. This finding has considerable merit in that diminishing 
influence of the unwanted phase with time was learned.  
Systematic studies have also evolved in understanding variable skin in wireline-
formation testing, wherin similar tests are run, but at a much reduced scale of producing 
rate and time. Studies of Goode and Thambynagyam (1996), Alpak et al. (2008), 
Ramaswami et al. (2012), among others, are cases in point. As expected, declining skin 
turned out to be the norm. Skin evolution has also been observed by Clarkson et al. 
(2013) in coal-bed methane wells. They coined the term dynamic-skin ratio, which was 
included in the dimensionless type-curve variables and flowing-material-balance 
formulation to include the effect of changing skin. More recently, Theuveny et al. (2013) 
explored various nuances of near-wellbore and wellbore cleanup operation with a 




The objective of this part of the study is two-fold: to estimate rate from 
distributed temperature measurements, available for downhole telemetry, with transient 
analytical model, and to use the computed rates to perform transient analysis for both the 
pre- and post-cleanup periods. Comparing and contrasting permeability estimates from 
the two periods would provide guidance on the suitability of such a practice. 
Another application of the proposed model is derived from production logs. The 
field of production logging (PL) dates far back to the 1930s when the first temperature 
surveys were used to locate fluid entries in a wellbore (Schlumberger et al. 1937). The 
subsequent years saw more development in the techniques and methodologies with 
injection of cool fluid to locate permeable zones (Millikan 1941), inclusion of flow rate 
and pressure measurements to the temperature surveys (Dale 1949; Riordan 1951), and 
finally density and capacitance measurements to resolve complex multiphase flow 
behavior issues (Wade et al. 1965). Since then, production logging has evolved 
significantly to how it is known at present and more evolving approaches and techniques 
are still being added today. Though PL service companies now boast of a whole suite of 
tools that can aid in logging interpretation, one measurement that has always remained at 
the forefront of production logging is temperature logging. This is primarily because of 
its reliability; no matter what the wellbore flow conditions, temperature can be measured 
accurately. 
A temperature log is probably the simplest, most accurate, and most widely 
applicable production log. Temperature logging has been used for a variety of purposes 




movement behind casing, location of lost circulation zones, and evaluation of cement 
placement (Schlumberger et al. 1937; Millikan 1941; Halbouty 1939; Goins and Dawson 
1953; Kunz and Tixier 1955). However the most common use over the years has been 
qualitative identification of injection or production zones. There have been different 
methods in literature attempting to quantify the fluid inflow or outflow as well. Ramey 
(1962) developed the pioneer equations that related wellbore fluid temperature to several 
formation and completion parameters for the case of flow in tubing or casing. Witterholt 
and Tixier (1972) extended the applicability of Ramey’s work for quantitative 
temperature log interpretation for injection. Similar was done by Curtis and Witterholt 
(1973) for producing wells. Meanwhile Romero-Juarez (1969) published his own 
method for quantitative interpretation. Hill (1990) has summarized quite a few of those 
methods. Since then, there have been other works in the area. More recently, flow rates 
from temperature measurements have been estimated by Wang et al. (2008), Yoshioka et 
al. (2009), Izgec et al. (2010), Kabir et al. (2012) and Kabir et al. (2014). In most cases 
except the last, these works have used steady-state models that do not factor in time 
dependence and therefore neglect the transient response of the reservoir. This part of the 
thesis proposes to use the described model as a means for continuous production 
surveillance. Permanent downhole sensors can be used to relay temperature of the 
flowing fluid which can then be used with a calibrated transient model to predict rate 
from different zones, hence eliminating or reducing the need for expensive production 





Flow for Optimization During Plunger Lift 
Towards the end of a well’s production, fluid and heat flow become more 
interesting especially with artificial lift methods involved. With depletion of gas 
reservoirs, the removal of produced water from the wellbores becomes less efficient. 
This inefficiency gives rise to water accumulation in the wellbore, a phenomenon known 
as liquid loading. The consequent increase in bottomhole flowing pressure significantly 
reduces gas production. A recent study of Riza et al. (2016) explored various 
mechanisms of liquid loading. One of the many methods used to combat this issue 
involves a plunger. Plunger lift is a method that uses the energy of the gas/liquid well in 
a more efficient way by allowing a free piston to travel up and down the tubing in a 
cycle.  
Plunger lift is a great option for low productivity, high gas/liquid ratio (GLR) 
wells. Its major advantages include zero input energy, relatively small investment, 
reasonable operating costs, and efficient removal of paraffin and scale depositions. 
Perhaps the main disadvantages may stem from the requirement for continuous 
monitoring, complexity of the lift process itself, and a lack of understanding of 
optimizing and troubleshooting the lift method.  
Several authors have addressed the modeling of plunger-lift installations. Some 
of these models have been accepted due to their simplicity, others require a greater deal 
of time and data for designing and analyzing plunger-lift system performance. One of 
the earliest seminal works was that of Foss and Gaul (1965), in which they presented a 




of charts that use values of parameters, including an average plunger velocity, based on 
their experience from operations at a particular field. Attempts have been made to 
improve on the Foss and Gaul study by changing values of liquid load size, plunger 
average velocity, flow line pressure, effect of pipe diameter, etc. (Hacksma 1972, 
Abercrombie 1980). 
Lea (1982) developed a model expressing plunger velocity in terms of its 
acceleration, thus allowing plunger velocity to vary with depth. Improvement on Lea’s 
model was attempted by many investigators (Rosina 1983, Marcano and Chacin 1994, 
Baruzzi and Alhanati 1995, Maggard et al. 2000, to name a few), generally by 
accounting for liquid fallback through field data or laboratory work. Gasbarri and 
Wiggins (2001) further advanced Lea’s work by considering the plunger downstroke.  
Recent advances in plunger lift system include development of ‘smart plungers’ 
that can record pressure and temperature data. This real-time measurement, in turn, helps 
optimizing the plunger lift performance. Chava et al. (2008, 2010) introduced significant 
improvement through the use of ‘smart plunger’ and developed a model for them. Tang 
and Liang (2008) also improved on dynamic modeling of plunger-lift system by 
combining it with field test data and not limiting to constant tubing pressure. More 
recently, simpler models for optimizing plunger lift performance in field operations have 
gained traction. For instance, Luo and Kelkar (2014) provided such a model that enables 
determining target casing pressure, leading to sustained production. Their model 
accounts for casing and tubing pressures before and after a plunger cycle, and the 




The modeling in this work offers a simple flow model for plunger lift based on 
energy balance by developing an expression for the minimum casing pressure needed for 
sustained production. To achieve this objective, the wellbore model is connected to a 
numerical reservoir model. This wellbore/reservoir connectivity allows determining the 
shut-in time needed to achieve the desired casing pressure for prolonging the production 
cycle. Equally important, besides understanding the current production and shut-in 
cycles in a given well, this forward model allows probing the suitability of a given well 










Flow problems such as those mentioned in the previous chapters can be broadly 
classified into either momentum transport or thermal transport. Though both kinds of 
transport problems may assume various forms, this thesis only discusses channel flow 
and more specifically pipe flow since that is the most significant form of momentum 
transport occurring inside wellbores. Similarly thermal transport can occur through 
various means but this work only accounts for the major components of thermal 
transport occurring inside the wellbore: the molecular energy transport and the 
convective energy transport. 
For momentum transport in wellbores the main objective is to get a relationship 
between the volumetric flow rate and the pressure drop and elevation change. This 
relationship is addressed when modeling for short-term fluid flow models for reservoir 
evaluation and for flow optimization during plunger lift. Thermal transport in wellbores, 
on the other hand, involve accounting for heat conduction in fluids moving through the 
wellbore, heat conduction between the different tubulars and cement and finally 
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conduction between the well system and the rock formation. The convective part of the 
transport is due to the bulk motion of the fluid and is dependent on the density of the 
fluid. These methods of energy transfer are accounted for in the thermal modeling to 
inversely predict rate.  
Each of the modeling techniques is separately discussed below for the sake of 
clarity. 
 
Short-term Fluid Flow Models for Reservoir Evaluation 
The study explores the feasibility of conducting short-term tests at a well’s 
inception to evaluate reservoir parameters that can aid in long-term testing, if needed. 
Our first objective was to develop a design tool for such tests. The design tool allows for 
the generation of pressure and flow data for a given set of reservoir and wellbore 
parameters. Similar to conventional tests, both pressure and flow rates are required for 
test interpretation. Most published studies are intended for test analysis and are not 
conducive for design calculations or forward simulations. In contrast to previous studies, 
this one presents a simple model based on a mechanistic approach to design these short-
term tests. Although simple, the model comprehensively accounts for the pressure drop 
in both the wellbore and reservoir. 
Wellbore/reservoir coupling is implicit in our modeling approach. The wellbore 
model includes the gravitational, frictional, and accelerational effects to allow estimation 
of rate from pressure data. The accelerational effects are often insignificant for liquids. 




existing models for short-term tests neglect frictional effects. The reservoir model 
assumes infinite-acting radial flow, which bodes well considering the short duration of 
the test. Convolution of rate and pressure constitutes the main part of analysis, although 
short-term pressure analysis, considering just the total accumulated fluid prior to shut-in 
(Soliman 1986), is also used for comparison. 
The slug model is ideal for underpressured reservoirs in which the fluid will not 
reach the surface without supplementary techniques, such as artificial lift. At the 
inception of such a well, the well is perforated and the tester valve opened. The 
consequent liquid influx inside the wellbore continues until the static head equalizes the 
reservoir pressure. Such a test can be designed easily with the use of static and other 
pressure-drop components in the wellbore and the flow equation in the reservoir. The 
model accounts for all fluids inside the wellbore, calculating the bottomhole pressure at 
each timestep. The bottomhole pressure is then matched with the flow equation, thereby 
calculating rate given the reservoir parameters. Appendix A provides the details of the 
model and computational algorithm. The reservoir flow equation used includes the rate 
superposition effects with the infinite-acting radial flow model. Any reservoir model can 
be substituted for the problem; however, given the short duration of the test, our 
approach appears prudent.  
Our computational algorithm relies on the premise that the bottomhole pressure 
(pwf) calculated using heights of various fluids in the wellbore at any timestep j, must 
equal pwf calculated from the reservoir equation. This equality allows us to calculate flow 




equation depends on a unique value of reservoir influx. This rate qj, assumed constant 
over the small timestep, allows us to compute the volume of reservoir fluid. These 
entities allow us to compute pwf at the next timestep j+1 at the sandface, and the 
procedure is repeated for the entire test duration. Appendix A presents the computational 
approach and the working equations.  
We note that variation of liquid properties with well depth is minimal; therefore, 
liquid sections in the wellbore were discretized into no smaller than 250 ft cell in all 
examples. In contrast, the gas chamber at the top was divided into 100 ft cells. 
Computation starts with a known fluid level in the wellbore or with a known bottomhole 
pressure at the start of the test. Thereafter, pressure components for each timestep are 
calculated using the different pressure components in the wellbore. Next, the bottomhole 
pressure is calculated using the design parameters of the reservoir, such as permeability, 
porosity, and compressibility, and the reservoir flow equation. Equating the two sources 
of pressure yields the desired flow rate. This computation is repeated at each timestep 
resulting in the desired time-dependent pressure and rate profiles. 
Figures 3.1a and 3.1b present the schematics for a slug and a closed-chamber 
test, respectively. With the rise in the fluid level in Figure 3.1a, the bottomhole pressure 
increases. This pressure rise, in turn, reduces the drawdown with time and brings about a 
consequent decline in flow rate. Eventually, the higher density fluid in the wellbore kills 
the relatively underpressured reservoir, leading to flow cessation. In Figure 3.1b, the top 







    (a)                                                                   (b) 
Figure 3. 1 – Schematic for slug (a) and closed-chamber (b) test. 
(Hashmi et al. 2016) 
 
Figures 3.2a and 3.2b illustrate the typical responses for slug and closed-
chamber tests. As in Figures 3.1a and 3.1b, with rise in the fluid level the bottomhole 
pressure increases, which reduces the drawdown with time and results in a declining 
flow rate. In the case of a slug test, the higher density fluid in the wellbore kills the 
underpressured system, whereas in the case of CCT, the chamber pressure increases 






   
(a)                  (b) 
Figure 3. 2 - Typical pressure/rate responses for slug (a) and closed-chamber (b) 
tests. 
(Hashmi et al. 2016) 
 
Our closed-chamber model is very similar to the slug model. However, in this 
model, the well is shut-in either at surface or at a specific depth in the wellbore, hence 
the term ‘closed-chamber.’ Figure 3.1b illustrates the physical mechanism for a CCT 
where fluid enters the wellbore after perforation, thereby increasing the bottomhole 
pressure. However, in this case the well being shut-in at the head (or some other 
appropriate location), the gas between the rising fluid column and the valve becomes 
trapped. Consequently, this chamber of gas is compressed with the increase in fluid 
level, causing a dramatic increase in pressure and a corresponding decline in flow rate. 
This closed system allows handling of reservoirs with diverse geopressure 
gradients. Intrinsically, the closed-chamber system demands a different treatment for 
wellbore pressure computation. For instance, gas compression in the chamber largely 
influences the static pressure component in the wellbore, which, in turn, increases the 




Computation proceeds as it would in a slug test. However, in a CCT, the pressure 
stabilization takes place after the chamber pressure has stabilized. Just as in the slug test 
model, this CCT model also allows for forward design calculations to assess various 
design variables, such as the chamber length and static backpressure at the start of test. 
Test design calculations are critical to CCT because significant gas compression in the 
chamber can compress the test duration to seconds in high-conductive formations. This 
ability to design any test by forward modeling is one of the strengths of this simple yet 
accurate model. 
 
Heat and Fluid Flow to Inversely Predict Rate 
This part of the thesis develops thermal transport equations in the wellbore to 
inversely predict rate. The study was made with regards to several different applications, 
the most important of which were pursued and are highlighted. The first application 
involves predicting rate from measured temperature data at multiple depths to be used 
during transient testing. The study interprets cleanup data in a gas well using rates that 
are estimated from distributed-temperature measurements. This strategy requires robust 
fluid temperature models that estimate rates during drawdown periods. During 
production, fluid temperature at various depths in the wellbore can be estimated using 
the fluid rate. When the distributed temperatures are available, the opportunity arises to 
solve the inverse problem for estimating rates. As discussed earlier, the technique for 
estimating rate with steady-state models has been used for the stable flow condition. 




study, we show the innovative use of temperature transients for estimating rates under 
variable-flow conditions. In addition, we investigate the improvement caused by 
incorporating depth-dependent temperature superposition in both the steady state and the 
transient models. In the following sections, we offer the operating equations. Appendix 
B details the model derivation and definition of various terms.  
All flowing fluid-temperature models assume that heat exchange between the 
formation and the fluids remain constant throughout the entire production period. In 
general, however, fluid temperature tends to approach the surrounding formation 
temperature, thereby decreasing heat transfer rate with time. To account for this 
changing heat flow, the superposition principle is used. We emphasize that this model is 
intended for superposition of heat flow for a given rate. Therefore, for the models given 
below, we employ superposition of heat flow to account for temperature transients for a 
given gas rate. For subsequent changes in gas rate, the final temperature of the previous 
rate is used as the boundary condition.   
 
Transient-Temperature Model  
When production is initiated or when the production rate is changed, thermal 
transients set in that take a much longer time to stabilize than its pressure counterpart. 
Generally speaking, the flow rate becomes stable soon after its initiation or change from 
one rate to another. However, temperature changes for the corresponding period take a 
much longer time to attain stability. Assuming that mass and momentum transients of 




that is detailed in Appendix C. We account for the effect of variable heat flux at any 
discrete time by adding ξ that represents the superposition term, as shown in Appendix 
B. Using the ξ term, we derived the following expression for transient flowing fluid 
temperature: 
 
𝑇𝑓 = 𝑇𝑒𝑖 +
(1 − 𝑒−𝑎𝑡)(1 − 𝑒(𝑧−𝐿)𝐿𝑅)
𝐿𝑅

























In Eq. 3.1, the system constant a represents thermal storage for both the fluid and 
tubulars, as defined in Appendix C. The approach adopted here is a major improvement 
over that reported earlier by Kabir et al. (2014). We discretized the wellbore into 
sections and calculated the pressure traverse along with the temperature profile.  
Computation starts with a known pressure and temperature at the bottomhole. 
Thereafter, Eq. 3.1 allows calculation of pressure and temperature at the next depth 
segment, and this computation continues until the desired depth is reached for a given 
time-step. We calculate the pressure using the methodology explained in Hasan et al. 




segments and compute similar temperature and pressure profiles at each time-step, 
thereby ensuring that the previous history is accounted for as given in Eq. 3.1. Appendix 
B details the computational approach as outlined here.  
We then compare the final calculated temperature with those measured at 
different depth intervals. As expected, the solution gets increasingly robust with the 
increase in fidelity of temperature response that occurs at shallower depths. The overall 
match provides the flow rates by honoring the discrete temperature data at the end of 
each flow period. We also show the results for a case wherein only one shallow interval 
is considered to explore the option of rate estimation when data from discrete stable rate 
intervals are available. Exploring this option has considerable merit in that in most 
instances the distributed-temperature profile is exception rather than the norm. 
 
Estimating Flow Rate from MTS Data  
As Eq. 3.1 shows, the fluid temperature Tf depends on LR, which, in turn, depends 
on the mass rate w as shown in Eq. 3.2. This dependence of rate on fluid temperature, 
however, is nonlinear and requires an optimization approach to calculate the best value 
for w for a given Tf. Recently, Kabir et al. (2014, 2012) have described methods for best 
possible rate estimation for a given fluid temperature. 
In this study, transient fluid temperature data over more than 100 hours are 
available for multiple flow rates at various well depths. We use an iterative procedure 
that consists of guessing a rate, followed by calculating the fluid temperature throughout 




the MTS values at various stations constituted a part of the objective function in the 
optimization scheme. Minimizing the objective function in a spreadsheet yielded the 
optimum rate. Various thermal properties used in these computations remain unchanged 
for all rates and wells. Thermal modeling of the entire wellbore allowed accounting for 
variation in well configuration and attendant changes in heat-transfer coefficient. 
Computations showed that dual rate solution, although rare, is possible for a 
given temperature; a phenomenon we termed temperature inversion. We have noted this 
phenomenon before and have explained it in detail (Kabir et al. 2014; Ismadi et al. 
2012).  When temperature inversion occurs, we use fluid pressure in conjunction with 
temperature to obtain the appropriate rate. 
The second application uses similar transport equations to determine production 
inflow from temperature logging. The models account for the conductive heat loss to the 
formation as the fluid travels up the wellbore, as well as the convective energy transport 
in and out of the control volume. The approach includes similar analytical wellbore fluid 














































The procedures undertaken during conventional production logging, such as 
varying choke settings and different flow and shut-in conditions, often introduce 
transients into the fluid and thermal transport. Steady-state models for such estimations, 
therefore, can lead to serious errors. They can often only be used when the fluid and heat 
flow attain stability, which may require hours after a rate change occurs. Consequently, 
this study uses the mentioned transient model to estimate rates under variable flow 
conditions during production logging.  
Figure 3.3 summarizes the methodology followed. Unlike logging with a spinner 
in which the spinner revolutions are measured and then later transformed to flow rate 
from a certain producing zone, this technique begins with the answer. Similar to the 




calculate the fluid temperature profile that should exist in the well, based on the flow 
rate and the time duration of flow. The model considers the wellbore and completion 
characteristics and the fluid and formation properties. All properties may or may not be 
known with certainty, and that is where the spinner helps to calibrate the model. After 
the model has been calibrated, it can then be used to estimate fluid temperature and to 
compare that fluid temperature against the measured temperature profile. The difference 
between the two can be reduced by applying an inversion technique and changing the 
flow rate. Following the same procedure for different producing zones in the same well 






Figure 3. 3 - Summary of the rate estimate workflow from temperature logging. 
 
 
Flow for Optimization During Plunger Lift 
Lastly, this section of the thesis revisits the flow modeling inside the wellbore 
with different initial, operating and boundary conditions. When a gas well begins to load 
up, its production starts to decline and ultimately the well dies. One way to avoid a well 
getting ultimately ‘killed’ by liquid loading is to shut the well in (stopping production), 
and let the pressure at the well bottom build up. Then open the well at an appropriate 




the well to produce again for quite some time. This process of shutting in the well to 
build up the pressure and then flowing the well can be aided by a plunger. Plunger lift 
uses the built-up energy of a temporarily shut-in well to move much of the accumulated 
liquid up from the well bottom to the surface. 
To efficiently run this cyclic process of shutting in and restarting production, the 
well should not be shut-in for too long; yet, must be shut-in for long enough for the 
pressure to build up to a certain level that allows continuous production for quite some 
time. The objective of this part of the study study is to develop a model that enables 
estimation of pressure buildup in the well after shut-in, which allows subsequent 
sustained production. 
Assumptions: 
1. Efficient production requires a gas well to operate in the annular 2-phase regime. 
During annular 2-phase flow, especially at the low pressures of brown fields, 
liquid volume fraction in the wellbore is likely to be less than 5%. For estimating 
wellbore gas mass, we assume that most of the tubing and annular spaces are 
filled with gas. 
2. The production ceases upon closing the tubinghead valve, thereby allowing 
afterflow to occur from the reservoir to accumulate in the tubing/casing annulus.  
3. After pressure buildup and when the plunger is released, the pressurized annular 




4. The pressure-volume (pV) work done by the pressurized annular gas must also 
account for energy needed to lift the liquid and gas on top of the plunger, and the 
friction during plunger movement. 
5. After the plunger reaches the top, the pressure at the tubinghead will be the 
known line pressure that needs to be maintained for quite some time (for 
sustainable production) before the next cycle begins. Therefore, for calculating 
pV at the end of upward plunger movement, the line pressure will be used along 
with the well volume. 
6. The pressures at the top and bottom of the tubing and casing are related by the 
exponential expression for the standing-gas column, 𝑝𝑏ℎ = 𝑝𝑤ℎ𝑒
(𝑔𝑀𝐷)/(𝑅𝑍𝑇𝑔𝑐) 
where M is the gas molecular weight and D is the vertical distance between 
wellhead and bottomhole. In other words, the wellbore liquid is accounted for 
while estimating liquid holdup.  
The plunger should be released from the bottom seat only after the annular 
pressure has increased high enough so that the tubinghead pressure reaches above the 
line pressure upon expansion of fluids, and the arrival of the plunger and liquid to the 
wellhead. We analyze the process by examining the energy available just before the 
plunger starts ascending and compare that to the final state of the process when the 
plunger has moved all the way up. We use the pressures at the tubinghead (pt) and 
casinghead (pc) to represent the pressure in the entire tubing and casing, respectively. 
Energy available in the annular gas just before the plunger is released is the 




gas in the tubing/casing annulus. This energy must be at least equal to the final pV work 
that is given by (pV)total = (ptVc + ptVt). Besides, energy must be spent to move the 
plunger, and water and gas on top of it to the wellhead (potential energy), and 
overcoming friction in doing so. The gain in potential energy of the plunger-fluid system 
is proportional to the total mass of plunger (mp) plus fluid on top of the plunger (mL+mg). 
Therefore, energy balance is written as 
 
𝑝𝑐𝑉𝑐 = 𝑝𝑡(𝑉𝑐 + 𝑉𝑡) + (𝑚𝑝+𝑚𝐿 + 𝑚𝑔) (
𝑔
𝑔𝑐
) 𝐷 + 𝐹 (3.9) 
The frictional loss of energy depends on the mass of the fluid plunger system, in 
addition to the well depth. For simplicity we assume that the frictional loss F is small 
compared to the other terms and is included in the gas static-head term as a small 
fraction C. Therefore, Eq. 3.9 can be rewritten as 
 
 
𝑝𝑐𝑉𝑐 = 𝑝𝑡(𝑉𝑐 + 𝑉𝑡) + (𝑚𝑝+𝑚𝐿 + (1 + 𝐶)𝑚𝑔) (
𝑔
𝑔𝑐
) 𝐷 (3.10) 
Before the tubinghead valve is opened to allow the plunger to move up, the 














CHAPTER IV  




The last chapter talked about the details and methodology that was adopted in the 
development of the mentioned models. Here we present some of the applications of the 
developed models and some field cases where the models were applied. The data was 
mostly obtained from literature. In the case of thermal modeling and rate inversion, data 
was supplied by Hess Corporation from their deepwater asset in Western Australia. 
  This chapter demonstrates the applicability of the proposed models in the field 
of transient well testing, production logging and artificial lift. Similar to the previous 
chapters, each category of the models is discussed separately with examples. 
 
Short-term Fluid Flow Models for Reservoir Evaluation 
Pressure and rate data from both slug tests and closed-chamber tests can be 
analyzed the same way. We adopted the convolution approach proposed by Meunier et 
al. (1985). All analyses showed that the input parameters of permeability and skin can be 
reproduced. 
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Case 1: Closed-chamber testing  
The test design methodology is also able to replicate a closed-chamber test 
reported by Simmons (1990). As discussed earlier, reservoir fluid intrudes into the 
wellbore when the valve opens downhole. The bottomhole pressure increases, and so 
does the pressure of the gas chamber, which is the volume of gas between the closed 
upper valve and the rising liquid level. Figure 4.1 demonstrates that sharp increases in 
the chamber and the consequent bottomhole pressures result in a precipitous decline in 
the flow rate. Because Simmons neglected frictional pressure loss, we used our model 
without accounting for friction to replicate Simmons’ results.  
 
 
Figure 4. 1 - Pressure and rate response for the test reported by Simmons (1990) 
using the suggested model. 





In most cases, frictional effects are very significant due to very high initial flow 
rates, induced by a large pressure differential in the wellbore. In some cases, acceleration 
may also play an important role. In the study by Simmons (1990), the accelerational and 
frictional effects were ignored. The design tool introduced in this study allows us to 
explore the effects of pressure-drop components and determine their impact 
quantitatively. Figure 4.2 illustrates the model’s significantly different pressure and rate 
signatures with and without friction. Many proposed models for short-term tests neglect 
this effect, which can provide misleading results for permeability. In most test situations, 
downhole pressure measurement and surface rate metering constitute the norm; 
therefore, data analysis implicitly accounts for the frictional effects. However, all these 
factors must be included during the design of such tests. Analyzing both sets of data in 
Figure 4.2 yielded about 54% higher permeability when friction was not accounted for 






Figure 4. 2 - Pressure and rate responses for a CCT with and without friction; 
Neglecting friction overestimates permeability. 
(Hashmi et al. 2016) 
 
When a CCT or a slug test is conducted either individually or in slug/CCT 
sequence, the signature of the calculated bottomhole pressure will be different, if 
frictional-pressure loss is accounted for compared to when it is not. When friction is 
considered, the initial calculated rate will be lower and BHP higher than that in a 
frictionless system. As the test continues, the calculated cumulative volume with friction 
will lag much behind that for the idealized frictionless system, thereby causing the liquid 
column in the wellbore to be much shorter than that for the frictionless case. At some 
point during the test, the lower static pressure from the shorter liquid column along with 
lower gas chamber pressure (due to larger volume) will make BHP with friction to be 
lower than that without. Ultimately, BHP with and without friction will become the same 
when the flow cessation occurs. Therefore, BHP without friction compared to that with 




ultimately becomes the same value. The differences between the two calculated BHP 
values for these tests depend on the flow rate and initial-gas-chamber height and, 
therefore, demand calculations for the entire time domain.  
  
Case 2: Combined slug and CCT  
This example presents a combined slug and CCT test to illustrate its merit and 
plausible applications in most situations. Table 1 presents the pertinent reservoir, fluid, 
and well properties. The open wellhead valve constituted the slug test for the first six 
minutes, followed by a shut-in to perform the closed-chamber test. The overall test lasted 
for approximately two hours. The pressure and rate signatures obtained from the design 
were analyzed using the Meunier et al. (1985) approach to evaluate reservoir parameters.  
Figure 4.3a shows the design aspect of the test and Figure 4.3b presents the 
convolution analysis of the combined pressure/rate response. The presence of a 
substantial amount of fluid in the wellbore before the flow starts keeps the initial 
chamber pressure low. The availability of the total chamber volume for reservoir fluid 
influx and the induced reservoir/wellbore pressure differential constitute the two key 
design variables. Figure 4.3b returns the same input parameters for the simulation, 





Table 4. 1 - Input Variables for Example 1. 
k 100 md rt 0.195 ft 
h 30 ft Depth 14,167 ft 
φ 0.2 
 
hL 4,250 ft 
μ 0.7 cp ε 0.00015 ft 
pi 6676 psi gG 0.0081 °F/ft 
B 1.33 rb/stb Tav 185 °F 
ct 6.00E-06 psi
-1
 Oil gravity 35 °API 
cf 1.70E-05 psi
-1




 ρf 67.32 lbm/ft
3
 








 (a)                     (b) 
Figure 4. 3 - Pressure and rate responses in combined slug/CCT (a), and its analysis (b), Example 1. 





Case 3: Reverse slug or injection test  
Similar to a slug test, fluid injection may be induced into an underpressured 
formation upon well perforating. In such a system, liquid-filled wellbore fluid triggers 
higher-pressure differential across the perforations into the reservoir, thereby triggering 
reverse slug test. The bottomhole pressure and injection rate allow an analysis similar to 
that discussed in the slug test. Figure 4.4 presents a synthetic example of a short-term 
injection test design for an underpressured system and its analysis with the generated 
response. With the increase in injection volume into the formation, the wellbore liquid 
level continues to recede, leading to a continual decline in bottomhole pressure or the 
driving force; consequently, the injection rate declines with increasing backpressure. 
Flow ceases when the wellbore and the formation pressures are balanced. 
 
Model verification with field examples 
Example 1: Slug test 
The first case discussed here is taken from Ramey et al. (1975). Figure 4.5a 
shows the test data along with pressures and rates derived from forward simulation, and 
Figure 4.5b illustrates the analysis involving both measured and derived pressures with 
computed rates. The solids lines represent the simulated response, whereas the symbols 
reflect measured data. As expected, the noise in pressure data precipitated the scatter in 







Figure 4. 4 - Pressure and rate responses for a short-term injection test (a), and the convolution analysis (b). 










Figure 4. 5 - Pressure and rate responses for the Ramey et al. example (a). Convolution analysis of field data shows 
some scatter (b). 





Figure 4.5a shows that pressure increases as the liquid flows into the tubing, 
thereby increasing the bottomhole pressure and decreasing the drawdown in the reservoir 
that leads to a decrease in flow rate. The rate-normalized pressure and its derivative 
(Figure 4.5b) provide the measures for the analysis of such a test whereby permeability, 
skin, and initial pressure can be determined.  
Ramey et al. (1975) introduced this test using a type-curve approach. The 
approach entails calculating the pressure-difference ratio curves at different times using 
the different reservoir variables and then matching the curves generated with the actual 
pressure data. Both the approaches present similar results, which serve to validate the 
model developed in this study. Rate calculations were not intrinsic to Ramey’s analysis; 
therefore, the design aspect of the test differs from that presented in this work. Figure 
4.6 compares the data from Ramey et al.’s example and the generated response from the 
proposed model. Similar to Ramey’s model, the model proposed in this study gives a 





Figure 4. 6 - Semilog type-curve match for Ramey et al.’s example compares the 
generated and measured pressure responses. 
(Hashmi et al. 2016) 
 
Let us generate pressure and rate signatures that are distinctly different by 
combining the slug test with CCT using forward simulation. The intrinsic idea is to 
ensure solution uniqueness in these short-duration tests with monotonic trend, if only 
one is pursued. Figure 4.7a presents the simulated response of the combined test, and 
Figure 4.7b shows the solution. As expected, the same results are obtained, as shown 






(a)                                                                                  (b) 
Figure 4. 7 - Pressure and rate response for the combined slug-CCT (a) and analysis (b) for Example 1. 





Example 2: Reverse slug test 
This example compares the proposed model with the falling-head test (FHT), an 
injectivity test illustrated by Sufi and Thompson (1988). The test was conducted on a 
well in the Athabasca tar-sands deposit in Alberta, Canada. Table 2 provides the 
reservoir, fluid, and well properties. The test continued until the pressure stabilized and 
injection ceased.  
 
Table 4. 2 - Input Variables for Example 2. 
k 7 md rw 0.4 ft 
h 11.8 ft rt 0.120 ft 
φ 0.35 
 
Depth 754 ft 
μ 1.3 cp ε 0.00015 ft 
pi 130 psi gG 0.02 °F/ft 
B 1 RB/STB Tav 85 °F 
ct 2.30E-05 psi
-1









   
 
Figures 4.8a and 4.8b provide the design obtained for the test using the 






    
(a) (b) 
Figure 4. 8 - Pressure and rate responses (a) and analysis (b) for Example 2. The wellbore model reproduces measured 
pressure well. 





in this example due to self-injection of fluid in the reservoir that decreases the level of 
fluid in the wellbore. The test continued for about 14 hours, at which point the flow rate 
becomes imperceptible. The analysis showed that a permeability of 7 md with a 
negligible skin was obtained for the example. These results compare favorably with the 
reported data from the actual test of permeability 5.8 md with a negligible skin (0.04). 
The generated pressure response shown in Figure 4.8a compares well with the 
actual test response that was measured in the field. Figure 4.9 compares these two 
responses and shows the type curve match for the test. The overall match quality is a 




Figure 4. 9 - Semilog type curve match compares with generated and measured 
pressure responses, Example 2. 




Besides the heavy-oil setting, FHT is also conducive to any underpressure 
reservoir that is below the normal hydrostatic-pressure gradient of 0.433 psi/ft. 
Reservoirs that were deposited with rapid burial followed by tectonic uplift constitute 
the natural system, and those normal pressure reservoirs that have undergone pressure 
depletion are amenable to such tests. Examples of naturally occurring underpressured 
reservoirs include those in the Rocky Mountain basin and some in Nevada. Iraq’s 
Kurdistan region also has reservoirs where the water table occurs above the sea level, 
thereby causing underpressured hydrocarbon accumulations.   
Example 3: Closed-chamber test 
Examples 1 and 2 have shown analyses of two forms of slug test. This example 
allows us to test the model’s strength of analysis on yet another case from Alberta, 
Canada, where closed-chamber testing was conducted. This example was initially 
presented by Kabir et al. (1991). Although the test involved two-phase flow, fairly 
accurate analysis was performed with single-phase considerations. This favorable 
condition resulted from the relatively low-gas rates. Measured pressure was available for 
both the bottomhole and the top of the enclosed chamber. Using the measured pressure, 
we calculated the liquid height as a function of time which provided liquid rate. Figure 
4.10a shows both the pressure profiles and the estimated flowrate. Once pressure and 
flow rate were estimated, the convolution analysis yielded permeability and initial-







Figure 4. 10 - Pressure and rate profiles for CCT (a) and convolution analysis generates noisy solution of field data (b), 
Example 3. 




Example 3 highlights the short-term nature of CCT with meaningful analysis. 
The test takes about an hour to complete, providing us with important reservoir 
information. Although the test started with multiphase flow, only single-phase flow was 
considered during the analysis, culminating in reasonably good match with the reported 
data. 
Example 4: CCT and conventional test  
This field example explores the frictional-pressure-drop question with a field 
example during CCT, a point made earlier with a synthetic case in Figure 4.5. Earlier, 
Soliman et al. (2004) presented this example while revisiting short-term tests. Figure 
4.11 shows the computational and interpretative results of the short-duration CCT as 
presented in this study. Inclusion of friction allowed the results to be in better alignment 
with those obtained from the long-term tests run on this well. Figure 4.12 illustrates this 
point when the results are compared with those of previous analyses of CCT and long-
term tests. 
As indicated earlier, the monotonic test response of either the CCT or slug test 
can be improved by combining these two tests. In this case, let us consider rerunning 
both tests for the same total time period of 0.3 hr, with 0.15 hr for each test. Figure 
4.13a captures the two different signatures in this simulated test, and Figure 4.13b 
shows the same solutions as those in Figure 4.11b. This combined test suggests that the 
afterflow ceased in 0.18 hr, whereas it continued for the total test duration for the CCT 




   
(a) (b) 
Figure 4. 11  Frictional effect dominates early-time pressure and rate responses (a), and the resultant analysis produces 
smooth signatures (b), Example 4. 







Figure 4. 12 - Convolution analysis of CCT (a), and long-term analysis of two buildup tests (b) for Example 4 





    
(a) (b) 
Figure 4. 13 - Pressure and rate response for the combined slug-CCT (a) and analysis (b) for Example 4. 





Heat and Fluid Flow to Inversely Predict Rate 
As in the case of the previous model, we validated this one too using multiple 
sets of data. For the first application, we had MTS and rate data for more than 100 hours 
from three different wells situated in a formation off the coast of West Australia. 
Temperature sensors embedded in the acoustic telemetry system at 11 depth locations 
about 1,000 ft apart in each well provided the distributed-temperature data over the 
entire test period with rates varying from zero to 60 MMscf/D. Figure 4.14 shows the 
discrete nature of temperature sensors that were embedded in the pressure-relay stations 
during the course of transient testing in this deepwater setting. The rigor of the new 
analytical model allowed reliable estimation of flow rates during both flow periods, pre- 
and post-cleanup. This has tremendous potential in the field of transient testing. Because 
direct rate metering may be obviated in tests involving wireless telemetry, formation 





Figure 4. 14 - Schematic of multipoint temperature measurements at relay stations. 
(Hashmi et al. 2015) 
 
Figure 4.15 shows data from five of those stations for Well 4. As discussed in 
the subsequent sections, these MTS data sets formed the backbone of this study. As 
expected, the smallest response occurs near the well bottom, whereas the largest 






Figure 4. 15 - Depth-dependent measurements of transient temperature in Well 4. 
(Hashmi et al. 2015) 
 
Figure 4.15 illustrates interesting phenomena that characterize the transient fluid-
temperature behavior. One such characteristic evident is the distinctly varying 
temperature profiles near the mudline while a near-flat line represents the profile close to 
the bottomhole. The explanation of this gradual flattening of the temperature profiles 
with increasing depth is simple. Fluid entering the wellbore is at (or nearly at) the same 
temperature as the formation. Therefore, near the bottomhole, there is little or no 
difference between the fluid temperature Tf and the surrounding formation Tei. Because 
Tf ̶ Tei is the driving force for heat transfer, not much heat exchange occurs near the well 
bottom, which explains the relatively unperturbed temperature profile with time at 




much lower temperature than the fluid itself. This larger temperature contrast at 
shallower depths explains the greater heat exchange.   
For the same amount of heat exchange, however, temperature change is smaller 
for greater rates (because Q ~ mcpΔT). Therefore, at higher flow rates the fluid 
temperature will stay higher than for a lower rate because of a smaller temperature 
difference. This behavior is observed in the temperature profiles at 2 to 6 hours. During 
this period, rates keep increasing, resulting in increasing fluid temperature with rate and, 
therefore, with time. 
When fluid flow is initiated from a shut-in well (or when a step increase in rate 
occurs), the fluid temperature increases for some time, even if the rate is kept constant. 
This point is illustrated in Figure 4.16, wherein at each constant-rate segment, the fluid 
temperature increases by about 15
o
F. This phenomenon is easier to understand for a rate 
increase than for a rate decrease; although, the same explanation applies to both 
situations. When a rate increase is initiated and held constant for some time, hotter fluid 
from greater depth moves up and replaces the colder fluid at any given position. As 
production continues, increasingly hotter fluid from greater depths does the replacement, 
thereby allowing the fluid temperature to increase with time at any elevation higher than 
the point of fluid entry. However, after the bottomhole fluid has replaced the fluid at a 
given location, the temperature change reaches a point of diminishing returns for a given 
rate. In other words, this location reaches a pseudosteady-state temperature for a given 




unsuitable for obtaining accurate flow rates from transient-temperature data, even when 
the rate remains constant over some periods.  
 
 
Figure 4. 16 - Gas rate and fluid temperature during the cleaning phase in Well 4. 
(Hashmi et al. 2015) 
 
Temperature Model Validation   
Because accurate rate estimation from MTS data requires rigorous temperature 
models, we offer both verification and validation of our temperature models in this 
section. In addition to the data from the three wells mentioned above, we also used 
temperature estimation from a commercial software package (WELLCAT) to verify our 
model. The finite-element wellbore simulator uses a detailed description of the wellbore, 
fluid, and formation to generate transient solution for the flow problem at hand. The 
simulator estimates temperature profile based on the rate history where temperature at 




simulator is intended for casing design, it solves the heat flow problem of interest in a 
rigorous fashion.   
Figures 4.17 and 4.18 present the history matching effort of the temperature 
profiles near the mudline for the two wells. The agreement of our model with data 
provides validation and the commercial simulator verifies the results. As noted earlier, 
only one set of input parameters was used for history matching temperature data from all 
depths and rates for both wells in this field. 
 
 
Figure 4. 17 - History matching transient temperature profile, Well 2. 
(Hashmi et al. 2015) 
 
As shown in Figure 4.17, Well 2 depicts a classical temperature profile for a 
flow-after-flow test, following the cleanup and shut-in periods. The initial period from 
well startup until about 12 hours corresponds to the cleanup phase wherein the rate is 




in for about the same period. Following the shut-in, the flow-after-flow test for 
deliverability, in which the surface rate is increased in each successive step for the same 
duration, is initiated. This succession of rate profile is accurately captured by the 
temperature profile. At the start of the test (at approximately 25 hours), the temperature 
increases due to the hotter fluid rising up the wellbore. The temperature starts to stabilize 
at around 33 hours when another increase in rate causes the temperature to rise farther. 
Although the time is the same, this increase in temperature is not the same as with the 
previous rate. This reduced response is triggered by the decreasing temperature 
difference between the fluid and the wellbore as mentioned earlier. 
The same reasoning applies to Well 4 where the well follows a similar rate 
schedule. Here, formation of hydrates occurred in the wellbore during the flow period as 
characterized by the dips in temperature and shown earlier in Figure 4.15. Methanol 
injection mitigated this problem. However the benefit of using temperature 
measurements for flow rate estimation becomes more evident here because the fluid 
temperature captured this anomaly. Figures 4.18 and 4.19a demonstrate that the model 






Figure 4. 18 - History matching transient temperatures profile, Well 4. 
(Hashmi et al. 2015) 
 
Figure 4.19a shows the history match of transient temperature profiles done at 
various depths. For clarity of presentation, only three depths are shown, but in reality, 
we have had 10 depths (each 1,000 ft apart) to anchor the model solution. As expected, 
the fidelity of the temperature response decreases with increasing depth. Yet, the 
decrease in flow rate is captured at greater depths as well. Such spatial data help in 
accurate estimation of the fluid flow rates because multiple datasets constrain the 
problem at hand. This point is illustrated more clearly in Figure 4.19b, which shows the 









Figure 4. 19 - History matching transient temperature profiles (a) and rate profile 
(b) using data at different depths. 




As shown in Figure 4.19b, the predicted rates closely follow those recorded using 
the multiphase flow meter. The model’s sensitivity enabled us to capture the flow rate 
restrictions around 42 and 52 hours.  
A problem that often creeps up during inverse modeling is the solution 
nonuniqueness. This aspect is often the case in inverse problems because the problem is 
often under defined. However, temperature data at multiple depths make up for the lack 
of under defined parameters. That said, we cannot ignore that more often than not such 
rich data are lacking in most test settings. Usually the temperature data is limited to the 
wellhead and bottomhole conditions. Therefore, we employed the same methodology 
discussed earlier on temperature data from just one depth nearest to the mudline, which 
is construed as most appropriate for the analysis because of the largest temperature 
response.  
Figure 4.20a offers the results for the history matching of temperature estimates 
and Figure 4.20b presents the rate estimated based on the match shown in Figure 4.20a. 
As shown, the match quality for the temperature is not much different; however, the rate 
quality suffers slightly. Here, the non-uniqueness of the inverse problem becomes more 
evident during our analysis because the problem becomes less constrained. This 
experience suggests that the model be calibrated and anchored for a known rate to 
achieve more confidence in the prediction when using data from a single location. This 









Figure 4. 20 - History matching transient temperature profile (a) and rate profile 
(b) using data at the wellhead. 







Validation of Cleanup Rate Modeling 
In most settings, the cleanup period is overlooked from a transient-test 
interpretation standpoint. This is primarily because rates are seldom metered with a 
multiphase flowmeter. Obviously, the continuously changing two-phase flow situation 
presents additional challenges in test interpretation. However, reliable estimations of 
relevant reservoir parameters may be obtained if rates of the dominant phase are inferred 
from distributed temperature measurements. These estimated parameters, in turn, allow 
fine-tuning the subsequent test sequence, thereby potentially saving considerable 
expense.  
This section demonstrates the applicability of the proposed rate-estimation model 
from the distributed-temperature data by verifying its performance with a field example, 
Well 4. We validated the usefulness of cleanup data analysis with a simulated example. 
The simulated example was generated with a commercial numerical model, wherein 
fluid invasion was mimicked by injecting water into the formation and producing gas 
thereafter by imposing step-wise increase in drawdown at sandface. The use of statistical 
design of experiments (DOE) provides clues about the relative importance of input 
parameters. 
Estimating Reliable Rates with Temperature Modeling  
Rates are estimated through an overall temperature match at various depths by 
honoring discrete temperature data at the end of each time period. Figure 4.21 depicts 




early cleanup phase of Well 4. An important observation in Figure 4.21 is the smooth 
nature of the temperature profile, which may lead one to think that the rise in 
temperature was because of production period alone. That notion, however, is 
inaccurate. In fact, the cleanup fluid flow rate changed significantly and irregularly over 
time. This item is discussed next. 
 
Figure 4. 21 - Temperature history matching using transient and steady-state 
models for cleanup phase, Well 4. 
(Hashmi et al. 2015) 
 
Figure 4.22 provides a comparison between the estimated rates using the 
described methodology and the measured rates during the early cleanup phase in Well 4. 
As Figure 4.22 points out, the transient temperature modeling allows for the 
determination of rate. Despite the steady increase of temperature, Figure 4.22 






Figure 4. 22 - Comparison of measured and estimated rates during the cleanup 
phase, Well 4. 
(Hashmi et al. 2015) 
 
Figure 4.23 shows the differences in the temperature estimated with and without 
superposition for one of the rate schedules during the cleanup phase. As the figure 
shows, the superposition in heat flow does not play a significant part for this flow 
problem at hand. However, some important items worthy of note confirm the notion of 
decreasing heat transfer rate with time. As time progresses, the fluid temperature 
estimated with superposition tends to be slightly higher than without superposition. This 
observation confirms that the difference in temperature between the wellbore fluid and 
the formation is decreasing due to the formation being heated up, thereby decreasing the 
heat transfer rate as highlighted above. Therefore, the fluid temperature with 
superposition is slightly higher. Another observation is that the effect of superposition 




between the formation and the fluid temperature declines with increasing depth. The 
computations for superposition are involved; the example discussed above does not 
imply that the superposition effects are negligible in all cases. 
We investigated conditions under which the effect of temperature superposition 
can be pronounced in this setting. Because the need for superposition arise due to 
temperature increase in the near-wellbore area, greater difference between the fluid and 
formation temperatures may lead to pronounced effect of superposition on fluid 
temperature. Flow simulations for Well 4 at the same flow rate but with 50% higher 
geothermal gradient (0.02423 °F/ft) suggested that the estimated fluid temperature at the 
mudline with superposition is 3.9 °F higher than will be estimated if superposition 
effects were ignored. This temperature error due to neglecting superposition leads to a 
14% lower estimate in gas flow rate. For the same base case, we simulated the effect of 
formation thermal conductivity on heat retention in the near wellbore zone and its 
consequent effect on fluid temperature estimated using superposition. A 30% decrease in 
formation thermal conductivity along with a 50% increase in geothermal gradient led to 







Figure 4. 23 - Temperature estimation at different depths with and without 
superposition for cleanup phase, Well 4. 
(Hashmi et al. 2015) 
 
Cleanup Effect in Pressure-Transient Response  
In this section, we use both synthetic and field examples to explore the effect of 
cleanup in our ability to obtain reservoir permeability. The underlying thought is to 
obtain a good estimation of permeability from the cleanup period so that the post-
cleanup flow and shut-in periods can be fine-tuned. We resort to the statistical DOE to 
do an objective analysis. To that end, we generate solutions with a numerical simulator 
by injecting water into the formation to mimic fluid invasion, followed by a rest period 
and a sequence of flow and shut-in periods, as depicted in the rate profile in Figures 
4.24a and 4.24b. Figure 4.24a shows the two buildups: one after the cleanup and the 
second after the flow-after-flow test. The parameters obtained from the two buildup 




compared the results of two buildups from one of the worst cases considered in this 
study in terms of depth of invasion. The underlying idea was to underscore the point that 
permeability estimation during or following the incomplete cleanup period is quite 
reliable. As Figure 4.25 suggests only the skin is impacted, not the formation kh. Let us 
study the results of the DOE to learn more about the effect of skin. 
Table 4.3 presents the design variables for the full-factorial analysis. Figure 4.26 
presents the summary of these flow-simulation runs on a Pareto chart. In this DOE, skin 
for both the shut-in periods is the dependent variable, whereas formation conductivity, 
depth of mud-filtrate invasion, and the initial shut-in time before production constituted 
the three independent variables. As noted in some of the skin values associated with the 
second buildup, formation cleanup is not guaranteed in adverse situations when deep 
filtrate invasion occurs, coupled with inadequate flow periods and/or insufficient 
drawdown. Figure 4.24b makes this point clearly, in that declining water production 
continues long after the designated cleanup period, thereby affecting skin for the second 
buildup. 
The positive sign associated with any independent variable on the Pareto chart 
suggests that an increase of the independent variable will result in an increase of the 
dependent variable. Although kh is by far the dominant variable, the Pareto chart does 
not imply that the other two variables with absolute t-test value below 95% confidence 
level are not influencing the skin in the second buildup test. Rather, the chart shows that 






Table 4. 3 - Design Variables for Full Factorial Analysis. 
 
kh, md-ft depth of invasion, ft Initial shut-in time, hr 
Low 50 1 0 
Medium 1500 2 10 










Figure 4. 24 - Pressure simulation for one of the design cases (a) and rate 
simulation for the same case (b). 
(Hashmi et al. 2015) 
 
 
Figure 4. 25 - Buildup charts for the same case as in Fig. 4.24. 






     (a)       (b) 
Figure 4. 26 - Pareto charts show the significance of independent variables on skin from (a) BU-1 and (b) BU-2. 





As the results of the DOE with the simulated example show, formation’s 
conductivity or the kh product dominates skin. Interestingly, the other significant 
variable for the pre-cleanup skin is the depth of invasion. However, the significance of 
filtrate invasion diminishes in the second buildup, reaffirming the contention that the 
difference in the pre- and post-cleanup response manifests in terms of skin. This point is 
made by Figure 4.27, which shows the results of pre- (BU-1) and post-cleanup (BU-2) 
shut-in periods for Well 4. As expected, the derivative signatures overlay suggests the 
same conductivity, but the pressure-difference curves separate indicating the skin effect 
or incomplete cleanup. 
The DOE also provided an opportunity to create a quantitative model for the pre- 
and post-cleanup skin based on the independent variables used to investigate their effect. 
While these models are not expected to work outside the range of variables used in this 
study, they may guide the estimation of relative skin values. The following expressions 
present the models that can be used to estimate the two skins, respectively: 
 log 𝑠1 = 1.64(log 𝑘ℎ) − 0.037(log 𝑘ℎ)
2 + 10.3(log 𝑟𝑖𝑛𝑣) − 2.69(log 𝑘ℎ log 𝑟𝑖𝑛𝑣)
− 1.25(log 𝑟𝑖𝑛𝑣)
2 − 0.01(log 𝑡𝑠𝑡) + 0.0008(log 𝑘ℎ)(log 𝑡𝑠𝑡)
+ 0.011(log 𝑡𝑠𝑡)(log 𝑟𝑖𝑛𝑣) − 0.01(log 𝑡𝑠𝑡)




 log 𝑠2 = 3.36(log 𝑘ℎ) − 0.038(log 𝑘ℎ)
2 − 0.16(log 𝑟𝑖𝑛𝑣) + 0.055(log 𝑘ℎ log 𝑟𝑖𝑛𝑣)
− 0.18(log 𝑟𝑖𝑛𝑣)
2 − 0.016(log 𝑡𝑠𝑡) − 0.007(log 𝑘ℎ)(log 𝑡𝑠𝑡)
− 0.02(log 𝑡𝑠𝑡)(log 𝑟𝑖𝑛𝑣) + 0.009(log 𝑡𝑠𝑡)






      
 
Figure 4. 27 - Incomplete cleanup manifests in terms of skin, Well 4. 





Validation of Modeling Temperature Logging Data 
The second application for rate estimation using thermal modeling was validated 
with some production logging data. This field example focuses on an oil well in which 
production logging was run to obtain zonal contributions from each of two sets of 
perforations. Temperature measurements were part of the suite of production logging 
tools that were run. The well was run at two different choke settings during the logging 
run: one with an open choke and another with a choke setting of 60% of total volumetric 
flow. Complete logs were available for both choke settings, which provided for an 
interesting set of data that validated the approach and the choice of a transient model. 
Figure 4.28 and Figure 4.29 present the interpreted spinner response from the two 
different choke settings. The interpretation provides the flow rates from the bottom 
perforations and the combined flow rate after the top perforations for both of the choke 
settings.  
In both cases, the same input parameters were used to run the model except for 
the time and rate of fluid flow. Rate was obtained using the same technique of matching 
the temperature outside of the perforation zones where the flow was not so turbulent. 
This was done successively on top of each set of perforations so the individual and the 
combined rates could be determined. The rigor of the analytical model enabled reliable 
estimation of flow rates from both sections of the wellbore: pre- and post-top 
perforations. All calculations were performed for each half foot of measured depth 
interval. Different thermal resistances between the flowing fluid, the completions, and 




Physical properties of the fluid were also considered to estimate the effect of pressure 
drop on the temperature profile. 
 
 
Figure 4. 28 - Flow profile from interpreting spinner data from production logging 







Figure 4. 29 - Flow profile from interpreting spinner data from production logging 
at 60% flow. 
 
Temperature profile in the wellbore was calculated for both cases of 100% and 
60% flow and compared to the measured temperature profiles. Figure 4.30 and Figure 
4.31 show the different matches that were obtained for both cases. As expected, 
temperature begins higher at the bottom perforations in both settings. Across the interval 
between perforations, the fluid undergoes a gradual temperature decrease that is 




This is where the fluid profile observes a dramatic temperature decrease as a result of the 
mixing of the two streams. The entry from the top perforation is again followed by the 
gradual temperature decrease through the remainder of the interval. The calculated 
temperature profile in both cases captures the measured temperature profile satisfactorily 
in the non-perforated parts of the logged interval; consequently, it provides the flow 
rates at these respective parts. Table 4.4 compares the flow rates obtained from the 
temperature log to the rates obtained from the interpretation of the spinner data and 
presents the error analysis. It suggests that the rates were obtained with reasonable 
















Table 4. 4 - Comparison between flow rates determined from spinner data and 
temperature log. 
  Determined Rates, STB/D  
  Spinner Temperature Error (%) 
Open Choke 
Bottom perf 4350 4444 2.1 
Total flow 6600 6650 0.8 
60% Flow 
Bottom perf 2800 2986 6.6 





Flow for Optimization During Plunger Lift 
We used the data published by Luo and Kelkar (2014) to validate the proposed 
modeling approach. They provided data from four wells, two of which sustained 
continuous production after shut-in, but the other two did not. We first discuss the two 
wells that could not maintain continuous production after shut-in under field conditions. 
For Well 1 continuous production would have resulted in if the shut-in had lasted long 
enough to attain a casing pressure suggested by the proposed model (Eq. 3.11). For Well 
2, we show that the reservoir pressure is too low for plunger lift to be a useful lift 
technique. We then discuss the application of the proposed model to Wells 3 and 4. 
Thereafter, application of the Hasan et al. (2010) model to examine the existing flow 
patterns in Well 2 illuminated unfolding events of liquid loading. 
   
Wells 1 and 2  
Figure 4.32 presents daily production data along with tubinghead pressures for 
Well 1 in the Luo-Kelkar study. The decline in gas flow rate, with a consequent rise in 
tubing pressure, signifies liquid loading. The schedule followed in the field data for the 
first plunger cycle is given below; subscript 1 represents conditions just prior to shut-in, 
and subscript 2 represents conditions when the well is opened up again, and the plunger 
begins its ascent:   
 
pc1 = 240 psi  pt1 = 178 psi 





Figure 4. 32 - Production data for Well 1 (Reprinted from Luo and Kelkar, 2014). 
 
This vertical well has a depth of 3,440 ft; other pertinent data and sample 
calculations are presented in Appendix D. Our model (Eq. 3.11) calculated the required 
casing pressure for sustained production to be 269 psig, which is higher than the field 
schedule. Figure 4.32 shows that the field practice of releasing the plunger at 255 psig 
casinghead pressure did not allow production for more than a couple of hours.  
Our contention is that if the plunger is allowed to stay long enough for the 
casinghead pressure to reach 269 psia, sustainable production can be achieved. To 
validate that contention, we need the reservoir response to reflect the desired casinghead 
pressure. However, Luo and Kelkar did not provide any reservoir information. We, 
therefore, built a reservoir model with a commercial simulator (Rubis 2016), honoring 




synergy that allows for a holistic approach to modeling the plunger lift system. 
Appendix E presents some of the pertinent information of the reservoir model. Figure 
4.33 shows daily production data along with tubinghead pressures for Well 1 in the Luo-
Kelkar study in addition to showing the match that we were able to obtain using the 
numerical reservoir modeling. The match allowed reasonable prediction of the future 
production which could then be compared to the simulations made using the proposed 
model as shown later in this chapter. 
 
 
Figure 4. 33 - History matching production performance in Well 1. 
(Hashmi et al. 2018) 
 
We applied Eq. 3.11 to the other three cases presented by Luo and Kelkar (2014). 
Figure 4.34 shows data from Well 2 that exhibits a similar pattern of liquid loading as in 




production after the plunger cycle as intended. The pressure schedule followed for the 
first plunger cycle is given below: 
 
pc1 = 221 psi  pt1 = 161 psi 
pc2 = 235 psi  pt2 = 162 psi 
 
Our model predicted a required casing pressure of 266 psia, about 31 psi higher 
than that in the field. The resulting disruption of production, in this case, supports our 
model’s prediction that higher casing pressure can sustain production in this instance as 
well as in Well 1.  
 
 
Figure 4. 34 - Production data for Well 2. 



























































As in the case for Well 1, we built a reservoir model honoring the rate and 
pressure data for this well. This modeling approach allowed changing the casinghead 
pressure, leading to more sustainable production periods for these two wells. Let us 
discuss the benefits of the modeling approach proposed in this study.  
Figure 4.35 shows the results of simulations for Well 2 using a required 
casinghead pressure of 266 psig instead of the actual value of 235 psia used in the field. 
Appendix E briefly discusses the history matching effort of field data pursued in this 
study. The simulated results show sustainable production for the entire 39 hours. In 
contrast, the blue dots in Figure 4.35 indicate the expected interrupted production, if the 
field schedule of plunger release occurred at a casinghead pressure of 235 psia. The solid 
magenta line showing the attainable cumulative production amounts to 30% higher than 
what the current field practice would result.  
 
 





























































Figure 4.36 shows similar simulation results for Well 1 as Figure 4.35; 
cumulative production is higher when the proposed schedule is followed. Unlike Well 2, 
in this case, the field production rate after the third plunger cycle was far greater because 
the line pressure was reduced by about 15 psi, as shown earlier in Figure 4.32. This 
lowering of tubinghead pressure has the same effect as raising the casinghead pressure 
for the same tubinghead pressure. Sustainable production was attained for Case 1 in the 
field due to lowering of tubinghead pressure.  
 
 
Figure 4. 36 - Simulated rate history and cumulative production for Well 1. 
(Hashmi et al. 2018) 
 
We think that the required casinghead pressure given by Eq. 3.11 is also the 
optimum value. In other words, our contention is that cumulative production over a 


























































either a higher or a lower casinghead pressure. We used Well 1 of the Luo-Kelkar study 
to make this point. We tested the model with a 5% higher and a 5% lower casinghead 
pressure than was estimated with Eq. 3.11. As expected, both simulations yielded a 
lower cumulative production than that calculated by following the schedule suggested by 
Eq. 3.11. These results are shown in Figure 4.37 and Figure 4.38, where we compare 
the effects of aiming for higher (Figure 4.37) or lower (Figure 4.38) target casinghead 
pressures. 
Figure 4.37 shows that a higher target casinghead pressure requires the plunger to 
sit at the bottom longer than in the optimum case above. However, this longer shut in 
does not create much of a change in the final gas flow rate; the cumulative production 







Figure 4. 37 - Comparison of production between optimum and above optimum 
casing pressure, Well 1. 
(Hashmi et al. 2018) 
 
Figure 4.38 represents similar data for a lower than optimum casing pressure. In 
contrast to the higher casing pressure case shown in Figure 4.37, this one requires 
shorter shut-in time than is optimum. However, in this case, the pressure does not build 
up enough to sustain a sufficient rate to maximize production; the cumulative production 
offered by the casing pressure calculated with Eq. 3.11 ends up being slightly higher. 
Overall, the results of Figures 4.37 and 4.38 validate that the target casing pressure 




























































Figure 4. 38 - Comparison of production between optimum and suboptimal casing 
pressure, Well 1. 
(Hashmi et al. 2018) 
 
Wells 3 and 4  
Unlike Wells 1 and 2, Wells 3 and 4 of the Luo-Kelkar study perform very 
differently. Figures 4.39 and 4.40 show daily production performance data for these two 
cases, wherein sustained production over prolonged periods is indicated. As shown, the 
plunger release occurred after attaining a casing pressure of 300 psi for Well 3 and 390 
psi for Well 4. In contrast, the proposed model estimated the required casinghead 
pressures to be 202 and 201 psi for Wells 3 and 4, respectively. Therefore, these two 
examples support our model’s estimation of minimum casinghead pressure requirement 
for prolonged production cycles. 
We note, however, that for both these cases, the model-estimated required 


























































implies that these two cases may not have required plunger lift (with well shut-in) at all 
because of the high casinghead pressures. The fact that the steady production rate does 
not appear to increase after the lift cycle provides another proof of this argument. 
 
  
Figure 4. 39 - Production data for Well 3. 
(Hashmi et al. 2018) 
 
 
Figure 4. 40 - Production data for Well 4. 








































































































The significantly higher available casinghead pressure than estimated minimum 
requirement by our model led us to examine if liquid loading became an issue for these 
two cases. As Riza et al. (2016), among others, noted, the transition from annular two-
phase flow at the well bottom indicates the initiation of liquid loading. We applied the 
criterion proposed by Riza et al. to Well 3 data to learn if annular two-phase flow 
occurred at the well bottom. As the sample calculation in Appendix D shows, there are 
strong indications that annular two-phase flow prevailed at the bottom of Well 3, 
implying that the well was free of any liquid-loading issues. In the case of Well 4, the 
evidence of annular two-phase flow throughout the wellbore is inconclusive. Estimation 
of superficial gas velocity is essential to flow regime determination. In this case, 
required crucial input data for superficial gas velocity computation, especially formation 
and fluid temperatures, were unavailable. However, the daily production rate evident in 
Figure 4.40 strongly implies a lack of imminent liquid-loading issues for this well. 
An important aspect of the proposed model is that, although simple, it accounts 
for all the significant energy elements involved, including the potential energy needed to 
move the mass of water (mL) on top of the plunger to the wellhead. This important 
element of the energy equation is not included in the existing models, including the 
model proposed by Luo and Kelkar. As the reservoir becomes depleted, more water is 
likely to be produced, increasing mL, and hence, the minimum required casing pressure 
as indicated by Eq. 3.11. An example of this changing optimal casing pressure 
requirement is given in Appendix A. Note that an operator can estimate water mass, mL, 




rate from the reservoir model, combined with a wellbore flow model, can be used to 





CHAPTER V  
DISCUSSION 
 
This thesis presents different models for fluid flow and heat transfer in the 
wellbore. As discussed in the last chapter, these models have been verified and validated 
with simulated and field data. So far the needs for these models have been discussed 
briefly with their development. This chapter focuses the discussion around the practical 
implications of these modeling techniques and their applications in the industry.  
The motivation for the short duration tests study stemmed from the fact that 
critical information about a well’s productivity or injectivity question arises during a 
project’s field development phase, particularly in high-cost environments, such as in 
deepwater setting of Gulf of Mexico. Although value of such testing is often questioned, 
perhaps the problem should be framed in such a way that drilling of an additional well 
can be explored in the context of a project’s economic outcome. This issue may 
potentially arise due to less than expected outcome in terms of productivity or injectivity 
index. Short-term tests can provide invaluable insights into a reservoir’s overall 
deliverability potential during exploration, appraisal, and development phase of a 
project.  
Motivated by business drivers, this study presents a unified model for slug, 
closed-chamber, and injection tests based on the basic similarities of the underlying 
physical processes. Historically, these tests have often been treated individually. 




to design and analyze test data for any or all of these tests with one single spreadsheet 
program. This design tool provides a forward model that is simple yet accurate and 
comprehensive in its formulation. Many simpler models of the past neglected some 
details, such as the wellbore pressure-loss components and may be unsuitable in high 
flow-rate situations. Figure 4.2 shows that neglecting wellbore friction can result in over 
50% higher estimation of permeability. We also note that, despite various degrees of 
rigor in the formulation of the reservoir model, not considering frictional pressure-drop 
may trigger the early-time mismatch in type-curve matching. These type curves have 
appeared over three decades in the literature, starting with Ramey et al. (1975) and the 
latest reported by Rahman et al. (2007). We recognize that interpretation methods (Peres 
et al. 1993) also exist involving both convolution and deconvolution, but with a constant 
wellbore-storage coefficient. While such analysis may be feasible for a low-velocity 
flow situation in a slug test, it may be unsuitable for general applications in diverse flow 
situations.  
Detailed studies also exist wherein the coupled reservoir/wellbore flow problem 
has been pursued numerically; the model by Mfonfu and Grader (1992) is a case-in-
point. This model includes all terms of momentum transfer in the wellbore and couples 
them with a numerical reservoir model that accounts for non-Darcy flow and variable 
skin to mimic formation cleanup. We note that this study presents a true transient 
formulation that accounts for velocity transient, dv/dt, which we have neglected. As in 
this paper, Mfonfu and Grader reproduced the Simmons (1990) example by neglecting 




Mfonfu and Grader model in particular, are burdensome in that they require numerous 
input data; are often very time consuming; and are not easy to use. In this context, Salas 
and Sageev (1987) presented a simpler version of the model, accounting for wellbore 
friction and compressibility changes in fluids for closed-chamber tests.  
Combination of CCT and slug test provides a significant advantage of the model 
proposed in this thesis. Although Kabir (1997) had shown such a possibility with a field 
example, the design considerations shown in this study can be applied when a CCT 
alone is infeasible due to its very short duration. In such a case, slug test can precede a 
CCT, improving the amount of time it takes to test and obtain interpretable data, 
particularly in highly conductive formations. Furthermore, the analysis of combined tests 
boosts confidence in interpretation because the solution must honor two distinct 
signatures. By definition, storage duration in CCT is short-lived because of increasing 
fluid compressibility; by contrast, slug tests experience a significant wellbore-storage-
distortion period because of constant-storage situation. As indicated earlier, CCT is a 
preferred test from health, safety, and environment (HSE) standpoint, particularly in 
harsh environments, such as deepwater. Therefore, simplicity, completeness, and ease of 
applicability of the proposed model are some of its advantages. The validation of the 
model using various field data and simulated cases provides confidence in the proposed 
approach.  
Although rate computation involved the radial-flow reservoir model, no barrier 
exists for the use of any analytical model conducive to the system of interest. As shown, 




flow period. Of course, this rate history may also be used for the conventional 
superposition analysis for the shut-in period. We also used the generalized short-term 
test solution because only the recovered volume is needed, not the instantaneous rate. To 
this end, the Soliman approach (1986) provided the desired results. We found this cross-
validation of results quite helpful.  
The models presented can be very useful in scenarios where surface production is 
not desired or where conventional well testing is not economically feasible. A short-term 
test as described can provide an indication of formation permeability and skin and in 
cases where the test can be made sufficiently long, of initial reservoir pressure. This 
information would prove valuable especially where log- or core-derived values may be 
inadequate. 
We did not investigate the model’s application in a gas well because these tests 
are rarely applied to such systems. In principle, however, the CCT can be applied to gas 
wells and elicit useful information. In such cases, both frictional and accelerational 
components of pressure drop must be properly accounted for to obtain high quality 
permeability estimates. As Kabir and Hasan (2006) pointed out, friction and acceleration 
account for much more of the total pressure drop in a gas well than in an oil well. 
Domination of the accelerational component at shallow depths was clearly illustrated for 
one example. 
The next study presented a new transient-temperature model for computing flow 
rates from MTS data. The multiphase flowmeter and surface separator verified these 




to the analytical solution presented here. Although the solution becomes robust when 
multiple discrete temperature data sets become available at various depths, the use of 
single data set at the wellhead is also feasible for estimating rates as outlined in the 
previous chapter. We note that transient temperature data when used with a steady- state 
model can potentially lead to errors in estimated rates, although it may be a good 
approximation in some cases. Stated differently, the rigor of rate-induced superposition 
solutions for both pressure- and temperature-transient flow problems is the preferred 
approach. Let us explore this point further.     
This study accounts for the effect of formation heating in the form of a variable ξ 
to account for the depth-dependent superposition effect. For the field conditions studied, 
ξ did not turn out to be greatly significant. However, simulations run with higher 
geothermal gradients and lower formation thermal conductivity show noticeable effects 
of superposition on estimated fluid temperatures, as discussed in Chapter IV. We note 
that the oft-used formation thermal conductivity of 0.92 Btu/h-ft-°F is considerably 
lower than 3.59 Btu/h-ft-°F, encountered in the Gulf of Mexico salt domes. To contain 
severe heat loss, vacuum-insulated tubing is used whose thermal conductivity is 0.92 
Btu/h-ft-°F. Therefore, we surmise that parameter ξ will play a more significant role in 
different circumstances. To begin with, the importance of ξ can be gauged by comparing 
it with the value of ψ in the model. If ξ is insignificant compared to the value of ψ, it 
might not cause a significant effect. Conversely, if ξ is significant in comparison to ψ, 
ignoring it may lead to inaccuracy of the estimated rates. This situation may arise in 




such as in presence of vacuum-insulated tubing. Another example of reduced heat loss 
arises at late times when the formation has had a chance to heat up after a considerable 
production period.  
Interpretation of transient-pressure data using generated rates for both pre- and 
post-cleanup periods suggested that formation permeability is unaffected by the two-
phase flow effects. Stated differently, only the skin is different in the two analyses. The 
use of statistical DOE provided the initial clue. For instance, a combination of 
independent variables, such as the permeability-thickness product, soak period, and 
radius of mud-filtrate invasion collectively suggested that permeability was reproduced 
without any error. The convergence of the derivative plateaus supports this notion, but 
the difference in the corresponding pressure curves is a reflection of skin. Both synthetic 
field examples lend credence to this point.      
The soak period in conventional gas reservoirs as studied here did not turn out to 
be important because capillarity played a minor role. For the same reason this factor will 
pose fewer problems in an oil reservoir. However, in tight-gas reservoirs when the water 
saturation exceeds 40 to 50%, the gas production can suffer significantly, as pointed out 
by Shanley et al. (2004). The problem compounds when the shale gas reservoirs are 
considered. For instance, the study of Bertoncello et al. (2014) explored the causes of 
water blockage by incorporating laboratory-derived relative-permeability and capillary-
pressure curves into numerical flow simulations while matching well performance. One 
of the lessons learned is that the flowback should occur as early as possible, followed by 





This other application of this thermal study presents an approach for computing 
zonal flow rates from temperature profiles measured using production logging. Field 
validation was performed using data from a well that was operated at both open choke 
and 60% flow conditions. The temperature modeling led to a reliable match between the 
measured and estimated temperatures using the same parameters for both cases. This 
result provided support for the applicability and utility of the model. Across the 
perforated interval, temperature fluctuations are observed as a result of flow turbulence 
that quickly disappear after the fluid leaves the interval and travels up the production 
tubing. The temperature between and above perforations is modeled and simulated to 
match the measured temperature, thereby estimating flow rates above and below 
perforations. 
A relatively good match against the spinner interpretation provides additional 
credence to the workflow presented in Chapter III. The temperature estimate requires 
knowledge of the different heat transfer parameters previously mentioned. Most of these 
parameters can be obtained from other sources, such as the offset wells or from 
information about the field contained in the literature. After a successful calibration has 
been achieved and the model compares well to spinner interpretation, the process can be 
automated to provide continuous production surveillance. The technique can provide 
zonal contributions in real time and can help to optimize production performance, water 




Furthermore, the methodology can be extended to identify flow behind casing, provide 
quantitative leaks determination, and determine completion integrity. 
The proposed approach, however, includes some limitations. The model assumes 
a vertical or near-vertical system; the same model cannot be used for horizontal or 
highly deviated wells. In addition, the model may not be applicable in certain cases, e.g., 
the relationship between temperature and rate that forms the backbone of this approach 
may falter at higher rates in gas wells. This limitation was shown by Kabir et al. (2014) 
in which gas well temperatures are simulated at higher rates. The loss of fidelity 
attributable to Joule-Thomson cooling at higher rates may reduce the quality of the rate 
solution. Although translating the temperature measurements to fluid rate each time may 
pose a challenge, it should be noted that a model is only an attempt to mimic the 
physical system. The intent is not to replace production logging completely, but to 
provide another tool to supplement the interpretations provided by the spinner and to 
possibly reduce the number of required PL runs over the lifespan of the well. For this 
purpose, the model and the workflow perform fairly well.  
This work shows the application of rate estimation during production logging in 
a single-phase well. The model can also be combined with other sensors, such as 
dielectric and fluid density sensors, or a gas holdup tool to predict individual holdups 
and multiphase rates. The combinability greatly enhances the utility of the workflow and 
provides for a better-suited production monitoring system. Weiland et al. (2008) and 




long time period to monitor field performance. With the technique presented in this 
thesis, more continuous monitoring can be achieved, with fewer PL runs. 
Lastly, this work presents a wellbore model to assess the desired casinghead 
pressure for optimal performance of plunger lift operations. Conservation of mass and 
energy in the wellbore and numerical two-phase flow modeling in the reservoir formed 
the cornerstone of the proposed approach. Continued operation with liquid loading leads 
to increased operational expense. Therefore, an understanding of liquid loading should 
be relevant to any operator of gas wells. Application of a simple expression, such as the 
one shown in Appendix D, helps determine if actual production rate is below the critical 
rate for liquid loading. This finding should influence an engineer’s decision on the 
timing of implementation of any artificial lift, such as plunger lift.  
The simplicity of the model presented in Chapter III allows for the broad 
applicability across different regions. Compared to some of the previous relevant studies 
of Foss and Gaul (1965) and Lea (1982), the proposed approach provides a way to 
obtain required casinghead pressure. This parameter is more in step with operators’ well 
surveillance and management practices. Although we used a numerical reservoir model 
to elicit transient IPR to replicate the field responses, one can explore the same with 
analytical or semianalytical methods. 
Given that the brownfields constitute the industry’s backbone, optimization of 
artificial lift methods becomes a necessity. In light of paucity in drilling during 
downturns in industry, some operators experience a great need for artificial lift for a lot 




approach to optimize the plunger lift cycle for cumulative production makes this lift 




CHAPTER VI  
CONCLUSION 
 
This thesis presents different flow models in the wellbore for three different 
categories of applications. The work has been presented as such to highlight the different 
modeling techniques separately in order to provide more clarity. 
In the first case, a coupled wellbore/reservoir model is formulated to facilitate 
test design and analysis of both closed-chamber and slug tests. Whereas the wellbore 
model incorporates all three components of pressure-drop, the reservoir model involves 
radial flow in a fully penetrating homogeneous reservoir. Computation of rate is implicit 
in all test settings and convolution of this rate with pressure leads to unambiguous 
results. A possible design of combining the two tests is also suggested for high mobility 
reservoirs. The combination of slug/CCT provides two distinct signatures because of the 
fluid compressibility effect in the wellbore. This combined test, where feasible, can 
ensure high quality solutions. Reverse-slug tests are also discussed where under-
pressured reservoirs lend themselves to slug tests by way of fluid injection. The same 
design and analysis techniques apply as in fluid production. Multiple field examples are 
used to validate both forward modeling and data analysis. In this context, the short-term 
test analysis approach corroborated the results generated with the pressure/rate 
convolution approach.  
The next category of modeling presents a transient temperature model for 




solution includes a novel depth-dependent-temperature superposition that accounts for 
the effect of variable heat flux. This analytical solution was validated with field data 
from two wells and verified by a commercial simulator. Although the new temperature 
superposition solution did not produce a large difference when compared with the 
solution excluding superposition for the specific problems studied, this general solution 
is expected to work for diverse flow problems. The rate estimation algorithm is robust 
when the MPT data is available. Nonetheless, anchoring one of the transient flow 
periods with measured rates allows estimation of the same for other transient periods 
with good engineering accuracy. The modeling technique was applied to two different 
fields of application that attests to the applicability and utility of the model.  
The first application stems from the field of transient testing where distributed 
temperature measurements allowed for estimation of downhole rates for entire duration 
of the tests. Analysis of transient data during the pre- and post-cleanup periods suggested 
that the formation permeability can be estimated without any issues, and that the 
difference in the buildup response is because of skin. Both field and synthetic tests 
supported the value of interpreting the pre-cleanup data. Estimating the formation 
permeability up front allows fine-tuning of the subsequent test periods commensurate 
with objectives. 
The second application involves the use of temperature surveys during 
production logging to estimate flow rates in oil wells. Transient temperature was 
captured at various well depths and matched with simulated temperature to determine 




temperature data at each half-foot interval in this computational algorithm. The 
interpretation using spinner data lends credence to the computed rates using temperature. 
The workflow is more rigorous after it has been calibrated so that it can provide 
continuous surveillance thereafter. Drawdown over extended time periods may alter the 
system physically, at which time a new calibration may be needed. Nonetheless, 
anchoring on even the original calibration can provide reasonable estimates of flow rates 
or zonal contributions. The combination with other logs provides an opportunity to 
reduce estimation uncertainty when more than one phase is involved. Dielectric or fluid 
density sensors can provide for another constraining variable to lead to a more unique 
solution in determining multiphase rates from temperature measurements. 
 Lastly the study offers a model for one of the artificial lift techniques, i.e. plunger 
lift. An analytical plunger lift model, based on energy balance, is developed and 
validated with data from two wells. This wellbore model may be used as a stand-alone 
tool to optimize the plunger cycle. The model is relatively simple to use and allows 
operators to determine field parameters without having to provide numerous inputs. 
Operators could benefit from keeping water production data because it would allow 
optimizing casing pressure that could change with water production. Reservoir flow 
models, built by honoring pressure and rate data, further allowed exploring improved lift 
performance by increasing the casing pressure and the attendant benefit in terms of 
cumulative gas production. Two other field examples suggested that installation of 
plunger lift was premature in that sustained production occurs due to presence of annular 




 All the models developed in this work pertain to fluid or heat flow in the 
wellbore. As mentioned at the start of this thesis, advancements in technology and data 
management have given rise to newer ways of characterizing reservoirs and producing 
wells more effectively. Understanding of flow models such as the ones presented in this 
thesis will help to elucidate and solve many of the flow problems that are encountered in 
industry. By accounting for different boundary conditions and initial conditions for the 
momentum and heat transfer equations, this study aims to provide solutions for a few of 
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APPENDIX A  
SLUG AND CLOSED-CHAMBER TESTS 
 
This appendix presents the derivations for the slug and closed-chamber test models 
along with the computational algorithm. Most of the design equations used for both tests 
are similar. The differences in approach, where they arise, are mentioned. We assume a 
piston-like displacement of any fluid already present in the wellbore by the reservoir 
influx in a vertical well. Well deviations, if any, can be easily integrated into these 
pressure-drop calculations.  
Referring to Figure 3.1, the flowing bottomhole pressure pwf can be expressed in terms of 
pressure at the top of the gas chamber p1, the static pressure exerted by the gas in the 
chamber, and the pressure exerted by any existing initial wellbore fluid, and reservoir 
fluid in the system. While pressure exerted by the chamber (wellbore) gas is purely 
static, those exerted by the initial wellbore fluid and reservoir fluid must also account for 
the frictional and accelerational pressure losses experienced by a moving fluid column. 
Therefore, at any timestep, we can write  
 
 𝑝𝑤𝑓 = 𝑝1 + Δ𝑝𝑔 + Δ𝑝𝑖𝑓 + Δ𝑝𝑟𝑓 (A.1) 
   
The difference between gas chamber bottom and top pressures Δpg is due only to the 




known chamber top pressure p1 in terms of the chamber height Δzg, gas specific gravity 
γg, and absolute temperature T by the following expression: 
 




When the gas-column height is large, Δzg can be subdivided into a number of sections to 
estimate gas chamber bottom pressure more accurately through stepwise computations. 
The Z-factor is calculated with the Dranchuk and Abou-Kassem (1975) correlation. 
During a slug test, the wellhead is open; therefore, p1 is taken to be 14.7 psia at all times. 
For a CCT, the initial value of p1 must be directly or indirectly available. Note also that 
as the test progresses, all pressure values, including p1, evolve with time. 
To estimate the pressure exerted by the initial wellbore fluid and reservoir fluid columns, 
Δpif and Δprf, we must account for static, frictional, and accelerational heads because the 
wellbore fluid columns move covering a distance equivalent to the fluid entry from the 
reservoir into the wellbore during each timestep. The static head for the wellbore initial-
fluid column remains constant. Pressure p3 is computed from the following expression: 
 
 















] ∆z (A.3) 
 
In Eq. A-3, (dp/dz)H(Δzif) is the static-head pressure exerted by the fluid initially in the 
wellbore. In Eq. A-3, Δz is the height of fluid entering the wellbore, which is calculated 




cross-sectional area A; that is, Δz = (Δt) qj/A. Because q decreases with increasing time, 
Δz declines as a consequence. 
The flowing bottomhole pressure pwf can now be calculated by adding the pressure drop 
contribution of the reservoir fluid to p3. Note that Δprf computation requires the static 
head contribution of the entire reservoir-fluid column Δzrf in addition to the frictional 


















] ∆z (A.4) 
 












































Velocity v in Eq. A.6 and A.7 is calculated from qj/A, and ?̅? represents the arithmetic 
average of velocities at two different depths. Computation is initiated by first calculating 
pwf using Eqs. A.1 through A.7, then using this bottomhole pressure to calculate q from 










Using a very short time-step in which we assume flow rate remains constant, we 
calculate the amount of reservoir fluid entering the wellbore during this period. This 
additional fluid in the wellbore will compress the gas in the chamber at the top, thereby 
increasing its pressure. This gas-chamber pressure increase can be calculated by noting 










The change in gas-chamber pressure will result in a changed pwf and q. Therefore, an 
iterative procedure is needed for computations of rate and bottomhole pressure. Once 
convergence is achieved for a given time-step, computation for the next time-step is 
initiated and the procedure is repeated until the end of the test period. We note that at 
very early times, the exponential integral function Ei is used rather than its logarithmic 




Eq. A.8 can only be used once to calculate the flow rate based on the bottomhole 
pressure calculated using Eq. A.1. Thereafter, estimation of reservoir influx requires 
prior rate history. This step is done using Eqs. A.10 through A.12 where pwf is calculated 
using the superposition principle. This estimated bottomhole pressure is then matched 
with the bottomhole pressure calculated using Eq. A.1 to provide the flow rate. Because 
the approach requires knowledge of qj, the process is iterative.  
 
 
𝑝𝑤𝑓 = 𝑝𝑖 − 𝑞𝑛𝑚′ (∑ {[
𝑞𝑗 − 𝑞𝑗−1
𝑞𝑛
] 𝑙𝑜𝑔(𝑡𝑛 − 𝑡𝑗−1)}
𝑛
𝑗=1












− 3.23 + 0.869𝑠 (A.12) 
The computational objective is to estimate a flow rate that enables pwf calculated with 
Eq. A.1 equal to that estimated with Eq. A.10. We achieve this objective by using the 
Generalized Reduced Gradient (GRG) nonlinear optimization algorithm, available in a 
spreadsheet, which minimizes the difference between the two values by finding a flow 
rate that satisfies both the pressure equations. Because Eq. A.10 superposes different 
flow rates at each timestep, the minimization algorithm provides an efficient way for 
accurate estimation of flow rates. Based on influx rates and time intervals, cumulative 
inflow can then be calculated, leading to estimation of increasing height of the reservoir 




and the gas chamber can be worked out based on the applicability of the test, slug or 
CCT. This approach of pressure and flow rate calculations are based on the physical 
mechanism of a test, thereby allowing design calculations or forward simulations for a 





APPENDIX B  
DEPTH DEPENDENT HEAT FLOW 
 
As mentioned earlier, the process of producing hot fluid gradually heats up the near 
wellbore area, thereby decreasing heat transfer rate with time even when the production 
rate remains constant. To account for this changing heat flow during steady production, 
the superposition principle is used.  Superposition of heat is modeled after an approach 
similar to that taken by Meunier et al. (1985) for modeling afterflow.  Modeling depth 
dependent heat flow however, is more complicated than Superposition in fluid flow 
because heat transfer varies with both time and depth. 
Let us consider a new well that produces fluids at a constant rate; that is, at a steady-state 
for a time tn. To estimate the fluid temperature at time tn, we divide the total time into n 
periods (not necessarily equal) 
_
 (t1 - 0), (t2 - t1), (t3 - t2), ..., (tn-1 - tn) as shown in Figure 






Figure B. 1 - Schematic representation of the superposition principle. 
 
For each time period, the heat exchange between the formation and tubing fluid can be 







(𝑇𝑤𝑏 − 𝑇𝑒𝑖)1 (B.1) 
 
where tD (dimensionless time = αt/rwb
2 
) is used to calculate dimensionless temperature, 
TD, as follows (Hasan and Kabir 2002) 
 







Note that in Eq. B.1, temperatures (Twb and Tei) are functions of well depth and that TD 
(tDn) is the value of the dimensionless temperature function for a dimensionless 
producing time of tDn. In this particular case, the independent variable is in the 
parenthesis for the dependent variable. In all other situations, the general expression y(x) 
implies y is multiplied by x not that y is a function of x. When y is a function of x, we 
simply write y and assume that the reader will understand the variability of y with 
respect to x (and any other variable, such as t) from the context.    
Let us recast Eq. B.1 in the temperature difference form as: 
 
 





The heat flow rate Q2 during the second timestep, t2 - t1, is represented by adding another 
constant heat source to the well at time > t1, whose magnitude is equal to Q2 - Q1. The 
wellbore/formation interface temperature at this step, Twb,2, is then the sum of these two 
heat sources, which is given by: 
 
 
𝑇𝑒𝑖 − 𝑇𝑤𝑏,2 =




Similarly, the third period can be represented by three sources of heat and so on. Hence, 
for the n
th


















and both Q0 and TD0 are zero. 
Let us emphasize that 𝑇𝐷(𝑡𝐷,𝑛 − 𝑡𝐷,𝑖−1) in Eq. B.6 and similar expressions in other 
equations represent the value of the dimensionless temperature TD corresponding to the 
dimensionless time, (𝑡𝐷,𝑛 − 𝑡𝐷,𝑖−1). The flowing wellbore fluid temperature is obtained 
from an energy balance between the wellbore fluid and the surrounding formation at the 
time of interest, tn. The rate of heat transfer from the wellbore fluid to the 
wellbore/formation interface, in terms of the overall-heat-transfer coefficient for the 
wellbore, can be written as: 
 









Substituting this expression for Twb,n into Eq. B.4, we get 
 
 














where Σn-1 is defined the same way as Eq. B.6 for n-1 elements. Energy balance on the 



























= −𝐿𝑅𝑇𝑒𝑖 + 𝐿𝑅(𝑇𝑓,𝑛) −
𝑔 𝑠𝑖𝑛𝜃
𝑔𝑐𝐽𝑐𝑝
+ 𝛷 + 𝝃 (B.11) 
where 
 




























𝑘𝑒 + {𝑟𝑡𝑈𝑡𝑇𝐷(𝑡𝐷,𝑛 − 𝑡𝐷,𝑛−1)}
] (B.14) 
 
LRn defined by Eq. B.14 reduces to LR given by Eq. 3.2 in the main body, when 










+ 𝜉 (B.15) 
 
where Tfws is the fluid temperature estimated without superposition. Assuming that ξ is 
invariant, the linear differential equation, Eq. B.15 is solved as 
 
 
𝑇𝑓 = 𝑇𝑒𝑖 +
(1 − 𝑒(𝑧−𝐿)𝐿𝑅)
𝐿𝑅













APPENDIX C  
TRANSIENT FLUID TEMPERATURE  
 
For this analysis, we assume that fluid flow transients subside quickly and that flow rate, 
w, is independent of well depth. An energy balance indicates that any heat received/lost 
from the formation would change the fluid temperature with time and depth. In terms of 
fluid internal energy fluid enthalpy (H), fluid mass rate (w), and fluid mass in the control 












𝑣2 − 𝑔 𝑧 𝑠𝑖𝑛𝜃)] (C.1) 
The term CT, represents the heat storage effect of the tubulars and cement sheaths in the 





(𝑇𝑤𝑏 − 𝑇𝑒𝑖) (C.2) 
 
As we discussed in Appendix B, the requirement of constant Q may be made by 
subdividing the time in consideration to discrete temporal steps. Analogous to the 
derivation of Eq. B.10, we obtained the following differential equation for fluid 







(𝑇𝑒𝑖 − 𝑇𝑓) +
𝑤𝑐𝑝
𝑚𝑐𝑝(1 + 𝐶𝑇)





In Eq. C-3, ξ is given by an expression similar to Eq. B.12. Assuming ξ and ψ to be 
constant, we arrive at the following expression for fluid temperature: 
 
 
















APPENDIX D  
SAMPLE CALCULATIONS FOR PLUNGER LIFT  
 
Well 1: Estimating desired casinghead pressure  
The following sample calculation shows how the proposed approach works using Luo 
and Kelkar (2014) data. The following data were available: 
 Tubing pressure after plunger travel, pt2 = 185 psia  
Casing volume Vc = 436 ft
3
. Tubing volume Vt = 169 ft
3
.  
Vertical well depth = 3,443 ft. Liquid column on plunger top = 40 ft. 
Gas gravity = 0.62 
The following quantities were derived from these field data: 
 Gas pressure at tubing bottom, ptb = 185 𝑝𝑏ℎ = 185𝑒
(𝑔𝑀ℎ)/(𝑅𝑍𝑇𝑔𝑐) = 198 psia 
 Gas density for average tubing pressure (~pM/RT) = 0.573 lbm/ft
3
 
 Mass of gas in the tubing (= tubing volume × gas density) = 96.6 lbm 
 Mass of liquid on top of plunger (= liquid volume × liquid density) = 123 lbm 
We can use Eq. 3.11 to calculate the required casing pressure before the plunger release 







 = 269 psia. 
 
The actual casinghead pressure at the time of plunger release was 255 psia, which is 14 
psi lower than that recommended by Eq. 3.11. As a result, the well did not sustain 




Casinghead pressure estimate for higher plunger water column  
If water column on top of the plunger is higher at the time of plunger release, the casing 
pressure needed for sustainable gas production would be greater. In the above example, 
if water produced per cycle indicate a plunger top water column of 100 ft. (306 lb of 
water) instead of 40 ft., then the pc calculated by the previous equation would be 279 
psia. 
 
Well 3: Delineating annular flow regime 
The following sample calculation is presented for Well 3 with the following data: 
Tubing bottomhole pressure, pt2 = 129 psia 
Bottomhole temperature (assumed) = 120 
o
F 
Tubing flow cross-sectional area = 0.0491 ft
2
 
Producing gas rate = 700 Mscf/D 
Actual gas velocity, vsg = 21 ft/sec 
 
Minimum velocity needed for annular two-phase flow = 19.5 ft/sec  






APPENDIX E  
RESERVOIR MODEL FOR PLUNGER LIFT  
 
A 2D radial model was used to history match production from all four wells. This model 
has 25 logarithmically spaced cells along the horizontal plane and 5 cells in the vertical 
plane. The following relative permeability curves were used for all wells.  
 
 
Figure E. 1 - Relative permeability curves for gas and water. 
 
The tubinghead pressures were matched following conversion of the bottomhole 
pressure to surface condition, with the gas rate as the boundary condition for each well. 























as first approximation of the physical fact. The parameters presented in Table E.1were 
used for all the four wells. 
 
Table E. 1 - Parameters used for history matching all four wells. 
  Well 1 Well 2 Well 3 Well 4 
k, md 90 95 130 115 
ϕ 0.2 0.15 0.3 0.3 
h, ft 20 20 20 20 
Tres, °F 140 140 140 140 
γg 0.7 0.7 0.7 0.7 
pi, psia 280 265 350 420 
 
 
This approach yields the pressure and rate history that is matched with the given 
production history for model calibration. Because there was no other information 
provided in the Luo-Kelkar study, the calibrated model is then used with the wellbore 
model to determine the casinghead pressure needed to provide a sustainable flow rate. 
With the increase in water saturation with time, the relative permeability of each phase 
changes in accord with Figure E.1. Overall, this last model merely attempts to show a 
coupled wellbore/reservoir modeling approach to diagnose the problem first before 
offering realistic solutions. 
