Database design for data warehouses is based on the notion of the snowflake schema and its important special case, the star schema. The snowflake schema represents a dimensional model which is composed of a central fact table and a set of constituent dimension tables which can be further broken up into subdimension tables. We formalise the concept of a snowflake schema in terms of an acyclic database schema whose join tree satisfies certain structural properties. We then define a normal form for snowflake schemas which captures its intuitive meaning with respect to a set of functional and inclusion dependencies. We show that snowflake schemas in this normal form are independent as well as separable when the relation schemas are pairwise incomparable. This implies that relations in the data warehouse can be updated independently of each other as long as referential integrity is maintained. In addition, we show that a data warehouse in snowflake normal form can be queried by joining the relation over the fact table with the relations over its dimension and subdimension tables. We also examine an informationtheoretic interpretation of the snowflake schema and show that the redundancy of the primary key of the fact table is zero.
Introduction
A data warehouse is an integrated and time-varying database primarily used for the support of management decision making [Inm96, CD97, KRRT98] . A data warehouse often integrates heterogeneous data from multiple and distributed information sources and contains historical and aggregated data. As an example, a sales data warehouse may contain information on the products sold, the time of sale, the place of sale and the sales person. Typically such a data warehouse will be of orders of magnitude larger than an operational database which does not contain specific sales data, but rather contains the company details, including details about product range, outlet locations and personnel.
In terms of data modelling it is beneficial to view a data warehouse in terms of a dimensional model which is composed of a central fact table and a set of surrounding dimension tables each corresponding to one of the components or dimensions of the fact table. In the above example the fact table models the actual sales data and each dimension, such as: the product detail, the time of sale, the outlet in which the product was sold and the sales personnel, is modelled by a separate dimension table. In relational database terms the fact table contains all the necessary foreign key attributes referencing the primary keys of the constituent dimension tables. Conceptually this leads to a star-like data structure, which is called a star schema. According to [KRRT98] dimensional modelling actually predates the entity-relationship modelling approach, which is the conventional way in which to design a relational database coupled with normalisation theory [MR92, LL99a] . Star schemas can be refined into snowflake schemas providing support for attribute hierarchies by allowing the dimension tables to have subdimension tables. For example, the dimension table storing the outlet in which the product was sold may have a subdimension table containing demographic information of the area of sale. There is debate on the benefits of having such subdimension tables, since it will, in general, slow down query processing, but in some cases it provides a necessary logical separation of data such as in the case of the demographic information subdimension [KRRT98] .
As a running example, we exhibit in Figure 1 a snowflake schema for a data warehouse for keeping track of students' attendance in a college. The fact table of this schema is ATTENDANCE, and its dimension tables are DATE, ROOM, LECTURER, STUDENT and COURSE; HOLIDAY is a subdimension of DATE, and DEPARTMENT is a subdimension of LECTURER, STUDENT and COURSE. For clarity of the figure we have omitted the labels on edges, which for each edge between two tables is the intersection of their attributes. The snowflake schema is structured in such a way that the labels of edges represent a foreign to primary key relationship between the parent table and its child. The meaning of the tables is self-evident from their attributes, observing that DEPARTMENT represents the department in which the course is given; we note that this is not necessarily the department to which the student belongs. Thus lecturer no, student no and course no are only unique in the context of a particular department.
Although snowflake schemas enjoy a relatively simple structure, they are widely used in practice [KRRT98] and recommended in all the data warehouse design methodologies we are aware of to date. The reason for their success is that they are: intuitive and easy to understand, amenable to query optimisation since arbitrary n-way joins with the fact table can be evaluated by a single pass through the fact table, can accommodate for aggregate data, and are easily extensible by adding new attributes to the fact table or to one or more of the dimension tables and new dimension tables to the schema without interfering with existing database programs.
There has been some recent research on formalising data warehouses using a graphtheoretic approach to model snowflake schemas. In [GMR98] it is shown how a snowflake schema can be derived from an entity-relationship diagram and then modified accordingly to remove uninteresting attributes. In [LAW98] several normal forms were defined for data warehouses within a general multidimensional model where functional dependencies induce attribute hierarchies. More recently, a methodology for deriving a snowflake schema from an operational database schema has been presented in [HLV00] . Finally, it is worth referring to [KM00] where the concept of a data webhouse is introduced. A data webhouse is essentially a data warehouse intended to capture clickstream log data for ecommerce decision making.
Despite the wide use of snowflake schemas, to our knowledge, no theoretical underpinning has been given to date which may point to its tangible benefits. Moreover, traditional The said definition of SSNF imposes a natural syntactic restriction on the database schema R that it be acyclic, thus inducing a join tree structure on R [BFMY83, Fag83] . (The precise subclass of join trees we are interested in is given in Definition 3.1; we note that a star schema is a special case of a snowflake schema having a join tree whose height is one.) In addition, we require that the intersection of any two relation schemas in R, which labels an edge in the join tree, be a foreign key of one relation schema referencing the primary key of the other. Further conditions on a database schema in SSNF are that the hierarchical structure of the join tree induces its integrity constraints in terms of Functional Dependencies (FDs) and a restricted class of Inclusion Dependencies (INDs). Finally, the root of the join tree, whose relation schema corresponds to the fact table, must be in BCNF. (The precise formulation of SSNF is given in Definition 3.3.)
Our definition of SSNF captures the intuition behind data warehouse design and our results provide semantic justification for the definition of SSNF. To motivate these results we briefly describe the concepts of independent [Sag83, AC91, Sag91] and separable [CM87] database schemas R with respect to a set of integrity constraints Σ consisting of FDs and INDs over R. Given a database d over R, independence implies that maintaining local consistency of the relations in d, i.e. ensuring that d satisfies the INDs in Σ and that the relations in d satisfy the FDs in Σ, is sufficient to ensure global consistency, i.e. the existence of a representative instance over the set of all attributes U in R that satisfies the set F of FDs (see Definition 2.14). The reason the representative instance is an important concept is that it provides us with a means of testing the satisfaction of interrelational constraints, which may hold in the join of several relations in d. Separability is an extension of independence, which, in addition, implies that updates to relations in d are independent in the sense that we cannot deduce additional tuples in any relation in d via a join of several relations in the database d. We show that when R is in SSNF with respect to Σ then it is independent, and if, in addition, the relation schemas in R are incomparable then it is also separable. Thus for database schemas in SSNF integrity maintenance in the presence of updates is easily enforced. We also show that tuples in the representative instance over U, i.e. tuples over the fact table extended with the relevant information in the constituent dimension tables, can be computed via the snowflake join (cf. star join [OG95] ). This implies that the results of queries over a data warehouse which is in SSNF maintain their consistency, i.e. satisfy the induced set of FDs over their schema.
We also examine an information-theoretic interpretation of the snowflake schema following the work of [Mal86, CP87, Lee87, Mal88] , which allows us to accommodate probabilistic information in the data warehouse. This is especially important, since decision making often involves probabilistic reasoning [Lin85] . We show that the redundancy in the snowflake join of the primary key of the fact table is zero, i.e. it is minimal. Against this measure of redundancy, which is the standard evaluation criterion for assessing relational database schemas, SSNF is optimal.
In summary the paper establishes a theoretical underpinning for data warehouse design by building upon an acyclic structure and utilising the notions of independence and separability. Since, to our knowledge, there is no formal definition of the concept of a snowflake schema to be found in the data warehousing literature it is not possible to give a formal proof of the equivalence of SSNF and the intuitive concept of a snowflake schema. The best we can offer is a "concept of proof" in the sense that all examples of snowflake schemas we have encountered in the literature satisfy SSNF.
The layout of the rest of the paper is as follows. In Section 2 we present the background in relational database theory necessary for the rest of the paper. In Section 3 we formalise the notion of a snowflake schema, define SSNF and present our results concerning the beneficial properties of snowflake schemas. In Section 4 we consider an extension of the formalisation presented in Section 3 in order to include a broader class of snowflake schemas. In Section 5 we analyse the snowflake schema from an information-theoretic point of view and show that its entropy has a particularly simple form. Finally, in Section 6 we give our concluding remarks.
Relations and Data Dependencies
We now present the background material necessary for the development of the ideas in the paper; see [LL99a] for additional details on relational database theory.
We use the notation |S| to denote the cardinality of a set S. If S is a subset of T we write S ⊆ T and if S is a proper subset of T we write S ⊂ T. Furthermore, S and T are incomparable if S ⊆ T and T ⊆ S. We often denote the singleton {A} simply by A, and the union of two sets S, T, i.e. S ∪ T, simply by ST.
Definition 2.1 (Database schema and database) Let U be a finite set of attributes. A relation schema R is a finite sequence of distinct attributes from U.
A database schema over U is a finite set R = {R 0 , R 1 , . . . , R n }, such that each R i ∈ R is a relation schema and
We assume a countably infinite domain of values, D, partially ordered; without loss of generality we assume that D is an antichain, i.e. A relation r over R is a finite (possibly empty) set of R-tuples. A database d over R is a family of n + 1 relations {r 0 , r 1 , . . . , r n } such that each r i ∈ d is over R i ∈ R.
From now on we let R = {R 0 , R 1 , . . . , R n } be a database schema over U and d = {r 0 , r 1 , . . . , r n } be a database over R. Furthermore, we let r ∈ d be a relation over a relation schema R ∈ R. As usual uppercase letters (which may be subscripted) from the end of the alphabet such as X, Y, Z will be used to denote sets of attributes, while those from the beginning of the alphabet such as A, B, C will be used to denote single attributes or singleton sets of attributes. 
Definition 2.3 (Natural join) The natural join (or simply the join), 1, of two relations r 1 over R 1 and r 2 over R 2 is a relation r over R = R 1 ∪ R 2 defined by r 1 1 r 2 = {t | ∃t 1 ∈ r 1 and ∃t 2 ∈ r 2 such that t[R 1 ] = t 1 and t[R 2 ] = t 2 }. A JD 1[R] is satisfied in a relation r over U, (alternatively, R is a lossless join decompo- An FD X → Y is satisfied in a relation r ∈ d over R, denoted by r |= X → Y, whenever XY ⊆ R and
From now on we let F be a set of FDs over U. Definition 2.6 (Closure) The set of FDs that are logically implied by F is denoted by
The closure of a set of attributes X ⊆ U with respect to F, denoted by C F (X), is the set of attributes {A | X → A ∈ F + }.
Definition 2.7 (Embedded FDs and dependency preservation)
The projection of F onto a relation schema R, denoted by
A database schema R is dependency preserving with respect to F (alternatively R preserves F) if there is a cover G of F such that each FD X → Y ∈ G is embedded in some R i ∈ R.
From now on we assume that R is a dependency preserving database schema with respect to F and let F i be a cover of F + |R i which is embedded in R i ; we assume without loss of generality that F i is a canonical cover, i.e. for all X → Y ∈ F i , Y = {A} and A ∈ X. (See [LL99a] for more details on the formal properties of FDs.) Definition 2.11 (Keys and key-based INDs) A set of attributes X ⊆ R i is a superkey for R i with respect to F i (or simply X is a superkey for R i if F i is understood from context) if C F i (X) = R i holds; X is a key for R i with respect to F i if it is a superkey for R i with respect to F i and for no proper subset Y ⊂ X is Y a superkey for R i with respect to F i . The primary key of R i is one of the keys for R i with respect to F i , which is designated by the database designer.
A database schema R is in Boyce-Codd Normal Form (or simply BCNF) with respect to F if for all R i ∈ R, for all nontrivial FDs X → Y ∈ F i , X is a superkey for R i with respect to
is key-based if Y is a key for R j with respect to F j . When Y is the primary key of R j then X is called a foreign key of R i .
Definition 2.12 (No interaction between FDs and INDs) A set Σ = F ∪ I of FDs and INDs do not interact when X → Y ∈ Σ + if and only if X
In Section 3 we will show that for the subclass of dag-like INDs we are interested in, F and I do not interact.
The chase procedure provides us with a very useful algorithm which forces a database to satisfy a set of integrity constraints. Definition 2.13 (Chase procedure for FDs) We assume a countably infinite domain of marked nulls, V, which is disjoint from D; without loss of generality we assume that V is linearly ordered and that ∀c ∈ D, ∀v ∈ V, c < v.
Given a tuple t ∈ r i , where r
∈ V, and either t 1 = t 2 or A = B, then
The chase of d with respect to a set F of FDs over U, denoted by CHASE(d, F), is the result of applying the FD rule, as defined below, to the current state, sayr, of CHASE(d, F) until it cannot be further applied tor or until a contradiction is detected. The state of CHASE(d, F) prior to the first application of the FD rule is pad(d). Often we refer to an application of the FD rule during the computation of the chase as a chase step. When the FD rule cannot be further applied to the current state,r, of CHASE(d, F) or a contradiction is detected, then we remove subsumed tuples from the result to obtain CHASE(d, F). A tuple t 2 is subsumed by a tuple t 1 , if t 1 = t 2 and for all A ∈ U,
We note that all operations that we have defined on relations, including dependency satisfaction, equally apply to relations which have marked nulls in them. We further note that, on treating the marked nulls in CHASE ( A database schema R is said to be separable [CM87] with respect to Σ if R is independent with respect to Σ and for all d over
We next define the notion of an acyclic database schema [Fag83] by using the concept of a join tree [BFMY83] . (The original definition of acyclicity does not require that the intersection of R and S be nonempty.) Definition 2.16 (Join tree and acyclic database schema) A join tree for R is a tree whose node set is R such that 1) each of its edges (R, S) is labelled by the nonempty set of attributes R ∩ S; and 2) for every distinct pair R, S ∈ R and for every attribute A ∈ R ∩ S, each edge along the unique path between R and S includes A in its label.
A database schema R is acyclic if it has a join tree, which we denote by JT(R).
Definition 2.17 (Rooted tree) When we distinguish a node in a tree, T, as its root, we can view T as a directed graph with unique directed paths from the root of T to all its leaves [BH90] .
From now on we will assume that trees are rooted and consider them as special cases of directed acyclic graphs.
We define the height of a node n in a tree T recursively as follows: if n is the root node of T then its height is zero, otherwise the height of n is one plus the height of its parent node. The height of T is defined to be the maximal height among all the leaf nodes of T.
A topological sort of a directed acyclic graph G is a process of assigning a linear ordering to the nodes of G so that if there is an edge in G from node n i to node n j , then n i precedes n j in the linear ordering.
We say that a node n j is a descendant of a node n i in G if there is a directed path from n i to n j ; we take n i to be a descendant of itself. (We take parent to be irreflexive.)
Snowflake and Star Schemas
We formalise the notion of a snowflake schema and its important special case the star schema as an acyclic database schema having a join tree which satisfies two structural properties. We then define a normal form for snowflake schemas with respect to a set of FDs and INDs and show that it has several fundamental desirable properties. In particular, our results imply that the relations over the fact and dimension tables can be updated independently of each other as long as referential integrity is maintained. Moreover, we show that when in SSNF the data warehouse can be queried via the snowflake join which is the join of the relation over the fact table with the relations over its dimension and subdimension tables.
We next present the notion of a snowflake schema as a special kind of an acyclic database schema. The definition captures the strucutral properties of snowflake schemas regardless of the specific integrity constraints that need to be maintained; the data dependencies of snowflake schemas are introduced in Definition 3.3.
Definition 3.1 (Snowflake and star schema) A database schema R is a snowflake schema if it is acyclic and its join tree has a designated root, which we take to be R 0 , satisfying the following structural conditions: 1) no two distinct edges have identical labels; and 2) if there is a label X j in JT(R) such that {X i1 , X i2 , . . . , X im } is the set of all labels in JT(R), satisfying X j ⊂ X ik , for k = 1, 2, . . . , m, and for no X ik in this set does there exist a label X in JT(R) satisfying X j ⊂ X ⊂ X ik , then for some k ∈ {1, 2, . . . , m}, R ik is the parent node of R j in JT(R), where X j = R ik ∩ R j and X ik = R i ∩ R ik is the label of the edge (R i , R ik ), R i being the parent of R ik in JT(R).
If R is a snowflake schema and the height of JT(R) is one, then R is called a star schema.
When R is a snowflake schema, R 0 is called the fact table while the R i 's of height one are called the dimension tables and the remaining relation schemas of height greater than one are called the subdimension tables.
As will be clarified below there is a semantic correspondence between our notion of a snowflake schema and the data dependencies that emanate from it.
We observe that condition (1) above is a restriction on the class of acyclic database schemas while condition (2), which does not restrict the class of acyclic database schemas, restricts the class of join trees. The motivation for condition (1) stems from the fact that labels of the form X i represent primary keys and thus there is no justification for having two separate relation schemas having identical primary keys, since they can be coalesced into a single relation schema. Regarding condition (2) it enforces a hierarchical dependence of the primary keys of relation schemas in terms of their set inclusion relationship, thereby modelling many-to-one relationships.
We exhibit the significance of condition (2) with a simple example. Let R = {R 0 , R 1 , R 2 }, with R 0 = (A,B,C), R 1 = (A,B) and R 2 = (A). The join tree having R 0 as the root with two children R 1 and R 2 violates condition (2), while the join tree having R 0 as the root with a single child R 1 , and R 1 having a single child R 2 , satisfies condition (2).
Referring back to the running example of Figure 1 , we observe that its underlying database schema is acyclic and therefore it has a join tree. Suppose we remove any two of the incoming edges to DEPARTMENT; for concreteness assume we remove the edges from LECTURER to DEPARTMENT and from STUDENT to DEPARTMENT. Then it can be seen that conditions (1) and (2) are satisfied for this schema and thus it is a snowflake schema. Regarding condition (1) the labels on the two edges from ATTENDANCE to LECTURER and STU-DENT represent the primary keys of the two latter dimension tables, and regarding condition (2) {dept key} is the largest proper subset of {course no, dept key} that is also the label of the edge from COURSE to DEPARTMENT.
The next definition of the join graph of a snowflake schema ensures that the hierarchical dependence induced by condition (2) is maintained between all its dimensions and subdimensions. It also allows us to infer a set of typed INDs for the snowflake schema; see Definition 3.3.
Definition 3.2 (The join graph of a snowflake schema) We convert the join tree, JT(R), of a snowflake schema R, into a directed acyclic graph, called the join graph of R and denoted by JG(R), as follows. For every relation schema R i , whose parent is R i and such that X i = R i ∩ R i , add an edge from R i to R j whose parent is R j with X j = R j ∩ R j , if X j ⊂ X i and there is no other label X in JT(R) satisfying X j ⊂ X ⊂ X i . The label of the new edge
We note that in JG(R) if a node has more than one parent, then the labels of its incoming edges are identical; this is a byproduct of R being acyclic. We further note that JG(R) is acyclic, since the new edges are oriented away from the root node.
Referring back to Figure 1 , consider the join tree resulting from removing the edges from LECTURER and STUDENT to DEPARTMENT. The resulting join tree satisfies Definition 3.1. On using Definition 3.2 we convert the said join tree to the corresponding join graph by adding the edges from LECTURER and STUDENT to DEPARTMENT.
Let R be a snowflake schema. From now on we assume that whenever R i and R j are distinct relation schemas in R, then i < j if and only if R i precedes R j in a topological sort of JG(R). Moreover, we let 1) X i = R j ∩ R i , for i = 1, . . . , n, where R j is the parent node of R i in JT(R), be the label of the edge from R j to R i ;
. . , R k } is the set of children of R 0 in JT(R); and
We observe that for all i, j ∈ {0, 1, . . . , n},
We next define a normal form for snowflake schemas which imposes further restrictions on the labels of edges in the join tree of R taking into account the functional and inclusion dependencies. The main motivation behind the definition is that it encapsulates the intuitions behind the snowflake schema, which have been advocated by database practitioners, by capturing the hierarchical dependence between dimensions and subdimensions via the join tree and data dependency information via primary key to foreign key relationships. Condition (1) is a structural restriction that was motivated after Definition 3.1. Condition (2) minimises the redundancy of the relation over the fact table. Condition (3) is the standard requirement of a snowflake schema [KRRT98] . It implies that R is a lossless join decomposition of U [LL99a] . Condition (4) maximises the efficiency of queries involving relations over dimension/subdimension tables, since it specifies that the sequence of joins that is needed to query information emanating from any such table involves only itself and its subdimension tables. Condition (5) guarantees referential integrity, noting that I is dag-like by (1) and key-based by (3). We observe that due to (1) and (3) it is always true that j≥i
We believe that SSNF captures most situations that arise in practice, and we have not found a natural example of a snowflake schema which is not in SSNF. Although there may be good reason to further restrict dimension tables to satisfy higher normal forms than first normal form, this is not necessary to obtain our main results.
The following lemma is a corollary of the main result in [LL01] due to the special structure of snowflake schemas.
Lemma 3.1 If Σ is in SSNF then F and I do not interact. 2
We note that as a result of Lemma 3.1 we obtain the desirable property that the implication problem for FDs or INDs in Σ is polynomial-time decidable [BB79, CV83] . (In general, when there is interaction between the FDs and INDs, the implication problem for FDs and typed INDs, with acyclic G I , is NP-hard [CK86] .)
The next lemma shows that in the special case when only primary and foreign keys are specified then R is in SSNF; the lemma does not cover any situation where F has additional FDs. This special case of SSNF is important, since it is directly induced by the structure of a snowflake schema and reflects practitioners' intuition. , j ∈ {0, 1, . . . , n} and R i is a parent of R j in JG(R)} be a set of INDs over R. Then R is in SSNF with respect to Σ, where Σ = F ∪ I.
Proof. Conditions (1) and (5) of SSNF are evident from the statement of the lemma, so it remains to show that conditions (2), (3) and (4) hold.
To prove (2) it is sufficient to show that {X 0 → Y 0 } is a cover of F 0 . By Definition 3.1 and the notation introduced after Definition 3.2 we have that for all R i distinct from R 0 we have It remains to establish (4). By the observation after Definition 3.3 we have j≥i R j ⊆ C F (R i ), so we need to show that C F (R i ) ⊆ j≥i R j . Suppose that this is not the case. Then, for some relation schema R j which is not a descendant of R i we have a nontrivial FD X j → A ∈ F + , where X j ⊆ C F (R i ) and A ∈ R i . By the structure of F and Definition 2.16 it follows that X j ⊆ X i . By part (1) of Definition 3.1 X j = X i implying that X j ⊂ X i , and by Definitions 3.1 and 3.2 R j must be a descendant of R i . This concludes the result. 2 Referring back to Figure 1 let R be the snowflake schema comprising the tables in the figure and let F and I be the set of FDs and INDs over R, which are induced by the structure of its join tree. That is, F contains the FDs: time key → {date, time, holiday key}, holiday key →{holiday name, religion flag, civil flag}, {lecturer no, dept key} → {employee ID, lecturer name}, {student no, dept key} → {student name, student address, student degree, year of study}, {course no, dept key} → course name, room key → {building, location, capacity} and dept key → {dept name, dept address, no of staff} By Lemma 3.2 it follows that R is in SSNF with respect to Σ = F ∪ I. We note that if we add an attribute to DEPARTMENT such as post code and the additional FD, dept address → post code, then the conditions of Lemma 3.2 do not hold, since DEPARTMENT would not be in BCNF. Despite this R would still be in SSNF.
The next result shows that SSNF implies independence, and if, in addition, the relation schemas in R are pairwise incomparable then SSNF implies separability. 1) If R is in SSNF with respect to Σ then it is independent with respect to Σ.
2) If R is in SSNF with respect to Σ and for all i, j ∈ {0, 1, . . . , n}, with i = j, R i and R j are incomparable, then it is separable with respect to Σ.
Proof. Let t ∈ pad(d) originate from R i and let t ∈ r , where r is the current state of CHASE(d, F) and t is the current state of t. Moreover let ρ(t ) be the set of all attributes
A ∈ U such that either t [A] is nonnull or is a marked null which was equated to some other marked null in obtaining r from pad(d). Thus ρ(t) = R i and ρ(t) ⊆ ρ(t ). Moreover, ρ(t ) ⊆ C F (R i ) by a straightforward induction on the number of chase steps which were applied to pad(d) in order to obtain r .
For part (1) we assume that R is in SSNF with respect to Σ but is not independent with respect to Σ. Thus there is a database d over R such that d |= Σ but RI(d) is inconsistent with respect to F. Consider the first chase step, during the computation of CHASE(d, F), which detects a contradiction when applying an FD, say X → A, to the two tuples, say t i and t j , in the current state of the chase. Moreover, assume that t i and t j are the current states of
We claim that i and j are such that either R i is a descendant of R j in JG(R) or vice versa. To prove the claim assume that neither R i nor R j is a descendant of the other in JG(R). Now, by condition (4) of SSNF XA is a subset of the union of the descendant relation schemas of both R i and R j . Therefore, by condition (1) of SSNF, it must be the case that XA ⊆ R i , R j , since R being acyclic implies that each edge along the unique path in JT(R) between R i and R j includes XA in its label. However, XA cannot be a subset of any key for any relation schema with respect to its set of FDs; this contradicts condition (3) of SSNF. Hence the said claim follows. 
such that by condition (3) of SSNF X ij is the primary key of R ij , for j = 1, 2, . . . , k, and X i1 ⊆ Y. It follows that r ik |= X ik → A, which contradicts our assumption that d |= F implying that RI(d) must be consistent. We note that A cannot be a member of two relation schemas on distinct paths leading out of R i , since by the acyclicity of R this would imply that A ∈ R i . Secondly, consider the case when i = j; assume without loss of generality that R j is a descendant of R i . We consider the various possibilities for A to be included in R i or R j . If A ∈ R i , then it is also the case that A ∈ R j , since XA ⊆ C F (R i ), C F (R j ), and thus XA ∈ R i ∩R j contradicting the fact that X j is a key for R j . If A ∈ R j but A ∈ R i , then we can deduce that r j |= X → A, for some subset X ⊆ X j , which contradicts our assumption that d |= F implying that RI(d) must be consistent. Finally, if A ∈ R i , R j , then by an argument similar to the case when i = j we can arrive at a contradiction of our assumption that d |= F, which implies that RI(d) must be consistent.
For part (2) we need to show that for all
Let r i be the relation in d over R i ∈ R. We need to show that r i = r i , where r i is the relation in d over R i . Let t j ∈ pad(d) originate from R j , with j = i, and let t j ∈ RI(d) be the final state of t j . Assume that t j [R i ] is nonnull and thus
There are three cases to consider. In the first case neither R i nor R j is a descendant of the other in JG(R). It follows that R i ⊆ R j by conditions (1) and (4) of SSNF, since R is acyclic, which contradicts our assumption that R i and R j are incomparable. In the second case R i is a descendant of R j in JG(R). By condition (5) of SSNF t j [X i ] = t i [X i ] for some t i ∈ r i , and by condition (3) of SSNF and the fact that d is consistent it follows that t j [R i ] = t i as required. In the third case R j is a descendant of R i in JG(R). By condition (4) of SSNF we have C F (R i ) = C F (R j ). Moreover, by the incomparability of R i and R j there is an attribute, say A, in R i − R j that does not appear in the label of any edge in JG(R) on the unique path between R i and R j . Thus by condition (4) of SSNF A ∈ C F (R j ) leading to a contradiction. This proves the result. 2
In part (2) of Theorem 3.3 we cannot relax the restriction that the R i in R be incomparable. As a counterexample consider a database schema R = {R 0 , R 1 }, with R 0 ⊂ R 1 . In this case R is not separable with respect to
We next define the snowflake join of a database d over a snowflake schema R.
Definition 3.4 (Snowflake join and star join) Let R be a snowflake schema and let R α 0 , R α 1 , . . ., R α n be a topological sort of JG(R). The snowflake join of a database d over R, denoted as SNOW(d), is given by
When R is a star schema then SNOW(d) is called the star join of d.
The next theorem shows that the snowflake join contains the tuples over the fact table extended with the relevant information in the constituent dimension and subdimension tables. This implies that the results of queries over a data warehouse, which is in SSNF, maintain their consistency, i.e. satisfy the projected set of FDs over their schema. 
. . , R α n be the remaining relation schemas in R whose height in JT(R) is k + 1. It remains to show that 
An Extension of Snowflake Schemas
We observe that Definition 2.16 of acyclicity is more restrictive, i.e. condition (1), than the classical one encountered in [BFMY83] . Hereafter we extend the concept of snowflake schema by relaxing this restriction so as to include a broader class of data warehouse designs. We demonstrate this extension via an example.
Consider part of a data warehouse dealing with a distributed supply chain, whose fact table is FACT and whose dimension tables are CUSTOMER, SUPPLIER and NATION. The attributes of the tables are given by FACT = (cust key, supp key, amount), CUSTOMER = (cust key, cname, caddress, cust nation key), SUPPLIER = (supp key, sname, saddress, supp nation key) and NATION = (nation key, nname). This database schema is acyclic according to the original definition of acyclicity given in [BFMY83] but it is not acyclic according to Definition 2.16, since NATION does not have any attributes in common with any of the other relation schemas. To alleviate this problem we relax Definition 2.16 of a join tree by modifying part (1) of the definition so that R ∩ S may be empty. Moreover, we relax part (1) in Definition 3.1 of a snowflake schema R so that the condition that no two distinct edges have identical labels applies only to edges having nonempty labels. We note that as a result of these modifications we may consider separately all relation schemas, say R, whose intersection with their parent schema in the join tree, say S, is empty. For the rest of this section we will let S be the database schema resulting from removing all such relation schemas R from a snowflake schema R. Regarding our example R = {FACT, CUSTOMER, SUPPLIER, NATION} and S = {FACT, CUSTOMER, SUPPLIER}. We now modify Definition 3.3 of SSNF so that R is in Extended Snowflake Schema Normal Form (ESSNF) if 1) S (rather than R) is in SSNF;
2) I is a set of key-based INDs; and 3) the graph representation of I, G I , is acyclic; here we may assume that G I is connected.
For our example it can easily be verified that R is in ESSNF, since (1) S satisfies Definition 3.3 of SSNF, (2) I is key-based, due to the fact that nation key is the primary key of NATION and (3) G I is acyclic. We note that in this example F and I possess the desirable property of having no interaction, since all the relation schemas in R are in BCNF; see Theorem 10.21 in [MR92] and Corollary 3.6 in [LL99b] .
We can extend the results of Section 3 for a database schema R in ESSNF via a natural transformation of R into a database schema R that can be shown to be in SSNF. This provides justification for the definition of ESSNF.
We demonstrate the transformation on our example without giving the formal definition. We tranform R into R = {FACT, CUSTOMER , SUPPLIER }, where CUSTOMER = (cust key, cname, caddress, cust nation key, cust nname), SUPPLIER = (supp key, sname, saddress, supp nation key, supp nname), and the FDs cust nation key → cust nname and supp nation key → supp nname replace the FD nation key → nname in F. On the database level, we replace the relation CUSTOMER by its natural join with the relation over NATION, after a suitable renaming of attributes, and correspondingly we replace the relation SUPPLIER by its natural join with the relation over NATION again after a suitable renaming of attributes. As a result the two INDs involving NATION are no longer relevant in the context of R . We note, however, that FACT is still in BCNF.
Although it is tempting to extend SSNF to cyclic database schemas, it is an open problem to what extent our results will generalise in such cases.
Information-Theoretic Interpretation
We now utilise the information-theoretic treatment of relational databases developed in [Mal86, CP87, Lee87, Mal88] . This approach is important since it allows us to accommodate for probabilistic information in the data warehouse, which is fundamental in decision making [Lin85] . Herein we show that the redundancy in the snowflake join of the primary key of the fact table is zero, i.e. it is minimal.
We interpret R i as a sequence of distinct random variables, and assume that tuples in relations r i over R i are distributed according to a probability function p i , where p i (t) is the probability of a tuple t over R i for t ∈ DOM(R i ); in particular, t ∈ r i if and only if p i (t) > 0. (In the absence of any further information we can assume a uniform distribution of the tuples in a relation.) The distribution of the projection π X (r i ), with X ⊆ R i , is interpreted as the marginal distribution of X based on p i . (See [Hil91] for a tutorial which links relational database concepts with probability concepts.) Definition 5.1 (Entropy) The entropy of a set X of attributes of a relation schema R with respect to a relation r over R, denoted by H r (X) (or simply H(X) whenever r over R is understood from context), is given by
where p is the probability function for R, i.e. p(t) > 0 if and only if t ∈ r. We take the base of the logarithm to be 2 and use the standard convention that 0 log 0 = 0.
The next theorem was proved in [Mal86, Lee87] .
Theorem 5.1 The following statements are true: We now discuss a general justification of SSNF in terms of entropy, when R is a star schema, i.e. the height of JT(R) is one. Let us assume that the cardinality of the relation r i over the ith dimension table is N i , for i = 1, 2, . . . , n. Then the cardinality N 0 of the relation r 0 over the fact table R 0 is of the order of n i=1 N i . This product is a rough upper bound on the cardinality of r 0 and a better estimate of the cardinality of r 0 can be obtained if we know the fraction of each r i which is recorded in r 0 . It follows that the entropy of r 0 can be approximated as the sum of the entropies of the r i 's, for i = 1, 2, . . . , n. On the basis of the observations made after Definition 5.2 this rough analysis justifies R 0 being in BCNF in terms of minimising redundancy in d. It is less important that R i , for i = 1, 2, . . . , n, be in BCNF since the redundancy H(R i −X | X) in r i ∈ d over R i is expected to be insignificant relative to the potential redundancy in r 0 were it not to be in BCNF. On the other hand, by not decomposing the dimension tables R i query processing can be optimised via the star join [OG95] .
1) H(X) ≤ H(XY).

2) A relation r over R satisfies the FD X → Y if and only if H(X) = H(XY).
3) H(Y | X) = H(XY) − H(X), where H(Y |
The following result is a special case of Theorem 7 in [Mal88] and Theorem 4 in [Lee87] . The next result follows from Theorem 4.2 in [LL99a] , which implies that R is a lossless join decomposition of U, Lemma 5.2, and Theorem 5.1. 
Concluding Remarks
We have formalised the intuition behind the snowflake schema via the notion of an acyclic database schema and its join graph. We have defined SSNF which is a normal form for data warehouses and shown that it possesses several desirable properties. In particular, database schemas R which are in SSNF are independent as well as separable when the relation schemas in R are incomparable. That is, integrity maintenance and updates of functional dependencies can be carried out independently on a single relation basis. We have also shown that the snowflake join of the relations in a database over a database schema, which is in SSNF, comprises the nonnull tuples in the representative instance. To enlarge the class of database schemas covered by SSNF we have extended the notion of SSNF to ESSNF. Finally, by using an information-theoretic approach, we have shown that the redundancy in the snowflake join of the primary key of the fact table is zero.
In practice it may be the case that the simplicity of a star schema will suffice [KRRT98] . It is not clear that the overheads in further normalising the dimension tables of a star schema, in order to obtain a snowflake schema, outweigh the simplicity of the star schema, since as argued in Section 5 the size of the relation over the fact table dominates the size of the database. On the other hand, the generality of a snowflake schema allows us to model attribute hierarchies which may save significant space in some cases and provide logical separation between a dimension and its subdimensions.
A remaining open problem is to devise an efficient algorithm for constructing database schemas which obey SSNF. Such an algorithm would have to be integrated within a data warehouse design methodology. Moreover, an important aspect of data warehouses, which we have not considered in this work, is the incorporation of a cost model for queries over a snowflake schema which can be used to optimise the height of its join tree.
