In the article correct method for the kinetic Boltzmann equation asymptotic solution is formulated, the Hilbert's and Enskog's methods are discussed. The equations system of multicomponent non-equilibrium gas dynamics is derived, that corresponds to the first order in the approximate (asymptotic) method for solution of the system of kinetic Boltzmann equations. It is shown, that the velocity distribution functions of particles, obtained by the proposed method and by Enskog's method, within Enskog's approach, are equivalent up to the infinitesimal first order terms of the asymptotic expansion, but, generally speaking, differ in the next order. Interpretation of turbulent gas flow is proposed, as stratified on components gas flow, which is described by the derived equations system of multicomponent non-equilibrium gas dynamics.
I. INTRODUCTION
In 1912 Hilbert considered the kinetic Boltzmann equation for one-component gas as an example of integral equation and proposed a "recipe" for its approximate (asymptotic) solution (see [1] , Chapter XXII). Hilbert's "recipe" was inconvenient for practical use, because the five arbitrary functional parameters of the first and the following approximations of the velocity distribution function had to be found by solving the differential equations in partial derivatives (equations of gas dynamics of the first and higher orders). Five years later Enskog proposed to use zero conditions, conditions (57)-(59) below with zero righthand sides, to determine the five arbitrary functional parameters of the first and following approximations of the velocity distribution function. As we will see in the section II (in case of one-component gas), the imposition of the zero conditions leads, in fact, to using different comparison scales in the asymptotic expansion of the velocity distribution function and in the asymptotic expansion of the particle number density, the mean (mass) velocity and the temperature, that are derived from the asymptotic expansion of the velocity distribution function by integration over velocities with different weighting functions. As a result of paralogism of the method of successive approximations (one has to set variable coefficients of the same terms of the unified comparison scale equal to each other) partial time derivatives vanish in the necessary conditions of solutions existence of integral equations of higher orders (see below) and with them terms of gas-dynamic equations, corresponding to viscosity, heat conduction, . . . vanish. Enskog "improved" the situation by the introducing (see, for example, [2] , Chapter 7, § 1, Section 5) of the unsubstantiated expansion of partial time derivative.
The approach of Struminskii, who had proposed in 1974 in [3] his approximate(asymptotic) method of solution of the system of kinetic Boltzmann equations for multicomponent gas, differs from the approach of Enskog to asymptotic solution of the Boltzmann equations system for gas mixture in that, how the infinitesimal parameter is introduced in the Boltzmann equations system for gas mixture, i.e. the solution is constructing in another asymptotic limit. It could be noted, that approaches, that are similar to Struminskii's approach to asymptotic solution of the kinetic Boltzmann equations system, were regarded earlier in the kinetic theory of plasma (for instance, see [4] , § 7.5). In substance, Struminskii's method of solution of kinetic equations system is the same as Enskog's method (Struminskii used the partial time derivative expansion, as Enskog did).
After some preliminary remarks in section II, in section III there will be proposed the correct method of asymptotic solution of the kinetic Boltzmann equations system for multicomponent gas mixture for the approach, that combines Enskog's and Struminskii's approaches; in particular, it will be shown, how one has to modify Enskog's method -in addition to asymptotic expansion of the velocity distribution function of i-component particles of gas mixture it is necessary to determine and to use the expansion of the particle number density n i of i-component, mean mass velocity u and temperature T of the gas mixture.
Further, in the section IV the system of infinitesimal first order equations of multicomponent non-equilibrium gas dynamics, appearing during the process of the solution of the system of Boltzmann equations by successive approximations method in the section III as necessary condition of the existence of approximate (asymptotic) solution of the integral equations system, is considered in more detail.
In section V the expressions for the velocity distribution function of particles of gas mixture in the infinitesimal first order are obtained for the approach, that Enskog's approach and Struminskii's approach combines, in particular it is shown, that the velocity distribution functions, that are derived within Enskog's approach by Enskog's method and the proposed method, are equivalent up to the infinitesimal first order terms of the asymptotic expansion (inclusive), but, generally speaking, differ in the next order of the asymptotic expansion; the difference is a possible reason, why the transition to a higher order approximation in Enskog's method does not lead to any essential improvements of the result.
In section VI an interpretation of turbulent flows is proposed within the multicomponent gas dynamics.
Struminskii's article [3] , and, as a result, the followings articles, that referred to the paper [3] (for example, [5] ), contained errors in calculation of collision integrals. In appendix A general analytic expressions of these collision integrals (that depend on the interaction cross-section) are derived in general case, when separate components (with Maxwell velocity distribution function of particles) have different mean velocities and temperatures.
For the elementary model of an interaction of gas mixture particles -the interaction of particles as rigid spheres -collision integrals can be simply calculated completely, the expressions for the interaction potential of rigid spheres are written in appendix B.
Notations, used below, are close to notations in [2] ; it is assumed, that all regarded functions are continuous and continuously differentiable so many times as it is necessary, if their derivatives are considered, and all regarded integrals converge.
II. SOME REMARKS
In kinetic theory of gases and gas dynamics, closely connected with it, there are no small dimensionless constants, similar, for example, to the fine structure constant in quantum electrodynamics, in terms of which it would be possible to construct perturbation theory expansions, paying special attention to convergence of derivable expansions. In particular applications of kinetic theory of gases and gas dynamics it is possible often to make up from parameters of the problem a variable dimensionless value (in gas dynamics such variable dimensionless values are named numbers: the Mach number, the Reynolds number . . . ), we will denote this value by θ, and to consider asymptotic expansions with variable coefficients ( [6] , Chapter V, § 2, Section 5) of physical values in terms of integral powers of θ -{θ r } r≥0 , when θ tends to 0 (most important asymptotic expansions, further just those asymptotic expansions are considered; generally speaking, it is possible to use also integer negative powers r, but we shall not do it), or more rarely {θ −r } r≥0 , when θ tends to +∞ or to −∞; changing θ to 1/θ , it is possible to switch easily from one of these cases to another. In the theory of asymptotic expansions variable coefficients are considered to be comparable to the unit (and may depend on θ in general case, but not in this article) and functions of a comparison scale ({θ r } r≥0 ) -to be infinitesimal. If an asymptotic solution to specified precision (θ r ) relative to a comparison scale ({θ r } r≥0 ) exists, it is unique (see, for example, [6] , Chapter V, § 2, Section 2) and, if asymptotic expansions are considered at θ → 0, is exact, at least, at θ = 0, therefore it is convenient to consider the asymptotic expansions at θ → 0 (and integer r ≥ 0).
In applications of the theory of asymptotic expansions, solving physical equations by the successive approximations method, it is convenient not to extract the dimensionless parameter θ r from a term of asymptotic expansion θ r K (r) (x) as a really small multiplier, but to use θ r as an indicator of infinitesimal order of corresponding (infinitely) small variable coefficient K (r) (x), setting in the resultant expressions θ = 1; with such agreement the formal "small" parameter θ can be introduced in an equation arbitrarily, but the meaning of obtained asymptotic solutions of such equation with small parameter is determined by physical validity of the introduction of the small parameter in the original equation.
By method of successive approximations we obtain, generally speaking, an asymptotic solution of the problem. If some additional conditions exist (for example, initial conditions or boundary conditions for a differential equation), the conditions must be expanded in asymptotic series, and the obtained equations system have to be solved, setting variable coefficient at the same terms of unified comparison scale equal to each other. If the system is solved successfully, we obtain an asymptotic solution of the initial equation, that meets (asymptotically) the additional conditions. In some cases the found asymptotic solution turns out to be regular solution ( [7] , Chapter 1), i.e. it depends analytically on θ, or even exact solution of the problem. For example, the equation (see [8] , Chapter V, § 2 or [9] , Chapter IV, § 7.1)
with zero initial condition has asymptotic solution f (r) (t) ≡ 0, (r = 0, 1, 2 . . .) relative to the comparison scale, formed of functions θ r , that is also the exact solution of the problem.
But the problem
has no analogous asymptotic solution, because the zero order asymptotic solution of the differential equation f (0) (t) ≡ 0 contradicts to the initial condition f (0) (0) = 1. It is not a serious drawback of the method of successive approximations. In the problem (2) one can introduce new function g (t):
(cf. with [7] ; though not all considered by Lomov expansions are the asymptotic expansions with variable coefficients, and, accordingly, Lomov's approach in toto seems not quite correct, in the monograph [7] it is actually shown, that similar replacements of functions allow to obtain asymptotic solutions for a wide class of problems) and obtain asymptotic solution of the problem by the successive approximations method
, that is again the exact solution.
Criticism of the successive approximations method in [8] , Chapter V, § 2 and Hilbert noted in [1] , Chapter XXII, that the expansion of the velocity distribution function 
for t = t 0 change to power series
and in the theorem, completing the work, he has formulated a "recipe" to get an asymptotic solution for the Boltzmann equation, in which he proposed to determine five arbitrary functional parameters of functions Φ, Ψ, X . . . "from five partial differential equations" [analogous (82), (99) below], "setting at t = t 0 "
In notations from (42), (50)-(59) below, Hilbert proposed simply to set special initial values
or
for r = 1, 2 . . . . Enskog supplemented Hilbert's "recipe". However, at that Enskog made a logical mistake.
He used zero conditions (13) identically at any t, not at t = t 0 only (see [2] , Chapter 7, § 1, Section 1):
for r = 1, 2 . . . . From the viewpoint of the theory of asymptotic expansions, Enskog [instead
If n, u and T did not depend on r and t, that would mean, that Enskog used different scales of comparison in the method of successive approximations at the same time {n (θ) , θ 1 , θ 2 . . .}, (14) ,
and with them terms of gas-dynamic equations, corresponding to viscosity, heat conduction, . . . , vanish.
Hence Enskog should have concluded, that the use of (14) is incorrect, as in proof of theorem by contradiction, but instead of that Enskog proposed to use the unsubstantiated expansion of partial time derivative discussion of the derivation of the Boltzmann equations system and its applicability range see, for example, in [2] , Chapters 3 and 18, [10] , Chapter 7, § 1, [11] , Chapter 3 and the Bogolyubov paper [12] ; below the central interaction of molecules are considered only, when the force, with which each molecule acts on the other, is directed along the line, connecting the centers of the molecules}, could be written as: is the impact distance, ǫ is the azimuth angle, k is the unit vector, directed to the center of mass of the colliding particles from the point of closest approach -see [2] , Chapter 3, Fig.   3 ; the scalar function k ij g ij , k is determined by equality
by prime in (20) and below the velocities and the functions of velocities after the collision are denoted.
Let us introduce following notations: 
It is possible to combine Enskog's approach with Struminskii's approach. For this purpose we divide the set of mixture components N into two subsets: the subset of components, that we call formally inner components (we could consider the case, when there are some subsets of inner components, but this case does not fundamentally differ from the one, considered below, the only difference is that the notation become more complicated) and the subset of components, that we call external components. To differ the two groups of mixture components we denote the subset of indexes of inner componentsN as well as the indexes of inner componentsî ∈N by symbol "ˆ" and the subset of indexes of external componentsŇ as well as the indexes of external componentsǐ ∈Ň by symbol "ˇ"; the intersection of the setsN andŇ is the empty set -N ∩Ň = ∅ and the union of these sets is the set of indexes of all mixture componentsN ∪Ň = N; if an assertion concerns both kinds of components the symbols "ˆ" and "ˇ" will be omitted. In new notations the Boltzmann equations system can be rewritten as:
Let us write the asymptotic expansion of the velocity distribution function f i of particles of i-component as formal series of successive approximations in powers of θ:
The differential parts of the equations (26) are written as:
where
-cf. with [2] , Chapter 7, § 1, Sections 4, 5 and [3] . In (28)-(29) the partial time derivative expansion (19) is not used in contrast to that, how it was made by Enskog and further by Struminskii. As result, described below method for solution of the system of kinetic Boltzmann equations differ fundamentally from Enskog's method and Struminskii's method.
Substituting (27) and (28) in (26a) and equating coefficients at the same powers of θ to each other, we obtain the equations system of the method of successive approximations for finding the velocity distribution functions of inner components particles of gas mixture f
; taking introduced notations (22), (23) and (29) into account, the system can be rewritten as:
Jîǰ f
Similarly substituting (27) and (28) in (26b) and equating coefficients at the same powers of θ to each other, we obtain the equations system of the method of successive approximations for finding the velocity distribution functions of particles of external components of gas
It could be noted also, that in original Hilbert's paper [1] and Enskog's paper (see.
[2], Chapter 7, § 1, Sections 4) the formal parameter θ was not directly introduced in the Boltzmann equation, but in the series of successive approximations for the velocity distribution function the parameter θ was introduced in another way (not as in (27)):
Obviously, with the same result it is possible to use the expansion (27) for the velocity distribution function, but to enter the multiplier θ in the Boltzmann equation, as it was made in (24). Successive approximations f
i . . ., that are calculated within Enskog's approach, turn out to be (inversely) ordered by the number density of molecules of the mixture n: f (0) i is proportional to n, f Speaking about an order of approximation below, we assume the order to be equal to the value of index r in (31), (33). According to (23), (30), in zero order approximation we have the following system of integral equations to find the velocity distribution functions of particles of inner components of gas mixture f
In the kinetic theory of gases the following equality is often used: 
from the angular momentum conservation law it follows, that the impact parameters are also equal
for the collisions; thus, the equality (36) follows directly from that the Jacobian determinant of the transformation of not primed velocities into primed velocities equals to unity; the equality does not depend on form of the functions φ, f , the only requirement is that integrals are determined and converge -cf. with [2] , Chapter 3, § 5, Section 3.
Following Hecke's idea (see [1] , Chapter XXII), we multiply both sides of the equation (35) on ln fî, integrate over cî, sum overî and transform integrals, taking (21), (36) into account; as a result we obtain:
Hence, ln f (0) i should be expressed linearly in terms of summational invariants of collision
for a collision of theî-molecule with theĵ-molecule conservation of the collision invariant
is expressed by equality:
Linear combination of the summational invariants ψ Therefore,
where α (1,0) i and α (3, 0) are some, independent of cî, scalar functions of spatial coordinates (that are defined by the radius vector r) and time t, and α
is a vector function of r and t [as it follows from the equations (43) for l = 2, 3, the functions α (2, 0) and α (3, 0) are the same for all inner components of mixture]. Or
is a new scalar function of r and t. I.e. the general solution of the equations system (35) can be written as a set of the Maxwell functions:
where k is the Boltzmann constant,
Particle number density n i of the i-component, mean mass velocity uˆand temperature
Tˆof inner components of mixture are introduced by definitions:
in 52 k is the Boltzmann constant. From (50)-(52) the equality is obtained:
that is convenient to use below instead of definition (52).
According to definitions (50), (51), (53), in addition to the asymptotic expansion (27) it is necessary to determine asymptotic expansions for particle number density n i of the i-component
mean mass velocity uˆuˆ=
and temperature Tˆof inner components of mixture
Substituting (27) and (54)- (56) in (50), (51), (53) and equating terms of the same infinitesimal order we obtain Card N +4 scalar relations, that connect asymptotic expansions (27) and (54)- (56):
In (58), (59) the notations are introduced
In particular, for r = 0 from (57)-(59) we obtain expressions for arbitrary functions
(r, t) and β (3, 0) (r, t) in (46) through the zero order approximations to local values of theî-component number density, the mean mass velocity and the temperature of inner components of the mixture:
According to (22), (32), zero order integral equations, from which the velocity distribution
of particles of outer components of the mixture are found:
-are simpler than equations (35) and differ actually from (35) only by lack of summation over components. Therefore, similarly (46), the general solution of the equations system (63) can be written as a set of the Maxwell functions:
where β
are some, independent of cǐ, scalar functions of spatial coordinates, defined by the radius vector r, and time t, and β
is a vector function of r and t.
Let's add to the definition of the number density of particles of i-component definitions of mean velocity uǐ and temperature Tǐ of outer component of mixture:
from (50), (65), (66) the equality is obtained:
that is convenient to use below instead of definition (66).
Let's enter similar (55)-(56) asymptotic expansions of outerǐ-component mean velocity
and outerǐ-component temperature Tǐ
Substituting (27), (54), (68), (69) in (50), (65), (67) and equating terms of the same infinitesimal order we obtain for eachǐ 5 (scalar) relations, that connect asymptotic expansions (27), (54), (68), (69):
cf. with (57)-(59). In (71), (72) the notation is used
For r = 0 from (70)-(72) we obtain expressions for arbitrary functions β
and β (3,0) i (r, t) in (64) through the zero order approximations to local values of the number density, the mean velocity and the temperature of outerǐ-component of the mixture:
For r ≥ 1 the velocity distribution functions of inner components of gas mixture f 
are written as f
, where χ (31) is a family of functions of a form {f
}î ∈N , a family of functions {Φ 
Multiplying equations (76) by φ
, integrating over all values of cî, summing overî and transforming integrals, as it has been made in deriving (39), we obtain 1 4
From (77) 
where α (1,r) i and α (3,r) are some, independent of cî, scalar functions of spatial coordinates, defined by the radius vector r, and time t, and α
is a vector function of r and t (as well as above, arbitrary functions α (2,r) and α (3,r) are identical for all inner components of the mixture), and, hence,
To simplify further evaluations according to the expression for f 
and β (3,r) are new functions of r and t. Family of functions {χ
}î ∈N is a solution of the system of inhomogeneous equations 
Among (infinitesimal) set of particular solutions of the system of equations (81) }î ∈N may be chosen such that
Having substituted expression for f
in (57)- (59), taking (46), (60)-(62) and (83) into account, we obtain a system of Card N +4 algebraic equations [constraint equations for asymptotic expansions (27) and (54)-(56)]:
from which we find expressions for functions β
(r, t) and β (3,r) (r, t) through (variable) coefficients of asymptotic expansions of the particle number density ofî-component, of the mean mass velocity and of the temperature of inner components of the mixture
.
Then the fulfillment of equalities (82) can be considered as the differential equations, the r-order equations of gas dynamics, for finding n
.).
For r = 1 from (88)-(90) we have
The partial solution of the system of inhomogeneous equations (81) {Φ Sonine polynomials with expansion coefficients, depending on r and t (see [2] or [10] ); such construction proves existence of solutions of the system of integral equations (75) (one could simply use here and above Fredholm's theorems [13] , [14] ).
For r ≥ 1 the velocity distribution functions of outer components of gas mixture f (r) i are found from the integral equations system (33), which, taking account of (22) and analogous (40) equality
can be rewritten in the form
, where χ (r) i are new unknown functions.
Equations (95) differ from equations (75) only in the left-hand sides, that are known from the previous step of the successive approximations method, and in the absence of summation over components in the right-hand sides of equations (95). Therefore similarly to, how it has been done above for inner components, we obtain expression for the general solution of the system of homogeneous integral equations, corresponding to (95),
Hence,
Necessary condition for the existence of solutions of the system of integral equations (95) can be written as
denote left-hand sides of the equations (95), taken with opposite sign.
Among (infinitesimal) set of particular solutions of the system of equations (95) by the
unique solution {Φ (r) i }ǐ ∈Ň may be chosen. Having substituted expression for f
in ( 
(r, t) and β
(r, t) through (variable) coefficients of asymptotic expansions of the particle number density ofǐ-component, of the mean velocity and of the temperature ofǐ-component
The fulfillment of equalities (99) can be considered as the differential equations, the r-order equations of gas dynamics, for finding n
For r = 1 from (105)-(107) we have, in particular:
cf. with (91)- (93).
The partial solution {Φ }î ∈N of the system of inhomogeneous integral equations (81) is constructed, see above.
IV. THE SYSTEM OF FIRST ORDER EQUATIONS OF MULTICOMPONENT NON-EQUILIBRIUM GAS DYNAMICS
Let us consider in more detail the system of infinitesimal first order equations (82) , respectively:
for inner components Cî = cî − u (0) , for outer components
At transformation of differential parts of the equations (82) and (99) we use equalities:
In (112)- (114) the bar above symbol with index (0) denotes the average of the value:
r and c i are considered as independent variables; At averaging in (114) it is assumed, that external force X i , acting on the particle of species i, is independent of the particle velocity, it is assumed also, that integrals, depending on external forces X i , are convergent, and product Ψ (l)
tends to zero, when c i tends to infinity.
After simple transformations from (82) and (99) (r = 1) we obtain following system of infinitesimal first order equations of multicomponent non-equilibrium gas dynamics:
In accordance with the general definition of pressure tensor of i-component of gas mixture
and with the general definition of i-component heat flux vector
(cf. with [2] , Chapter 2, § § 3, 4) in (116)- (121) 
is inner components pressure tensor of zero order,p (0) is inner components hydrostatic pressure of zero order, U is the unit tensor, double product of two second rank tensors w and
, Chapter 1, § 3) is the scalar w : w ′ = α β w αβ w ′ βα = w ′ : w,
is inner components heat flux vector of zero order,
is zero order internal energy of particles of inner components per unit volume, which is equal, in this case, to energy of their translational chaotic motion, however, the energy transfer equations, written in form (118) and (121) can be used in more general cases as well (cf.
with [10] , Chapter 7, § 6), in (124)- (126) averaging (115) is performed with Maxwell function
isǐ-component pressure tensor of zero order, p 
isǐ-component heat flux vector of zero order,
is zero order internal energy of particles ofǐ-component per unit volume, in (127)- (129) averaging (115) is performed with Maxwell function f (0) i from (64).
Analytic expressions for integrals
E, ij from (117), (118) and (120), (121) are given below -see (A24), (A28) and (B2), (B3).
In particular, if mean velocities and temperatures coincide for all component of mixture (the set of outer components is empty), then from (116)-(118) we obtain the system of infinitesimal first order gas-dynamics equations of the Enskog-Chapman theory [it may be noted in passing, that the sums over all indexes i of collision integrals in (99) are equal to zero in all orders of the method of successive approximations, it is easy to check, using equality (36), from the physical point of view this statement is reduced to, that total impulse and (kinetic) energy of particles of gas do not change in their collisions between themselves]:
It follows from (130), (132), taking (124)-(126) into account, that the flow of gas, described by the system of first order gas-dynamics equations of the Enskog-Chapman theory, is adiabatic:
in the adiabatic equation (133)
V. VELOCITY DISTRIBUTION FUNCTIONS OF INFINITESIMAL FIRST OR-DER
Using the system of infinitesimal first order gas-dynamics equations it is possible to specify the form of velocity distribution functions of the first order. In particular, we shall see, that the velocity distribution functions, obtained by the proposed method within Enskog's approach, i.e. when outer components are absent, and by the Enskog's method are equivalent up to the infinitesimal first order terms of the asymptotic expansion (inclusive).
As ln f
see (46) and (62), the system of integral equations (75) (r = 1), from which {χ 
In (136), as well as in the previous section,
Cî is the modulus of vector Cî ; for arbitrary second rank tensor w
is tensor with zero trace;
Family of scalar functions {Sî (cî)}î ∈N must satisfy the system of integral equations
Solving of the system of integral equations (148) (this question will be considered, possibly, in our next article) becomes a little simpler, if functions Sî are written in the form:
Conditions of solubility of the system of equations (142), (143), (144), (148), following
must be replaced, respectively, by left-hand sides of equations (142), (143), (144) and (148)], are fulfilled, because conditions (82) in the form (116)- (118) were used in the derivation of the integral equations system (136).
Because r and t do not enter explicitly in equations (142), (143) and (144),
= Cî (after replacement of integration over cĵ by integration over Cĵ) and the left-hand sides of equations (143) are symmetric tensors with zero trace, functions {Aî (cî)}î ∈N , {Bî (cî)}î ∈N and {Dĵî (cî)}î ,ĵ∈N can be sought in the form:
where Aî n
and Dĵî n (84) and (91)- (93) we obtain the following expression for the infinitesimal first order velocity distribution functions of inner components particles of gas mixture f
Similarly, the system of integral equations (95) (r = 1), from which {χ (119)- (121) taking (127)- (129) into account, can be written in the form:
Cǐ is the modulus of vector Cǐ ;
A partial solution {Φ
(1) i }ǐ ∈Ň of the system of equations (154) can be sought in the form:
Substituting (157) in the system of linear integral equations (154), we find, that family of vector functions {Aǐ (cǐ)}ǐ ∈Ň must satisfy the system of integral equations
family of tensor functions {Bǐ (cǐ)}ǐ ∈Ň must satisfy the system of integral equations
family of scalar functions {Sǐ (cǐ)}ǐ ∈Ň must satisfy the system of integral equations
solving of the system of integral equations (160) becomes a little simpler, if functions Sǐ are written in the form:
Conditions of solubility of the systems of equations (158), (159) (158), (159) and (160)], are fulfilled, because conditions (99) in the form (119)- (121) were used in the derivation of the integral equations system (154).
As r and t do not enter explicitly in equations (158) and (159) (159) are symmetric tensors with zero trace, functions {Aǐ (cǐ)}ǐ ∈Ň and {Bǐ (cǐ)}ǐ ∈Ň can be sought in the form:
where Aǐ n ǐ ∈Ň :
Let us consider a case when outer components in a mixture are absent. Up to the infinitesimal first order terms (inclusive -see [6] , Chapter V, § 2, Section 2, definition 2) the expression, see (153),
coincides with asymptotic expansion of the solutionf
in the Enskog-Chapman theorỹ
where n (1) and T [1] = T (0) +T (1) , cf. with the Taylor expansion
. This statement can be written in the form:
Equations (142), (143) and (146) differ from analogous equations [10] , Chapter 7, (3.34), instead of n i , u and T (i.e. n , u [1] and T [1] ). Because functions {Aî (cî)}î ∈N , {Bî (cî)}î ∈N and {Dĵî (cî)}î ,ĵ∈N are of the infinitesimal first order, in the first, second and third terms in the right-hand side of (141) and also in (150)- (152) can be, respectively, replaced by functions n
, u [1] and T [1] . Therefore up to first infinitesimal order terms the expression, cf. with (153),
coincides with the expression for the functionf
Consequently, up to first infinitesimal order terms the functions f
coincide with the functionsf
, obtained in the Enskog-Chapman theory:
As a result, with the same precision (cf. with [2] = mî cî − u [1] cî − u
-cf. with incorrect opposite assertions (about Hilbert's method for the kinetic Boltzmann equation asymptotic solution, which, in principle, should lead to the same results, as the proposed in this article method, see section II), for example, in [15] , [8] , [9] ; in (171) the notations are used: µî is viscosity coefficient forî-component, for arbitrary second rank tensor w
is symmetric tensor, corresponding to it.
VI. TURBULENCE AS MULTICOMPONENT GAS DYNAMICS
As is well known, laminar flow becomes turbulent flow, when some parameter characterizing the flow, namely, Reynolds number
In (173), ρ is the density of gas, u and L are some characteristic macroscopic velocity and linear size of the flow, µ is the coefficient of viscosity. Having rewritten (173) as
cf. with the expression for viscosity tensor in (171), the Reynolds number can be treated as the ratio of the macroscopic momentum flux, proportional to f (0) , to the viscosity-induced microscopic momentum flux, proportional tof (1) (from the point of view of the kinetic theory of gases instead of Reynolds number it would be more natural to consider the ratio
). Roughly speaking, viscosity, "aligning" the gas molecules according to a Maxwellian distribution with the same mean velocities and temperatures for different components of mixture, can "process" only the microscopic momentum flux. But if the macroscopic flux exceeds the microscopic, the gas flow, necessarily, has begun to stratify on components [and other mechanism, leading to an equilibrium state of gas, "turns on" -see integral terms in (116)-(121), however, from the point of view of the kinetic theory of gases it is the same mechanism, collisions of gas particles with each other]. The flow stratification on components can be also caused by external factors.
The gas-dynamic equations system of the second approximation order (i.e. with diffusion, viscosity and heat conduction) of the Enskog-Chapman theory, in principle, can not describe gas flow with developed turbulence, as
whenf (1) → 0; with increasing Reynolds number, according to this system of equations, the entropy production decreases until the complete cessation of growth of the entropy in the gas, see the adiabatic equation (133) (terms of the gas-dynamic equations system of the second approximation order of the Enskog-Chapman theory, additional to the gasdynamic equations system of the first approximation order of the Enskog-Chapman theory, corresponding to the transition of gas to an equilibrium state and, hence, to the increasing of its entropy, are proportional tof (1) ), whereas the entropy of gas grows with growth of Reynolds number in experiments, i.e. theoretical (Enskog-Chapman) and experimental dependencies of entropy of gas on a Reynolds number are different.
Mixing is absent in the gas-dynamic equations system of the first approximation order of the Enskog-Chapman theory (130)- (132), because all components of gas mixture, according to the mass transfer equations (130), move with the same mean mass velocity of mixture.
The substance from some physical region (even with moving boundary) cannot cross region boundary in any way. Mixing in the Enskog-Chapman system of gas-dynamic equations, i.e. a possibility to gas particles to cross boundary of physical region, as well as other mechanisms (viscosity and heat conduction), leading gas to an equilibrium, and, hence, increasing entropy of gas, appears only in the following infinitesimal order of asymptotic expansion of velocity distribution functions of gas particles and is related to diffusion velocities (∼f If gas-dynamic equations do not describe turbulent gas flows, then either something has been missed during the transition from the exact solution of the system of kinetic Boltzmann equations to its approximate solution (by the Enskog method) and next to the gas-dynamic equations, or the system of kinetic Boltzmann equations does not describe turbulent gas flows and requires replacement. However the last, i.e. necessity of replacement of the system of kinetic Boltzmann equations on another system of kinetic equations in transition from gas laminar flow to turbulent gas flow, seems ill-founded.
The gas dynamics of the components with the velocity distribution functions, close to the Maxwell functions, with different mean velocities and temperatures, should be described by equations (116)-(121). From this point of view, the observed chaotic character of the turbulent flow is similar to the chaotic character of the Brownian motion. They differ in scale:
in the Brownian motion that particle moves stochastically, whose mass is comparable to the mass of other gas molecules, whereas in the turbulent flow that body moves stochastically, whose mass is comparable to the mass of separate gas components. In (117)-(118), (120)-(121) the integral terms (proportional to n i , n j ) can be huge, it explains unexpected (for those, who tries to describe turbulent flow by the gas-dynamic equations system of the second approximation order of the Enskog-Chapman theory) power of turbulent effects.
In (A1) Ψ 
Proof. Equality (A6) follows immediately from the expression for the derivative of composite function u • f ; details of the proof can be found in [6] , Chapter II, § 1, Section 5.
Major difficulties of evaluation of integral (A3) are caused by that parameters of Maxwell functions for the i-th and the j-th components are not equal:
As result, it is not easy get rid of scalar products of vectors in the exponent (it is desirable to have the expression for the exponent as simple as possible).
As the scattering angle depends on the modulus of relative velocity of colliding particles {see, for example, [2] , Chapter 3, § 4, Section 2 or [10] , Chapter 1, (5.26)}, it is natural to proceed in (A3) to new variables -center-of-mass velocity G ij and relative velocity of colliding particles g ij , which are related to particles velocities c i and c j by
-cf. with [2] , Chapter 9, § 2. For further simplification of the exponent vector G ij can be replaced by vector G ij resulting from G ij in an arbitrary affine transformation, which is a composition of shift, homothety (multiplication by a scalar) and rotation. The rotation arbitrariness is reduced to the freedom in choosing of direction of the polar axis in the transition to the spherical coordinate system. Similarly, the vector g ij can be replaced by the vectorg ij , resulting from g ij in composition of arbitrary homothety and arbitrary rotation. The shift of the origin of the vector g ij would lead to parametric dependence of the final integral on vectors u i and u j (cf. with [16] , Chapter 3), that is undesirable, as integral (A3) is supposed to be reduced to Chapman-Cowling integral Ω (l,s) ij [see [2] , Chapter 9, § 3, (3.29) and [10] , Chapter 7, (4.34)], depending on the modulus of the relative velocity of colliding particles g ij only.
In view of the aforesaid, make the following substitution of variables G ij and g ij :
In (A10)-(A11) the scalar factors z 1 , z 2 , and z 3 are selected from the condition that the coefficients ofg 2 ij and G 2 ij in the exponent be equal to 1 and the coefficient of the scalar productg ij · G ij be equal to 0 (cf. with the method of separation of variables):
Analogous substitutions of variables can be used in more complicated situations, for example, discussed in [16] , Chapter 3.
With new variables the exponent can be written in the following form:
It is easy to see, that by the above-specified transformations of variables only, without using the shift of the origin of vector g ij , it is impossible to get rid of the constant term in In (A28):
The other notations are the same as in (A24).
It is interesting to note, that for u i = u j integral (A24) and the first term in (A28) vanish, the second term in (A28) is proportional (T i − T j ), that corresponds to energy transfer from the "hot" components to the "cold", see the gas-dynamic equations system (116)-(121). In view of the sign of a 1 , (A18) and definition of ξ (A25) the first term leads to temperature increase when u i = u j .
