We compute the spectra of the recurrence dimension for dynamically defined subsets of Rauzy fractals, in the case when these sets are totally disconnected. These subsets of the Rauzy fractals are defined by subadic systems, therefore there is a well defined dynamical system defined on them. The spectra of the recurrence dimension for adic and subadic systems was computed by the author in [1] and in the present article we extend those results to the dynamical systems mentioned before, which are geometrical realizations of these symbolic systems.
Introduction
The recurrence dimension is a Hausdorff-like dimension, where the diameter is replaced by the image under a gauge function of the Poincaré recurrence time, i.e., minimal time in which an image of a set intersects itself. A gauge function is a non-negative function ξ : R→R such that lim t→∞ ξ(t) = 0. The advantage of that consists in the fact that Poincaré recurrence gives the behaviour of dynamical systems in time. This dimension was first introduced by Afraimovich in [2] . Later it has been studied in [3, 4, 5, 6, 7, 8] . The recurrence dimension it is also known in the literature as the Afraimovich-Pesin (AP) dimension. The spectrum of the recurrence dimension was introduced in [3, 5] and further developments can be found in [4, 9] . An important fact is that the AP dimension is a topological invariant of the system, when the space is compact and the system is continuous (cf. [8] ), so it is an important tool to classify systems. In [1] the author computed the spectra of the recurrence dimension for adic systems and their subsystems. In particular for adic systems that come from primitive substitutions. The adic systems that comes from unimodular Pisot substitutions defined on an alphabet of k symbols can be realized geometrically as a subset in R k−1 , known as Rauzy fractal and a map F defined on it (cf. [10, 11, 12] ). If we consider a subadic system of the original one, it can be realized as a subset of the Rauzy fractal together with the map F , the map that comes from the subadic systems. We called the dynamical system given by this set and the map F a dynamically defined subset of the Rauzy fractal. In sections 2 and 3, we will give the precise definitions. In this paper we compute the spectra of the recurrence dimensions for dynamically defined subsets of the Rauzy fractal, when the set is totally disconnected. In section 6 we give some conditions for a dynamically defined subset of a Rauzy fractal to be totally disconnected.
Let (X, d) be a compact metric space. The continuous map F : X→X defines a dynamical system on X. Let A ⊂ X be a F -invariant subset and C a covering of A by open balls of diameter less than ǫ. Given s and q in R, we consider:
where |U | is the diameter of U , ξ is a gauge function, i.e., a real non-negative function such that lim t→∞ ξ(t) = 0. Usually it is considered ξ(t) = e −t or ξ(t) = 1/t. Let τ (U ) be the Poincaré recurrence of U i.e. τ (U ) = inf{k > 0 :
is taken over all finite or countable covers of A by balls of diameter less than ǫ.
For a fixed q
The function s c (q, A, ξ) := sup{s : H(s, q, A, ξ) = ∞} is called the spectrum of the recurrence dimension, given by the function ξ. The value q 0 (A, ξ) = sup{q : s c (q, A, ξ) > 0} is called the recurrence dimension, or the Afraimovich-Pesin dimension, given by the gauge function ξ.
As we pointed out before the AP-dimension is a topological invariant of the system, but the spectrum of the dimension is not an invariant. However the spectrum is invariant under bi-Lipschitz transformations. Therefore it is important for classifying the systems under these kind of transformations. Let (Y, d Y ) and (Z, d Z ) be metric spaces. We say that the transformation f : Y → Z is bi-Lipschitz if there exist positive constants
In the case of systems with positive topological entropy, the gauge function used is ξ(t) = e −t and for minimal systems it is used ξ(t) = 1/t (cf. [2, 4, 13] ). However there are minimal systems with positive entropy, e.g. some Toeplitz systems. For the Toeplitz systems the recurrence dimension was computed in [7] , using as gauge function ξ(t) = e −t . In this article we deal with adic dynamical systems, which are minimal and have zero entropy, so we will consider ξ(t) = 1/t. Therefore, in the rest of the article, we will not show the dependence of the function ξ. Since we are going to work with minimal systems, the set A will be the whole space X. We will not show the dependence of the set.
Adic systems and substitutions
Let A = {1, . . . , k} be a finite alphabet and W ⊂ A * = ∪ i≥0 A i a set of finite words on A. An automaton over A, A = (Q, W, E, I) is a direct graph labelled by elements of A. Q is the set of states, I ⊂ Q is the set of initial states, W is the set of labels and E ⊂ Q×W ×Q is the set of labelled edges or transitions. If (p, w, q) ∈ E we say that w is a transition between p and q. Here we will consider W a finite set, Q = A and I = {1}. A finite path in the automaton, A, is word in E, the set of transitions: (p n , a n , q n )(p n−1 , a n−1 , q n−1 ) · · · (p 0 , a 0 , q 0 ) such that q i = p i−1 for 1 ≤ i ≤ n and q 0 ∈ I; however we usually denote the paths using only the labels, i.e. a n · · · a 0 .
The transition matrix of an automaton is the matrix M whose m ij entry is defined as the number of different transitions from i to j. We shall assume that the automaton is primitive, i.e. for some integer m > 0 each entry of M m is positive.
where A is an automaton. We consider in R the topology induced from the product topology of W Z + .
Since W is an ordered set, we can order lexicographically all the finite paths in A, in a increasing way. This induces a partial ordering ≺ in R. We define T of a ∈ R as the minimal element a ′ ∈ R such that a ≺ a ′ . It is known that if the automaton is primitive the map T : R→R is well defined and the dynamical system (R, T ) is minimal, i.e. every orbit of T is dense in R (cf. [18] ). We call the dynamical system (R, T ) the adic systems associated to the automaton A. See [14, 15, 16, 17] for more details about adic systems. Example 2.1: Let A = {1, 2}, W = {0, 1} where 0 denotes the empty word, Q = A, E = {(1, 0, 1), (1, 1, 2), (2, 0, 1)} and I = {1}, see figure 1 . This is known as the golden mean automaton or the Fibonacci automaton. Note that the paths in this automaton are the finite words in W such that there are not two consecutive 1, so the corresponding adic system is (R, T ), where
where · is the usual product of integers.
A substitution on a finite alphabet A = {1, . . . , k} is a map ζ from the alphabet A to the set of finite words in this alphabet A * = i≥0 A i . This map extends to a map on A * into itself by juxtaposition ζ(∅) = ∅ and ζ(U V ) = ζ(U )ζ(V ) for all U, V ∈ A * . Let A N denote the set of one sided infinite sequences in the alphabet A. Then ζ extends to a map on A N into itself in the obvious way. An important object associated to a substitution is its incidence matrix. For any U ∈ A * let |U | j denote the number of occurrences of the symbol j in the word U . The incidence matrix
Here we shall assume that the substitution ζ is primitive, namely M l ζ > 0 for some l ≥ 1. We call u ∈ A N a fixed point of ζ if ζ(u) = u.
Let us consider the example of the substitution ζ(1) = 12, ζ(2) = 1, in the alphabet {1, 2}. It has a unique fixed point, "ζ ∞ (1)": u = 1211212112112 . . .. This substitution is known as the Fibonacci substitution since the length of the words ζ j (1) corresponds to the Fibonacci numbers.
We associate an automaton to u, the fixed point of the substitution ζ, called the prefix automaton of u. It is defined in [19] as follows:
• set of states= A
• set of labels= Pref = {the proper prefixes of the words ζ(1), . . . , ζ(k)}. It is also considered the empty prefix and it is denoted by 0.
• transitions: If p, q are states of the automaton and w a word of Pref then there exists a transition labelled by w from p to q, if and only if, the word wq is a prefix of ζ(p).
• initial state= 1.
Note that the incidence matrix of the prefix-automaton of the substitution ζ is the same of the incidence matrix of ζ.
The automaton of The Example 2.1, corresponds to the automaton of the Fibonacci substitution.
Rauzy fractals
The Perron-Frobenius Theorem states that a primitive matrix whose entries are nonnegative, admits a simple strictly positive eigenvalue which is larger than the norm of all the other eigenvalues of the matrix (cf. [20] ). Such eigenvalue is called the Perron-Frobenius eigenvalue.
A Pisot number is a real root, bigger than 1 in absolute value, of a polynomial of integer coefficients, such that all the other roots have modulus less than one.
We say that the substitution ζ is unimodular Pisot, if the incidence matrix M satisfies (i) | det M | = 1 and (ii) the Perron-Frobenius eigenvalue λ of M = M ζ is a Pisot number, and the characteristic polynomial of M is irreducible over Q. Throughout this paper we assume the substitutions are unimodular Pisot.
be all the eigenvalues of M inside the unit disk, where β 1 , β 1 , . . . , β p , β p are non-real complex and β p+1 , . . . , β r are real.
Let ∆ : A * → C p × R r−p be a map with the properties ∆(U V ) = ∆(U ) + ∆(V ) and ∆(ζ(U )) = B∆(U ), for all U, V ∈ A * and B = diag(β 1 , . . . , β p , β p+1 , . . . , β r ). There exists a map with these properties [21] and is called a valuation of ζ.
Let (R, T ) be the adic system associated to the substitution ζ, via the prefix automaton. We define the map:
Here we identify R k−1 to C p × R r−p in the natural way since p + r = k − 1. Due to the Pisot property, i.e. |B i | ≤ λ −i for i ≥ 0, this map is well defined. Furthermore it is continuous. Let R = Ξ(R). We called this set the Rauzy fractal associated to the substitution ζ. This set can be defined in many different ways, among other references see: [10, 11, 12, 21, 22, 23] .
The adic dynamical system (R, T ) allows us to define a dynamical system in the Rauzy fractal, (R, F ). Such that the following diagram commutes:
There exists k subsets of R with disjoint interiors and their union is R, such that they are permuted by F (cf. [11, 12, 22] ). The dynamical system (R, F ) is also called the geometrical realization of (P, T ). The k subsets of R mentioned before: {R 1 , . . . , R k } are called the natural decomposition of R. As it is shown in [21, 23] the natural decomposition of R can be obtained in the following way:
where Trans(ji) are the transitions in the prefix automaton between the states j and i with transition w
The expression 3-5 allow us to express the natural decomposition of the set R as the attractor of a graph directed iterated function system (IFS) where the graph is given by the automaton A, and the map associated to the transition w is f w ( − → x ) = B − → x + ∆(w). For a definition of a graph directed IFS, see [24] . We would like to remark that the set R is a fundamental domain of the (k − 1)-dimensional torus, under a suitable lattice. And the map F induces a minimal translation on this torus, for details see [12] .
The geometry of the set R and the dynamics of (R, F ), have been studied extensively, among other references see [10, 11, 12, 21, 22, 23] .
Let us consider the following examples: 
Which is R 1 = βR and R 2 = β 2 R + 1. It can be seen in figure 2. We define a valuation ∆ : {1, 2} * →R, as follows: We assign ∆(0) = 0, ∆(1) = 1, so
therefore we get ∆(2) = β − 2, where β is root with absolute value smaller than 1, of x 2 − 2x − 1 the characteristic polynomial of the transition matrix of the substitution ζ.
So {R 1 , R 2 } the natural decomposition of the Rauzy fractal is given by:
Which is the attractor of the graph directed IFS, associated to the automaton A, described in figure 2 , where the maps are: f 0 (x) = βx, f 1 (x) = βx + 1, f 12 (x) = βx + β − 1. Example 3.3: Let ζ be the substitution on {1, 2, 3} defined by: 1→112, 2→31 and 3→1. The prefix automaton A can be seen in figure 3 . We define a valuation ∆ : {1, 2, 3} * →R, as follows: We assign ∆(0) = 0, ∆(1) = 1, then ∆(11) = ∆(1) + ∆(1) = 2 and ∆(1) = ∆(ζ(3)) = β∆(3), so ∆(3) = β −1 . Where β is one of the complex roots of x 3 − 2x 2 − x − 1 the characteristic polynomial of the transition matrix of the substitution. So {R 1 , R 2 , R 3 } the natural decomposition of the Rauzy fractal is given by:
This set is shown in figure 4 .
Dynamically defined subsets of Rauzy fractals
Let B be a sub-automaton of a primitive automaton A, i.e. an automaton whose set of states, labels and transitions is a subset of A and we also assume that B is primitive. In this way we get P = {a = a 0 a 1 . . . ∈ W Z + : a n . . . a 0 is a path in B for all n ∈ Z + }.
Since P ⊂ R, we defineT : P→P as the induced map of T on P i.e.
The system (P,T ) is called a sub-adic system of (R, T ).
Let A be the prefix automaton of a unimodular Pisot substitution ζ, and therefore primitive [12] , and B a primitive sub-automaton of A. Let (R, T ) and (P,T ) be the corresponding adic and sub adic systems. So, we have the Rauzy fractal R = Ξ(R) and the subset P = Ξ(P).
The map F induces a map F in P in a natural way, so that the following diagram We called the dynamical system (P, F ) a dynamically defined subset of the Rauzy fractal of ζ, however sometimes we only emphasis the set P. The dynamical system (P, F ) is also called the geometric realization of the symbolic system (P, T ).
The set P admits a natural decomposition {P 1 , . . . , P l }, with l ≤ k:
where Trans(ji) are the transitions in the automaton P between the states j and i. This is the attractor of a graph directed IFS, given by the graph that define the automaton B, and the maps f w are defined as before.
These kind of sets and their associated dynamic have been studied in [25, 26] . 
Example 4.1:
We will consider the sub-automaton of example 3.2, shown in figure 2. Let P be the geometric realization of P. It admits a natural decomposition {P 1 , P 2 }, defined by:
So it is the attractor of the graph directed IFS defined by the sub-automaton shown in figure 2.
Example 4.2:
We will consider the sub-automaton of example 3.3, shown in figure 3 . Let P be the geometric realization of P, see figure 5 . It admits a natural decomposition {P 1 , P 2 , P 3 }, defined by: The natural decomposition of R is given by
where β = α 2 . This decomposition is equivalent to the one given in Example 3.1. Let us consider the sub-automaton of A given in figure 1, i. e. the sub-automaton defined by the transitions:
{(1, 0, 1), (1, 1, 2), (2, 0, 1)}.
Let P the geometric realization of the corresponding subadic system P. The set P admits a natural decomposition {P 1 , P 2 } given by
Spectra of recurrence dimension
In [1] the author computed the spectra recurrence dimension for adic and its sub-adic systems. There, the following theorem was proved:
Theorem 5.1 Let (R, T ) be an adic system and (P, T ) be a primitive sub-adic system. Then the spectrum of the recurrence dimension for (P, T ) is the solution of the equation
Where λ and ρ are the Perron-Frobenius eigenvalues of the incidence matrices associated to R and P, respectively.
Our main result here is the following theorem.
Theorem 5.2 Let ζ be an unimodular Pisot substitution, on an alphabet of k symbols, whose eigenvalues are λ, β 1 , β 1 , . . . , β p , β p , β p+1 , . . . , β r ;
where λ > 1 and |β i | < 1 for i = 1, . . . , r. Let (R, T ) be its associated adic system, and (P, T ) be a primitive sub-adic system of it. Let (P, F ) and (R, F ) be the geometric realizations of (P, T ) and (R, T ), respectively. Assume that the set P is totally disconnected then:
1. The spectrum of the recurrence dimension for (P, F ) satisfy the inequality
Where β max = max{|β i | : i = 1, . . . , r}.
2. In the cases that ζ is defined on an alphabet of three symbols and the eigenvalues of the matrix M ζ inside the unit circle are non-real-complex. Or ζ is defined on an alphabet of two symbols. We have the spectrum of the recurrence dimension for (P, F ) is the solution of the equation
Proof. In the general case, i.e. the matrix B has the form B = diag(β 1 , . . . , β p , β p+1 , . . . , β r ); the map Ξ is Hölder continuous, with exponent − log β max / log λ: Let a, a ′ ∈ P so that d(a, a ′ ) = λ −j , where j = min{i|a i = a ′ i }, since B ≤ β max :
By the definition of j:
where C ′ 1 ≥ 2 diameter(P). So:
where γ = − log β max / log λ.
In the case 2 mentioned in the statement of the theorem, we have B = β ∈ C or R. In this situation the map Ξ is bi-Hölder: Let a and a ′ ∈ P as before, so:
. Note that γ = 1 if β is real and γ = 1/2 if β is non-real complex.
We take covers of P by cylinders of length m, i.e. [a i 0 . . .
We consider the image of these cylinders under the map Ξ, these will be our covers of P. So:
Where the sum is taken over all the cylinders of length m in P.
Since P is totally disconnected then the map Ξ defined in 3-3, is injective in P, therefore it is a homeomorphism. So (P, T ) and (P, F ) commutes with the homeomorphism Ξ, i.e. Ξ • T = F • Ξ. Hence the return time of a set U in P under T is the same return time of Ξ(U ) under F .
Let [U (m)] be a cylinder of length m of P. Since the map Ξ is bi-Hölder, with exponent γ, in the case 2, we have:
In [1] it was shown that there exists positive constants
The number of cylinders of length m in P is given by the sum of all entries of m-th power of P the incidence matrix of the automaton that defined P. In [1] we show that there exists positive constants C 3 , C ′ 3 such that
Therefore the spectrum of the recurrence dimension is the solution of
which is the expression in the statement of the theorem.
In the general case when matrix B = diag(β 1 , . . . , β p , β p+1 , . . . , β r ), it has different contraction factors in different direction so the map Ξ is only Hölder, as we showed. And we get only one of the inequalities involved.
In [1] is pointed out an interesting duality phenomenon between the adic systems and the sub-shifts of finite type associated to them. Let (R, σ) and (P, σ) a sub-system, here σ denotes the shift map, i.e. σ(a 0 a 1 a 2 . . .) = a 1 a 2 . . .. The system (P, σ) has the same recurrence dimension as (P,T ), i.e. the solution of the equation [5] [6] [7] [8] [9] [10] [11] . Provided that we take as gauge function ξ(t) = e −t , instead of ξ(t) = t −1 (cf. [4] ). The same situation is reflected on the Rauzy fractals. As we shown in 3-5 the natural decomposition of R, is the attractor of a graph directed IFS, and similarly for the subset P. We use this graph directed IFS, for defining an expanding map on P, the inverse branches of this map are defined by the maps (contractions) of the graph directed IFS. Since P is totally disconnected this map is well defined, we shall denote it by G. And moreover (P, G) is topological conjugate to (P, σ), and the conjugacy is given by Ξ. So if U is a cylinder in P then the recurrence time of U under σ is the same recurrence time for Ξ(U ), under G. Since Ξ is bi-Hölder in the case 2 of theorem 5.2, similar computation of those used in the proof of this theorem, show that the solution of the equation 5-12 is the recurrence spectrum for the system (P, G), using ξ(t) = e −t as gauge function. So (P, G) and (P, F ) have the same spectrum of the recurrence dimension, in spite of they have very different behaviours, the first is chaotic (expanding) and the latter minimal.
We shall illustrate this situation using example 4.3. Since the set P admits a decomposition given by P 1 = βP and P 2 = β 2 P + 1 the map G described before is defined as:
This is an expanding map by a factor of β −1 , where β = (3 − √ 5)/2. The map F : R→R is F (x) = x + 1( mod R), where R = [−1, β −1/2 ], so F : P→P is the induced map of F in the set P, as it was defined in (4-6). So the spectrum of the recurrence dimension for (P, G) amd (P, F ) is 2s + q = 1.
6 When P is totally disconnected?
If the set P has Hausdorff dimension smaller than 1, then it is totally disconnected, since P is a subset of an euclidean space (cf. Proposition 2.5 of [27] ).
The representation of P and its natural decomposition {P 1 , . . . , P l } as the attractor of a graph directed IFS, given in 4-8, allow us to give some estimates for its Hausdorff dimension. With the well known techniques in [24] , it can be shown that the Hausdorff dimension of the set P is smaller or equal to − log ρ/ log β max . Where ρ and β max are like in Theorem 5.2. So summarizing we have: Proposition 6.1 If − log ρ/ log β max < 1 then the set P is totally disconnected.
In the example 4.1 the decomposition of P, {P 1 , P 2 } given in 4-9, can be expressed by:
So s is the solution of the equation 1 = β s + β 2s , i.e. s = − log ρ/ log β ≈ 0.54, where ρ is the golden mean.
In the example 4.2 the decomposition of P, {P 1 , P 2 , P 3 } given in 4-10, it can be rewritten as: P 1 = βP 1 ∪ (β 3 P 1 + 2β 2 ) P 2 = βP 1 + 2 P 3 = βP 2 .
Let s be the solution of |β| s + |β| 3s = 1, i.e. s = log α/ log |β ≈ 0.81, where α is the root of norm smaller than 1 of x 3 + x − 1 = 0. Here the value of s is the Hausdorff dimension of P since the corresponding graph directed IFS, satisfies the open set condition [24] , and the fact B = β, i.e., the maps of the IFS are conformal.
In example 4.3 the Hausdorff dimension of the set P is s = − log λ/ log β = 1/2, since β = λ −2 and λ is the golden mean.
