We investigate picosecond laser ablation of metals using a hybrid simulation scheme. Laser energy input into the electron system and heat conduction within it are modeled using a finite-difference scheme for solving the heat conduction equation. Atom motion in the near-surface part ͑72 nm͒ of the sample is modeled using molecular dynamics. Energy transfer between the electronic and atomic subsystems due to electron-phonon coupling is taken into account. For the special case of 0.5 ps UV laser irradiation of copper, we investigate the fluence dependence of the ablation yield, the temperature and pressure evolution in the target, and the ablation mechanism.
I. INTRODUCTION
Under intense laser irradiation, solid surfaces may emit atoms or clusters ͑droplets͒. This process-called ablation-is used in several applications, such as in laser modification of surfaces ͑drilling, cutting, surface patterning͒. 1 The emitted material is also used for a thin-film growth technique called pulsed laser deposition.
2 While previously, often conventional nanosecond lasers have been used for ablation, it has now become clear that ablation with ultrashort pulses-in the picosecond or femtosecond regime-is advantageous for several applications. Thus, in the case of metals with their large heat conductivity, picosecond pulses are reported 1 to give rise to well-reproducible ablation results, sharp cutting edges, and reduced droplet formation.
Laser light is absorbed in metals by the conduction-band electrons. After fast thermalization of the laser energy in the conduction band ͑within a few femtoseconds͒ electrons may quickly diffuse and thereby transport their energy deep into the target. At the same time, electrons transfer their energy to the target atoms; this process is controlled by the electronphonon relaxation time, which is-strongly material dependent-in the order of a fraction of a picosecond to several tens of picoseconds. In consequence, the atoms heat up, and the lattice may melt and eventually undergo a phase transition to the supercritical liquid or gaseous state and ablate.
The conventional theoretical approach to laser ablation of metals is based on the so-called two-temperature model. 3 It is based on the coupled temperature evolution of the electronic and atomic subsystems. It has been used to describe satisfactorily the damage threshold, the melting of the material, and the size of the heat-affected zone. 4 -6 However, it is only poorly suited to describing the ablation process proper: the latter is characterized by strong superheating, pressure effects, and the phase transition in the solid to a supercritical or gaseous state. 7, 8 A modeling of these effects makes a more complete description of the atomic subsystem mandatory, which includes the equation of states, phase transition, and pressure effects.
In the present article, we base our description of the atomic system therefore on a molecular-dynamics simulation, in which all the above effects are inherently included. By coupling the molecular dynamics to the heat conduction equation for the electronic temperature, we obtain a hybrid simulation scheme which covers all necessary degrees of freedom characteristic for the laser ablation of metals. We use this simulation method to describe the 0.5 ps laser ablation of copper as a prototypical example.
II. METHOD

A. Heat conduction
We use a one-dimensional description of the laser ablation process, such as it applies at early times in the center of the laser focus, i.e., as long as lateral heat conduction can be neglected. We simulate the metal over a depth scale L ϭ400 nm. In an inner zone, extending from the surface at xϭ0 to a depth lϭ72 nm, we use a molecular-dynamics simulation to describe the atomic motion; cf. Fig. 1 . In the FIG. 1. Schematics showing the system and our solution scheme. The electronic system is simulated using a finite-difference scheme ͑FD͒. The laser irradiates at normal incidence and deposits energy in the electron system according to the source term Q(x,t). The atomic system is treated by a molecular-dynamic scheme ͑MD͒ down to a depth xϭl and beyond that by a continuum approach ͑FD͒. Electronic and atomic systems are coupled by electronphonon coupling.
rest of the system, lϽxϽL, we describe the atomic system using the heat conduction equation for the atomic temperature T a ,
The electron system is described over the whole simulation volume 0ϽxϽL by a heat conduction equation for the electron temperature T e ,
Ϫg͑T e ϪT a ͒ϩQ͑ x,t ͒. ͑2͒
Here, C e (C a ) denotes the specific heat and ⌳ e (⌳ a ) the heat conductivity of the electron ͑atom͒ system. The coefficient g embodies the coupling between the two subsystems by the electron-phonon coupling. Equations ͑1͒ and ͑2͒ are identical to the two-temperature model. 3 The source term
represents the laser energy deposition into the electron system. Here, denotes the laser penetration depth, the laser pulse length, and
the laser intensity absorbed in the target. Here ⌽ is the ͑nominal͒ laser intensity, and R is the target reflection coefficient. We assume the laser to irradiate at normal incidence.
In the present paper, we shall concentrate on copper as the target material. Here, the laser penetration depth ϭ14 nm is rather independent of the laser wavelength between 10 m and 250 nm. 1 We shall fix the laser pulse duration ϭ0.5 ps since experimental ablation data 9, 10 are available here. Laser fluences ⌽ in the regime between 100 and 450 mJ/cm 2 will be investigated. Under these fluences, the reflection coefficient has been assumed as Rϭ0.6. 9 The specific heat data of copper are taken as C e ϭ␥T e , ␥ϭ96.6 J/m 3 K 2 , and C a ϭ3. Initially, at tϭ0, the whole system is at 300 K. As boundary conditions for Eq. ͑2͒ we use energy-reflecting boundaries ‫ץ‬T/‫ץ‬xϭ0 at the ends of our simulation volume, xϭ0 and xϭL. These boundary conditions thus stipulate that electrons cannot give energy away to the vacuum above x Ͻ0. Furthermore, these conditions allow for energy conservation as an easy check for the entire hybrid simulation; see below. They are realistic at xϭL, since L has been chosen so large that there the temperature remains close to 300 K throughout the simulation. At xϭ0, they are used here as a first approximation and will be further investigated in the future.
B. Molecular dynamics and coupling to electrons
The molecular-dynamics ͑MD͒ simulation is standard. We use a many-body interatomic interaction potential of the embedded-atom type. 18, 19 We employ a ͑100͒ copper crystallite, which has been initially relaxed to 300 K. The simulation volume has a square lateral area of Aϭ2.169 ϫ2.169 nm 2 , containing 72 atoms per monolayer; its depth is 400 ML, i.e., 72 nm. By using laterally periodic boundary conditions, we can thus simulate the response of the material in the center of the laser spot. For a detailed study of phenomena that occur on a larger lateral space scale-such as the determination of the size distribution of droplet emission-the use of a broader simulation crystallite is necessary. 20 Electronic energy is coupled to the atoms by adding a velocity-proportional force to the equation of motion of each atom. 21 Thus the equation of motion of atom i reads
where V is the total potential energy of the atomic system as given by the many-body interaction potential and M is the atom mass. In the coupling term, the electron temperature T e enters as calculated from Eq. ͑2͒. The molecular-dynamics simulation also allows us to determine the local temperatures T a , which are needed for solving the electron heat conduction equation, ͑2͒. To this end, we average the kinetic energies of all atoms in a cell.
We solve the heat conduction equations using a standard finite-difference scheme. 22 We found a cell width of 1 nm a convenient compromise between accuracy and computation speed.
At the deep end of the molecular-dynamics simulation, xϭl, we use the so-called nonreflecting boundary conditions. 23 These have been developed in moleculardynamics simulations of the laser ablation of organic materials, 20, 24, 25 and are necessary to prevent a reflection of the pressure wave traveling from the laser-irradiated surface inwards into the target. In short, this is achieved by matching the impedance of a boundary zone to the impedance of the MD volume; thus the boundary zone atoms respond to the passage of the pressure wave by letting it pass through the boundary without reflection. The wave is thus effectively absorbed. Without such a boundary condition, the pressure wave is reflected back towards the surface, leading to artifacts in the ablation behavior. 20 We note that any possible effects of the boundary condition on the thermal energy in the system are confined within a depth of ⌬xϭͱ2Dt near the boundary. With a thermal diffusivity 26 of Dϭ1 nm 2 /ps and a duration of the simulation of tϭ50 ps, any such effect would be restricted to the lower 10 nm of the material and thus has no influence on the ablation behavior.
Molecular-dynamics simulations and the finite-difference scheme for the solution of the heat conduction equations work on different time scales. The time step for the molecular dynamics is around 1 fs, while that for the finitedifference scheme is taken smaller than C e (⌬x) 2 /(2⌳ e ) Х36ϫ10 Ϫ18 s. We synchronize these two simulations by performing in each molecular-dynamics time step the necessary number of finite-difference time steps.
III. RESULTS
A. Energy dissipation in the metal
In the following, we shall first consider irradiation with ⌽ϭ170 mJ/cm 2 intensity. We display the energy balance during the first 50 ps in the simulation in Fig. 2 . Here we use a decomposition of the total energy E tot in the hybrid simulation of the form
where E e is the energy of the electronic system, E a MD the atomic energy as calculated from the molecular dynamicsincluding kinetic and potential energy terms-and E a FD denotes the thermal energy of the atomic system in the region lϽxϽL; in all these contributions, the energy at tϭ0, i.e., corresponding to 300 K, has been subtracted. The timeaccumulated energy input by the laser is denoted by
͑9͒
Figure 2 shows that we cannot achieve strict energy conservation, but observe fluctuations and energy loss in the order of 5%. This is due to the hybrid nature of our code and in particular to the ͑nonthermal part of the͒ energy of the pressure pulse propagating out from the MD zone; furthermore, we may have some energy loss due to the nonreflecting boundary conditions of the molecular-dynamics zone. We are confident that the small energy loss visible in Fig. 2 does not influence the ablation characteristics of our specimen.
Electrons deliver their energy to the atomic system with a time scale of around e-p ϭ7 ps, as can be read off from the initially linear decay of the electron energy in Fig. 2 . This time may be compared with the estimate ␥T e /2g, which is obtained from the heat conduction equation ͑2͒ for times t Ͼ by neglecting heat conduction and setting T e ϭ25 000 K, the electron surface temperature at tϭ; this estimate gives 12 ps. The larger part of the energy goes into the surface near zone xϽl. Around 40% of the electron energy is converted to thermal atom motion deeper inside the target. We note that heat conduction of the atomic system plays only a rather minor role in this process; the energy found in the atomic system at depth xϾl has been deposited there by fast-diffusing electrons.
B. Time evolution of temperature and pressure
Figure 3 displays the ͑atomic͒ temperature and pressure distributions in the top 60 nm of the laser-irradiated material. Local temperatures have been calculated from the MD data as the local average of the atomic kinetic energies in a ͑local͒ center-of-mass system; analogously, pressures have been determined from the virial. 27 The temperature evolution shows a steady increase within 10 ps to the maximum temperature of about 1600 K. For comparison we note that the electron temperature reaches a maximum of T e ϭ25 000 K immediately at the end of the laser pulse, tϭ0.5 ps. The atom temperature is quite homogeneous within the solid. The local fluctuations observed in the figure reflect the highly nonequilibrium state of the material under the energy density sup-
2 . Energies are normalized to the total absorbed energy ⌽ a A. E tot : total energy. E e : energy in electron system. E a MD : energy in the atomic system, as calculated by molecular dynamics; here all kinetic and potential energies are taken into account. E a FD : energies in the atomic system at a depth lϽx ϽL below the surface as calculated by the finite-difference scheme. In this plot, the energies of time tϭ0 have been subtracted.
plied by the laser and would only disappear after considerable spatial and temporal averaging. Note that, in particular, the laser penetration depth ϭ14 nm is irrelevant to the temperature profile. This is due to the swift electron diffusion, which completely smears out the laser energy deposition profile, Eq. ͑3͒. Note that due to the thermal expansion, the material expands out into the vacuum, into the region of negative x.
It is seen that at 10 ps the top 60 nm are above the melting temperature of Cu, T m ϭ1358 K. However, an analysis of the snapshots from the simulations indicates that at 10 ps the melt zone extends only 20 nm down from the surface and, even at 30 ps, only to roughly 40 nm; the rest of the material became temporarily superheated without losing its crystalline structure. We note that superheating of metals has been observed in experiment 28, 29 and also in previous MD simulations. 21 In our simulation, melting, as a first-order phase transition, with its induced atomic disorder and the concomitant volume expansion ͓cf. also Fig. 4͑a͒ below͔, starts at the surface and propagates into the crystal. This so-called heterogeneous melting process has been observed experimentally under fs laser irradiation of semiconductors like germanium 30 with melt-front velocities up to 10 3 m/s. A melt-front velocity of the order of 1 -2ϫ10 3 m/s can also be deduced from the data given above from our simulation. We are not aware of experimental measurements of the meltfront velocities in metals. The contrasting case of laserinduced homogeneous nucleation in the bulk of a superheated crystal does not appear to have been observed experimentally up to now. Theoretical reasoning advocates it to compete with heterogeneous melting only for superheating beyond 30%-50% of the melting temperature. 31 The pressure is routinely calculated within the moleculardynamics simulation from the virial; positive pressures denote compressive stress, negative pressures tensile stress. Figure 3͑b͒ shows that a compression wave with maximum amplitudes on the order of 7 GPa travels into the solid. In its aftermath, a region of tensile stress follows. It reaches maximum stresses around Ϫ4 GPa. These stresses exceed the dynamic tensile strength of the material and lead to a tearing of the specimen ͑spallation͒. Figure 4͑a͒ assembles the temperature and density profile at tϭ32 ps after laser irradiation; this is about the time when ablation sets in, and a large cluster tears off at a depth of around 200 Å. The pressure distribution at this time was FIG. 3 . Depth distribution of the temperature ͑a͒ and the pressure ͑b͒ at various times t after laser irradiation. The melting temperature of Cu, T m ϭ1358 K, has been indicated. Positive pressure denotes compressive stress; negative values denote tensile stress. Gaps occur in the data ͑at tϭ50 ps) where no material is present ͑after ablation͒.
C. Ablation
FIG. 4. Depth distribution of temperature and density: ͑a͒ for a laser fluence of 170 mJ/cm
2 at tϭ32 ps, immediately after ablation occurred; ͑b͒ for a laser fluence of 400 mJ/cm 2 at tϭ35 ps, where multiple spallation is visible. Density has been normalized to the solid-state density n 0 . The melting temperature of Cu, T m ϭ1358 K, has been indicated. Gaps occur in the data where no material is present ͑after ablation͒, i.e., where the vacuum separates the emitted large clusters. included in Fig. 3 . Temperature has its maximum close to the surface, but decreases inwards with a gradient of around 1 K/Å. The depth where spallation occurs is marked by a sharp decrease in density. At this point, a pronounced local tensile pressure develops ͑Fig. 3͒, while the temperature locally strongly increases. These features are characteristic of the spallation process, where the breaking of bonds leads to strong attractive forces ͑tensile pressure͒, while potential energy is converted to kinetic energy ͑heat͒. Due to the thermal expansion, melting, and the unloading of the pressure wave, the density in the surface near region has decreased to around 85% of the solid density, n 0 ϭ0.081 Å Ϫ3 . This compares well with the density of molten Cu, 0.89n 0 . 32 Note that the target material has expanded in this time out to around 140 Å; this corresponds to an average speed of 4 -5 Å/ps. Figure 5 gives an atomistic view of the irradiated solid during ablation. We see how a large cluster containing 12 000 atoms breaks free from the solid. The breakup occurs at a position where strong tensile pressures concentrate. This leads to a consecutive breaking of bonds between atoms, such that finally only a narrow bridge between the bulk material and the ablating cluster remains. The bridge is finally broken at around 35 ps. Note that as a consequence, a compressive wave travels away from the spallation point, which is well visible in the ejected cluster. The local production of heat is particularly pronounced when the small bridge between bulk and cluster tears. Then temperatures strongly exceeding the melting temperature arise. In the terminology of recent theoretical studies on the laser ablation of organic materials, 20 this ablation occurs in the so-called stress confinement regime. We note that ablation did not appear at the time when the tensile wave passes but rather in its aftermath.
Simulations performed for higher laser fluences ⌽ essentially follow the characteristics described above. We give a few quantitative details for 400 mJ/cm 2 irradiation. Here the maximum electron temperature at the surface amounts to 45 000 K. The maximum temperatures achieved in the atomic system are 4000 K, and the atomic temperatures spread out quite homogeneously inside the solid; cf. Fig. 6 . Maximum pressures amount to ϩ14 and Ϫ5 GPa. Ablation already sets in at 25 ps, but the solid tears at several points more or less simultaneously, as displayed in Fig. 4͑b͒ . This results in a higher ablation yield, 35 nm/pulse, and a distribution of clusters emitted rather than a single cluster. We note that our results for the large fluences need to be taken with some caution since the ablation depth is at 50% of our MD simulation volume.
D. Comparison to experiment
Figure 7 assembles the ablation yields for a series of simulations performed with varying laser intensities ⌽ on copper; each simulation lasted 50 ps. We observe a rather sharp ablation threshold of around 170 mJ/cm 2 . This is in good agreement with the experimental data, which report a threshold fluence of 170 mJ/cm 2 for 0.5 ps ablation by a 248 nm laser 9 and 140 mJ/cm 2 for 0.15 ps laser at 780 nm. 10 As soon as ablation sets in, the ablation yield is rather constant, 24 -30 nm/pulse. It only increases at fluences beyond 350 mJ/cm 2 , where the yield doubles. At the fluences studied in this paper-at and slightly above the ablation threshold-we found spallation ͑or mechanical failure͒ to be the relevant ablation mechanism. As a consequence, the ablation products consist mainly of large chunks of matter or droplets rather than of monatomics or small clusters. This feature does not appear to have been reported in the literature. While energy spectra of emitted ͑monomeric͒ ions have been measured, [33] [34] [35] the analogous experimental determination of the neutral component, and in particular its mass distribution, still awaits measurement. We note, however, that Sokolowski-Tinten and co-workers 36 -38 measured high-contrast optical interference patterns ͑Newton rings͒ after fs laser ablation of both semiconductors and metals at fluences comparable to those of our study. These patterns were interpreted to be due to a highly coherent emission of the ablated material; they are thus compatible with the coherent emission mechanism ͑spallation͒ reported in the present study.
A quantitative comparison to experimental data shows that our yields are a factor of between 3 and 5 too high. This may be due to the fact that experimental data were taken as an average over many laser shots; for example, Nolte et al. 10 report that they took the measurement after several hundred pulses which were shot at a frequency of 1 kHz at the target. These authors also report that they observe a decrease in the ablation yield for a larger number of shots. In contrast, our simulation pertains to a single shot to a well-defined crystalline surface. The irradiation-induced surface modification may change the optical parameters of the specimen and, hence, the absorption.
IV. DISCUSSION: MECHANISM OF ABLATION
As we can see from the snapshots given in Fig. 5 , the material ejection in the simulation proceeds through the separation of a large surface layer of material, ϳ20 nm in size, from the bulk of the irradiated sample. A similar process of material ejection has been previously observed in MD simulations of the laser ablation of molecular systems and has been attributed to the photomechanical effects caused by laser-induced stresses. 20, 25, 39 It has been discussed that the magnitude of the laser-induced stresses and the role of the associated photomechanical effects in the material removal become significant when the time of the laser pulse duration, , is shorter than the time of mechanical equilibration of the absorbing volume, s . 20 This condition, termed inertial or stress confinement, can be expressed as р s ϳL p /c, where c is the speed of sound in the irradiated material and L p is the characteristic length of the laser energy deposition. In the case of a metal target irradiated with a sub-ps laser pulse, the relevant parameters are not the laser pulse duration and the optical penetration depth, but the time and length scales of the energy transfer from the electronic subsystem to the thermal energy of atomic vibrations. These scales are defined by the electronic heat conductivity and the strength of the electron-phonon coupling. For the system considered in the present work, we can estimate the time of the equilibration to be e-p ϳ7 ps and the characteristic size of the heated region to be L p ϳ100 nm. The time needed for relaxation of the laser-induced thermoelastic stress can be then estimated as s ϳL p /cϭ19 ps. Here the value c ϭ54 Å/ps has been used which has been measured in the simulation to apply under our conditions of laser irradiation; c is larger than the speed of sound in the ͓100͔ direction in Cu, cϭ44 Å/ps. Thus the condition for the stress confinement is satisfied, as e-p р s .
Under stress confinement the lattice temperature increase proceeds under nearly constant volume conditions, leading to the buildup of high compressive thermoelastic pressure. The pressure buildup can be seen in Fig. 3͑b͒ , where the spatial distribution of the local hydrostatic pressure in the irradiated sample is shown for different times. A maximum compressive pressure as high as 7 GPa is reached below the surface a few ps after the end of the laser pulse. In Fig. 3͑b͒ we see that at 5 ps the compressive pressure follows the temperature profile in the bulk of the sample and is decreasing near the surface due to the onset of an unloading pressure wave. The unloading wave that propagates from the surface of the sample leads to the development of tensile stress, which is increasing with depth under the surface. In the case of the elastic material response, the tensile component would increase with depth and would reach a maximum value equal to the compressive component at approximately the length of the atomic temperature increase. In the simulations performed at laser fluences above the ablation threshold fluence, however, the tensile pressure exceeds the dynamic tensile strength of the material and causes mechanical fracture or spallation. The amplitude of the tensile component of the pressure wave is determined in this case by the dynamic tensile strength of the material and can be significantly lower than the amplitude of the compressive component. In particular, for the simulation performed at a laser fluence of 170 mJ/cm 2 , a maximum tensile pressure of Ϫ4 GPa has been reached at a depth of ϳ20 nm under the surface, causing the spallation and ejection of a layer or cluster of material, as shown in Fig. 5 . Although the tensile component of the pressure wave becomes even higher as the wave propagates into the sample, it does not cause spallation or visible damage deeper in the sample.
Similar observations have been reported for organic materials, where the position of the spallation plane is found to be located closer to the surface as compared to the depth where maximum tensile stress is reached. 20, 39 This observation has been attributed to the strong temperature dependence of the ability of the material to support tensile stresses. 20, 39 The tensile strength of the material heated by the laser irradiation decreases significantly as the temperature increases. The depth of the photomechanical damage is determined therefore by the balance between the tensile pressure that is increasing with depth and the decreasing thermal softening due to the laser heating. In simulations performed with higher laser fluences spallation at multiple spallation planes is observed, reflecting the higher thermoelastic pressure and the high temperature of the surface region. Note that since the mechanical stability of the surface region is strongly affected by the laser heating, analytical predictions on the depth of the spallation planes that are based only on the analysis of the thermoelastic response of the heated material 40 cannot be directly applied for the quantitative description of the simulation results.
V. CONCLUSIONS
We performed a hybrid simulation to study picoseond laser ablation of metals. A finite-difference scheme implements the two-temperature model, incorporating laser energy absorption into the electronic system and fast electron diffusion. A molecular-dynamics simulation models atomistically the processes in a surface near zone, including naturally pressure effects, phase transitions, and other equation-of-state effects.
Ablation is triggered by the passage of the unloading wave, which follows the inwards traveling compression wave induced by the thermal expansion of the irradiated material. Tensile stresses of 4 GPa are reached in the example of 170 mJ/cm 2 , 0.5 ps laser irradiation of copper. Ablation occurs by the breakage ͑spallation͒ of the target at a depth of around 20 nm. The ablation threshold is at 170 mJ/cm 2 , in good agreement with experiment. The ablation rate is by a factor of 3-5 higher than in the experiments. At intensities 2 times the ablation threshold, the ablation yield strongly increases by the process of multiple spallation. This mechanism is characteristic of the so-called stress confinement regime of laser ablation.
