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Abstract
We study well-posedness of initial value problems for a class of singular quasilinear
parabolic equations in one space dimension. Simple conditions for well-posedness in the space
of bounded nonnegative solutions are given, which involve boundedness of solutions of some
related linear stationary problems. By a suitable change of unknown, the above results can be
applied to classical initial-boundary value problems for parabolic equations with singular
coefﬁcients, as the heat equation with inverse square potential.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
We investigate existence and uniqueness of nonnegative bounded solutions to
initial value problems (IVP) for parabolic equations of the following type:
rut ¼ fa½GðuÞrgr in ðR1; R2Þ 	 ð0; T : ð1:1Þ
Here 0pR1oR2pN; r ¼ rðrÞ40; a ¼ aðrÞ40 in ðR1; R2Þ; as for the function G; a
typical choice is GðuÞ ¼ um; mX1 (see Assumption (G) in Section 2). Even in the
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linear case GðuÞ ¼ u Eq. (1.1) is singular, in the sense that the coefﬁcients r; a can
either vanish or diverge, or else they need not have a limit as r-R1; r-R2:
1.1. Motivations
ðaÞ As a ﬁrst motivation for the present study, observe that Eq. (1.1) is satisﬁed by
radial solutions to the equation
r1ut ¼ divfa1r½GðuÞg in Rn 	 ð0; T ; ð1:2Þ
if r1; a1 only depend on r  jxj; in this case R1 ¼ 0; R2 ¼N and
r ¼ r1r n1; a ¼ a1r n1: ð1:3Þ
A particular case of Eq. (1.2) is the porous medium equation with variable density:
r1ut ¼ DðumÞ in Rn 	 ð0; T  ðm41Þ: ð1:4Þ
As is well known, the Cauchy problem for Eq. (1.4) need not be well posed in the
class of bounded solutions if nX3; its well-posedness thus depending on the behavior
of r1 as r-N (see [8,9,15,18,19,21,22,27] for physical motivations and the existing
theory). Observe that the coefﬁcients r; a in (4.12) depend on the space dimension n;
hence similar nonuniqueness phenomena can be expected for IVP relative to
Eq. (1.1) in one space dimension, depending on the behavior of the coefﬁcients r; a
as r-R1; r-R2 (in this connection, see [20]). Results concerning well-posedness
both of the Cauchy and of the Cauchy–Dirichlet problems for Eq. (1.4) in the class
of bounded solutions are proven below (see Theorems 4.8–4.9 and 3.9; in particular,
Theorem 4.9 is in agreement with the results in [9]).
ðbÞ More recently, it has been realized that the model equation (1.1) is closely
related with possibly singular equations of very different nature. For instance,
consider the equation
r0vt ¼ DðvmÞ þ Vvm in O	 ð0; T ; ð1:5Þ
where ODRn is an open subset, mX1 and the coefﬁcients r0; V are strictly positive
and continuous in O: Let f40 be a classical solution of the equation
Dð f mÞ þ Vf m ¼ 0 in O; ð1:6Þ
set u :¼ v=f : Then Eq. (1.5) reads
r1ut ¼ divfa1rðumÞg in O	 ð0; T ; ð1:7Þ
where
r1 :¼ r0 f mþ1; a1 :¼ f 2m: ð1:8Þ
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If O is radially symmetric and r0; V ; f only depend on r  jxj; the same holds
for r1; a1: Since Eq. (1.7) is a particular case of (1.2), its radial solutions satisfy
Eq. (1.1) with
r ¼ r1r n1; a :¼ a1r n1; GðuÞ ¼ um: ð1:9Þ
Let us ﬁrst apply the above remarks to the heat equation with inverse square
potential:
vt ¼ Dv þ c
r2
v in BR 	 ð0; T  ð1:10Þ
(namely, Eq. (1.5) with r0ðrÞ  1; VðrÞ ¼ cr2; m ¼ 1) investigated in [30]. Here BR :
¼ fxARn j jxjoRg ðnX3Þ and 0ocpc0; c0 :¼ ðn2Þ
2
4
denoting the best constant in the
Hardy inequality (e.g., see [24]). The bound cpc0 is suggested by a well-known
result, concerning complete instantaneous blow-up of nonnegative solutions to the
Cauchy–Dirichlet problem for Eq. (1.10) if c4c0 (see [3]). Let us mention that the
heat equation with potentials less singular at r ¼ 0 has been investigated in [1,6] (see
also [17]).
In case of Eq. (1.10) a distinguished radial solution of Eq. (1.6) is f ¼ ra; where
a ¼ a7 :¼ 2 n72
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c0  cp
2
ð1:11Þ
is either root of the equation
aðaþ n  2Þ þ c ¼ 0; ð1:12Þ
clearly, aoaþo0:
Following the previous remarks, the change of unknown u :¼ vra shows that
radial solutions to Eq. (1.10) satisfy the equation
rgut ¼ frgurgr in ð0; RÞ 	 ð0; T  ð1:13Þ
namely, Eq. (1.1) with R1 ¼ 0; R2 ¼ R; GðuÞ ¼ u and
r ¼ a ¼ rg with g :¼ 2aþ n  1: ð1:14Þ
(see (1.8)–(1.9)). Observe that, due to choice (1.11) of a; the parameter g can only
assume either value
g7 :¼ 172
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c0  cp ð0ocpc0Þ: ð1:15Þ
Let u be any bounded solution to Eq. (1.13). It is clear from the transformation
v ¼ rau that the corresponding radial solution to Eq. (1.10) satisﬁes vðr; tÞ ¼ Oðra7Þ
as r-0 for any tX0 (hence it is singular at the origin, since aoaþo0 for
any cAð0; c0Þ). It should now be clear that well-posedness results concerning
bounded solutions of initial-boundary value problems (IBVP) for Eq. (1.13) entail
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corresponding results for radial solutions to Eq. (1.10) in some function space, which
depends on either choice of a in (1.11) (see the deﬁnition of the class Ra in Section 4).
More generally, similar well-posedness results for Eq. (1.1) (see Theorems 1.1–1.3
below and Sections 2, 3) imply results for radial solutions to Eq. (1.5) in some
function space, depending on the behavior of r0; V as r-0: As an example, in this
way we give an alternative proof of the fact that the IBVP
vt ¼ Dv þ c
r2
v in BR 	 ð0; T  ¼: Q;
v ¼ 0 on @BR 	 ð0; T ;
v ¼ v0 in BR 	 f0g
8><
>: ð1:16Þ
does not have a unique solution for v0AL2ðBRÞ if c0  1ocpc0 (see [30]); we further
show that uniqueness is restored, if a condition at r ¼ 0 is imposed (see Theorem
4.2(ii)).
As a further example, consider the following nonlinear degenerate version of the
classical Kolmogorov–Petrowsky–Piskunov equation:
zt ¼ ðzmÞxx þ z  zm in R	 ð0; T  ðm41Þ: ð1:17Þ
The classical change of unknown vðx; tÞ :¼ etzðx; tÞ; t :¼ eðm1Þt1
m1 recasts the above
equation in the following form:
vt ¼ ðvmÞxx  vm in R	 ð0; T ; ð1:18Þ
which is of type (1.5) with r0ðxÞ  1; n ¼ 1; O ¼ R: In this case Eq. (1.6) reads
ð f mÞ00  f m ¼ 0 in R;
whence f ðxÞ ¼ e xm: The transformation uðx; tÞ :¼ exmvðx; tÞ takes Eq. (1.18) into the
form
e
mþ1
m
xut ¼ fe2xðumÞxgx in R	 ð0; T 
(see (1.7)–(1.9)). Set r :¼ e2x
2
(see [27]); then Eq. (1.18) reads
ð2rÞ 3mþ12m ut ¼ ðumÞrr in ð0;NÞ 	 ð0; T ; ð1:19Þ
which is again of form (1.1). Well-posedness of Eq. (1.19) in the class of bounded
solutions is investigated below (see Theorem 4.6); analogous results for the Cauchy
problem relative to Eq. (1.18) (in the class of solutions satisfying vðx; tÞ ¼ Oðe xmÞ
for any tX0) plainly follow.
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1.2. Typical results
We shall investigate three different IVP for Eq. (1.1), namely
rut ¼ fa½GðuÞrgr in ð0; RÞ 	 ð0; T  ¼: D;
u ¼ 0 in fRg 	 ð0; T ;
u ¼ u0 in ð0; RÞ 	 f0g;
8><
>: ð1:20Þ
rut ¼ fa½GðuÞrgr in ðR;NÞ 	 ð0; T  ¼: E;
u ¼ 0 in fRg 	 ð0; T ;
u ¼ u0 in ðR;NÞ 	 f0g;
8><
>: ð1:21Þ
rut ¼ fa½GðuÞrgr in ð0;NÞ 	 ð0; T  ¼: S;
u ¼ u0 in ð0;NÞ 	 f0g;

ð1:22Þ
these are the Cauchy–Dirichlet problems in BR; respectively in the exterior of BR and
the Cauchy problem satisﬁed by radial solutions to Eq. (1.2) in higher space
dimension (see (i) above). We say that problem (1.20) is well posed in LNðDÞ if for
any u0ALNð0; RÞ; u0X0 it has a unique bounded solution (see Deﬁnition 2.1);
similarly for problems (1.20)–(1.22).
When investigating well-posedness in LNðDÞ of the above problems, an important
role is played by three corresponding linear stationary problems. Concerning
problem (1.20), this is the following one:
ðaU 0Þ0 ¼ r in ð0; RÞ;
UðRÞ ¼ 0:
(
ð1:23Þ
In fact, the following result will be proved (see Section 2).
Theorem 1.1. The following statements are equivalent:
(i) Problem (1.20) is well posed in LNðDÞ;
(ii) There exists a solution of problem (1.23) which diverges as r-0:
Similarly, when studying well-posedness of problems (1.21)–(1.22) an important
role is played by the problems
ðaU 0Þ0 ¼ r in ðR;NÞ;
UðRÞ ¼ 0
(
ð1:24Þ
ARTICLE IN PRESS
R. Kersner, A. Tesei / J. Differential Equations 199 (2004) 47–76 51
and
ðaU 0Þ0 ¼ r in ð0;NÞ; ð1:25Þ
as the following results show.
Theorem 1.2. The following statements are equivalent:
(i) Problem (1.21) is well posed in LNðEÞ;
(ii) There exists a solution of problem (1.24) which diverges as r-N:
Theorem 1.3. The following statements are equivalent:
(i) Problem (1.22) is well posed in LNðSÞ;
(ii) There exists a solution of Eq. (1.25) which diverges both as r-0 and as r-N:
The proofs of Theorems 1.2–1.3 follow by adapting to the present situation the
methods used in [20], where a companion Cauchy problem was addressed (see
Section 6). More general criteria for well-posedness, which apply to IVP for Eq. (1.2)
in higher space dimension, can be found in [26,29].
The plan of the paper is as follows: in Section 2 we state the main results
concerning well-posedness of problems (1.20)–(1.22) in the class of bounded
solutions, whence Theorems 1.1–1.3 easily follow. In Section 3 we prove comparison
results concerning the same problems. Sections 4 and 5 are devoted to a number of
applications of the previous results, concerning in particular Eqs. (1.10), (1.18) and
(1.4). Finally, in Section 6 the proofs of the results stated in Section 2 are given.
2. Well-posedness results
2.1. Bounded domains
Let us ﬁrst address well-posedness of problem (1.20). Concerning the coefﬁcients
r; a and the initial data u0 in (1.20), we always assume the following:
ðH0Þ ðiÞ rACðð0; RÞ; aAC
1ðð0; RÞ; r40; a40 in ð0; R;
ðiiÞ u0ALNð0; RÞ; u0X0:

As for the function G; we always make the following assumption:
ðGÞ
GAC1ð½0;NÞÞ-C2þsðð0;NÞÞ;
Gð0Þ ¼ 0; G0ðsÞ40 for any s40;
G0 increasing in ð0; dÞ if G0ð0Þ ¼ 0:
8><
>:
Let us make the following deﬁnition.
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Deﬁnition 2.1. By a solution to problem (1.20) in D we mean any function u;
nonnegative and continuous in ð0; R 	 ð0; T ; such thatZ t
0
Z R
r1
fruft þ GðuÞ½afrrg dr dt
¼
Z R
r1
r½uðr; tÞfðr; tÞ  u0ðrÞfðr; 0Þ dr
 aðr1Þ
Z t
0
GðuÞðr1; tÞfrðr1; tÞ dt ð2:1Þ
for any rectangle V tr1 :¼ ðr1; RÞ 	 ð0; tÞ with r1Að0; RÞ; any fAC2;1r;t ð %Vtr1Þ; fX0 such
that fðr1; tÞ ¼ fðR; tÞ ¼ 0 in ½0; t and any tAð0; T : Subsolutions (respectively
supersolutions) of (1.20) are deﬁned replacing ‘‘¼’’ by ‘‘X’’ (respectively ‘‘p’’) in
equality (2.1).
In the following we only consider bounded solutions and super-, subsolutions to
problem (1.20). We denote by B0 the set of bounded solutions of (1.20) in D such that
lim
r-0
Z T
0
GðuÞðr; tÞ dt ¼ 0: ð2:2Þ
Solutions to problem (1.23) are deﬁned in the following sense.
Deﬁnition 2.2. By a solution to problem (1.23) we mean any function U ; nonnegative
and continuous in ð0; R; such thatZ R
r1
Uðaf0Þ0 dr ¼ 
Z R
r1
rf dr  aðr1ÞUðr1Þf0ðr1Þ ð2:3Þ
for any r1Að0; RÞ; any fAC2ð½r1; RÞ; fX0 such that fðr1Þ ¼ fðRÞ ¼ 0: Subsolu-
tions (supersolutions) of (1.23) are deﬁned replacing ‘‘¼’’ by ‘‘X’’ (respectively ‘‘p’’)
in equality (2.3).
Now we can state the following results.
Theorem 2.3. Let there exist a solution of problem (1.23) which diverges as r-0: Then
problem (1.20) is well posed in LNðDÞ:
Theorem 2.4. Let any solution of problem (1.23) be bounded. Then for any u0
satisfying ðH0Þ(ii) there exists a unique solution uAB0 of problem (1.20).
The above theorems enable us to prove Theorem 1.1. For this purpose, deﬁne
preliminarily
Ia :¼
Z R
0
dx
aðxÞ; ð2:4Þ
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Ir :¼
Z R
0
dx
aðxÞ
Z R
x
rðZÞ dZ; ð2:5Þ
it is easily seen that IroN implies IaoN: Let us mention the following
simple
Lemma 2.5. The following statements are equivalent:
(i) Every solution of the homogeneous problem associated with (1.23), namely,
ðaV 0Þ0 ¼ 0 in ð0; RÞ;
VðRÞ ¼ 0
(
ð2:6Þ
is bounded;
(ii) IaoN:
Similarly, every solution of problem (1.23) is bounded if and only if IroN:
Proof. The general solution of problem (2.6) is
VðrÞ ¼ c %VðrÞ ðrAð0; RÞ;
where
%VðrÞ :¼
Z R
r
dx
aðxÞ ðrAð0; RÞ ð2:7Þ
and cAR; hence the ﬁrst claim follows.
Similarly, the general solution of problem (1.23) is
UðrÞ ¼ %UðrÞ þ c %VðrÞ ðrAð0; RÞ;
where %V is function (2.7), cAR and
%UðrÞ :¼ 
Z R
r
dx
aðxÞ
Z R
x
rðZÞ dZ ðrAð0; RÞ: ð2:8Þ
Since IroN implies IaoN; the conclusion follows. &
According to Lemma 2.5, Theorems 2.3–2.4 and 1.1 can be stated in terms of
boundedness of the integral Ir; we give such statements below (see Theorems
3.1–3.3).
Let us mention that, for the linear case GðuÞ ¼ u; conditions involving the
integrals Ir; Ia already appear in the framework of the probabilistic theory of
diffusion processes (see [10,16,25] and references therein); for instance, in the
parlance of [10] the condition IroN amounts to say that the origin is accessible. In
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this case a boundary condition at r ¼ 0 is needed to make problem (1.20) well posed
in LNðDÞ; in agreement with Theorem 3.2. The same conditions play a role in the
related ﬁeld of generation of strongly continuous semigroups by degenerate second-
order differential operators (e.g., see [7] and references therein). In the general
framework of degenerate second-order elliptic–parabolic equations, well-posedness
results were proved in [11] (see also [12,23]).
Proof of Theorem 1.1. ðiÞ ) ðiiÞ: Let us ﬁrst observe that any solution to problem
(1.23) has a limit as r-0: In fact, the function z ¼ %VðrÞ deﬁned in (2.7) is decreasing
in ð0; R; hence the function FðzÞ :¼ Uð %V1ðzÞÞ; U being a solution of problem (1.23)
is well deﬁned in ½0;IaÞ: It is easily seen that d2Fdz2 ¼ aro0; thus there exists
limz-Ia FðzÞ ¼ limr-0UðrÞ:
As a consequence, solutions to problem (1.23) are either bounded in ð0; RÞ or
diverging as r-0: By absurd, let any solution to problem (1.23) be bounded; then the
same is true for any solution of the associated homogeneous problem (2.6), due to
Lemma 2.5 and the fact that IroN implies IaoN: It follows that the function
wðrÞ :¼ G1 %VðrÞ
Ia
	 

ðrAð0; RÞ
(where %V is the function (2.7)) is a bounded stationary solution of problem (1.20);
moreover, it is not in B0; for
lim
r-0
Z T
0
GðwÞðrÞ dt ¼ T40:
On the other hand, by Theorem 2.4 there exists a solution uAB0 of problem (1.20)
with initial data u0 ¼ w: This contradicts the assumed well-posedness of problem
(1.20) in LNðDÞ; hence the claim follows.
(ii) ) ðiÞ: This is the content of Theorem 2.3. The proof is complete. &
Remark 2.6. As the proof of Theorem 1.1 shows, existence in B0 of solutions to
problem (1.20) (for any initial data satisfying assumption ðH0Þ(ii)) implies
nonuniqueness in LNðDÞ:
2.2. Unbounded domains
Results similar to those mentioned above for problem (1.20) can be proved for
problems (1.21)–(1.22). We again assume (G), while replacing assumption ðH0Þ by
the following:
ðH1Þ ðiÞ rACð½R;NÞÞ; aAC
1ð½R;NÞÞ; r40; a40 in ½R;NÞ;
ðiiÞ u0ALNðR;NÞ; u0X0

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for problem (1.21), respectively by
ðH2Þ ðiÞ rACð0;NÞ; aAC
1ð0;NÞ; r40; a40 in ð0;NÞ;
ðiiÞ u0ALNð0;NÞ; u0X0

for problem (1.22).
Solutions to the above problems are deﬁned in the following sense.
Deﬁnition 2.7. By a solution to problem (1.21) in E we mean any function u;
nonnegative and continuous in ½R;NÞ 	 ð0; T ; such that
Z t
0
Z r2
R
fruft þ GðuÞ½afrrg dr dt
¼
Z r2
R
r½uðr; tÞfðr; tÞ  u0ðrÞfðr; 0Þ dr
þ aðr2Þ
Z t
0
GðuÞðr2; tÞfrðr2; tÞ dt ð2:9Þ
for any rectangle V tr2 :¼ ðR; r2Þ 	 ð0; tÞ with r24R; any fAC2;1r;t ð %Vtr2Þ; fX0 such that
fðR; tÞ ¼ fðr2; tÞ ¼ 0 in ½0; t and any tAð0; T :
Deﬁnition 2.8. By a solution to problem (1.22) in S we mean any function u;
nonnegative and continuous in ð0;NÞ 	 ð0; T ; such that
Z t
0
Z r2
r1
fruft þ GðuÞ½afrrg dr dt
¼
Z r2
r1
r½uðr; tÞfðr; tÞ  u0ðrÞfðr; 0Þ dr
þ
Z t
0
½aðr2ÞGðuðr2; tÞÞfrðr2; tÞ  aðr1ÞGðuÞðr1; tÞfrðr1; tÞ dt ð2:10Þ
for any rectangle V tr1;r2 :¼ ðr1; r2Þ 	 ð0; tÞ with 0or1or2; any fAC2;1r;t ð %Vtr1;r2Þ; fX0
such that fðr1; tÞ ¼ fðr2; tÞ ¼ 0 in ½0; t and any tAð0; T :
The counterpart of Deﬁnition 2.2 for the present cases is as follows.
Deﬁnition 2.9. By a solution to problem (1.24) we mean any function U ; nonnegative
and continuous in ½R;NÞ; such that
Z r2
R
Uðaf0Þ0 dr ¼ 
Z r2
R
rf dr þ aðr2ÞUðr2Þf0ðr2Þ ð2:11Þ
for any r24R; any fAC2ð½R; r2Þ; fX0 such that fðRÞ ¼ fðr2Þ ¼ 0:
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Deﬁnition 2.10. By a solution to Eq. (1.25) we mean any function U ; nonnegative
and continuous in ð0;NÞ; such that
Z r2
r1
Uðaf0Þ0 dr ¼ 
Z r2
r1
rf dr þ aðr2ÞUðr2Þf0ðr2Þ  aðr1ÞUðr1Þf0ðr1Þ ð2:12Þ
for any 0or1or2; any fAC2ð½r1; r2Þ; fX0 such that fðr1Þ ¼ fðr2Þ ¼ 0:
Subsolutions (supersolutions) to the above problems are always deﬁned replacing
‘‘¼’’ by ‘‘X’’ (respectively ‘‘p’’) in the corresponding equality; we only consider
bounded solutions and super-, subsolutions. Analogously to the class B0 deﬁned
in (i) above, we denote by BN the set of bounded solutions of problem (1.21) in E
such that
lim
r-N
Z T
0
GðuÞðr; tÞ dt ¼ 0: ð2:13Þ
By abuse of notation, we also denote by B0 and BN the sets of bounded solutions of
(1.22) in S such that condition (2.2), respectively (2.13) is satisﬁed.
Concerning problems (1.21)–(1.22) the following results can be proved.
Theorem 2.11. Let there exist a solution of problem (1.24) which diverges as r-N:
Then problem (1.21) is well posed in LNðEÞ:
Theorem 2.12. Let any solution of problem (1.24) be bounded. Then for any u0
satisfying ðH1Þ(ii) there exists a unique solution uABN of problem (1.21).
Theorem 2.13. Let any solution of equation (1.25) be bounded as r-0; moreover, let
there exist a solution of (1.25) which diverges as r-N: Then for any u0 satisfying
ðH2Þ(ii) there exists a unique solution uAB0 of problem (1.22).
Theorem 2.14. Let any solution of Eq. (1.25) be bounded as r-N; moreover, let there
exist a solution of (1.25) which diverges as r-0: Then for any u0 satisfying ðH2Þ(ii)
there exists a unique solution uABN of problem (1.22).
Remark 2.15. Observe that existence in BN of solutions to problem (1.21) (for any
initial data satisfying assumption ðH1Þ(ii)) implies nonuniqueness in LNðEÞ:
Similarly, existence either in B0 or in BN of solutions to problem (1.22) (for any
initial data satisfying assumption ðH2Þ(ii)) implies nonuniqueness in LNðSÞ:
The proofs of the above results (which easily imply Theorems 1.2–1.3) are similar
to those of Theorems 2.3–2.4, thus they are omitted. Alternative formulations in
terms of suitable integrals, analogous to Theorems 3.1–3.3 for problem (1.20), are
possible; we leave their formulation to the reader.
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3. Comparison results
Let us ﬁrst restate Theorems 2.3–2.4 and 1.1 in terms of the integral Ir: Then we
have
Theorem 3.1. Let Ir ¼N: Then problem (1.20) is well posed in LNðDÞ:
Theorem 3.2. Let IroN: Then for any u0 satisfying ðH0Þ(ii) there exists a unique
solution uAB0 of problem (1.20).
Theorem 3.3. The following statements are equivalent:
(i) Problem (1.20) is well posed in LNðDÞ;
(ii) Ir ¼N:
Remark 3.4. The above statements imply that IroN; if and only if for any u0
satisfying ðH0Þ(ii) there exists a unique solution uAB0 of problem (1.20).
ðaÞ Theorems 3.1–3.3 above give immediately simple comparison results,
concerning well-posedness of problem (1.20) if the coefﬁcients r; a are changed.
In fact, consider the problem
*rut ¼ fa˜½GðuÞrgr in D;
u ¼ 0 in fRg 	 ð0; T ;
u ¼ u0 in ð0; RÞ 	 f0g;
8><
>: ð3:1Þ
where *r; a˜ satisfy assumption (H0)(i). Let f1 ¼ f1ðrÞ40; f2 ¼ f2ðrÞ40 in ðR1; R2Þ; we
say that f1Bf2 as r-R1; if there exist 0oc1pc2 such that
c1p lim inf
r-R1
f1
f2
p lim sup
r-R1
f1
f2
pc2
(similarly as r-R2). Then we have the following
Theorem 3.5. Let rB *r; aBa˜ as r-0: Then:
(i) Problem (1.20) is well posed in LNðDÞ if and only if problem (3.1) is, too;
(ii) There exists a unique solution uAB0 of problem (1.20) for any u0 satisfying
ðH0Þ(ii), if and only if the same holds for problem (3.1).
Proof. The assumption plainly implies Irpk1I *rpk2Ir with some constants
k1; k240: Hence by Theorem 3.3 and Remark 3.4 the conclusion follows. &
The above result is particularly useful when *r; a˜ are powers of r; in fact, the
following holds.
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Theorem 3.6. Let rBrgs; aBrg as r-0 ðg; sARÞ: Then:
(i) If either sX2 or gX1; problem (1.20) is well posed in LNðDÞ;
(ii) If so2 and go1; problem (1.20) is not well posed in LNðDÞ: However,
for any u0 satisfying ðH0Þ(ii) there exists a unique solution uAB0 of
problem (1.20).
Proof. Due to Theorem 3.5, it sufﬁces to investigate well-posedness in LNðDÞ
of problem (3.1) with *r ¼ rgs; a˜ ¼ rg: This leads to investigate the linear
problem:
ðrgU 0Þ0 ¼ rgs in ð0; RÞ
UðRÞ ¼ 0:
(
ð3:2Þ
It is immediately seen that unbounded solutions to (3.2) exist if and only if either
sX2 or gX1: Hence by Theorems 1.1 and 2.4 the conclusion follows. &
Remark 3.7. Another deep connection between Eqs. (1.1) and
*rut ¼ fa˜½GðuÞrgr in ðR1; R2Þ 	 ð0; T ; ð3:3Þ
where rB *r; aBa˜ and *r; a˜ are powers of r; is given by the asymptotical behavior of
solutions as t-N: In fact, if *r; a˜ are powers of r; Eq. (3.3) usually (e.g., if
GðuÞ ¼ um) admits a large scaling group; hence some special solutions exist
(typically, the self-similar ones), which play an important role when studying the
asymptotical behavior for large time of general solutions. Although this is not the
case for general r and a; solutions of the above equations can be asymptotically close
as t-N; in particular, solutions of Eq. (1.1) can approach some self-similar solution
of Eq. (3.3) (see [13,21]).
ðbÞ Comparison results analogous to Theorem 3.5 also hold for problems (1.21)–
(1.22). Hence we have the following results, analogous to Theorem 3.6.
Theorem 3.8. Let rBrgs; aBrg as r-N ðg; sARÞ: Then:
(i) If either sp2 or gp1; problem (1.21) is well posed in LNðEÞ;
(ii) If s42 and g41; problem (1.21) is not well posed in LNðEÞ: However, for any u0
satisfying ðH1Þ(ii) there exists a unique solution uABN of problem (1.21).
Proof. Unbounded solutions to the problem
ðrgU 0Þ0 ¼ rgs in ðR;NÞ
UðRÞ ¼ 0
(
ð3:4Þ
exist if and only if either sp2 or gp1: Then the conclusion follows by Theorems 1.2
and 2.12. &
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Theorem 3.9. Let rBrgs; aBrg both as r-0 and as r-N ðg; sARÞ: Then:
(i) Problem (1.22) is well posed in LNðSÞ if and only if either s ¼ 2 or g ¼ 1;
(ii) If so2 and go1; problem (1.22) is not well posed in LNðSÞ: However, for any u0
satisfying ðH2Þ(ii) there exists a unique solution uAB0 of problem (1.22);
(iii) If s42 and g41; problem (1.22) is not well posed in LNðSÞ: However, for any u0
satisfying ðH2Þ(ii) there exists a unique solution uABN of problem (1.22).
Proof. It is easily seen that solutions of the equation
ðrgU 0Þ0 ¼ rgs in ð0;NÞ ð3:5Þ
diverging both as r-0 and as r-N exist if and only if either s ¼ 2 or g ¼ 1; hence
by Theorem 1.3 claim (i) follows. The proof of (ii)–(iii) is similar, using Theorems
2.13 and 2.14. &
4. Examples
4.1. The heat equation with inverse square potential
Consider ﬁrst problem (1.16); let us make the following deﬁnition.
Deﬁnition 4.1. By a radial solution to problem (1.16) in Q we mean any function v;
nonnegative and continuous in ð0; R 	 ð0; T ; such that
Z t
0
Z R
r1
r n1v ct þ crr þ
n  1
r
cr þ
c
r2
c
 
dr dt
¼
Z R
r1
r n1½vðr; tÞcðr; tÞ  v0ðrÞcðr; 0Þ dr
 r n11
Z t
0
vðr1; tÞcrðr1; tÞ dt ð4:1Þ
for any rectangle V tr1 :¼ ðr1; RÞ 	 ð0; tÞ with r1Að0; RÞ; any cAC2;1r;t ð %Vtr1Þ; cX0 such
that cðr1; tÞ ¼ cðR; tÞ ¼ 0 in ½0; t and any tAð0; T :
As outlined in the Introduction, it is easily seen that radial solutions to problem
(1.16) are in one-to-one correspondence with solutions to problem (1.20) in D; if
u ¼ rav and GðuÞ ¼ u; here a is given by (1.11) and the coefﬁcients r; a by (1.14). To
this purpose, it sufﬁces to put f :¼ rac in (2.1) and to use the equality g 2a ¼
n  1 (see (1.14)).
A radial solution v of problem (1.16) is said to be of class Ra if r
avALNðDÞ
(aAR). We say that problem (1.16) is well posed in Ra if for any v0X0 such
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that rav0ALNð0; RÞ it has a unique radial solution of class Ra: We also set:
R0a;m :¼ vARa j lim
r-0
ram
Z T
0
vmðr; tÞdt
 
¼ 0
 
ðmX1Þ
and R0a :¼ Ra;1 for shortness.
We have the following result.
Theorem 4.2. Let 0ococ0: Then:
(i) Problem (1.16) is well posed in Raþ ;
(ii) Problem (1.16) is not well posed in Ra : However, for any v0X0 such that
rav0ALNð0; RÞ there exists a unique radial solution vAR0a of problem (1.16).
If c ¼ c0; problem (1.16) is well posed in R2n
2
:
Proof. Clearly, problem (1.16) is well posed in Ra if and only if problem (1.20),
(1.14) is well posed in LNðDÞ: Due to Theorem 3.6, the latter problem is well posed
in LNðDÞ if and only if gX1 (observe that s ¼ 0 in the present case). The parameter g
can only assume the values g7 :¼ 172
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c0  cp (see (1.15)), hence there holds gX1 if
and only if g ¼ gþ: Then the conclusion follows. &
Remark 4.3. As already mentioned, it is known that problem (1.16) does not have a
unique solution for v0AL2ðBRÞ if c0  1ocpc0 (see [30]). This is an immediate
consequence of Theorem 4.2(ii). In fact, it is easily checked that
raALpðBRÞ 3 po 2n
n  2þ 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃc0  cp ; ð4:2Þ
in particular, raAL2ðBRÞ if and only if c0  1oc: In other words, the above
nonuniqueness result only ‘‘appears’’ in the variational framework adopted in [30]
when c0  1oc: Theorem 4.2(ii) further proves that imposing a homogeneous
Dirichlet condition at r ¼ 0 restores uniqueness.
Remark 4.4. As already remarked in [30], there is a deep connection between the
above nonuniqueness result and the situation encountered in the so-called Serrin
counterexample (see [4,28]), concerning the problem:
divðAðxÞruÞ ¼ 0 in BR;
u ¼ 0 on @BR;

ð4:3Þ
where
A  ðaijÞ; aij :¼ dij þ ða  1Þ xixj
r2
ðaAð0; 1ÞÞ:
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In fact, let 0ococ0 (the situation is similar in the limiting case c ¼ c0). Observe that
jrra jALpðBRÞ 3 po 2n
n þ 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃc0  cp ; ð4:4Þ
so that raAH1ðBRÞ (whereas raþAH1ðBRÞ). The function
%vðrÞ :¼ r
R
 a r
R
 aþ ðrAð0; RÞÞ
is a radial solution of the problem
Dv þ c
r2
v ¼ 0 in BR;
v ¼ 0 on @BR;
(
ð4:5Þ
nonnegative and smooth away from zero. Using (1.11) it is easily checked that %v is a
distribution solution of problem (4.5); however, %v does not belong to H10 ðBRÞ: This
solution %v is ‘‘responsible’’ for nonuniqueness in Cðð0; T ; L2ðBRÞÞ of solutions to
problem (1.16) (see [30]).
In this connection, observe that (due to the transformation v ¼ rau) problem (4.5)
reads:
urr þ g
r
ur þ 1
r2
Dgu ¼ 0 in BR;
u ¼ 0 on @BR;
8<
:
here g is given by (1.14) and Dg denotes the Laplace–Beltrami operator on the sphere
Sn1: The above form of problem (4.5) has a striking formal analogy with the Serrin
problem (4.3), namely:
a urr þ n  1
r
ur
 
þ 1
r2
Dgu ¼ 0 in BR;
u ¼ 0 on @BR:
8<
:
Remark 4.5. Results similar to Theorem 4.2 can be proved for the following
problems:
vt ¼ Dv þ c
r2
v in ER 	 ð0; T ;
v ¼ 0 on @ER 	 ð0; T ;
v ¼ v0 in ER 	 f0g
8><
>: ð4:6Þ
(where ER :¼ fxARn j r4Rg),
vt ¼ Dv þ c
r2
v in Rn 	 ð0; T  ¼: QN
u ¼ u0 in Rn 	 f0g;
(
ð4:7Þ
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using Theorems 3.8–3.9 instead of Theorem 3.6. We leave their formulation to the
reader.
4.2. The Kolmogorov–Petrowsky–Piskunov equation
As a further example, consider the problem
ð2rÞ 3mþ12m ut ¼ ðumÞrr in ð0;NÞ 	 ð0; T  ¼: S;
u ¼ u0 in ð0;NÞ 	 f0g
(
ð4:8Þ
relative to Eq. (1.19); we have the following result.
Theorem 4.6. Let m41: Then there exists more than one solution of problem (4.8) in
LNðSÞ: However, there exists a unique solution uAB0 of problem (4.8).
Proof. It sufﬁces to apply Theorem 3.9(ii) with s ¼ 3mþ1
2m
; g ¼ 0 (observe that so2
since m41). &
4.3. The porous medium equation with variable density
Let us ﬁnally consider the following problems:
r0vt ¼ DðvmÞ in BR 	 ð0; T  ¼: Q;
v ¼ 0 on @BR 	 ð0; T ;
v ¼ v0 in BR 	 f0g;
8><
>: ð4:9Þ
r0vt ¼ DðvmÞ in ER 	 ð0; T  ¼: Q˜;
v ¼ 0 on @ER 	 ð0; T ;
v ¼ v0 in ER 	 f0g;
8><
>: ð4:10Þ
here mX1 and ER :¼ fxARn j r4Rg:
Deﬁnition 4.7. By a radial solution to problem (4.9) in Q we mean any function v;
nonnegative and continuous in ð0; R 	 ð0; T ; such thatZ t
0
Z R
r1
r n1 r0vct þ vm crr þ
n  1
r
cr
  
dr dt
¼
Z R
r1
r n1r0½vðr; tÞcðr; tÞ  v0ðrÞcðr; 0Þ dr
 r n11
Z t
0
vmðr1; tÞcrðr1; tÞ dt ð4:11Þ
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for any rectangle V tr1 :¼ ðr1; RÞ 	 ð0; tÞ with r1Að0; RÞ; any cAC2;1r;t ð %V tr1Þ; cX0 such
that cðr1; tÞ ¼ cðR; tÞ ¼ 0 in ½0; t and any tAð0; T :
It is immediately seen that radial solutions to problem (4.9) are in one-to-one
correspondence with solutions to problem (1.20) with GðuÞ ¼ um; r ¼ r0r n1; a ¼
r n1; similarly for radial solutions to problem (4.10) in Q˜ and solutions of problem
(1.21). The deﬁnitions of the class Ra and well-posedness in Ra are extended to
problems (4.9)–(4.10) in an obvious way. For solutions of problem (4.10) in Ra we
deﬁne
RNa;m :¼ vARa j limr-N r
am
Z T
0
vmðr; tÞ dt
 
¼ 0
 
:
Concerning well-posedness of problems (4.9)–(4.10) in the class R0 of radial
bounded solutions, we have the following results.
Theorem 4.8. Let r0Br
b as r-0 ðbARÞ: Then:
(i) If either nX2 or bX2; problem (4.9) is well posed in R0;
(ii) If n ¼ 1 and bo2; problem (4.9) is not well posed in R0: However, for any v0
satisfying ðH0Þ(ii) there exists a unique solution vAR00;m of problem (4.9).
Theorem 4.9. Let r0Br
b as r-N ðbARÞ: Then:
(i) If either np2 or bp2; problem (4.10) is well posed in R0;
(ii) If nX3 and b42; problem (4.10) is not well posed in R0: However, for any v0
satisfying ðH1Þ(ii) there exists a unique solution vARN0;m of problem (4.10).
The above results follow immediately from Theorem 3.6, respectively Theorem 3.8.
Remark 4.10. Theorem 4.8(i) with b ¼ 2 improves on the uniqueness result in [14],
where a more restricted class of uniqueness was considered.
Remark 4.11. In agreement with Theorem 4.9, the well-posedness results in [9,21]
imply in particular the following statement:
(i) If np2; problem (4.10) is well posed in R0;
(ii) If nX3 and r0Br
b as r-N for some b42; problem (4.10) is not well posed in
R0: However, for any v0 satisfying ðH1Þ(ii) there exists a unique solution vARN0;m
of problem (4.10).
Now observe that the differential equation in (4.9)–(4.10) is a particular case of
equation (1.5); hence the remarks in the Introduction suggest the change of unknown
u :¼ v=f ; where either f ðrÞ ¼ constant; or f ðrÞ ¼ r2nm (see (1.6), (1.12)). While the ﬁrst
choice gives Theorems 4.8–4.9 above, the latter leads to the following results.
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Theorem 4.12. Let r0Br
b as r-0 ðbARÞ: Then:
(i) If either np2 or bXðm1Þnþ2
m
; problem (4.9) is well posed in R2n
m
;
(ii) If nX3 and boðm1Þnþ2
m
; problem (4.9) is not well posed in R2n
m
: However, for any
v0X0 such that r
n2
m v0ALNð0; RÞ there exists a unique solution vAR02n
m
;m
of
problem (4.9).
Theorem 4.13. Let r0Br
b as r-N ðbARÞ: Then:
(i) If either nX2 or bpðm1Þnþ2
m
; problem (4.10) is well posed in R2n
m
;
(ii) If n ¼ 1 and b4mþ1
m
; problem (4.10) is not well posed in R2n
m
: However, for any
v0X0 such that r
n2
m v0ALNðR;NÞ there exists a unique solution vARN2n
m
;m
of
problem (4.10).
Remark 4.14. The well-posedness results in [8] imply in particular the following
statement:
If nX3 and r0Br
b as r-N for some b4n; for any v0 satisfying ðH1Þ(ii) there
exists a unique solution vAR2n
m
of problem (4.10). In particular, problem (4.10) is well
posed in R2n
m
:
The above statement is in agreement with Theorem 4.13(i).
Let us prove Theorem 4.12; the proof of Theorem 4.13 is the same, using Theorem
3.8 instead of Theorem 3.6.
Proof of Theorem 4.12. Set v ¼ ur2nm ; then problem (4.9) reads:
r1ut ¼ divfa1rðumÞg in BR 	 ð0; T  ¼: Q;
u ¼ 0 on @BR 	 ð0; T 
¼ u0 in BR 	 f0g;
8><
>: ð4:12Þ
where
r1 :¼ r0r
ðmþ1Þð2nÞ
m ; a1 :¼ r2ð2nÞ ð4:13Þ
(see (1.7)–(1.8)). Radial solutions to problem (4.12) are deﬁned as in Deﬁnition 4.7;
moreover, they are in one-to-one correspondence with solutions to problem (1.20)
with GðuÞ ¼ um and
r ¼ r0r
mnþ2
m ; a ¼ r3n ð4:14Þ
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(see ((4.12)). Applying Theorem 3.6 to problem (1.20), (4.14) the conclusion easily
follows. &
5. Explicit solutions
In this section we address the Cauchy problem:
r0vt ¼ DðvmÞ in Rn 	 ð0; T  ¼: QN;
v ¼ v0 in Rn 	 f0g;

ð5:1Þ
where mX1: We make the following deﬁnition, analogous to Deﬁnition 4.7.
Deﬁnition 5.1. By a radial solution to problem (5.1) in QN we mean any function v;
nonnegative and continuous in ð0;NÞ 	 ð0; T ; such that
Z t
0
Z r2
r1
r n1 r0vct þ vm crr þ
n  1
r
cr
  
dr dt
¼
Z r2
r1
r n1r0½vðr; tÞcðr; tÞ  v0ðrÞcðr; 0Þ dr
þ
Z t
0
½r n12 vmðr2; tÞcrðr2; tÞ  r n11 vmðr1; tÞcrðr1; tÞ dt ð5:2Þ
for any rectangle V tr1;r2 :¼ ðr1; r2Þ 	 ð0; tÞ with 0or1or2; any cAC2;1r;t ð %Vtr1;r2Þ; cX0
such that cðr1; tÞ ¼ cðr2; tÞ ¼ 0 in ½0; t and any tAð0; T :
As for problems (4.9)–(4.10), radial solutions to problem (5.1) are in one-to-one
correspondence with solutions to problem (1.22) with GðuÞ ¼ um; r ¼ r0r n1; a ¼
r n1: The deﬁnitions of the classes Ra; R0a;m; R
N
a;m and of well-posedness in Ra are
extended to problem (5.1) in an obvious way.
The following result, analogous to Theorems 4.8–4.9, is an immediate
consequence of Theorem 3.9.
Theorem 5.2. Let r0Br
b both as r-0 and as r-NðbARÞ: Then:
(i) Problem (5.1) is well posed in R0 if and only if either n ¼ 2 or b ¼ 2;
(ii) If n ¼ 1 and bo2; problem (5.1) is not well posed in R0: However, for any v0
satisfying ðH2Þ(ii) there exists a unique solution vAR00;m of problem (5.1);
(iii) If nX3 and b42; problem (5.1) is not well posed in R0: However, for any v0
satisfying ðH2Þ(ii) there exists a unique solution vARN0;m of problem (5.1).
Let us test the above well-posedness result against a number of explicit solutions,
relative to the case r0ðrÞ ¼ rb: Consider ﬁrst the case b ¼ 2; m ¼ 1: In this case the
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equation
vt ¼ rbDv in Rn 	 ð0; T  ð5:3Þ
has the following explicit radial solution:
v1ðr; tÞ ¼ tðbnÞ=ð2bÞ exp  r
2b
ð2 bÞ2t
( )
: ð5:4Þ
It is easily seen that:
(i) for any r40
lim
t-0
v1ðr; tÞ ¼ 0; ð5:5Þ
(ii) if bo2; then for any t40
lim
r-0
v1ðr; tÞ ¼ tðbnÞ=ð2bÞ; lim
r-N
v1ðr; tÞ ¼ 0; ð5:6Þ
(iii) if b42; then for any t40
lim
r-0
v1ðr; tÞ ¼ 0; lim
r-N
v1ðr; tÞ ¼ tðnbÞ=ðb2Þ: ð5:7Þ
It follows from (5.5)–(5.6) that, if n ¼ 1 and bAð1; 2Þ; the function v1 is a nontrivial
bounded radial solution of the Cauchy problem (5.1) with v0 ¼ 0: However, this
solution does not belong to the class R00; since
lim
r-0
Z T
0
v1ðr; tÞ dt ¼ 2 b
2 n T
ð2nÞ=ð2bÞ40:
These results are in agreement with Theorem 5.2(ii).
Similarly, equalities (5.5) and (5.7) imply that, if nX3 and bAð2; nÞ; the function v1
is a nontrivial bounded radial solution of the Cauchy problem (5.1) with v0 ¼ 0:
However, this solution does not belong to the class RN0 ; since
lim
r-N
Z T
0
v1ðr; tÞ dt ¼ b 2
n  2 T
ðn2Þ=ðb2Þ40:
These results are in agreement with Theorem 5.2(iii).
Finally, observe that for n ¼ 2 the function v1 is unbounded (at r ¼ 0 if bo2;
respectively at r ¼N if b42), thus the statement of Theorem 5.2(i) does not apply in
this case. The same remark applies to the following explicit radial solutions of
equation (5.3):
v2ðr; tÞ ¼ ð4ptÞ1=2 exp  ðlog rÞ
2
4t
þ 2 n
2
log r  c0t
( )
ð5:8Þ
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when b ¼ 2; m ¼ 1;
v3ðr; t; AÞ ¼ t1=ðmþ1Þ A  m  1
2mðm þ 1Þ
ðlog rÞ2
t
2
mþ1
& ’ 1
m1
þ
ð5:9Þ
when b ¼ 2; n ¼ 2; m41 (A40). In fact, both v2 and v3 are source type solutions,
thus unbounded (at r ¼ 1) as t-0:
Let us ﬁnally mention that well-posedness of problem (5.1) in the class R2n
m
could
be investigated as done in Section 4 for problems (4.9)–(4.10).
6. Proofs of well-posedness results
The present section is devoted to prove Theorems 2.3–2.4.
6.1. Existence results
Concerning existence of solutions of problem (1.20), the following result can be
proved.
Theorem 6.1. (i) For any u0 satisfying ðH0Þ(ii) there exists a minimal solution
%
uALNðDÞ of problem (1.20).
(ii) Let any solution of problem (1.23) be bounded. Then the minimal solution
%
u of
problem (1.20) belongs to B0:
Proof. (i) For any e40 consider the approximating problem:
rut ¼ fa½GðuÞrgr in ðe; RÞ 	 ð0; T  ¼: De;
u ¼ 0 in fe; Rg 	 ð0; T ;
u ¼ u0 in ðe; RÞ 	 f0g;
8><
>: ð6:1Þ
where u0 satisﬁes assumption (H0)(ii). By a solution of problem (6.1) we mean any
function, nonnegative and continuous in ½e; R 	 ð0; T ; such that equality (2.1) holds
in any rectangle V tr1 :¼ ðr1; RÞ 	 ð0; tÞ with r1A½e; RÞ; tAð0; T  and any f as in
Deﬁnition 2.1. Subsolutions and supersolutions of problem (6.1) are deﬁned as
usual.
Existence, uniqueness and comparison results for problem (6.1) can be proved by
standard methods (see [2,5]). Denote by ue the unique solution of problem (6.1). By
comparison we have
0puepjju0jjN ¼: M in De: ð6:2Þ
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Let e-0; by usual compactness arguments a sequence fuekg exists, which converges
uniformly in any compact subset of ð0; R 	 ð0; T : Set
%
u :¼ lim
ek-0
uek in ð0; R 	 ð0; T : ð6:3Þ
By deﬁnition of solution to problem (6.1), for any integer k there holds:
Z t
0
Z R
r1
fruekft þ GðuekÞ½afrrg dr dt
¼
Z R
r1
r½uekðr; tÞfðr; tÞ  u0ðrÞfðr; 0Þ dr
 aðr1Þ
Z t
0
Gðuekðr1; tÞÞfrðr1; tÞ dt ð6:4Þ
in any rectangle V tr1 :¼ ðr1; RÞ 	 ð0; tÞ with r1A½ek; RÞ; tAð0; T  and any f as above.
Letting ek-0 in (6.4), it is easily seen that the function
%
u satisﬁes equality (2.1) in any
ﬁxed rectangle V tr1 :¼ ðr1; RÞ 	 ð0; tÞ with r1Að0; RÞ; tAð0; T ; f as above. Moreover,
by (6.2) there holds:
0p
%
upjju0jjN ¼: M in D; ð6:5Þ
hence
%
u is a bounded solution to problem (1.20).
Clearly, any nontrivial bounded solution u to problem (1.20) is a supersolution of
the approximating problem (6.1), thus for any integer k we have
uekpu in Dek ;
whence by deﬁnition (6.3)
%
upu in D
as ek-0: This proves the claim.
(ii) Consider the bounded solution
%
u of problem (1.20) constructed in (i) above.
Due to Lemma 2.5, it sufﬁces to prove that
%
uAB0 if IroN:
Corresponding to the approximating parabolic problem (6.1), consider the linear
stationary problem:
ðaU 0Þ0 ¼ r in ðe; RÞ;
UðeÞ ¼ UðRÞ ¼ 0:
(
ð6:6Þ
By a solution of problem (6.6) we mean any function, nonnegative and continuous in
½e; R; such that equality (2.3) holds for any r1A½e; RÞ and any f as in Deﬁnition 2.2.
Subsolutions and supersolutions of problem (6.6) are deﬁned as usual.
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Choosing f ¼ fðrÞ in equality (6.4) with t ¼ T and changing the order of
integration, we obtain easily
Z R
r1
vekðaf0Þ0 dr ¼
Z R
r1
r½uekðr; TÞ  u0ðrÞf dr  aðr1Þvekðr1Þf0ðr1Þ
X  2M
Z R
r1
rf dr  aðr1Þvekðr1Þf0ðr1Þ; ð6:7Þ
for any r1A½ek; RÞ and any fAC2ð½r1; RÞ; fX0 such that fðr1Þ ¼ fðRÞ ¼ 0; here
vekðrÞ :¼
Z T
0
GðuekÞðr; tÞ dt ðrA½ek; RÞ
and use of inequality (6.2) has been made.
Inequality (6.7) shows that for any integer k the function
vek
2M
is a subsolution of
problem (6.6) with e ¼ ek: Plainly, the function
U0ðrÞ :¼ %UðrÞ þIr ðrAð0; RÞ
( %U being deﬁned in (2.8)) is a supersolution of the same problem; hence for any
integer k we have
vekp2MU0 in ½ek; R: ð6:8Þ
Set
%
vðrÞ :¼
Z T
0
Gð
%
uÞðr; tÞ dt ðrAð0; RÞ: ð6:9Þ
Since the convergence (6.3) is uniform in any compact subset of ð0; R 	 ð0; T ; there
holds:
lim
ek-0
vek ¼
%
v in ð0; R;
hence letting ek-0 in (6.8) we obtain
%
vp2MU0 in ð0; R: ð6:10Þ
Since by assumption IroN; we have
lim
r-0
U0ðrÞ ¼ 0;
then from inequality (6.10) the conclusion follows. &
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6.2. Uniqueness results
Concerning uniqueness of solutions of problem (1.20), the following holds.
Theorem 6.2. Let there exist a solution of problem (1.23) diverging as r-0: Then there
exists at most one solution uALNðDÞ of problem (1.20).
To prove the above result, we follow closely a method already used in [20].
Consider preliminarily the problem:
ðac0Þ0 ¼ F in ðe; RÞ;
cðeÞ ¼ cðRÞ ¼ 0;
(
ð6:11Þ
here F ¼ FðrÞ is any nonnegative function in CN0 ð0; RÞ and e40 is so small that
supp F  ½a; bDðe; RÞ: Set
HðrÞ :¼
Z r
e
FðxÞ dx ðrA½e; RÞ;
H0 :¼
Z b
a
FðxÞ dx:
Clearly, there holds
ðiÞ H ¼ 0 in ½e; a;
ðiiÞ 0pHpH0 in ða; bÞ;
ðiiiÞ H ¼ H0 in ½b; R:
8><
>: ð6:12Þ
The solution to problem (6.11) is
cðrÞ  ceðrÞ :¼
Z r
e
ceHðxÞ
aðxÞ dx ðrA½e; RÞ; ð6:13Þ
where
ce :¼
RR
e
HðxÞ
aðxÞ dxRR
e
dx
aðxÞ
:
It is easily seen that
0pcðrÞpH0
Z R
e
dx
aðxÞ for any rA½e; R; ð6:14Þ
aðeÞc0ðeÞ ¼ cepH0 ðeAð0; RÞÞ: ð6:15Þ
Let us mention for future purposes the following simple results.
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Lemma 6.3. Let c :¼ lime-0 ce: Then:
(i) if IaoN; there holds %cAð0; H0Þ;
(ii) if Ia ¼N; there holds %c ¼ 0:
Proof. Both claims follow easily from the equality
Z R
e
HðxÞ
aðxÞ dx ¼
Z b
a
HðxÞ
aðxÞ dxþ H0
Z R
b
dx
aðxÞ
(see (6.12)) and the deﬁnition of ce: &
Corollary 6.4. Let Ia ¼N: Then
aðeÞc0ðeÞ-0 as e-0: ð6:16Þ
Proof. Since aðeÞc0ðeÞ ¼ ce (see (6.15)), the claim follows by Lemma 6.3(ii). &
Lemma 6.5. Let IaoN; Ir ¼N; let c  ce be the solution of problem (6.11). Then
for any fixed R1Að0; RÞ Z R1
e
rc dr-N as e-0: ð6:17Þ
Proof. It sufﬁces to take R1Að0; aÞ; then we have (see (6.12)(i)):
cðrÞ ¼ ce
Z r
e
dx
aðxÞ for any eAð0; RÞ and rAðe; R1Þ:
Hence for 0oeoR1oa there holdsZ R1
e
rc dr ¼ ce
Z R1
e
rðZÞ
Z Z
e
dx
aðxÞ dZ ¼ ce
Z R1
e
dx
aðxÞ
Z R1
x
rðZÞ dZ:
It follows that
lim
e-0
Z R1
e
r c dr ¼ %c
Z R1
0
dx
aðxÞ
Z R1
x
rðZÞ dZ ¼N;
since %c40 (see Lemma 6.3(i)) and Ir ¼N by assumption. &
Now we can prove Theorem 6.2.
Proof of Theorem 6.2. Let u be any bounded solution of problem (1.20); denote by
%
u
the minimal solution of (1.20) in this class (see Theorem 6.1(i)). Then w :¼ u 
%
uX0
in D; the conclusion will follow, if we prove that actually w  0:
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From (2.1) we obtain immediately
Z t
0
Z R
r1
frwft þ ½GðuÞ  Gð
%
uÞ½afrrg dr dt
¼
Z R
r1
rwðr; tÞfðr; tÞ dr
 aðr1Þ
Z t
0
½GðuÞ  Gð
%
uÞðr1; tÞfrðr1; tÞ dt ð6:18Þ
for any r1Að0; RÞ; tAð0; TÞ and f as in Deﬁnition 2.1. Set r1 ¼ e; f ¼ cðrÞ; where
c ¼ cðrÞ denotes the solution of problem (6.11); then we obtain
Z R
e
rwðr; tÞcðrÞ dr þ
Z t
0
Z R
e
½GðuÞ  Gð
%
uÞF dr dt
¼ aðeÞc0ðeÞ
Z t
0
½Gðuðe; tÞÞ  Gð
%
uðe; tÞÞ dt ð6:19Þ
for any eAð0; RÞ: In particular, for t ¼ T we have
Z R
e
rwðr; TÞcðrÞ dr þ
Z R
e
WF dr ¼ aðeÞc0ðeÞWðeÞ ð6:20Þ
for any eAð0; RÞ; here
%
v is the function deﬁned in (6.9),
vðrÞ :¼
Z T
0
GðuÞðr; tÞ dt ðrAð0; RÞ
and
WðrÞ :¼ vðrÞ 
%
vðrÞ ðrAð0; RÞ: ð6:21Þ
It follows from (6.20) that
Z R
0
WF drp lim inf
e-0
faðeÞc0ðeÞWðeÞg ð6:22Þ
(observe that WX0 by deﬁnition and cX0 since FX0). Due to the arbitrariness of
F ; the conclusion will follow, if we can prove that the right-hand side of the above
inequality is equal to zero.
(i) Assume ﬁrst any solution of problem (2.6) to be bounded. Due to Lemma 2.5
and Remark 2.6, in this case we have IaoN; Ir ¼N: Now we claim that this
implies
lim inf
e-0
WðeÞ ¼ 0; ð6:23Þ
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if so, by (6.15) the right-hand side of inequality (6.22) is equal to zero, thus the
conclusion follows.
To prove (6.23), observe that
WðrÞ ¼
Z T
0
½GðuÞ  Gð
%
uÞðr; tÞ dtpL
Z T
0
wðr; tÞ dt ðrAð0; RÞÞ; ð6:24Þ
here L :¼ maxuA½0;M G0ðuÞ; M :¼ maxfjjujjN; jj
%
ujjNg: By absurd, suppose
lim inf
e-0
WðeÞ ¼: W040;
then there exists R1Að0; aÞ such that
WðrÞXW0
2
for any rAð0; R1Þ: ð6:25Þ
Now integrating equality (6.19) over ð0; T  we obtain for any eAð0; RÞ:Z T
0
dt
Z R
e
rwðr; tÞcðrÞ dr
paðeÞc0ðeÞ
Z T
0
dt
Z t
0
½Gðuðe; tÞÞ  Gð
%
uðe; tÞÞ dtp2H0LMT2 ð6:26Þ
due to inequalities (6.15) and (6.24), since jjwjjNp2M:
On the other hand, from inequalities (6.24)–(6.25) we obtainZ T
0
dt
Z R1
e
rwðr; tÞcðrÞ drX1
L
Z R1
e
rWc drX
W0
2L
Z R1
e
rc dr;
thus Z T
0
dt
Z R
e
rwðr; tÞcðrÞ dr-N as e-0 ð6:27Þ
by Lemma 6.5. The contradiction between (6.26) and (6.27) proves the claim; the
conclusion follows in this case.
(ii) Finally, assume that there exists an unbounded solution of problem (2.6); in
this case we have Ia ¼N; Ir ¼N: By the deﬁnition of W (see (6.21)) and
Corollary 6.4 we have
lim inf
e-0
aðeÞc0ðeÞWðeÞp2LMT lim
e-0
aðeÞc0ðeÞ ¼ 0;
hence the conclusion follows in this case, too. This completes the proof. &
Now we can prove Theorems 2.3 and 2.4.
Proof of Theorem 2.3. Follows immediately from Theorems 6.1(i), 6.2. &
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Proof of Theorem 2.4. Under the present assumption the minimal solution
%
u of
problem (1.20) belongs to B0; due to Theorem 6.1(ii). Consider any other nontrivial
solution uAB0 of the same problem, then use the same arguments and notations as
in the proof of Theorem 6.2. Observe that in the present case
lim
e-0
WðeÞ ¼ 0;
since
%
u; uAB0; hence by (6.15) the right-hand side of inequality (6.22) is equal to
zero. Then the conclusion follows. &
References
[1] H. Amann, Linear parabolic equations with singular potentials, preprint, 2002.
[2] D.G. Aronson, M. Crandall, L.A. Peletier, Stabilization of solutions in a degenerate nonlinear
diffusion problem, Nonlinear Anal. 6 (1982) 1001–1022.
[3] P. Baras, J. Goldstein, The heat equation with a singular potential, Trans. Amer. Math. Soc. 284
(1984) 121–139.
[4] P. Be´nilan, F. Bouhsiss, Une remarque sur l’unicite´ des solutions pour l’ope´rateur de Serrin, C. R.
Acad. Sci. Paris 325 (1997) 611–616.
[5] M. Bertsch, R. Kersner, L.A. Peletier, Positivity versus localization in degenerate diffusion equations,
Nonlinear Anal. 9 (1985) 987–1008.
[6] H. Brezis, T. Cazenave, A nonlinear heat equation with singular initial data, J. Anal. Math. 68 (1996)
277–304.
[7] M. Campiti, G. Metafune, D. Pallara, S. Romanelli, Semigroups of ordinary differential operators,
in: K.-J. Engel, R. Nagel (Eds.), One-Parameter Semigroups for Linear Evolution Equations,
Springer Graduate Texts in Mathematics, Vol. 194, Springer, Berlin, pp. 383–404.
[8] D. Eidus, The Cauchy problem for the nonlinear ﬁltration equation in an inhomogeneous medium,
J. Differential Equations 84 (1990) 309–318.
[9] D. Eidus, S. Kamin, The ﬁltration equation in a class of functions decreasing at inﬁnity, Proc. Amer.
Math. Soc. 120 (1994) 825–830.
[10] W. Feller, The parabolic differential equations and the associated semi-groups of transformations,
Ann. Math. 55 (1952) 468–519.
[11] G. Fichera, Sulle equazioni differenziali lineari ellittico-paraboliche del secondo ordine, Mem. Accad.
Naz. Lincei I 8 (5) (1956) 1–30.
[12] M. Freidlin, Functional Integration and Partial Differential Equations, Princeton University Press,
Princeton, NJ, 1985.
[13] V.A. Galaktionov, S. Kamin, R. Kersner, J.L. Vazquez, Intermediate asymptotics for inhomoge-
neous nonlinear heat conduction, preprint, 2002.
[14] J. Giacomoni, Some results about blow-up and global existence to a semilinear degenerate heat
equation, Rev. Mat. Comput. 11 (1998) 325–351.
[15] M. Guedda, D. Hilhorst, M.A. Peletier, Disappearing interfaces in nonlinear diffusion, Adv. Math.
Sci. Appl. 7 (1997) 695–710.
[16] E. Hille, Les probabilite´s continues en chaıˆne, C.R. Acad. Sci. Paris 230 (1950) 34–35.
[17] D. Hirata, M. Tsutsumi, On the well-posedness of a linear heat equation with a critical singular
potential, Differential Integral Equations 14 (2001) 1–18.
[18] D.D. Joseph, L. Preziosi, Heat waves, Rev. Mod. Phys. 61 (1989) 41–73.
[19] D.D. Joseph, L. Preziosi, Addendum to the paper ‘‘Heat waves’’, Rev. Mod. Phys. 62 (1990) 375–391.
[20] S. Kamin, R. Kersner, A. Tesei, On the Cauchy problem for a class of parabolic equations with
variable density, Atti. Accad. Naz. Lincei. Rend. Cl. Sci. Fis. Mat. Natur. 9 (1998) 279–298.
ARTICLE IN PRESS
R. Kersner, A. Tesei / J. Differential Equations 199 (2004) 47–76 75
[21] S. Kamin, P. Rosenau, Propagation of thermal waves in an inhomogeneous medium, Comm. Pure
Appl. Math. 33 (1981) 831–852.
[22] S. Kamin, P. Rosenau, Nonlinear diffusion in ﬁnite mass medium, Comm. Pure Appl. Math. 35
(1982) 113–127.
[23] O.A. Oleinik, E.V. Radkevic, Second Order Equations with Nonnegative Characteristic Form,
American Mathematical Society, Plenum Press, New York, 1973.
[24] B. Opic, A. Kufner, Hardy-Type Inequalities, Pitman Research Notes in Mathematical Series,
Longman Scientiﬁc Technical, New York, Vol. 219, 1990.
[25] R.G. Pinsky, Positive Harmonic Functions and Diffusion, Cambridge University Press, Cambridge,
1995.
[26] M.A. Pozio, A. Tesei, forthcoming.
[27] P. Rosenau, Reaction and concentration dependent diffusion model, Phys. Rev. Lett. 88 (2002)
194–501.
[28] J. Serrin, Pathological solution of elliptic differential equation, Ann. Scu. Norm. Sup. Pisa 17 (1964)
385–387.
[29] A. Tesei, On uniqueness of the positive Cauchy problem for a class of parabolic equations, in:
P. Ricci (Ed.), Problemi attuali dell’analisi e della ﬁsica matematica, Taormina, Aracne, Rome, 1998,
pp. 145–160.
[30] J.L. Vazquez, E. Zuazua, The Hardy inequality and the asymptotic behaviour of the heat equation
with an inverse-square potential, J. Funct. Anal. 173 (2000) 103–153.
ARTICLE IN PRESS
R. Kersner, A. Tesei / J. Differential Equations 199 (2004) 47–7676
