Abstract. Consider the Schrödinger equation −y + V y = λy for a potential V of period 1 in the weighted Sobolev space (N ∈ Z ≥0 , ω ∈ R ≥0 )
, with multiplicities and ordered so that Reλ j ≤ Reλ j+1 (j ≥ 0). We prove the following result.
Theorem. For any bounded set B ⊆ H N,ω (S 1 ; C), there exist n 0 ≥ 1 and M ≥ 1 so that for k ≥ n 0 and V ∈ B, the eigenvalues λ 2k , λ 2k−1 are isolated pairs, satisfying (with {λ 2k , λ 2k−1 } = {λ
Introduction and summary of the results
The Korteweg-deVries equation (KdV) on the circle
is a completely integrable Hamiltonian system of infinite dimension. We choose as its phase space the Sobolev space H N,ω (S 1 ), where S 1 is the circle of length 1, ω ∈ R ≥0 and N ∈ Z ≥0 . The Poisson structure is the one proposed by Gardner,
where F 1 and F 2 are C 1 functionals on H N,ω (S 1 ) and ∂F ∂V (x) denotes the L 2 -gradient of F . The Gardner bracket is degenerate. Its symplectic leaves are given by In section 3 we prove the following result. We refer to (x j (V ), y j (V )) j≥1 as Birkhoff coordinates of KdV (and its hierarchy). The map, associating to V Birkhoff coordinates, is referred to as Birkhoff map, and can be thought of as a nonlinear Fourier transform. Clearly, the Fourier transform F establishes a linear isomorphism between H N,ω 0 (S 1 ) and l 2 N,ω (N; R 2 ), F(V ) = (ReV (k), ImV (k)) k≥1 , and Theorem 1 is an instance of (probably) many properties Fourier transform and Birkhoff map have in common. Theorem 1 has already been established in the case ω = 0 [BKM1] (cf. also [Ka] , [BBGK] ). In order to prove that Λ (N,ω) can be chosen as the restriction of Λ to H N,ω 0
, one has to derive asymptotic estimates for the periodic eigenvalues of the Schrödinger operator L := − (S 1 ; C) considered on the interval [0, 2] . The periodic spectrum of L is discrete. Denote it by (λ k = λ k (V )) k≥0 (with multiplicities), where the λ k 's are ordered in such a way that Reλ 0 ≤ Reλ 1 ≤ . . . and, in case Re(λ k ) = Re(λ k+1 ), Imλ k ≤ Imλ k+1 . For k sufficiently large, the eigenvalues come in isolated pairs {λ 2k , λ 2k−1 }. The main result of this paper is the following one, proved in section 2:
Theorem 2. Let B ⊆ H N,ω (S 1 ; C) be a bounded set of potentials (N ∈ Z ≥0 , ω ∈ R ≥0 ). Then there exists n 0 ≥ 1 such that
where {λ (1 + k) 2N e 2ωk (λ 2k (V ) − λ 2k−1 (V )) 2 < ∞.
In the case ω = 0, Theorem 2 and Corollary 3 have been established by Marčenko [Ma] by different methods which might, however, not be adaptable to the case ω > 0.
Theorem 1 can be used to prove by the 'inverse scattering method' that the Korteweg-deVries equation (1.1) is well-posed on the circle. To simplify the wording of the statement we restrict ourselves to the case where the initial data V is in H N,ω 0 (S 1 ) (cf. [BKM2] in case V has nonzero average).
Corollary 4.
Let N ∈ Z ≥0 and ω ∈ R ≥0 . There exists a solution operator S :
(S 1 )) of (1.1) with the following properties:
Proof. The case ω = 0, N = 0 can be treated as in [BKM2] (cf. also [Bo] ). The same proof works for this more general situation. In fact, the case ω = 0, N ≥ 1 or ω > 0, N ≥ 0 is somewhat easier, as the frequencies of the KdV Hamiltonian are easily seen to be real analytic in these cases.
Remark. Results similiar to the one presented for KdV hold for any of the equations in the KdV hierarchy.
Proof of Theorem 2
In this section, we prove Theorem 2, stated in the introduction. First let us introduce some more notation.
Definition. w := (w(k)) k∈Z is said to be a weight if
Condition (ii) is refered to as the submultiplicative property of a weight. Most frequently we will use the weight
where N ∈ Z ≥0 and ω ∈ R ≥0 . In that case, one can choose M w = 1 in condition (ii) of the above definition. The reason for choosing ω 2 rather than ω in (2.1) follows from the observation that
, with (V (k)) k∈Z denoting the Fourier coefficients of V considered as a function of period 2 and thus
(S 1 ; C), and that (V (k)) k∈Z denote the Fourier coefficients of V when considered as functions of period 2.
To analyze the eigenvalues λ 2n , λ 2n−1 near n 2 π 2 (n ≥ 1), write λ = n 2 π 2 + z.
where the superscript T denotes the transpose and where
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The (possibly) complex number λ = n 2 π 2 + z is a periodic eigenvalue for −
With x := a(−n), y := a(n), this equation can be written as a system of three equations:
(no complex conjugation). To solve (2.7) for a Z(n) we need to analyze the operator
and define B 
Remark. The conditions in Lemma 2.1 (and subsequent lemmas) are only assumed to insure that the quantities involved are well defined.
Proof. To obtain estimates (2.11) notice that |||T n ||| L(l 2 (Z(n))) ≤ T n HS , where T n HS denotes the Hilbert-Schmidt norm of T n :
(2.13)
Similarly,
To prove (2.12), write
In view of Lemma 2.1, (2.7) can be solved for a Z(n) , if n ≥ n 0 and |z| ≤ M:
If this is substituted into (2.5) and (2.6), we obtain (with B −n := B n )
where
To analyze (2.14) we begin by investigating α(n, z).
(ii) is a straightforward verification, and (iii) follows from (ii).
By Lemma 2.2, the system of equations (2.14) with n ≥ n 0 has a nontrivial solution
Equation (2.17) is solved in two steps:
and, with z(ζ n ) := z n (ζ n ) given by (2.18),
Let us first discuss equation (2.18). To solve it, we use the contractive mapping principle. For that purpose, we need Lemma 2.4. For |z| ≤ M and n ≥ n 0 ,
Proof. (i) By (2.12) of Lemma 2.1, for n ≥ n 0 and |z| ≤ M,
and therefore
Proposition 2.5. For ζ ∈ D M/2 and n ≥ n 1 , the equation
Thus, for any ζ ∈ DM 2 and n ≥ n 1 , F admits a unique fixed point z n = z n (ζ), and z n (ζ) depends analytically on ζ.
It remains to consider (2.19), which requires an estimate of β(±n, z). First we need some auxilary results. In (2.9) we introduced the operator
This operator can also be viewed as an element in L l 2 S n w (Z(n)) , where w = (w(j)) j∈Z is the weight w(j) :
Notice that W n is an isometry. Therefore the operator norm of
Proof. In view of (2.23), it suffices to estimate the Hilbert Schmidt norm ofT n in L(l 2 (Z(n))). It follows from the submultiplicative property of the weight w (cf. the definition at the beginning of section 2) that
where, for the last inequality, we argue in the same way as in the last steps of the inequality (2.13).
Let
(2.28)
Proof. The estimates for β(n, z) and β(−n, z) are obtained in the same way. Let us concentrate on β(n, z).
(i) Proof of (2.27): By Lemma 2.6 and (2.26), (
and a n ≡ a n (z) ∈ l 2 w (Z(n)) defined by
The two terms β 1 (n, z) and β 2 (n, z) are estimated separately:
Direct computations furnish a slightly better estimate:
(2.31)
Next let us estimate β 2 (n, z) in (2.30B):
By Lemma 2.6 and (2.23), |||T n ||| ≤
for n ≥ n 2 , and therefore, by (2.29),
Combining the estimates above, we obtain
8n .
Combined with (2.31), (2.30A) and (2.30B), the estimate (2.27).
(ii) Proof of (2.28): The derivative
where we used the fact that the derivative of
The three terms on the right hand side of (2.32) are estimated separately. The first one is estimated similarly as in (i): Using (2.31), one obtains
The second term on the right hand side of (2.32) is estimated similarly as in (i), and one obtains
To estimate the last term on the right hand side of (2.32), we first notice that
and
Thus, with (2.29),
Combining these estimates leads to
From (2.32) and (2.32i)-(2.32iii) the estimate (2.28) follows.
We are now ready to investigate (2.19). Let
Notice that, by Proposition 2.7, for n ≥ n 2 ,
Then, for n ≥ n 2 , equation (2.19) has exactly two (counted with multiplicity) solutions ζ
As β(±n, z n (ζ)) depend analytically on ζ for |ζ| < M 2 and Kr n < 2r n ≤ M 2 , we deduce from Rouché's theorem that equation (2.19) has precisely two roots in D Krn . As the two roots are independent of K and 1 < K < 2 is arbitrary close to 1, we conclude that ζ
, where ζ ± n are given by Proposition 2.8. Then
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use By Lemma 2.4 (ii), (2.20) and as n 2 ≥ n 1 ,
Together with |ζ
In view of the definition (2.33) of r n , Proposition 2.7 and |z
(2.37)
Next we want to obtain asymptotics for λ
Introduce s n , given by (alternative 1)
(2.39 II ) Proposition 2.9. Assume that M ≥ 10 satisfies
Then for n ≥ n 2 and δ(n), s n given by either δ
Proof. We consider two different cases:
Case 1. |δ(n)δ(−n)| ≤ 4s n . This is an easy case for which (i) and (ii) are proved in the same way. Let us concentrate on (i). Then
where for the second inequality, we used (2.38). Thus |ζ
Case 2. |δ(n)δ(−n)| ≥ 4s n . Without any loss of generality we may assume that s n > 0. In particular, |δ(n)δ(−n)| > 0. The equation (2.38) can than be rewritten as
where z(ζ n ) is given by (2.18). With
As |δ(n)δ(−n)| ≥ 4s n , one concludes that
Denoting by (1 + w) 1/2 the branch of the square root determined by (1) 1/2 = +1, we obtain the equations
1/2 − 1| ≤ |x| for x ∈ D 1/4 (0) and case 2 holds, we conclude that F maps D 1/4 (1) into itself. Moreover F is continuous and therefore, according to Brower's fixed point theorem, admits at least one fixed point, denoted by ξ I , i.e.
. Then, as we are in case 2,
and, with ζ
The same arguments can be used to show that there exists a solution ξ II ∈ D 1/4 (−1) of (2.42 − ) so that, with
Otherwise, we obtain a contradiction, by combining (2.43), (2.44), s n > 0 and the inequality case 2 as follows:
n , and 0 < 4s We are now ready to prove Theorem 2. It is contained in the following Theorem 2.10.
where, for n ≥ M 2 , λ Proof. Without any loss of generality we assume that V ∈ H N,ω 0 (S 1 ; C). Statements (i) and (ii) are proved in the same way, so we concentrate on (i). Notice that
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For n ≥ M 2 , λ
, and, by Proposition 2.9,
where for the last inequality, we used Lemma 2.4 (ii) and (2.26). By (2.37)
(2.46)
As M ≥ 10, 5M ≤ M 2 , and therefore from (2.45), (2.46) and (2.47) we obtain
(2.48) Remark 1. Theorem 2.10 can be improved for real valued potentials. It leads to a result obtained by Marčenko [Ma] :
Remark for Theorem 2.10 A. Recall that
If V is real valued, then |V (2n)| = |V (−2n)| . This is a quantitative version of the following statement:
To improve on Theorem 2.10 as in Theorem 2.10 A, it seems that one needs to restrict to potentials satisfying a vanishing condition which is a quantitative version of (2.50). 
dx 2 + V is selfadjoint, and therefore, the perodic spectrum of − d 2 dx 2 + V is contained in R. Following the proof of Theorem 2.10, we know that for n ≥ 2M 2 we have λ
which leads to
(2.53)
Combining with (2.45) and (2.46), one obtains
Remark 2. If V is an even, possibly complex valued potential, Theorem 2.10 can be reformulated in a way which leads to an improvement. In the case when
, it is a well known fact that for n sufficiently large, {λ + n , λ − n } = {µ n , ν n }, where (µ n ) n≥1 denote the Dirichlet eigenvalues and (ν n ) n≥0 denote the Neumann eigenvalues of − Then, for any even potential V ∈ H N,ω (S 1 , C) satisfying
we have
Proof. In the case where V is even one verifies that
Therefore, equation (2.19) leads to ζ 2 n = (V (2n) + β(n, z(ζ n ))) 2 and, in turn,
Then, with ε n = ±,
) and
To determine the sign ε n , recall that the eigenfunction y 2 (x, µ n ) is odd. Its Fourier coefficients (a(k; n)) k∈Z therefore satisfy a(−k; n) = −a(k; n). Thus, in equation (2.14), x = −y. Together with
Since, in view of (2.5)-(2.7), (x, y) = (0, 0) (for n ≥ n 0 ) (otherwise, a(k, n) = 0 for all k) we then conclude that ε n = −1 as claimed. As a consequence,
As in the proof of Theorem 2.10 A, one then obtains, by Proposition 2.7, combined with (2.45) and (2.46),
As an application of Theorem 2.10 we obtain asymptotic estimates of the eigenvalues λ
and of τ n :=
where, by abuse of notation, we mean by (l
We finish this section with a brief discussion of the linear space E n spanned by eigenfunctions f + n , f − n corresponding to simple eigenvalues λ + n = λ − n , and of the root space E n corresponding to double eigenvalues λ
small when compared withf (n) e inπx +f (−n) e −inπx . This follows from the following result, which we will use in section 3.
In view of (2.7), we introduce a x,y,z ∈ l 2 (Z(n)):
Remark. Notice that, with w 1 := S n w, w 2 := S −n w, the function
is given by
This implies that w 1 ∧ w 2 is a weight with
Proof. (i) By Lemma 2.6,
V N,ω 2n and thus, for |z| ≤ M and n ≥ n 2 ,
where for the last inequality we used Lemma 2.1. This implies that
(ii) Using the same arguments as in the proof of Lemma 2.6, one shows that
One then argues as in the proof of (i) to conclude (ii).
(iii) Notice that for k ∈ Z, n ≥ 1
and (iii) follows from (i), (ii) and (2.56).
(iv) We have
where for the last inequality we used Lemma 2.1 (and its proof).
(v) is proved in the same way as (iv).
(vi) follows from (iv) and (v).
Proof of Theorem 1
To prove Theorem 1, we follow the same scheme used in [BKM1, section 2]. Recall that the map Λ (cf. [BBGK] ) is constructed in two steps. First let us consider the map Φ :
, introduced and analyzed in [Ka] . For V ∈ L 2 0 (S 1 ), denote by E n the image of the Riesz projector (n ≥ 1)
where Γ n is a counterclockwise oriented circle with center τ n (V ) := (λ
, but sufficiently small so that all eigenvalues different from λ + n , λ − n are outside of Γ n . Here, for convenience, we set λ + n ≡ λ 2n and λ − n ≡ λ 2n−1 . We choose in E n a basis
normalized as follows (the normalization conditions are written in such a way that they remain unchanged if we consider small complex valued perturbations of V ): 
The map Φ(V ) := (Φ n (V )) n≥1 is then defined by
According to [Ka] (cf. also [BBGK, section 4 
Moreover, Φ n is analytic on U for any n ≥ 1.
(i) As Φ (N,ω) is the restriction of Φ and Φ is locally bounded, it suffices to find U, C, n 3 ≥ 1 such that for V ∈ U Let us first treat the case where λ (3.12) where a x ± n ,y ± n ,z + n is given by (2.56). The normalization condition (3.3) leads to (3.13) which, in view of Proposition 2.11, (iv), (v), yields, as n ≥ 2n 2 for n ∈ M, (3.14) and, similary,
Using (3.14) and (3.15), one obtains from the normalization condition (3.3) the estimate
It follows that for n ≥ 3n 2 , Therefore, (3.13) leads to, using Proposition 2.11 (vi), (3.18) and (3.2) implies, for n ≥ 3n 2 , using Proposition 2.11 (iii),
Estimates (3.18) and (3.19) imply, with (3.5), n ∈ M, n ≥ 3n 2 ,
Using (3.2) and (3.4) and the above estimates, we conclude, by similar computations, that, for n ∈ M with n ≥ 20n 2 ,
(3.21)
For n ∈ M, n ≥ 20n 2 , one obtains
uniformly bounded for V ∈ U, where U is a sufficiently small neighborhood of
(S 1 ; C). Using the above estimates, one obtains
Let us now consider those n ≥ n 2 with λ
with b − n given by an expression similar to b
and n 3 ≥ n 2 so that for n ≥ n 3 (cf. [BBGK, Lemma 4.10] , [Ka, Proposition 8] )
The terms appearing in this expression are discussed separately. Since α(n, z) = α(−n, z), one obtains [BBGK, Lemma 4.18] , for any 0 ≤ ε < 1/2,
(3.37) Substituting (3.35) and (3.37) into (3.36), we conclude that, for any 0 ≤ ε < 1/2, there exists C ε > 0 such that
Estimate (3.21) implies that d V Λ (N,ω) = A + K, where K is compact. By the Fredholm alternative and the fact that d V Λ (N,ω) is one-to-one, we conclude that d V Λ (N,ω) is onto. This implies statement (ii).
Proof of Theorem 1. Theorem 1 follows from Proposition 3.5.
