Abstract. Specifications are key to improving software reliability as well as documenting precisely the intended behavior of software. Writing specifications is still perceived as expensive. Of course, writing implementations is at least as expensive, but is hardly questioned because there is currently no real alternative. Our goal is to give specifications a more balanced role compared to implementations, enabling the developers to compile, execute, optimize, and verify against each other mixed code fragments containing both specifications and implementations. To make specification constructs executable we combine deductive synthesis with run-time constraint solving, in both cases leveraging modern SMT solvers. Our tool decomposes specifications into simpler fragments using a cost-driven deductive synthesis framework. It compiles as many fragments as possible into conventional functional code; it executes the remaining fragments by invoking our constraint solver that extends an SMT solver to handle recursive functions. Using this approach we were able to execute constraints that describe the desired properties of integers, sets, maps and algebraic data types.
Introduction
Specifications are currently second class citizens in software development. An implementation is obligatory; specification is optional. Our goal is to assign to specifications a more balanced role compared to implementations. For this to happen, we aim to allow developers to execute specifications, even if such execution is slower or less predictable than execution of imperative and functional code. We wish to permit developers to write mixed code fragments containing both specifications and implementations. They should be able to compile, execute, optimize, and verify such fragments against each other.
By execution of specifications we mean not only testing whether a constraint is true for known values of variables (as when checking e.g. assertions), but also computing a missing value so that the given constraint is satisfied. Such constraint solving functionality can also be thought as one way of automating This work is supported in part by the European Research Council (ERC) Project Implicit Programming the remedial action in case of assertion violation [57] . However, we believe that such constructs should not be treated as a sort of exception mechanism, but as one of the main ways of describing the desired common behavior.
This paper presents our experience in developing techniques to make such constraint solving executable. Our current approach combines deductive synthesis with run-time constraint solving, in both cases leveraging modern SMT solvers. We have built a tool as part of the Leon verification system [9] that incorporates both techniques and allows us to experiment with their trade-offs. A version of the Leon platform is publicly available in source code form for further experiments at http://lara.epfl.ch/w/leon. The tool decomposes specifications into simpler fragments using a cost-driven deductive synthesis framework [32, 37, [40] [41] [42] . It compiles as many fragments as possible into conventional functional code; it executes the remaining fragments by invoking a constraint solver at runtime. The solver extends a conventional SMT solver with the ability to handle recursive functions, in a manner similar to our previous systems [38, 39] . Using this approach we were able to execute constraints that describe the desired properties of integers, sets, maps and algebraic data types.
In general, the deductive synthesis framework allows us to recursively split challenging problems into tractable subproblems and compile some of the subproblems into conventional code. If a subproblem remains too challenging for synthesis, we keep its declarative specification and execute it using run-time constraint solving. It turns out that in certain interesting cases, the resulting partial program is well-defined for simple, frequent paths and only relies on run-time constraint solving for complex cases.
In the rest of this paper we outline our approach, including the functional language setup, the run-time constraint solving approach, and synthesis techniques. We then illustrate our initial experience with combining run-time constraint solving and synthesis, hinting at some future directions. We finish with a (necessary biased) survey of related work.
Examples
We illustrate the benefits of enabling declarative specifications through a series of examples. We show how these examples can be effectively handled by our system. We start by defining a List data-structure with an abstraction function content from list to a set, and an invariant predicate isSorted.
Thanks to the abstraction function and the invariant, we can concisely specify an insert operation for sorted lists using a constraint:
Our deductive synthesis procedure is able to translate this constraint into the following complete implementation in under 9 seconds:
However, as the complexity of the constraints increases, the deductive procedure may run short of available time to translate a constraint into complete efficient implementations. As an example, we can currently observe this limitation of our system for a red-black tree benchmark. The following method describes the insertion into a red-black tree.
Instead of using synthesis (for which this example may present a challenge), we can rely on the run-time constraint solving to execute the constraint. In such scenario, the run-time waits until the argument t and the value v are known, and finds a new tree value x such that the constraint holds. Thanks to our constraint solver, which has a support recursive functions and also leverages the Z3 SMT solver, this approach works well for small red-black trees. It is therefore extremely useful for prototyping and testing and we have previously explored it as a stand-alone technique for constraint programming in Scala [39] . However, the complexity of reasoning symbolically about complex trees makes this approach inadequate for large concrete inputs.
Fortunately, thanks to the nature of our deductive synthesis framework, we can combine synthesis and run-time constraint solving. We illustrate this using an example of a red-black tree with a cache. Such a tree contains a red-black tree, but also redundantly stores one of its elements.
case class CTree(cache: Int, data: Tree)
The specification of the invariant inv formalizes the desired property: the cache value must be contained in the tree unless the tree is empty.
The contains operation tests membership in the tree.
While not being able to fully translate it, the deductive synthesis procedure decomposes the problem and partially synthesizes the constraint. One of its possible results is the following partial implementation that combines actual code and a sub-constraint:
We notice that this partial implementation makes use of the cache in accordance with the invariant. The code accurately reflects the fact that the cache may not be trusted if the tree is empty. The remaining constraint is in fact a simpler problem that only relates to standard red-black trees. Our system can then compile the resulting code, where the fast path is compiled as the usual Scala code, and the choose construct is compiled using the run-time solving approach. In the sequel we give details both for our run-time solving approach and the compile-time deductive synthesis transformation framework. We then discuss our very first experience with combining these two approaches.
Language
We next present a simple functional language that we use to explore the ability to do verification as well as to execute and compile constraints.
Implementation Language
As the implementation language we consider a Turing-complete Scala fragment. For the purpose of this paper we assume that programs consist of a set of sideeffect-free deterministic mutually recursive functions that manipulate countable data types including integers, n-tuples, algebraic data types, finite sets, and finite maps. We focus on functional code. Our implementation does support localized imperative features; for more details see [9] . We assume that recursive functions are terminating when their specified preconditions are met; our tool applies several techniques to establish termination of recursive functions.
Function Contracts
Following Scala's contract notation [51] , we specify functions in the implementation language using preconditions (require) and postconditions (ensuring). The declaration indicates that the result computed by f should satisfy the specification post. Here res⇒post(res) is a lambda expression in which res is a bound variable; the ensuring operator binds res to the result of evaluating body. The expression post is itself a general expression in the implementation language, and can invoke recursive functions itself.
Key Concept: Constraints
Constraints are lambda expressions returning a Boolean value, precisely of the kind used after ensuring clauses. To express that a constraint should be solved for a given value, we introduce the construct choose. The expression choose((res:B) ⇒ C(res)) should evaluate to a value of type B that satisfies the constraint C. For example, an implicit way to indicate that we expect that the value y is even and to compute y/2 is the following:
The above expression evaluates to y/2 whenever y is even. Note that C typically contains, in addition to the variable res, variables denoting other values in scope (in the above, example, the variable y). We call such variables parameters of the constraint.
Solving Constraints at Run-Time
We next describe the baseline approach that we use to execute constraints at run-time. This approach is general, as it works for essentially all computable functions on countable domains. On the other hand, it can be inefficient. The subsequent section will describe our synthesis techniques, which can replace such general-purpose constraint solving in a number of cases of interest.
Model-Generating SMT Solver
The main work horse of our run-time approach is an SMT solver, concretely, Z3 [16] . What is crucial for our application is that Z3 supports model generation: it not only detects unsatisfiable formulas, but in case a formula has a model, can compute and return one model. Other important aspects of Z3 are that it has good performance, supports algebraic data types and arrays [17] , supports incremental solving, and has a good API, which we used to build a Scala layer to conveniently access its functionality [38] .
Fair Unfolding of Recursive Functions
Although SMT solvers are very expressive, they do not directly support recursive functions. We therefore developed our own procedure for handling recursive function definitions. Given a deterministic recursive functions f viewed as a relation, assume that f is defined using the fixed point of a higher-order functional H, which implies the formula D:
The constraints we solve have the form C ∧ D k , where both C and D k are quantifier-free formulas that we map precisely into the language of an SMT solver.
We use an algorithm for fair unfolding of recursive definitions [69] to reduce the formula C ∧ D to a series of over-approximations and under-approximations. From an execution point of view, such approximations describe all the executions up to certain depth. From a logical perspective, unfolding is a particular form of universal quantifier instantiation which generates a ground consequence
is satisfiable for the model x = a then we can simply check whether the executable expression evaluates to true. In our implementation we have an additional option: we can use the SMT solver itself, to check whether a model of C ∧ D k depends on the values of partly interpreted functions denoted by f . To this extent, we instrument the logical representation of unfolding up to a given depth using propositional variables that can prevent the execution from depending on uninterpreted values of functions. We call the value of these variables the control literals B. Figure 1 shows the pseudo-code of the resulting algorithm for solving constraints involving recursive functions. It is defined in terms of two subroutines, Fig. 1 . Pseudo-code of the solving algorithm. The decision procedure for the base theory is invoked through the calls to decide.
decide, which invokes the underlying SMT solver, and unrollStep. The fair nature of the unrolling step guarantees that all uninterpreted function values present in the formula are eventually unfolded, if needs be.
The formula without the control literals can be seen as an over-approximation of the formula with the semantics of the program, in that it accepts all the same models plus some models in which the interpretation of some invocations is incorrect. The formula with the control literals is an under-approximation, in the sense that it accepts only the models that do not rely on the guarded invocations. This explains why the UNSAT answer can be trusted in the first case and the SAT case in the latter.
This algorithm is the basis of the original Leon as a constraint solver and verifier for functional programs [9, 68, 69] .
Executing Choose Construct at Run-Time
During the compilation of programs with choose constructs, we collect a symbolic representation of the constraints used. The actual call to choose is then substituted with a call back to the Leon system indicating both which constraint it refers to, but also propagating the run-time inputs.
During execution, these inputs are converted from concrete JVM objects back to their Leon representations, and finally substituted within the constraint. By construction, the resulting formula's free variables are all output variables.
Given a model for this formula, we translate the Leon representation of output values back to concrete objects which are then returned.
Evaluation
We evaluated the performance of the run-time constraint solving algorithm on two data structures with invariants: sorted lists and red-black trees. For each data structure, we implemented a declarative version of the add and remove operations. Thanks to the abstraction and predicate functions, the specifications of both operations are very concise and self-explanatory. We illustrate this by providing the corresponding code for red-black trees:
def add(t: Tree, e: Int): Tree = choose { (res: Tree) ⇒ content(res) == content(t) ++ Set(e) && isRedBlackTree(res) } def remove(t: Tree, e: Int): Tree = choose { (res: Tree) ⇒ content(res) == content(t) --Set(e) && isRedBlackTree(res) } Solving is relatively efficient for small data structures: it finds models in under 400ms for lists and trees up to size 4. However, the necessary solving time increases exponentially with the size and goes as high as 35 seconds for synthesizing insertion into a red-black tree of size 10.
Synthesizing Functional Code from Constraints
In this section, we give an overview of our framework for deductive synthesis. The goal of the approach is to derive correct programs by successive steps. Each step is validated independently, and the framework ensures that composing steps results in global correctness.
Synthesis Problems and Solutions
A synthesis problem, or constraint, is fundamentally a relation between inputs and outputs. We represent this, together with contextual information, as a quadruple ā Π φ x where:
-ā denotes the set of input variables, -x denotes the set of output variables, -φ is the synthesis predicate, and -Π is the path condition to the synthesis problem.
The free variables of φ must be a subset ofā ∪x. The path condition denotes a property that holds for input at the program point where synthesis is to be performed, and the free variables of Π should therefore be a subset ofā.
As an example, consider the following call to choose:
The representation of the corresponding synthesis problem is:
We represent a solution to a synthesis problem as a pair P |T where:
-P is the precondition, and -T is the program term.
The free variables of both P andT must range overā. The intuition is that, whenever the path condition and the precondition are satisfied, evaluating φ[x → T ] should evaluate to (true), i.e.T are realizers for a solution tox in φ given the inputsā. Furthermore, for a solution to be as general as possible, the precondition must be as weak as possible.
Formally, for such a pair to be a solution to a synthesis problem, denoted as
the following two properties must hold:
This property states that whenever the path-and precondition hold, the programT can be used to generate values for the output variablesx such that the predicate φ is satisfied. -Domain preservation: Π ∧ (∃x : φ) |= P This property states that the precondition P cannot exclude inputs for which an output exists.
As an example, a valid solution to the synthesis problem (1) is given by: a ≤ 5|0 . The precondition a ≤ 5 characterizes exactly the input values for which a solution exists, and for all such values, the constant 0 is a valid solution term for x. The solution is in general not unique; alternative solutions for this particular problem include a ≤ 5|5 − a , or a ≤ 5|if(a < 5) a + 1 else 0 .
Inference Rules
The correctness conditions described above characterize the validity of solutions to synthesis problems. We now show how to derive such solutions. We present our techniques as a set of inference rules. As a simple first example, consider the following rule:
As is usual with inference rules, on top are the premisses and below is the goal. This particular rule captures the intuition that, whenever a term of the form x 0 = t appears as a top-level conjunct in a synthesis problem, the problem can be simplified by assigning to the output variable x 0 the term t. The rule specifies both how the subproblem relates to the original one, and how its solution and precondition are used in the final program. Another example is the following rule for decomposing disjunctions:
Here, the rule states that a disjunction can be handled by considering each disjunct in isolation, and combining the solutions as an if-then-else expression, where the branching condition is the precondition for the first problem. Note that in the second subproblem, we have added the literal ¬P 1 to the path condition. This reflects the knowledge than, in the final program, the subprogram for the second disjunct only executes if the first one cannot compute a solution.
In general, a synthesis problem is solved whenever a derivation can be found for which all output variables are assigned to a program term.
For certain well-defined classes of synthesis problems, we can design sets of inference rules which, together with a systematic application strategy, are guaranteed to result in successful derivation. We have shown in previous work such complete strategies for integer linear arithmetic, rational arithmetic, or term algebras [32, 40, 67] . We call these synthesis procedures, analogously to decision procedures.
As a final example, we now show how our framework can express solutions that take the form of recursive functions traversing data structures. The next rule captures one particular yet very common form of such a traversal for Lists.
The goal of the rule is to derive a solution consisting of a single invocation of a (fresh) recursive function rec, of the following form:
The rule decomposes the problem into two cases, corresponding to the alternatives in the data type, and assumes that the solution takes the form of a fold function, fixing the recursive call.
Combining Synthesis and Runtime Constraint Solving
The deductive synthesis framework allows us to split a challenging problem into tractable sub problems. In the case where the subproblems remain too challenging, we keep their corresponding declarative specifications and compile them into the run-time invocation of the constraint. This result in a partially implemented program. In certain cases, the partial program is well-defined for simple, frequent paths, and only falls back to run-time solving for complex cases.
As an illustrative example, we give here the partial derivation of the function contains on CTrees from Section 2 using rules such as the ones described in Section 5.
We start with the synthesis problem:
A first step is to perform case analysis on d, the tree. This generates two subproblems, for the cases Empty and Node respectively. For Empty, we have:
At this point, inv(CTree(c, Empty)) simplifies to and content(CTree(c, Empty)) simplifies to ∅. The problem thus becomes:
which is solved by |false . For the Node branch, we have:
This is almost the original problem, with the additional contextual information that the tree is not empty. Given that we have two integer variables in scope, c and v (the cache and the value for which we are checking inclusion), a potential tactic is to perform case analysis on their equality. This yields two subproblems. For the equal case, we have one fewer variable:
At this point, because inv(CTree(v,n)) implies that v∈CTree(v,n), the problem is solved with |true . For the final subproblem, where d is a Node and the cache does not hold the value v, our system is currently not efficient enough to derive a solution. Therefore, it falls back to emitting a run-time invocation of choose. Combining the solutions for all subproblems, we obtain the partially synthesized function contains as shown in Section 2.
Discussion
It is our hope that the combination of two technologies, run-time constraint solving and synthesis, can make execution of specifications practical. It will be then interesting to understand to what extend such complete specifications change the software development process. Writing data structures using constraints shows the productivity advantages of using constraints, because data structure invariants are reusable across all operations, whereas the remaining specification of each individual operation becomes extremely concise. The development process thus approaches the description of a data structure design from a textbook [15] , which starts from basic invariants and uses them as guiding principle when presenting the implementation of data structure operations. We are thus hopeful that, among other results, we can soon enable automated generation of efficient unbounded data structures from high-level descriptions, analogously to recent breakthrough on cache coherence protocol generation [71] .
An exciting future direction is to use run-time property verification techniques to efficiently combine code generated through speculative synthesis and constraint solving. In many synthesis approaches, due to a heavy use of exampledriven techniques and the limitations of static verification, it is also quite possible that the automatically generated implementation is incorrect for some of the inputs. In such cases, techniques of run-time verification can be used to detect, with little overhead, the violation of specifications for given inputs. As a result, synthesis could be used to generate fast paths and likely code fragments, while ensuring the overall adherence to specification at run time.
In general, we are excited about future interplay between dynamic and static approaches to make specifications executable, which is related to partial evaluation and to techniques for compilation of declarative programming languages, as well as static optimization of run-time checks.
Related Work
We provide an overview of related work on executing constraints using generalpurpose solvers at run-time, synthesizing constraints into conventional functional and imperative code, and combining these two extreme approaches by staging the computation between run-time and compile time.
Run-time Constraint Solving
This proceedings volume contains a notable approach and tool Boogaloo [56] , which enables execution of a rich intermediate language Boogie [43] . The original purpose of Boogie is static verification [6] . The usual methods to verify Boogie programs generate conservative sufficient verification, which become unprovable if the invariants are not inductive. Tools such as Boogaloo complement verification-condition generation approaches and help developer distinguish errors in programs or specifications that would manifest at run-time from those errors that come from inductive statements not being strong enough. A runtime interpreter for the annotations of the Jahob verification system [79] can also execute certain limited form of specifications, but does not use symbolic execution techniques and treats quantifiers more conservatively than the approach of Boogaloo. Our current Leon system works with a quantifier-free language; the developers write specifications using recursion instead of quantifiers. Our system allows developers to omit postconditions of defined functions and does not reporting spurious counterexamples. Therefore, it provides the users the advantages of both sound static verification and true counterexamples in a unified algorithm. As remarked, however, unfolding recursive functions can be viewed as a particular quantifier instantiation strategy.
Constraint solving is key for executing programs annotated with contracts because it enables the generation of concrete states that satisfy a given precondition. In our tool we use our approach of satisfiability modulo recursive (pure) functions. In a prior work we have focused on constraint programming using such system [39] , embedding constraint programming with recursive functions and SMT solvers into the full Scala language and enabling ranked enumeration of solutions. The Boogaloo approach [56] uses symbolic execution where quantifiers are treated through a process that generalizes deterministic function unrolling to more general declarative constraints. Unfolding is also used in bounded model checking [7] and k-induction approaches [35] . Symbolic execution can also be performed at the level of bytecodes, as in the UDITA system that builds on Java Pathfinder and contains specialized techniques for generating non-isomorphic graph structures [26] .
Functional logic programming [3] amalgamates the functional programming and logic programming paradigms into a single language. Functional logic languages, such as Curry [47] benefit from efficient demand-driven term reduction strategies proper to functional languages, as well as non-deterministic operations of logic languages, by using a technique called narrowing, a combination of term reduction and variable instantiation. Instantiation of unbound logic variables occur in constructive guessing steps, only to sustain computation when a reduction needs their values. The performance of non-deterministic computations depends on the evaluation strategy, which are formalized using definitional trees [2] . Applications using functional logic languages include programming of graphical and web user interfaces [28, 29] as well as providing high-level APIs for accessing and manipulating databases [11] . The Oz language and the associated Mozart Programming System is another admirable combination of multiple paradigms [72] , with applications in functional, concurrent, and logic programming. In particular, Oz supports a form of logical variables, and logic programming is enabled through unification. One limitation is that one cannot perform arithmetic operations with logical variables (which we have demonstrated in several of our examples), because unification only applies to constructor terms.
Monadic constraint programming [58] integrates constraint programming into purely functional languages by using monads to define solvers. The authors define monadic search trees, corresponding to a base search, that can be transformed by the use of search transformers in a composable fashion to increase performance. The Dminor language [8] introduces the idea of using an SMT solver to check subtyping relations between refinement types; in Dminor, all types are defined as logical predicates, and subtyping thus consists of proving an implication between two such predicates. The authors show that an impressive number of common types (including for instance algebraic data types) can be encoded using this formalism. In this context, generating values satisfying a predicate is framed as the type inhabitation problem, and the authors introduce the expression elementofT to that end. It is evaluated by invoking Z3 at run-time and is thus conceptually comparable to our find construct but without support for recursive function unfolding. We have previously found that recursive function unfolding works better as a mechanism for satisfiability checking than using quantified axiomatization of recursive functions [69] . In general, we believe that our examples are substantially more complex than the experiences with elementof in the context of Dminor.
The ScalaZ3 library [38] , used in Leon, integrates invocations to Z3 into a programming language. Because it is implemented purely as a library, we were then not able to integrate user-defined recursive functions and data types into constraints, so the main application is to provide an embedded domain-specific language to access the constraint language of Z3 (but not to extend it). A similar approach has been taken by others to invoke the Yices SMT solver [20] from Haskell. 4 
Synthesis of Functions
Our approach blends deductive synthesis [45, 46, 61] , which incorporates transformation of specifications, inductive reasoning, recursion schemes and termination checking, with modern SMT techniques and constraint solving for executable constraints. As one of our subroutines we include complete functional synthesis for integer linear arithmetic [42] and extend it with a first implementation of complete functional synthesis for algebraic data types [32, 67] . This gives us building blocks for synthesis of recursion-free code. To synthesize recursive code we build on and further advance the counterexample-guided approach to synthesis [64] .
Deductive synthesis frameworks. Early work on synthesis [45, 46] focused on synthesis using expressive and undecidable logics, such as first-order logic and logic containing the induction principle.
Programming by refinement has been popularized as a manual activity [5, 76] . Interactive tools have been developed to support such techniques in HOL [13] . A recent example of deductive synthesis and refinement is the Specware system from Kesterel [61] . We were not able to use the system first-hand due to its availability policy, but it appears to favor expressive power and control, whereas we favor automation.
A combination of automated and interactive development is analogous to the use of automation in interactive theorem provers, such as Isabelle [50] . However, whereas in verification it is typically the case that the program is available, the emphasis here is on constructing the program itself, starting from specifications.
Work on synthesis from specifications [65] resolves some of these difficulties by decoupling the problem of inferring program control structure and the problem of synthesizing the computation along the control edges. The work leverages verification techniques that use both approximation and lattice theoretic search along with decision procedures, but appears to require more detailed information about the structure of the expected solution than our approach.
Synthesis with input/output examples. One of the first works that addressed synthesis with examples and put inductive synthesis on a firm theoretical foundation is the one by Summers [66] . Subsequent work presents extensions of the classical approach to induction of functional Lisp-programs [30, 36] . These extensions include synthesizing a set of equations (instead of just one), multiple recursive calls and systematic introduction of parameters. Our current system lifts several restrictions of previous approaches by supproting reasoning about arbitrary datatypes, supporting multiple parameters in concrete and symbolic I/O examples, and allowing nested recursive calls and user-defined declarations.
Inductive programming and programming by demonstration. Inductive (logic) programming that explores automatic synthesis of (usually recursive) programs from incomplete specifications, most often being input/output examples [24, 49] , influenced our work. Recent work in the area of programming by demonstration has shown that synthesis from examples can be effective in a variety of domains, such as spreadsheets [60] . Advances in the field of SAT and SMT solvers inspired counter-example guided iterative synthesis [27, 64] , which can derive input and output examples from specifications. Our tool uses and advances these techniques through two new counterexample-guided synthesis approaches.
Synthesis based on finitization techniques. Program sketching has demonstrated the practicality of program synthesis by focusing its use on particular domains [62] [63] [64] . The algorithms employed in sketching are typically focused on appropriately guided search over the syntax tree of the synthesized program. The tool we presented shows one way to move the ideas of sketching towards infinite domains. In this generalization we leverage reasoning about equations as much as SAT techniques.
Reactive synthesis. Synthesis of reactive systems generates programs that run forever and interact with the environment. However, known complete algorithms for reactive synthesis work with finite-state systems [55] or timed systems [4] . Such techniques have applications to control the behavior of hardware and embedded systems or concurrent programs [73] . These techniques usually take specifications in a fragment of temporal logic [54] and have resulted in tools that can synthesize useful hardware components [33, 34] . Recently such synthesis techniques have been extended to repair that preserves good behaviors [23] , which is related to our notion of partial programs that have remaining choose statements.
Automated inference of program fixes and contracts. These areas share the common goal of inferring code and rely on specialized software synthesis techniques [53, 74, 75] . Inferred software fixes and contracts are usually snippets of code that are synthesized according to the information gathered about the analyzed program. The core of these techniques lies in the characterization of runtime behavior that is used to guide the generation of fixes and contracts. Such characterization is done by analyzing program state across the execution of tests; state can be defined using user-defined query operations [74, 75] , and additional expressions extracted from the code [53] . Generation of program fixes and contracts is done using heuristically guided injection of (sequences of) routine calls into predefined code templates.
Our synthesis approach works with purely functional programs and does not depend on characterization of program behavior. It is more general in the sense that it focuses on synthesizing whole correct functions from scratch and does not depend on already existing code. Moreover, rather than using execution of tests to define starting points for synthesis and SMT solvers just to guide the search, our approach utilizes SMT solvers to guarantee correctness of generated programs and uses execution of tests to speedup the search. Coupling of flexible program generators and the Leon verifier provides more expressive power of the synthesis than filling of predefined code schemas.
Combining Run-Time and Compile-Time Approaches
We have argued that constraint solving generalizes run-time checking, and allows the underlying techniques to be applied in more scenarios than providing additional redundancy. The case of optimizing run-time checks also points out that there is a large potential for speedups in executing specifications: in the limit, a statically proved assertion can be eliminated, so its execution cost goes from traversing a significant portion of program state to zero. As is in general the case for compilation, such static pre-computation can be viewed as partial evaluation, and has been successfully applied for temporal finite-state properties [10] .
Compilation and transformation of logic programs. Compilation of logic programs is important starting point for improving the baseline of compiled code. A potential inefficiency in the current approach (though still only a polynomial factor) is that the constraint solver and the underlying programming language use a different representation of values, so values need to be converted at the boundary of constraints and standard functional code. Techniques such as those employed in Warren's Abstract Machine (WAM) is relevant in this context [1] . Deeper optimizations and potentially exponential speedups can be obtained using tabling [14] , program transformation [59] and partial evaluation [12, 25] .
Specifications as a fallback to imperative code. The idea to use specifications as a fall-back mechanism for imperative code was adopted in [57] . Dynamic contract checking is applied and, upon violations, specifications can be executed. The technique ignores the erroneous state and computes output values for methods given concrete input values and the method contract. The implementation uses a relational logic similar to Alloy [31] for specifications, and deploys the Kodkod model finder [70] . A related tight integration between Java and the Kodkod engine is presented in [48] . We expect that automated synthesis will allow the developers to use specifications alone in such scenarios, with a candidate implementation generated automatically.
Data structure repair. It is worth mentioning that this proceedings also contains new results [78] in the exciting area of data structure repair. This general approach is related to solving constraints at run-time. The assumption in data structure repair is that, even if a given data structure does not satisfy the desired property, it may provide a strong hint at the desired data structure. Therefore, it is reasonable to use the current data structure as the starting point for finding the value that satisfies the desired constraint, hoping that the correct data structure is close to the current one. Although such approach is slightly more natural in the context of imperative than functional code, it is relevant whenever the data manipulated is large enough. The first specification-driven approach for data structure repair is by Demsky and Rinard [18, 19] where the goal is to recover from corrupted data structures by transforming states that are erroneous with respect to integrity constraints into valid ones, performing local heuristic search. Subsequent work uses less custom constraint solvers instead [21, 22] . We believe that SMT solvers could also play a role in this domain. Researchers [77] have also used method contracts instead of data structure integrity constraints to be able to support rich behavioral specifications, which makes it also more relevant for our scenarios. While the primary goal in most works is run-time recovery of data structures, recent work [44] extends the technique for debugging purposes, by abstracting concrete repair actions to program statements performing the same actions. As in general for run-time constraint solving, we expect that data structure repair can be productively applied to implementations generated using "speculative synthesis" that generates a not necessarily correct implementation.
