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Bounded error identiﬁcation of systems with time-varying
parameters
J.M. Bravo, T. Alamo and E.F. Camacho
Abstract—This paper presents a new approach to guar-
anteed system identiﬁcation for time-varying parameterized
discrete-time systems. A bounded description of noise in the
measurement is considered. The main result is an algorithm
to compute a set that contains the parameters consistent with
the measured output and the given bound of the noise. This
set is represented by a zonotope, that is, an afﬁne map of a
unitary hypercube. A recursive procedure minimizes the size
of the zonotope with each noise corrupted measurement. The
zonotope allows us to take into account the time-varying nature
of the parameters in a non conservative way. An example has
been provided to clarify the algorithm.
I. INTRODUCTION
Research activity in system identiﬁcation has been strong
in recent years. New identiﬁcation technics are needed for
advance robust and adaptive control. Different identiﬁca-
tion schemes can be considered depending on the way
the uncertainty is described. The stochastic approach [15],
[25] assumes a probabilistic description of the uncertainty.
However, in many situations, it is difﬁcult to obtain the
statistical properties of the noise. An interesting alternative
is to consider a bounded but unknown uncertainty. Set-
membership identiﬁcation approach assumes a paramet-
ric model and an additive bounded error. These methods
compute a feasible solution set (FSS) of parameters. This
feasible set is compatible with the model structure, ob-
tained measurements and the considered uncertainty. Set-
membership approach can be used to identify systems with
parametric and nonparametric uncertainty.
When a linear model is considered, the FSS obtained by
the set-membership approach is a polytope and it is possible
to compute it exactly. An algorithm that provides the facets
of the solution set is presented in [6]. Alternatively, the FSS
is represented by its vertices in [18]. In [20], a polyhedric
cone is used to represent the FSS. This representation can
be used when the initial set of parameters is not bounded.
The main drawback of the exact methods is the as-
sociated computational burden and the complexity of the
representation of the exact feasible solution set. In order to
reduce these limitations, approximated feasible solution sets
(AFSS), that bound the corresponding FSS, can be used.
Boxes, ellipsoidss, paralellotopes and limited-complexity
polyhedrons are used to represent the AFSS.
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A sequence of ellipsoids [10] can be used to represent the
AFSS. Each sample time, the new measurement is used to
obtain a minimal size ellipse that bounds the FSS. Tangent
hyperplanes can be used [3] to obtain better results. Other
related results can be found in [2], [9]. The ellipsoidal
method can be used with non linear models too. For
example, in [12], the nonlinear dependence with respect to
the parameters of the model is avoided using an equivalent
representation in a higher dimensional space.
Polyhedral AFSS have also been used in error-bounded
identiﬁcation. A minimal box is used in [16] and [11]
to represent the AFSS. If the model is polynomial in the
parameters of the system, signomial programming can be
used to ﬁnd a box that bounds the FSS [17]. Interval branch
and bound algorithms are used in [13] to describe the AFSS
as a union of boxes.
In [24], an algorithm to compute the minimal volume
parallelotope that bounds the intersection of a previous
parallelotope with a strip is presented. This strip bounds
the parameters that are consistent with the measurement. A
recursive limited-complexity polyhedric method to bound
the AFSS is used by [21]. A box is used by [4] to compute
the recursion.
In order to estimate the parameters of linear time-varying
systems with bounded error, a modiﬁcation of the algo-
rithm proposed in [4] is presented in [5]. A form of data
forgetting is incorporated to ensure that old data which
are no representative of the current system are discarded
and not allowed to polarize the parameter estimates. Two
recursive polyhedric description algorithms are presented
in [22] for time-varying systems. In the ﬁrst algorithm, at
each step k, the polyhedron is expanded to account for
possible parameter variations. In the second algorithm the
Chebyshev center of the polyhedron is moved to the median
hyperplane of the region consistent with the new data.
In this paper, a new bounded-error identiﬁcation scheme
for time-varying parameter systems is proposed. The ap-
proach relies on the use of zonotopes to represent the
approximated feasible set solution (AFSS). A zonotope is an
afﬁne map of a unitary hypercube. Boxes and parallelotopes
are particular cases of zonotopes. The main contribution of
this paper is an algorithm that bounds the feasible solution
set by means of a zonotope. The size of the zonotope is
reduced at each sample time using the new measurement.
Moreover, we show how the time-varying nature of the
parameters can be taken into account by means of the
zonotope in a direct and non-conservative way.
The paper is organized as follows. In section II the
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problem is formulated. The bounded-error identiﬁcation
algorithm is presented in section III. Section IV reports
one example. The paper draws to a close with a section
of conclusions.
II. PROBLEM FORMULATION
A quite general problem appearing in many scientiﬁc and
technical ﬁelds is to make some inference on a dynamic sys-
tem based on some general information on it and on a given
sequence of noise corrupted measurements. In particular,
in the context of set membership identiﬁcation, a bound
of the vector of parameters θ ∈ IRn, that characterizes
the dynamics of the system, is obtained from the given
measurements. We will assume that each measurement is
a function of a regression vector, the parameter vector θ
and a given bounded error:
Assumption 1: A set of measurements y1, y2, . . . , yN is
provided. Each measurement yk ∈ IR is related with the
parameter vector θk and the regression vector rk by means
of the following expression:
yk = rk θk + ek (1)
where ek represents the considered error. This error belongs
to a bounded set: ek ∈ E = { e ∈ IR : |e| ≤ σ }.
A multivariable measurements approach is equivalent
to obtain several measurements in the same sample time
k, so a generalization to multivariable measurements is
straightforward.
The term ek bounds the effect of non modelled dynamics,
perturbations to the system, noise in the measurements, etc.
To obtain a tighter bound of ek, it is possible to include
in θk an additive perturbation to the system. The example
provided in this paper shows this possibility.
Assumption 2: The set of parameters to be estimated is
time-varying. A bounded expansion is considered, that is:
‖θk − θk−1‖∞ ≤ γ for all k. The scalar γ > 0 is the
expansion factor considered.
Given a set of measurements, the feasible solution is
deﬁned as the set of parameters that are consistent with
the measurements, the given bounds of the error and the
parameter expansion. More precisely:
Deﬁnition 1 (Feasible Solution Set): Let us suppose that
the pairs (yk, rk), k = 1, . . . , N are given. We say that the
vector of parameters θ belongs to the Feasible Solution Set
if there exists θ1, θ2, . . . , θN such that:
(i) θ = θN
(ii) |yk − rk θk| ≤ σ, k = 1, . . . , N
(iii) ‖θk − θk−1‖∞ ≤ γ, k = 2, . . . , N
It is a difﬁcult task to compute the FSS. If the complexity
of the representation has to be kept simple, an outer bound
of the feasible solution set can be used.
Deﬁnition 2 (Approximated Feasible Solution Set): An
Approximated Feasible Solution Set, denoted AFSS, is a
set that fulﬁls FSS ⊆ AFSS.
In this paper we propose the use of zonotopes to obtain
approximated feasible solution sets. The main advantage of
this choice is that the time-varying nature of the uncertainty
is easily represented by this type of sets. In the next section
a new set membership identiﬁcation algorithm is presented.
III. BOUNDED-ERROR SYSTEM IDENTIFICATION
METHOD
Let us suppose that the parameters of system (1) do not
change with respect to time (they are time-invariant). Then,
given the pair dk = (yk, rk) at instant k, there is a strip
Fdk = {θ | − σ ≤ rk θ − yk ≤ σ} that is consistent
with dk. The FSS can be computed exactly by the recursion
FSSk+1 = FSSk ∩ Fdk .
In order to consider the time-varying case, it is important
to recall the notion of Minkowski sum, unitary interval and
unitary box:
Deﬁnition 3 (Minkowski sum): The Minkowski sum of
two sets X and Y is deﬁned by X ⊕ Y = { x + y :
x ∈ X, y ∈ Y }.
Deﬁnition 4 (Unitary interval): The unitary interval is
B = [−1, 1] .
Deﬁnition 5 (Unitary box): A unitary box, denoted by
Bm, is a vector compound by m unitary intervals.
Note that the bound on the rate of change of the param-
eters: ‖θk+1− θk‖∞ ≤ γ can be interpreted in terms of the
Minkowski sum:
θk+1 = θk ⊕ γBn,
where n is the dimension of the parameter vector. There-
fore, in case of time-varying parameters, the FSS can be
obtained by means of the following recursion:
FSSk+1 = (FSSk ∩ Fdk)⊕ γBn.
In this paper, a new identiﬁcation method that uses
zonotopes to obtain an outer bound of (FSSk∩Fdk)⊕γBn
is proposed.
Deﬁnition 6 (Zonotope of order m): Given vector p ∈
IRn and matrix H ∈ IRn×m, the set p ⊕ HBm is
denominated a zonotope of order m. Note that this is the
Minkowski sum of the segments deﬁned by the columns of
matrix H .
The order m is a measure for the geometrical complexity
of the zonotopes. The main advantage of zonotopes in the
context of time-varying parameters is that the Minkowski
sum of a zonotope and a box is a zonotope. That is, if the
intersection FSSk ∩ Fdk is approximated by means of a
zonotope p⊕HBm then
FSSk+1 ⊆ p⊕HBm ⊕ γBn = p⊕ [H γI]Bm+n
With this approach, the order of the zonotope is increased
at each sample time. Therefore, it is desirable to use an
algorithm to bound a high order zonotope by a lower order
one. A simple algorithm to reduce the complexity of a given
zonotope can be found, for example, in [14] and [8].
Note that if the approximation of FSSk, denoted
AFSSk, is represented by a zonotope, then a procedure
4064
to bound the intersection of a zonotope and a strip is
required in order to obtain AFSSk ∩Fdk . In the following
property, a parameterized family of zonotopes containing
the intersection between a zonotope and a strip is given.
Property 1: Given the zonotope X = p ⊕HBr ⊂ IRn,
the strip S = { x ∈ IRn : |cx− d| ≤ σ } and the vector
λ, deﬁne:
• pˆ(λ) = p + λ(d− cp)
• Hˆ(λ) =
[
(I − λc)H σλ]
Then, X ⋂S ⊆ Xˆ (λ) = pˆ(λ)⊕ Hˆ(λ)Br+1
PROOF: Let us suppose that x ∈ X ⋂S. Then x ∈ X =
p⊕HBr. This implies that there is z ∈ Br such that:
x = p + Hz (2)
In fact, adding and substracting λcHz to previous equal-
ity:
x = p + λcHz + (I− λc)Hz (3)
From x ∈ X ⋂S it is inferred that x ∈ S = { x ∈ IRn :
|cx− d| ≤ σ }. Thus, there exists w ∈ [−1, 1] = B1 such
that cx − d = σw. Taking into account equation (2) it
results that c(p + Hz)− d = σw. That is:
cHz = d− cp + σw
Substituting this equality in equation (3), the following is
obtained:
x = p + λ(d− cp + σw) + (I − λc)Hz =
p + λ(d− cp) + λσw + (I − λc)Hz =
pˆ(λ) +
[
(I − λc)H σλ]
[
z
w
]
=
pˆ(λ) + Hˆ(λ)
[
z
w
]
⊆ pˆ(λ)⊕ Hˆ(λ)Br+1 = Xˆ (λ)
The parametric zonotope Xˆ (λ) bounds the intersection,
but it is interesting to ﬁnd an optimal parameter λ∗ that
provides a minimal size zonotope.
A. Minimizing the volume of the intersection
Let us suppose that we want to minimize the volume of
Xˆ (λ). In this case, we should choose λ in such a way that
the volume of the zonotope Xˆ (λ) = pˆ(λ) ⊕ Hˆ(λ)Br+1 is
minimized. It is well known (see [19], [23]) that the volume
of a zonotope a⊕DBm ⊂ IRn is given by:
Vol (a⊕DBm) =
N(n,m)∑
i=1
2n
∣∣ det [Ds1(i) . . . Dsn(i)]∣∣
where N(n,m) denotes the number of different ways of
choosing n elements from a set of m. Di denotes the i-th
column of D. Integers sj(i), j = 1, . . . , n, i = 1, . . . , N
denote each one of the different ways of choosing n
elements from a set of m. That is, these integers satisfy:
1 ≤ s1(i) < s2(i) < . . . < sn(i) ≤ m
Moreover, if i = j then:
[s1(i) . . . sn(i)] = [s1(j) . . . sn(j)]
Theorem 1: Consider the zonotope Xˆ (λ) = p + λ(d −
cp) +
[
(I − λc)H σλ] deﬁned in property 1. The
volume of Xˆ (λ) is given by the following expression:
Vol (pˆ(λ)⊕ Hˆ(λ)Br+1) =
N(n,r)∑
i=1
2n|1− cλ|| det (Ai)|+
N(n−1,r)∑
i=1
σ2n | det [Bi vi]| |vi λ|
where Ai denotes each of the different matrices that can
be obtained choosing n columns from matrix H . On the
other hand, Bi denotes each of the different matrices that
can be obtained choosing n− 1 columns from H and vi is
orthonormal to Imag (Bi).
The proof of the previous result has been provided by the
authors in [1] (in the context of nonlinear state stimation).
For the sake of completeness, the proof of the result is also
included in this paper.
PROOF:
Taking into account that Hˆ(λ) =
[
(I− λc)H σλ], the
expression corresponding to the volume of Xˆ (λ) is:
Vol (pˆ(λ)⊕ Hˆ(λ)Br+1) =
N(n,r)∑
i=1
2n
∣∣ det [(I− λc)Ai]∣∣+
N(n−1,r)∑
i=1
2n
∣∣ det [(I− λc)Bi σλ]∣∣
Where Ai denotes each of the different matrices that
can be obtained choosing n columns from matrix H . On
the other hand, Bi denotes each of the different matrices
that can be obtained choosing n − 1 columns from H .
Let us recall the following well known properties of the
determinant of a matrix:
• det (AB) = det (A) det (B).
• Given vectors a, b ∈ IRn: det (I + ab) = 1 + ba.
The above equalities will be used to calculate the different
terms that appear in the expresion of the volume of Xˆ (λ).
We will distinguish between two different classes of terms:
• Terms of the form det
[
(I− λc)Ai
]
:
In this case,
det
[
(I− λc)Ai
]
=
det (I− λc) det (Ai) = (1− cλ) det (Ai)
• Terms of the form det
[
(I− λc)Bi σλ
]
:
Note that Bi − λcBi is obtained substracting
from each column of Bi the last column of
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[
(I− λc)Bi σλ
]
multiplied by a scalar. It is well
known that the determinant of a matrix does not change
if a column is added or substracted from another one.
This implies that:
det
[
(I− λc)Bi σλ
]
= det [Bi σλ]
Two different cases must be distinguished:
rank {Bi} < n − 1 and rank {Bi} = n − 1.
If rank {Bi} < n− 1 then det [Bi σλ] = 0. In the
following, it will be supposed that rank {Bi} = n−1.
It is clear, under this assumption, that there exists vi
such that vi vi = 1 and vi ∗ Bi = 0. That is, vi is
orthonormal to Imag (Bi). Therefore, Φi = [Bi vi]
is not singular. Note that:
det [Bi σλ] = det [Bi (vi − vi + σλ)] =
det (Φi + (σλ− vi) [0 0 . . . 1]) =
det (Φi) det
(
I + Φ−1i (σλ− vi) [0 0 . . . 1]
)
=
det (Φi)(1 + [0 0 . . . 1]Φ−1i (σλ− vi))
Taking into account that [0 0 . . . 1]Φ−1i = vi :
det (Φi)(1 + vi (σλ− vi)) =
det (Φi)(1 + σvi λ− 1) = σ det (Φi)(vi λ)
To conclude, the volume of Xˆ (λ) is given by the following
expression:
Vol (pˆ(λ)⊕ Hˆ(λ)Br+1) =
N(n,r)∑
i=1
2n|1− cλ|| det (Ai)|+
N(n−1,r)∑
i=1
σ2n | det [Bi vi]| |vi λ|
Note that Vol (pˆ(λ) ⊕ Hˆ(λ)Br+1) is a convex function
of λ. This means that obtaining the vector λ that minimizes
the volume of the zonotope is a convex problem. Therefore,
specialized algorithms can be used.
B. Tight strip
To obtain better performance, the proposed identiﬁcation
algorithm must use tight strips. Next, the notion of tight
strip is recalled.
Deﬁnition 7 (Support hyperplanes): We say that the hy-
perplanes S1 = {x : cx = r} and S2 = {x : cx = q} are
tangent to the zonotope Z = p⊕HBm if r and q satisfy:
r = max
x∈Z
cx and q = min
x∈Z
cTx
Note that given a zonotope p ⊕ HBm and the vector
c ∈ IRn, the scalars r and q that characterize the support
hyperplanes can be obtained easily:
r = cp + ‖Hc‖1, and q = cp− ‖Hc‖1.
Deﬁnition 8 (Support strip): Given zonotope Z = p ⊕
HBm and vector c, the support strip is deﬁned by FS =
{x : q ≤ cx ≤ r}, where q and r characterize the support
hyperplanes.
Deﬁnition 9 (Tight strip): Given zonotope Z = p ⊕
HBm and a strip F = {x : q0 ≤ cTx ≤ r0}, the tight
strip is obtained by FT = FS ∩F , where FS is the support
strip deﬁned by c and Z.
With these deﬁnitions: F ∩ Z = FS ∩ F ∩ Z = FT ∩ Z.
Taken into account that FT ⊆ F , it results that better iden-
tiﬁcation results are obtained if we intersect the zonotope
with the tighter strip FT .
C. Identiﬁcation algorithm
This section presents a new recursive algorithm to iden-
tify bounded error linear systems with time-varying param-
eters. The algorithm is based on the results presented in
the previous sections. Let us suppose that the zonotope
AFSSk = X = p⊕HBr bounds the feasible set solution
at sample instant k. Then:
1) Obtain input-output data and build a strip that bounds
the consistent parameters Fdk = {θ | − σ ≤ rk θ −
yk ≤ σ}.
2) Use the zonotope AFSSk and the strip Fdk to build
the tight strip FTk .
3) Build the intersection of the zonotope AFSSk and the
tight strip FTk . The resulting parametric zonotope is
Xˆ (λ) = pˆ(λ)⊕ Hˆ(λ)Br+1.
4) Compute λ∗ in order to minimize the size of the
parametric zonotope Xˆ (λ).
5) Expand the obtained set Xˆ (λ∗) in order to take
into account the possible change in the parameters,
that is: AFSSk+1 = Xˆ (λ∗) ⊕ γIBn = pˆ(λ∗) ⊕
[Hˆ(λ∗) Iγ]Br+1+n, where I ∈ IRn×n is the identity
matrix.
With this proposal, at each sample time, the order of the
zonotope is increased. Therefore, it is desirable to use an
algorithm to bound a high order zonotope by a lower order
one. This algorithm can be found in [14] or [8].
IV. EXAMPLE
The new identiﬁcation method is used to identify the
linear system with time-varying parameters:
yk = 0.9yk−1 − 0.8yk−2 − uk − 0.8uk−1 + wk + ek
where yk is the output, uk the input, wk is a perturbation
to the system and ek an error term. So, the vectors of the
system (1) are deﬁned by:
rk =
⎡
⎢⎢⎢⎢⎣
yk−1
yk−2
uk
uk−1
1
⎤
⎥⎥⎥⎥⎦ θc =
⎡
⎢⎢⎢⎢⎣
0.9
−0.8
−1
−0.8
0
⎤
⎥⎥⎥⎥⎦ σ = 0.05 γ =
⎡
⎢⎢⎢⎢⎣
0.01
0.01
0.01
0.01
0.05
⎤
⎥⎥⎥⎥⎦
The ﬁfth component of θ is the perturbation wk with
an expansion factor deﬁned by |wk − wk+1| ≤ 0.05. A
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random bounded input |uk| < 5 is considered to obtain
100 measurements. The initial conditions are y−2 = y−1 =
u−1 = 0. The initial search space is:
CSF0 = θc +
⎡
⎢⎢⎢⎢⎣
2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2
⎤
⎥⎥⎥⎥⎦B
5
The order of the zonotopes has been limited to forty
segments. The ﬁgure 1 shows the volume evolution of
AFSSk. The ﬁgures 2,3,4 y 5 present the guaranteed
bounds of the parameters. The ﬁgure 6 shows the obtained
guaranteed bound of the perturbation of the system. A
comparison with the parallelotope method [24] has been
made. To include the variation of the parameters, the size of
the parallelotope is increased with the algorithm presented
in [7]. The bounds obtained by the parallelotope method are
worse than the bounds obtained by the proposed method.
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Fig. 1. Volume evolution.
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Fig. 2. Dashed line: Evolution of θ1. Continuous line: Guaranteed bound
provided by the new identiﬁ cation method. Dotted line: Guaranteed bound
provided by the parallelotope method.
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Fig. 3. Dashed line: Evolution of θ2. Continuous line: Guaranteed bound
provided by the new identiﬁ cation method. Dotted line: Guaranteed bound
provided by the parallelotope method.
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Fig. 4. Dashed line: Evolution of θ3. Continuous line: Guaranteed bound
provided by the new identiﬁ cation method. Dotted line: Guaranteed bound
provided by the parallelotope method.
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Fig. 5. Dashed line: Evolution of θ4. Continuous line: Guaranteed bound
provided by the new identiﬁ cation method. Dotted line: Guaranteed bound
provided by the parallelotope method.
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Fig. 6. Dashed line: Evolution of θ5. Continuous line: Guaranteed bound
provided by the new identiﬁ cation method. Dotted line: Guaranteed bound
provided by the parallelotope method.
V. CONCLUSIONS
A new bounded-error identiﬁcation method for system
with time-varying parameters has been proposed. The
method computes the set of parameters that are consistent
with the model, the bounded noise and the obtained mea-
surements. The proposed approach can be applied to linear
models with time-varying parameters. The approximated
feasible set of parameters is represented by zonotopes. New
operations with zonotopes and strips have been proposed.
Each new measurement is used to further reduce the size
of the zonotope that bounds the feasible set of parameters.
The properties of the zonotopes allows us to take into
account the time-varying nature of the parameters in a non-
conservative way. An illustrative examples is given.
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