Automatic mass or lesion classification systems are developed to aid in distinguishing between malignant and benign lesions present in the breast DCE-MR images, the systems need to improve both the sensitivity and specificity of DCE-MR image interpretation in order to be successful for clinical use. A new classifier (a set of features together with a classification method) based on artificial neural networks trained using artificial fish swarm optimization (AFSO) algorithm is proposed in this paper. The basic idea behind the proposed classifier is to use AFSO algorithm for searching the best combination of synaptic weights for the neural network. An optimal set of features based on the statistical textural features is presented. The investigational outcomes of the proposed suspicious lesion classifier algorithm therefore confirm that the resulting classifier performs better than other such classifiers reported in the literature. Therefore this classifier demonstrates that the improvement in both the sensitivity and specificity are possible through automated image analysis.
Introduction
Accurate segmentation and classification of lesion allows the physicians to identify suitable treatment. Cancer lesion classification methods have been explored over several decades [1] . The automatic classification between malignant and benign lesion is being explored in several different medical image analyses including: MRI, CT and X-ray mammography. The dynamic contrast enhanced (DCE)-MRI is an efficient imaging tool for analysis of the breast abnormalities. Computer-assisted evaluation (CAE) systems are beneficial tool for radiologists in identifying and evaluating lesions in DCE-MR images. These systems improve the reliability of clinical results. The CAE systems are designed by employing computer algorithms for automated lesion segmentation, trailed with proper edge enhancement technique such as unsharp filter, followed by proper thresholding [2] ; the tumor or region of interest (ROI) is extracted efficiently from the edge enhanced image. As a result of segmentation, the region matching tumor or region of interest (ROI) is extracted from the corresponding breast DCE-MR images. After segmentation of the ROI, optimal set of features are extracted from the ROI. The retrieved features are fed as input to the classifier to categorize whether the (ROI) lesion is benign or malignant.
Remaining part of this paper is structured as follows: Related works are discussed in section 2. Section 3 describes in detail the modules of the proposed suspicious lesion classification model. The result analyses are detailed in section 4. Conclusion of the proposed classifier is summed up in section 5.
Related Works
Up to this moment, lesion detection from breast DCE-MRI is still very challenging. The main reason is caused by that the lesions usually mix with the inhomogeneous tissues in the breast. The gray levels values of the inhomogeneous tissues in the breast might differ by way of presence of breast soft tissue. Hence, the gray level intensity of the surrounding tissues may be higher than those of the lesions in some cases, which leads to the miss detection if histogram measurement is used as the feature. However the density and gray levels values of the lesions are higher than the surrounding tissues, some lesion images contain blurred lesion edge and the contrast between the lesion boundaries and the other surrounding tissues are low. Furthermore, in few lesion images, the lesion might be enclosed by the surrounding tissues. This phenomenon increases the difficulty in the detection of lesions. For the lesion classifications, the main cause of difficulty is arisen by the diversification of features. In clinical diagnosis, the signs of abnormality observed by expert radiologists are very diverse. They include the size, contrast, intensity and density [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
There are many classifiers available for classifying suspicious areas of breast DCE-MRI. Significant research on breast DCE-MRI lesion classification methods have already been made to automatically predict lesions such as artificial neural networks, linear discriminant analysis, logistic regression and support vector machines [1, 3] . The artificial neural networks based classifier have been one of the most popular approaches for investigating the classification of malignant and benign breast DCE-MR lesions [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The performance of any classifier depends on type of features used, training dataset provided and the type of classifier.
This paper presents a new classifier system constructed using artificial neural network optimized by AFSO algorithm to classify breast DCE-MRI lesion into benign or malignant using seven statistical textural features obtained from the lesion. The extracted statistical texture features were used to classify the lesion with a three-layered back propagation neural network. This work is the first experiment of artificial fish swarm optimization algorithm training the neural network for classifying the ROI (lesion) of breast DCE-MRI.
Suspicious Lesion Classification Model
The computer assisted lesion classification approach for breast DCE-MRI lesion detection typically comprised of two modules: (1) a quantitative feature extraction followed by feature selection and (2) a classifier that employs the features extracted from the lesion to discriminate lesion classes.
Feature Extraction
Once the ROI (region of interest) or tumor boundary is identified, characterization is necessary to determine the pathological nature of the lesion, i.e., whether the lesion is benign or malignant. For quantitative evaluation, many features have been retrieved from the lesions of DCE-MR images extracted during segmentation. A detailed procedure of segmentation phase has been reported in [16] , shows the results of the segmentation, ROI selection procedure for mass or lesion extraction over the breast DCE-MR image with lesion.
The research work in quantitative morphological and kinetic features analysis of mass or lesions is considerably less, partly due to the difficulty in identifying relevant quantitative parameters that could characterize benign and malignant lesions. Texture feature has been proven to be useful in differentiating normal and abnormal pattern. For breast DCE-MRI suspicious lesion classification statistical texture features are widely used [3, 4, [8] [9] [10] [11] [12] [13] [17] [18] [19] [20] .
In this proposed work, a set of 18 features were extracted from the ROI, 14 GLCM (gray level co-occurrence matrix) statistical texture measures as defined in [21] and 4 GLHM (gray level histogram moments) features defined in [3, 11] . These features are used because they have proven improvement in classifier performance [3, 11] . The features extracted are: entropy, skewness, difference moment, energy measure, difference variance, sum average, standard deviation, difference average, difference entropy, kurtosis, correlation, inertia, variance, inverse difference moment, mean, sum entropy, sum variance and information measure of correlation.
Feature Selection
Feature selection techniques are used for choosing a small feature set from available set of features, which will beneficial in reducing the size of the data to be processed and improving accuracy of the classifier. Selecting appropriate set of features for classification plays a most significant part in designing a good classifier. Hypothesis tests appear to be well suited for dealing with selection of most discriminative feature subset from the available feature set [3, 11, 20, [22] [23] [24] [25] [26] [27] .
From the available 18 features, feature subset of 7 features is selected by hypothesis t-test; they are entropy, standard deviation, mean, skewness, kurtosis, variance and energy [3, 11] . The features selected are listed with their mathematical equation for calculating its corresponding value from the extracted ROI.
Entropy
The Entropy, H is determined according to Equation 1.
Where p(i, j) is the pixel value at point (i, j) of an image.
Standard Deviation
The standard deviation, σ is defined in Equation 2.
Mean Value
The mean, µ is calculated using Equation 3.
Skewness
The Skewness, S is calculated by Equation 4.
Where, p(i, j) is the pixel value at point (i, j), µ and s are the mean and standard deviation respectively.
Kurtosis
The Kurtosis, K is given in Equation 5.
Where, p(i, j) is the pixel value at point (i,j), µ and σ are the mean and standard deviation respectively.
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Variance
The Variance, V is calculated using the formula in
Where p(i, j) is the pixel value at point (i, j) of an image. the mean.
Energy
The Energy, E is calculated using Equation 7.
The seven statistical texture features extracted from lesion region are fed as input to the classifier module of the classification system for efficient discrimination between the lesion types.
Proposed Lesion Classifier
The classifier used in designing lesion classification module is based on artificial neural network and the artificial fish swarm algorithm is used to optimize the neural network. The classifier chosen is a three layered backpropagation neural network.
Artificial Neural Network Architecture
The architecture artificial neural network based classifier comprises of a three-layer back propagation neural network is shown in Figure 1 . The three-layer back propagation neural network comprise of an input layer, an output layer and a hidden layer. The number of neurons in the input layer depends to the number of input features, since the input feature set consist of seven features, the input layer has 7 neurons. The output layer consist one neuron whose values varies between zero or one which specifies the level of malignancy, where zero means benign and one means malignant. The number of neurons in hidden layer is identified by trial-and the neural network architectures with five hidden neurons are selected. The Variance, V is calculated using the formula in Equation 6.
Eq. 6
Where p(i, j) is the pixel value at point (i, j) of an image. µ is Eq. 7
Where p(i, j) is the pixel value at point (i, j) of an image. seven statistical texture features extracted from lesion region are fed as input to the classifier module of the classification system for efficient discrimination between the lesion classification module is based on artificial neural network and the artificial fish swarm algorithm is used to optimize the neural network. The classifier chosen is a three layered backpropagation neural network.
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The learning coefficient of 0.0001 is set for the hidden layer and 0.001 for the output layer. The linear and hyperbolic tangent transfer functions are used as activation functions of hidden and output layers of neural network respectively. The parameters are estimated through trial and error evaluations. Therefore, the ANN structure with the lowest error value is considered as an optimal structure.
The error backpropagation algorithm is for training neural network when used as classifier. During the training phase, the feed forward computation is done and compared with the desired output; the error obtained is backward propagated to adjust the weights. For training the neural network the fish swarm optimization algorithm is used to optimize the weights of the neural network in place of the backpropagation procedure.
Basically, neural network training is a process by which the synaptic weights W of an ANN are adjusted in procedure of stimulation by the background in which the network is implanted. The type of training or learning procedure decides the method in by which the synaptic weight change takes place. This proposed classifier model emphasis on supervised learning procedure, which utilizes a labeled set of training database made up of X input
The back propagation neural network training process is to reduce the error value. The error value is the difference between the actual attained ou value of the neural network for the given set of training input patterns. Training of the neural network is carried out by providing to the network a set of training pattern of known desired output are taken from the train value for each training pattern is the sum of the squared differences between the desired and actual attained outputs of the network corresponding to the provided input training pattern. The above process is continued for all the pa the training database and the error values for all the training patterns are added to achieve the error value for a back propagation neural network.
Artificial Fish Swarm Optimization Algorithm
Artificial Fish Swarm Optimization (AFSO) is an optimization algorithm, it was originally designed and implemented in 2002 [28] . The AFSO algorithm designed based on imitating the behaviors of fish swarm. It also relies on a population based search methodology, which consists of a number of fishes. Each individual fish explores the problems solution space to find an optimum solution and is referred to as an artificial fish (AF). AFSO algorithm solves a problem based on four major process of fish swarm, they are preying, swarming, following, and random, these four processes performed by AF individuals to achieve a global optimum solution without loss of generality. AF individual will freely move in the direction of possible position within its visual limit an depends on the Step-limit;
Step and Visual parameters generate great impact on AFSO algorithm performance. The position, in which AF exist is considerably the solution, If the solution
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The back propagation neural network training process is to reduce the error value. The error value is the difference between the actual attained output value and the desired output value of the neural network for the given set of training input patterns. Training of the neural network is carried out by providing to the network a set of training pattern of known desired output are taken from the training database. The error value for each training pattern is the sum of the squared differences between the desired and actual attained outputs of the network corresponding to the provided input training pattern. The above process is continued for all the patterns in the training database and the error values for all the training patterns are added to achieve the error value for a back
Artificial Fish Swarm Optimization (AFSO) is an optimization algorithm, it was originally designed and implemented in 2002 [28] . The AFSO algorithm designed based on imitating the behaviors of fish swarm. It also relies on a population based logy, which consists of a number of fishes. Each individual fish explores the problems solution space to find an optimum solution and is referred to as an artificial fish (AF). AFSO algorithm solves a problem based on four major are preying, swarming, following, and random, these four processes performed by AF individuals to achieve a global optimum solution without loss of generality. AF individual will freely move in the direction of possible position within its visual limit and each movement limit;
Step and Visual parameters generate great impact on AFSO algorithm performance. The position, in which AF exist is considerably the solution, If the solution obtained is better than already existing one then the new solution is memorized, else the old value is retained. The consistency of the solution is determined by calculating the fitness of the solution. AFs attain a solution point where its amount of food consistency is maximum, which is also, called as global optimum solution. [28] . AFSO algorithm has been used for solving several kinds of optimization problems; it has also shown to provide better performance [28] [29] [30] [31] [32] [33] [34] [35] .
Neural Network Training using the Fish Swarm Optimization Algorithm
The training of neural network using the artificial fish swarm algorithm will comprise of the swarm of fish searching for the best values of the synaptic weights assigned between the neurons within the neural network; each fish represents a neuron in the network with a particular set of weight vectors. The purpose of the algorithm is to find the fish swarm producing optimal weight vectors, which in turn provides the smallest error value. The neural network error value E is defined by Equation 8: (ii) Calculate the error value between the target and obtained value.
step5: Based on the error value obtained from step 4, (i) update the AFs location to the new value if it is better than the previous value; else, the location of AFs is kept unchanged.
(ii) Remember the best AFs location achieved so far.
step6: Stop the process of weight updation, if the error value has dropped below a predetermined threshold or after finishing the defined number of iterations.
step7: Else, return to step 4. step8: Stop.
In the proposed artificial neural network training using fish swarm optimization algorithm, each cycle of the search process for optimized weights consists of three steps after population and control parameter initialization for ANN-AFSO algorithm. The artificial fish swarm would continue the searching process until the last cycle to find the optimal weights for artificial neural networks. The AFs location of which has low food concentration is neglected is replaced with a new AFs location. Every artificial fish would produce new solutions (weights) for the network. The AFs location is applied randomly and is initialized for evaluation, which uses sphere function given in Equation 9 to evaluate the fitness. Every fish try produce new evaluated AFs location for the network and the fitness evaluation is used to select the best food source location. If the new AFs location has equal or better fitness than the old AFs location, it is replaced with the new AFs location in the memory. Otherwise, the old AFs location is retained in the memory. The proposed structure can be effectively used for breast DCE-MRI lesion classification task.
Experimental Results and Analysis
This section presents the visual and statistical experimental results and analysis of the proposed classifier for classifying the suspicious lesion on real breast DCE-MR Image dataset.
Evaluation Data and Methods
The breast DCE-MR image dataset contains records of 120 patients. The provide image dataset includes 80 malignant lesions and 40 benign lesions. The breast DCE-MRI dataset is received from the Radiology Department of Kovai Medical Center and Hospital (KMCH), Coimbatore, India. The performance of the proposed classifier model is validated using cross-validation experimentation and Leave-one-out-cross--validation, for cross-validation the image dataset is divided into the training set and the test set. The training sets of 70 images from the dataset (with 50 malignant lesions and 20 benign lesions) were used to construct the classifier model and the test sets of 50 images from the dataset (with 30 malignant lesion and 20 benign lesions) are used to evaluate the trained classifier model. The dataset images used for training are not used to test the classifier model. For leave-one out-crossvalidation experimentation, if n images are there in dataset, n-1 images in the dataset are used for training the classifier and the left out image is used for testing the classifier, this process is repeated n times, where each time a different image is left out. This method of experimentation takes more time.
Performance Evaluation
The classification performance can be assessed in terms of the sensitivity, specificity, accuracy and Error in classification of the system as derived from the Equations 12-15. Where TP = true positive, TN = true negative, FP = false positive, and FN = false negative. It is clear that the main purpose of any classifiers to reduce the false positive and negative rates, similarly, to exploit maximum true negative and positive rates.
Accuracy
The results obtained by the proposed fish swarm algorithm trained neural network classifier using both validation methods are illustrated in Table 1 and Table 2 . There exist variation in performance results between the leave-one-out cross-validation method and the cross-validation experimentation is due shrinkage of the training set use in cross-validation method. The results of both validation methods indicate that the selected texture features for classifier provides a better discriminating between benign and malignant lesions. Table 3 presents the parameter values used in the proposed artificial fish swarm optimized training algorithm implementation. The parameter values were decided empirically.
The sensitivity of the algorithm is high since the rate of accuracy is higher. The efficiency of the proposed algorithm is good, because of less number of parameters used and less space required. The proposed algorithm represented the advantages of achieving global optimum solution and high accuracy.
The seven statistical texture features values are computed over the image containing malignant and benign lesions and are tabulated in Table 4 . This preliminary result shows that the texture features values of the malignant lesions and the benign lesions are different. This is also indicates that the selected texture features are more effective in the lesion classification for the given image database.
ROC Analysis of the Classifier Performance
The accuracy of any classifier model is generally assessed by using ROC analysis [36] . The ROC analysis curve is obtained by plotting of the sensitivity values versus the 1-specificity values of the classifier result at differing thresholds. The accuracy of any classifier is measured by area under the ROC curve (AUC) termed AZ. The estimation of the AZ value can be obtained with the trapezoidal rule which can underestimate the areas under the ROC curve. 
Parameters Values
Fish swarm population size 200
Visual range of artificial fish 40
Crowding factor 0.95
Step factor each fish in fish swarm 8
Genmax (maximum generation) 35
Maximum number of iterations, R 2000 The ROC curve has been plotted by varying the threshold values of the output layer of the classifier is shown in Figure 2 . The threshold value is varied from 0.34 to 0.74 in steps of 0.02. The proposed classifier achieves A Z = 0.989 using leave-oneout cross-validation experimentation approach and A Z = 0.973 using cross-validation experimentation, which illustrates that the obtained classification performance by both validation methods are optimum. 
Comparing Performance of Different Classifiers
The accessibility of numerous high-quality classifier models would embolden the physicians to implement these computer assisted tools into every day medical examination. Classifiers performance has been compared in order to determine the best classifier for discriminating between lesion types. Table 5 are different and results only illustrates the qualitative perception. By investigating the performance results of the proposed classifier, the best results are achieved when using ANN trained artificial fish swarm optimization algorithm based classifier. AFSO trained ANN classifier outperforms all other existing classifiers. The results of the experiments also suggest that combining different types of information (GLCM and GLHM) into single feature set may enhance the discriminatory power of a feature space without increasing its size. This will lead to an automated computer assisted classification system capable of discriminating lesion in breast DCE-MRI. 
Snap Shots of CAE system for Breast DCE-MR Images
This section shows few snap shots of graphical user interface of the classification system explained. 
Conclusion
This paper has proposed the best performing features and classifiers for classifying benign and malignant lesions in DCE-MRI of the breast. A set of 18 textural features is proposed. These are based on statistical textural features mainly GLCM (gray level co-occurrence matrix) and GLHM (gray level histogram moments) information from the DCE-MRI data. The features subset is selected using statistical hypothesis t-test, which results in indicating seven features are enough to best in discriminating between benign and malignant. The designed AFSO optimized ANN classifier yields an (AUC) A Z = 0.989 using leave-one-out crossvalidation experimentation approach and A Z = 0.973 using cross-validation experimentation approach on the given validation dataset, which declares that the proposed classifier is actually a beneficial tool for the diagnosis of the breast cancer than several existing classifiers.
