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Abstract
Mixture models are well-known for their versatility, and the Bayesian paradigm is a suitable
platform for mixture analysis, particularly when the number of components is unknown. Bhat-
tacharya (2008) introduced a mixture model based on the Dirichlet process, where an upper bound
on the unknown number of components is to be specified. Here we consider a Bayesian asymptotic
framework for objectively specifying the upper bound, which we assume to depend on the sample
size. In particular, we define a Bayesian analogue of the mean integrated squared error (Bayesian
MISE), and select that form of the upper bound, and also that form of the precision parameter of
the underlying Dirichlet process, for which Bayesian MISE of a specific density estimator, which
is a suitable modification of the Polya-urn based prior predictive model, converges at sufficiently
fast rate. As a byproduct of our approach, we investigate asymptotic choice of the precision pa-
rameter of the traditional Dirichlet process mixture model; the density estimator we consider here
is a modification of the prior predictive distribution of Escobar & West (1995) associated with the
Polya urn model. Various asymptotic issues related to the two aforementioned mixtures, includ-
ing comparative performances, are also investigated. We also perform simulation experiments for
comparing the performances of the approaches associated with Bhattacharya (2008) and Escobar
& West (1995) in terms of Bayesian MISE for various choices of the true, data-generating distri-
bution, and demonstrate that the approaches related to Bhattacharya (2008) generally outperform
those associated with Escobar & West (1995).
Keywords: Bayesian Asymptotics, Dirichlet Process, Mean Integrated Squared Error, Mixture
Analysis, Polya Urn.
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1. INTRODUCTION
In recent years, the use of nonparametric prior in the context of Bayesian density estimation arising
out of mixtures has received wide attention thanks to their flexibility and advances in computational
methods. The study of nonparametric priors in the context of Bayesian density estimators has been
initiated by Ferguson (1983) and Lo (1984) who derived the associated posterior and predictive
distributions.
The set-up of for nonparametric Bayesian density estimation with mixture priors can be rep-
resented in the following hierarchical form: for i = 1, . . . , n, Yi ∼ K(· | θi) independently;
θ1, . . . , θn
iid∼ F and F ∼ Υ, where F is a random probability measure and Υ is some appropri-
ate nonparametric prior distribution on the set of probability measures. An important choice of
Υ is of course the Dirichlet process prior, which we denote by DP (αG0), G0 being the expected
probability measure and α being the precision parameter.
1.1 Two competing models based on Dirichlet process
1.1.1. The EW model With the Dirichlet process prior the set-up of Lo (1984) boils down to
the Escobar & West (1995) (henceforth EW) model. For our purpose in this paper, our interest as
a density estimator is the following modification of the prior predictive associated with EW:
fˆEW (y | θ1, . . . , θn) = α
α + n
A(y) +
1
α + n
n∑
i=1
K?(y|θi), (1)
where A(y) =
∫
K?(y|θ)dG0(θ); K?(y|θ) being a modification of the original K(y|θ). That
is, we are interested in the posterior distribution of the statistic fˆEW (y | θ1, . . . , θn) given data
modeled by the original EW model having kernel K(·|θ). We shall consider priors for σ that are
dependent upon the sample size n, such that σ → 0 in probability with respect to the prior. Thus,
σ + kˆn → k (> 0) in probability.
Specifically, we shall consider the situation where the model K(y|θ) is the density of N(y :
θ, σ2), the normal density with mean θ, variance σ2, and evaluated at y. The kernel associated
with the density estimator, K?(y|θ), is the density of the truncated normal density N(y : θ, (σ +
kˆn)
2)I{|y|≤a}, where a > 0, and for any set S, IS is the indicator function of the set S. In the above,
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kˆn is a strongly consistent estimator, based on n data points, of the scale k (> 0) associated with
the true data-generating density (see Section 4.3). We assume that there exists η > 0 such that
kˆn > η for all n ≥ 1, for almost all sequences kˆn. We further assume that (kˆn − k)2 is uniformly
integrable with respect to the true, data-genrating distribution. The last assumption ensures that
(kˆn − k)2 converges to zero even in expectation with respect to the true distribution. An example
of such a consistent estimator is provided in Section 8.1.3.
In (1), the random measure F has been integrated out to arrive at the following Polya urn
distribution of θ1, . . . , θn:
θ1 ∼ G0
θi|θ1, . . . , θi−1 ∼ α
α + i− 1G0 +
1
α + i− 1
i−1∑
j=1
δθj , for i = 2, . . . , n,
where δθj denotes point mass at θj .
In our case, we shall assume compact support of the base measure G0. It follows that K∗ is a
compactly supported Gaussian kernel. Note that in the frequentist literature compactly supported
kernels are often used for density estimation, particularly for deriving theoretical results. See, for
example, Moreira & de Un˜a-A´lvarez (2012), Liang & Liu (2013) (see also Huntsman (2017) and
the references therein), for some relatively recent works in this regard. Since in this paper we deal
with density estimation, considering compact support of K∗ is not that retrogressive.
1.1.2. The SB model Though very well known, the EW model has several draw backs in terms
of computational efficiency which manifest themselves particularly when applied to massive data.
Bhattacharya (2008) (henceforth SB) proposed a new model which is shown to bypass the prob-
lems of the EW model (see Mukhopadhyay, Bhattacharya & Dihidar (2011), Mukhopadhyay, Roy
& Bhattacharya (2012), Mukhopadhyay (2013) for the details). The essence of the SB model lies in
the assumption that data points are independently and identically distributed as an M -component
mixture model, where the parameters of the mixture components, which we denote by θ1, . . . , θM ,
are samples from a Dirichlet process. In other words, the model of SB is given by the following
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hierarchical structure:
y1, . . . , yn
iid∼ 1
M
M∑
i=1
K(·|θi) (2)
θ1, . . . , θM
iid∼ F (3)
F ∼ DP (αG0).
The density estimator that we are interested in is of similar form as (2) but K(·|θi) is modified
to K?(·|θi). In other words, the density estimator corresponding to the SB model which we shall
work on is the following:
fˆSB(y|θ1, . . . , θM) = 1
M
M∑
i=1
K?(y|θi). (4)
In other words, we are interested in the posterior distribution of fˆSB(y|θ1, . . . , θM) given data
modeled by the original SB model having kernel K(·|θ). As in the case of EW, for the SB model
also we set K(y|θ) ≡ N(y : θ, σ2) and K?(y|θ) ≡ N(y : θ, (σ + kˆn)2)I{|y|≤a}.
Marginalizing out F results in the Polya urn distribution of θ1, . . . , θM . Thus, the total number
of distinct components of the SB mixture, although random, is bounded above by M , while in
the EW mixture (1) the corresponding upper bound is n. If M is chosen to be much less than n,
then this idea entails great computational efficiency compared to the EW model, particularly in the
case of massive data. Moreover, if M = n, and Yi is associated with θi for every i, then the SB
model reduces to the EW model, showing that the EW model is a special case of the SB model
(see Mukhopadhyay et al. (2011), for example).
1.1.3. Discussion of the density estimators fˆEW (y|θ1, . . . , θn) and fˆSB(y|θ1, . . . , θM) The
issue of modifying the original kernel K(y|θ) to K∗(y|θ) for both EW and SB asymptotics needs
some discussion. First note that in the literature asymptotics of traditional DP mixtures (also, the
EW model) concerns convergence of the posterior distribution of the random probability measure
as the data size increases; convergence rates of the corresponding posterior predictive density are a
byproduct of the posterior contraction rate; see Corollary 5.1 of Ghosal & van der Vaart (2001). It
is crucial to note that here the data are modeled as: y1, . . . , yn
iid∼ ∫ K(·|θ)dF (θ), where F follows
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the Dirichlet process. This iid set-up is very convenient for asymptotic calculations associated
with the posterior of F .
Now note under the SB model, given F , for any value M ,
fSB,F (y) =
1
M
M∑
i=1
∫
K(y|θi)
M∏
j=1
dF (θj)
=
1
M
M∑
i=1
∫
K(y|θi)dF (θi)
=
∫
K(y|θ)dF (θ),
so that the marginal distribution of any data point given F is the same as that of EW. However,
given F , y1, . . . , yn are not independent. Indeed, their joint distribution conditional on F is
[y1, . . . , yn|F ] = 1
Mn
∫ { n∏
i=1
[
M∑
j=1
K(yi|θj)
]}
M∏
j=1
dF (θj).
This dependent joint distribution is not as convenient for asymptotic calculations as in the iid
EW case. Thus the traditional approach to DP mixture asymptotics and then derivation of the
corresponding posterior predictive convergence rate as by-product, seems to be unwieldy in the
SB model scenario. The alternative approach described in Section 1.1.2 facilitates asymptotic
posterior calculation such that the density estimator fˆSB(y|θ1, . . . , θM) has fast convergence rate
with respect to Bayesian MISE (introduced in Section 3), to the true, data-generating distribu-
tion whenever the assumptions of the true density detailed in Section 4.3 hold, that is, essentially
when the true distribution is a normal mixture with respect to the mean. The simulation studies
in Section 8 are not only in accordance with our theoretical results, but they also demonstrate that
when the true density is essentially a normal mixture of the mean, the SB-based density estima-
tor fˆSB(y|θ1, . . . , θM) significantly outperforms the original and unrestricted density estimators
proposed in EW and SB. Interestingly, these latter density estimators do not need any restrictive
assumptions on bandwidth; in fact, in Section 8 we assume that the kernel variances are all differ-
ent and that (θi, σi) are jointly samples from the underlying Dirichlet process, and hence there is
no need to introduce the consistent bandwidth estimator kˆn. On the other hand, for the SB-based
density estimator fˆSB(y|θ1, . . . , θM), we assume a single σ with a prior depending on the sample
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size such that σ tends to zero in probability as the sample size goes to infinity. That in spite of
such restriction associated with fˆSB(y|θ1, . . . , θM) as compared to the original density estimators
proposed in EW and SB, the performance of the former is still much superior, shows the worth of
introducing fˆSB(y|θ1, . . . , θM) when the true density has the form described above.
We introduce the EW-based modified density estimator fˆEW (y|θ1, . . . , θn) and derive its asymp-
totic theory mainly for comparability of our approach to SB-based asymptotics of fˆSB(y|θ1, . . . , θM).
Indeed, we use the same methods of asymptotics calculations for both the density estimators.
Eventually we see that fˆSB(y|θ1, . . . , θM) significantly outperforms the EW-based density estima-
tor fˆEW (y|θ1, . . . , θn), both theoretically as well as in simulation studies, when the assumptions of
the true density detailed in Section 4.3 hold. However, fˆEW (y|θ1, . . . , θn) does outperform both
the original density estimators of EW and SB, demonstrating its utility when the true model has
the above form.
From the above arguments it is evident that at least when the true data generating distribution
is of the form detailed in Section 4.3, the density estimator fˆSB(y|θ1, . . . , θM) is to be preferred
over the other Bayesian density estimators from both theoretical and practical perspectives. In our
future efforts, we shall generalize the class of true distributions and derive more general asymptotic
results, even for the more complex and dependent SB set-up.
1.2 Alternative truncated density estimators
In (4) and (1), we assumed that each kernel of the mixture density is a truncated normal. Alterna-
tively, one may consider the following density estimators:
f˜EW (y | θ1, . . . , θn) = ϕ1(Θn)
[
α
α + n
A(y) +
1
α + n
n∑
i=1
K?(y|θi)
]
I{|y|≤a}, (5)
where K(y|θ) ≡ N(y : θ, σ2) and K?(y|θ) ≡ N(y : θ, (σ + kˆn)2), and
ϕ1(Θn) =
{
α
α + n
∫ [
Φ
(
a− θ
σ + kˆn
)
− Φ
(−a− θ
σ + kˆn
)]
dG0(θ)
+
1
α + n
n∑
i=1
[
Φ
(
a− θi
σ + kˆn
)
− Φ
(−a− θi
σ + kˆn
)]}−1
,
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so that truncation of each mixture kernel is not required. Similarly, the alternative SB density
estimator will have the following form with K(y|θ) ≡ N(y : θ, σ2) and K?(y|θ) ≡ N(y : θ, (σ +
kˆn)
2):
f˜SB(y|θ1, . . . , θM) = ϕ2(ΘM)
[
1
M
M∑
i=1
K?(y|θi)
]
I{|y|≤a}, (6)
where,
ϕ2(ΘM) =
{
1
M
M∑
i=1
[
Φ
(
a− θi
σ + kˆn
)
− Φ
(−a− θi
σ + kˆn
)]}−1
.
The true distribution, detailed in Section 4.3, can be modified analogously.
The density estimators (5) and (6) are ratio estimators, and the delta-method may be invoked for
handling the asymptotic theory of such estimators. Indeed, we have verified that all the asymptotic
results with these ratio estimators remain the same as those associated with (1) and (4) and require
exactly the same set of assumptions, only except the result that both (5) and (6) converge to the
same true distribution. Although we expect the result to hold, the proof that (1) and (4) converge
to the same true distribution, presented in this paper, can not be extended in the case of (5) and (6).
In any case, we do not pursue (5) and (6) any further and henceforth, concentrate only on (1) and
(4).
1.3 Importance of Bayesian version of mean integrated squared error
Mean integrated squared error (MISE) is classically a very well-established measure for evalu-
ating classical density estimators; see, for example, Silverman (1986). Attractively, it is additive
in integrated squared bias and integrated variance, so that the desired density estimator can be
adjusted to account for this trade-off. Measures based on other distances, such as the Hellinger
distance, does not enjoy such property. In the context of Bayesian density estimation with respect
to (1) and (4), note that too many mixture components are expected to reduce the bias, but can
inflate the variance significantly. Since α controls the number of mixture components of EW and
both α and M control the number of mixture components of SB, it is clear that they must be
chosen by appropriately accounting for the Bayesian bias-variance trade-off. In other words, the
bias-variance trade-off is very important for Bayesian density estimation, and some appropriate
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Bayesian version of classical MISE is necessary to quantify such trade-off. In this regard, we
introduce our Bayesian MISE measure in Section 3. It is important to note that for our Bayesian
density estimators, kˆn essentially plays the role of the bandwidth in classical kernel density estima-
tors, and since it is a strongly consistent estimator of the scale associated with the true distribution,
there is essentially no bandwidth selection problem associated with our Bayesian MISE.
2. OVERVIEW OF OUR CONTRIBUTIONS
Assuming the Polya-urn based mixture set-up in this paper we investigate choices of M and α by
obtaining the Bayesian MISE convergence rate of our SB-based density estimator given by (4).
We will assume M to be increasing with n; in fact, our subsequent asymptotic calculations show
that M increasing at a rate slower that
√
n, is adequate. Since the interplay between M and α is
important, we also assume α to be increasing with n. But if α increases too fast then convergence
to the true distribution need not attain; we will investigate choices of α that lead to convergence
and non-convergence to the correct model. To reflect the dependence of M and α on n henceforth
we shall write Mn and αn. We show that the prior parameters driving the model can be selected in
a way that the Bayesian MISE of the respective model convergences to zero at a desirable rate.
Thus, we obtain objective, asymptotic choices of the prior parameters. This is important since in
applications the prior parameters are almost always chosen by ad hoc means.
In parallel with the development related to the SB-based density estimator, we develop the
corresponding Bayesian MISE-based asymptotic theory for the EW-based density estimator (1),
where we discuss choices of the prior parameters associated with the EW model. In fact, while
we proceed, we shall always state the results related to the EW model first, and then the corre-
sponding result on the SB model, since the former is a simpler model compared to SB, and so, the
results/calculations are simpler and make the SB-based calculation steps easier to follow.
We show that both our density estimators corresponding to EW and SB converge to the same
true distribution, and that for the same choices of the prior parameters common to both the EW
and the SB models, the SB model converges much faster to the true distribution with respect to
Bayesian MISE.
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We back up our theoretical results with simulation experiments where we also include, in addi-
tion to the density estimators (4) and (1), the original density estimators proposed in Bhattacharya
(2008) and Escobar & West (1995), which allow the scales of the mixture components to be dif-
ferent and random, and consider them along with the mean parameters as samples from a bivariate
Dirichlet process. We demonstrate that the methods based on SB generally outperform those asso-
ciated with EW in terms of Bayesian MISE.
There is also an important question regarding the conditions leading to convergence of the
mixtures to the wrong models (that is, models that did not generate the data). In other words, this
is a question of model mis-specification. We show that the model of EW can converge to a wrong
model under relatively weak conditions, whereas much stronger conditions must be enforced to
get the SB model to converge to the wrong model.
Furthermore, we consider a modified version of SB’s model that accommodates continuous
mixing probabilities; however, as we demonstrate, all the results remain intact under this modified
version.
Proofs of all the results are provided in the supplement, whose sections have the prefix “S-”
when referred to in this paper. Additionally, in Section S-6 of the supplement, we we investigate
the “large p, small n” problem of both the EW and the SB set-up.
For all our MISE-based comparisons we assume that the kernel-based parameters (usually,
location and scale parameters) and the random measure F have the same prior distributions under
both EW and SB.
The rest of the work is organized as follows. We introduce our notion of Bayesian MISE in
Section 3. In Section 4 we provide details of the explicit forms of the EW-based and the SB-based
models and provide discussions on the assumptions used in our subsequent asymptotic calcula-
tions. The assumptions regarding the true, data-generating distribution are also provided in the
same section. Section 5 provides results showing convergence of the posterior expectations of the
EW-based and the SB-based models, respectively, to the same true distribution, also providing the
rates of convergence. In Section 6 we compute Bayesian MISE-based rates of convergence of the
EW and the SB models. In Section 7 the MISE rates of the two models are compared with each
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other while also demonstrating how asymptotic choices of the prior parameters can be made. Using
simulation experiments we compare the Bayesian MISE based performances of the SB and EW
based density estimators in Section 8, for various choices of the true distribution, demonstrating
that the SB based density estimators outperform those based on EW in most of the cases consid-
ered. In Section 9, the conditions, under which the models may converge to wrong distributions,
are investigated. Asymptotics of a modified version of the SB model are discussed in Section 10.
3. BAYESIAN MISE
Assuming that fˆn is an estimate of the true density f0 based on the observed dataY n = (Y1, . . . , Yn)′,
the MISE of fˆn is given by
MISE =
∫
E{fˆn(y)− f0(y)}2dy, (7)
where the expectation is with respect to the data Y n. In our Bayesian context, we consider the
following analogue of the classical definition:
MISE∗1 =
∫
{fˆ(y|Y n)− f0(y)}2dy, (8)
where fˆ(y|Y ) = ∫ fˆ(y|Θ)pi(Θ|Y n)dΘ denotes any choice of the posterior predictive density
estimator. Note that the choice of the posterior predictive density estimator is determined by the
choice of fˆ(y|Θ).
We further modify the above definition by considering a weighted version, given by
MISE∗2 =
∫
{fˆ(y|Y n)− f0(y)}2f0(y)dy. (9)
Thus, in (9) f0(y) downweights those squared error terms {fˆ(y|Θ) − f0(y)}2 which correspond
to extreme values of y. Such weighting strategies that use the true distribution as weight, are not
uncommon in the statistical literature. The well-known Crame´r-von Mises test statistic (see, for
example, Serfling (1980)) is a case in point.
It is easy to see that
MISE∗1 ≤MISE1
12
and
MISE∗2 ≤MISE2,
where MISE1 and MISE2 are given by
MISE1 =
∫
E{fˆ(y|Θ)− f0(y)}2dy
=
∫ ∫
{fˆ(y|Θ)− f0(y)}2pi(Θ | Y n)dΘdy, (10)
and
MISE2 =
∫
E{fˆ(y|Θ)− f0(y)}2f0(y)dy
=
∫ ∫
{fˆ(y|Θ)− f0(y)}2pi(Θ | Y n)f0(y)dΘdy, (11)
Because of the inherent advantages of the weighted version in the case of extreme values, in this
paper we focus on MISE∗2 , which is dominated by MISE2. More specifically, for both EW and
SB models, we shall obtain rates of convergence of the respective MISE2 to zero. Note that
even though MISE∗2 is a measure regarding how close the posterior predictive density fˆ(·|Y n) is
close to the true density f0(·), MISE2 no longer considers the distance between the point estimate
fˆ(·|Y n) and f0(·) directly; instead, it considers the distance between the random density estimator
fˆ(·|Θ) and f0(·), suitably weighted by the posterior and the true density. Hence, MISE2 seems to
be a more “Bayesian measure” compared toMISE∗2 . Further justification of dealing withMISE2
is provided by the following argument. Note that by Markov’s inequality, for any  > 0,
P
(∫ {
fˆ(y|Θ)− f0(y)
}2
f0(y)dy > 
∣∣∣∣∣Y n
)
< −1E
[∫ {
fˆ(y|Θ)− f0(y)
}2
f0(y)dy
]
= −1
∫ ∫
{fˆ(y|Θ)− f0(y)}2pi(Θ | Y n)f0(y)dΘdy
= −1MISE2.
In words,MISE2 also bounds the posterior probability of the weighted, Θ-specific randomMISE
given by
∫ {
fˆ(y|Θ)− f0(y)
}2
f0(y)dy, to exceed . Hence, it is important to have MISE2 to
converge to zero at a fast enough rate.
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Since the bounds that we provide for MISE2 automatically bound MISE∗2 , it is interesting to
observe that the bounds for the MISE associated with random density estimators are also bounds
for the MISE associated with the posterior predictive density estimators of the form fˆ(·|Y n).
Thus, although we are interested in the random density estimators and the corresponding Bayesian
measure MISE2, our techniques automatically provide inference regarding the point density esti-
mator fˆ(·|Y n). Henceforth, for notational simplicity we refer to MISE2 simply as MISE.
MISE of the form (11) can be expressed conveniently as
MISE =
∫
V ar
(
fˆ (y | Θ) |Y n
)
f0(y)dy
+
∫ {
Bias(fˆ(y | Θ)|Y n)
}2
f0(y)dy, (12)
where V ar
(
fˆ (y | Θ) |Y n
)
denotes the variance of fˆ (y | Θ) with respect to the posterior [Θ | Y n]
and
Bias(fˆ(y | Θ)|Y n) =
∣∣∣∣E (fˆ(y | Θ)∣∣∣∣Y n)− f0(y)∣∣∣∣ , (13)
E
(
fˆ(y | Θ)
∣∣∣∣Y n) denoting the expectation of fˆ(y | Θ) with respect to [Θ | Y n].
4. ASSUMPTIONS FOR THE COMPETING MODELS AND THE TRUE DATA
GENERATING DISTRIBUTION
4.1 The EW model and the associated assumptions
We assume the following version of the EW model: for every i = 1, . . . , n; n = 1, 2, . . .,
[Yni | θi, σ] ∼ N(θi, σ2), the normal distribution with mean θi and variance σ2. In the above,
θi
iid∼ F , F ∼ D(αnG0), where G0 is a completely specified, compactly supported probabil-
ity measure. We assume in particular that G0 is supported on some compacts set S such that
S ⊃ [−a− c, a+ c] ∪ [−2a, 2a], where [−a− c, a+ c] is the support of the mixing distribution of
the true distribution; see Section 4.3. An alternative to the assumption of compact support of G0 is
to assume that the expectation of exp
(
4a|θ|
η2
)
exists with respect to G0 and is finite, which would
yield the same results as reported in this paper. However, for large enough a and/or sufficiently
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small η, this would imply that G0 is extremely thin-tailed, which would severely (and unrealisti-
cally) restrict the class of possible base measures. Hence, a sufficiently large compact support of
G0 that contains [−a− c, a+ c] seems to be a much more realistic assumption, which we adopt for
our purpose. Choices of the parameter αn will be discussed subsequently.
Further we assume a sequence of priors on σ as σ/σn ∼ G, where σn (> 0) is a sequence
of constants such that σn → 0, and G is fixed. Denoting Gn(s) = G(s/σn), it follows that
σ ∼ Gn. This assumption regarding the prior of σ is very similar to that of Ghosal & van der
Vaart (2007). Following Ghosal & van der Vaart (2007) we also assume that P (σ > σn) = O(n),
where n → 0. As we make precise later, we let the choice of n depend upon the other prior
parameters. We also assume that there exists a positive sequence {bn}∞n=0 satisfying 0 < bn < σn
and P (σ > σn)/P (bn < σ ≤ σn) = O
(
n
1−n
)
. Additionally, we shall also require that σn ∼ bn,
that is, σn/bn → 1, as n→∞.
That the above conditions on the prior of σ are not self-contradicting can be easily seen from
the following example. Let pi(σ) = θ−1n exp (−σ/θn) be the exponential prior distribution of σ
with mean θn. Let θn = 1/(nr + ns+δ), σn = 1/(nr + ns) + 1/nr and bn = 2/(nr + ns), where
r, s, δ > 0, r > s and s + δ
2
> r. Then σn ∼ bn, P (σ > σn) = exp
(
−σn
θn
)
→ 0, P (bn < σ ≤
σn) = exp
(
− bn
θn
)
− exp
(
−σn
θn
)
→ 0, P (σ > σn)/P (bn < σ ≤ σn) ∼ exp
(
−n2(s+ δ2−r)
)
. With
n = exp
(
−n2(s+ δ2−r)
)
, it is easily seen that P (σ > σn) = O (n) and P (σ > σn)/P (bn < σ ≤
σn) = O
(
n
1−n
)
.
From the pure Bayesian perspective it may be preferable to choose the prior of σ and F to
be independent of n, but our choices, which depend upon n, lead to fast convergence rates with
respect to Bayesian MISE, and hence can perhaps qualify as appropriate objective priors. We let
Θn = (θ1, . . . , θn)
′.
Observe that for every value of the sample size n = 1, 2, . . ., we have a data set {Yni; i =
1, . . . , n} of size nwith associated parameters Θn, αn, σn, n. The data points Yni are assumed to be
independent for each n and i. The array of random variables {Yni; i = 1, . . . , n;n = 1, 2, . . .} is the
well-known triangular array of random variables; see, for example, Serfling (1980). For notational
simplicity we drop the suffix “n” in {Yni; i = 1, . . . , n} and simply denote it by {Y1, . . . , Yn}.
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Assuming that the data are modeled by the original EW approach we study asymptotic proper-
ties of the posterior distribution of density estimators of the following specific form:
fˆEW (y | Θn, σ) = αn
αn + n
An(y) +
1
αn + n
n∑
i=1
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
I{|y|≤a}, (14)
where φ(·) is the standard normal density, ϕ(θ, σ+ kˆn) =
[
Φ
(
a−θ
σ+kˆn
)
− Φ
(
−a−θ
σ+kˆn
)]−1
, where Φ(·)
is the distribution function of the standard normal distribution, andAn(y) =
∫
θ
ϕ(θ,σ+kˆn)
(σ+kˆn)
φ
(
y−θ
σ+kˆn
)
I{|y|≤a}dG0(θ).
It is important to note the difference between the model assumption for the data and the random
density of our interest given by (14); even though the latter adds kˆn to σ, the former does not con-
sider addition of any positive constant to σ. In spite of slightly inflating the variance in (14), the
form of the true distribution (17), to which (14) converges a posteriori, is not severely restricted.
4.2 SB model and the associated assumptions
As in the case of the EW model, here we consider the following random density estimator:
fˆSB(y | ΘMn , σ) =
1
Mn
Mn∑
i=1
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
I{|y|≤a}, (15)
whereMn is the maximum number of distinct components the mixture model can have and ΘMn =
(θ1, θ2, . . . , θMn)
′. As in the EW case, here also we assume the triangular array of random variables
{Yni; i = 1, . . . , n;n = 1, 2, . . .}, and we denote {Yni; i = 1, . . . , n} by {Y1, . . . , Yn} for notational
simplicity. Define Zi = j if Yi comes from the j-th component of the mixture model. Denote z as
the realized vector of Z. We make the same assumptions regarding αn and the prior of σ as in EW.
Additionally, we let Mn increase with n.
To perform our asymptotic calculations with respect to the SB model, we need to shed light on
an issue associated with the frequentist estimate of σ2T , the variance of the true density f0 generating
the data. The assumptions on the true distribution f0 are provided in Section 4.3.
Let nj = #{t : zt = j}, n =
∑Mn
j=1 nj , Y¯j =
∑
t:zt=j
Yt
nj
, and σˆ2T,n =
∑Mn
j=1
∑
t:zt=j
(Yt−Y¯j)2
n
=∑Mn
j=1 njs
2
j,n
n
, where s2j,n =
∑
t:zt=j
(Yt−Y¯j)2
nj
. Now, defining Y¯ =
∑Mn
j=1 nj Y¯j
n
we note that 1
n
∑n
i=1
(
Yi − Y¯
)2
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can be expressed, for any allocation vector z = (z1, . . . , zn)′, as
1
n
n∑
i=1
(
Yi − Y¯
)2
=
1
n
Mn∑
j=1
∑
t:zt=j
(Yt − Y¯ )2
=
1
n
Mn∑
j=1
nj
(
Y¯j − Y¯
)2
+ σˆ2T,n.
Since 1
n
∑n
i=1
(
Yi − Y¯
)2 → σ2T a.s., it would follow from the above representation that σˆ2T,n → σ2T
a.s. if it can be shown that 1
n
∑Mn
j=1 nj
(
Y¯j − Y¯
)2 → 0 a.s. Lemma S-1.1 of the supplement
guarantees that it is indeed the case.
From Lemma S-1.1 and the fact that 1
n
∑n
i=1
(
Yi − Y¯
)2 → σ2T a.s. we can conclude σˆ2T,n → σ2T ,
a.s. So, as n→∞, nσˆ2T,n ∼ nσ2T a.s., implying that as n→∞,
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2 becomes
independent of z. We begin by writing nσˆ2T,n ∼ Cn, where 0 < Cnn < C¯ (for some sufficiently
large constant C¯) is a bounded sequence independent of z and has the same limiting behaviour as
σˆ2T,n. Since we will perform our calculations when for each n, |Yi| < a; i = 1, . . . , n, for some
sufficiently large constant a > 0, we have 0 < σˆ2T,n < 4a
2. Thus, we may choose C¯ = 4a2.
To prove our results related to the SB model we will assume that for large n, Cn/n is bounded
below by an appropriate positive function of σn and n (to be made precise in the relevant lemmas
and theorems), reasonably signifying that σ2T , and hence, Cn/n should not be too small. In fact, we
will compare the MISE convergence rates of SB and EW assuming that σ2T is large enough. In
other words, we are interested in comparing theMISE convergence rates in challenging situations
where it is quite difficult to learn about the true density.
4.3 Assumptions regarding the true distribution
In this paper we assume that the true, data generating distribution is of the following form:
f0(y) =
∫ a+c
−a−c
ϕ(θ, k)
k
φ
(
y − θ
k
)
I{|y|≤a}dF0(θ), (16)
where k is some unknown positive constant, and F0 is an unknown distribution compactly sup-
ported on [−a − c, a + c], for some constants a > 0 and c > 0. Thus, f0 is compactly supported
on [−a, a].
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Note that, using the mean value theorem for integrals, also known as the general mean value
theorem (GMVT) we can re-write f0(y) as
f0(y) =
ϕ(θ∗(y), k)
k
φ
(
y − θ∗(y)
k
)
I{|y|≤a}, (17)
where θ∗(y) ∈ (−a− c, a+ c) may depend upon y.
For the EW and the SB models we will denote the respective MISE’s as MISE(EW ) and
MISE(SB), respectively. Let En0 denote the expectation of Y n with respect to the true distri-
bution f0. We will compute and compare the rates of convergence to 0 of En0 [MISE(EW )] and
En0 [MISE(SB)] when the true density f0 is estimated using the EW model and the SB model,
but with the same set of data for any given sample size.
Before proceeding to the MISE calculations, we first investigate the asymptotic forms of the
posterior expectations of the EW-based and the SB-based models given by (14) and (15), respec-
tively. This we do in the next two sections. These results, apart from being interesting in their
own rights and showing explicitly the form of the true distribution (the asymptotic form of poste-
rior expected models), actually provide the orders of the bias terms of the corresponding MISE
calculations.
5. CONVERGENCE OF THE POSTERIOR EXPECTATION OF THE COMPETING
MODELS TO THE TRUE DISTRIBUTION
5.1 Convergence of the posterior mean of the EW model
Theorem 5.1. Under the assumptions stated in Sections 4.1 and 4.3,
sup
|y|≤a
∣∣∣∣E (fˆEW (y | Θn, σ)∣∣∣∣Y n)− f0(y)∣∣∣∣
= O
(
αn
αn + n
+
n
αn + n
(Bn + 
∗
n + σn + |kˆn − k|)
)
, (18)
where
Bn =
αn + n
αn
e
− c2
4σ2n , (19)
and
∗n =
n
1− n exp
(
n(a+ c1)
2
2bn
2
)
(αn + n)
n
(αn)n
1
Hn0
. (20)
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In the above, c1 > 0, {bn} is a sequence of positive numbers such that 0 < bn < σn for all n with
P (σ > σn) = O (n) and P (σ > σn) /P (bn < σ ≤ σn) = O
(
n
1−n
)
, where n = o(1), as n →
∞. Also, αn = O(nω), 0 < ω < 1, H0 =
∫ a+c
−a−c dG0(x), and f0(y) =
ϕ(µ∗(y),k)
k
φ
(
y−µ∗(y)
k
)
I{|y|≤a}
is a well-defined density, where µ∗(y) ∈ (−a − c, a + c) for each y. The constant involved in the
order (18) is independent of Y n.
Proof. See Section S-2.1.1 of the supplement. The proof depends upon several lemmas, the state-
ments and proofs of which are provided in Section S-2.1 of the supplement. Below we provide a
brief discussion of the lemmas.
The terms ∗n and Bn arise as the orders of the posterior probabilities P (σ > σn|Y n) and
P (θi ∈ [−a− c, a+ c]c, σ ≤ σn|Y n), respectively. The first term in the order (18) of Theorem
5.1) is contributed by the order of the term αn
αn+n
An, where An is already defined in connection
with (14). These results, used for proving Theorem 5.1, which also play important roles in proving
our main Theorem 6.1 on MISE of the EW model, are made precise in Lemmas S-2.1, S-2.2, and
S-2.3 of the supplement, along with their proofs. We make several remarks below in connection
with Theorem 5.1.
Remark 1: To make the bias term implied by Theorem 5.1 tend to zero as n→∞, we will choose
n such that ∗n → 0; in other words, we choose n such that n1−n ≺
[
e
n(a+c1)
2
2bn2
(αn+n)n
(αn)nHn0
]−1
(for any
two sequences a(1)n and a
(2)
n we say a
(1)
n ≺ a(2)n if a
(1)
n
a
(2)
n
→ 0). Furthermore, we will choose αn such
that αn
αn+n
→ 0, n
αn+n
→ 1, and Bn → 0. We will also discuss the consequences if these fail to
hold.
Remark 2: An important point which we stated in Theorem 5.1 is that the constant involved in the
order (18) is independent of Y n. Hence it follows that
En0
[
sup
|y|≤a
∣∣∣∣E (fˆEW (y | Θn, σ)∣∣∣∣Y n)− f0(y)∣∣∣∣
]
= O
(
αn
αn + n
+
n
αn + n
(Bn + 
∗
n + σn + E
n
0 |kˆn − k|)
)
,
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where En0 |kˆn − k| → 0 since |kˆn − k| a.s.−→ 0 and (kˆn − k)2 is uniformly integrable with respect to
f0 by assumption.
Remark 3: The proof of Theorem 5.1 shows that for each y, µ∗(y) corresponds to σ = 0 (the limit
of the sequence σn), and so µ∗(y) is non-random, not depending upon the data.
5.2 Convergence of the posterior mean of the SB model
For proving results on the SB model it is necessary to introduce some necessary concepts and
notation. These new ideas are needed for the SB model and not for the EW model since the latter
is a much less complex model than the former. In particular, note that unlike the EW case where
each θi is represented in L(ΘMn ,Y n, z), θi in the SB model may or may not be allocated to Yi for
some i, that is, there can exist z such that zl 6= i, l = 1, . . . , n. Suppose that R∗1 = {z : no zl = i},
R∗2 = (R
∗
1)
c = {z : at least one zl = i}. Note that #R∗1 = (Mn−1)n and #R∗2 = Mnn−(Mn−1)n.
If z ∈ R∗1, let Θz denote the set of θl’s present in the likelihood and let #Θz=j, where
j = 1, . . . , (Mn − 1). By the definition of R∗1, θi is not present in the likelihood. Without loss
of generality let us assume that θ1, . . . , θj are represented in the likelihood L(ΘMn , z,Y n). For
obtaining bounds of L(ΘMn , z,Y n) it is enough to consider only Θz. For z ∈ R∗1, we split the
range of integration in the numerator in the following way:∫
Θz
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn) =
j∑
l=1
∫
Wl
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
+
∫
Wjc
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn),
(21)
where W1={θ1 ∈ [−a − c, a + c]c}, Wl={θ1 ∈ [−a − c, a + c], . . . , θl−1 ∈ [−a − c, a + c], θl ∈
[−a − c, a + c]c} for l = 2, . . . , j, Wjc={θ1 ∈ [−a − c, a + c], . . . , θj−1 ∈ [−a − c, a + c], θj ∈
[−a− c, a+ c]}.
Also define Vj and E as the following:
Vj = {z ∈ R∗1 : exactly j many θl ’s are in L(ΘMn , z, y)}, and
E = {all θl’s present in the likelihood are in [−a− c, a+ c]}.
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Theorem 5.2. Under the assumptions stated in Sections 4.2 and 4.3, and under the further as-
sumption that
Cn
n
&
[
log
(
1
σn
)
+O
(
1
n
log
(
1−n
n
))]
(
1
σ2n
) (“ & ” indicates “ ≥ ” as n→∞),
the following holds:
sup
|y|≤a
∣∣∣∣E (fˆSB(y | ΘMn , σ)∣∣∣∣Y n)− f0(y)∣∣∣∣
= O
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn + σn + |kˆn − k|
)
, (22)
where ∗Mn =
n
1−n exp
(
n(a+c1)2
2(bn)2
)
(αn+Mn)Mn
αMnn H
Mn
0
, BMn =
(αn+Mn)
αn
exp
(
− c2
4σ2n
)
, and bn is as defined
in Theorem 5.1. Also, for every y, θ∗(y) ∈ (−a − c, a + c), and En0 denotes the expectation with
respect to the true distibution of Y n, given by f0(y) =
ϕ(θ∗(y),k)
k
φ
(
y−θ∗(y)
k
)
I{|y|≤a}. The constant
involved in the above order is independent of Y n.
Proof. See Section S-2.2.1 of the supplement. The proof depends upon several lemmas, all of
which are stated and proved in Section S-2.2 of the supplement.
Several remarks regarding the above theorem follows.
Remark 1: We will choose n, αn,Mn such that the right hand side of (22) goes to zero. In (22)
the terms ∗Mn , MnBMn and
(
1− 1
Mn
)n (
αn+Mn
αn
)Mn
are contributed by the orders of the posterior
probabilities P (σ > σn|Y n), P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn|Y n), and P (Z ∈ R∗1,ΘMn ∈ E, σ ≤
σn|Y n), respectively. The formal statements and proofs of these results are provided in the forms
of Lemmas S-2.4, S-2.5, and S-2.6 of Section S-2.2 of the supplement; see also Lemma S-2.7.
Remark 2: Note that if Mn <
√
n, then it is easy to verify, using L’Hospital’s rule, that the
asymptotic order of P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n), given by
(
1− 1
Mn
)n (
αn+Mn
αn
)Mn
, tends
to zero as n → ∞. Similarly, P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn|Y n) can be made to tend to zero
by making MnBMn → 0. Combining these two results show that if the maximum number of
components is small compared to the data size, then, given an appropriate estimator Cn/n of the
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true population variance σ2T , the probability that any mixture component will remain empty tends
to zero as data size increases. On the other hand, as we show later in Section 9.2 if Mn > n, the
probability that a mixture component will remain empty may converge to 1 as n→∞.
Remark 3: It is important to make a few remarks regarding the choice of c1. Firstly, note that the
term O
(
1
n
log
(
1−n
n
))
appears because of the involvement of O(n) and O(1− n) in the proof of
Theorem 5.2. Assuming that the limit ofO(1−n)/(1−n) exists as n→∞, one can easily verify
that O
(
1
n
log
(
1−n
n
))
∼ 1
n
log
(
1−n
n
)
, so that O
(
1
n
log
(
1−n
n
))
is asymptotically independent
of the constants c2 and c3. In other words, the required condition becomes
Cn
n
& σ2n log
(
1
σ2n
)
+
σ2n
n
log
(
1− n
n
)
.
Since σ2n → 0, the first term σ2n log
(
1
σ2n
)
→ 0 as n→∞. Now assuming ∗Mn = rn, where rn → 0
as n→∞, we have
σ2n
n
log
(
1− n
n
)
= −σ
2
n
n
log(rn) +
σ2n
b2n
(a+ c1)
2
2
+
σ2n
n
Mn log
(
αn +Mn
αnH0
)
.
For suitable choices of the sequences σn, αn and Mn, the first and the third terms of the right hand
side of the above expression tend to zero. Indeed, as in Lemma 7.1 of Section 7, if we assume
αn = n
ω, Mn = nb, where ω < 1, b < 1 and ω < b, then the first and the third terms tend to zero
if we choose rn = n−t for t ≥ 1 and σ2n = n−b. Now, assume that σ2n ∼ b2n. Then,
σ2n
n
log
(
1− n
n
)
→ (a+ c1)
2
2
.
Recalling that 0 < Cn
n
< 4a2 for all n, we must have (a+c1)
2
2
< 4a2. This holds if and only if
0 < c1 < (2
√
2 − 1)a. Hence, we must set c1 ∈
(
0, (2
√
2− 1)a). This also implies that for
consistency of Cn/n we must have a
2
2
< σ2T < 4a
2. Thus, we are interested in situations where
σ2T , the variance of the true density f0 is large for large enough a; that is, we are interested in
situations where it is indeed a challenging task to learn about f0. Consequently, we will make
asymptotic comparisons of the SB method with the EW method assuming this challenging set-up
where a
2
2
< σ2T < 4a
2 holds. Hence, for comparison purpose we set 0 < c1 < (2
√
2− 1)a for both
EW and SB.
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In order to make asymptotic comparisons between the models of EW and SB, first it is neces-
sary to ensure than both are consistent estimators of the same true density. The following theorem,
proved in Section S-2.3 of the supplement, show that this is indeed the case.
Theorem 5.3. The models of EW and SB converge to the same distribution. In other words, for
every y, µ∗(y) = θ∗(y), where µ∗(y) is given in Theorem 5.1 and θ∗(y) is given in Theorem 5.2.
Proof. See Section S-2.3 of the supplement.
We strengthen our convergence results given by Theorems 5.1 and 5.2 by obtaining the orders
of the MISE of the models given by (14) and (15). As already mentioned, Theorems 5.1 and 5.2
are directly related to the bias of the MISE which can be broken up into a variance part and a bias
part.
6. MISE BOUNDS FOR THE COMPETING MODELS
6.1 The main result for the EW model
Theorem 6.1. Under the assumptions of Theorem 5.1,
En0 [MISE(EW )] = O
((
αn
αn + n
)2
+Bn + 
∗
n + σ
2
n + E
n
0 (kˆn − k)2
)
. (23)
Note that, due to uniform integrability, En0 |kˆn − k|2 → 0 as n→∞.
To prove Theorem 6.1 we will break up MISE into variance and bias parts, following rep-
resentation (12) of MISE, and will obtain bounds for the variance and the bias parts separately.
These bounds will be independent of both y and Y n.
Note that
V ar(fˆEW (y | Θn, σ)|Y n) = 1
(αn + n)2
[
n∑
i=1
V ar
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
+
n∑
i=1
n∑
j=1,j 6=i
Cov
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
,
ϕ(θj, σ + kˆn)
(σ + kˆn)
φ
(
y − θj
σ + kˆn
) ∣∣∣∣Y n
)]
.
(24)
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6.1.1. Order of Bias(fˆEW (y | Θn, σ)) It follows from Theorem 5.1 that
E
(
fˆEW (y | Θn, σ)
∣∣∣∣Y n)− f0(y)
= O
(
αn
αn + n
+
n
αn + n
(Bn + 
∗
n + σn + |kˆn − k|)
)
. (25)
We denote αn
αn+n
+ n
αn+n
(Bn + 
∗
n + σn + |kˆn − k|) by S∗n.
6.1.2. Order of V ar
(
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
) ∣∣∣∣Y n)
Lemma 6.2.
V ar
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
= O (Bn + 
∗
n) . (26)
Proof. See Section S-3.1.1 of the supplement.
6.1.3. Order of the covariance term For i 6= j, let
ξin =
[
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
− E
(
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
) ∣∣∣∣Y n)] and
ξjn =
[
ϕ(θj ,σ+kˆn)
(σ+kˆn)
φ
(
y−θj
σ+kˆn
)
− E
(
ϕ(θj ,σ+kˆn)
(σ+kˆn)
φ
(
y−θj
σ+kˆn
) ∣∣∣∣Y n)].
covij = Cov
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
,
ϕ(θj, σ + kˆn)
(σ + kˆn)
φ
(
y − θj
σ + kˆn
) ∣∣∣∣Y n
)
= E
([
ξin − E
(
ξin
∣∣∣∣Y n)][ξjn − E (ξjn∣∣∣∣Y n)] ∣∣∣∣Y n) .
Lemma 6.3.
covij = O (Bn + 
∗
n) . (27)
Proof. Follows from Lemma 6.2 using the Cauchy-Schwartz inequaity.
6.1.4. Final calculations putting together the above results We thus have,
MISE(EW )
= O
(
1
(αn + n)2
[n(Bn + 
∗
n) + n(n− 1)(Bn + ∗n)] + (S∗n)2
)
.
(28)
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Assuming n to be large enough such that n(n−1)
(αn+n)2
≈ 1, the actual form of MISE given in equation
(28) can be simplified further for comparison purpose. Note that if αn
αn+n
→ 1, then the conditional
distribution based on the Polya urn scheme implies that θl’s arise from G0 only, which seems to
be too restrictive an assumption. Thus assuming αn
αn+n
→ 0 seems more plausible as it entails a
nonparametric set up. We assume αn = nω, ω < 1, so that nαn+n ≈ 1 for large n. So, (28) boils
down to
MISE(EW )
= O
(
n
(αn + n)2
(Bn + 
∗
n) + (Bn + 
∗
n) +
(
αn
αn + n
+Bn + 
∗
n + σn + |kˆn − k|
)2)
.
(29)
We can further simplify this form by retaining only the higher order terms. Note that we have
assumed that under certain conditions Bn, ∗n and
αn
αn+n
converge to 0, and hence n
(αn+n)2
(Bn +
∗n) ≺ O (Bn + ∗n). In the third term of equation (29) there are two extra terms, σn and αnαn+n under
the squared term. Adjusting for that term we write the simplified form of of MISE as
MISE(EW ) = O
((
αn
αn + n
)2
+Bn + 
∗
n + σ
2
n + (kˆn − k)2
)
. (30)
Note that the order remains unchanged after taking expectation with respect to En0 . Only |kˆn−
k|2 in (30) is replaced with En0 |kˆn − k|2, which converges to zero due to uniform integrability. In
other words, Theorem 6.1 follows.
6.2 The main result for the SB model
Theorem 6.4. Under the above assumptions of Theorem 5.2,
En0 [MISE(SB)] = O
((
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+MnBMn + 
∗
Mn + σ
2
n + E
n
0 (kˆn − k)2
)
.
6.2.1. Bounds of V ar(fˆSB(y | ΘM , σ))
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Lemma 6.5.
1
Mn
2
Mn∑
i=1
V ar
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
= O
(
1
Mn
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn
))
(31)
Proof. See Section S-3.2.1 of the supplement.
6.2.2. Order of the covariance term
Lemma 6.6.
1
M2n
Mn∑
i=1
∑
j=1,j 6=i
Cov
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
,
ϕ(θj, σ + kˆn)
(σ + kˆn)
φ
(
y − θj
σ + kˆn
) ∣∣∣∣Y n
)
= O
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn
)
. (32)
Proof. Follows from Lemma 6.5 using the Cauchy-Schwartz inequality.
6.2.3. Bound for the bias term The bias of the MISE, which we denote by Bias(fˆSB(y |
ΘMn , σ)), is given by
1
Mn
Mn∑
j=1
E
(
ϕ(θj, σ + kˆn)
(σ + kˆn)
φ
(
y − θj
σ + kˆn
) ∣∣∣∣Y n
)
− f0(y).
From Theorem 5.2 we have,
Bias(fˆSB(y | ΘMn , σ))2 = O
[MnBMn + (1− 1Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn + σn + |kˆn − k|
]2 .
(33)
Thus, the complete order of MISE can be obtained by adding up these individual orders of
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(31), (32) and (33), yielding
MISE(SB) = O
(
1
Mn
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn
))
+O
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn
)
+O
[MnBMn + (1− 1Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn + σn + |kˆn − k|
]2
(34)
Appropriate choices of the sequences involved in MISE(SB) guarantee that MnBMn → 0,(
1− 1
Mn
)n (
αn+Mn
αn
)Mn → 0 and ∗Mn → 0. With these we have
MISE(SB) = O
((
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+MnBMn + 
∗
Mn + σ
2
n + (kˆn − k)2
)
.
(35)
As before, the order remains unchanged after taking expectation with respect to En0 ; only |kˆn−k|2
is to be replaced with En0 |kˆn − k|2, thus proving Theorem 6.4.
7. COMPARISON BETWEEN MISE’S OF EW AND SB
As claimed in Mukhopadhyay et al. (2011) and Mukhopadhyay et al. (2012) (see Mukhopadhyay
(2013) for the complete details), the SB model is much more efficient than the EW model in
terms of computational complexity and ability to approximate the true underlying clustering or
regression. Here we investigate the conditions under which the model of SB beats that of EW
in terms of MISE. In particular, we provide conditions which guarantee that each term of the
order of MISE(EW ) dominates the corresponding term of the order of MISE(SB) (for any
two sequences {a(1)n } and {a(2)n } we say that a(1)n dominates a(2)n if a(2)n /a(1)n → 0 as n→∞).
For the purpose of comparison we will use the same values of bn, σn, n, for all n, for both SB
and EW model, in a way such that both the MISE’s converge to 0.
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Lemma 7.1. Let αn = nω, Mn = nb, where ω < 1, b < 1, and ω < b. Then,
∗Mn
∗n
→ 0.
Proof. The proof follows from simple applications of L’Hospital’s rule.
Lemma 7.2. Let Mn = nb and αn = nω, where b > ω. Then
MnBMn
Bn
→ 0 if Mn ≺
√
n.
Proof. The proof follows from simple applications of L’Hospital’s rule.
Lemma 7.3. r1(n) =
(
1− 1
Mn
)n (
αn+Mn
αn
)Mn
(
αn
αn+n
)2 → 0, if 12 > b > ω.
Proof. The proof follows from simple applications of L’Hospital’s rule.
Hence, combining the results of Lemma 7.1 to Lemma 7.3 we conclude that MISE(SB)
converges to 0 at a faster rate than MISE(EW ), provided that we choose Mn and αn as required
by Lemmas 7.1–7.3.
7.1 Asymptotic choices of the prior parameters
Asymptotic choices of αn and Mn are provided by Lemmas 7.1–7.3. We also need to choose σn
and n appropriately for complete prior specifications of the Bayesian frameworks of EW and SB.
Below we provide choices of these parameters and compare the MISE rates of EW and SB for
these choices.
Let αn = nω, 0 < ω < 1, σ2n =
1
nt
, t > 0 and let n be chosen so that ∗n =
1
nr
, r > 0. Then the
order of MISE(EW ) becomes
1
(1 + n1−ω)2
+
(
(1 + n1−ω)e−
c2nt
6
)
+
1
nr
+
1
nt
. (36)
By setting r, t and ω appropriately, we can make the convergence rate of MISE(EW ) of the
order nω−1, where 0 < ω < 1. Also we can choose r, t and ω such that the additional conditions
in Lemmas 7.1—7.3 are satisfied, so that MISE(SB) will be smaller than MISE(EW ).
With the above choices of σn and n, choice of αn can also be made by minimizing the order
of MISE(EW ) with respect to αn over 0 ≤ αn ≤ ∞, yielding αn = n
 1
1− e−
c2nt
12
21/3
− 1
. The
28
order of MISE(EW ) in that case becomes(
1
21/3
e−
c2nt
12
)2
+ 21/3e−
c2nt
6 +
1
nr
+
1
nt
. (37)
However, note that the optimum order of MISE(EW ) given by (37) is attained when αn is a
decreasing function of n. This is not the same condition under which we have proved better
performance of the SB model over the EW model. So it is of interest to study whether under this
new condition also the SB model outperforms the EW model. Using L’Hospital’s rule it can be
shown, plugging in αn = n
 1
1− e−
c2nt
12
21/3
− 1
 in Lemmas 7.1–7.3, that the corresponding ratios
still converge to 0 as n→∞. Hence, the SB model again outperforms EW.
It is also possible, in principle, to obtain αn by minimizing the order ofMISE(SB). However,
in this case closed form solution does not seem to be available, and numerical methods may be
necessary. In any case, it is clear that SB will outperform EW in terms of MISE even for this
choice.
8. BAYESIAN MISE BASED COMPARISON BETWEEN DENSITY ESTIMATORS
OF SB AND EW USING SIMULATION STUDY
It is demonstrated in Bhattacharya (2008) with simulation experiments and with three real data
sets that the SB-based default posterior predictive density provides better fit to the observed data
than the EW-based default posterior predictive density, and moreover, the SB model emphatically
outperforms EW in terms of pseudo-Bayes factor.
We now compare the performances of the density estimators of the SB and the EW model with
respect to Bayesian MISE under simulation experiments. We also consider the corresponding
density estimators when the scales are different and are also part of the Dirichlet process prior as
in the original papers of SB and EW.
It is to be noted that since the classical kernel density estimators ignore uncertainty about the
parameters, they are not comparable with the Bayesian density estimators. For the same reason the
Bayesian MISE is an inappropriate measure for such estimators – ignoring parameter uncertainty
29
would make Bayesian MISE misleadingly small. Hence, we do not consider the kernel density
estimators for formal comparison with the Bayesian density estimators using Bayesian MISE.
Specifically, we compare the following density estimators:
(EW-1): The Bayesian density estimator
fˆEW (y | Θn, σ) = αn
αn + n
An(y) +
1
αn + n
n∑
i=1
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
I{|y|≤a},
provided by (14). We assume that τ = 1
σ2
and since σ gives almost point mass to zero
for large n, we set σ = 0.001 in our examples. We assume that θi
iid∼ G; i = 1, . . . , n;
G ∼ DP (αnG0), and under G0, θi ∼ N
(
θ0,
ψ
τ
)
I{|θi|≤a+c}. Following Bhattacharya (2008)
and Escobar & West (1995) se set θ0 = 5.02 and ψ = 33.3. We set a = 1000 and c = 1000.
The choice of kˆn is elucidated in Section 8.1.3.
(SB-1): The Bayesian density estimator
fˆSB(y | ΘMn , σ) =
1
Mn
Mn∑
i=1
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
I{|y|≤a},
provided by (15). We assume the same choices as in EW-1, with n replaced with Mn.
(EW-2): The Bayesian density estimator
f˜EW (y | Θn) = αn
αn + n
∫
ϕ(θ, σ)
σ
φ
(
y − θ
σ
)
dG0(θ, σ)+
1
αn + n
n∑
i=1
ϕ(θi, σi)
σi
φ
(
y − θi
σi
)
I{|y|≤a},
where we now assume that (θi, σi)
iid∼ G; i = 1, . . . , n; G ∼ DP (αnG0). In the above, Θn =
{(θi, σi) : i = 1, . . . , n}. We set τi = 1σ2i and assume that under G0, τi ∼ Gamma(
s
2
, S
2
) and
[θi|τi] ∼ N
(
θ0,
ψ
τi
)
I{|θi|≤a+c}. We assume the same choices of the parameters common with
EW-1, and for s and S, we set s = 4 and S = 2× ( 0.2
0.573
)
following Bhattacharya (2008).
(SB-2) The Bayesian density estimator
f˜SB(y | ΘMn) =
1
Mn
Mn∑
i=1
ϕ(θi, σi)
σi
φ
(
y − θi
σi
)
I{|y|≤a},
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where (θi, σi)
iid∼ G; i = 1, . . . ,Mn;G ∼ DP (αnG0), and ΘMn = {(θi, σi) : i = 1, . . . ,Mn}.
As in the case of EW-2, we set τi = 1σ2i and assume that under G0, τi ∼ Gamma(
s
2
, S
2
) and
[θi|τi] ∼ N
(
θ0,
ψ
τi
)
I{|θi|≤a+c}. We assume the same choices as in EW-2, with n replaced
with Mn.
8.1 Simulation design and methods
For our simulation experiments, we draw 100 datasets each consisting of n = 100 data points
from several different distributions and compare the Bayesian MISE of the competing density
estimators in each case, for each of the 100 datasets. We also compare the expected Bayesian
MISE of the density estimators obtained by averaging the Bayesian MISE values over the 100
datasets. For each of the 100 datasets we approximate the BayesianMISE of the Bayesian density
estimators by averaging over the output of standard Gibbs sampling from the posterior distributions
and direct Monte Carlo draws from the true distribution. For the Gibbs sampling we discard the
first 3×105 iterations as burn-in and store one sample in 150 iterations in the next 15×105 iterations
to store 10000 Gibbs samples for inferential purpose. In a VMWare machine with 2.8 CPU GHz
and 200 TB memory, SB-1, SB-2, EW-1 and EW-2 take, respectively, about 1 minute, 8 minutes,
23 minutes and 38 minutes on the average, for a single run of the aforementioned Gibbs sampling.
8.1.1. Choices of true, data-generating densities We consider as true density f0 the following
distributions: N(µ0, σ20) with (µ0 = 0, σ
2
0 = 200), Cauchy(µ0, σ
2
0) with (µ0 = 0, σ
2 = 5),
Student’s tdf ;µ0,σ20 , with df = 5 degrees of freedom, µ0 = 0 and σ
2
0 = 5, Gamma(α0, β0) with
α0 = 2, β0 = 0.5 (mean α0/β0 and variance α0/β20) and Beta(α0, β0) with α0 = 4 and β0 = 2.
Note that the Gamma and the Beta densities are right skewed and left skewed, respectively,
while the others are symmetric around zero with different scales. The 5 degrees of freedom of
the Student’s t distribution prevents the underlying t distribution from being close to either normal
or Cauchy. In other words, we evaluate performances of the competing density estimators for a
reasonably wide range of true distributions, including the Cauchy distribution whose moments do
not exist.
31
It is important to observe that among the above choices of the true densities, only theN(0, 200)
density is approximately of the form (16) (this holds approximately since our choice a = 1000 is
sufficiently large). Thus, as per our theoretical results, although in this case the Bayesian density
estimators SB-1 and EW-1 are expected to perform reasonably well, and in particular, SB-1 is
expected to outperform EW-1, there is no theoretical basis to expect good performance of SB-1
and EW-1 for the other choices of the non-normal true densities, given that only a single bandwidth
is considered by SB-1 and EW-1. On the other hand, since SB-2 and EW-2 make use of multiple
bandwidths, better performances may be expected of these density estimators in practice. However,
our aim is to investigate, using simulation studies, if SB-1 and EW-1, in particular SB-1, can
yield reasonable performance for wider range of densities in practice than that considered for our
asymptotic theory. For all the density estimators and for the true normal and Cauchy densities we
choose a = 1000. For the other true densities we do not enforce any truncation constraint.
8.1.2. Choices of αn and Mn Following Lemma 7.3 in Section 7, we set αn = nω, Mn = nb,
with ω < b < 1/2. In particular, we set ω = 0.3 and b = 0.4, so that nω ≈ 4 and nb ≈ 7. Hence,
we set αn = 4 and Mn = 7.
8.1.3. Consistent estimation of k To estimate k consistently we first observe that in (16), for
a =∞, k is nothing but E [V ar(Y |θ)], where both the expectation and the variance parts are with
respect to the true model f0. Now observe that E [V ar(Y |θ)] can be viewed as the average of
the cluster-wise variances of Y , θ being the cluster centers, since under f0, [Y |θ] is approximately
normal with mean θ and variance k2. In other words, assuming that θj
iid∼ F0; j = 1, . . . ,m and
[Yij|θj] iid∼ N (θj, k2); i = 1, . . . , n; j = 1, . . . ,m, a clustering of {Yij; i = 1, . . . , n; j = 1, . . . ,m}
would revealm clusters, with each empirically estimated within-cluster variance being a consistent
estimator of k2, as n → ∞. The average of the within-cluster variances is thus a consistent
estimator of E [V ar(Y |θ)], as n → ∞, for m ≥ 1. For finite a > 0, E [V ar(Y |θj)] is given
by k2
[
1− βjφ(βj)−αjφ(αj)
Φ(βj)−Φ(αj) −
φ(βj)−φ(αj)
Φ(βj)−Φ(αj)
2
]
, where αj =
−a−θj
k
and βj =
a−θj
k
. Also, E(Y |θj) =
θj − k
[
φ(βj)−φ(αj)
Φ(βj)−Φ(αj)
]
, when a is finite. From the expressions of E(Y |θj) and V ar(Y |θj), θˆj and
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k2 can be estimated consistently by substituting the cluster-wise mean and variance in the place of
E(Y |θj) and V ar(Y |θj) respectively, and solving for θj and k2. Since |Yij| < a for i = 1, . . . , n;
j = 1, . . . ,m, for all n and m, it follows that kˆn is uniformly bounded, so that (kˆn − k)2 is
uniformly integrable, as required for the development of our asymptotic theory.
To obtain kˆn in our examples, since a = 1000 is adequately large, we first ignore the truncation
constraint for simplicity. Then we cluster the observed data of size n = 100 into K = 2, 3, 4, 5
clusters using the K-means algorithm and for each value of K we compute the variance of the
within-cluster variances. We then select that K = Kˆ for which the variance of the within cluster
variances is minimized, which ensures that the cluster variances are approximately the same. We
then set kˆ2n to be the average of the within cluster variances associated with K = Kˆ. Note that we
restrict the number of clusters to at most 5 so that each cluster may have a reasonable number of
observations to reliably compute the cluster-wise variances.
8.2 Results of our simulation experiments
Table 1 shows the expected BayesianMISE values for the competing Bayesian density estimators
for five different choices of the true distribution, with various degrees of skewness and different
scales and variabilities. Observe that both SB-1 and EW-1 perform much better than either of SB-2
and EW-2 when the true density is normal, and also expectedly yield the best performances among
all the choices of the true densities. Observe that only except in the case of the Gamma density,
SB-1 outperforms EW-1 for all the other choices of the true density. In fact, SB-1 beats both EW-2
and SB-2 not only when the true density is normal, but also when the true density is Cauchy. On
the other hand, SB-2 outperforms EW-2 when the true densities are normal and Beta, and in the
rest of the cases, EW-2 performs somewhat better.
Figure 1 depicts the comparisons between SB-1, EW-1, SB-2 and EW-2 for the five true densi-
ties in terms of the data-wise Bayesian MISE’s. Panel (a) of the figure shows that when f0 is the
normal density, SB-1 is almost uniformly better than the rest in terms of Bayesian MISE. When
the true density is Cauchy, panel (b) shows that SB-1 and EW-1 perform almost equivalently, and
have smaller variance with respect to the data compared to the rest. Indeed, for most of the data
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sets, SB-1 performs the best, resulting in the overall best performance among all the density esti-
mators. Panel (c) shows that when the true density if t, both SB-2 and EW-2 are close to each other
in terms of Bayesian MISE for most of the data sets and perform better than SB-1 and EW-1;
SB-1 performs almost uniformly better than EW-1. For the Gamma distribution, panel (d) shows
that EW-2 performs better than SB-2, which uniformly dominates both EW-1 and SB-1 in terms of
Bayesian MISE. Also, the variability of Bayesian MISE for EW-1 is significantly higher than
those of the remaining density estimators. Panel (e) shows that both SB-1 and SB-2 significantly
outperform both EW-1 and EW-2, and that SB-2 performs the best for most of the data sets.
Figure 2 shows the posterior predictive density estimates for sample data sets from the five
true densities. It is generally observed in panels (a) – (e) that EW-2 and SB-2 are more inclined
towards capturing the observed histogram rather than the true density. This makes these density
estimators less smooth than desired. In contrast, SB-1 and EW-1 are smoother, and seem to be
better suited for density estimation whenever the true density is of the form (16). For the details,
note that when the normal density is true, SB-1 and EW-1 visually outperform SB-2 and EW-2,
which is consistent with the Bayesian MISE results; moreover, SB-2 clearly beats EW-2. For
the Cauchy density, panel (b) shows that SB-1 performs the best, whereas EW-1 seem to deviate
the most from the true density, which is again consistent with our Bayesian MISE results. When
the true density is t or Gamma, as depicted in panels (c) and (d), both SB-1 and EW-1 seem to
be inadequate for estimating the true density or the observed histogram. In comparison, SB-2 and
EW-2, although not sufficiently smooth for estimating the true density adequately, perform better
that SB-1 and EW-1. As before, these are reflected in our numerical results on Bayesian MISE.
Panel (e) shows that in the case of the Beta density, EW-2 performs the worst, while not much
difference is visually revealed among the other density estimators. However, our Bayesian MISE
computation shows that SB-2 performs the best in this case, closely followed by SB-1, while EW-1
and EW-2 perform significantly poorly in comparison.
Overall it may be argued that the methods based on SB emphatically outperform those based on
EW particularly when the implementation time is also taken in consideration. Indeed, as reported
in Section 8.1, SB-1 and SB-2 take significantly less computational time compared to EW-1 and
34
Table 1: Expected Bayesian MISE comparison between density estimators
True distribution EW-1 SB-1 EW-2 SB-2
N(0, 200)I{|y|≤1000} 0.000092 0.000010 0.000082 0.000061
Cauchy(0, 5)I{|y|≤1000} 0.000493 0.000211 0.000278 0.000245
Student′s t5;0,5 0.001402 0.000859 0.000338 0.000405
Gamma(2, 0.5) 0.008891 0.011571 0.001469 0.002146
Beta(4, 2) 0.659581 0.157082 0.216738 0.110191
EW-2.
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9. CONVERGENCE TO WRONG MODEL
We now investigate conditions under which the models of EW and SB converge to wrong models,
that is, to models which did not generate the data. It is perhaps easy to anticipate that if αn is made
to grow at a rate faster than n, then the density estimator of EW would converge to the convolution
of the kernel and G0, irrespective of the true, data-generating model. We show in this section that
indeed the simple condition of letting αn grow faster than n is enough to derail the EW model.
On the other hand, much stronger conditions are necessary to get the SB model to converge to the
wrong model.
9.1 EW model
Theorem 9.1. Suppose that αn  O(n). Then
En0
[
E
(
fˆEW (y | Θn, σ)
)]
→
∫
θn+1
ϕ(θn+1, k)
k
√
2pi
e−
(y−θn+1)2
2k2 dG0(θn+1). (38)
Proof. See Section S-4.1 of the supplement.
Thus, the condition αn  O(n) is enough to mislead the EW model, taking it to a wrong model.
An intuitive reason for this negative result is that as αn increases at a rate faster than n, then in
(14), the weight αn
αn+n
of the first term An tends to 1 as n → ∞. Since An is the term associated
with G0, and since this term gets full weight as n → ∞, it is not unexpected that convergence to
the true model can not be achieved in this case.
It may be interesting to compare the issue involved with this inconsistency problem with the
famous example of Diaconis & Freedman (1986b), Diaconis & Freedman (1986a). The latter’s
example concern estimation of an unknown location parameter θ, with the following set-up: for
i = 1, . . . , n, xi = θ + i; i
iid∼ F ; F ∼ DP (αG0). Assuming that x1, . . . , xn are all distinct, and
that G0 has density g0 it follows (see Korwar & Hollander (1973)) that the likelihood of the loca-
tion parameter is given, almost surely, by
∏n
i=1 g0(xi− θ). Now, if the data-generating distribution
is very different from g0, then it is not surprising that the posterior mean of θ may be inconsistent.
Indeed, Diaconis & Freedman (1986b), Diaconis & Freedman (1986a) chose the data-generating
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(a) f0(x) ≡ N(0, 200)I{|x|≤1000}.
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(b) f0(x) ≡ Cauchy(0, 5)I{|x|≤1000}.
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(c) f0 ≡ t(5; 0, 5).
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(d) f0 ≡ Gamma(2, 0.5).
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(e) f0 ≡ Beta(4, 2).
Figure 1: Data-wise Bayesian MISE’s for EW and SB based density estimators for various
choices of the true density f0.
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(a) f0(x) ≡ N(0, 200)I{|x|≤1000}.
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(b) f0(x) ≡ Cauchy(0, 5)I{|x|≤1000}.
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(c) f0 ≡ t(5; 0, 5).
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(d) f0 ≡ Gamma(2, 0.5).
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Figure 2: Visual comparison between the posterior predictive Bayesian density estimators for
EW and SB for various choices of the true density f0.
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distribution to be particularly incompatible with the base measure G0. In other words, the ex-
ample of Diaconis & Freedman (1986b), Diaconis & Freedman (1986a) relies upon the “no-ties”
assumption within the observed data, so that the parametric likelihood, based on g0, is obtained. In
contrast, we investigate the situation when the precision parameter αn increases with the sample
size n at a fast rate, but without ruling out the possibility of ties within the data.
In the next section we will observe that, unlike in EW, the condition αn  O(n) does not alone
guarantee inconsistency in the SB case.
9.2 SB model
If there are more “distinct” mixture components in the SB model than sample size n, then at
least one component will be empty. If this phenomenon persists for large n then the posterior
probabilities of the empty components, being the same as their prior probailities, can not tend to
zero as n → ∞. More distinct components than n can be enforced by setting Mn > n and letting
αn increase at a rate much faster than Mn. Since marginally the empty components arise from G0,
in this case the model will converge to
∫ ϕ(θ,k)
k
φ(y−θ
k
)dG0(θ).
The above issue should not be confused with the results of Rousseau & Mengersen (2011) who
show that if the fitted mixture model contains more components than the true model, the latter
also assumed to be a mixture of the same form, then the extra components of the fitted model
asymptotically die out under suitable prior assumptions. Indeed, although Rousseau & Mengersen
(2011) assumed that the number of components in the fitted mixture is more than that in the true
mixture, unlike us they did not let the former grow with the sample size n. Also, our assumptions
regarding the true density is much more general than the finite mixture assumption of Rousseau &
Mengersen (2011).
Now we elaborate the issue of non-convergence of the SB model in more detail. Recall that no
additional condition on αn is necessary to ensure asymptotic convergence of MISE(SB) given
by (35); it is only necessary to ensure that Mn ≺ O(
√
n) and that σn and n are appropriately
chosen. So, unlike in the case of EW, even if αn  O(Mn) or αn  O(n), the SB model can still
converge to the true distribution by setting Mn ≺ O(
√
n).
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However, for Mn  O(n), the order of the posterior probability P (Z ∈ R∗1,ΘMn ∈ E, σ ≤
σn|Y n), given by
(
1− 1
Mn
)n (
αn+Mn
αn
)Mn
, does not converge to 0. Since the probability that a
component will remain empty is P (Z ∈ R∗1|Y n), which is bounded below by P (Z ∈ R∗1,ΘMn ∈
E, σ ≤ σn|Y n), with probability tending to 1 as n → ∞ a component will remain empty if the
latter probability tends to 1. In order to investigate conditions which ensure this, we make use
of Lemma S-4.1, formally stated and proved in Section S-4.2 of the supplement. Assuming that
Cn = O
(
1
rsnn
2
)
; s > 2 (the implication of which is elucidated in Remark 1 below), the lemma
gives an asymptotic lower bound of the form
(
1− 1
Mn
)n (
αn+Mn
αn
)Mn
for the posterior probability
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n).
Using L’ Hospital’s rule it is easy to check that for Mn = nb, αn = nω, ω > 1, b > 1, such that
ω > 2b,
(
αn
αn+Mn
)Mn (
1− 1
Mn
)n
→ 1. Thus for Mn > n, αn > n, the posterior probability that
a mixture component remains empty converges to 1 as n→∞. Since P (Z ∈ R∗1,ΘMn ∈ E, σ ≤
σn|Y n) converges to 1 as n → ∞, the factor associated with this posterior probability is the only
contributing term in E
(
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
) ∣∣∣∣Y n), for large n. Formally, we have the following
theorem.
Theorem 9.2. Assume the conditions of Lemma S-4.1. Further assume that M = nb, αn = nω,
ω > 1, b > 1, such that ω > 2b. Then, for the SB model it holds that
En0
[
E
(
fˆSB(y | ΘMn , σ)
∣∣∣∣Y n)]→ ∫
θi
ϕ(θi, k)
k
√
2pi
e−
(y−θi)2
2k2 dG0(θi). (39)
Proof. See Section S-4.2.1 of the supplement.
Thus, while the EW model can converge to the wrong model if only αn  O(n) is assumed,
much stronger restrictions are necessary to get the SB model to deviate from the true model. The
following remarks may be noted.
Remark 1: Note that Lemma S-4.1 requires Cn = O
(
1
rsnn
2
)
; s > 2, such that 1
rs−1n n2
→ ∞ and
1
rs−2n
→∞. These conditions are satisfied, for example, for rn = 1
nta˜
1
s
, with 0 < t < 1, s = 3
t
and
a
2
< a˜ < 4a. These choices also ensure that a
2
< Cn
n
< 4a.
Remark 2: However, all choices of rn such that 1rs−1n n2 → ∞ and
1
rs−2n
→ ∞ need not ensure that
40
a
2
< Cn
n
< 4a. For instance, the same choices as above except that s > 3
t
satisfies these the first
two requirements but Cn
n
→ ∞ as n → ∞. This also contradicts the compact support assumption
of the true distribution.
Remark 3: Remark 2 shows that even if αn  O(n) and Mn  O(n), the SB model does not
necesarily converge to the wrong model, whereas EW converges to the wrong model just if αn 
O(n). In this regard as well, the SB model appears to be superior compared to the EW model.
10. MODIFIED SB MODEL
A slightly modified version of SB model is as follows:
fˆ ∗SB(y | ΘM ,Π, σ) =
M∑
i=1
pii
ϕ(θi, σ + k)
(σ + k)
φ
(
y − θi
σ + k
)
, (40)
where
∑M
i=1 pii = 1. We assume that Π = (pi1, . . . , piM) ∼ Dirichlet(β1, . . . , βM), βi > 0 and
is independent of ΘM and σ. The assumptions of Dirichlet process prior on ΘM and the prior
structure of σ remain same as before. The previous form of the SB model (15) is a special case
(discrete version) of this model with pii = 1M for each i.
Due to discreteness of the Dirichlet process prior, the parameters θi are coincident with positive
probability. As a result, (40) reduces to the form
fˆ ∗SB(y | ΘM ,Π, σ) =
M∗∑
i=1
pi
ϕ(θ∗i , σ + k)
(σ + k)
φ
(
y − θ∗i
σ + k
)
, (41)
where {θ∗1, . . . , θ∗M∗} are M∗ distinct components in ΘM with θ∗i occuring Mi times, and pi =∑Mi
j=1 pij . In contrast to the previous form of the SB model (15) where the mixing probabilities are
of the form Mi/M , here the mixing probabilities pi are continuous.
The asymptotic calculations associated with the modified SB model are almost the same as in
the case of the SB model in Section 6.2. Indeed, this modified version of SB’s model converges
to the same distribution where the EW model and the previous version of the SB model also
converge. Moreover, the order of MISE for this model remains exactly the same as that of the
previous version of the SB model. In Section S-5 of the supplement we provide a brief overview
of the steps involved in the asymptotic calculations.
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DESCRIPTION OF THE SUPPLEMENT
Section S-1 contains proof of the result associated with Section 4.2, Section S-2 contains proofs
of the results presented in Section 5; the proofs of the results provided in Section 6 are given in
Section S-3, and Section S-4 contains proofs of the results associated with Section 8. An overview
of the asymptotic calculations associated with Section 9 is provided in Section S-5. Finally, in
Section S-6, the “large p, small n” problem for both EW and SB is investigated.
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Supplementary Material
Throughout, we refer to our main manuscript as MB.
11. PROOFS OF RESULTS ASSOCIATED WITH SECTION 4 OF MB
11.1 Proof of the result presented in Section 4.2 of MB
Lemma 11.1. Under the data generating true density f0, 1n
∑Mn
j=1 nj
(
Y¯j − Y¯
)2 → 0, a.s. if 1 <
Mn ≺ O(n) (for any two sequences a(1)n and a(2)n we say a(1)n ≺ a(2)n if a
(1)
n
a
(2)
n
→ 0).
Proof. Let C ′n =
∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
. We recall that Y n form a triangular array, and the n-th row
of that array is summarized by the statistic C ′n. Since the random variables of a particular row of
that array are independent of the random variables of the other rows, C ′n are independent among
themselves.
Suppose µT is the true population mean and σ2T is the true population variance (both of which
are assumed to be finite). Since all Yi’s are from same true density f0, under f0, Ef0(Yi) = µT and
V f0(Yi) = σ
2
T .
Ef0
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)
= Ez
[
Ef0Y |z
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)]
. (42)
Note that
Ef0Y |z
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)
=
1
n
Ef0Y |z
(
Mn∑
j=1
nj(Y¯j − µT )2 − n(Y¯ − µT )2
)
=
Mn − 1
n
σ2T = µ
∗
n, (43)
noting the fact that since, given that Y ∼ f0, Y and Z are independent, V f0Y |z(Yi) = σ2T . Hence,
Ef0
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)
=
Mn − 1
n
σ2T = µ
∗
n. (44)
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Note that if Mn > 1 for all n, then µ∗n > 0 and if Mn ≺ O(n), then µ∗n → 0.
Similarly we can split the variance term as
V f0
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)
= Vz
[
1
n
Ef0Y |z
(
M∑
j=1
nj(Y¯j − µT )2 − n(Y¯ − µT )2
)]
+ Ez
[
V f0Y |z
(
1
n
M∑
j=1
nj(Y¯j − µT )2 − n(Y¯ − µT )2
)]
. (45)
From (43) we haveEf0Y |z
(∑M
j=1 nj(Y¯j − µT )2 − n(Y¯ − µT )2
)
is free of z. So the first term of (45)
is 0. Easy calculations shows that the order the second term of (45) is 2
n
n×(Mn)n .
Thus
V f0
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)
= O
(
2n
n× (Mn)n
)
. (46)
Note that forMn ≥ 2, V f0
(∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
)
converges to 0. Hence, under f0,
∣∣∣∣
∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
−
µ∗n
∣∣∣∣→ 0, in probability, for Mn > 1 and Mn ≺ O(n).
Also we note that, under f0,
P
[∑Mnj=1 nj (Y¯j − Y¯ )2∑Mn
j=1 nj
− µ∗n
]2
> 
 ≤ 1

Ef0
[∑Mnj=1 nj (Y¯j − Y¯ )2∑Mn
j=1 nj
− µ∗n
]2
= O
(
2n
n× (Mn)n
)
.
Thus, for Mn > 2,
∞∑
n=1
P
[∑Mnj=1 nj (Y¯j − Y¯ )2∑Mn
j=1 nj
− µ∗n
]2
> 
 <∞.
Hence we conclude that, under f0,
∣∣∣∣
∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
− µ∗n
∣∣∣∣ → 0, a.s., for Mn > 1 and Mn ≺
O(n). Also we have µ∗n → 0, a.s. under the same set of conditions. Combining these two results
44
we have that, under f0,
∑Mn
j=1 nj
(
Y¯j − Y¯
)2∑Mn
j=1 nj
→ 0, a.s., for Mn > 2 and Mn ≺ O(n). Note that,
since we assumed Mn to increase with n, the condition Mn > 2 holds at least after some initial
values of n.
12. PROOFS OF RESULTS ASSOCIATED WITH SECTION 5 OF MB
12.1 Proofs of results on the EW model
Lemma 12.1. Let {bn} and {σn} be sequences of positive numbers such that σn → 0, 0 < bn < σn
for all n, P (σ > σn)/P (bn < σ ≤ σn) = O
(
n
1−n
)
, for some sequence of positive constants
n > 0 such that n = o(1). If |Yi| < a; i = 1, . . . , n, then
P (σ > σn|Y n) = O (∗n) (47)
Proof. P (σ > σn|Y n) =
∫∞
σn
∫
Θn
∏n
j=1
1
σ
φ
(
Yj−θj
σ
)
dGn(σ)dHn (Θn)∫
σ
∫
Θn
∏n
j=1
1
σ
φ
(
Yj−θj
σ
)
dGn(σ)dHn (Θn)
= N
D
, where Hn (Θn) is
the joint distribution of Θn.
Denote L(Θn, Y ) =
∏n
j=1
1
σ
φ
(
Yj−θj
σ
)
.
D ≥
∫
σ∈(bn,σn)
∫
Θn∈En
L(Θn, Y )dGn(σ)dHn (Θn)
=
e
−
{∑n
i=1(Yi−θ∗i )2
2bn2
}
(bn)n
P (bn < σ ≤ σn)P (Θn ∈ En) ,
where En = {θj ∈ [−c1, c1], i = 1, . . . , n}, and θ∗i ∈ (−c1, c1), c1 > 0 being a constant.
Now |Yi| < a, |θ∗i | < c1 ⇒ (Yi− θ∗i )2 < (a+ c1)2,∀i⇒
∑n
i=1(Yi− θ∗i )2 < n(a+ c1)2. Again,
from properties of the Polya urn, Hn (Θn) ≥
∏n
i=1
αn
αn+n
G0(θi)⇒ P (Θn ∈ En) ≥ ( αnαn+n)nHn0 .
Now, the function 1
σ
exp{−n(a+c1)2
2σ2
} is increasing on bn < σ < σn for σn <
√
n(2a+ c). Hence,
D ≥ e
(
−n(a+c1)2
2bn2
)
(bn)n
P (bn < σ ≤ σn)
(
αn
αn + n
)n
Hn0 . (48)
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For the numerator observe that for σ > σn,
e−
∑n
i=1(Yi−θi)2
2σ2
σn
≤ 1
(σn)n
. This implies
N =
∫
Θn
∫
σ>σn
L(Θn, Y )dGn(σ)dHn (Θn) ≤ 1
(σn)n
P (σ > σn)
=
O(n)
(σn)n
. (49)
Inequalities (48) and (49) together imply that
P (σ > σn|Y n) ≤ P (σ > σn)
P (bn < σ ≤ σn)
bn
n
(σn)n
e
n(a+c1)
2
2bn2
(αn + n)
n
(αn)nHn0
= A∗n, say.
By the assumptions of the lemma, P (σ > σn)/P (bn < σ < σn) = O
(
n
1−n
)
, where n = o(1).
Thus A∗n = O (
∗
n), where 
∗
n =
n
1−n e
n(a+c1)
2
2bn2
(αn+n)n
(αn)nHn0
. This completes the proof.
Lemma 12.2. Under the same assumptions as Lemma 12.1 and 0 < σn < a, the following holds:
P (θi ∈ [−a− c, a+ c]c ∩ S, σ ≤ σn|Y n) ≤ C0
e−1/2δ
Bn, (50)
where C0 = supσ{σ−1 exp(−c2/4σ2)}, and δ is the lower bound of the density of G0 on [−a −
c, a+ c].
Proof. This proof is similar to that of Lemma 11 of Ghosal & van der Vaart (2007).
Lemma 12.3. αn
αn+n
An = O
(
αn
αn+n
)
, almost surely.
Proof. Note that, by the mean value theorem for integrals, ϕ(θ, σ+kˆn) =
[∫ a
−a
1
σ+kˆn
φ
(
y−θ
σ+kˆn
)
dy
]−1
=[
2a
σ+kˆn
φ
(
y∗(θ,σ+kˆn)−θ
σ+kˆn
)]−1
, where y∗(θ, σ + kˆn) ∈ [−a, a]. Hence, for y ∈ [−a, a],
ϕ(θ, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θ)2
2(σ+kˆn)2 I{|y|≤a} =
1
2a
exp
y∗(θ, σ + kˆn)2 − y2(
σ + kˆn
)2
× exp
2θ
(
y − y∗(θ, σ + kˆn)
)
(
σ + kˆn
)2

≤ 1
2a
exp
a2 + 4a× supθ∈S |θ|
η2
 = H1 (say), (51)
where we recall that η is a lower bound of the sequence kˆn, for n ≥ 1, for almost all sequences kˆn.
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Hence, for all y ∈ [−a, a],
An(y) =
∫
S
ϕ(θ, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θ)2
2(σ+kˆn)2 dG0(θ)
≤ H1
∫
S
dG0(θ)
= H1. (52)
Thus An = O(1), almost surely, and
αn
αn + n
An
a.s.
= O
(
αn
αn + n
)
. (53)
Remark 1: For αn = O(nω); 0 < ω < 1, αnαn+n → 0, and so, An = o(1), almost surely.
12.1.1. Proof of Theorem 5.1
Proof. Note that
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
=
1
D
∫
σ
∫
Θn
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ)
= J1 + J2 + J3,
(54)
where
J1 =
1
D
∫
R1
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ),
J2 =
1
D
∫
R2
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ),
J3 =
1
D
∫
R3
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ),
R1 = {θi ∈ [−a− c, a+ c], σ ≤ σn},
R2 = {θi ∈ [−a− c, a+ c]c ∩ S, σ ≤ σn},
R3 = {σ > σn}.
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Then it follows from Lemma 12.1 that
J3 ≤ H1P
(
R3
∣∣Y n) ≤ H1∗n, (55)
Using Lemma 12.2 we obtain
J2 ≤ H1P
(
R2
∣∣Y n) ≤ H1Bn. (56)
J1 =
ϕ(µ∗n(y), σ + kˆn)
(υn(y) + kˆn)
φ
(
y − µ∗n(y)
υn(y) + kˆn
)(
1− P (R2∣∣Y n)− P (R3∣∣Y n)) , (57)
where, for every y, µ∗n(y) ∈ (−a− c, a+ c) and υn(y) ∈ (0, σn), applying the general mean value
theorem (GMV T ).
Let us choose n and σn in a way such that ∗n and Bn converge to zero as n → ∞. Now we
note that, in J1, the range of θi remains the same for all n. It is the range of σ that varies with n and
the point υn(y) varies with n. Moreover, kˆn also changes with n. These have the effect of varying
µ∗n(y) since the kernel depends upon both θi, σ and kˆn. This implies that µ
∗
n(y) and υn(y) depend
upon σn and kˆn, so that µ∗n(y) = µ(σn, kˆn, y), υn(y) = Ψ(σn, kˆn, y), such that Ψ(0, k, y) = 0 (note
that υn(y) < σn and σn → 0). We also assume that µ(0, k, y) = µ∗(y). We assume that µ and Ψ are
continuously partially differentiable with respect to the first two arguments at least once; indeed
we can choose µ and Ψ to be smooth functions such that µ∗n(y) = µ(σn, kˆn, y), µ(0, k, y) = µ
∗(y),
υn(y) = Ψ(σn, kˆn, y), and Ψ(0, k, y) = 0 .
Then we obtain the following Taylor’s series expansion, letting x = σn and k˜ = kˆn, and
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expanding around x = 0 and k˜ = k:
ϕ(µ(σn, kˆn, y), Ψ(σn, kˆn, y) + kˆn)
(Ψ(σn, kˆn, y) + kˆn)
φ
(
y − µ(σn, kˆn, y)
Ψ(σn, kˆn, y) + kˆn
)
=
ϕ(µ(0, k, y), k)
k
φ
(
y − µ(0, k, y)
k
)
+σn
∂
∂σn
(
ϕ(µ(σn, kˆn, y), Ψ(σn, kˆn, y) + kˆn)
(Ψ(σn, kˆn, y) + kˆn)
φ
(
y − µ(σn, kˆn, y)
Ψ(σn, kˆn, y) + kˆn
))∣∣∣∣
σn=σ∗n,kˆn=kˆ∗n
+(kˆn − k) ∂
∂kˆn
(
ϕ(µ(σn, kˆn, y), Ψ(σn, kˆn, y) + kˆn)
(Ψ(σn, kˆn, y) + kˆn)
φ
(
y − µ(σn, kˆn, y)
Ψ(σn, kˆn, y) + kˆn
))∣∣∣∣
σn=σ∗n,kˆn=kˆ∗n
,
where σ∗n lies between 0 and σn, and kˆ
∗
n lies between kˆn and k. Noting that the terms are bounded
for any y ∈ [−a, a], we have, almost surely,
sup
|y|≤a
∣∣∣∣ϕ(µ∗n(y), υn(y) + kˆn)(υn(y) + kˆn) φ
(
y − µ∗n(y)
υn(y) + kˆn
)
−ϕ(µ(0, k, y), k)
k
φ
(
y − µ(0, k, y)
k
) ∣∣∣∣ = O(σn+|kˆn−k|).
(58)
Thus, for any y ∈ [−a, a], we have that ϕ(µ∗n(y),υn(y)+kˆn)
(υn(y)+kˆn)
φ
(
y−µ∗n(y)
υn(y)+kˆn
)
→ ϕ(µ∗(y),k)
k
φ
(
y−µ∗(y)
k
)
,
almost surely.
It follows from (58) that
sup
|y|≤a
∣∣∣∣J1 − ϕ(µ∗(y), k)k φ
(
y − µ∗(y)
k
) ∣∣∣∣ = O (Bn + ∗n + σn + |kˆn − k|) . (59)
Finally, since Bn and ∗n can be made to converge to 0, σn → 0 and |kˆn − k| a.s.→ 0, J2, J3 → 0,
J1 → ϕ(µ∗(y),k)k φ
(
y−µ∗(y)
k
)
. Also it holds that∫
y
J1dy =
1
D
∫
|y|≤a
∫
R1
ϕ(θi, σk)
(σ + k)
φ
(
y − θi
σ + k
)
L(Θn,Y n)dH(Θn)dGn(σ)dy
= 1− P (R2∣∣Y n)− P (R3∣∣Y n)
→ 1, almost surely. (60)
Again, since we have proved above that J1 → ϕ(µ∗(y),k)k φ
(
y−µ∗(y)
k
)
, if we can show that for all n,
J1 given by (57) is bounded above by an integrable function h(y) for every y ∈ [−a, a], then it
follows from the dominated convergence theorem (DCT) that∫
|y|≤a
J1dy →
∫
|y|≤a
ϕ(µ∗(y), k)
k
φ
(
y − µ∗(y)
k
)
dy. (61)
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But DCT clearly holds since J1 ≤ ϕ(µ∗n(y),υn(y)+kˆn)υn(y)+kˆn φ
(
y−µ∗n(y)
υn(y)+kˆn
)
, and since both y and µ∗n(y) are in
compact sets and kˆn ≥ η > 0 for all n ≥ 1.
It follows from (60) and (61) that∫
|y|≤a
ϕ(µ∗(y), k)
k
φ
(
y − µ∗(y)
k
)
dy = 1, (62)
showing that f0(y) =
ϕ(µ∗(y),k)
k
φ
(
y−µ∗(y)
k
)
I{|y|≤a} is a density. Indeed, we consider f0 as the true
data-generating density.
Now note that,
E
(
fˆEW (y | Θn, σ)
∣∣∣∣Y n) = O( αnαn + n
)
+
1
αn + n
n∑
i=1
E
(
ϕ(θi, σ + k)
(σ + k)
φ
(
y − θi
σ + k
) ∣∣∣∣Y n) ,
where the first term is thanks to (53). Further note that,
1
αn + n
n∑
i=1
E
(
ϕ(θi, σ + k)
(σ + k)
φ
(
y − θi
σ + k
) ∣∣∣∣Y n) = nαn + n × (J1 + J2 + J3). (63)
E
(
fˆEW (y | Θn, σ)
∣∣∣∣Y n)− f0(y)
= O
(
αn
αn + n
)
− αn
αn + n
f0(y)
+
n
αn + n
(J1 − f0(y)) + n
αn + n
(J2 + J3)
Since f0(y) is uniformly bounded, we have∣∣∣∣E (fˆEW (y | Θn, σ)∣∣∣∣Y n)− f0(y)∣∣∣∣
≤ O
(
αn
αn + n
)
+
n
αn + n
(|J2|+ |J3|)
+
n
αn + n
|J1 − f0(y)|
It follows from (55), (56), and (59) and the fact that the orders of J1, J2, J3 are independent of y,
that
sup
|y|≤a
∣∣∣∣E (fˆEW (y | Θn, σ)∣∣∣∣Y n)− f0(y)∣∣∣∣
= O
(
αn
αn + n
+
n
αn + n
(Bn + 
∗
n + σn + |kˆn − k|)
)
,
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proving the theorem.
12.2 Proofs of results on the SB model
Lemma 12.4. Under the same assumptions as in Lemma 12.1 and Lemma 12.2,
P (σ > σn|Y n) = O(∗Mn),
where
∗Mn =
n
1−n exp
(
n(a+c1)2
2(bn)2
)
(αn+Mn)Mn
αMnn H
Mn
0
.
Proof. P (σ > σn|Y n) =
∑
z
∫∞
σn
∫
ΘMn
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)∑
z
∫∞
0
∫
ΘMn
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
= N
D
, where H(ΘMn)
is the joint distribution of ΘMn and
L(ΘMn , z,Y n) =
Mn∏
j=1
1
σnj
e
− 1
2
∑
t:zt=j
(
Yt−θj
σ
)2
,
where nj = #{t : zt = j} (for any set A, #A denotes the cardinality of the set A). Let E∗ ={all
θl ∈ ΘMn are in [−c1, c1]}.
Then, ∫ ∞
0
∫
ΘMn
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
≥
∫
σ∈(bn,σn)
∫
ΘMn∈E∗
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ).
(64)
Now note that
|Yt| < a, |θ∗j | < c1 ⇒ (Yt − θ∗j )2 < (a+ c1)2,
⇒
Mn∑
j=1
∑
t:zt=j
(
Yt − θ∗j
)2
< n(a+ c1)
2.
Again, from the Polya urn scheme we have H(ΘMn) ≥
∏Mn
j=1
αn
αn+Mn
G0(θj) which implies
P (ΘMn ∈ E∗) ≥
(
αn
αn+Mn
)Mn
HMn0 , where H0 =
∫ c1
−c1 G0(θ)dθ. Hence, for σn <
√
n(a+ c1),
D ≥Mnn
exp
(
−n(a+c1)2
2(bn)2
)
bn
P (bn < σ ≤ σn)
(
αn
αn +Mn
)Mn
HMn0 . (65)
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Again, in the same way as Lemma 12.1, N ≤ Mnn 1(σn)nP (σ > σn). Also, by our assumption,
P (σ > σn)/P (bn < σ ≤ σn) = O
(
n
1−n
)
, so it follows that,
P (σ > σn|Y n) = O(∗Mn),
where
∗Mn =
n
1− n exp
(
n(a+ c1)
2
2(bn)2
)
(αn +Mn)
Mn
αMnn H
Mn
0
.
Hence, the proof follows.
Lemma 12.5. Under the same assumptions as in Lemma 12.2, P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤
σn|Y n) = O((Mn − 1)BMn), where BMn = (αn+Mn)αn e
(
− c2
4σ2n
)
.
Proof. Clearly, Ec ={at least one θk in the likelihood is in [−a− c, a+ c]c ∩ S}. We have
P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn|Y n)
=
∑(Mn−1)
j=1
∑j
l=1
∑
z∈Vj
∫
σ≤σn
∫
Wl
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)∑
z
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
≤
∑(Mn−1)
j=1
∑j
l=1
∑
z∈Vj
∫
σ≤σn
∫
Wl
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)∑(Mn−1)
j=1
∑
z∈Vj
∫
σ<K
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
.
(66)
In the denominator of the last step, K is such that 0 < σn < K for all n (since σn → 0 as n→∞,
σn must be bounded).
Note that
L(ΘMn , z,Y n) =
Mn∏
j=1
1
σnj
e
− 1
2
∑
t:zt=j
(
Yt−θj
σ
)2
=
Mn∏
j=1
1
σnj
e
− 1
2
∑
t:zt=j
(
Yt−Y¯j
σ
)2
e
−nj
2
(
Y¯j−θj
σ
)2
, (67)
where nj = #{l : zl = j} and Y¯j =
∑
l:zl=j
Yl
nj
.
Let Hj(θj | Θ−jMn) be the conditional distribution of θj given Θ−jMn and H−j(Θ−jMn) the
joint distribution of Θ−jMn , where Θ−jMn = ΘMn \ θj . Since
Hj(θj | Θ−jMn) =
αn
αn +Mn − 1G0(θj) +
1
αn +Mn − 1
Mn∑
l=1,l 6=j
δθl , (68)
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and σ < K in the integral associated with the denominator, we have in the denominator for each
z ∈ Vj , ∫
θj
e
−nj
2
(
Y¯j−θj
σ
)2
dHj(θj | Θ−jMn)
≥ αn
αn +Mn
∫
θj∈[Y¯j− σ
n
1/2
j
,Y¯j+
σ
n
1/2
j
]∩S
exp
(
−nj(Y¯j − θj)
2
2σ2
)
dG0(θj)
≥ αn
αn +Mn
e−1/2
σ
n
1/2
j
δ, (69)
where δ is the lower bound of the density of G0 on [Y¯j − σ
n
1/2
j
, Y¯j +
σ
n
1/2
j
] ∩ S (we assume that the
density ofG0 is strictly positive in neighborhoods of Y¯j , for each j; since σ < K the neighborhoods
must be bounded so that the lower bound of the density on such neighborhoods can be assumed to
be bounded away from zero).
Thus for each z ∈ Vj we have,∫
σ<K
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
≥ αn
(αn +Mn)n
1/2
j
e−1/2δ
×
∫ K
0
∫
Θ−jMn
[
1
σ(n−1)
Mn∏
l=1
e
− 1
2
∑
t:zt=l
(
Yt−Y¯l
σ
)2
Mn∏
l=1,l 6=j
e
−nl
2
(
Y¯l−θl
σ
)2
dH−j(Θ−jMn)dGn(σ)
]
.
=
αn
(αn +Mn)n
1/2
j
e−1/2δ × ζn(j, z), (say), (70)
where
ζn(j, z) =
∫ K
0
∫
Θ−jMn
[
1
σ(n−1)
Mn∏
l=1
e
− 1
2
∑
t:zt=l
(
Yt−Y¯l
σ
)2
Mn∏
l=1,l 6=j
e
−nl
2
(
Y¯l−θl
σ
)2
dH−j(Θ−jMn)dGn(σ)
]
.
(71)
To obtain an upper bound for the numerator we note that for each z ∈ Vj and j = 1(1)Mn,
|Y¯j| < a (since each |Yl| < a, l = 1, . . . , n) and θj ∈ [−a − c, a + c]c ∩ S. Since σ < σn for the
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integral associated with the numerator, and nj ≥ 1, this implies
1
σ
exp
(−nj(Y¯j − θj)2/2σ2)
≤ 1
n
1/2
j
n
1/2
j
σ
exp
(−njc2/4σ2) exp(−c2/4σ2n)
≤ A
∗
1
n
1/2
j
exp(−c2/4σ2n),
where A∗1 = supσ,nj
{
n
1/2
j
σ
exp
(
−njc2
4σ2
)}
. It is easy to check that A∗1 is free of n. Thus for each
z ∈ Vj , ∫
σ≤σn
∫
Wl
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
≤ A
∗
1
n
1/2
j
exp(−c2/4σ2n)
×
∫ σn
0
∫
Θ−jMn
[
1
σ(n−1)
Mn∏
l=1
e
− 1
2
∑
t:zt=l
(
Yt−Y¯l
σ
)2
×
∏
l 6=j
e
−nl
2
(
Y¯l−θl
σ
)2
dH−j(Θ−jMn)dGn(σ)
]
≤ A∗1 exp(−c2/4σ2n)× ζn(j, z).
As a result, using (66), we see that
P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn|Y n)
≤
∑(Mn−1)
j=1
∑j
l=1
∑
z∈Vj
∫
σ≤σn
∫
Wl
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)∑(Mn−1)
j=1
∑
z∈Vj
∫
σ<K
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
≤
A∗1 exp(−c2/4σ2n)×
∑(Mn−1)
j=1
∑j
l=1
∑
z∈Vj ζn(j, z)
αn
αn+Mn
e−1/2δ ×∑(Mn−1)j=1 ∑z∈Vj ζn(j, z)
≤
A∗1 exp(−c2/4σ2n)×
∑(Mn−1)
j=1
∑(Mn−1)
l=1
∑
z∈Vj ζn(j, z)
αn
αn+Mn
e−1/2δ ×∑(Mn−1)j=1 ∑z∈Vj ζn(j, z)
=
(Mn − 1)A∗1 exp(−c2/4σ2n)
αn
αn+Mn
e−1/2δ
, (72)
proving the lemma.
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Lemma 12.6. Let
Cn &
n
[
log
(
1
σn
)
+O
(
1
n
log
(
1−n
n
))]
(
1
σ2n
) , (73)
where “&” stands for “≥” as n→∞.
Then,
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n) = O
((
1− 1
Mn
)n(
αn +Mn
αn
)Mn)
. (74)
Proof. Note that,
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n)
=
∑
z∈R∗1
∫
σ≤σn
∫
ΘMn∈E
∫
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)∑
z
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
=
N
D
. (75)
Since
L(ΘMn , z,Y n) =
1
σn
e−
∑Mn
j=1
∑
t:zt=j
(Yt−Y¯j)2
2σ2 × e−
∑Mn
j=1
nj(Y¯j−θj)2
2σ2
≤ 1
σn
e−
∑Mn
j=1
∑
t:zt=j
(Yt−Y¯j)2
2σ2 ,
it follows that
∫
ΘMn∈E
∫ σn
0
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
≤
∫
θ1∈[−a−c,a+c]
∫
Θ−1Mn
∫ σn
0
1
σn
e
−∑Mn
j=1
∑
t:zt=j
(Yt−Y¯j)2
2σ2 dH(ΘMn)dGn(σ)
≤ A∗1
∫
θ1∈[−a−c,a+c]
∫
Θ−1Mn
∫ σn
0
dH(ΘMn)dGn(σ)
= A∗1G0([−a− c, a+ c])O(1− n), (76)
where A∗1 = sup{σ∈(0,σn)}
{
1
σn
e−
C
(1)
n
2σ2
}
=
(
1
σn
)n
e
−C
(1)
n
2σ2n ,
C
(1)
n = inf{z∈R∗1}
(∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2
)
.
Clearly, for each z ∈ R∗1 each term in N is bounded above by
N∗ =
(
1
σn
)n
e
−C
(1)
n
2σ2n ×G0([−a− c, a+ c])×O(1− n).
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Hence
N ≤ (Mn − 1)nN∗. (77)
Let C(2)n = supz∈R∗1
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2. Now, assuming that kn is a sequence diverging
to∞ and denoting R∗={θ1 ∈ [Y¯1 − kn, Y¯1 + kn] ∩ S, . . . , θd ∈ [Y¯d − kn, Y¯d + kn] ∩ S, rest θl’s are
in S, nkn ≤ σ ≤ 2nkn}, where 1 ≤ d ≤Mn,
D =
∫
ΘMn
∫ ∞
0
1
σn
e−
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2
2σ2
× e−
∑Mn
j=1 nj(Y¯j − θj)2
2σ2 dH(ΘMn)dGn(σ)

≥
∫
R∗
 1
σn
e
−
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2
2σ2
× e−
∑Mn
j=1 nj(Y¯j − θj)2
2σ2 dH(ΘMn)dGn(σ)

≥ inf
{z,σ∈[nkn,2nkn]}
(
1
σn
e−
∑Mn
j=1
∑
t:zt=j
(Yt−Y¯j)2
2σ2
)
×
∫
R∗
e
−
∑d
j=1 nj(Y¯j − θj)2
2σ2 × dH(ΘMn)dGn(σ)
≥
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n ×
∫
R∗
e−
nk2n
2σ2 × dH(ΘMn)dGn(σ)
≥
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n × e− 12n ×
∫
R∗
dH(ΘMn)dGn(σ),
because σ ≥ nkn ⇒ e−
nk2n
2σ2 ≥ e− 12n . Thus,
D ≥ Mnn
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n ×
d∏
j=1
G0([Y¯j − kn, Y¯j + kn] ∩ S)× e− 12n
×
(
αn
αn +Mn
)Mn
×O(n), (78)
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assuming that
∫ 2nkn
nkn
dGn(σ) = O(n) as well.
Inequalities (77) and (78) imply that N
D
is of the order
(Mn − 1)n
(
1
σn
)n
e
−C
(1)
n
2σ2n ×G0([−a− c, a+ c])×O(1− n)
Mnn
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n e−
1
2n
(
αn
αn+Mn
)Mn∏d
j=1 G0([Y¯j − kn, Y¯j + kn] ∩ S)×O(n)
,
(79)
where
∏d
j=1G0([Y¯j − kn, Y¯j + kn] ∩ S)→ 1 as n→∞.
As shown in Section 5 of MB,
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2/n converges to σ2T almost surely. That
is, the quantity
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2 is asymptotically independent of z. Hence, as n → ∞, it
holds, almost surely, that C(1)n ∼ C(2)n ∼ Cn. We now investigate the appropriate order of Cn such
that (
1
σn
)n
e
− Cn
2σ2nG0([−a− c, a+ c])O(1− n) .
(
1
2nkn
)n
e
− Cn
8n2k2nO(n) (80)
holds for large n.
Taking logarithm of both sides of (80) yields
n log
(
1
σn
)
− Cn
2σ2n
+O
(
log
(
1− n
n
))
+ log (H0)
. n log
(
1
2nkn
)
− Cn
8n2k2n
⇔ Cn
(
1
2σ2n
− 1
8n2k2n
)
& n log
(
1
σn
)
− n log
(
1
2nkn
)
+O
(
log
(
1− n
n
))
+ log (H0)
⇔ Cn &
n
[
log
(
1
σn
)
+ log(2nkn)
]
+O
(
log
(
1−n
n
))
(
1
2σ2n
− 1
8n2k2n
)
+
log (H0)(
1
2σ2n
− 1
8n2k2n
)
⇔ Cn &
n
[
log
(
1
σn
)
+O
(
1
n
log
(
1−n
n
))]
(
1
σ2n
) . (81)
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Thus, (80) holds if Cn is of the form (73). Hence, (74) holds under the additional assumption
(73).
Lemma 12.7. P (Z ∈ (R∗1)c, θi ∈ [−a − c, a + c]c ∩ S, σ ≤ σn|Y n) = O (BMn), where BMn is
defined in Lemma 12.5.
Proof. When z ∈ (R∗1)c, then θi is present in the likelihood and hence in Θz. Thus the same
calculations associated with Lemma 12.5, now only with θi, guarantees the result.
12.2.1. Proof of Theorem 5.2
Proof.
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
=
∑
z
∫
ΘMn
∫
σ
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)∑
z
∫
ΘMn
∫
σ
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
=
N
D
, (82)
where L(ΘMn , z,Y n) =
∏Mn
j=1 e
−
∑
t:zt=j
(Yt−Y¯j)2
2σ2 e−
nj(Y¯j−θj)2
2σ2 is the likelihood of ΘMn , nj = #{i :
zi = j}, Y¯j = 1nj
∑
t:zt=j
Yt.
To simplify the calculations we can split the set of all of z’s intoR∗1 and (R
∗
1)
c; the cardinality of
the set of all z-vectors satisfying these conditions are (Mn−1)n andMnn −(Mn−1)n, respectively.
Denote I1 = {ΘMn ∈ Ec, σ ≤ σn}, I2 = {ΘMn ∈ E, σ ≤ σn}, I3 = {θi ∈ [−a−c, a+c]c∩S, σ ≤
σn}, I4 = {θi ∈ [−a− c, a+ c], σ ≤ σn}, I5 = {σ > σn}, where E has been defined in Section 7
of MB. Note that
{R∗1 ∩ I1} ∪ {R∗1 ∩ I2} = R∗1 ∩ {σ ≤ σn};
{(R∗1)c ∩ I3} ∪ {(R∗1)c ∩ I4} = (R∗1)c ∩ {σ ≤ σn};
({R∗1 ∩ I1} ∪ {R∗1 ∩ I2}) ∪ ({(R∗1)c ∩ I3} ∪ {(R∗1)c ∩ I4}) = {σ ≤ σn}.
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We write
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
= S1 + S2 + S3 + S4 + S5, (83)
where
S1 =
1
D
∑
R∗1
∫
I1
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S2 =
1
D
∑
R∗1
∫
I2
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S3 =
1
D
∑
(R∗1)c
∫
I3
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S4 =
1
D
∑
(R∗1)c
∫
I4
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S5 =
1
D
∑
z
∫
I5
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ).
Also let
P1 = P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn|Y n),
P2 = P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n),
P3 = P (Z ∈ (R∗1)c, θi ∈ [−a− c, a+ c]c ∩ S, σ ≤ σn|Y n),
P4 = P (Z ∈ (R∗1)c, θi ∈ [−a− c, a+ c], σ ≤ σn|Y n),
P5 = P (σ ≥ σn|Y n).
Recalling that H1 is given by (51), the upper bounds of the terms S1, . . . , S5 are given as
follows.
S1 ≤ H1P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn|Y n) ≤ H1(Mn − 1)BMn , (84)
from Lemma 12.5.
S2 ≤ H1P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n) ≤ H1
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
, (85)
from Lemma 12.6.
S3 ≤ H1P (Z ∈ (R∗1)c, θi ∈ [−a− c, a+ c]c ∩ S, σ ≤ σn | Y n) ≤ H1BMn , (86)
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from Lemma 12.7.
S5 ≤ H1P (Z ∈ (R∗1)c, σ > σn | Y n) ≤ H1∗Mn , (87)
from Lemma 12.4.
S4 =
1
D
∫
I4
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∑
z∈(R∗1)c
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
=
1
D
ϕ(θ∗n(y), σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
×
∑
z∈(R∗1)c
∫ ∫
θi∈[−a−c,a+c]
∫ σn
0
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ) (88)
=
ϕ(θ∗n(y), σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
×P (Z ∈ (R∗1)c, θi ∈ [−a− c, a+ c], σ ≤ σn | Y n)
=
ϕ(θ∗n(y), σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
(1− P1 − P2 − P3 − P5),
(89)
where (88) is obtained by using GMV T , θ∗n(y) ∈ (−a− c, a+ c), and σ∗n(y) ∈ (0, σn).
The integration and summation can be interchanged since the number of terms under summation
is finite for a particular value of n.
Note that equations (84)–(87), and P1, P2, P3, P5 converge to zero under proper conditions. In
particular, P1 converges to 0 if σn is chosen to be sufficiently small. Also bn can also chosen to be
very small such that it satisfies b2n < σ
2
n for all n.
These choices get P3 to converge to 0 and P5 converges to zero if n1−n ≺
(
exp
(
n(2a+c)2
2(bn)2
)
(αn+Mn)Mn
(αn)MnH
Mn
0
)−1
.
P2 converges to zero if Mn ≺
√
n, however, the form of the bound (74) given by Lemma 12.6
is valid if (73) holds.
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Now note that S1 +S2 +S3 +S5 ≤ H1 [P1 + P2 + P3 + P5]. Since under the specified assump-
tions P1, P2, P3, P5 converge to 0, as n → ∞, the sum also goes to 0, as n → ∞. Thus in S4, the
term (1−P1−P2−P3−P5)→ 1 as n→∞. Uniform convergence of ϕ(θ∗n(y),σ∗n(y)+kˆn)(σ∗n(y)+kˆn) φ
(
y−θ∗n(y)
σ∗n(y)+kˆn
)
to ϕ(θ
∗(y),k)
k
φ
(
y−θ∗(y)
k
)
can be proved in exactly the same way using Taylor’s series expansion as
done in the case of the EW model. In particular, it holds that
sup
|y|≤a
∣∣∣∣ϕ(θ∗n(y), σ∗n(y) + kˆn)(σ∗n(y) + kˆn) φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
− ϕ(θ
∗(y), k)
k
φ
(
y − θ∗(y)
k
) ∣∣∣∣ = O(σn + |kˆn− k|).
(90)
We also conclude that
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
− ϕ(θ
∗(y), k)
k
φ
(
y − θ∗(y)
k
)
= S1 + S2 + S3 + S5
+
ϕ(θ∗n(y), σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
(1− P1 − P2 − P3 − P5)− ϕ(θ
∗(y), k)
k
φ
(
y − θ∗(y)
k
)
= S1 + S2 + S3 + S5 − ϕ(θ
∗
n(y), σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
(P1 + P2 + P3 + P5)
+
ϕ(θ∗n(y), σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
− ϕ(θ
∗(y), k)
k
φ
(
y − θ∗(y)
k
)
= O ((Mn − 1)BMn) +O
((
1− 1
Mn
)n(
αn +Mn
αn
)Mn)
+O (BMn) +O
(
∗Mn
)
+O(σn + |kˆn − k|)
= O
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn + σn + |kˆn − k|
)
.
(91)
It follows that
sup
|y|≤a
∣∣∣∣E (fˆSB(y | ΘMn , σ) | Y n)− ϕ(θ∗(y), k)k φ
(
y − θ∗(y)
k
) ∣∣∣∣
≤ sup
|y|≤a
∣∣∣∣E
(
ϕ(θi, kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
− ϕ(θ
∗(y), k)
k
φ
(
y − θ∗(y)
k
) ∣∣∣∣
= O
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn + σn + |kˆn − k|
)
,
(92)
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proving the theorem.
12.3 Proof of Theorem 5.3
Proof. Recall that J1 = 1D1
∫
I4
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ), and
S4 =
1
D2
∫
I4
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)∑
z∈(R∗1)c L(ΘMn , z,Y n)dH(ΘMn)dGn(σ), where D1 and D2 de-
note the normalizing constants of the posteriors corresponding to the EW and the SB models,
respectively.
Let L = max(Mn, n). Then,
|J1 − S4|
=
∣∣∣∣∣
∫
I4
[
1
D1
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
× L(Θn,Y n)
− 1
D2
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×
∑
z∈(R∗1)c
L(ΘMn , z,Y n)
 dH(ΘL)dGn(σ)
∣∣∣∣∣∣
=
ϕ(θ1,n, σ1,n + kˆn)
(σ1,n(y) + kˆn)
φ
(
y − θ1,n(y)
σ1,n(y) + kˆn
)
× |P (I4|Y n)− P ((R∗1)c, I4|Y n)|
(93)
→ 0. (94)
Step (93) follows usingGMV T , where the notation have the usual meanings, and step (94) follows
because the first factor remains bounded and the second factor goes to zero (since P (I4|Y n)→ 1,
and P ((R∗1)
c, I4|Y n) → 1). In other words, J1 and S4 converge to the same model. Hence, we
must have µ∗(y) = θ∗(y).
13. PROOFS OF RESULTS ASSOCIATED WITH SECTION 6 OF MB
13.1 Proofs of results on the EW model
13.1.1. Proof of Lemma 6.2
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Proof. Note that
V ar
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
= E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
− E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)∣∣∣∣Y n
)2
= J
′
1 + J
′
2 + J
′
3, (95)
where
J
′
1 =
1
D
∫
R1
ξ2in × L(Θn,Y n)dH(Θn)dGn(σ),
J
′
2 =
1
D
∫
R2
ξ2in × L(Θn,Y n)dH(Θn)dGn(σ),
J
′
3 =
1
D
∫
R3
ξ2in × L(Θn,Y n)dH(Θn)dGn(σ),
ξin =
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
− E
(
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
) ∣∣∣∣Y n) .
Clearly,
J
′
2 ≤ 4H21 ×Bn, (96)
and
J
′
3 ≤ 4H21 × ∗n, (97)
where H1 is given by (51). As in the proof of Theorem 5.1 (see Section 12.1.1), here also we set
R1 = {θi ∈ [−a− c, a+ c], σ ≤ σn},
R2 = {θi ∈ [−a− c, a+ c]c ∩ S, σ ≤ σn},
R3 = {σ > σn}.
Letting P1 = P
(
R1
∣∣Y n) , P2 = P (R2∣∣Y n) , P3 = P (R3∣∣Y n), we concentrate on the term
J
′
1 =
1
D
∫ ∫
θi∈[−a−c,a+c]
∫
σ≤σn
ξ2in × L(Θn,Y n)dH(Θn)dGn(σ)
=
[
ϕ(mn(y), τn(y) + kˆn)
(τn(y) + kˆn)
φ
(
y −mn(y)
τn(y) + kˆn
)
− E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)]
× 1
D
∫ ∫
θi∈[−a−c,a+c]
∫
σ≤σn
ξin × L(Θn,Y n)dH(Θn)dGn(σ)
(98)
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applying GMV T , where, for every y, mn(y) ∈ (−a− c, a+ c), and τn(y) ∈ (0, σn).
Now we consider the following term:
1
D
∫ ∫
θi∈[−a−c,a+c]
∫
σ≤σn
ξin × L(Θn,Y n)dH(Θn)dGn(σ)
=
1
D
∫ ∫
θi∈[−a−c,a+c]
∫
σ≤σn
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ)
−E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
P
(
θi ∈ [−a− c, a+ c], σ ≤ σn
∣∣∣∣Y n)
= J
′′
1 + J
′′
2 .
(99)
For the part J ′′1 , we note that
1
D
∫ ∫
θi∈[−a−c,a+c]
∫
σ≤σn
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ)
=
ϕ(µ∗n(y), υn(y) + kˆn)
(υn(y) + kˆn)
φ
(
y − µ∗n(y)
υn(y) + kˆn
)
(1− P2 − P3).
(100)
From (57) and following Theorem 5.1 of MB it follows that
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
= J2 + J3 +
ϕ(µ∗n(y), υn(y) + k)
(υn(y) + k)
φ
(
y − µ∗n(y)
υn(y) + k
)
(1− P2 − P3) . (101)
Thus,
J
′′
1 + J
′′
2
=
ϕ(µ∗n(y), υn(y) + kˆn)
(υn(y) + kˆn)
φ
(
y − µ∗n(y)
υn(y) + kˆn
)[
(1− P2 − P3)− (1− P2 − P3)2
]
−(J2 + J3)(1− P2 − P3)
≤ ϕ(µ
∗
n(y), υn(y) + kˆn)
(υn(y) + kˆn)
φ
(
y − µ∗n(y)
υn(y) + kˆn
)
(P2 + P3)(1− P2 − P3)
+H1(P2 + P3)(1− P2 − P3)
= O (Bn + 
∗
n) , (102)
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since ϕ(µ
∗
n(y),υn(y)+kˆn)
(υn(y)+kˆn)
φ
(
y−µ∗n(y)
υn+kˆn
)
≤ H1, P2 = O(Bn) and P3 = O(∗n).
13.2 Proofs of results on the SB model
13.2.1. Proof of Lemma 6.5
V ar
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
= E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
− E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)∣∣∣∣Y n
)2
As in (91) we begin with splitting up the range of z and the range of integration of ΘMn and σ
in the following way:
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
− E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)∣∣∣∣Y n
)2
= S∗1 + S
∗
2 + S
∗
3 + S
∗
4 + S
∗
5 ,
(103)
where S∗i has same ranges of z, ΘMn and σ as Si in Theorem 5.1 of MB; only the integrand of the
former is now replaced with
ζMn =
[
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
− E
(
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
) ∣∣∣∣Y n)], that is
S∗1 =
1
D
∑
R∗1
∫
I1
ζ2MnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S∗2 =
1
D
∑
R∗1
∫
I2
ζ2MnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S∗3 =
1
D
∑
(R∗1)c
∫
I3
ζ2MnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S∗4 =
1
D
∑
(R∗1)c
∫
I4
ζ2MnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
S∗5 =
1
D
∑
z
∫
I5
ζ2MnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ).
Then in the same way as in equations (84)–(87) it follows that
S∗1 ≤ 4H21P (Z ∈ R∗1,ΘMn ∈ Ec, σ ≤ σn | Y n) ≤ 4H21 (Mn − 1)BMn ,
(104)
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S∗2 ≤ 4H21P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn | Y n)
≤ 4H21
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
, (105)
S∗3 ≤ 4H21P (Z ∈ (R∗1)c, θi ∈ [−a− c, a+ c]c, σ ≤ σn | Y n) ≤ 4H21BMn ,
(106)
S∗5 ≤ 4H21P (Z ∈ (R∗1)c, θi ∈ [−a− c, a+ c], σ ≤ σn | Y n) ≤ 4H21 ∗Mn .
(107)
S∗4 =
1
D
∫
Θ−iMn
∫
θi∈[−a−c,a+c]
∫
σ≤σn
ζ2MnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
=
[
ϕ(θvn(y), σ
v
n(y) + kˆn)
(σvn(y) + kˆn)
φ
(
y − θvn(y)
σvn(y) + kˆn
)
− E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)]
×
1
D
∫
Θ−iMn
∫
θi∈[−a−c,a+c]
∫
σ≤σn
ζMnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ). (108)
Let R′ ={θi ∈ [−a− c, a+ c], rest θl’s are in S, σ ≤ σn}. Then we consider the following:
1
D
∫
R′
ζMnL(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
=
1
D
∫
R′
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
−E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
P (θi ∈ [−a− c, a+ c], σ ≤ σn|Y n)
= S
′′
1 + S
′′
2 , say.
(109)
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The terms S ′′1 and S
′′
2 can be dealt with in the same way as J
′′
1 and J
′′
2 were handled in the
corresponding EW case and it can be shown that
S∗4 = O
(
MnBMn +
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
+ ∗Mn
)
. (110)
Thus,
∑4
i=1 S
∗
i = O
(
MnBMn +
(
1− 1
Mn
)n (
αn+Mn
αn
)Mn
+ ∗Mn
)
. Hence, the lemma fol-
lows.
14. PROOFS OF RESULTS ASSOCIATED WITH SECTION 9 OF MB
14.1 EW case: Proof of Theorem 9.1 of MB
Proof. Note that
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
=
1
D
∫
σ
∫
Θn
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(Θn,Y n)dH(Θn)dGn(σ)
≤ H1. (111)
As a result,
1
αn + n
n∑
i=1
E
(
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
) ∣∣∣∣Y n
)
≤ n
αn + n
H1
→ 0. (112)
Now consider
A˜n
=
1
D
∫
θn+1
∫
Θn
∫
σ
ϕ(θn+1, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ+kˆn)2 L(Θn,Y n)dG0(θn+1)dH(Θn)dGn(σ)
=
1
D
∫
θn+1
∫
Θn
∫
σ<σn
ϕ(θn+1, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ+kˆn)2 L(Θn,Y n)dG0(θn+1)dH(Θn)dGn(σ)
+
1
D
∫
θn+1
∫
Θn
∫
σ>σn
ϕ(θn+1, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ+kˆn)2 L(Θn,Y n)dG0(θn+1)dH(Θn)dGn(σ)
= W1 +W2 (say).
(113)
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W2 =
1
D
∫
θn+1
∫
Θn
∫
σ>σn
ϕ(θn+1, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ+kˆn)2 L(Θn,Y n)dG0(θn+1)dH(Θn)dGn(σ)
≤ H1P (σ > σn|Y n) .
Thus, by Lemma 12.1,
W2 = O(
∗
n). (114)
As regards W1, an application of GMV T yields
W1 =
1
D
∫
θn+1
∫
Θn
∫
σ<σn
ϕ(θn+1, σ + kˆn)
(σ + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ+kˆn)2 L(Θn,Y n)dG0(θn+1)dH(Θn)dGn(σ)
=
∫
θn+1
ϕ(θn+1, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ∗n(y)+kˆn)2 dG0(θn+1)× P (σ < σn|Y n) ,
DCT ensures that ∫
θn+1
ϕ(θn+1, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
√
2pi
e
− (y−θn+1)
2
2(σ∗n(y)+kˆn)2 dG0(θn+1)
→
∫
θn+1
ϕ(θn+1, k)
k
√
2pi
e−
(y−θn+1)2
2k2 dG0(θn+1). (115)
It then follows from (115) and the fact that P (σ < σn|Y n)→ 1, that
W1 →
∫
θn+1
ϕ(θn+1, k)
k
√
2pi
e−
(y−θn+1)2
2k2 dG0(θn+1). (116)
Finally, (114) and (116) guarantee Theorem 12.1.
14.2 SB case: Proofs of results associated with Section 9.2 of MB
Lemma 14.1. Let {rn} be a sequence tending to zero such that O
(
log
(
1
n
))
≺ −n log(rn) −
n log(n), and let Cn = O
(
1
rsnn
2
)
; s > 2. Then
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n) &
(
1− 1
Mn
)n(
αn +Mn
αn
)Mn
. (117)
Proof.
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n) = P (Z ∈ R∗1,ΘMn ∈ E|Y n)
−P (Z ∈ R∗1,ΘMn ∈ E, σ > σn|Y n) (118)
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We first obtain a lower bound for P (Z ∈ R∗1,ΘMn ∈ E|Y n).
P (Z ∈ R∗1,ΘMn ∈ E|Y n)
=
∑
z∈R∗1
∫
σ≤σn
∫
ΘMn∈E L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)∑
z
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
=
∑
z∈R∗1 N∑
zD
, (119)
where N =
∫
σ≤σn
∫
Θz∈E
∫
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn) and
D =
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn).
Let kn be a sequence of constants such that kn → ∞ as n → ∞. For 1 < d < Mn, where
d stands for the number of θj’s associated with the likelihood for a given z, denote E∗ = {θj ∈
[−a − c, a + c] ∩ [y¯j − kn, y¯j + kn], j = 1, . . . , d; θj ∈ (−∞,∞), j = d + 1, . . . ,Mn} and for
j = 1, . . . , d, let Ej = {θj ∈ [−a− c, a+ c] ∩ [y¯j − kn, y¯j + kn]}.
Note that,
N ≥
∫
ΘMn∈E∗
∫ 2nkn
nkn
1
σn
e
−
∑d
j=1
∑
t:zt=j
(yt − y¯j)2
2σ2
×e−
∑d
j=1 nj(y¯j − θj)2
2σ2 dH(ΘMn)dGn(σ)
≥
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n × e− 12n ×
(
αn
αn +Mn
)Mn
×
d∏
j=1
G0 (Ej)×O(n),
(120)
assuming
∫ 2nkn
nkn
dGn(σ) = O(n). In the above, C
(2)
n = supz∈R∗1
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2, as de-
fined before in the proof of Lemma 12.6.
Since kn →∞, as n→∞, G0 (Ej) ∼ G0 ([−a− c, a+ c]) = H0 (say), and
N &
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n × e− 12n ×
(
αn
αn +Mn
)Mn
×HMn0 ×O(n). (121)
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To obtain an upper bound of D note that,
e
−
∑Mn
j=1
∑
t:zt=j
(yt − y¯j)2
2σ2 × 1
σn
e
−
∑Mn
j=1 nj(y¯j − θj)2
2σ2 ≤ 1×
(
n
C
(1)
n
)n
2
e−
n
2 , (122)
for 0 < σ <∞, where C(1)n = infz∈R∗1
∑Mn
j=1
∑
t:zt=j
(Yt − Y¯j)2, as defined in the proof of Lemma
12.6. This implies
D ≤
(
n
C
(1)
n
)n
2
e−
n
2 . (123)
Since C(1)n ∼ C(2)n ∼ Cn for large n, let us obtain the condition under which(
1
2nkn
)n
× e−
Cn
8n2k2n ×HMn0 ×O(n) ≥
(
n
Cn
)n
2
e−
n
2 (124)
Let kn = rnCn, where rn → 0 and rnCn →∞.
Then, (
1
2nkn
)n
× e−
Cn
8n2k2n ×HMn0 ×O(n) ≥
(
n
Cn
)n
2
e−
n
2
⇔
(
1
2nrnCn
)n
× e−
Cn
8n2r2nC
2
n ×HMn0 ×O(n) ≥
(
n
Cn
)n
2
e−
n
2
⇔ −n log (Cn) + n
2
log (Cn)− Cn
8n2r2nC
2
n
≥ n
2
log(n)− n
2
+ n log(2n) + n log(rn)−Mn log(H0)−O (log(n))
⇔ n
2
log(Cn) +
1
8n2r2nCn
≤ −n
2
log(n) +
n
2
− n log(2)− n log(n)− n log(rn) +Mn log(H0)−O
(
log
(
1
n
))
⇔ n
2
log(Cn) +
1
8n2r2nCn
≤ n
(
−3
2
log(n) +
1
2
− log(2)
)
− n log(rn) +Mn log(H0)−O
(
log
(
1
n
))
.
(125)
In the R.H.S of the inequality (125) we can choose rn sufficiently small such that term−n log(rn) ∼
n
(−3
2
log(n) + 1
2
− log(2))− n log(rn) +Mn log(H0)−O (log ( 1n)) .
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Let Cn = 1rsnn2 , where s > 2.
Then kn = rnCn = 1rs−1n n2 →∞, for rn going to zero at a sufficiently fast rate.
Also, n2r2nCn =
n2r2n
rsnn
2 =
1
rs−2n
→∞, for s > 2.
And,
n
2
log(Cn) = −ns
2
log(rn)− n log(n) < −n log(rn)− n log(n) < −n log(rn). (126)
So, for Cn = O
(
1
rsnn
2
)
; s > 2, if rn is fixed to be sufficiently small such that for large n,
1
8n2r2nCn
≈ 0, and n (−3
2
log(n) + 1
2
− log(2))+Mn log(H0) +O (log ( 1n)) ≺ −n log(rn), then,
as n→∞, (125) holds, and(
1
2nkn
)n
× e−
Cn
8n2k2n ×O(n) &
(
n
Cn
)n
2
e−
n
2 .
Hence, it follows that
P (Z ∈ R∗1,ΘMn ∈ E|Y n)
&
(Mn − 1)n
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n × e− 12n ×
(
αn
αn+Mn
)Mn ×O(n)
Mnn
(
n
C
(1)
n
)n
2
e−
n
2
&
(
αn
αn +Mn
)Mn (
1− 1
Mn
)n
. (127)
Now we obtain an upper bound for P (Z ∈ R∗1,ΘMn ∈ E, σ > σn|Y n).
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P (Z ∈ R∗1,ΘMn ∈ E, σ > σn|Y n)
=
∑
z∈R∗1
∫∞
σn
∫
Θz∈E
∫
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)∑
z
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
=
∑
z∈R∗1 N∑
zD
≤
∑
z∈R∗1 N∑
z∈R∗1 D
, (128)
where N =
∫∞
σn
∫
Θz∈E
∫
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn) and
D =
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn).
Note that, in the same as we have obtained equation (122), it can shown that
N ≤
(
n
C
(1)
n
)n
2
e−
n
2 ×O(n). (129)
D ≥
∫
σ>σn
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn)
≥
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n × e− 12n
(
αn
αn +Mn
)Mn
×
d∏
j=1
G0 (Ej)×O(n)
&
(
1
2nkn
)n
e
− C
(2)
n
8n2k2n × e− 12n
(
αn
αn +Mn
)Mn
×HMn0 ×O(n), (130)
since for large n, G0 (Ej) ∼ H0.
Since C(2)n ∼ C(2)n ∼ Cn it follows that∑
z∈R∗1 N∑
zD
.
(Mn − 1)n
(
n
Cn
)n
2
e−
n
2 ×O(n)
Mnn
(
1
2nkn
)n
e
− Cn
8n2k2n × e− 12n
(
αn
αn+Mn
)Mn ×HMn0 ×O(n) . (131)
Choose Cn such that(
1
2nkn
)n
e
− Cn
8n2k2n ×HMn0 ×O(n) &
(
n
Cn
)n
2
e−
n
2 , (132)
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which is exactly the same condition as in the last case of the lower bounds. So, as n→∞,
P (Z ∈ R∗1,ΘMn ∈ E, σ ≥ σn) .
(
αn +Mn
αn
)Mn (
1− 1
Mn
)n
×O(n). (133)
Hence,
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n)
= P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n)− P (Z ∈ R∗1,ΘMn ∈ E, σ > σn|Y n)
&
[(
αn
αn +Mn
)Mn
−
(
αn +Mn
αn
)Mn
×O(n)
](
1− 1
Mn
)n
.
(134)
We must have (
αn
αn +Mn
)Mn
&
(
αn +Mn
αn
)Mn
×O(n)
⇔ O(n) .
(
αn
αn +Mn
)2Mn
. (135)
Using L’ Hospital’s rule it can be shown that
(
αn
αn+Mn
)2Mn → 1, if Mn = nb, αn = nω,
ω > 0, b > 0 and ω − b > b. Since n → 0, for large n, (135) holds and does not con-
tradict the assumptions regarding n. Actually, for the above choices, we have
(
αn
αn+Mn
)Mn ∼(
αn
αn+Mn
)Mn − (αn+Mn
αn
)Mn ×O(n).
Summing up all the results we have,
P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n) &
(
αn
αn +Mn
)Mn (
1− 1
Mn
)n
, (136)
for Cn = O
(
1
rsnn
2
)
, s > 2.
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14.2.1. Proof of Theorem 9.2 of MB Consider the integral∫
ΘMn∈E
∫ σn
0
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
=
αn
αn +Mn − 1
∫
ΘMn∈E
∫ σn
0
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×L(ΘMn , z,Y n)dG0(θi)dH−i(Θ−iMn)dGn(σ)
+
1
αn +Mn − 1
Mn∑
j=1,j 6=i
∫
Θ−iMn∈E−i
∫ σn
0
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θj
σ + kˆn
)
×L(Θ−iMn , z,Y n)dH−i(Θ−iMn)dGn(σ),
(137)
using the Polya urn representation of H(ΘMn), given by
H(ΘMn) =
[
αn
αn +Mn − 1G0(θi) +
1
αn +Mn − 1
Mn∑
j=1,j 6=i
δθj(θi)
]
×H−i(Θ−iMn), (138)
where Θ−iMn = ΘMn \ θi and H−i(Θ−iMn) is the joint distribution of Θ−iMn and E−i is the set E
excluding θi.
Let D =
∑
z
∫
σ
∫
ΘMn
L(ΘMn , z,Y n)dGn(σ)dH(ΘMn). Note that for z ∈ R∗1, θi is not present
in likelihood and hence {ΘMn ∈ E} = {θi ∈ S} ∩ {Θ−iMn ∈ E−i}. Then,
1
D
∑
z∈R∗1
∫
ΘMn∈E
∫ σn
0
ϕ(θi, kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×L(ΘMn , z,Y n)dG0(θi)dH−i(Θ−iMn)dGn(σ)
=
1
D
∑
z∈R∗1
∫
Θ−iMn∈E−i
∫
θi∈S
∫ σn
0
ϕ(θi, kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
dG0(θi)
×L(ΘMn , z,Y n)dH−i(Θ−iMn)dGn(σ)
=
∫
θi∈S
ϕ(θi, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θi
σ∗n(y) + kˆn
)
dG0(θi)
×PMn−1
(
Z ∈ R∗1,Θ−iMn ∈ E−i, σ ≤ σn
∣∣Y n) , (139)
where PMn−1(·|Y n) is the posterior probability when the mixture model has Mn − 1 components.
It can be shown that exactly under the same conditions as in Lemma 14.1,
PMn−1
(
Z ∈ R∗1,Θ−iMn ∈ E−i, σ ≤ σn
∣∣Y n) has the same lower bound with only Mn replaced
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withMn−1. Using L’ Hospital’s rule it can be easily shown that PMn−1
(
Z ∈ R∗1,Θ−iMn ∈ E∗, σ ≤ σn
∣∣Y n)
also converges to 1.
DCT ensures that∫
θi∈S
ϕ(θi, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θi
σ∗n(y) + kˆn
)
dG0(θi)→
∫
θi∈S
ϕ(θi, k)
k
√
2pi
e−
(y−θi)2
2k2 dG0(θi),
(140)
almost surely.
Again,
1
αn +Mn − 1
1
D
∑
z∈R∗1
Mn∑
j=1,j 6=i
∫
Θ−iMn∈E−i
∫ σn
0
ϕ(θj, σ + kˆn)
(σ + kˆn)
φ
(
y − θj
σ + kˆn
)
×L(Θ−iMn , z,Y n)dH−i(Θ−iMn)dGn(σ)
≤ H1 × 1
αn +Mn − 1
×
Mn∑
j=1,j 6=i
1
D
∑
z∈R∗1
∫
Θ−iMn∈E−i
∫ σn
0
L(Θ−iMn , z,Y n)dH−i(Θ−iMn)dGn(σ)
≤ H1 × Mn − 1
αn +Mn − 1 .
(141)
Note that for αn  O(Mn), αnαn+Mn−1 → 1 and Mn−1αn+Mn−1 → 0.
From (140) and (141) we conclude that, almost surely,
1
D
∫
ΘMn∈E
∫ σn
0
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ)
→
∫
θi
ϕ(θi, k)
k
√
2pi
e−
(y−θi)2
2k2 dG0(θi), (142)
as n→∞. The result then follows by boundedness of E
(
fˆSB(y|ΘMn , σ)
∣∣∣∣Y n).
15. OVERVIEW OF ASYMPTOTIC CALCULATIONS ASSOCIATED WITH
SECTION 10 OF MB
It is easy to see that the upper bounds of the probabilites given in Lemmas 12.4–12.7 remain the
same for this modified model. For the modified SB model the likelihood functionL(ΘMn , z,Y n,Π)
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is given by
L(ΘMn , z,Y n,Π) =
Mn∏
`=1
pin`+β`−1`
Mn∏
j=1
1
σnj
e
− 1
2
∑
t:zt=j
(
Yt−θj
σ
)2
. (143)
From the form (143) it is clear that given z, the posterior of Π is independent of ΘMn . Hence,
it is easy to see that, the same calculations as in Lemma 12.4 yield the following bounds for the
modified model:
N ≤ 1
(σn)n
P (σ > σn)
∑
z
∫
Π
Mn∏
`=1
pin`+β`−1` dΠ
and
D ≥
exp
(
−n(a+c1)2
2(bn)2
)
(bn)n
P (bn < σ ≤ σn)
(
αn
αn +Mn
)Mn
HMn0
∑
z
∫
Π
Mn∏
`=1
pin`+β`−1` dΠ.
Hence, the upper bound for P (σ > σn|Y n) does not change. Similarly, the same argument
shows that the upper bounds remain the same for all the probabilities except for P (Z ∈ R∗1,ΘMn ∈
E, σ ≤ σn|Y n). For P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n), the same calculations as in Lemma 12.6
show that
N ≤
(
1
σn
)n
e
−C
(1)
n
2σ2n ×G0([−a− c, a+ c])×O(1− n)
×
∑
z∈R∗1
∫
Π
Mn∏
`=1
pin`+β`−1` dΠ.
(144)
Similarly,
D ≥
(
1
2nkn
)n
× e−
C
(2)
n
8n2k2n × e− 12n ×
(
αn
αn +Mn
)Mn
×
d∏
j=1
G0([Y¯j − kn, Y¯j + kn] ∩ S)×O(n)
×
∑
z
∫
Π
Mn∏
`=1
pin`+β`−1` dΠ. (145)
Since ∑
z∈R∗1
∫
Π
∏Mn
`=1 pi
n`+β`−1
` dΠ∑
z
∫
Π
∏Mn
`=1 pi
n`+β`−1
` dΠ
= P (Z ∈ R∗1) =
(Mn − 1)n
Mnn
,
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the upper bound remains the same as before.
It can also be shown that E
(
fˆ ∗SB(y | ΘMn ,Π, σ)
)
converges to 1
k
φ
(
y−θ∗(y)
k
)
. We will split
the expectation in the same way as in the proof of Theorem 5.2 into S1, S2, S3, S4, S5, with the
integrand ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
replaced with
∑Mn
i=1 pii
ϕ(θi,σ+kˆn)
(σ+kˆn)
φ
(
y−θi
σ+kˆn
)
. The upper bounds of Si
for i 6= 4, will be same. We illustrate this with S1; for the others the same arguments will hold.
S1 =
1
D
∑
R∗1
∫
Π
∫
I1
Mn∑
i=1
pii
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×L(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ
≤ H1 1
D
∑
R∗1
∫
Π
∫
I1
Mn∑
i=1
piiL(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ
= H1
1
D
∑
R∗1
∫
I1
L(ΘMn , z,Y n)dH(ΘMn)dGn(σ),
using the fact that
∑Mn
i=1 pii = 1. Hence S1 has same order as P (Z ∈ R∗1,ΘMn ∈ E, σ ≤ σn|Y n)
for the modified model also.
To investigate the form of the density where the modified SB model converges to, note that
S4 =
1
D
∑
(R∗1)c
∫
Π
∫
I4
Mn∑
i=1
pii
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×L(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ
=
1
D
∫
Π
∫
I4
Mn∑
i=1
pii
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×
∑
(R∗1)c
L(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ.
(146)
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For each i, using GMV T we get
1
D
∫
Π
∫
I4
pii
ϕ(θi, σ + kˆn)
(σ + kˆn)
φ
(
y − θi
σ + kˆn
)
×
∑
(R∗1)c
L(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ
=
ϕ(θi, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
× 1
D
∫
Π
∫
I4
pii
∑
(R∗1)c
L(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ,
(147)
where, for every y, θ∗n(y) ∈ (−a− c, a+ c), and σ∗n(y) ∈ (0, σn).
Hence, S4 given by (146) becomes
S4 =
ϕ(θi, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
× 1
D
∫
Π
∫
I4
∑
(R∗1)c
L(ΘMn , z,Y n,Π)dH(ΘMn)dGn(σ)dΠ,
=
ϕ(θi, σ
∗
n(y) + kˆn)
(σ∗n(y) + kˆn)
φ
(
y − θ∗n(y)
σ∗n(y) + kˆn
)
×P ((R∗1)c, I4|Y n) , (148)
again using the fact that
∑Mn
i=1 pii = 1.
Since it is already shown in connection with the proofs of Theorems 5.1 (Section 12.1.1) and 5.2
(12.2.1) that, almost surely, ϕ(θi,σ
∗
n(y)+kˆn)
(σ∗n(y)+kˆn)
φ
(
y−θ∗n(y)
σ∗n(y)+kˆn
)
→ ϕ(θ∗(y),k)
k
φ
(
y−θ∗(y)
k
)
and P ((R∗1)
c, I4|Y n)→
1, it follows that S4 → 1kφ
(
y−θ∗(y)
k
)
. With very minor adjustments to the proof of Theorem 5.3,
here it can be proved that the EW model and the modified SB model converge to the same distri-
bution.
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