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ABSTRACT




B.S., SHARIF UNIVERSITY OF TECHNOLOGY
M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Marco F. Duarte
The literature on compressive parameter estimation has been mostly focused
on the use of sparsity dictionaries that encode a discretized sampling of the param-
eter space; these dictionaries, however, suffer from coherence issues that must be
controlled for successful estimation. To bypass such issues with discretization, we
propose the use of statistical parameter estimation methods within the Approximate
Message Passing (AMP) algorithm for signal recovery. Our method leverages the use
of custom denoisers in place of the usual thresholding steps (which act as denoisers for
sparse signals) in AMP. We introduce the design of analog denoisers that are based
on statistical parameter estimation algorithms, and we focus on two commonly used
examples: frequency estimation and bearing estimation, coupled with the Root MU-
SIC estimation algorithm. We first analyze the performance of the proposed analog
denoiser for signal recovery, and then link the performance in signal estimation to
that of parameter estimation. Numerical experiments show significant improvements
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Compressive sensing (CS) allows the recovery of sparse signals measured at a rate
lower than Nyquist [2, 4, 9]. Most existing work in the field of CS focuses on recov-
ering the signal from a few measurements, with more recent extensions to parameter
estimation using sparse models. In such models, the signals are recovered by ex-
ploiting the fact that they can be described as sparse in some basis or frame. Some
examples of such sparse parameter estimation models include frequency estimation,
localization, and bearing estimation [5, 13–21,27,30,32,34,35].
Multiple methods have been proposed for signal recovery from CS measurements,
with iterative methods becoming particularly popular. The Approximate Message
Passing (AMP) algorithm [12], which is a variation of the iterative thresholding al-
gorithm, has emerged as a flexible framework for recovery that can leverage models
beyond standard sparsity. This iterative algorithm produces an additive white Gaus-
sian noise (AWGN)-polluted version of the original sparse signal at each iteration
by integrating a so-called Onsager correction term, enabling the simple application
of denoising algorithms (e.g., thresholders for sparse signals). Thus, AMP is flexi-
ble enough to expand beyond the standard sparsity model by leveraging denoisers
suitable for the class of signals of interest [10, 25].
Many algorithms proposed for compressive parameter estimation leverage a pre-
scribed grid for parameters specified by the sparsity basis; therefore, the continuous
parameter domain is replaced by a fixed parameter sample grid [33]. The grid se-
lection has a high importance for such on-grid methods, and they often suffer from
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poor estimation accuracy when the parameters do not belong to the grid. In off-grid
methods, refinements to the sparse model output allow for arbitrary parameter esti-
mates, although a grid is still necessary to perform estimation. Such methods most
often leverage nonconvex interpolation and optimization, and thus can only provide
local convergence guarantees. Gridless methods avoid these issues by directly con-
sidering the continuous parameter space, and often rely on statistical signal models
that provide closed-form solutions for the parameter estimates. Such methods usually
have limited applicability to settings featuring measurements from uniformly timed
samples, or uniform or sparse linear arrays.
In this research, we propose the integration of statistical gridless methods for
parameter estimation with synthesis models based on the signal parametrization to
provide analog denoisers, which can then be integrated into the AMP algorithm to
obtain a framework for compressive parameter estimation. Our approach is enabled
by the aforementioned flexibility of AMP, as well as subsequently proposed approach
for the numerical computation of the Onsager correction using a Monte-Carlo ap-
proximation [25]. One of the significant advantages of our proposed algorithm is that
it can be applied to arbitrary parameter estimation problems, as long as there exists
a known one-to-one mapping between the observed signal and the parameters of in-
tererst and certain technical conditions hold for the analog denoiser operating on the
signal of interest.
1.1 Contributions
The contributions of this thesis can be summarized as follows. First, we introduce
the design of analog denoisers that leverage parametric models to be integrated with
AMP for the purpose of compressive parameter estimation. More specifically, the
analog denoiser is used within the AMP algorithm to “denoise” an AWGN-polluted
version of the original signal, which simultaneously provides estimates for the pa-
2
rameters of interest. Second, we study the necessary conditions for a denoiser to be
compatible with the AMP algorithm for signal recovery. More precisely, we investigate
these essential conditions provided in [25] while focusing on signal recovery rather than
parameter estimation for two examples of parametric signal models: frequency-sparse
and bearing-sparse signals. Third, we link parameter estimation to signal recovery,
study the accuracy of the estimation and recovery in both examples, and provide a
numerical analysis for the expected signal recovery and parameter estimation error.
Finally, we present numerical results on the performance of both signal recovery and
parameter estimation based on our combination of AMP and analog denoisers.
1.2 Outline
This thesis is organized as follows.
Chapter 2 introduces notation and provides essential background, including spar-
sity, sensing matrices, algorithmic performance, approximate message passing, and
statistical parametric estimation algorithms.
Chapter 3 contains the proposed work. In this chapter we first introduce analog
denoisers with two running examples for frequency estimation and bearing estimation.
We also present numerical simulations that verify the crucial properties of the denoiser
for signal recovery in both cases of frequency-sparse and bearing-sparse signals. We
then discuss the relationship between signal estimation and parameter estimation.
Finally, we provide numerical results for the proposed approach for both signal re-
covery and parameter estimation from CS measurements, including a comparison to
existing algorithms for compressive parameter estimation.






We will adopt the convention throughout this thesis that all vectors are written in
lower-case bold type and are column vectors, and all matrices are written in upper-
case bold type. Moreover, for a vector x, xi refers to the ith element of this vector
and xi(β) implies that this element is a function of parameter β, while for recursive
algorithms, xi refers to the vector x in iteration i.
2.2 Bases
A set {φ − i}ni=1 is called a basis for Rn if the vectors in the set span Rn and
are linearly independent. This implies that each vector in the space can be uniquely
represented as a linear combination of these basis vectors. In other words, for each






Mathematically, we say that a signal x is K-sparse if it has at most K nonzero
elements, i.e., ‖x‖0 ≤ K. We also let ΣK indicate the set of all K-sparse signals
ΣK = {x : ‖x‖0}.
4
In many cases, the signals are not sparse themselves, but have a sparse representation
in some basis Φ. In such cases, x = Φc, where c is K-sparse, i.e., ‖c‖0 ≤ K.
Compressible signals are the signlas that can be represented accurately using K 




for compressible signals, there exist constants C and r such that
σK(x)2 ≤ CK−r.
2.4 Sensing Matrices
Let us assume that the signal of interest x is real valued with finite length N . For
this signal, we consider M linear measurements
y = Ax.
Here, y ∈ RM and A, called the sensing matrix, is an M ×N matrix, mapping RN to
RM , where M is typically much smaller than N . Note that in standard CS the rows
of A are fixed.
For sparse or compressible data, it is possible to design the matrices A with M 
N that ensure the accurate recovery of the original signal using different algorithms.
2.5 Finding Sparse Representation
In compressive sensing (CS), the goal is to recover the signal of interest from
a few measurements. More precisely, we consider a sparse signal x ∈ RN and a
measurement vector y ∈ RM , where y = Ax+n. Here n represents the measurement
5
noise. If M  N , the matrix A ∈ RM×N is severely underdetermined. Therefore, in
order to recover x, we search for the sparsest signal x̂ such that it best satisfies the
measurements,
x̂ = argminx∈RN‖x‖0, s.t. y = Ax. (2.1)
Note that since `0-norm is defined as the number of nonzero elements in a vector,
this method is called `0-norm minimization. Since (2.1) is non-convex, Chen et al. [6]
suggested the use of `1-norm as a convex relaxation of (2.1);
x̂ = argminx∈RN‖x‖1, s.t. y = Ax. (2.2)
Since this `1-minimization equation, known as basis pursuit (BP), is convex, this
algorithm can be implemented as a linear program, leading to polynomial computa-
tional complexity in the signal length.
Note that when dealing with large signals, the linear programs, such as (2.2), are
extremely computationally complex; therefore, iterative algorithms are proposed to
solve for the sparse signal x. Some examples of such iterative algorithms are matching
pursuit, orthogonal matching pursuit, iterative hard-thresholding, compressive sam-
pling matching pursuit, iterative soft-thresholding, and approximate message passing
(which will be studied in Section 2.8).
2.6 Algorithmic Performance
In this section, we provide some definions and theories which are important in
studying the guarantees for the performance of the recovery algorithms.
6
Definition 2.6.1. The coherence of a matrix A, µ(A), is the largest absolute inner











always holds; the lower bound is the Welch bound citations, p.26 . Also, for M  N ,













then for each measurement vector y ∈ RM there exists at most one K-sparse signal
x such that y = Ax.
Definition 2.6.2. The spark of a given matrix A is the smallest number of columns
of A that are linearly dependent.
Theorem 2.6.2. For any vector y ∈ RM , there exists at most one K-sparse signal
x, such that y = Ax if and only if spark(A) > 2K.
2.6.1 The Restriced Isometry Property
In order to establish guarantees for recovery, even when the signal is contaminated
by noise or other corruptions, Candès [4] introduced the following restricted isometry
condition on matrices A.
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Definition 2.6.3. A matrix A satisfies the restriced isometry property (RIP) of order
K if there exists a δK ∈ (0, 1) such that
(1− δK)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δK)‖x‖22 (2.5)
for all K-sparse signals x.
Note that if A satisfies the RIP of order K with constant δK , then for any K
′ < K,
A satisfies the RIP of order K ′ with constant δK′ ≤ δK .
It can be shown that if a matrix A satisfies the RIP, then this is sufficient for a
variety of algorithms to be able to successfully recover a sparse signal from noisey
measurements.
Definition 2.6.4. Let A : RN → RM denote a sensing matrix and ∆ : RM → RN
be a recovery algorithm. We say that the pair (A,∆) is C-stable if for any K-sparse
signal x and any e ∈ RM , we have
‖∆(Ax + e− x)‖2 ≤ C‖e‖2. (2.6)
In words, this definition implies that adding a small amount of noise to the mea-
surements cannot lead to an arbitrarily large impact on the recovered signal.
Theorem 2.6.3. If the pair (A,∆) is C-stable, then
1
C
‖x‖2 ≤ ‖Ax‖2 (2.7)
for all K-sparse signals x.
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2.7 Measurement Bounds
We now consider how many measurements are necessary to achieve the RIP. If
we only focus on the dimensions of the problems, M , N , and K, we can establish a
simple lower bound for the number of measurements M .




M ≥ CK log(N
K
)
where C = 1/2 log(
√
24 + 1) ≈ 0.28.
2.8 Approximate Message Passing
While many algorithms have previously been proposed to recover the signal x
given y and A, greedy algorithms have been shown to have high performance and to
be fast [3, 7, 26].
As a matter of fact, we search K-sparse vectors x that satisfy y ≈ Ax. One
recovery method is to solve the convex problem. The
Donoho et al. proposed a modification of the traditional iterative thresholding
algorithm that adds an “Onsager” correction term [12]. The resulting first-order
approximate message passing algorithm (AMP) proceeds as follows: starting from
x0 = 0 and z0 = 0, at iteration t we set
xt = ηt(A
Hzt−1 + xt−1), (2.8)
zt = y −Axt + 1
δ












the term 〈η′t(·)〉 is often referred to as the divergence of the thresholding function.
The Onsager correction term at the end of (2.9) plays a crucial role throughout the
AMP algorithm, causing it to achieve a sparsity-undersampling tradeoff matching the
theoretical tradeoff for reconstruction via `1-norm minimization [12].
2.9 Denoising-Based Approximate Message Passing (D-AMP)
The power of the Onsager correction is that it shapes the distribution of the
estimate AHzt+xt to resemble that of x+nt, where nt is AWGN. AMP then solves the
problem of sparse signal denoising using the function ηt, which can be replaced by an
arbitrary denoising function Dσ suitable for the signal class of interest [10]. Note that
hard and soft thresholders are optimal AWGN denoisers for sparse and approximately
sparse signals [8], while there exist multiple denoisers that allow for the AMP recovery
framework to be applied beyond the standard class of sparse signals [10, 25].1
For example, denoising-based AMP (D-AMP) [25] assumes that x belongs to a
class of signals C ⊆ RN for which a family of denoisers {Dσ,τ} exists. Here, σ is
the standard deviation of the added noise to the signal that the denoiser is tuned
to and τ denotes additional parameters for the denoiser, if any, and is dropped from
the notation when possible. Each denoiser Dσ,τ can be applied to xw = x + σε with
ε ∼ N (0, I) to return an estimate x̂ that should be closer to x than xw. Even though
the denoiser must satisfy several conditions (detailed in the sequel), these conditions
do not change between signal classes, making the derivations in the sequel applicable
to a wide variety of signal classes and a broad set of denoisers.
For high-dimensional problems, D-AMP modifies the AMP iterations (2.8-2.9) by
replacing the thresholding step with a denoising step, making it applicable to signal
classes beyond sparsity; we set σ̂0 = ‖y‖2/
√
N and iterate:
1Although this idea was originally introduced in [10], [25] considers a finite-length setting and a
more tractable class of signals; therefore, we focus on the latter formulation.
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xt = Dσ̂t−1(A
Hzt−1 + xt−1), (2.10)
zt = y −Axt + 1
M





As with AMP (2.8-2.9), at each iteration of D-AMP (2.10-2.12) one can write xt +
AHzt ≈ x+nt with nt ∼ N (0, (σ̂t)2I), where (σ̂t)2 approximates the AWGN variance
at iteration t.
2.10 Approximate Onsager Correction via Monte Carlo Method
High-performance denoisers are usually data-dependent, and thus it might not be
possible to explicitly indicate the input-output relationship for such denoisers. As
a result, the computation of the divergence 〈D′σ̂t−1(xt−1 + AHzt−1)〉 in the Onsager
correction might not be straightforward. Luckily, Metzler et al. have proposed an ap-
proximation of this term, making it feasible to use arbitrary denoisers in D-AMP [25].
Their proposed method relies on a Monte Carlo estimate of the denoiser divergence:











where bi ∼ N (0, I) are i.i.d. random vectors and ζ is chosen to be a sufficiently small
constant in the last term. Note that according to the weak law of large numbers, as
B → ∞ this estimation converges to the true value of divergence. In practice, since
the signal lengths are generally large, a small number of trials B suffices for accurate
approximation [25].
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2.11 Parametric Signal Models and Parameter Estimation
Rather than studying signals that are sparse in a basis or a dictionary, we focus
on low-dimensional parametric signal models in this research. In such models, the
signal of interest x corresponds to a linear combination of components generated from
a parametric form, where the number of components (i.e., the number of degrees of
freedom for the signal) is assumed to be significantly smaller than the signal length.
More specifically, we assume that the signal of interest hasK parameters {θk}Kk=1 ∈





Here, Ψ is the mapping function from parameter space to signal space, and {ak}Kk=1 ∈
C are component amplitudes. We refer to (2.13) as the synthesis equation. The goal
of parameter estimation algorithms is to obtain estimates {θ̂k}Kk=1 from observations
of x.
In this research, we focus on two specific examples of parametric signal models
and parameter estimation.
2.11.1 Frequency Estimation
We concentrate on parametric signals that are linear combination of a few complex
sinusoids. Such frequency-sparse signals have a number of component frequencies K
that is much smaller than their length N . Assuming {fk}Kk=1 and {ak}Kk=1 to be the
sinusoid frequencies and their corresponding amplitudes, respectively, such signals















The frequency estimation problem is well known in the signal processing literature as
the line spectral estimation problem. Unfortunately, standard on-grid approaches for
recovering these parameters suffer from frequency mismatch. For example, the DFT 2
basis preserves the sparsity of the discrete-time Fourier transform for frequency-sparse
signals only when the signal components have integer frequencies, i.e., containing
an integer number of signal periods. Otherwise, the situation is decidedly more
complicated due to the spectral leakage induced by windowing (sinc convolution) [14].
While many popular estimation algorithms exist to overcome this problem [31], our
focus in this research will be on the Root MUSIC gridless method, cf. Section 2.12.
2.11.2 Bearing Estimation
Assume that an array of P sensors (usually microphones or antennas) can record
one or multiple targets transmitting a signal to the array at specific bearing angles [23].
Moreover, assume that the pth antenna is located at the coordinates (up, vp) and that
the antennas are configured as a uniform linear array (i.e., up = u0 + pdx, where dx is
the array inter-element spacing, and vp = 0 for all p). The P×1 array snapshot vector
x(q) = [x1(q) x2(q) . . . xP (q)]
T , containing observations from all antennas at each
time q = 1, . . . , Q, can be modeled as x(q) = S(θ)a(q) + n(q) (dubbed a snapshot),
where θ =
[
θ1 . . . θK
]T
is the K×1 vector of the bearings, S(θ) =
[
s(θ1) . . . s(θK)
]
is the P ×K signal steering matrix, a(q) =
[
a1(q) . . . aK(q)
]T
is the K × 1 vector
collecting the scalar amplitudes of the received transmissions at time q, and n(q) is
the P × 1 vector of the antenna array AWGN at time q. Each P × 1 steering vector
can be expressed as
2Recall that the Discrete Fourier Transform (DFT) of a length-N signal x is defined as X[l] =∑N
n=1 x[n]e
−j2πln/N , 1 ≤ l ≤ N , with inverse transormation x[n] = 1N
∑N
l=1 X[n]e






























where z = exp(j(2π/λ)dx sin θ) and λ is the signal wavelength. We collect the multiple
snapshot observations into the matrix equation X = S(θ)A+N, with X = [x1 . . . xQ],
A = [a1 . . . aQ], and N = [n1 . . . nQ].
3
It is clear from (2.15) that the steering vectors s(θk) correspond to uniformly sam-
pled complex exponentials with frequencies fk =
dx
λ
sin θk. Thus, the angles {θk}Kk=1
can be obtained by identifying the frequencies for the complex exponential compo-
nents of the received (noisy) snapshots x(q) and then solving for θk from fk. As a
result, bearing estimation is similar to frequency estimation, and the same statistical
parameter estimation algorithms can be applied to both problems.
2.12 Statistical Parametric Estimation Algorithms
For the K-sparse signal x from (2.13), a statistical parameter estimation method
considers a set of observations s = x + n, where n ∼ N (0, σ2nI) denotes an AWGN
vector. One can rewrite (2.13) as x = Γa, where Γ is a matrix with columns
Γ =
[
v(f1) . . .v(fK)
]
, and the coefficient vector a =
[
a1 . . . aK
]T
. The auto-
correlation matrix Rss is given by
Rss = E[ssH ] = Rxx + Rnn = ΓĀ2ΓH + σ2nI (2.16)
3Note that our focus on Gaussian CS matrices Φ in this research requires the measurement of a
vectorized version of X, which in practice requires all antennas to communicate their measurements
to a central location for aggregation. The algorithms proposed in this research have also been
tailored for distributed compressive bearing estimation, with successful results [22].
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where Ā = diag(E(a1), . . . ,E(aK)) denotes the matrix diagonalization of the expected
value of the vector a. Since for distinct frequencies {fk}Kk=1, rank(ΓĀ
2
ΓH) = K, it is
easy to see that Rxx has K nonzero eigenvalues {λ̃i}Ki=1 (sorted by magnitude), with
all other eigenvalues equal to zero. Thus, for the sorted eigenvalues {λi}Ni=1 of Rss,
we have
λi =
 λ̃i + σ
2
n, i ≤ K,
σ2n, K < i ≤ N.
Defining G as the matrix containing the column eigenvectors for the N−K small-
est eigenvalues of Rss, we have that RssG = σ
2
nG, as the corresponding eigenvalues
are all σ2n; thus, plugging in (2.16), we have that ΓĀ
2ΓHG + σ2nG = σ
2
nG, which in
turn implies that ΓHG = 0. Thus, the frequencies {fk}Kk=1 are the only solutions to
v(f)HGGHv(f) = 0.
In order to determine the component frequencies, the Root MUSIC algorithm [1]
searches for the roots of polynomial pH(z)GGHp(z) for z ∈ C, |z| = 1, where
p(z) =
[
1 z z2 · · · zN−1
]T
. The frequencies can then be established through
the relationship f = (∠z)/(2π).







i , where x̂i =
[
xi . . . xi+W−1
]T
denotes the ith window from
x of length W (an algorithm parameter), with each window providing a realization
of the parametric signal, and L = N −W denotes the number of windows present
in x. Note that the window size should follow W ∈ [K + 1, N − (K + 1)]. In the
bearing estimation case, one can consider the multiple snapshots as individual signal




3.1 Analog Denoisers and Their Analysis
While most existing extensions to AMP have focused on sparse signal models,
D-AMP extends its applicability to any signal class for which suitable denoisers exist.
Thus, we create analog denoisers x̂ = Dσ,β(s) for parametric signal classes by merging
the statistical estimation and synthesis steps:





where Ω(x, β) refers to a statistical parameter estimator and β are its parameters. In
terms of the parameter estimation examples mentioned before, the analog denoiser
for frequency estimation can be written as
{f̂k, âk}Kk=1 = MUSIC(s, β)
x̂ = Γ({f̂}Kk=1)â,
with parameters β = {K,W}. Additionally, the analog denoiser for bearing estima-
tion can be written as








with parameters β = {K}. Here, the snapshots are contained in X. The above
steps estimate the bearings {θ̂k}Kk=1 and the corresponding amplitude (column) vec-
tors {âk}Kk=1 ∈ RQ, and Â =
[
â1 â2 . . . âK
]T
. At each iteration of D-AMP, we
leverage the above concatenation of the parametric bearing estimation step and the
signal synthesizer as an analog denoiser X̂ = Dσ,β(X), noting that the estimates of
the parameters are obtained as a byproduct of the analog denoising process in each
iteration. Note also that due to the knowledge of the signal sparsity the noise variance
is not needed as a parameter. The Onsager correction term for these analog denoisers
can be estimated using the numerical scheme described in Section 2.10. We refer to
the integration of D-AMP with the proposed Root MUSIC-based analog denoisers as
AMP+MUSIC in the sequel.
The remainder of this section focuses on the analysis of the proposed analog
denoisers, reviewing a set of necessary conditions on a denoiser for D-AMP to provide
successful signal recovery [25] and evaluating these conditions using several numerical
experiments. We assume that the signal of interest x belongs to the class of signals
C ⊆ RN defined by the synthesis equation (2.13).
3.1.1 Signal Generation
Throughout this section, we setup numerical experiments while considering frequency-
sparse and bearing-sparse signals as follows, unless otherwise stated. For frequency-
sparse signals, we choose signals x with amplitudes and frequencies chosen uniformly
at random from [0, 1) and [0, N), respectively. We set the default values for the signal











Additionally, the minimum separation S, defined as the minimum allowed distance
between any two adjacent frequencies, is set to zero so that the frequencies are selected
arbitrarily, i.e., S = 0.
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For bearing-sparse signals, we set the number of transmitters K = 30, the number
of snapshots Q = 100, and the number of receivers P = 128. The wavelength of the
signal λ and the separation between the receiver sensors dx are set to be 1 and 0.5,
respectively. In order to generate the antenna observations, we choose the transmitter




) and their amplitudes uniformly at random
from [0, 1).
3.1.2 Denoiser Properties
Metzler et al. [25] have stated that for a family of denosiers Dσ to be suitable
within the D-AMP algorithm, it must satisfy several conditions. We investigate these
conditions to evaluate the analog denoisers described in Section 3.1 for frequency-
sparse and bearing-sparse signals.
3.1.2.1 Denoiser Properness
Let us quantify the performance of analog denoisers for analytical purposes.
Definition 3.1.1. [25] A family of denoisers Dσ,β for the class of signals C is proper
with level κ ∈ (0, 1) if
sup
x∈C
Eε [‖Dσ,β(x + σε)− x‖22]
N
< κσ2 (3.3)
for every σ > 0, where the expectation is with respect to ε ∼ N (0, I).
We perform experiments to study the level of our analog denoisers with varying
parameter values and signal generation setups. For frequency-sparse signal experi-
ments, 100 signals are generated at random, while we only generate 40 signals for
experiments with bearing-sparse signals. Moreover, in order to compute the expecta-
tion, we have used the sample mean over 50 independent noise trials for each variance
of the measurement noise. Our computation of the level κ considers noise variances
18






































































































Figure 3.1: Dependence of the denoiser level κ on signal generation parameters for
frequency-sparse signals. (a) Signal length N . (b) Sparsity level K. (c) Window size W . (d)
Minimum frequency separation S.
σ corresponding to signal-to-noise ratios between 0 and 20 dB. Figures 3.1 and 3.2
show the impact of different signal generation parameters on the level of our analog
denoisers; note that while studying the effect of each parameter, all the others are set
to their default values listed in Section 3.1.1.
The results shown in Figures 3.1 and 3.2 are intuitively reasonable: the level κ
is roughly proportional to the signal sparsity K, while increasing the signal length
in frequency-sparse signals leads to a reduction of denoiser level. Considering the
19
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Figure 3.2: Dependence of the denoiser level κ on signal generation parameters for bearing-
sparse signals. (a) Sparsity level (number of transmitters) K. (b) Number of snapshots Q.
window size W , we observe that the denoiser level converges to a low value once W
is sufficiently small. For bearing-sparse signals, one can observe that increasing the
number of snapshots leads to a level reduction. This is intuitive given that as the
number of snapshots Q grows, the accuracy of the autocorrelation matrix estimate
increases.
While the level of denoiser should be in the range (0, 1) for D-AMP use, we observe
in some cases for bearing-sparse signals that κ > 1. Having such large level values
means that the noise in the output is greater than that in the input; as a result, the
iterations of D-AMP would not converge. For example, in Figure 3.2 Q ≤ 7 results
in κ > 1; thus, we cannot handle bearing-sparse signals involving fewer than seven
snapshots with our analog denoiser. High levels are often alleviated by reducing the
complexity of the signal class C.
3.1.2.2 Denoiser Monotonicity




Eε(‖Dσ,β(x + σε)− x‖22)
N
. (3.4)
Definition 3.1.2. [25] A denoiser is monotone if for every signal x ∈ C, RDσ,β(σ2,x)
is a non-decreasing function of σ2.
Note that denoiser monotonicity along with the level of the denoiser being below
the line RDσ,β(σ
2,x) = σ2 ensures convergence of D-AMP. Monotonicity may also
occur for certain ranges of values for σ, and the performance of D-AMP will be
dependent on the region of the risk function being observed in its iterations.
We perform numerical experiments to illustrate the risk as a function of the noise
variance for multiple signal model and denoiser parameter values. Figures 3.3 and 3.4
study the effect of several parameters on the value of the risk as a function of the
measurement noise for frequency and bearing-sparse signals, respectively. In each
case the signal of interest x is fixed across all experiments, and the risk expectation
is computed over 50 random realizations of the noise vector ε ∼ N (0, I). Not sur-
prisingly, Figure 3.3 shows that the slope of the risk function grows as the sparsity
increases. Hence, due to the larger level of distortion present at the output of the
denoiser, the convergence is slower for larger K.
For frequency-sparse signals, the denoiser level that can be handled depends on
the window size parameter W , due to the fact that the covariance matrix can only be
estimated accurately for large windows. We see that the analog denoiser is monotonic
for all studied parameters, except for high levels of noise. In other words, as long as
the measurement noise is sufficiently small, the denoiser shows monotonic behavior
and it is guaranteed that the D-AMP will succeed in signal recovery. Figure 3.4
also indicates that the analog denoiser for bearing-sparse signals is monotonic for all
parameter values.
21




























































































Figure 3.3: Dependence of the denoiser monotonicity on signal generation parameters for
frequency-sparse signals. (a) Signal length N . (b) Sparsity level K. (c) Window size W . (d)
Minimum frequency separation S.
In summary, these experiments indicate that our analog denoisers lead to noise
reduction for a wide range of the tested parameters, given the fact that the slope of
the risk function is less than one.
3.1.3 State evolution
A key ingredient in the analysis of D-AMP is state evolution [25]. Defining x as




, state evolution generates a sequence
of numbers through the following iterations:
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Figure 3.4: Dependence of the denoiser monotonicity on signal generation parameters











where δ and σ2 are the undersampling ratio (δ = M
N
) and the variance of the mea-
surement noise, respectively. State evolution is very useful in our analysis because
it has been found to accurately predict the performance of D-AMP signal recovery
across its iterations when A is a Gaussian matrix.
Finding 3.1.1. [25] If the D-AMP algorithm starts from x0 = 0, for large values of
M and N , state evolution predicts the mean squared error of D-AMP, i.e.,
θt(x, δ, σ2) ≈ 1
N
‖xt − x‖22.
In other words, the state evolution is a predictive tool that attempts to characterize
mean squared error (MSE) performance in a theoretical framework. We will now
compare this prediction with the experimental performance of AMP+MUSIC.
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Our experiments for frequency-sparse signals compare the state evolution sequence
from our analog denoisers and the signal recovery MSE from AMP+MUSIC. To
perform this comparison, we consider one signal and evaluate the signal recovery
error prediction given by the state evolution sequence, according to Finding 3.1.1.
We then compare this predicted value to the empirical recovery error obtained by
applying the AMP+MUSIC algorithm to the signal on an iteration-by-iteration basis.
In order to compute the Onsager correction term, we use the Monte Carlo method
of Section 2.10 with B = 2 random draws and ζ = 1√
N
. The experiments are then
repeated for different values of the undersampling ratio δ and the measurement noise
variance σ2; the results are shown in Figure 3.5. We see that the state evolution
sequence predicts the real MSE accurately in the noiseless setting. Additionally,
increasing the number of measurements while keeping the signal length constant (i.e.,
increasing the undersampling ratio δ) results in smaller signal recovery error as well
as improved predictions from Finding 3.1.1. However, increasing the measurement
noise variance leads to larger signal recovery error.
The state evolution sequence is also a good estimator of the signal recovery error
for bearing-sparse signals. The Monte Carlo parameters used to estimate the Onsager
correction are B = 2 and ζ = 1√
QP
. Figure 3.6 compares the state evolution sequence
and the numerical MSE for different measurement noise variances for bearing-sparse
signals. We observe that the state evolution sequence predicts the real MSE with
high accuracy. Moreover, as expected, increasing the undersampling ratio δ results
in smaller signal recovery error. We observe that for an SNR of 20 dB and δ = 0.5,
the MSE increases with the number of iterations.
Let us focus on the effect of measurement noise on the performance of AMP+MUSIC
and its prediction. For frequency-sparse signals under noiseless measurements, the
convergence point of the state evolution sequence is (essentially) zero, while for noisy
measurement the convergence point of state evolution is nonzero. In order to have
24
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Figure 3.5: Evaluation of iteration-wise AMP+MUSIC recovery MSE prediction by the
state evolution sequence with different measurement SNRs and undersampling ratios δ for
frequency-sparse signals. (a) Noiseless measurements. (b) SNR = 30dB. (c) SNR = 20
dB. (d) δ = 0.8.
a decreasing state evolution sequence (which is predictive of successful recovery with
AMP+MUSIC), we need θt+1(x, δ, σ2) < θt(x, δ, σ2) and the convergence point of the
state evolution sequence is given by its fixed point θt(x, δ, σ2) = θt+1(x, δ, σ2). Fig-
ures 3.7 and 3.8 illustrate the behavior of the sequences of state evolution predictions
for frequency and bearing-sparse signals, respectively. For example, Figure 3.8 shows
that for an SNR of 20 dB and δ = 0.5, θt+1(x, δ, σ2) > θ1(x, δ, σ2), i.e., the MSE
prediction grows as the number of iterations increases. Moreover, the fixed point of
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Figure 3.6: Evaluation of iteration-wise AMP+MUSIC recovery MSE prediction by the
state evolution sequence with different measurement SNRs and undersampling ratios δ for
bearing-sparse signals. (a) Noiseless measurements. (b) SNR = 30dB. (c) SNR = 20 dB. (d)
δ = 0.8.
the state evolution sequence is approximately 9 × 10−3, which is in agreement with
the results of Figure 3.6.
3.1.4 D-AMP Performance Analysis
We now focus on the performance analysis of the D-AMP algorithm in the noiseless
and noisy measurement scenarios. Afterward, we will discuss the performance analysis
of state evolution.
26
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Figure 3.7: Convergence of state evolution sequence in frequency-sparse signals. (a) SNR
= 30dB. (b) SNR = 20dB.
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Figure 3.8: Convergence of state evolution sequence in bearing-sparse signals. (a) Noiseless
measurements. (b) SNR = 20dB.
3.1.4.1 Noiseless Measurements
For monotone denoisers (cf. Section 3.1.2.2), the state evolution with σ = 0 may
fall in one of two cases, depending on the value of δ: (i) θt(x, δ, 0)→ 0 as t→∞, or
(ii) θt(x, δ, 0) 9 0 as t → ∞. The former case implies successful D-AMP recovery,
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while the latter implies failure. We therefore study success and failure regions under
this prerogative.
Lemma 3.1.1. [25] For monotone denoisers, if θt(x, δ0, 0)→ 0 as t→∞, then for
any δ > δ0, θ
t(x, δ, 0)→ 0 as t→∞ as well.
Note that for sufficiently small values of δ, our experimental results show that
θ(x, δ, 0) 9 0 as t → ∞. If we combine this result with Lemma 3.1.1, we conclude
that for small values of δ AMP+MUSIC fails in recovering s. Nonetheless, as δ
increases past a certain point, AMP+MUSIC will successfully recover s from its CS
measurements. Therefore, we define the minimum undersampling ratio required for
the successful recovery of x:
δ∗(x) = inf
δ∈(0,1)
{δ : θt(x, δ, 0)→ 0 as t→∞}. (3.7)
Our goal is to characterize δ∗(x) in terms of the performance of the denoiser. However,
since the undersampling ratio δ∗(x) depends on the signal x, it is more practical to
evaluate the number of measurements required by D-AMP to recover any signal x ∈ C.
The following result addresses this question:
Proposition 3.1.1. [25] Suppose that for the signal class C the denoiser Dσ,β is
proper at level κ. Then the minimum undersampling ratio
δC , sup
x∈C
δ∗(x) ≤ κ. (3.8)
In order to check the correctness of this proposition, we compute the minimum
undersampling ratio δC using a binary search algorithm on the range δ ∈ (0, 1) un-
til the gap between a pair of δ values, one leading to successful recovery and the
other leading to failure in recovery, reaches 1
2N




bearing-sparse signals. Success is defined as achieving normalized signal recovery er-
ror of 10−6 after 20 iterations of AMP+MUSIC in all cases. We then compare these
results against the analog denoiser levels obtained in Section 3.1.2.1. As before, the
values of non-varying parameters are set to be equal to their default values listed in
Section 3.1.1.
Figures 3.9 and 3.10 illustrate the effect of different parameters of the signal
models and analog denoisers on the terms of Proposition 3.1.1. It is observed that
this proposition holds for both of our analog denoisers and for all tested parameters.
Nonetheless, there is an often nontrivial gap between the minimum undersampling
ratio δC and its upper bound, the level κ. This is likely due to the fact that (3.8) is
a worst-case bound among all signals x ∈ C.
3.1.4.2 Noisy Measurements
Let us now consider the analysis of D-AMP in the presence of measurement noise.
Let the measurement vector y = Ax + n, where A is the Gaussian sensing matrix as
before and n ∼ N (0, σ2I) is AWGN. We define the noise sensitivity of D-AMP as the
worst-case convergence point of the state evolution for a given noise variance σ2 and
undersampling ratio δ [25]:
NS(σ2, δ) = sup
x∈C
θ∞(x, σ2, δ), (3.9)
where θ∞(x, δ, σ2), defined in (3.6), denotes the convergence point of the state evolu-
tion equation. The following result shows that D-AMP is robust to the measurement
noise.
Proposition 3.1.2. [25] Let Dσ,β denote a proper family of denoisers at level κ.
Then, for δ > κ, the noise sensitivity of D-AMP satisfies

























































Figure 3.9: Effect of different signal generation and denoiser parameters on the terms of
Proposition 3.1.1 for frequency-sparse signals. (a) Signal length N . (b) Sparsity level K. (c)
Window size W . (d) Minimum frequency separation S.
We note that in the noisy scenario where σ > 0, the upper bound in (3.10) goes to
infinity as the undersampling ratio approaches the minimum number of measurements
required for exact recovery from noiseless measurements (i.e., δ → κ).
Proposition 3.1.2 connects the noise sensitivity and the variance of the measure-
ment noise via the level of the denoiser. More precisely, for any signal x chosen from a
certain class of signals C with denoiser level κ, the convergence value of the state evo-
lution sequence is at worst proportional to the measurement noise σ2 with a scaling
30






10 20 30 40 50 60 70 80


























Figure 3.10: Effect of different signal generation parameters on Proposition 3.1.1 for
bearing-sparse signals. (a) Sparsity level K. (b) Number of snapshots Q.
factor of δκ
δ−κ . Increasing the measurement noise leads to a higher value of the state
evolution sequence convergence, which is predictive of larger signal recovery MSE.
To evaluate Proposition 3.1.2 for our analog denoisers, we perform recovery on
signals with varying parameter values and evaluate the relationship between the re-
covery error and the bound given by this proposition. In order to study the effect of
these parameters on the aforementioned proposition, the noise sensitivity for a fixed
value of δ and σ2 is computed by taking the maximum value of the state evolution
sequence over 100 randomly chosen signals after 20 iterations, when we usually have
achieved convergence. We use the analog denoiser levels obtained in Section 3.1.2.1.
The results in Figures 3.11-3.12 show that although the noise sensitivity NS(σ2, δ)
and the bound in (3.10) have different behavior as different parameters change, Propo-
sition 3.1.2 holds for our analog denoisers for all tested parameters and for both ex-
amples of parameter sparse signals. These results also provide some justification for
parameter tuning. It is straightforward to see that increasing the value of κ while δ
is fixed leads to increase in the upper bound for the noise sensitivity in (3.10). More
precisely, decreasing κ is equivalent to reducing the coefficient of the effective mea-
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surement noise variance at the output. Therefore, we desire parameter choices which
lead to a smaller κ. As an example, Figure 3.1 shows that for a given value of N and
K, we notice that the optimal window size in terms of the denoiser level is W ≈ [N
4
].
3.2 Analysis of parameter estimation performance
In contrast to the focus on signal estimation performance in Section 3.1, we now
attempt to leverage analysis on the performance of parameter estimation within ana-
log denoisers to provide theoretical guarantees on compressive parameter estimation
from AMP+MUSIC. To begin, we investigate the performance of the analog denoiser
both in terms of parameter and signal estimation error from noisy signal observations.
Our expectation is that, as in the recovery case, we can leverage the performance of
the statistical estimator (instead of the statistical denoiser) within a state evolution
loop for D-AMP to complete our analysis.
To start, we consider bearing-sparse signals and recall that the signal of interest
x has a parametrization consisting of the parameter values {θk}Kk=1 and their cor-
responding amplitudes {ak}Kk=1. We set up an experiment where we add AWGN to
these signals with variance σ2 and apply the Root MUSIC estimator to the noisy
signal. We then estimate a recovered signal from the estimated parameters via the
synthesis step of (2.13), i.e., the complete analog denoiser. We measure the average
frequency estimation error by computing the cost of the Hungarian matching [24,28]
between the vectors containing the frequency values and their estimates, and nor-
malizing by the vector length. One interesting issue observed in these experiments is
that for some bearing values (close to ±π
2
) the average analog denoiser error might be
unexpectedly high. We address this issue later in this section, and for now we choose
the bearings in signal generation from the range [−1.4, 1.4) instead. Furthermore, the
sparsity level is set to K = 10. The experiment is repeated for 50 different randomly
32
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Figure 3.11: Effect of different signal generation, denoiser, and CS parameters on the
terms of Proposition 3.1.2 for frequency-sparse signals. (a) Signal length N . (b) Sparsity
level K. (c) Window size W . (d) Minimum frequency separation S. (e) Undersampling ratio
δ.
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Figure 3.12: Effect of different signal generation parameters on the teroms of Proposi-
tion 3.1.2 for bearing-sparse signals. (a) Sparsity level K. (b) Number of snapshots Q.
generated signals as described in Section 3.1.1, with each color corresponding to the
average error for a specific signal over 50 instances of noise trials. Figure 3.13 illus-
trates the error in signal and bearing estimation as a function of the variance of the
measurement noise. These results show the dependence of the error on the values of
the bearings present in the signals, which we will analyze next.
We consider the analysis in [29] of the expected parameter estimation error from
Root MUSIC, which focuses on bearing estimation. Recall from Section 2.11.2 that
the bearings of interest are {θk}Kk=1 and {ωk}Kk=1 = {2π(dx/λ) sin θk}Kk=1 are the an-
gular frequencies of the complex exponentials present in each snapshot. It has been














Here, {λi}Pi=1 are the sorted eigenvalues of Rss, with λ1 > λ2 > . . . > λK > λK+1 =
. . . = λP = σ
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Figure 3.13: (a) Performance of the analog denoiser for bearing-sparse signals as a function
of the measurement noise variance. (b) Performance of Root MUSIC frequency estimation
as a function of the measurement noise variance. (c) Performance of Root MUSIC bearing
estimation as a function of the analog denoiser error for bearing-sparse signals. Different
colors correspond to different signals in the experiment.
λk−σ2, and denote the length-P complex exponential vector by v(ω) (similar to (2.14)
























s1, s2, . . . , sK
]
, and Λ = diag(λ1, λ2, . . . , λP ), Λx =





Recall that one can easily link the frequency estimation problem to bearing esti-
mation and see that the frequency estimation error for the frequency ωk is a function










Note also that (3.11) implies a high expected value of estimation error for the
cases where a bearing θk is close to ±π2 , i.e., cos θk ≈ 0. Our numerical experiments
are consistent with this prediction; therefore, we limit the parameters to the range




), to avoid such cases of inaccurate estimation.
In order to verify the accuracy of (3.11), we perform an experiment to compare
the accuracy of the predicted expected error with empirical observations for the Root
MUSIC estimator. We consider in this experiment bearing-sparse signals with differ-
ent sparsity levels (K = 10, 20, or 30) and values of measurement SNR (20, 30, 50dB,
or noiseless). In each scenario with a given sparsity level and measurement noise level,
we consider 100 randomly generated signals drawn as described in Section 3.1.1. We
then compute the predicted expectation of the parameter estimation error for each of
the bearings using (3.11) and compare it to the actual average parameter estimation
error from Root MUSIC. Note that the average parameter estimation error is calcu-
lated over Root MUSIC estimates for a given signal under 50 different realizations of




Figure 3.14: Histogram for the absolute difference between the empirical average bearing
estimation error from Root MUSIC and the error predicted by (3.11) from [29] for two sets
of numbers of transmitters K. (a) K = 10, K = 20, and K = 30. (b) K = 10.
Figure 3.14 shows the histogram of the absolute differences between the empirical
and predicted parameter estimation errors. We observe that a significant number of
predictions are accurate, but a nontrivial proportion also features significant predic-
tion error. We then reduce the sparsity level to K = 10 and repeat our experiment;
the results are shown in Figure 3.14, with almost 99% of the cases corresponding to
highly accurate predictions (e.g., a discrepancy between predicted and actual error
below 1◦), while this number is significantly smaller in our earlier experiment. Our
empirical results show that the performance prediction available in the literature for
our chosen statistical parameter estimation algorithm (Root MUSIC) is not suffi-
ciently accurate for us to provide analysis of the compressive parameter estimation
performance of AMP+MUSIC. Nonetheless, our numerical results in the sequel show
that our proposed approach to compressive parameter estimation outperforms those
existing in the literature.
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3.3 Numerical Evaluation of AMP+MUSIC
In this section, we show empirical results that evaluate the performance of AMP+MUSIC
for both frequency and bearing-sparse signals. We evaluate both signal recovery and
parameter estimation performance in each case. All experiments use CS matrices
with i.i.d. Gaussian entries with variance σ2 = 1/M .
3.3.1 Signal recovery
We study the signal recovery performance of AMP+MUSIC in terms of its MSE
and its phase transition plot for both types of signals studied. The phase transition
plot of a given recovery algorithm finds the maximum value of the normalized sparsity
ρ = K/N that allows for successful recovery with high probability as a function
of the normalized measurement rate δ = M/N [11]. The phase transition plot is
usually interpreted as showing the division between the (δ, ρ) regions for which the
probability of successful signal recovery (i.e., sufficiently small MSE) goes to one as
N →∞ (below the curve) from the (δ, ρ) region for which the probability of successful
recovery goes to zero as N →∞ (above the curve). Thus, curves with higher values
of ρ for a given value of δ are better.
3.3.1.1 Frequency-sparse Signals
In the first experiment we evaluate the performance of the AMP+MUSIC algo-
rithm for signal recovery by studying the average normalized MSE (NMSE) of the
recovered signal over 100 independent signal trials as a function of the number of
measurements. The values of the signal length N , window size W , and minimum
separation S are set to their default values from Section 3.1.1, while the sparsity
level K = 8. Figure 3.15a shows that the NMSE converges to zero as the number
of measurements increases, and M > 50 suffices for accurate signal recovery, e.g.,
K/M ≈ 1/6.
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Figure 3.15: Performance of AMP+MUSIC for frequency-sparse signal recovery. (a) Aver-
age normalized mean squared error. (b) Phase transition plot.
In the second experiment we study the signal recovery performance of AMP+MUSIC
in terms of the phase transition criterion. As before, the signal generation parame-
ters are described in Section 3.1.1. We say recovery is successful if NMSE < 10−6,
following the behavior observed in Figure 3.15a. Figure 3.15b shows the curve that
denotes the 50% chance of success for the algorithm, obtained via binary search, while
considering 100 signal trials for each (δ, ρ) point evaluated. Note that AMP+MUSIC
is run for 20 iterations for each trial. We observe that there is a certain value of δ
that optimizes the value of ρ in the phase transition. Our conjecture is that there
is a maximum value of K that can be resolved by the analog denoiser even as the
noise appearing within the AMP+MUSIC iterations is reduced as M grows larger;
the value is connected to the denoiser’s window size parameter W . Thus, the rate at
which the break-even value of K increases is much slower than the rate of increase of
M once we go past this “optimal” value of δ = M/N .
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3.3.1.2 Bearing-sparse Signals
We repeat our experiments for bearing-sparse signal with the corresponding analog
denoiser in AMP+MUSIC. Figure 3.16a shows that the NMSE converges to zero
as the number of measurements increases, albeit more slowly than for frequency-
sparse signals. For the phase transition plot experiment, we need to choose a proper
threshold for declaring success in signal recovery. As before, we observe the behavior
in Figure 3.16a to determine a signal recovery success as NMSE < 10−2. The signal
generation parameters are also chosen as described in Section 3.1.1. Note that since
in bearing estimation the number of bearings that can be identified is upper bounded
by the number of antennas, we set ρ = K/P ; furthermore, for experiments with
bearing-sparse signals we denote by M the total number of measurements so that
δ = M/(QP ). Figure 3.16b shows the phase transition curve from 100 signal trials
for each (δ, ρ) point evaluated. As before, AMP+MUSIC is run for 20 iterations
for each trial. As observed in this figure, the normalized sparsity level ρ for which
AMP+MUSIC succeeds in signal recovery increases with δ (i.e., with increasing the
number of measurents) up to δ ≈ 0.7. After this point, AMP+MUSIC consistently
succeeds in recovering the signal with acceptable accuracy even for ρ = 1, i.e., K = P .
3.3.2 Parameter Estimation
Next, we study the performance of AMP+MUSIC for compressive parameter es-
timation, including a comparison to existing approaches to this problem for the two
signal classes of interest.
3.3.2.1 Frequency Estimation
In order to study the estimation performance of AMP+MUSIC, we again measure
the frequency estimation error using Hungarian matching for the true frequencies and
their estimates. In our experiments, we compare the performance of AMP+MUSIC
to that of several alternative baselines: CS recovery followed by standard frequency
40
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Figure 3.16: Performance of AMP+MUSIC for bearing-sparse signal recovery. (a) Average
normalized mean squared error. (b) Phase transition plot.
estimation with Root MUSIC (AMP→MUSIC and `1-min.→MUSIC); IHT + MU-
SIC, which is akin to AMP+MUSIC without the Onsager correction term, as proposed
in [14]; and band-exclusion interpolated subspace pursuit (BISP) [18], a coherence-
controlling sparsity-based algorithm. All iterative algorithms are run for 20 iterations.
Figure 3.17a compares the average frequency estimation error over 100 signal trials
as a function of the number of measurements. One can clearly see that once a suffi-
ciently high number of measurements is taken, AMP+MUSIC again outperforms its
competitors.
For the phase transition experiment, we define success as having an average fre-
quency estimation error less than 1 Hz. Figure 3.17b compares the phase transition
plots of these algorithms. Each figure shows the 50% success level for each algorithm,
while considering 100 signal trials for each (δ, ρ) point. AMP+MUSIC not only out-
performs in terms of estimation error but also in terms of the maximum number of
recoverable frequencies. The numerical simulations indicate that the AMP+MUSIC
algorithm for frequency estimation outperforms previously suggested algorithms both
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Figure 3.17: Numerical comparison of algorithms for compressive frequency estimation. (a)
Average frequency estimation error as a function of the number of measurements M . (b)
Phase transition plot for frequency estimation.
from the aspects of phase transition and average frequency estimation error; it also
exhibits a similar trend as that observed in Figure 3.15 for signal recovery.
3.3.2.2 Bearing Estimation
In our first experiment, we compare the performance of the AMP+MUSIC algo-
rithm among randomly drawn signals following the signal generation model of Sec-
tion 3.1.1 and compare AMP+MUSIC with three alternative baselines: (i) G`1 →
MUSIC, an `1-norm based method that exploits the common sparsity pattern ob-
served across different snapshots [22]; (ii) subsampling, i.e., acquisition of M
P
anten-
nas with Q = 100 snapshots followed by standard DOA estimation, without any
CS; (iii) simultaneous recovery of all snapshots using `1-norm minimization followed
by standard DOA estimation (`1 → MUSIC); and (iv) IHT+MUSIC, an analog of
AMP+MUSIC based on Iterative Hard Thresholding that does not include the On-
sager correction [3]. We evaluate the average bearing estimation error as a function
of the number of measurements from the array MP over 100 trials for each value of
M . Figure 3.18a illustrates the performance of AMP+MUSIC as a function of the
42
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Figure 3.18: Numerical comparison of algorithms for compressive bearing estimation. (a)
Average bearing estimation error as a function of the number of measurements for different
sparsity levels. (b) Phase transition plot for bearing estimation.
total number of measurements. Comparing AMP+MUSIC with other baselines, we
notice that AMP+MUSIC is outperformed only by the G`1 → MUSIC approach for
lower values of M ; nonetheless, that method is based on optimization and requires
significantly more computation time than our proposed approach.1
Our second experiment considers the compressive bearing estimation phase tran-
sition plots. We define success in this case as having an average bearing estimation
error (over the K bearing angles) of up to 5◦. For each value of the (δ, ρ) duplet,





), and amplitudes drawn uniformly at random from (0, 1). Figure 3.18b shows
the phase transition plot of AMP+MUSIC, where we see similar results as before:
AMP+MUSIC is outperformed only by the G`1 → MUSIC approach for lower values
of δ, but requires significantly higher computation time.
1Note that the computation time for the G`1 → MUSIC algorithm for the distributed setting
in [22] is significantly lower due to the fact that the equivalent CS matrix in the distributed setting
can be expressed as a Kronecker product.
43
CHAPTER 4
CONCLUSION AND FUTURE WORK
In this thesis, we proposed analog denoisers as a new family of denoisers that allow
the D-AMP algorithm to also solve the compressive parameter estimation problem
for parameter-sparse signals. These denoisers leverage statistical models to link the
signal observations obtained by D-AMP to the parametric representation of interest.
As examples of parameter-sparse signals, we considered frequency and bearing-sparse
signals, where the time-domain signal is generated through a transformation from a
low-dimensional parameter space. We used the Root MUSIC algorithm for an analog
denoiser and evaluated the performance requirements for this denoiser denoiser while
considering signal recovery. Our numerical verifications show that our analog de-
noisers are appropriate for use within the D-AMP algorithm while considering signal
recovery. We then considered the link between the analog denoiser’s signal denoising
error and its parameter estimation error, and observed that the latter is known to
be dependent on the specific parameter values, and that the latter may not always
be indicative of the former. Existing results we are aware of on statistical param-
eter estimation performance guarantees did not bear out in our experiments, and
we are still pursuing a search for existing results that provide accurate performance
guarantees for relevant statistical parameter estimation algorithms. Our belief is that
finding such theoretical guarantees will enable a tractable analysis of the performance
of D-AMP with analog denoisers, based on state evolution, for compressive parame-
ter estimation. Nonetheless, our numerical experiment show that the AMP+MUSIC
44
algorithm proposed here matches or outperforms its existing competitors in accuracy
and speed.
In the future, we intend to consider more parameter estimation examples and
applications. Moreover, we will
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