Generative adversarial networks have gained a lot of attention in general computer vision community due to their capability of data generation without explicitly modelling the probability density function and robustness to overfitting. The adversarial loss brought by the discriminator provides a clever way of incorporating unlabeled samples into the training and imposing higher order consistency that is proven to be useful in many cases, such as in domain adaptation, data augmentation, and image-to-image translation. These nice properties have attracted researcher in the medical imaging community and we have seen quick adoptions in many traditional tasks and some novel applications. This trend will continue to grow based on our observation therefore we conducted a review of the recent advances in medical imaging using the adversarial training scheme in the hope of benefiting researchers that are interested in this technique.
I. INTRODUCTION
W ITH the resurgence of deep learning in general computer vision starting from 2012 [76] , the adoption of deep learning methods in medical imaging has increased dramatically during the past few years. It is estimated that there are over 400 papers published in 2016 and 2017 in major medical imaging related conference venues and journals [85] . The wide adoption of deep learning in the medical imaging community is due to its demonstrated potential to complement image interpretation, augment image representation and classification. Near or super human performance has been achieved in many tasks including skin cancer diagnosis [37] , detection of diabetic retinopathy [48] and organ segmentation in adult chest X-rays [29] .
In this article, we focus on one of the most interesting and recent breakthroughs in the field of deep learning-Generative Adversarial Networks (GANs) and their prospective applications in the field of medical imaging.
GANs are a special type of neural network model where two networks are trained simultaneously, with one focused on image generation and the other centered on discrimination. It provides a way to learn deep representations without extensively annotated training data. It has gained attention in industry and academia due to its robustness to overfitting, and capabilities to capture data distributions making image generation tasks more straightforward. This model has achieved state-of-the-art performance in many image generation tasks, including text-to-image synthesis [153] , super-resolution [81] , and image-to-image translation [175] .
Unlike deep learning which has its roots traced back to 1980s [42] , the concept of adversarial training is relatively new. Although there are many challenges still need to be solved, such as training stability, generated image quality and diversity, there has been significant progress since 2014 with its adoption into medical imaging field. In this paper, we provide a general overview of GANs, and describe their potential applications in medical imaging. We also attempt to identify the challenges that need to be solved to enable further successful application in the field of medical imaging.
In order to get a comprehensive review of all relevant works on GANs in medical imaging, we searched databases like PubMed, arXiv, international conference proceedings of Medical Image Computing and Computer Assisted Intervention (MICCAI), SPIE Medical Imaging, IEEE International Symposium on Biomedical Imaging (ISBI), and international conference on Medical Imaging with Deep Learning (MIDL). We also incorporated cross referenced works not included in the above searching process. Since there are research publications coming out every month, without losing generality, we set the cut off time of the search as July 30, 2018 . Works on arXiv that only report preliminary results are excluded from this review. A general statistics of these papers based on task, imaging modality and year can be found in Figure 1 .
The rest of the paper is structured as followed. We begin with a introduction to GANs and its research directions in Section II. It is followed by a comprehensive review of the publications in medical image analysis using GANs in Section III including but not limited to the field of radiology, histopathology, and dermatology. We categorize all the works according to canonical tasks: reconstruction, image synthesis, segmentation, classification, detection, registration, and others. Section IV discusses prospective applications and identifies open challenges.
II. BACKGROUND

A. Vanilla GAN
The vanilla GAN [45] is one type of generative model where we can directly draw samples from the desired data distribution without the need to explicitly model the underlying probability density function. It consists of two neural networks: generator G and discriminator D. The input to G, z is pure random noise sampled from a prior distribution p(z), which is commonly chosen to be a Gaussian or an uniform distribution for year. Note that some works performed various tasks and conducted evaluation on datasets with different modalities. We counted these works multiple times in plotting these graphs. For works that are on cross domain image transfer, we counted based on the source domain. simplicity. The output of G, x g is expected to have visual similarity with the real sample x r that is drawn from the real data distribution p r (x). We denote the non-linear mapping function learned by G parametrized by θ g as x g = G(z; θ g ). The input to D is either the real or generated samples. The output of D, y 1 is a single value indicating the probability of the input being real or fake sample. The mapping learned by D parametrized by θ d is denoted as y 1 = D(x; θ d ). The generated samples form a distribution p g (x) which is desired to be an approximation of p r (x) after successful training. Top of Figure 2 shows an illustration of the configuration of vanilla GAN. G in this example is generating 2D slice of CT lung nodules.
D's objective is to differentiate these two groups of images whereas G is trained to confuse D as much as possible.
Intuitively, the generator network G could be viewed a forger trying to produce some counterfeit material, and the discriminator network D could be regarded as a police man trying to detect the forged items. In an alternative view, we can perceive the generator as receiving a reward signal from the discriminator depending upon whether the generated data is accurate or not. The gradient information is back propagated from the discriminator back to the generator network, so the generator adapts its parameters in order to produce an output image that can fool the discriminator network. The training objectives of G and D can be expressed mathematically as:
As can be seen that D is simply a binary classifier with maximum log likelihood objective. If the discriminator D is trained to optimality before the next generator G updates, then minimizing L GAN G is proven to be equivalent to minimizing the Jensen-Shannon (JS) divergence between p r (x) and p g (x) [45] . The desired outcome after the training is that samples formed by x g approximates the real data distribution p r (x).
B. Variants of GAN
The GAN loss formulation is regarded as saddle point optimization problem [155] and the training of the GAN is often accomplished by gradient-based methods. G and D are trained alternatively so that they evolve together. However, there is no guarantee of balance between the training of G and D with the JS divergence. As a consequence, one network may inevitably be more powerful than the other, which in most cases, is D. When D becomes too strong as opposed to G, the generated samples become too easy to be separated from D x r y 1 (h) CGAN [99] G1 z x g1
D1
x g1
x r1 [57] (cascade or stack of GANs) y 1 real or fake sample y 2 certain or uncertain prediction y 3 real or fake reconstruction loss Fig. 3 : A schematic view of variants of GAN. c represents the conditional vector. In CGAN and ACGAN, it is the discrete categorical code (e.g. one hot vector) that encodes class labels and in InfoGAN it can also be continuous code that encodes attributes. x g generally refers the generated image but can also be internal representations as in SGAN.
real ones, therefore only vanishing gradients can be provided for further training of G. This happens more frequently when generating high resolution images due to the difficulty of generating meaningful high frequency details. Another problem commonly faced in training of GANs is mode collapse, which as the name indicates, is a case when the learned distribution p g (x) by G focuses on a few limited modes of the data distribution p r (x). Hence instead of producing diverse images, it always generates a limited set of samples.
1) Varying objective of D: In order to stabilize the training and also to avoid mode collapse, different losses for D have been proposed, such as f-divergence (f-GAN) [108] , leastsquare (LSGAN) [95] , hinge loss [100] , and Wasserstein distance (WGAN, WGAN-GP) [3, 47] . Among them, Wasserstein distance is arguably the most popular metric. In order for Wasserstein distance to work, D(x; θ d ) must be locally Lipschitz (gradient with respect to θ d is bounded). As an alternative to the real/fake discrimination scheme, Springenberg proposed an entropy based objective where real data is encouraged to make confident class predictions [140] . Generated data on the other hand is forced to output even numbers across all interested classes. This work was referred as categorical generative adversarial network (CatGAN, Figure 3 [175] domain A domain B real image generated fake image EBGAN [174] and BEGAN [13] (Figure 3 c), the decoder architecture as commonly used for discriminator is replaced with an autoencoder architecture, The discriminator objective then becomes matching autoencoder loss distribution rather than data distribution. GAN itself lacks the mechanism to inference which by definition is to predict the underlying latent vector that is likely to encode the input. Therefore, in ALI [35] and BiGAN [33] ( Figure 3 d) , a separate encoder network is incorporated. D's objective then becomes separating joint samples (x g , z g ) and (x r , z r ).
Besides behaving just like a binary classifier, the discriminator can also output the latent code of the semantic feature of the generated image. In InfoGAN (Figure 3 e), the discriminator has to maximize the mutual information between the generated image and the noise vector used to generate the image [20] . InfoGAN can explore inherent data attributes and perform conditional data generation on these attributes. However, the attributes found are not guaranteed to correspond with the interest classes.
The use of labeled samples has been shown to further improve the generated image quality and this information can be easily incorporated into D by enforcing D to provide class probabilities and use cross entropy loss for optimization such as used in ACGAN [109] ( Figure 3 f).
2) Varying objective of G: In the vanilla GAN, G transforms noise z to sample x g = G(z). This is usually accomplished by using a decoder network to progressively increase the spatial size of the output until the desired resolution is achieved as shown in Figure 2 . Larsen et al. proposed a variational autoencoder network (VAE) as the underlying architecture of G (VAEGAN, Figure 3 g) [79] . The difference between using a VAE as opposed to a decoder is that it can use pixel-wise loss to enforce the decoder part of VAE to generate similar structures to match real images.
The original setup of GAN does not contain any constraints controlling what modes of data it can generate. However, if auxiliary information were provided during the generation, GAN can be driven to output images with desired properties. GAN in this scenario is usually referred as conditional GAN. The conditional input can take many different forms. For example, class labels which were encoded as one hot vectors [99] . We refer to this class conditional GAN as CGAN (Figure 3 h) and the general conditional GAN as cGAN in the following paper. Note that ACGAN mentioned in the last section also has a class conditional generator.
Another common conditional inputs are images. Isola et al. CycleGAN so that images can be translated between two sets of unpaired samples (Figure 4 b) [175] . Note that at roughly the same time Kim et al. came up with essentially the same idea and named their method DiscoGAN [71] . We chose CycleGAN to represent this idea in the rest of this paper for the sake of simplicity. Another technique named UNIT ( Figure 5 ) can also perform unpaired image-to-image transform by combining two VAEGANs together with each one responsible for one modality but sharing the same latent space [86] . For G conditioned on images, task related loss is used for the generator. For example, if it is for image restoration, then it is usually reconstruction loss that is either in the form of pixel-wise loss between the restored image and the groundtruth or cycle consistency loss. For segmentation, the commonly used losses are Dice loss [98] and pixel-wise cross entropy loss. These image-to-image translation frameworks are very popular in medical imaging community due to their general applicability.
Beyond that, the conditional input can also be text descriptions [167] , object locations [119, 120] , surrounding image context [113] , and sketches [128] .
3) Varying architecture: Fully connected layer was used as the building block in vanilla GAN but was later on replaced by fully convolutional downsampling/upsampling layers in DC-GAN [117] as this was shown to have better training stability hence quickly populated the literature. As shown in Figure 2 , the generator in DCGAN architecture works on random input noise vector by successive upsampling operations eventually generating an image from it. Two important ingredients of this architecture is the use of BatchNorm [60] to regulate the extracted feature scale and LeakyRelu [89] to prevent dead gradients. Very recently, Miyato et al proposed a spectral normalization layer that normalized the weights in the discriminator to regulate the scale of feature response values [100] . It exhibited good performance and could potentially replace other regularization techniques, such as gradient penalty regularization [47] , Dragan regularization [72] . With the training stability improved, some works have also incorporated residual connections into both the generator and discriminator and experimented with much deeper networks [47, 100] . Another interesting work is also from Miyato et al where the authors proposed a projection based way to incorporate the conditional information instead of direct concatenation [101] .
Directly generating large size images is hard, therefore some works proposed tackling it in a progressive manner. In LAPGAN [32] , Denton et al. proposed a stack of GANs, each of which adds higher frequency details into the generated image. In SGAN, a cascade of GANs is also used but each GAN is use to generate increasingly lower level representation [57] . These representations are compared with the hierarchical representations extracted from a discriminatively trained model during the training. This progressive idea was also explored in conditional setting [144] . Karras et al. adopted an alternative way where they progressively growing the generator and discriminator by adding new layers to them rather than stacking another GAN on top of the preceding one [69] .
Schematic illustrations of the reviewed commonly used GAN-based methods are shown in Figure 3 . They are GAN, CatGAN, EBGAN/BEGAN, ALI/BiGAN, InfoGAN, AC-GAN, VAEGAN, CGAN, LAPGAN, SGAN. Three popular image-to-image translation cGAN based frameworks (pix2pix, CycleGAN, and UNIT) are shown in Figure 4 and 5. For a more in-depth review and empirical evaluation of these different variants of GAN, we refer the reader to [56, 27, 77] for more information.
III. APPLICATIONS IN MEDICAL IMAGING
There are two ways of viewing GANs. The first is focusing on the generative model G, which helps explore and discover the underlying structure of the training data and learns to generate new images from it. This property makes GANs very promising in the medical imaging domain to cope with issues related to data scarcity and patient privacy. Another way is focusing on the discriminator D, which can be regarded as a learned prior for the normal images so that it can be used as regularizer or detector. You can see all the existing GAN related works in medical imaging can be more or less fit into these two groups. Figure 6 gives some examples on GAN related applications.
A. Reconstruction
This is essentially a image to image translation problem where the conditioned inputs of all the cGANs are compromised in certain forms, such as low spatial resolution, noise contamination, under-sampling, or aliasing.
1) CT denoising: Computed tomography (CT) denoising is of particular interest because of the cancer related concern regarding ionizing radiation. Traditional deep learning methods minimize the pixel-wise loss between the denoised image and ground truth, which inevitably casts a blur effect on the resultant denoised image caused by averaging over all plausible solutions. The adversarial loss can be directly borrowed to reduce the blur effect by driving the output image to stay on the manifold of natural sharp image. Several pioneer works have already tried it.
Wolterink et al. used cGAN for cardiac CT image denoising [152] . They have shown that CT denoising is possible without the routine dose counterparts in the training by sacrificing certain amount of small structural details. Yi et al. performed low dose CT denoising with both adversarial loss and a sharpness loss expecting to explicitly constrain the sharpness of the denoised CT especially for the low contrast regions [160] . They conducted thorough experiments with images covering various anatomic regions and a series of dose levels. Yang et al. used cGAN by optimizing the Wasserstein distance between the low dose CT distribution and the high dose CT distribution for abdominal CT image denoising [159] . A perceptual loss adopted from natural images is used to ensure perceptual similarity between the denoised and ground truth high dose CT. Kang et al. used CycleGAN to denoise multiphase coronary CT angiography [68] . Although the low dose CT and routine dose CT images are unpaired, they are both from the same cardiac volume. The authors argue that the learning thus is more effective than learning from totally
LDCT denoised
Left side shows the noise contaminated low dose CT and right side shows the denoised CT that well preserved the low contrast regions in the liver.
CT denoising [160] Left side shows the MR image and right side shows the synthesized corresponding CT. Bone structures were well delineated in the generated CT image.
Cross modality transfer (MR→ CT) [150] The generated retinal fundus image have the exact vessel structures as depicted in the left vessel map.
Vessel to fundus image [26] Abnormality Detection [129] Unconditional dermoscopy image synthesis [161] [159] with a structure similarity loss and extend the input of the generator from 2D to 3D patch [162] . They argue that the perceptual loss computed from a network trained on natural images may cause anatomical distortions in the reconstruction.
2) MR image Reconstruction: The application of GAN in magnetic resonance (MR) image reconstruction has mostly been used to accelerate the image acquisition process. Acquisition of high spatial resolution MR image scan can be time consuming and can cause patient anxiety and increased risk of motion artifacts. Reducing the acquisition time and raw data needed is especially useful in time-sensitive applications, such as fetal, cardiac, and lung imaging. The idea is similar to in CT denoising, which is partially sampling the acquired data and then using cGAN to estimate the missing data.
Shitrit et al. used cGAN for accelerating MR image re-construction [135] . The generator produces missing k-space samples by conditioning on undersampled k-space data while the discriminator differentiates the reconstructed MR image from the real MR image (both are obtained by inverse Fourier transform of the k-space signal). Quan et al. employed a reconstruct and refine scheme by using adversarial loss together with a cyclic consistency loss for MR image reconstruction from undersampled k-space data [115] . The cyclic consistency is enforced in a form that the reconstructed MR image from aliased image should be close to the groundtruth image reconstructed from fully sampled data, and if we applied the sample mask and Fourier transform to the reconstructed MR image, the result should be close to the acquired raw k-space data. Mardani et al. did similar job for MR image reconstruction but only ensure image space consistency [96] . In [164] , Yu et al. used a generator to directly estimate the reconstructed MR image based on the under-sampled reconstruction. They further incorporated perceptual loss computed from a pretrained VGG-net [137] into the optimization framework to ensure perceptual similarity. Sánchez et al. performed reconstruction on 3D volumetric MR images with adversarial loss and gradient loss [127] . Chen et al. also performed 3D reconstuction on undersampled MR images but use a densely connected network to reduce memory consumption and Wasserstein loss for the discriminator to stabilize the training [22] . Kim et al. [70] and Dar et al. [31] found that if incorporating high resolution image acquired with a different MR sequence in the input, the generated image quality can be further improved.
3) PET denoising: Positron emission tomography (PET) is commonly used in clinical oncology to evaluate cancer metastasis. Instead of using an external X-ray tube as in CT, a radioactive tracer is injected to the body for the image acquisition. The general public is also concerned about health related issues regarding to the ionizing radiation and efforts are needed to lower the radiation exposure while not compromising the diagnostic quality.
Wang et al. used a cascade formulation of cGAN to progressively refine the reconstructed image [145] . Each generator in the cGAN sequences processes 3D inputs as similar to [152] but with a modified network architecture. Armanious et al. proposed a general framework named MedGAN that is able to perform PET denoising [4] . It is essentially a variant of pix2pix with modified generator structures and additional losses, i.e. perceptual loss, style-content loss.
4) Superresolution (SR): Mahapatra et al. used adversarial loss in creating high resolution retinal fundus images from corresponding low resolution images [92] . A saliency loss is also proposed by reweighting each pixel's importance based on its perceptual relevance. The super-resolved image is shown to behave closely to the original high resolution image in the vessel segmentation task. Ravì et al. performed superresolution on endomicroscopy images which usually has few informative pixels due to hardware constraints [118] . They introduced a physical acquisition based loss using a unpair training scheme to regulate the generated image structure.
The reconstruction works were summarized in Table I .
B. Medical Image Synthesis
Medical image synthesis is one of the most important use of GAN due to the privacy issues related to medical image data and the general insufficient number of positive training samples. Lack of experts annotating medical images poses another challenge for the adoption of supervised training methods. Additionally, patient consent is required if diagnostic images are intended to be used in a publication or released in public domain [110] . Although there are some ongoing collaborative efforts in multiple healthcare agencies aiming to build large number of open access datasets, e.g. Biobank, national biomedical imaging archive (NBIA), and the cancer imaging archive (TCIA), this issue remains to be solved and constrains the number of images researchers might have access to.
Traditional ways to expand training sample include scaling, rotation, flipping, translation, elastic deformation [136] . But these transformations do not account for variations resulted from difference imaging protocol, sequence, not to mention lesion variations such as size, shape, location and appearance. GANs provide a more generic solution and have been used in numerous works for synthesizing training images with promising results.
1) Unconditional Synthesis: Calimeri et al. used LAPGAN for brain MR image synthesis [16] . Similar work was done in [49] but with WGAN. Chuquicusma et al. simulated lung nodules and conducted visual Turing test for evaluation of the generated samples [24] . Lafarge et al. [6] used GAN to synthesize skin lesion images. Wolterink et al. used WGAN to synthesize blood vessels by parametrizing vessel geometries as 1D signals based on the central vessel axis [151] . Chest X-ray images were synthesized using DCGAN by Madani et al. [90] . They used two GANs to generate normal and abnormal (cardiomegaly) chest X-rays and evaluated the image quality in both classification as well as radiologist grading task. Bermudez et al. used DCGAN to generate 2D brain MR scans [12] . Even neuroradiologist admitted comparable quality of the generated images as to real ones, they noted that anatomic accuracy has been overlooked in the current generation process. The unconditional synthesis works were summarized in Table III .
2) Cross modality synthesis: This is also a image to image translation problem where images from one modality is transformed to the other, e.g. MR to CT, or translating across different acquisitions within a modality, e.g. T1 MR to T2 MR. As will be seen that most of the methods reviewed in this section share a lot of similarities to those in section III-A. The translation is deemed to be useful for multiple reasons, one of which is to reduce the acquisition time and cost. Another reason is to generate new training samples with the appearance being constrained by the anatomical structures delineated in the available modality.
MR to CT synthesis is deemed useful in MR-only radiotherapy treatment planning. An accurately synthesized CT could avoid excessive exposure of radiation and provide electron densities of the body tissues in predicting the dose distribution during the therapy. Nie et al. performed MR to CT transformation with 3D cGAN and adopted auto-context model (ACM) to refine the generated CT [105, 106] . The ACM they adopted was essentially a cascade of cGANs trained in a sequence with the input conditioned on the generated output of the last cGAN. This proposed method was also used to generate 7T MR image from 3T MR image in [106] (7T MR image provides higher spatial resolution and contrast than 3T but is also more expensive and practically infeasible to obtain). Emami et al. used cGAN to directly generate CT from T1 MR in 2D plane [36] .
In [14] , PET images were generated based on the corresponding CT and annotation maps of manually drawn high uptake regions. Their experiments have also shown that a tumour detection network trained on the synthetic PET images performs very close to a same network trained on real PET images. Cohen et al. demonstrated a similar concept for synthesizing PET images from CT [10] . Their virtual PET was found to be beneficial in reducing false positives in live Table II .
Losses Requirement Remarks
L adv -Adversarial loss introduced by the discriminator. It can take the form of cross entropy loss, hinge loss, least square loss etc. as discussed in Section II-B1.
L image
Aligned training pair Element-wise loss in image domain to ensure structure similarity to the target when aligned training pair is provided.
L cycle -Element-wise loss to ensure self-similarity during cycled transformation when unaligned training pair is provided.
L grad
Aligned training pair Element-wise loss in the gradient domain to emphasize edges.
L edge
Aligned training pair Similar to L grad but using gradient feature map as a weight to image pixels.
L sharp
Aligned training pair Element-wise loss in a feature domain computed from a pre-trained network, which is expected to be the image sharpness with focus on low contrast regions.
L shape , Lseg Annotated pixel-wise label Loss introduced by a segmentor to ensure faithful reconstruction of anatomic regions
Lpercep
Aligned training pair Element-wise loss in a feature domain computed from a pre-trained network which expected to conform to visual perception.
Lstructure
Aligned training pair Patch-wise loss in the image domain computed with SSIM which is claim to better conform to human visual system. L self −reg -Element-wise loss for self regulation. Suitable for cases where the generated image and the input have a lot in common.
Lsteer
Aligned training pair Element-wise loss in a feature domain which is computed from steerable filters with focus on vessel-like structures. [30] , where transformations were across T1, T2 and T2-Flair MR images [158] . They further evaluated their method in cross-modality registration and segmentation task with improved results. Olut et al. generated MR Angiography (MRA) conditioned on both T1-and T2-weighted MR images [111] . They proposed a vessel sensitive loss based on steerable filters to improve faithful generation of vessel structures. Yu et al. explored 3D volumes transform from T1weighted MR to FLAIR image [163] . The output of cGAN was used in a locally adaptive fusion by predicting the final synthesized image as linear combination of the training data. They have demonstrated the quality of the synthesized image by showing an improved segmentation performance of brain tumour when using both the T1 and synthesized FLAIR image. More recently, Armanious et al. proposed a method named MedGAN for the purpose of general image to image translation [4] . They utilized a cascade U-Net as the generator for progressively refining the generated image, and incorporated perceptual loss, style-content loss into the cGAN framework. Perceptual study conducted by radiologists demonstrated the effectiveness on three different tasks including PET to CT translation, MR motion correction, and PET denoising. MR to PET synthesis was conducted in [148] for myelin content measurement with a cascade cGAN (two in total) operating on 3D volumes. They have shown that the generator in the first cGAN can delineate a general anatomy and physiology structures and the second cGAN building on top can refine and fill in the missing tissue myelin content. Choi et al. directly used pix2pix framework to transform PET to MR and have shown the generated MR is accurate for amyloid quantification [23] .
The above works all require co-registered training data and relied on L 1 or L 2 distance in the image space to ensure data fidelity. The registration is possible for brain or bone structures but is very challenging for moving objects such as heart. Therefore, Chartsias et al. proposed to use CycleGAN for cardiac synthesis [18] between MR and CT volumes. The quality of the synthesized images were manifested in a downstream cardiac CT segmentation task with a performance boost. Huo et al. extends Chartsias et al.'s work by merging the segmentation network into the synthesis workflow which enables end-to-end training [58] . They have shown that splenomegaly segmentation in CT is possible without any groundtruth annotation of CT volumes. Wolterink et al. adopted the same methodology for brain CT image synthesis from MR image [150] . They have found that training using unpaired images were even better than using aligned images, which was most likely resulted from the fact that rigid registration could not handle very well local alignment in the throat, mouth, vertebrae, and nasal cavities. In [51] Hiasa et al. further incorporated gradient consistency loss in the training to improve the accuracy at the boundaries.
Zhang et al. have found that just using cycle loss in the cross modality synthesis is not enough to mitigate geometric distortions in the transformation [172] . Therefore, they employed a shape consistency loss that is obtained from two segmentors (segmentation network). Each segmentor segments the corresponding image modality into semantic labels and provides implicit shape constraints on the anatomy during the translation. To make the whole system end-to-end trainable, semantic labels of training images from both modalities are required. Zhang et al. proposed to also use segmentor in the cycle transfer [170] . But their setting only has labels in one modality. Therefore, the segmentor is trained offline and fixed during the training of the image transfer network. The exact same idea was explored by Chen et al. for domain adaption of chest X-rays from different sources [19] . Jin et al. performed CT to MR synthesis for patients in the aging society where metal implants such as cardiac pacemakers and artificial joints can be a problem in MR [65] . They trained their model with both paired and unpaired samples and have shown that it achieved better results than just using one kind of data alone. Welander et al. did a comparison of CycleGAN and UNIT in the task of transforming between T1 and T2 MR images [149] . They found both performing almost equally well.
Mahmood et al.'s work performed a reverse synthesis, where they proposed to use cGAN to transform real endoscopy image to a synthetic-like representation by removing patient specific textures, such as vascular pattern [94] . They demonstrated the effectiveness through the task of monocular depth estimation for endoscopy images where the depth estimation network was trained on synthetic images.
Beyond radiology, conditional image to image synthesis has also gained a lot of interest in histopathology. Bayramoglu et al. used cGAN for virtual H&E Staining of hyper-spectral lung histology images [7] . Hou et al. adopted a synthesis and refine approach to generate histopathology images. cGAN was used in this case to give synthetic images a realistic look [52] . They evaluated their proposed model with a nucleus segmentation task and demonstrated on-par or even better performance than pure supervised methods. Another popular adoption of cGAN in histopathology is for stain normalization. Hematoxylin and Eosin (H&E) staining is commonly used to distinguish different tissue components in biopsy. However, the stained tissue exhibits various appearances due to factors such as the inconstancy of staining protocols, and inherent nature of imaging devices. Color normalization is found to be beneficial for a computer assisted diagnosis (CAD) system. Zanjani et al. used a modified version of InfoGAN for the transformation [166, 165] , where the latent attribute information is part of the color system matrix. Shaban et al. proposed to use CycleGAN to cope with this problem [131] . BenTaieb et al. used adversarial loss together with a task specific loss introduced from a classification network to ensure that there is no class specific information loss in the color normalization process [11] .
The cross modality synthesis works were summarized in Table IV .
3) Other synthesis: Here we review papers that generate images based on segmentation maps, text, locations or syn-thetic images etc.
Hu et al. proposed the use of cGAN to generate anatomically accurate ultrasound images based on spatial position of the freehand probe [54] . Zhao et al. simulated retinal fundus images and neuronal images with cGAN by conditioning on segmentation maps [173] . They have further shown that using synthetic images together with real images can boost the segmentation performance. Guibas et al. proposed to first use GAN to generate vessel structures and subsequently use them in a cGAN framework to generate photo realistic retinal fundus images [46] . Similar work was performed in [25] where Costa et al. also adopts a two stage generation process for retinal fundus images. The difference lies in that the conditional vessel structures were obtained by applying a pre-trained segmentation network on unlabeled retinal images in [25] . Later on, Costa et al. reformulated their generation setting by using a variational autoencoder for synthesizing vessel structures [26] . Beyond generating normal retinal images from vessel masks, Pujitha et al generated abnormal retina images with haemorrhages by conditioning the generator on both the vessel and lesion masks [2] . The quality of the synthetic image was evaluated in a haemorrhage detection system. It was shown that by using synthetic data together with the original annotated training data, the detection system got a roughly 25% boost on the sensitivity.
Mok et al. used cGAN to augment training images for brain tumour segmentation [103] . The generator was conditioned on segmentation map and generated brain MR image in a coarse to fine manner. To ensure the tumour got well delineated with clear boundary in the generated image, they further made the generation multitasking by forcing the generator to output the tumour boundaries in the generation process. Galbusera et al. used the pix2pix framework to synthesize sagittal X-rays of the lumbar spine based on an annotated segmentation map [44] . In the same work, they also performed X-ray view transfer, i.e. from sagittal to coronal and vice versa. Senaras et al. used pix2pix to generate Ki67-stained whole slide images (patch) based on segmentation map [130] .
C. Segmentation
Generally, researchers are using pixel or voxel-wise loss such as cross entropy for segmentation. Despite the fact that U-net [123] was used to combine both the low-level and hightlevel features, there is no guarantee of spatial consistency in the final segmentation map. Traditionally, conditional random field (CRF) and graph cut methods are usually adopted for segmentation refinement by incorporating spatial correlation. The limitation is that they only take into account pair-wise potentials and therefore might cause serious boundary leakage in low contrast regions. Adversarial losses as introduced by the discriminator on the other hand can take into account high order potentials [157] . In this case, the discriminator can be regarded as a shape regulator. This regulation effect can be also applied to the internal features of the segmentor to achieve domain invariance. Works discussed in this section use adversarial loss to directly regulate the segmentor instead of using segmentor to regulate the anatomic structure of the generated image in the generator as has been done in works shown in Section III-B .
Xue et al. proposed a SegAN network where they adopted adversarial loss for brain tumour segmentation on MR images [154] . They used a multi-scale L 1 loss in the discriminator where features coming from different depth are compared. This was proven to be effective in enforcing the multi-scale spatial constraints of the segmentation maps and the system achieves state-of-the-art performance on BRATS 13 and 15 challenge. Similar work on brain tumour segmentation was performed by Rezaei et al. [121] and Li et al. [83] . The difference is that in [121] and [83] , the generator takes heterogenous MR scans of various contrast as provided by BRATS 17 challenge. Moeskops et al. also evaluated the effectiveness of adversarial loss in the task of brain MRI segmentation on MRBrainS13 [102] . Kohl et al. used adversarial loss in the segmentation of prostate cancer on MR images with improved sensitivity [73] . Son et al. also incorporated adversarial loss in retinal image segmentation [139] . They experimentally compared the effect of depth of discriminator on the segmentation performance and found that the deep architecture for discriminating whole images performs the best and has less false positives with fine vessels. Yang et al. evaluated the effect of adversarial loss in the task of liver segmentation from 3D CT volumes [157] . Their generator is essentially a U-net with deep supervisions. Zhang et al. proposed to use both annotated and unannotated images in the segmentation pipeline [171] . The annotated images are used in the same way as in [154, 139, 157] where both element-wise loss and adversarial loss are applied. The unannotated images on the other hand are only used to compute a segmentation map to confuse the discriminator. The effectiveness of the usage of unannotated images is evaluated on both gland and fungus segmentation. Dai et al. applied adversarial loss on lung and heart segmentation in chest X-ray. By evaluation on JSRT and Montgomery dataset, they have demonstrated that the adversarial loss is able to correct the shape inconsistency faced by other methods without adversarial training [29] . Wang et al. performed adversarial training for basal membrane segmentation in histopathology images [143] . Rezaei et al. employed a cascade of cGANs in segmenting myocardium and blood pool in MR images [122] . Izadi et al. applied adversarial loss on skin lesion segmentation [62] . Experiments on DermoFit demonstrated that the adversarial training helps to refine the boundary precision. Shankaranarayana et al. used cGAN for jointly segmenting optic disc and cup for glaucoma screening [132] . Huo et al. used global convolutional network (GCN) [114] as the generator in the pix2pix framework [59] . They have shown the benefits of large receptive field as introduced by GCN and adversarial loss in segmenting abnormally enlarged spleen on MR images. Li et al. combined pix2pix with ACGAN for the segmentation of fluorescent microscopy images of different cell types [82] . They found that the introduction of the auxiliary classifier branch provides regulation to both the discriminator and the segmentor.
Unlike these aforementioned segmentation works where adversarial training is used to ensure higher order structure consistency on the final segmentation maps, Zhu et al.'s adversarial training scheme is to enforce network invariance to small perturbations of the training samples in order to reduce overfitting on small size dataset [177, 176] . They performed mass segmentation on mammograms and achieved state-ofthe-art performance. Kamnitsas et al. used adversarial loss to regulate the learned representation so that the feature representation is domain (different scanners, imaging protocols) invariant [67] . Likewise, Dou et al also conducted domain adaptation in the feature domain [34] for cardiac segmentation. The adversarial loss is to ensure that the feature distribution of images from both domains (MR and CT) are indistinguishable.
D. Detection
Schlegl et al. used GAN to learn a manifold of normal anatomical variability and proposed a novel anomaly scoring scheme based on the fitness of the latent code of the test image to the learnt manifold [129] . The whole learning process was conducted in an unsupervised fashion and the effectiveness was demonstrated by state-of-the-art performance of anomaly detection on optical coherence tomography (OCT) images. Alex et al. used GAN for brain lesion detection from MR images [1] . The generator was used to model the distribution of normal patches and the trained discriminator was used to compute a posterior probability of patches centered on every pixel in the test image. Chen et al. used an adversarial autoencoder to learn the data distribution of health brain MR images [21] . The lesion image was then mapped to a image without lesion by exploring the learnt latent space and the lesion could be highlighted by computing the residual of these two images.
All these methods performed abnormality detection in an unsupervised fashion.
E. Classification
Methods reviewed in this section used GANs to generate new training samples as those works in section III-B but solely for the purpose of image-level classification. It provides an alternative way of evaluating the quality of generated samples.
Adar et al. used DCGAN and ACGAN to generate synthetic samples for 3 liver lesion class (cysts, metastases, hemangiomas), and these generated samples are found to be beneficial to the lesion classification task with both improved sensitivity and specificity [41] . Salehinejad et al. performed similar experiment but on chest-Xrays [125] . They used 5 different GANs to generate 5 different classes of chest disease (Pneumothorax, Pulmonary edema, Pleural effusion, Normal, Cardiomegaly) and found that augmenting the real imbalanced datasets with synthesized images achieves better classification performance than just using real imbalanced datasets. Zhang et al.'s work is on incomplete left ventricle coverage detection on cardiac MR images [168] . They used two generators to generate base and apex slice separately and all the synthetic and real images are sent to a single discriminator which outputs both a distribution over image data source and class labels.
Hu et al. [53] used combined WGAN and InfoGAN for unsupervised cell-level feature representation learning in histopathology images whereas Yi et al. [161] combined WGAN and CatGAN for unsupervised and semi-supervised feature representation learning for dermoscopy images. Both works extract features from the discriminator and built a classifier on top.
Madani et al. [91] adopted the semi-supervised training scheme of DCGAN and used it for chest abnormality classification [91] . In this specific problem, they found that the semisupervised DCGAN can achieve comparable performance with a traditional supervised CNN with an order of magnitude less labeled data. A similar observation was made by Lahiri et al. in semi-supervised classification of retinal vessel patches [78] . Furthermore, in [91] the authors have also shown that the adversarial loss can reduce domain overfitting by simply supplying unlabeled test domain images as similar to [67] .
F. Registration
cGAN can also be used for multi-modal image registration. The generator in this case will be producing transformation parameters, e.g. 6 for 3D rigid transformation and 12 for 3D affine transformation. Then the discriminator discriminates aligned image pairs from unaligned image pairs. A spatial transformation network [63] is usually plugged in between these two networks to enable end-to-end training. Yan et al. performed prostate MR to transrectal ultrasound (TRUS) image registration using this framework [156] . The paired training data was obtained through manual registration by experts.
G. Others
Hu et al. used cGAN to model patient specific motion distribution based on a single preoperative image [55] . They demonstrated the effectiveness in a prostate cancer intervention application. Baumgartner et al. used cGAN for visual attribution, where the generator is used to produce an effect map that highlights regions most accountable for the interested disease [5] . By experimenting on neuro-MR images, they have shown that their proposed method can capture most category specific effects. Mahapatra et al. used CycleGAN for multimodal and unimodal dynamic registration [93] . With experiments on retinal and cardiac images, they have shown that adversarial loss is effective in handling small local transformations. Colorization task was found to be an effective way to explore self-supervision in pretraining of a network [80] . Ross et al. used cGAN to perform re-colorization of endoscopic video data [124] and then finetuned the trained generator for medical instrument segmentation. Their method was used for domain adaptation and found to require only 75% labeled target domain images without sacrificing performance.
IV. DISCUSSION
All the reviewed papers are listed in Table VI based on the corresponding imaging modality. You can also find the complete list of reviewed papers on our GitHub repository 1 .
Imaging modalities Publications
CT [157] , [152] , [24] , [159] , [14] , [9] , [151] , [10] , [68] , [65] , [41] , [160] , [162] , [141] , [34] MR [135] , [18] , [73] , [58] , [102] , [16] , [83] , [115] , [121] , [164] , [96] , [150] , [1] , [55] , [105] , [84] , [154] , [168] , [67] , [5] , [163] , [39] , [156] , [127] , [116] , [51] , [93] , [49] , [36] , [111] , [8] , [30] , [148] , [4] , [106] , [158] , [172] , [21] , [122] , [22] , [149] , [141] , [70] , [103] , [12] , [59] , [31] PET [4] , [23] Histopathology [143] , [171] , [7] , [52] , [53] , [11] , [166] , [165] , [131] , [130] Mammography [177] , [176] , [75] X-Ray [125] , [104] , [29] , [90] , [91] , [44] , [170] , [19] Dermoscopy [142] , [62] , [161] Differential interference contrast (DIC) microscopy [112] Fluorescence microscopy [82] Ultrasound [54] , [156] Endomicroscopy [118] , [124] Retinal fundus imaging [26] , [132] , [92] , [139] , [173] , [46] , [25] , [93] , [8] , [2] , [138] , [78] Optical coherence tomography [129] TABLE VI: List of publications based on imaging modalities. Note that some works performed various tasks and conducted evaluation on datasets with different modalities. We counted these works multiple times in plotting these graphs. For works that are on cross domain image transfer, we counted based on the source domain.
A. Other interesting applications
Similar to other deep learning neural network models, various applications of GANs demonstrated in this paper have direct bearing on improving radiology workflows and thus patient lives. The strength of GANs however lies in their ability to learn in unsupervised and/or weakly-supervised fashion. In particular, we perceive that image to image translation achieved by cGANs can have various other useful applications in medical imaging. For example, restoration of MR images acquired with certain artifacts such as motion, especially in pediatric setting, helping reduce the number of repeated exams in a radiology center; detection of implanted devices, e.g. staples, wires, tubes, pacemaker and artificial valves on Xrays.
Different imaging modalities work by exploiting tissue response to a certain physical media, such as x-ray, magnetic field and thus can provide supplementary diagnostic information to each other. As a common practice in supervised deep learning, we label a set of images in a certain imaging modality and train a specific network to accomplish a desired task. This process is repeated when switching from one modality to another even if the underlying anatomical structure is the same. A lot of human effort is wasted. Adversarial training, or more specifically unpaired cross modality translation enables reuse of the labels in all modalities.
Exploring GANs for image captioning task [28, 134, 97, 38] can lead to automatic generation of medical imaging reports [66] potentially reducing image reporting times. Success of adversarial text classification [87] also prompts potential utility of GANs in improving the performance of the systems for automatic MR protocol generation from free-text clinical indications [64] . Such automated systems can have direct implications in improvement of MRI wait times which have 1 https://github.com/xinario/awesome-gan-for-medical-imaging been on the rise [40] as well as patient care. cGANs, specifically CycleGAN applications, such as makeup removal [17] can be extended to medical imaging with applications in improving bone x-ray images by removal of artifacts such as casts to facilitate enhanced viewing and helping assess the progress of bone healing efficiently. The success of GANs in unsupervised anomaly detection [129] can help achieve the task of detecting abnormalities in medical images of various modalities, in an unsupervised manner. Such an algorithm can be used for prioritizing radiologist work list, thus optimizing critical findings report turnaround time [43] .
Finally, we expect to witness the utility of GANs in medical image synthesis from text descriptions [15] , especially for the rare cases, so as to fill in the gap of training samples required for training supervised neural networks for medical image classification tasks.
B. Issues to be solved
In image reconstruction and cross modality image synthesis, most works still adopted traditional shallow reference metrics such as MAE, PSNR, SSIM for quantitative evaluation. But these measures have already found to not corresponding to the visual quality of the image. Even though direct optimization of pixel-wise loss produces a suboptimal (blurry) result, it always gives higher numbers for these measures than using adversarial loss. It becomes increasingly difficult to interpret these numbers in horizontal comparison of GAN-based works especially when extra losses as shown in Table II are incorporated. One way to alleviate this problem is to use down stream tasks such as segmentation or classification to validate the quality of the generated sample. Another way is to recruit domain experts but this approach is expensive, time consuming and hard to scale. Recently, Zhang et al. proposed a perceptual quality metric named learned perceptual image path similarity (LPIPS) [169] which outperforms previous metrics. It has been adopted in MedGAN [4] for evaluation of the generated image quality but it would be interesting to see its effectiveness for different kinds of medical images as compared to subjective measure from experienced human observer in a more extensive study.
For natural image, the unconditional generated sample quality and diversity is usually measured by inception score [126] , the mean MS-SSIM metric among randomly chosen synthetic sample pairs [109] , or Fréchet Inception distance (FID) [50] . The validity of these metrics for medical images remain to be explored.
