An overview of multilevel methods on unstructured grids for elliptic problems will be given. The advantages which make such grids suitable for practical implementations are exible approximation of the boundaries of complicated physical domains and the ability to adapt the mesh to resolve ne-scaled structures in the solution. Multilevel methods, which include multigrid methods and overlapping and non-overlapping domain decomposition methods, depend on proper splittings of appropriate nite element spaces: either by dividing the original problem into subproblems de ned on smaller subdomains, or by generating a hierarchy of coarse spaces. The standard splittings used in structured grid case cannot be directly extended for unstructured grids because they require a hierarchical grid structure, which is not readily available in unstructured grids.
Introduction
In this article, multilevel methods applied to elliptic problems on general unstructured grids will be discussed. We will describe various approaches for dealing with the solution of discrete equations arising from unstructured grids. Our interest will be in the performance of multilevel methods, including multigrid and domain decomposition methods.
The beauty of multilevel methods is that the convergence speed can often be proven to be independent of the problem size and they can be naturally parallelized. This makes them the most powerful and useful tool for a wide variety of applications. On the other hand, these methods require a hierarchical grid structure, which is not readily available in unstructured grids. In our context, we use them not as solvers on their own, but rather as preconditioners for Krylov subspace iterative methods.
Various approaches for dealing with these issues and their e ect on the convergence properties of these methods will be covered. This article is organized as follows: Section 1 begins with an introduction to Krylov subspace methods and multilevel methods, followed by some two-level theory in Section 2. Speci c examples of how to deal with node-nested multilevel methods are covered in Section 3. Section 4 concerns agglomerated multigrid methods. Many of the topics described here represent previous and continuing joint work with Barry Smith and Jun Zou 2, 3, 4, 5], (Section 3) and with Jinchao Xu 6] (Section 4).
Elliptic problems
Elliptic problems are one of the most extensively investigated problems in applied mathematics. Their relation to many physical models is well known and the theoretical and numerical results obtained in this area are very useful in practice. As a rst approximation to more complicated physical and mathematical models (such as those in computational uid dynamics), elliptic problems are sometimes the only ones for which rigorous theoretical results are known. The design of numerical methods for such model problems can often be adapted and applied to more complicated situations. Elliptic problems are also important in their own right, for example in computational uid dynamics in the solution of the pressure equation, implicit time integration schemes, etc.
In this section, we will state the model problems we consider. Our goal is to design e ective solvers for the resulting systems of linear equations, and we will not pay much attention to the discretization techniques. Detailed discussions of the nite element element discretizations that we use can be found in 7, 8, 9, 10] . Here H 1 0 ( ; ? D ) denotes the Sobolev space which contains functions which vanish on ? D with square integrable rst derivatives. It is well known that (1.1) is uniquely solvable if (x) is a strictly positive scalar function and F is square integrable.
We will use the simplest nite element discretization of the elliptic problem (1.1). First, we cover with simplicial nite elements (triangles in IR 2 and tetrahedra in IR 3 ). Then the discrete problem can be formulated as follows: where A is a symmetric and positive de nite matrix, f is the right hand side and the nodal values of the discrete solution u h will be obtained in u after solving the system (1.4). To obtain an accurate enough approximate solution of (1.1), one often has to solve huge discrete problems which are badly conditioned, with condition number growing like O(h ?2 ), where h is the characteristic mesh size. Our goal in the next sections will be to construct robust and e ective methods for solving the discrete equations (1.4).
Unstructured grids
With the vast improvements in computational resources today, the motivating reasons for using structured grids over unstructured grids become less obvious. Cartesian or mapped Cartesian grids are popular because they are directional, so e cient methods can be used, such as the alternating direction implicit methods (ADI) and fast Fourier transforms (FFT). This structure, however, imposes limitations on the types of domains which can be considered. In addition, local re nement cannot be easily done without a ecting large portions of the grid, so the ability to adapt the grids for resolving steep gradients in the solution is a source of di culty.
One of the alternative approaches for dealing with complicated geometries is the composite grid method as proposed by Brown, Chesshire, Henshaw and Kreiss 11] and Chesshire and Henshaw 12] .
Unstructured grids provide the exibility needed to adapt to rapidly changing or dynamic solutions as well as complex geometries. These grids have irregular connectivity and so do not have to adhere to the strict structure of Cartesian-based grids, see Figure 1 .1. The tradeo is that, computations on unstructured grids require more complicated data structures and possibly modi cations in some solvers, e.g. multilevel methods. We will discuss some such modi cations in multilevel methods in this article.
Preconditioned iterative methods
As mentioned in the introduction, multilevel methods will be used in our framework as preconditioners in Krylov subspace iterative methods, the most popular of which are: the Conjugate Gradient (CG) and the Generalized Minimum Residual (GMRES) method. In addition, there are many other Krylov subspace methods which can be used as alternatives, especially for non-symmetric A's. Some popular methods are BiCGSTAB, CGS, QMR, TFQMR, BCG and their many variants. At this point there is no widespread agreement on the relative merits of these methods. For more details concerning these methods we refer to the recent book by Saad 13] .
It is often bene cial, before applying any iterative method, to write (1.4) in the following preconditioned form:
where M is called the preconditioner for A. The choice of M is very important because it can improve the convergence rate of the iterative method. A good preconditioner M for A should have the following properties:
The action of M ?1 v for a given vector v should be less expensive to compute than A ?1 v.
The condition number (M ?1 A) should be as close to 1 as possible, preferably uniformly bounded above (with respect to the mesh size h). If A is SPD then M should be SPD.
When A and M are both SPD, it is more convenient to work with the symmetrized version of (1. Oftentimes, it is useful to apply di erent preconditioners M i at each step (e.g. inner inexact solvers). In this way, one obtains exible solvers which can handle a wider class of problems. The standard Krylov subspace methods must be modi ed to handle such nonstationary preconditioners. One such method is known as exible GMRES (see Saad 13] ).
In the next sections, our particular interest will be focused on multilevel methods (such as domain decomposition methods and multigrid methods) used as preconditioners in PCG. The popularity of these methods as preconditioners is based on the fact that they exactly t in the applications where nite element or nite difference method is used. In other words, the design of such preconditioners uses the properties of nite element spaces which allow precise optimal constructions and theoretical analysis to be done.
Multilevel methods
For many practical problems, the system of linear equations which arises from nite element or nite di erence discretizations might be huge. A challenge is how to e ectively solve such large systems of linear equations. Direct methods face the problem of excessive memory requirements and number of the oating point operations needed. In this connection, iterative methods, and especially multilevel methods such as multigrid and domain decomposition methods, are very attractive. These methods are popular because the amount of work required to solve a problem is on the order of the number of unknowns, the convergence rates are independent of the problem size and they can be easily parallelized.
Multigrid methods.
In this section, we brie y describe the multigrid methods for solving linear systems of discrete equations.
We will consider the case where these systems are obtained via nite element discretization of an elliptic partial di erential equation. Detailed discussion on multigrid methods can be found in standard references, e.g. Briggs 14 ], Bramble 15] , Hackbusch 16] , and Xu 17, 18] .
The idea behind multigrid methods is based on the fact that simple relaxation schemes such as GauSeidel, Jacobi and Richardson possess a good smoothing property: they reduce the highly oscillatory part of the error very well in few iterations. This part of the error lies in the subspace spanned by the eigenvectors corresponding to large eigenvalues, i.e. the high frequencies. The global error, or the low frequencies unfortunately cannot be corrected well by such iterative schemes and this is where multigrid helps. The low frequencies from ne grid (say original one) are transfered to the coarse grid, where they behave like high frequencies, and are smoothed quickly by a simple relaxation scheme. Recursive application of this idea leads to the multigrid method.
We will denote the space which contains the solution u by V J . We assume that the coarse grids are given and with each grid we associate a nite dimensional space (like V J for the ne grid). We denote these spaces by V 0 ; : : :; V J?1 . To unify the notation in this section we de ne A J := A. We assume that the operators A k ; k = 0; : : :J ? 1, are given (these operators correspond to di erent approximations of A on the coarse grids). We also assume that the prolongation operator R T k and the smoothing operators S k are also given. One can consider the action of the smoother on g 2 V k as a xed number of Gau -Seidel or Jacobi iterations with right-hand side g and zero initial guess.
We view the multigrid method as a way of de ning a preconditioner M J . We will describe in matrix notation the action M ?1 J g in the simplest case when one pre-and post-smoothing steps are applied.
The action of M ?1 k is then obtained through the following steps: 
(c) Interpolate back and correct: The main ingredients required in all DD methods are:
Restriction matrices: Let R i be the n i n restriction matrix of 1's and 0's which takes a full-length vector in IR n and maps it to a restricted vector in IR ni , where n i denotes the number of unknowns in subdomain i . The e ect on an n-vector is injection onto the subdomain, i .
Extension matrices: Let R T i be the n n i extension matrix, which is de ned as the transpose of the restriction matrix, R i . The e ect on an n ivector is identity on the subdomain, i , and zero extension outside the subdomain, i.e. on n i . Because the restriction and interpolation matrices consist only of 0's and 1's, the local sti ness matrices are simply principal submatrices of A. In this form, it is seen that corrections are done simultaneously on p subdomains. Rewriting this as one equation reveals the preconditioned iterative method: Instead of simultaneous corrections, the corrections can also be done successively, to yield the multiplicative Schwarz (block Gau -Seidel) method, for i = 1; :::; p:
Because the most currently updated information is used, this method will generally converge faster than additive Schwarz. The drawback is that it is less parallel (but this can be remedied by appropriate coloring of the subdomains).
For the multiplicative Schwarz method on p subdomains, the preconditioner can be written as:
Multiplicative Schwarz preconditioner.
(block Gau The condition number is independent of h. For sufcient amount of overlap (choosing = O(H)), the condition number is O(H ?2 ) and so will increase as H tends to zero. This means that the method will not be scalable to a large number of processors.
This deterioration can be remedied by introducing a coarse grid to achieve additional global coupling. In addition to the subdomain restriction, interpolation and sti ness matrices used in the one-level Schwarz methods, we need coarse versions of them: R H ; R T H ; A H = R H AR T H ; and A ?1 H : Here, R H and R T H will instead be the full weighting restriction and linear interpolation matrices, respectively, which are commonly used in multigrid methods. The two-level additive Schwarz preconditioner can then be written as:
Additive Schwarz preconditioner with coarse grid.
It can be shown that the condition number for this two-level method is (see Section 2):
(M ?1 asc A) = O(1 + (H= ) 2 ); and the method can be made independent of H; h with su cient overlap by choosing = O(H).
Multilevel Schwarz Multilevel
Schwarz is an extension of two-level Schwarz with L di erent coarse levels, each level being decomposed into p l subdomains as previously described. We will denote the i th subdomain on the l th level as: l i . Several di erent variants of multilevel Schwarz can be created, depending on when the most currently updated information is used:
Fully additive multilevel methods would be additive among subdomains on the same level as well as additive between levels. Multilevel methods which are multiplicative among subdomains on the same level, but additive between levels can be viewed as \additive MG". Classical V-cycle MG can be viewed as a multilevel Schwarz method which is multiplicative both among subdomains on the same level as well as between levels.
The fully additive multilevel Schwarz preconditioner can be written as:
Fully additive multilevel Schwarz preconditioner.
Inexact subdomain solves In all of the domain decomposition methods described above, subdomain solves, A ?1 i , are required. These can be done either exactly or inexactly. Though the subdomain and coarse problems are much smaller than the original problem, it can still be quite expensive to attempt exact solves on these problems.
In the two-level additive Schwarz methods, we can simply replace the exact solves with inexact solves. Let M i A i ; M H A H represent the inexact solves. Then the preconditioner is given by:
Approaches for designing multilevel methods on unstructured grids
Multilevel methods require a hierarchical grid structure. For structured grids, the hierarchy can be recovered from the ne grid. For unstructured grids, however, there is no natural grid hierarchy. In addition, their lack of structure prevents these methods from exploiting regularity and using fast solvers as with structured grids. Di culties exist in identifying coarse grid problems/spaces/boundary conditions which do not occur when using structured grids. The algorithms which are based on unstructured grids must be redesigned to handle these issues without sacri cing too much in terms of complexity and performance.
There are several approaches for constructing the coarse spaces for unstructured grids. One approach is to simply apply algebraic versions of multigrid methods 23]. However ignoring the geometric and di erential nature of the underlying problem may lead to suboptimal performance.
Another approach (see Mavriplis 24] ) is based on independently generated coarse grids and piecewise linear interpolation between the grids. The advantage of this approach is convenience: the coarse grids can be generated by using the same grid generator which produced the original ne grid. The disadvantage is that the interpolations can be expensive to apply since the set of nodes in the coarse grids are not related in any way to the nodes in the ne grid. Thus no fast search routines can be applied and the implementation will be O(n 2 ).
An alternative approach is based on generating nodenested coarse grids, which are created by selecting subsets of a vertex set, retriangulating the subset, and using piecewise linear interpolation between the grids (see 25, 26] ). This still provides an automatic way of generating coarse grids and now faster implementations of the interpolation (can be implemented in O(n) time). The drawback is that in three dimensions, retetrahedralization can be problematic.
Another e ective coarsening strategy proposed by Bank and Xu 27] uses the geometrical coordinates of the ne grid (which is available in most cases).
New coarsening strategies based on the algebraic approach recently were published by Hackbusch 28] , Braess 29] and Reusken 30] .
In many of these approaches, problems may occur in producing coarse grids which are valid and with boundaries which preserve the important features of the ne domain. One of most popular and promising new coarsening techniques which avoids this problem is based on the agglomeration technique (see Koobus 
Introduction to convergence theory
As mentioned in Section 1.3, the estimate of the convergence rate of the PCG requires an estimate of the upper bound of (M ?1 A). In particular, estimates on the extreme eigenvalues of M ?1 A must be obtained.
In this section, we rst give a general framework for bounding (M ?1 A) and then we show how such an analysis can be carried out for the overlapping domain decomposition method. Such an analysis can show (or predict) the convergence rate and in most cases gives a good guess as to how the parameters and approximate operators should be chosen in order to get an optimal iterative method. For a similar approach in analyzing the convergence properties of iterative methods using general subspace splittings for structured meshes, we refer to 17].
We shall adopt a matrix approach for analyzing the domain decomposition methods, in the hope that it is more intuitive and easier to understand. In the analysis, we state the important theoretical results omitting their proofs. Detailed presentations of the analysis, rigorous proofs of the results quoted here, and more references can be found in 19], 20].
Although we will present the domain decomposition methods in matrix formulation, the use of Sobolev norms and semi-norms in H k ( ) cannot be avoided in a few places, so we will denote them by the conventional notation: kuk k (or kuk k; ) and juj k (or juj k; ), respectively (see 20]).
Subspace correction framework: matrix formulation
Our initial setting in matrix form is as follows: Let be covered by p overlapping subdomains i , i = 0; 1; : : :; p. Each subdomain i corresponds to a subspace V i IR n . The subspaces are de ned through the restriction operators R i 2 IR ni n , i = 0; 1; :::; p, and we set V i = Range(R i ) Note here that we will interchangeably use the notation for the coarse grid versions denoted with subscript H in the previous section, with the subscript 0, when convenient. Here, V 0 denotes the coarse space.
We wish to construct a preconditioner for solving the following linear algebra problem Au = f; A 2 IR n n is SPD:
Let us rst explain the intuition behind the construction of a preconditioner based on this splitting of IR n . It is natural to take the best approximation to the solution from each subspace, and then extend these di erent approximations to the whole IR n somehow in order to get a global solution. Thus the question is: What is the best correction to the k-th iterate u k from V i ?
If we measured the error in the A-norm, k k A , then this question can be reformulated as the following minimization problem:
The solution is given by:
The next iterate is then obtained via the equation (note that we correct here only in one subspace V i )
Example. The Jacobi iteration (see Section 1.3) corresponds to the splitting V i = spanfe i g where e i is the i-th unit coordinate vector. The restrictions, R i , in this case are de ned as R i v = (v; e i )e i .
Performing these subspace corrections simultaneously gives the additive subspace correction preconditioner:
De ning now the projections P i R T i A ?1 i R i A; for i = 0; : : :p; we get
As we pointed out earlier, the convergence of the PCG method depends on the condition number of M ?1 A. The assumption made in the partition lemma (equation (2.5)) means that for any given u, a stable decomposition must exist in the sense that the sum of the \energy" of all the pieces u i lying in V i is bounded by the global energy norm of the decomposed vector. This assumption can be viewed as a condition on the V i 's, i.e. the subspaces must not introduce oscillations (high energy components) in u i . This result suggests how to construct the decompositions in order to obtain optimal preconditioners: we want the constants c 1 ; c 2 to be independent of the problem parameters such as the number of subdomains, the characteristic mesh sizes h and H, jumps in the coecients of the underlying PDE, etc. It is also desirable to make c 1 and c 2 as small as possible in order to get a condition number close to 1. But c 1 and c 2 depend on the size of overlaps in the subspaces V i . More overlap will decrease c 2 , but the number of colors c 1 will increase. On the other hand, small overlap will lead to large c 2 and small c 1 . Thus the space decompositions have to be made in such a way to ensure that the product c 1 c 2 is as small as possible.
Application to two-level overlapping domain decomposition methods
As an example of the application of the above theory, we will present a detailed estimate for the condition number of the two-level Schwarz method.
The intuitive idea
As in the previous section, we rst present the basic intuitive idea using a simple 1D version of (1.1).
We want a splitting which satis es the partition assumption (2.5). Take .7) where is the size of the overlap and j j s;1 denotes the maximum norm, i.e. the maximum of the s-th derivative of i . We de ne u i = i u, so we have u = p i=0 u i .
The partitioned u i 's without coarse grid.
Since A corresponds to a discretization of the second order elliptic operator, d
dx (x) d dx , it is easy to see that the A-norm and the H 1 -seminorm are equivalent in this case: kuk A kdu=dxk 0 . Our goal is to bound ku i k A by kuk A . Looking at Fig. 2.1 , we see that the function u i changes from kuk 0 to 0 over a distance and we get:
We still need to bound kuk 0 by kuk A . But the function u, satisfying homogeneous Dirichlet boundary conditions, cannot change rapidly over the interval if there is no signi cant change in the derivative. The well-known Poincar e inequality estimates the norm of the function with the norm of derivatives and its application leads to the following: After summing over all subdomains, we get:
Therefore,
From these inequalities, one may conclude that if the overlap is of size O(H), then (M ?1 A) = O(H ?2 ), which is an improvement over O(h ?2 ), but is still unsatisfactory. We can see that the overlapping subdomains alone cannot provide a stable partition of u.
It turns out that this dependence on H can be eliminated by using a global coarse space, V H , which couples all the subdomains. The idea is to construct a coarse grid approximation u H to u satisfying the following two important properties:
De ne w = u ? u H and the following partition of u: Thus, we can see that the role of the coarse grid V H is to make ku ? u H k small enough (O(H)), so that it can be partitioned in a stable manner.
We would like to comment on the choice of u H . As it can be seen, u H is a purely theoretical construction and there is no need of its use in the algorithm. One possible choice is u H = R H u, where R H is a kind of interpolation or projection operator. Of course, R H must satisfy properties similar to (2.8) The last estimate shows that the stability requirement is violated.
If the grid is structured, then a good and stable coarse grid approximation to the elements of V h is the L 2 -projection Q H from V h ! V H and we can de ne R H = Q H , i.e. u H = Q H u. It is known that this u H satis es the stability and approximation properties (2.11) and (2.12) (see Xu 17] The extension to multilevel Schwarz method is straightforward. An additional assumption, however is needed in this case:
Such inequalities measure the abstract angles between the subspaces and are known in the literature as \strengthened Cauchy Schwarz inequalities". For a detailed discussion of the issues concerning multilevel theory we refer to Xu 17, 18] , . Note that (f" ij g) will enter in the bound for (M ?1 A).
We now brie y comment on the convergence of the multiplicative Schwarz method which was described in Section 1.4.2. From (1.8), for the error e k+1 , we have: e k+1 = (I ? P p ) (I ? P 0 )e k :
Since each (I ? P i ) is a projection in the A-norm, it immediately follows that ke k+1 k A ke k k A . The following result gives a bound for the damping factor of the multiplicative iteration. where c depends on the number of colors for coloring the i 's but is independent of p.
Convergence of multigrid methods
The convergence properties of multigrid methods (see Section 1. kuk 2 ckFk 0 ; where u is the solution, F is the right hand side of (1.1).
Again, the stability and approximation properties (2.11) and (2.12) are crucial in the convergence theory. The stability property (2.11) is automatically satis ed when the spaces are nested. It turns out that from the regularity assumption the following approximation property follows (see Xu 17, 18] The smoother S symm;k is the symmetric version of S k and is de ned as: S symm;k := S T + S ? S T AS.
Inequalities of the type (2.15) are satis ed by the GauSeidel method.
An important thing to mention for the choice of the smoother is that we are trying to choose smoother which will quickly capture the high frequency components of the error, and we are not going to use it as a solver. For example if the matrix A J corresponds to
The subspace correction framework applies to multigrid methods as well. As long as the stability and approximation properties are veri ed, the following convergence result holds: In the next sections, we will de ne subspaces satisfying the above assumptions or directly satisfying the approximation property similar to (2.14). The verication of these assumptions is easy for structured grids and can be found in many papers. On unstructured grids, however, this might be rather complicated and tricky. Special attention should be paid to the construction of the spaces themselves, rather than using standard spaces and verifying the above inequalities.
3 Node-nested coarse spaces Unstructured multilevel methods for solving linear systems like (1.4) require a hierarchy of coarse grids. Grids which are node-nested have the advantage that they can be automaticallygenerated and that e cient methods can be used to create the interpolation and restriction operators needed to transfer information from one level to the other. Disadvantages are that for complicated geometries, particularly in three dimensions, special care must be taken to ensure that the coarse grids which are produced are valid and preserve the important geometric features of the ne domain. With unstructured meshes, the grid hierarchy can allow general grids which are non-quasiuniform and coarse grids whose boundaries may be non-matching to the boundary of the ne grid, so care must be applied when constructing intergrid transfer operators for various types of boundary conditions. In this section, we will discuss some possibilities.
Maximal independent set (MIS) coarsening
A maximal independent set of vertices in a graph is a subset of vertices which is independent in the sense that no two vertices in the subset are connected by an edge, and maximal if the addition of a vertex results in a dependent subset. An automatic approach to generating node-nested coarse grids is to take a maximal independent set (MIS) of the vertices and call this set, the set of coarse grid nodes, and then retriangulate it 25, 26] . A sequence of coarse grids can thus be created by repeated application of this technique.
A simple technique for nding a MIS of vertices is to rst choose a MIS of the boundary vertices by choosing every other boundary vertex and eliminating all its nearest neighbors, and then nd a MIS of the interior vertices by selecting a random interior vertex and eliminating all its nearest neighbors, and repeating the process until all vertices are either eliminated or selected. The resulting vertex subset is then retriangulated using for example, the same triangulation routine which generated the original ne grid.
Coarse-to-ne interpolations
In general, the resulting coarse grid domain will have boundaries which will not match the boundaries of the ne grid so the coarse space V H is usually not a subspace of the ne space V h . Indeed, even if H = h , V H may still not be a subspace of V h since the coarse elements are generally not the unions of some ne elements in unstructured grids. To construct a coarse-tone transfer operator, one can use the standard nodal value interpolant associated with the ne space, V h . Search through all coarse grid elements until one which contains it is found. 3.
If the ne grid node is a coarse grid node, then 4.
Set the interpolant to be equal to that nodal value, 5. Set it to be a linear interpolation of the 3 nodal values making up that coarse grid element (see Fig. 3.1 ). A naive implementation of this routine requires O(n 2 ) time, but exploiting the node-nested property of the grids, one can implement this in O(n) time, since only nearest coarse grid elements of a ne node need to be searched.
Interpolations on non-matching boundaries
Notice, however, that the standard nodal value interpolant is only well de ned for those ne nodes lying also in the coarse domain H , but unde ned for those ne nodes lying outside H . That is, in Step 2 of the standard nodal value interpolation (Algorithm 3.1), there is no provision for what to do if all the coarse grid elements have been searched, and none contains the ne grid node. A simple and natural way to remove this barrier is to assign those ne node values by zero. We denote this interpolant as the coarse-to-ne interpolant, I 0 h . This zero extension interpolant works well for Dirichlet boundary conditions 26, 2] but will not be accurate nor stable for other boundary conditions.
We provide a simple one dimensional example to illustrate why better interpolants are needed at nonmatching boundaries. This example has a Dirichlet boundary condition at the left boundary point and a homogeneous Neumann boundary condition at the right boundary point. The ne grid function, u, and the coarse grid approximation to it, U H are shown. For Neumann boundary conditions, the elements from V h which have to be interpolated are generally not zero at the Neumann part of the boundary. Recall from Section 1.1 that V h is a subspace of H 1 0 ( ; ? D ), whose elements are restricted to vanish only on Dirichlet boundary. Thus using a zero extension interpolant at a Neumann boundary will not be accurate enough and introduces a correction with high energy (ku ? u H k is no longer O(H)), (see Fig. 3.3) . To achieve better e ciency, we need to modify this intergrid operator to account for the Neumann condition. Two general ways to treat such boundaries are:
1. Modify the coarse grid domain to cover any ne grid boundaries of Neumann type and use standard nodal value interpolation.
2. Increase the accuracy of the interpolants by accounting for the Neumann condition for those ne nodes in n H .
The rst approach is motivated by the fact that standard nodal value interpolants can still be used with efciency, provided the coarse grid covers the Neumann boundary part of the ne grid (see Fig. 3.4) . This was rst proposed and justi ed in 2]. We shall denote this This is a natural extension of v H by zero outside the Dirichlet boundary part of the coarse grid domain. Similar zero extensions were used in KornhuberYserentant 40] to embed an arbitrarily complicated domain into a square or cube in constructing multilevel methods on nested and quasi-uniform meshes for second order elliptic problems with purely Dirichlet boundary conditions.
Although the coarse-to-ne operator I 1 h works well for mixed boundary conditions, one has to modify the original coarse grid so that it covers the Neumann boundary part of the ne grid domain (see 4] for a description for modifying boundaries). This can be very di cult to do for complicated domains. To avoid modifying the original coarse grid, we now consider standard nite element interpolants which are modi ed only near Neumann boundaries. The idea is as follows: Let us consider a ne grid point, x, which lies outside the coarse grid domain. Find a nearby coarse grid triangle to x (say, H with vertices x 1 ; x 2 ; x 3 ), and extrapolate u(x) using the values u(x 1 ); u(x 2 ) and u(x 3 ). Note that such an extrapolation should depend on the type of boundary condition at x.
We de ne the interpolant at x by using the nodes of the coarse boundary edge closest to x:
where the coarse edge has endpoints x H 1 and x H 2 , and is the ratio of the lengths of two segments of this edge cut o by the normal line passing through x to the edge. This kind of interpolation was also used by Bank and Xu 41] in their construction of a hierarchical basis on a unstructured mesh.
We can also use a non-zero extension by extrapolation using barycentric functions: 6 2 H . The barycentric coordinates may still be de ned, provided we consider the area of a simplex to be orientation-dependent. That is, area is > 0 for \right-handed" triangles (clockwise) and area is < 0 for \left-handed" triangles (counter-clockwise).
We summarize the various interpolants: 
Stability and approximation of the non-nested interpolation
The convergence theory for overlapping multilevel domain decomposition and multigrid methods require the coarse-to-ne grid transfer operator to possess the local optimal L 2 -approximation and local H 1 -stability properties as introduced in Sec. 2. The locality of these properties is essential to the e ectiveness of these methods on highly non-quasi-uniform unstructured meshes.
Because the spaces are non-nested (they are nodenested, but still non-nested, as coarse grid elements are not unions of ne grid elements), in the theory discussed in Section 2, the u H coarse space approximation to u should be de ned as: u H = I h R H u: 
Numerical results
In this section, we provide some numerical results of domain decomposition and multigrid methods for elliptic problems on an unstructured airfoil mesh: see Figure 3 .5. The well-known NASA airfoil mesh was provided by T. Barth and D. Jesperson of NASA Ames. Coarse grids were generated by the MIS approach as described above. All numerical experiments were performed using the Portable, Extensible Toolkit for Scienti c Computation (PETSc) 44], running on a Sun SPARC 20. Piecewise linear nite elements were used for the discretizations and the resulting linear system was solved using either multilevel overlapping Schwarz or V-cycle multigrid as a preconditioner with full GM-RES as an outer accelerator. In the experiments, the initial iterate is set to be zero and the iteration is stopped when the discrete norm of the residual is reduced by a factor of 10 ?5 . For partitioning, all the domains (except the coarsest) were partitioned using the recursive spectral bisection method 45], with exact solves for both the subdomain problems and the coarse grid problem. To generate overlapping subdomains, we rst partition the domain into nonoverlapping subdomains and then extend each subdomain by some number of elements.
We solve a mildly varying coe cient problem on the airfoil: @ @x ((1 + xy) @u @x ) + @ @y ((sin(3y)) @u @y ) = F(x; y); where F(x; y) = (4xy + 2) sin(3y) + 9x 2 cos(6y); with either a purely Dirichlet boundary condition or a mixed boundary condition: Dirichlet for x 0:2 and homogeneous Neumann for x > 0:2. For this problem, the non-homogeneous Dirichlet condition is u = 2 + x 2 sin(3y). Fig. 3.7 shows results when a hybrid 4-level multiplicative-additive Schwarz method is used (multiplicative between levels but additive among subdomains on the same level). As can be seen, deterioration of the method occurs with interpolant I 0 h when mixed boundary conditions are present. The next gure ( Fig. 3.8) shows results for the multiplicative Schwarz method (both on the subdomains and between levels). This method behaves much like multigrid (see Table 1 ). In fact, this is nothing more than standard V -cycle multigrid with a block smoother used as a preconditioner. A V-cycle multigrid method with pointwise Gauss-Seidel smoothing and 2 pre-and 2 postsmoothings per level was used to produce the results in Table 1 . In this section, we will consider a general agglomeration approach for constructing nested coarse spaces and transfer operators. The di erence between this technique and the node-nested coarse spaces from the previous section is that here, we want to produce a nested sequence of spaces to be used in the multigrid method. The common point will be that our construction must satisfy the approximation and stability properties mentioned in the subspace correction framework in Section 2.
Coarse points and construction of macroelements
The agglomeration technique is based on the construction of a coarse grid with \macro-elements" consisting of unions of ne grid elements (triangles). An example of such a coarse grid is given on Fig. 4.1 . Then, as in the standard nite element method, the basis functions in each coarse grid macroelement are appropriately dened. The coarse space V H is then determined as the space spanned by these functions. If the coarse grid basis functions are de ned as linear combinations of ne grid basis (i.e. the usual nite element basis), then V H is a proper subspace of V h , i.e. we obtain nested spaces by construction.
The construction of a basis in V H is equivalent to the de nition of the restriction matrix R H , because the coordinates of these basis functions with respect to the ne grid basis form the rows of the restriction matrix. Thus, once the basis functions are de ned, we have the restriction R H , the interpolation (or prolongation) R T H , the coarse grid operator R H AR T H and we can apply the V -cycle algorithm from section 1.4.1. 
Smoothness: The basis functions have to be smooth enough. This requirement is needed because the elements from V H have to satisfy the stability property (2.11), which involves the A-norm of the coarse grid function. Approximation: The functions in V H have to satisfy the approximation property (2.12). An implication of this is that the individual basis function in V H cannot be independently chosen, and there must be some global relation which couples the basis functions. Small supports: The functions in V H must have compact support. This requirement is based on the fact that once the basis f i g in V H is given, then the coarse grid matrix elements are de ned to be a( i ; j ) (see (1.3) ). Thus, if the basis functions have large supports, the coarse grid matrix will be dense, and the coarse grid problem is expensive to solve. Conformity: For nite element discretizations, it is desirable that the resulting coarse grid is formed by conformal macroelements, an analogue of conforming triangulations in nite element methods. This facilitates the analysis and construction of the algorithms. Recursion: The coarse grid should allow the recursive application of the algorithm to construct a multilevel method.
A careful look at these rules shows that it is di cult (even impossible) to satisfy all of them simultaneously. Usually some of them have to be weakened in order to satisfy others. For example, to have conforming macroelements of size 2h on an unstructured grid (which is a desirable choice in multigrid) is almost impossible. Taking smoother basis functions will increase the supports, and make the coarse grid operator denser.
A recent paper by Koobus, Lallemand and Dervieux 31] deals with agglomeration with the nite volume discretizations. The basis functions are piecewise constant on each cell, and the coarse grid cells are formed as unions of ne grid cells. A drawback of this algorithm is that the stability of the coarse grid basis functions is not easy to control.
An algebraic agglomeration algorithm can be found in the recent papers by Mandel, Van ek, Brezina (see 32]) and Van ek, K r i zkov a 33]. Their approach uses an algebraically smoothed basis functions, and the coarse grid nodes are not explicitly de ned. This allows the process of the basis construction to be more automatic, but it is more di cult to control the sparsity of the coarse grid operators.
Our approach is based rst on the de nition of the coarse grid points (using the MIS described in Section 3.1) and then using them to de ne the macroelements. The di erence between the algorithm presented here and the agglomeration algorithms quoted above is in the more \geometrical" nature of our coarsening strategy. We will de ne our coarse grid space using macroelement edges and macroelement vertices (coarse points). In the numerical examples presented here, the de nition the macroelement edges and coarse grid points is done using the dual graph of a given triangulation. Such an algorithm does not pretend to be computationally the best one, and we do not describe here this algorithm in detail. Our main concern will be the de nition of a proper coarse space.
Coarse space basis functions.
Given the set of macroelements, we will now introduce three di erent ways to de ne the coarse grid basis functions. Let us rst focus on meeting the rst two rules given in the previous section: we need to de ne smooth basis functions so that the coarse space satisfy the approximation and stability properties.
To assure the approximation property, we should take a basis which preserves at least the constant function, i.e. the constant function must be always in the coarse space V H . To do this, we rst de ne basis functions possessing this property on the the macroelement boundaries, and after that we extend them into the interior of the macroelement as discrete harmonic functions. This extension obviously will not destroy the constant preserving property, because the constant function is harmonic.
We de ne the coarse basis functions on these edges as linear functions minimizing some quadratic functional. The H 1=2 norm on the boundary is one good choice for the quadratic functional, as it is the interface analogue of the A-norm.
Let the macroelement boundary be formed byè dges from the ne grid, (see Fig 4. 2) connecting two coarse grid points, x 0 and x`, and let this path contains the vertices x 0 ; : : :; x`. We de ne the basis function corresponding to the coarse grid node x 0 as follows: 0 is a linear function in IR 2 : 0 = a + b + c; ( ; ) 2 IR 2 :
We want : 0 (x 0 ) = 1, 0 (x`) = 0. These are only two conditions and we have three parameters: a, b and c. To complete the set of conditions, we require that the function 0 minimizes the functional (discrete H 1=2 norm):
where h i is the length of the edge (x i ; x i+1 ) and h ij = jx i ? x j j. After using the rst two conditions, this minimization is equivalent to minimization of a simple quadratic function of one variable which can be easily done analytically.
In the interior of the macroelements, we extend the basis functions by solving the equation: a( 0 ; ) = 0; for any 2 V h :
In this way, we de ne the basis in V H and thus also de ning the restriction operator R H . We will now give two simpler variants of this algorithm. The rst one uses simpler boundary conditions: The function is de ned on the boundary using the graph distance (see Fig 4. 3). The graph distance dist(i; j) is equal to the number of edges forming the shortest path connecting the vertices i and j, (in the case we consider these vertices are x 0 and x`). The second variant, which does not include harmonic extension is as follows: 1. On the macroelement boundaries the graph distance interpolation is used. 2. For the nodes internal to the macroelements and ctitious faces (see Step 4) , the values of all basis functions whose supports form the macroelement take one and the same value: the reciprocal of the number of coarse points forming the macroelement, see Fig. 4 .4.
The approximation and stability properties of the agglomerated spaces given above are assured by the next lemma. A detailed proof will be included in the paper 6]. We use three types of coe cients for the equation (4.5) on three di erent grids. As a standard example we take a = b = 1; i.e. the Laplace operator.
In Example 1, the coe cients are mildly varying: a(x; y) = (x 2 + y 2 + 1 + sin(x + y)) and b(x; y) = (x 2 + y 2 + 1 + cos(x + y)). In Example 2, the coecients are varying in the range 10 ?3 ; 30] . For the grid given in Fig. 4 .6, the surface plot of the coe cients for Example 2 are given in Fig. 4 .5. For all the grids, the coe cients vary within the same range. In these experiments, we use the standard V -cycle preconditioner and the outer acceleration is done by the CG method.
In the V -cycle , we use 1 pre-and 1 post-smoothing steps. The smoothing operator is forward Gau -Seidel. The PCG iterations are terminated when the relative residual is less then 10 ?6 . the di erent types of coe cients and di erent grids. All these experiments were done using the simplest interpolation algorithm, Alg. 4.3 . Figure 4 .10 shows the convergence histories for a varying number of unknowns on two di erent grids: a one-element airfoil with one internal boundary, and a four-element airfoil with four internal boundaries. The numerical experiments were done using Algorithm 4.2.
These computational results show that the convergence is uniform with respect to the mesh size h. The convergence in the experiments shown in Figure 4 .10 is a little better because the aspect ratio of the grids is better and Algorithm 4.2 was used instead of Algorithm 4.3. The behavior for roughly varying coecients is not as good, as seen in Fig. 4.9 . The airfoil grids used for the experiments in this section were produced using Barth's SIMPLEX2D mesh generator. We note here that these grids were generated at random, with no special attention being paid to the quality of the meshes, and does not re ect any de ciencies in the mesh generator. 
Extensions
Other interpolations can also be constructed in an algebraic way. is generally a dense matrix, which is a serious drawback of using this approach. There are ways of de ning approximations to this type of matrix-dependent prolongations as proposed by A. Reusken 30] and M. 
Anisotropic problems
Another class of problems we have studied are the anisotropic problems. The problem in applying multigrid methods for such problems is that the smoother does not smooth the proper range of the high frequencies. A semi-coarsening (i.e. coarsening only in one direction) is often used to remedy this.
For anisotropic problems, the relevant changes in the agglomeration algorithm are straightforward. A dropping strategy can be used for the small o -diagonal then set a ii := a ii + a ij ; a jj := a jj + a ji ; a ij := 0; a ji := 0: Once this is done, we apply the usual algebraic coarsening algorithm 23]. In the next example, the algorithm which uses the dropping strategy is called reduced graph algorithm. Similar approaches for handling anisotropic problems can be found in 32].
The last numerical example in this section solves the Laplace equation with anisotropy introduced by the grid (see Fig. 4.11) . The geometrical aspect ratio is of order 10 4 . It can be seen that the algorithm which uses the anisotropic agglomeration is faster than the others.
Remarks
The agglomeration algorithms can provide a good approach for developing multilevel methods on unstructured grids. We have presented here a general technique for constructing basis for the coarse space satisfying stability and approximation properties. We have to point out that the general theory for the construction of agglomerated spaces on unstructured grids is still not fully developed. On the other hand, numerically these methods have good performance and can be applied to a large set of problems, including elliptic, anisotropic and convection dominated problems. For such experiments, we refer to Koobus, Lallemand and Dervieux 31], Mandel, Van ek, Brezina (see 32]) and the experiments presented in this section.
We presented three di erent types of basis construction over agglomerated macroelements: Algorithm 4.1, Algorithm 4.2, Algorithm 4.3. We prefer to use Algorithm 4.3 for isotropic problems, because the convergence rate is as good as with the other two algorithms and this algorithm is simpler. The last numerical experiment we performed shows that for more complicated problems, such as anisotropic problems, the interpolation must be done depending of the direction of the anisotropy. In this case, the algorithms for constructing the coarse grid also need to be done very carefully, following the anisotropy direction.
Conclusions
There is no doubt that unstructured grids will be increasingly popular and the development of robust multilevel solvers on unstructured grids is important. We have presented two di erent approaches for constructing such solvers and they have their own areas of strength and weakness:
1. In some sense, the retriangulation algorithm is more natural and interfaces well with existing software (reusability). But problems may occur when solving 3D discrete equations because the retriangulation is not an easy task. The treatment of different types of boundary conditions must be done very carefully if one wishes to obtain a uniformly convergent iterative method. 2. The agglomeration algorithms o er many advantages: they are more algebraic, they produce nested coarse spaces, and are very robust. We have presented a framework for the design of agglomeration multilevel methods based on the stability and approximation properties of the underlying subspaces. Some of these methods have straightforward extension to 3D problems. The convergence of these types of methods is still not completely understood from a theoretical point of view.
Most importantly, we have shown that it is possible to design robust multilevel methods on unstructured grids which perform as e ciently as for structured grids.
