Abstract-In this correspondence, we present a technique to find the optimal threshold for the binary hypothesis detection problem with identical and independent sensors. The sensors all use an identical and single threshold to make local decisions, and the fusion center makes a global decision based on the local binary decisions. For generalized Gaussian noises and some non-Gaussian noise distributions, we show that for any admissible fusion rule, the probability of error is a quasi-convex function of threshold . Hence, the problem decomposes into a series of quasi-convex optimization problems that may be solved using well-known techniques.
I. INTRODUCTION
Consider distributed detection of s 2 f0m; mg, where the ith of n local sensors observes x i = s + z i with independent and identically distributed (i.i.d.) noise zi. The ith sensor compares xi to a threshold to compute a binary decision u i as The authors are with the Electrical Engineering Department, University of California, Los Angeles, CA 90095-1594 USA (e-mail: wshi@ee.ucla.edu; wsun@ee.ucla.edu; wessel@ee.ucla.edu).
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Each binary decision ui is transmitted to a fusion center, which applies a fusion rule F to k = n i=1 u i to produce the final decision F (k). The case with n = 2 and Gaussian noise is considered as an example in [1] . This correspondence extends this specific case to the general case with any number of sensors n for the family of generalized Gaussian noise and describes a technique for identifying the pair (; F ) that minimizes the probability of error. For equal a priori probabilities, a sufficient condition of the non-Gaussian noise distribution g(x) for the probability of error to be quasi-convex is given and some non-Gaussian noise distributions which satisfy this condition are listed. This technique extends to Bayes risk and Neyman-Pearson criterion.
The identical threshold in local sensors generally does not result in an optimum system. However, the identical threshold assumption reduces the complexity dramatically. For binary hypothesis detection, Irving and Tsitsiklis [2] showed that no optimality is lost with identical local detectors in a two-sensor system. Tsitsiklis [3] as well as Chen and Papamarcou [4] showed that identical local detectors are asymptotically optimum when the number of sensors n tends to infinity. These results provide some justification for restricting attention to identical quantizers.
Even with identical local thresholds, the problem is still complicated by the existence of multiple local minima. Furthermore, minimizing probability of error is difficult because the Bayesian error probability is not a smooth function, i.e., its first derivative is a discontinuous function. Hashlamoun and Varshney [1] , [5] have overcome this difficulty by using a smooth bound on the Bayesian error probability to approximately determine the optimal pair (; F ). Avi-Itzhak and Diep [6] provided an even tighter bound leading to a very good approximation. Even so, these techniques still produce a minimization problem that may have local minima, since neither convexity nor quasi-convexity was shown in these references.
In this correspondence, we show that for any admissible fusion rule Fi (i.e., any Fi that is optimal for at least one ), Pe(; i) defined as the probability of error for (; F i ) is a quasi-convex function of . Quasiconvexity [7] means that every sublevel set S = f: Pe(; i) g 
Hence, the problem decomposes into a series of n quasi-convex optimization problems (one for each Fi) that may be solved exactly using a variety of techniques including, for example, the ellipsoid algorithm [8] . Section II shows the proof of the quasi-convexity of the probability of error versus for every admissible fusion rule F i with generalized Gaussian noise. In Section III, with equal a priori probability, a sufficient condition of the non-Gaussian noise distribution g(x) for the probability of error to be quasi-convex is given and some nonGaussian noise distributions that satisfy this condition are listed. Section IV shows some illustrative examples. Section V extends this technique to Bayes risk and Neyman-Pearson criterion. Section VI concludes this correspondence.
II. GENERALIZED GAUSSIAN NOISE

A. Admissible Fusion Rules
This section identifies the admissible fusion rules for generalized Gaussian noise and shows that the probability of error versus is quasiconvex for these rules. 
where p0 is the a priori probability of s = 0m and p1 = 10 p0 is the a priori probability of s = m. A k () is the probability that k sensors decide 1 and n 0 k sensors decide 0 while s = 0m, and B k () is the probability that k sensors decide 1 and n 0 k sensors decide 0 while Under the maximum a posteriori probability (MAP) criterion, the optimal F for a fixed makes the probability of error P e () minimal.
That is
Therefore, the optimal F is related to A k () and B k () as
Under MAP criterion, the optimal F for a fixed has the following property, if F (k) = 0m, then F (k 0 1) = 0m and if F (k) = m,
and also
As a consequence of inequalities (4) and (5), A k01 () B k01 (), which means that F (k 0 1) = 0m. Similarly, if F (k) = m, then F (k + 1) = m. This property implies that for every , the MAP F has the form Fi in (1) and only fusion rules of the form Fi in (1) are admissible, i.e., are MAP for some choice of . Actually, the admissible fusion rule holds for any noise distribution. The same admissible fusion rule was observed by Chair and Varshney [9] and Reibman and Nolte [10] .
B. Quasi-Convexity
Theorem 1: For generalized Gaussian noise and a fixed admissible fusion rule Fi, probability of error is a quasi-convex function of .
Proof: P e (; i) can be expressed as . So P 0 e (; i) = 0 for only one 3 , for which ( 3 ) = ( 3 ). For < 3 ; P 0 e (; i) < 0 and > 3 ; P 0 e (; i) > 0. So P e (; i) is quasi-convex. If C = 1, () does not intersect () for some specific a priori ratio p 0 =p 1 , which means that either () () or () () for all . In both cases, P e (; i) is still quasi-convex since either P 0 e (; i) 0 for all or P 0 e (; i) 0 for all .
III. NON-GAUSSIAN NOISES
In this section, we extend our results to some well-known non-Gaussian noises for the equal a priori probability case, i.e., p 1 = p 0 = 1 2 . The noise distribution g(x), is assumed to be even and at least twice differentiable. Here again, a single identical threshold in the observation space is used as in the generalized Gaussian noise case.
Similar to the generalized Gaussian noise case, we define In order to prove the quasi-convexity of the probability of error P e (; i) with respect to (w.r.t.) , a sufficient condition for the non-Gaussian noise distribution g(x) is derived in the following theorem.
Theorem 2: Given a noise distribution g(x), if it is even, twice differentiable, and satisfies then, for a fixed admissible fusion rule F i and equal a priori probability, i.e., p1 = p0 = 1 2 , the probability of error is a quasi-convex function of .
Proof: The derivative ofQ 00 (x)=Q 0 (x) 2 is the left-hand side (l.h.s.) of (9) below, which is nonnegative as a result of (8) 2(g 0 (x)) 2 0 g 00 (x)g(x) (g(x)) 3 0: (9) Thus,Q 00 (x)=Q 0 (x) 2 is monotonically increasing for 01 < x < 1. With the fact that D( +m; i) is a shifted-by-2m copy of D( 0m; i), there is only one 3 for which P 0 e (; i) = 0. For < 3 , P 0 e (; i) < 0 and > 3 , P 0 e (; i) > 0. So Pe(; i) is quasi-convex.
There are several well known non-Gaussian noise distributions [11] , [12] satisfying Theorem 2. These distributions are listed in Table I , where again 0(1) is the Gamma function, a is a scale parameter related to the common variance 2 of the quadrature components, and is a shape parameter ruling the rate of decay of the noise pdf. The generalized Cauchy reduces to the Gaussian distribution in the case ! 1. respectively. For binary sensors, only odd number of sensors is considered for every signal-to-noise ratio (SNR) and the optimal pair is always (0; F n=2+1 ).
For infinite precision sensors, the fused observation x at the fusion center is essentially the maximum ratio combining of xi; i = 1; . . . ; n. With identical SNR at each sensor, the fused observation at the fusion center is x = 1 n n i=1 x i with noise variance 2 =n, where 2 is Gaussian noise variance for each sensor. Thus the error probability is Q( p n 1 SNR) where SNR = m
. Observe in Fig. 6 that the number of binary sensors needed for every SNR is fewer than twice the number of infinite-precision sensors, which can make the binary sensor a better choice from a practical or economic point of view. Fig. 7 shows two curves for the minimum probability of error versus the threshold . The solid line is for n = 7 and the thick line is for n = 8. The result indicates that the performance is improved by increasing n to n+1, where n is odd, provided the threshold is shifted from zero. If the threshold is assumed to be zero, then there is no performance improvement due to increasing n by 1 for odd number n as observed by Blum [13] .
V. FURTHER EXTENSIONS
A. Bayesian Analysis
The quasi-convexity of error probability P e (; i) can be extended to Bayes risk <(; i). then for every the optimal F has the form F i in (1) for any noise distribution, where Cij; i 2 f0; 1g; j 2 f0; 1g; represents the cost of declaring H i when H j is actually present. Here we assume that C 10 > C 00 and C 01 > C 11 . Fig. 6 . The minimum number of sensors needed versus the SNR to achieve the error probability 10 . Fig. 7 . The minimum probability of error versus threshold for n = 7 and n = 8.
Then for every fusion rule F i , the Bayes risk can be written as
The Bayes risk <(; i) becomes the probability of error Pe(; i)
when C 00 = C 11 = 0 and C 01 = C 10 = 1. Considering only the generalized Gaussian noise case, similarly to the P e (; i), <(; i) is a quasi-convex function of .
B. Neyman-Pearson Criterion
The approach of optimizing for each admissible fusion rule also succeeds under the Neyman-Pearson criterion. According to the Neyman-Pearson criterion, the detection probability PD needs to be maximized under the constraint that the false-alarm probability P F is less than or equal to an acceptable value 0 . For every , the optimal F has the form Fi in (1) for any noise distribution since the Neyman-Pearson test employs the likelihood ratio test. Thus, as before, we can restrict our attention to these admissible fusion rules. Both PF (; i) and PD(; i) are quasi-convex. Moreover, they are both strictly monotonically decreasing functions w.r.t. . So for every admissible fusion rule F i , define i to be the smallest such that PF (; i) 0. Due to the monotonically decreasing property, this i must satisfy P F ( i ; i) = 0 and the corresponding P D ( i ; i) is the maximizeddetectionprobabilityfortheadmissiblefusionruleF i .Define i 3 = arg max i PD(i; i)
then Fi is the optimal fusion rule and the maximum detection probability is P D ( i ; i 3 ). This method also applies to the case with nonGaussian noise distributions.
VI. CONCLUSION
In this correspondence, we considered distributed detection of s 2 f0m; mg, where the ith of n local sensors observes xi = s + zi with i.i.d. additive noise z i . The ith sensor makes a binary decision u i based on a threshold . A fusion center uses these decisions to produce the global decision using a fusion rule F .
When all admissible rules have the probability of error as a quasiconvex function of , the problem decomposes into a series of n quasiconvex optimization problems that may be solved using well-known techniques. We showed this quasi-convexity property for generalized Gaussian noise. For some non-Gaussian noise distributions we showed this quasi-convexity property when the hypotheses have equal a priori probability.
We also used the quasi-convexity perspective to provide solution techniques for Bayes risk and Neyman-Pearson formulations of the sensor data fusion problem.
Applying our solution technique to binary sensors in Gaussian noise reveals that the number of binary sensors needed for every SNR to achieve error probability of 10 05 is fewer than twice the number of infinite-precision sensors required. So the binary sensor can be a better choice from a practical or economic point of view.
Zhang et al. [14] generalize these results by showing quasi-convexity in the likelihood ratio function for any distribution on the i.i.d. observations x i .
