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The Kuramoto–Sivashinsky equation (KSE) is
ut + 2u + u + 12 |∇u|
2 = 0, u(x,0) = u0(x), (1)
where the unknown function u(x, t) is defined on Rn × [0, T ], and the initial data is u0(x). The
KSE models pattern formations on unstable flame fronts and thin hydrodynamic films. Kuramoto
[21–23] derived it in the context of angular phase turbulence for a system of reaction–diffusion
equations, and Sivashinsky [31–33] derived it independently in the context of small thermal
diffusive instabilities for laminar flame fronts.
There is a large literature surrounding the one-dimensional KSE, subject to the space-periodic
boundary condition on an interval of length L, see e.g. [30,34], and the references therein. A rig-
orous study of the space-periodic KSE in space dimension one was initiated by Nicolaenko,
Scheurer and Temam in [26]. They established the existence of a global attractor A in the L2
phase space and global bounds on the solution provided that the initial data is antisymmetric
about the origin. The global bound was improved and the assumption of antisymmetry removed
independently in [4,14,17]. The global bound has been further improved more recently in [12].
Related recent work on KSE concerning the Michelson conjecture can be found in [3] and finite
time blow up of solutions to KSE backward in time has been established in [20].
Starting with the seminal work of C. Foias and R. Temam [10] in their treatment of the
Navier–Stokes equations (NSE), the use of so-called Gevrey norms has become standard fare
in estimating the time evolution of the spatial radius of analyticity of solutions to nonlinear par-
tial differential equations. Recent work has demonstrated that estimates of the analyticity radius
are useful in the study of the dynamics of the KSE. For example, in [9] it has been shown that
bounds on the analyticity radius can be employed to determine whether a given initial data lies
near the global attractor. The technique introduced in [10] has been extended to the case of cer-
tain nonlinear parabolic equations in [7], and, very recently, to the Smoluchowski equation in [6].
The study of the space analyticity radius for the NSE and KSE in the setting of a Banach (Lp)
space was first carried out by Grujic´ and Kukavica [16]. This allowed them to consider initial
data that is less smooth than in [10]. Analyticity of solutions for the d-dimensional NSE defined
on all of Rd was proved by Le Jan and Sznitman [24] for initial data in a suitable Besov space
of pseudomeasures, by showing that the nonlinear term is bounded in an appropriate analyticity
norm. This method was adapted to initial data in the Sobolev space H d2 −1 by Lemarié-Rieusset
[25, Theorem 24.2]. In case of the space-periodic KSE on an interval of length L, an estimate
of the space analyticity radius was obtained in [5], and in [15] a Gevrey class technique was
employed to obtain a neighborhood in the global attractor of the set of all stationary solutions in
which the radius of analyticity is independent of the bifurcation parameter L.
In this paper we consider the KSE in Rn for arbitrary space dimension n. We consider initial
data defined on the whole space Rn and obtain local bounds on a space analytic solution to the
KSE provided that the initial data belongs to a suitable Sobolev space, which may in fact be a
negative Sobolev space in certain cases. When n = 1, this may be regarded as an extension to the
case L = ∞ which is not treated by the results stated above. Our approach allows us to consider
initial data which is much less smooth and may belong to the space of tempered distributions.
More precisely, we assume that the Fourier transform of the initial data belongs to a suitable
Lp space. In particular when p = 2 and up to space dimension three, we may allow for initial
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order less derivative than that considered by Grujic´ and Kukavica [16]. In higher dimensions,
the literature on estimates on the radius of analyticity in case of KSE is somewhat limited; for
instance, in [28] analyticity of a variant of the KSE in space dimension two is established. As far
as we know, the treatment of analyticity in dimensions 3 and higher in case of the KSE is new.
In our analysis, we regard the KSE as an evolution equation in a suitable Banach space as in [11,
13,18], and more recently in [1], and follow the variation of parameters approach. A noteworthy
feature of this approach is the use of generalized Gevrey norms. Norms of this type were studied
by Constantin in the context of the 3D space-periodic NSE (see [8] for an exposition and further
results).
The method in this paper is similar to the one developed in [2] for the 3D space-periodic NSE
and in [24] and [25] for the d-dimensional NSE defined on the whole space, where the requisite
estimates on the nonlinear term are based on some simple convolution inequalities. We prove the
existence of a Gevrey regular mild solution in Fourier space on a time interval [0, T ], which, by
the Paley–Wiener theorem is a strong solution on any subinterval [t0, T ]. The precise formulation
of our result is given in Theorems 7 and 8 below.
2. Preliminaries
Throughout the paper we use the usual convention that Cα,β,... indicates a strictly positive real
number whose value may change from line to line, but whose value depends only on α,β, . . .
and no other quantities.
Definition 1. Let α ∈ R. Define ωα :Rn → R by
ωα(x) =
(
1 + |x|)α. (2)
For every measurable function u :Rn → C we define
‖u‖α,p =
( ∫
Rn
ωpα (x)
∣∣u(x)∣∣p dx
)1/p
(3)
and
Lpα
(
R
n
)= {u: ‖u‖α,p < ∞}. (4)
Clearly Lpα(Rn) is a Banach space when normed by ‖ · ‖α,p . Let the operators Aα , α ∈ R, be
given by
Aαu(x) = |x|2αu(x) (5)
with domains
Dp
(
Aα
)= {u ∈ Lp(Rn): Aαu ∈ Lp(Rn)}. (6)
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Lpϕ,α
(
R
n
)=
{
u:
∫
Rn
epϕ(x)ωpα (x)
∣∣u(x)∣∣p dx < ∞
}
(7)
with norm
‖u‖ϕ,α,p =
( ∫
Rn
epϕ(x)ωpα (x)
∣∣u(x)∣∣p dx
)1/p
. (8)
Henceforth, we will assume that
ϕ(x + y) ϕ(x) + ϕ(y) + Cϕ (9)
for some constant Cϕ and all x, y ∈ Rn.
Remark 2. It is easy to see that if ϕ(x) = ψ(|x|) where ψ satisfies the conditions ψ(y) > 0,
ψ ′(y) > 0, ψ ′′(y)  0 for all y > 0, then ϕ satisfies (9). Such generalized Gevrey norms were
considered by Peter Constantin in the context of the 3D space-periodic Navier–Stokes equations
(see [8]). Local existence results for these equations with generalized 1 Gevrey norms have been
obtained by C. Foias (see [8]).
Definition 3. We denote by uˆ the Fourier transform of a tempered distribution defined on Rn,
scaled in order to satisfy
uˆ(ξ) =
∫
Rn
e−ıξ ·xu(x) dx (10)
for all u ∈ L1(Rn). Note that a tempered distribution u belongs to the Sobolev space Hα(Rn) if
and only if uˆ ∈ L2α(Rn), cf. [29, Section 8.8].
Remark 4. We will write ‖·‖ϕλ,α,p = ‖·‖λ,α,p in case ϕ(x) = ϕλ(x) = λ|x| for some λ > 0 . This
choice of ϕ yields the Gevrey norm as considered in [10] and [27]. If α ∈ R and uˆ ∈ Lpλ,α(Rn),
then for any positive constant λα with 0 < λα < λ there exists a corresponding positive constant
Cα,λ such that
∥∥eλαA1/2 uˆ∥∥
p
Cα,λ‖uˆ‖λ,α,p. (11)
Since
∫
Rn
e−η|x| dx < ∞ for any η > 0, it follows from the Hölder inequality that ‖uˆ‖λ′,1 < ∞
for all λ′ < λα . The Paley–Wiener theorem (see e.g. [19]) implies that u is the restriction to Rn
of a holomorphic function on the domain {z = x + ıy ∈ Cn: |y| < λα}.
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KSE whose Fourier transform is a tempered distribution u. Then we may write the KSE in the
form
uˇt + 2uˇ + uˇ + 12 |∇uˇ|
2 = 0, uˇ(x,0) = uˇ0(x). (12)
This is primarily for notational convenience since we will work with the Fourier transform ˆˇu = u.
Accordingly, we apply the Fourier transform to (12) and differentiate formally to obtain
∂
∂t
u(x, t) + |x|4u(x, t) − |x|2u(x, t) − 1
2
∫
Rn
z · (x − z)u(z)u(x − z) dz = 0. (13)
Let the bilinear form B be given by
B[u,v](x) = −1
2
∫
Rn
z · (x − z)u(z)v(x − z) dz (14)
provided the integral exists. For instance, this is the case if p = 2 and u,v ∈ D2(A1/2) since
∣∣B[u,v](x)∣∣ 1
2
∥∥A1/2u∥∥
L2(Rn)
∥∥A1/2v∥∥
L2(Rn). (15)
Equation (13) may therefore be expressed in the form
∂
∂t
u(x, t) + A2u(x, t) − Au(x, t) + B[u,u](x, t) = 0, (16)
where we write B[u,v](x, t) in place of B[u(·, t), v(·, t)](x).
Definition 5. Let α ∈ R, 0 < T ∞, and u0 ∈ Lpα(Rn). A weak solution to the KSE with initial
data u0 is a function u(·) ∈ C([0, T ];Lpα(Rn)) with the property that B[u(t), u(t)] exists for
almost every t ∈ [0, T ], and
d
dt
u(t) + (A2 − A)u(t) + B[u,u](t) = 0, a.e. t ∈ [0, T ],
u(0) = u0. (17)
The corresponding integral form of (16) with initial condition u(0) = u0 is
u(t) = e−t (A2−A)u0 −
t∫
0
e−(t−s)(A2−A)B[u,u](s) ds. (18)
This leads to the definition of a mild solution.
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data u0 is a function u(·) ∈ C([0, T ];Lpα(Rn)) satisfying
u(t) = e−t (A2−A)u0 −
t∫
0
e−(t−s)(A2−A)B[u,u](s) ds, 0 t  T . (19)
Now we are ready to state our main result regarding the existence of mild and weak solutions
to the KSE. We assume that 1 < p < ∞ and that
max
{
n
2p′
− 1, n
p′
− 2
}
< α <
n
p′
+ 1, (20)
where as usual, p′ denotes the Hölder conjugate of p. Observe that α may be negative if either
1 n 2 or p  n
n−2 . For a discussion of this assumption see Remark 21 below.
Theorem 7. Suppose that α ∈ R satisfies (20), ϕ satisfies (9), and u0 ∈ Lpα(Rn). Then there exist
T > 0 and u(·) ∈ C([0, T ];Lpα(Rn)) satisfying (19), (17), and
sup
0tT
∥∥u(t)∥∥
tϕ,α,p
< ∞.
If α > 0, then one may take T > 0 satisfying
T = Cα,ϕ,n
1 + ‖u0‖
4
2+α−n/p′
α,p
. (21)
If α  0, then for any sufficiently small ε > 0 one may take T > 0 satisfying
T = Cα,ε,ϕ,n
1 + ‖u0‖
4
2+α−n/p′ +ε
α,p
. (22)
Next we obtain the existence of a strong solution.
Theorem 8. Suppose that α ∈ R satisfies (20) and u0 is a tempered distribution with
‖uˆ0‖α,p < ∞. Then there exist T > 0 and uˆ(·) ∈ C([0, T ];Lpα(Rn)) with the property that uˆ(·)
is a weak solution with initial data uˆ0, and u(·) is a strong solution to (12) on every time interval
[t0, T ], 0 < t0 < T . Moreover, for any λ > 0, u is the restriction to Rn of a holomorphic function
with radius of analyticity λt0. If α > 0, then one may take
T = Cα,λ,n
1 + ‖u0‖
4
2+α−n/p′
α,p
.
If α  0, then for any sufficiently small ε > 0 one may take
T = Cα,ε,λ,n
1 + ‖u ‖
4
2+α−n/p′ +ε
.0 α,p
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for analyticity of the NSE [25]. The results of Theorems 7 and 8 may be extended, with modified
proofs, to the case when p = ∞. This allows for distributional initial data in the sense considered
by Le Jan and Sznitman [24].
Remark 10. When n = 1 the KSE is commonly written with u in place of ux , in which case (12)
may be replaced (after differentiation in x) with
uˇt + uˇxxxx + uˇxx + 12
(
uˇ2
)
x
= 0. (23)
Weak and mild solutions to this equation may be formulated as above, except in this case the
nonlinear term B must be replaced with
B˜[u,v](x) = − ıx
2
∫
R
u(z)v(x − z) dz.
Theorems 7 and 8 are valid for this equation as well, provided that the range of α specified in
(20) is replaced by
max
{
n
2p′
− 2, n
p′
− 3
}
< α <
n
p′
with n = 1. Thus, when n = 1 and p = 2, exactly one less order of smoothness is required on the
initial data compared to the result in [16]. The proof of this fact closely follows the arguments
given in this paper.
3. Convolution inequalities
In this section we will prove some basic convolution theorems in the Lpα spaces which will be
used to make precise estimates on the nonlinear term B . For two functions f and g defined on
R
n recall that the convolution f ∗ g is defined by
(f ∗ g)(x) =
∫
Rn
f (x − y)g(y) dy.
By Hölder’s inequality, the convolution is defined a.e. if f ∈ Lp and g ∈ Lp′ . Recall the defini-
tion of ωα from (2) above.
Proposition 11. If 0 < α,β < n and α + β > n, then
ω−α ∗ ω−β(x) Cα,β,nωn−α−β(x)
for all x ∈ Rn.
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x ∈ Rn
∫
Rn
1
|x − y|α|y|β dy = Cα,β,n|x|
n−α−β . (24)
Thus, if |x| 1 we have
ω−α ∗ ω−β(x)
∫
Rn
1
|x − y|α|y|β dy = Cα,β,n|x|
n−α−β  Cα,β,n
(
1 + |x|)n−α−β.
On the other hand, the stated conditions on α and β imply that
sup
x∈Rn
ω−α ∗ ω−β(x) < ∞. (25)
Consequently, when |x| 1, for an adequate constant Cα,β,n we have
ω−α ∗ ω−β(x)Cα,β,n
(
1 + |x|)n−α−β. 
Proposition 12. Suppose that n2p′ < γ <
n
p′ . If u,v ∈ Lpγ (Rn), then u ∗ v ∈ Lp2γ− n
p′
(Rn) and
‖u ∗ v‖2γ− n
p′ ,p
Cγ,n,p‖u‖γ,p‖v‖γ,p.
Proof. Let u,v ∈ Lpγ (Rn). The Hölder inequality implies
∣∣u ∗ v(x)∣∣
∫
Rn
∣∣u(x − y)∣∣∣∣v(y)∣∣dy

( ∫
Rn
ωpγ (x − y)
∣∣u(x − y)∣∣pωpγ (y)∣∣v(y)∣∣p dy
)1/p
×
( ∫
Rn
1
ω
p′
γ (x − y)ωp′γ (y)
dy
)1/p′
.
Proposition 11 implies
( ∫
Rn
1
ω
p′
γ (x − y)ωp′γ (y)
dy
)1/p′
= (ω−γp′ ∗ ω−γp′(x))1/p′  Cγ,nω n
p′ −2γ (x),
hence
ω
p
2γ− n
p′
(x)
∣∣u ∗ v(x)∣∣p  Cγ,n
∫
n
ωpγ (x − y)
∣∣u(x − y)∣∣pωpγ (y)∣∣v(y)∣∣p dy.R
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∫
Rn
ω
p
2γ− n
p′
(x)
∣∣u ∗ v(x)∣∣p dx  Cγ,n
∫
Rn
ωpγ (y)
∣∣u(y)∣∣p dy
∫
Rn
ωpγ (y)
∣∣v(y)∣∣p dy. 
Recall the definition of B from (14).
Proposition 13. Suppose that n2p′ < γ <
n
p′ . If u,v ∈ Lpγ+1(Rn), then u ∗ v ∈ Lp2γ− n
p′
(Rn) and
∥∥B[u,v]∥∥2γ− n
p′ ,p
Cγ,n‖u‖γ+1,p‖v‖γ+1,p.
Proof. Define u¯(x) = |x||u(x)| and v¯(x) = |x||v(x)| so that
∣∣B[u,v](x)∣∣ 1
2
∫
Rn
|y|∣∣u(y)∣∣|x − y|∣∣v(x − y)∣∣dy = 1
2
(u¯ ∗ v¯)(x),
and note that
‖u¯‖γ,p  ‖u‖γ+1,p and ‖v¯‖γ,p  ‖v‖γ+1,p.
The result now follows from Proposition 12. 
The following proposition extends the preceding result to Gevrey norms.
Proposition 14. Suppose that n2p′ < γ <
n
p′ and that ϕ satisfies (9). If u,v ∈ Lpϕ,γ+1(Rn), then
B[u,v] ∈ Lp
ϕ,2γ− n
p′
(
R
n
)
and
∥∥B[u,v]∥∥
ϕ,2γ− n
p′ ,p
Cγ,neCϕ‖u‖ϕ,γ+1,p‖v‖ϕ,γ+1,p.
Proof. The assumption on ϕ implies that
eϕ(x)  eCϕ eϕ(x−y)eϕ(y)
for all x, y ∈ Rn, hence
eϕ(x)B[u,v](x) eCϕB[eϕu, eϕv](x).
Now apply Proposition 13. 
The following elementary inequality will be used repeatedly.
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sup
x∈Rn
e−η|x|4ωθ(x)Cθ
(
1 + η−θ/4). (26)
Proof. In case θ  0 the inequality is obvious, since the left-hand side is nonincreasing and the
right-hand side is nondecreasing. On the other hand, if θ > 0, then
e−η|x|4ωθ(x) Cθe−η|x|
4(
1 + |x|θ ) Cθ (1 + e−η|x|4 |x|θ ),
and a simple application of the first derivative test shows that
e−η|x|4 |x|θ  Cθη− θ4 . 
The following lemma is the main estimate of this section.
Lemma 16. Suppose that n2p′ < γ <
n
p
and δ ∈ R. If u,v ∈ Lpϕ,γ+1(Rn), then
∥∥e−η(A2−A)B[u,v]∥∥
ϕ,δ,p
Cγ,δ,n,pe
η
2
(
1 + η− δ4 +
γ
2 − n4p′ )‖u‖ϕ,γ+1,p‖v‖ϕ,γ+1,p
for all η > 0.
Proof. Clearly
e−pη(|x|4−|x|2)  e−
pη
2 (|x|4−1) (27)
for any η > 0 and for all x ∈ Rn, hence Proposition 15 implies
sup
x∈Rn
e−pη(|x|4−|x|2)ωθ (x)Cθe
pη
2
(
1 + η− θ4 ) (28)
for any θ ∈ R. In particular,
e−pη(|x|4−|x|2)ωpδ(x) = e−pη(|x|4−|x|2)ωpδ−2γp+ np
p′
(x)ω2γp− np
p′
(x)
 Cγ,δ,n,pe
pη
2
(
1 + η−
pδ
4 + γp2 − np4p′ )ω2γp− np
p′
(x)
for all x ∈ Rn. It follows that
∥∥e−η(A2−A)B[u,v]∥∥
ϕ,δ,p
=
( ∫
Rn
epϕ(x)e−pη(|x|4−|x|2)ωpδ(x)
∣∣B[u,v](x)∣∣p dx
)1/p
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η
2
(
1 + η−
pδ
4 + γp2 − np4p′ )1/p
×
( ∫
Rn
epϕ(x)ω2γp− np
p′
(x)
∣∣B[u,v](x)∣∣p dx
)1/p
= Cγ,δ,ne η2
(
1 + η−
pδ
4 + γp2 − np4p′ )1/p∥∥B[u,v]∥∥
ϕ,2γ− n2 ,p.
Finally, Proposition 14 and the trivial inequality (1 + x)1/p  1 + x1/p imply
∥∥e−η(A2−A)B[u,v]∥∥
ϕ,δ,p
Cγ,δ,ne
η
2
(
1 + η− δ4 +
γ
2 − n4p′ )‖u‖ϕ,γ+1,p‖v‖ϕ,γ+1,p. 
4. An existence theorem
Theorem 17. Suppose that Σ is a Banach space with norm ‖ · ‖Σ . Let g ∈ Σ and let N = ‖g‖Σ .
Define
E = {u ∈ Σ : ‖u − g‖Σ N}.
Let b :Σ × Σ → Σ be bilinear. If there exists 0 < θ < 12 with the property that
∥∥b(u, v)∥∥
Σ
 θ‖v‖Σ whenever u ∈ E and v ∈ Σ
and
∥∥b(u, v)∥∥
Σ
 θ‖u‖Σ whenever u ∈ Σ and v ∈ E,
then there exists u ∈ E satisfying
u = g + b(u,u).
Proof. Clearly E is nonempty and closed. For every u ∈ Σ define
Su = g + b(u,u). (29)
If u ∈ E then ‖u‖Σ  2N , and therefore
‖Su − g‖Σ =
∥∥b(u,u)∥∥
Σ
 θ‖u‖Σ  2θN N.
Thus Su ∈ E, implying that S :E → E is a self-map. If u,v ∈ E, then
Su − Sv = b(u,u) − b(v, v) = b(u − v,u) + b(v,u − v)
which implies
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∥∥b(u − v,u)∥∥
Σ
+ ∥∥b(v,u − v)∥∥
Σ
 θ‖u − v‖Σ + θ‖u − v‖Σ
 2θ‖u − v‖Σ.
Since 2θ < 1, it follows that S is a strict contraction on E. The Banach fixed point theorem then
implies the existence of a unique u ∈ E satisfying Su = u. 
In the following two propositions we assume that u :Rn → C is measurable.
Proposition 18. Let α ∈ R and let ϕ satisfy (9). Then there exists an adequate constant 0 C′ϕ <
∞ such that
∥∥e−(t−s)(A2−A)u∥∥
tϕ,α,p
 eC′ϕ(t−s)
∥∥e− 12 (t−s)(A2−A)u∥∥
sϕ,α,p
(30)
whenever 0 s  t < ∞.
Proof. Due to the assumption on ϕ we must have
0 C′ϕ :=
1
2
sup
x∈Rn
(
2ϕ(x) + |x|2 − |x|4)< ∞
and consequently |x|4 − |x|2 − ϕ(x) 12 (|x|4 − |x|2) − C′ϕ for all x ∈ Rn. It follows that
e−p(t−s)(|x|4−|x|2−ϕ(x))  epC′ϕ(t−s)e−
p(t−s)
2 (|x|4−|x|2)
for all x ∈ Rn. Thus
∥∥e−(t−s)(A2−A)u∥∥p
tϕ,α,p
=
∫
Rn
eptϕ(x)e−p(t−s)(|x|4−|x|2)ωpα (x)
∣∣u(x)∣∣p dx
=
∫
Rn
epsϕ(x)e−p(t−s)(|x|4−|x|2−ϕ(x))ωpα (x)
∣∣u(x)∣∣p dx
 eC′ϕ(t−s)
∫
Rn
epsϕ(x)e−
p(t−s)
2 (|x|4−|x|2)ωpα (x)
∣∣u(x)∣∣p dx
= epC′ϕ(t−s)∥∥e− 12 (t−s)(A2−A)u∥∥p
sϕ,α,p
. 
Proposition 19. Let α,β ∈ R and let ϕ satisfy (9). Then there exists an adequate constant
0 C′′ϕ < ∞ such that
∥∥e−t (A2−A)u∥∥
tϕ,α+β,p  Cβe
C′′ϕt
(
1 + t− β4 )‖u‖α,p (31)
for all t  0.
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∥∥e−t (A2−A)u∥∥
tϕ,α+β,p  e
C′ϕt
∥∥e− 12 t (A2−A)u∥∥
α+β,p. (32)
Refer to (28) above to obtain
e−
pt
2 (|x|4−|x|2)ω(α+β)p(x) = e−
pt
2 (|x|4−|x|2)ωβp(x)ωαp(x) Cβe
pt
4
(
1 + t− βp4 )ωαp(x)
for all x ∈ Rn. Hence
∥∥e− 12 t (A2−A)u∥∥
α+β,p Cβe
t
4
(
1 + t− βp4 ) 1p ‖u‖α,p. (33)
The inequality (31) follows at once from (32) and (33). 
5. Proof of the main theorems
We are now in a position to prove the main results.
Proof of Theorem 7. Assume that n 1, 1 < p < ∞, and that α ∈ R satisfies
max
{
n
p′
− 2, n
2p′
− 1
}
< α <
n
p′
+ 1. (34)
Select β ∈ R so that β ∈ (B1,B2), where
B1 := max
{
0,
n
2p′
+ 1 − α, n
p′
− 2 − α
}
and B2 := min
{
2,
n
p′
+ 1 − α
}
. (35)
The conditions on α in (34) guarantee that the interval (B1,B2) is nonempty. For a discussion of
this assumption see Remark 21 below. Assume that ϕ satisfies (9).
Let 0 < T < ∞. For every u(·) ∈ C([0, T ];Lpα(Rn)) define
∥∥u(·)∥∥
Σ ′ = sup
0<tT
t
β
4
∥∥u(t)∥∥
tϕ,α+β,p (36)
and
∥∥u(·)∥∥
Σ
= max
{
sup
0tT
∥∥u(t)∥∥
tϕ,α,p
, sup
0<tT
t
β
4
∥∥u(t)∥∥
tϕ,α+β,p
}
. (37)
We define
Σ = ΣT =
{
u(·) ∈ C([0, T ];Lpα(Rn)): ∥∥u(·)∥∥Σ < ∞}
and observe that Σ is a Banach space with respect to both norms ‖ · ‖Σ and ‖ · ‖Σ ′ .
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u(t) = e−t (A2−A)u0 +
t∫
0
e−(t−s)(A2−A)B[u,u](s) ds (38)
has a solution u ∈ Σ . Define
g(t) = e−t (A2−A)u0, 0 t  T . (39)
Proposition 18 implies that
∥∥e−t (A2−A)u0∥∥tϕ,α,p  eCϕt
∥∥e− 12 t (A2−A)u0∥∥α,p  eC′ϕT ‖u0‖α,p
and
∥∥e−t (A2−A)u0∥∥tϕ,α+β,p  eCϕT
∥∥e− 12 t (A2−A)u0∥∥α+β,p,
and Proposition 19 implies in turn that
∥∥e− 12 t (A2−A)u0∥∥α+β,p  Cβe t4 (1 + t− β4 )‖u0‖α,2.
It follows that g(·) ∈ Σ and
∥∥g(·)∥∥
Σ ′  Cβe
C′ϕT
(
T
β
4 + 1)‖u0‖α,2. (40)
Define
E = {u(·) ∈ Σ : ∥∥u(·) − g(·)∥∥
Σ ′ 
∥∥g(·)∥∥
Σ ′
} (41)
and for each u(·), v(·) ∈ Σ define
b(u, v)(t) = −
t∫
0
e−(t−s)(A2−A)B[u,v](s) ds, 0 t  T , (42)
whenever the integral exists. The existence of a solution u(·) ∈ E to (38) will be proved once we
verify the hypotheses of Theorem 17.
Lemma 20. Suppose that u(·), v(·) ∈ Σ . Then b(u, v) ∈ Σ and
∥∥b(u, v)(·)∥∥
Σ
 Cα,βeCϕT
(
T 1−
β
4 + T 1− β2 + T 12 + α4 − n4p′ )∥∥u(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′ . (43)
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in (35). Let γ = α + β − 1, so that
n
2p′
< γ <
n
p′
according to assumption (35). If δ ∈ R, then Lemma 16 and (36) imply
∥∥e− 12 (t−s)(A2−A)B[u,v](s)∥∥
sϕ,δ,p
 Cα,β,δe
(t−s)
4
(
1 + (t − s)− δ4 +
γ
2 − n4p′ )∥∥u(s)∥∥
sϕ,γ+1,p
∥∥v(s)∥∥
sϕ,γ+1,p
 Cα,β,δe
T
4
(
1 + (t − s)− δ4 + 12 (α+β−1)− n4p′ )s− β2 ∥∥u(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′ . (44)
Proposition 18 now implies that
∥∥b(u, v)(t)∥∥
tϕ,δ,p

t∫
0
∥∥e−(t−s)(A2−A)B[u,v](s)∥∥
tϕ,δ,p
ds

t∫
0
eCϕ(t−s)
∥∥e− 12 (t−s)(A2−A)B[u,v](s)∥∥
sϕ,δ,p
ds
 eCϕT
t∫
0
∥∥e− 12 (t−s)(A2−A)B[u,v](s)∥∥
sϕ,δ,p
ds.
Hence by (44) we have
∥∥b(u, v)(t)∥∥
tϕ,δ,p
 Cα,β,δeCϕT
∥∥u(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′
×
t∫
0
(
1 + (t − s)− δ4 + 12 (α+β−1)− n4p′ )s− β2 ds. (45)
Thus, provided that
δ
4
− α
2
− β
2
+ 1
2
+ n
4p′
< 1 and β < 2, (46)
the integral in (45) converges and
∥∥b(u, v)(t)∥∥
tϕ,δ,p
 Cα,β,δeCϕT
(
T 1−
β
2 + T 12 − δ4 + α2 − n4p′ )∥∥u(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′ .
When δ = α, the conditions (46) reduce to
n
′ − 1 −
α
< β < 2.
2p 2
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(34) implies n2p′ − 1 − α2 < 0. It follows that
∥∥b(u, v)(t)∥∥
tϕ,α,p
 Cα,βeCϕT
(
T 1−
β
2 + T 12 + α4 − n4p′ )∥∥u(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′ . (47)
Likewise, when δ = α + β , the conditions (46) reduce to
n
p′
− 2 − α < β < 2,
which is implied by assumption (35). In this case we obtain
t
β
4
∥∥b(u, v)(t)∥∥
tϕ,α+β,p  Cα,βe
CϕT
(
T 1−
β
4 + T 12 + α4 − n4p′ )∥∥u(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′ . (48)
Finally consider the maximum of (47) and (48) to obtain (43). 
Suppose that u ∈ E and v ∈ Σ . Then
‖u‖Σ ′  ‖u − g‖Σ ′ + ‖g‖Σ ′  2
∥∥g(·)∥∥
Σ ′
so that Lemma 20 implies
∥∥b(u, v)∥∥
Σ
 Cα,βeCϕT
(
T 1−
β
4 + T 1− β2 + T 12 + α4 − n4p′ )∥∥g(·)∥∥
Σ ′
∥∥v(·)∥∥
Σ ′,
and therefore (40) implies
∥∥b(u, v)∥∥
Σ
Cα,βeCϕT
(
T
β
4 + 1)(T 1− β4 + T 1− β2 + T 12 + α4 − n4p′ )‖u0‖α,p∥∥v(·)∥∥Σ.
Likewise, if u ∈ Σ and v ∈ E, then
∥∥b(u, v)∥∥
Σ
 Cα,βeCϕT
(
T
β
4 + 1)(T 1− β4 + T 1− β2 + T 12 + α4 − n4p′ )‖u0‖α,p∥∥u(·)∥∥Σ.
Thus the hypotheses of Theorem 17 will be satisfied provided that
Cα,βe
CϕT
(
T
β
4 + 1)(T 1− β4 + T 1− β2 + T 12 + α4 − n4p′ )‖u0‖α,p < 12 .
Consider first the case α > 0. It is easy to verify that in this case, with B1,B2 as in (35), we must
have 1 − α2 + n2p′ > B1. Consequently, the interval (B1,min{B2,1 − α2 + n2p′ }) is nonempty and
any choice of β in this interval will do. In this case β will satisfy (35) and
1 − β
4
> 1 − β
2
>
1
2
+ α
4
− n
4p′
. (49)
If T  1
Cϕ
, with this choice of β , it follows from (49) that
Cα,βe
CϕT
(
T
β
4 + 1)(T 1− β4 + T 1− β2 + T 12 + α4 − n4p′ )C′α,λ,nT 12 + α4 − n4p′
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Cα,ϕ,n = min
{
1
Cϕ
,
1
2
C′α,ϕ,n
}
and with T now as in (21), the hypothesis of Theorem 17 is satisfied thus implying the existence
of a solution u(·) ∈ Σ to Eq. (38). This completes the proof for the case α > 0.
Now suppose α  0. Since α is assumed to satisfy (34), this forces n 2p′. Moreover,
1 − α
2
+ n
2p′
 1 − α + n
2p′
 B1.
Consequently, for any β ∈ (B1,B2), we must have
1 − β
2
<
1
2
+ α
4
− n
4p′
.
Furthermore, using the fact that n 2p′ and α  0, one can easily verify that B1 = n2p′ + 1 − α.
Choosing β = n2p′ + 1 − α + 2 for  sufficiently small guarantees that β satisfies (35). By the
discussion above, we must have
1 − β
2
= 1
2
+ α
2
− n
4p′
−  < max
{
1 − β
4
,
1
2
+ α
4
− n
4p′
}
and the remainder of the proof follows as in the case α > 0.
Proof of Theorem 8. We will show that the solution to (38) obtained in Theorem 7 is in fact a
strong solution. Using δ = α and ϕ ≡ 0, it follows from (45) that
T∫
0
∥∥e−(t−s)(A2−A)B[u,u]∥∥
α,p
(s) ds < ∞.
One may thus differentiate inside the integral sign in (38) to conclude that u(t) satisfies (17)
for almost every t ∈ [0, T ]. In fact, since u(·) ∈ C([0, T ];Lpα(Rn)), it follows from (44) that the
mapping (s, t) 
→ e−(t−s)(A2−A)B[u,u](s) is continuous with respect to the ‖ · ‖α,p norm except
possibly on the set s = 0 or s = t . Consequently, u satisfies (17) for all 0 < t < T . Moreover,
with ϕ(x) = λ|x| for some λ > 0, we know from Theorem 7 that
sup
0sT
∥∥u(s)∥∥
λs,α,p
= sup
0sT
∥∥u(s)∥∥
sϕ,α,p
< ∞.
In light of Remark 4, it follows that for any s > t0 > 0, u(·, s) is the Fourier transform of the real
part of a holomorphic function with radius of analyticity at least λt0. Consequently, the inverse
Fourier transform uˇ(·, t) is a strong solution of (12) on [t0, T ]. 
162 A. Biswas, D. Swanson / J. Differential Equations 240 (2007) 145–163Remark 21. In order to apply Theorem 17, we see from Lemma 20 that we must require
(
T 1−
β
4 + T 1− β2 + T 12 + α4 − n4p′ )→ 0 as T → 0+.
This implies that 12 + α4 − n4p′ > 0, or equivalently, α > np′ − 2. Moreover, while proving|
Lemma 20, we use Lemma 16 with γ = α +β − 1 and therefore, as stipulated in that lemma, we
need
n
2p′
< α + β − 1 < n
p′
.
However, the convergence of the integral in (45) and the definition of the ‖ · ‖Σ ′ in (36) require
0 < β < 2. This forces n2p′ − 1 < α < np′ + 1. These restrictions on α lead to (34) which cannot
therefore be relaxed. As we see from the proof of the main result, the remaining restrictions on
β are necessary to ensure that the integral in (45) is convergent.
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