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SUMMARY
Evidence of networks in the resting-brain reflecting the spontaneous brain ac-
tivity is perhaps the most significant discovery to understand intrinsic brain function-
ality. Moreover, subsequent detection of dynamics in these networks can be milestone
in differentiating the normal and disordered brain functions. However, capturing the
correct dynamics is a challenging task since no ‘ground truths’ are present for compar-
ison of the results. The change points of these networks can be different for different
subjects even during normal brain functions. Even for the same subject and session,
dynamics can be different at the start and end of the session based on the fatigue
level of the subject scanned.
Despite the absence of ground truths, studies have analyzed these dynamics using
the existing methods and some of them have developed new algorithms too. One of the
most commonly used method for this purpose is sliding window correlation. However,
the result of the sliding window correlation is dependent on many parameters and
without the ground truth there is no way of validating the results. In addition, most
of the new algorithms are complicated, computationally expensive, and/or focus on
just one aspect on these dynamics.
This study applies the algorithms and concepts from signal processing, image
processing, video processing, information theory, and machine learning to analyze
the results of the sliding window correlation and develops a novel algorithm to detect
change points of these networks adaptively. The findings in this study are divided into
three parts: 1) Analyzing the extent of variability in well-defined networks of rodents
and humans with sliding window correlation applying concepts from information the-
ory and machine learning domains. 2) Analyzing the performance of sliding window
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correlation using simulated networks as ground truths for best parameters selection,
and exploring its dependence on multiple frequency components of the correlating
signals by processing the signals in time and Fourier domains. 3) Development of a
novel algorithm based on image similarity measures from image and video processing
that may be employed to identify change points of these networks adaptively.
The findings of this study are beneficial to the field of neuro dynamics from var-
ious aspects. They provide a new application of Kullback-Leibler divergence from
information theory domain to find specific regions with variable states of functional
connectivity. The results of this study also provide a novel application of t-Distributed
Stochastic Neighbor Embedding, from machine learning domain, to visualize the high
dimensional results of the sliding window correlation in low dimension. One major
contribution of this study is the detailed analysis of the sliding window correlation it-
self using simulated networks and exploring its frequency dependencies. Two detailed
studies in this direction provide major guidelines for future studies to move the focus
from sliding window correlation results to raw resting-state networks. This point is
further enhanced by the development of a novel change point detection algorithm
that utilizes the raw resting-state data. This algorithm demonstrates the need to
inspect scanned images visually and relate the concepts from image and video pro-
cessing to capture their dynamics. In short, the results presented in this study use
ideas from various domains for the processing of neural signals. The application of





Understanding the human brain’s intrinsic functionality has been one of the major
targets of studies in neuro science and engineering. Rapid increase in the number of
neurological disorders has made this comprehension an urgent issue. It is believed
that the comprehension of brain’s basic functionality would help in identification of
the neurological disorders and their early cure. One of the most commonly used
method to scan brain functions is ‘functional magnetic resonance imaging (fMRI)’.
fMRI is a non-invasive technique of brain scan. In early studies using fMRI, the
subjects were asked to perform some tasks during the scan session. Afterwards, the
interactions between various regions of the brain, forming functional networks, were
studied. However, patients with neurological disorders are not expected to follow task
instructions, which made scanning their brain a challenging issue. Recent discovery of
functional networks in the resting brain (when is subject is not performing any explicit
task and is just thinking), similar to the task-based networks, is a landmark for the
study of brain functions since it does not require the subject to perform any explicit
task. As a result, it is possible to scan patients with neurological disorders who cannot
follow any explicit task instructions. These networks called ‘functional connectivity
(FC)’ networks change configurations or ‘states’ within few seconds, and the changes
in a normal brain are different from a brain with some neurological disorders. So
the key to understanding the intrinsic brain functionality may be in comprehension
of these dynamics. However, understanding these dynamics is a big challenge since
there are no ‘ground truths (GT)’ for timings of these changes, even in normal brain
functions. Even for a normal brain the change points of these networks depend on
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age, sex, and vigilance levels of the subjects scanned. Despite this lack of GT, studies
have used existing methods of capturing the changes in FC networks and a few have
developed new methods for this purpose. One of the most widely used method for
capturing these dynamics is ‘sliding window correlation (SWC)’. However, the results
of the SWC are dependent on many parameters, and different studies use different
sets of parameters. In the absence of GT there is no way of validating these results.
Furthermore, the new algorithms to capture these dynamics are very few, and they
are computationally extensive and/or focus on one specific aspect of these dynamics.
The main purpose of this study is to evaluate the performance of the SWC as
a suitable dynamic analysis method and to develop a simple algorithm for change
point detection of FC networks adaptively from raw rsfMRI scans. For performance
evaluation of the SWC, we formulated simulated networks (SNs) from real resting-
brain data and used these SNs as GTs. As for adaptive change point detection we
utilized the fact that the change in the FC networks is associated with changes is the
visual aspects of the rsfMRI scans.
This study applies the algorithms and concepts from signal processing, image
processing, video processing, information theory, and machine learning to analyze
the results of the sliding window correlation and develops a novel algorithm to detect
change points of these networks adaptively. The findings in this study are divided into
three parts: 1) Analyzing the extent of variability in well-defined networks of rodents
and humans with sliding window correlation applying concepts from information the-
ory and machine learning domains. 2) Analyzing the performance of sliding window
correlation using simulated networks as ground truths for best parameters selection,
and exploring its dependence on multiple frequency components of the correlating
signals by processing the signals in time and Fourier domains. 3) Development of a
novel algorithm based on image similarity measures from image and video processing
that may be employed to identify change points of these networks adaptively.
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In this chapter first the SWC and its limitations would be presented, followed by
the state-of-the-art dynamic FC analysis methods. Afterwards, major contributions
of this study would be presented. And finally the thesis organization would be given.
1.1 Sliding Window Correlation
In digital signal processing, sliding window is extensively used for short term analysis
in which a signal of interest is analyzed after dividing it in overlapping windowed
segments. The choice of window length influences the properties of the outcomes. In
SWC, the analysis is extended by exploring the relationship of two signals of interest
with computation of their correlation coefficient for a certain window length, then
the computation is repeated after shifting (sliding) the window by some amount and
the process is repeated till the end of correlating signals. This process results in
series of correlation coefficients varying as a function of the window length and the
shift. The smallest window size is governed by the smallest frequency component
of the correlating signals [53] but the selection of best window size is challenging.
Similarly, the choice of window shift is also dependent on the desired results with
smaller window shifts capturing more transients at the expense of the computational
cost. The SWC is the most commonly used method of dynamic study in many fields
such as finance, medical, network analysis, and weather trends etc., yet it has many
pitfalls that can complicate the interpretation of the end results.
1.1.1 Sliding Window Correlation for Dynamic Functional Connectivity
For dynamic FC (dFC) also, the sliding window correlation (SWC) is the most widely
used method of capturing changes. It computes specific region-based dynamics in
a seed-based (seeds are specific regions of the brain picked on the basis of their
contribution to one or more FC networks) analysis [36, 42, 103] or network-based
dynamics by correlating the time series associated with the independent components
of FC networks [2, 43, 87]. The issue becomes more complicated when the goal is
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to find the change point of network consisting of more than two signals changing
relationship at unknown random points, as is the case with dFC networks. For such
networks one window length may not be optimum for capturing the dynamics and it
may need to be adaptive, but this adaptive selection is possible only if the network
change points can be identified.
1.1.2 Limitations of Sliding Window Correlation Analysis
In dFC studies, the SWC is used to compute pairwise correlation of all regions com-
prising a network using different window sizes [42, 32, 103, 37]. The range of window
lengths used in various studies range from 8 to 240 seconds [14, 43, 42, 2, 45, 103],
and the shift ranges from one repetition time (TR) or sample rate to 50% of the win-
dow length [15, 42, 45]. Most of the studies report large variability in the results for
smaller windows and vice versa. As a result, smaller windows are thought to capture
short-lived variations of the dynamics. However, studies have shown that for short
windows some of these variations may be due to spurious fluctuations arising as a
result of the method itself [53, 33], rather than short-lived dynamics of FC. Some
of the variabilities captured in any window may be due to the presence of just one
amplitude change, acting as an outlier [83, 55]. After computation of SWC, most of
the studies report the state transitions based on just one window [2, 43]. The number
of states identified is again depend upon the amount of variability captured in the
results, based on window size and other parameters. The absence of GTs make it
extremely difficult to validate the results of these analysis, and there is no way of
knowing if the variabilities detected in the results are due to dynamics of the network
or limitations of the method itself.
1.2 State-of-the-art Dynamic Analysis Methods
Some of the recent studies reported the observation of dFC from the raw rsfMRI data
[62, 61, 57, 56, 72]. In [62, 61], the presence of quasi-periodic patterns (QPPs) is
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reported. The QPPs were first discovered in rats by observing the change in resting-
state networks with naked eyes [62]. Afterwards, they were observed in humans and
an algorithm was developed to extract them [61]. In QPPs the transition between
networks takes places within a span of few seconds. Co-activation patterns were
reported in [57, 56]. Co-activation patterns [57, 56] approach states that the spon-
taneous activity in the brain maybe dominated by brief instances of activations and
deactivations. The co-activation patterns in [57] were identified by averaging a few
frames around the point of co-activation. Similar observation is made for spontaneous
blood-oxygen-level-dependent (BOLD) events [72]. These studies present new algo-
rithms based on transitions and/or spontaneous activations observed in raw rsfMRI
scans. However, the methods developed in them are focused on extracting their dis-
coveries only (QPPs in [61] and co-activation patterns in [57]). Some other studies
[19, 55, 83, 38] also introduced new methods of dFC analysis but none of them focus
on the extraction of just the change points from the dFC networks, regardless of its
source (e.g. QPPs or co-activation patterns).
1.3 Major Contributions of the Study
Based on the extensive use of the SWC as a prevalent dynamic analysis method, there
was a need to evaluate its performance to explore if any combination of its parameters
may provide an optimum way to capture dynamics of randomly changing functional
connectivity (FC) networks in the absence of any GTs. There was also a need for an
algorithm to detect the network change points adaptively. After detection of these
points, adaptive windows of appropriate lengths can be used between any two such
points to successfully capture the dynamics of FC networks. This study focused on
these two major aspects of the dFC analysis. According to the author’s knowledge,
it is the first time well-characterized evaluation of the SWC is performed, and an
algorithm is developed that may identify the change points of the dFC adaptively.
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This major contributions of this study are given below:
1. Variable extent of the functional connectivity (FC) networks in rodents and
humans is explored in Chapter 3.
2. Performance of the sliding window correlation (SWC) is evaluated by forming
SNs from real resting-state data in Chapter 4.
3. Frequency dependencies of the window in the sliding window correlation (SWC)
is studied by analyzing the influence of multiple frequencies in correlating signals
in Chapter 5.
4. A novel adaptive change point algorithm is presented in Chapter 6.
The first part of the Chapter 3 (published in [81]) explored the spatial variability
in the FC of well-known networks in rodents. In this part we introduced a novel appli-
cation of Kullback-Leibler (KL) divergence, form information theory, to identify the
regions with discrete states of FC. Identification of these regions in any network would
reduce the computations of subsequent dynamic analysis and the computational cost
associated with whole brain dFC analysis. In the second portion of this chapter
we applied well-known dimensionality reduction technique, t-Distributed Stochastic
Neighbor Embedding (t-SNE), from machine learning domain, for visualization of
high dimensional SWC results in low dimension. We used four different windows
to compute the SWC of all node pairs in resting-state networks. Low dimensional
visualization of the results provided a novel way to capture and compare the state
variability from small to large windows. The study in this chapter identified the fact
that the extent of variability captured by the SWC is dependent on the size of the
window emphasizing the need to evaluate the performance of the method itself. This
led us to the next part of our study presented in Chapters 4 and 5.
In the second part of the study (Chapters 4 and 5), we evaluated the performance
of the SWC from two angles. In Chapter 4 (published in [80]), we formed SNs from
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real resting-state data to investigate the presence of best combination of different
window parameters. We had control over the state change points of these SNs so we
used them as the GTs for our analysis. In Chapter 5 (published in [79], extended
invited version submitted to special issue of IEEE BIBM 2015 BMC Systems Biology),
we explored the influence of frequency components on window lengths by analyzing
the correlating signals in time and Fourier domains. The analysis used in this part of
the study used data from FC networks (for formation of SNs) or simple sinusoids (for
frequency based analysis), but these results would befnefit any other field of study
that utilizes the SWC.
Last part of our study in Chapter 6 focused on development of an algorithm
for adaptive change point detection in the dFC networks. We believe that once
these change points are identified dynamic relationship between various regions can
be computed in between them by using sliding window of variable lengths or any
other appropriate method. Our algorithm is based on the concepts of stochastic
sign change (SSC) and sum of absolute difference (SAD) similarity measures used
in image and video processing algorithms respectively. This algorithm is simple and
computationally very inexpensive with a computational complexity of O(n), where
n is the number of nodes in a network. This algorithm was able to identify some
probable points of changes in resting-state networks. However, in the absence of any
ground truth it is not easy to identify if these changes were due to network changes
or were false positives. In future, some statistical measures may be developed to test
for the significance of these changes. The algorithm can also be tested on groups of




The rest of the thesis is organized as follows: In Chapter 2, background for the need
of this study is discussed. In Chapter 3, variability of the dFC is explored in well-
characterized FC networks of rodents and humans. In Chapter 4, we evaluated the
performance of the SWC by forming SNs from real resting-state data as GTs. In
Chapter 5, we explored the relationship between the frequency components and the
window length of the SWC in time and frequency. In Chapter 6, new algorithm
for adaptive change point detection of the dFC is presented. Chapter 7 contains all
findings, limitations of the study and future work. Chapter 8 (Appendix A) contains




The functional connectivity (FC) in the resting brain results in resting-state net-
works (RSNs) that are dynamic and change configurations randomly based on many
parameters. The FC dynamics of these RSNs have a neural basis in humans as well
as in animals and are linked with neurological disorders. The comprehension of these
dynamics is important but challenging in the absence of ground truths (GTs) for the
comparison of results. In this study we focus on exploring the selection of best param-
eters for the most popular dynamic functional connectivity (dFC) analysis method
of the sliding window correlation (SWC) and develop a new method for adaptive
detection of change points in dFC networks. In this section we will briefly review
the previous research efforts relevant to these topics: Functional connectivity (FC)
networks, dynamic FC (dFC), and analysis techniques for dFC.
2.1 Functional Connectivity (FC) Networks
In the rsfMRI the activity of any brain region is measured by changes in its blood
oxygen level using blood-oxygen-level-dependent (BOLD) contrast [67]. The resul-
tant spontaneous low-frequency fluctuations (LFFs) in BOLD signal reflect neural
synchronicity between brain regions [8]. Two or more such regions are functionally
connected if they have highly correlated activity [6] forming FC networks or RSNs
that are present in humans [21, 27] and animals [59, 71]. The FC of these networks is
considered a true measure of underlying neural activity in humans, since loss of rest-
ing inter-hemispheric FC is observed after complete section of the corpus callosum,
which is a broad band of nerve fibers joining the two hemispheres of the brain [39].
Other studies also reported neural basis of these networks in humans [46] and animals
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[92, 70, 68, 69, 85]. These RSNs show that the brain may be involved in continuous
information processing and cognition even in relaxed state [6, 17] and are linked to
normal and neurotic brain conditions [27, 26]. The RSNs in the brain with some
neurological disorder are different from those functioning normally, pointing towards
their clinical significance [88, 49, 11]. As a result, rsfMRI has become an important
tool for the investigation of spontaneous network activity in the brain, both during
normal function and in neurological disorders [6, 89, 88, 96, 11, 3, 74, 107, 104]. Stud-
ies have also identified resting-state FC networks that typically involve areas known
to be anatomically connected [66, 86].
The most fundamental RSN is the default mode network (DMN) consisting of
regions active at rest [73, 10], while the opposing network that is active during at-
tention demanding tasks is termed as task positive network (TPN) [23]. These two
networks are found if the resting brain of humans is divided into two clusters or
RSNs, and increasing the number of clusters/RSNs splits these networks into more
sub-networks [48]. Currently ten RSNs are usually reported in human studies [38]
as shown in Figure 1. However, the exact number of these networks, and even the
standard definition of the ‘network’ in this context, are still controversial. The iden-
tification of these RSNs can be done by using predefined structural regions from a
common atlas or template [63], choosing one important region of interest (ROI) of
a RSN and finding its significantly correlated nodes/regions in seed-based analysis
[7, 17, 97], or clustering functionally connected areas using data-driven methods such
as independent component analysis (ICA) [65, 12].
For a long time functional connectivity (FC) of these resting-state networks (RSNs)
was considered to be stationary or static for the whole scan length and neural basis of
the static FC was found in humans [46, 39] and animals [93, 70, 68, 69, 85]. However,
recently the emphasis has moved to dynamic approaches that examine the evolution
of network connectivity over time.
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Figure 1: Functionally relevant resting-state networks (courtesy of Joshua K.
Grooms). Each network is labeled by an acronym of its commonly used name: pri-
mary visual network (PVN), basal ganglia network (BGN), lateral visual network
(LVN), posterior cingulate network (PCC), sensorimotor network (SMN), task posi-
tive network (TPN), anterior cingulate cortex (ACC), first auditory (AN1), default
mode network (DMN), and second auditory (AN2).
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2.2 Dynamic Functional Connectivity (dFC)
Several studies have reported that the connectivity dynamics of these networks reveal
a number of FC states in the brain, which can be sensitive to changes related to
neurological disorders [77, 20, 54, 40]. These dynamics are also linked to changes in
human behavior [45, 91, 38, 76].
Recently, it has been proposed that quantifying changes in FC metrics over time
may provide greater insight into fundamental properties of brain networks [36]. The
FC is found to change due to many reasons, such as task demands [22], learning
[1], and sleep [35]. Furthermore, along with between-subject FC variations, within-
subject variations are observed in different scans even within the same imaging session
[34]. As a consequence, the FC between the regions is not stationary but dynamic and
varies substantially over time during a single scan in studies of humans [14, 43, 61] and
animals [62, 36, 42]. Some of this variability appears to arise from properties of the
signal itself rather than a true relationship with time-varying neural activity [42, 32].
However, recent work by multiple groups showed that at least part of the variability is
linked to changes in neural activity [15, 90, 92, 68]. These neural bases of the dynamics
are reported in animals [92] and in humans [15]. Furthermore, these dynamics are
also linked to changes in human vigilance level [91] and behavior [45, 38, 76].
2.2.1 Dynamic Functional Connectivity (dFC) in Neurological Disorders
Dynamics of the functional connectivity (FC) in normal brain function are differ-
ent from the ones in neurological disorders [13, 105] and understanding them is of
paramount importance for early detection of the onset of neurological disorders and
their timely cure. The dynamic analysis of FC can enhance the understanding of
normal cognition and alterations that result from brain disorders since the dynamics
of these FCs are found to be linked with the neuronal disorders [77, 20, 54, 40]. A
comparison of healthy controls and schizophrenia patients showed that on average,
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schizophrenia patients change the brain state less frequently than controls, so the dis-
ease may be due to patients being stuck in few states [20]. Patients with Alzheimer’s
disease have altered network connectivity and altered amount of time spent in differ-
ent states compared to healthy controls [40].
2.2.2 Potential Drivers of Dynamic Functional Connectivity (dFC)
One way to think of spontaneous cognition of the resting brain is as a series of discrete
thoughts and events that are thought to be potential drivers of FC network dynamics
[41]. A recent study identified single spontaneous events that may be the cause of
part of the non-stationary nature of these networks [72]. These spontaneous events
encompassed regions of DMN and correlation of fluctuations peaked at the time of
these events.
Another study found co-activation patterns based on high signals in a seed region
[57, 56]. Some of these co-activations patterns were similar to independent networks
identified by ICA [87]. These studies show that at least some of the variations in
FC are driven by transient events rather than slow modulations of the vigilance
[41]. These findings also suggest the possibility of recurring ‘brain states’ or common
configurations of connectivity that recur over time [41]. Seven such brain states of FC
were identified in humans [2] and three in rodents [42]. In humans the most common
state was similar to the steady-state connectivity [2].
In addition to patterns of instantaneous activity which may repeat over time in
sporadic fashion, evidence of quasi-periodic patterns (QPPs) is found in spontaneous
BOLD fluctuations that occur more slowly [41]. The first evidence of these QPPs was
reported in rodents [62] followed by their discovery in humans [61]. Similar patterns
were reported in another study [29] using a different methodology and in REM sleep
[16]. Neurological basis of the QPPs have also been observed [94]. In humans these
patterns involved signal propagation and alternation in several areas of DMN and
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TPN. This would be expected based on the time scales of cognitive processes and
variations in vigilance [14, 43, 36, 42, 2, 61] that is related to the attention or alertness
span of a subject.
2.3 Analysis Techniques of Dynamic Functional Connec-
tivity (dFC)
One of the major challenges faced by the blossoming field of rsfMRI network dynamics
is determining appropriate analysis algorithms and parameters. Most of the studies
to identify the patterns of dFC either estimate pairwise variations of inter-regional
covariances or identify changing patterns of covariance at a multivariate level [83].
We will give details of both approaches along with their limitations.
2.3.1 Estimation of Pairwise Dynamic Functional Connectivity (dFC)
The estimation of pairwise dFC variations has been applied to the study of animals
[42, 92] and humans [32]. In its simplest and most popular form the pairwise compu-
tation studies select two or more ROIs from the brain based on the prior knowledge
of their involvement in some FC network [42] or based on their significant stationary
correlations with other ROIs [32, 37, 106]. After selecting the ROIs the corresponding
time series are extracted and pairwise SWCs of all ROIs are computed using a window
of an appropriate length. In the absence of any GT for the underlying FC networks,
studies have used a vast range of window lengths ranging from 8 seconds to 240 sec-
onds in humans [91, 14, 32, 15, 43] and animals [42, 37]. The whole brain FC can be
estimated using pairwise approach and further analysis is done in a number of ways,
such as dynamic graphical representation of the networks for the window length [40],
clustering of the resulting networks [81], matrix factorization [52], and applying some
data-driven method such as principal component analysis on the resulting networks
[51].
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2.3.2 Dynamic Functional Connectivity (dFC) Pattern Extraction (Mul-
tivariate Analysis)
Multivariate analysis extracts the FC network maps or patterns for the whole brain
using various techniques and studies the dynamics of these patterns. In [2] these
patterns were extracted using spatial ICA and variability of patterns was analyzed
by the SWC analysis of the associated time series. In [87] these independent compo-
nents were used in temporal ICA to extract temporally-independent modes of FC. In
another study, the data-driven method of ‘dynamic connectivity regression (DCR)’
[19] was used to find the temporal change points in FC. Afterwards, the set of re-
lationships was estimated for data that was between pairs of change points. In or-
der to extract the spatiotemporal dynamics of QPPs in [61], a template consisting
of several preprocessed images was selected and sliding correlation of this template
with the image series resulted in extraction of quasi-periodic patternss (QPPs). The
co-activation patterns in [57] were identified by averaging a few frames around the
point of co-activation. Recently, [55] applied ‘dynamic conditional correlation (DCC)’
model from finance literature to estimate bivariate as well as multivariate FC. This
is a two-step process: In the first step, time-varying variances of each time series are
estimated and in the second step residuals are used to estimate the dynamic cor-
relations. Another recent study [83] introduced ‘multiplicative analytical coupling
(MAC)’ that computes the temporal difference of all network nodes from adjacent
scans and computes a simple moving average of their product at every time point.
2.3.3 Limitations of Dynamic Functional Connectivity (dFC) Analysis
For pairwise analysis, SWC is the most commonly used method but its results are
strongly dependent on window length [42, 77, 37] and the ideal value for window
length is still unknown. In some studies the comparison of results for various window
lengths was reported [42, 32, 103, 37] showing that the shorter windows capture
more fluctuations but very short ones (15 seconds) may not have sufficient number
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of time points for the correlation to be significant and very long window lengths may
over filter some interesting frequencies [32]. However, another study reported that
short-time windows (12.3 seconds) between DMN and TPN predicts vigilance task
performance [91]. The issue of minimum window length was discussed in [53] and
it was concluded that the minimum window length should be the reciprocal of the
minimum frequency in the correlating signals for the SWC result to be very close to
the actual correlation. This study provides some insight into the minimum window
length but the optimal window length selection is still ambiguous [92]. The choice
of window length can have significant impact on results [42, 53, 92] but no method
of determining the ideal length is known yet, since there are no GTs to analyze for
comparison of results.
In addition to issue of GTs for the validation of SWC results, the method itself
has some limitations. [42, 103, 37] reported that the SWC results fluctuate largely
between negative and positive values (especially for smaller windows) even when
the actual correlations are positive. This may be the result of the SWC sensitivity
to the change in single value of correlating signals [83, 55]. Spurious fluctuations
in SWC results are also reported [53]. A recent study [33] showed that the mere
presence of fluctuations in the SWC time series cannot be taken as the evidence of
dynamic functional connectivity and that it is important to select an appropriate null
hypothesis when performing the dynamic FC analysis.
There are limitations of multivariate analysis methods also. In [2], it was reported
that end results were strongly dependent on the window length. The limitation of
DCR in [19] is the fact that the distance between change points needs to be adjusted
based on a priori knowledge of spacing of changes in the FC. In [61], the algorithm
cannot be used to identify isolated events and selection of window length can influence
the resulting QPPs obtained. Similarly, DCC in [55] was inefficient with very fast
short term state changes and MAC in [83] the results are dependent on the window
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size and wrong window size can amplify the noise. The extraction of co-activation
patterns [57, 56] is computationally very expensive and may not be feasible for large
data sets.
All of these studies point towards a need to evaluate SWC to get parameters
for its best performance and to develop a new algorithm for adaptive change point
detection in dFC networks. Our study addressed both of these aspects. It focused on
analyzing the performance of the SWC and developed a new adaptive change point
detection algorithm. The current research is divided into three parts. The first was
to use the SWC to study the extent of dynamics in the FC of rodents and humans.
The second part evaluated the performance of the SWC as an efficient method for
dynamic analysis of FC networks in the absence of any GTs. The third part developed
an algorithm for adaptive detection of state change points of FC networks, since SWC
was found to perform poorly in detecting these points.
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CHAPTER III
VARIABLE EXTENT OF FUNCTIONAL
CONNECTIVITY
Previously, most studies of dynamic functional connectivity (dFC) focused on the
temporal variation of connectivity between regions, but assumed spatial stationarity
of the networks over time [42, 2]. Moreover, studies either reported sliding window
correlation (SWC) results for number of different window sizes [42, 103, 37] or state
assignment for one window [2, 52]. In this chapter, we explore the variable extent of
functional connectivity (FC) in rodents and humans from two different angles.
Since a major amount of our work in this study is related to the SWC analysis so
we start with a mathematical formulation of the method itself followed by our study
and its results.
3.1 Sliding Window Correlation (SWC)
The mathematical formulation of the SWC would provide more insight of the process
itself.











cyy[n] are standard deviations of
the two signals. The SWC can be computed by computation of these terms over a
window w. The covariance computed over the window w can be given by,






(xi − xn)(yi − yn)
(2)
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in which w = (2∆ + 1)TR is the odd window length in seconds, TR is the sampling
rate (repetition time) of the scanned images, and xn, yn are means of the signals xi and
yi respectively for the window positioned at n. After evaluation of this mathematical












cyy[n] can also be computed by the formula in Equation (3) .
Sliding the window by m time points would result in shifting the computation of




xiyi − yn+mxn+m (4)
Choosing a small value of shift m would give large overlap of consecutive windows
providing extensive details of relationship changes in the correlating signals and vice
versa.
3.2 Spatial Variability of Functional Connectivity in Ro-
dents
The first part of the study presented in this chapter characterize the spatial stability of
networks over the course of multiple scans and identify regions that transiently join or
leave well-described networks in the rat brain. This study focused on the dFC of the
seed ROIs in primary somatosensory cortex (S1) and the caudate putamen (CP). Left
and right somatosensory cortex are directly connected via the corpus callosum and
exhibit strong connectivity [102, 71, 108]. Left and right CP are not directly connected
but still exhibit strong connectivity [102, 108], possibly due to a feedback loop with
the cortex. We selected these seed ROIs since earlier studies hinted at the possibility
of discrete states of their FC, with S1 and CP occasionally but not always appearing to
be correlated with each other [62]. Histograms of the SWC coefficients were then used
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to compute KL divergence as an attempt to identify voxels that participate in multiple
discrete states of connectivity. Our findings demonstrated significant variability in
the spatial extent of the FC networks over time. Multi-modal histograms with high
KL divergence provided evidence of discrete states of connectivity in voxels on the
periphery of the network, but core voxels typically exhibited unimodal histograms.
The work presented in this part is published in [81].
3.2.1 Motivation
Analysis of dFC between all possible regions and/or voxels, using the sliding window
correlation (SWC), is complex, computationally expensive, and difficult to interpret.
As a result many dFC studies have explored the connectivity between only a few
regions of interest (ROIs) in the brain, limiting the spatial extent of the analysis
[42, 103, 37]. These studies assumed that the spatial composition of the networks was
constant over time [42, 2]. However, it is possible that either (a) the spatial extent of
a network or (b) the regions that compose a network vary over time. Examination of
this spatial variation of networks over the course of a scan would help in segregation
of constant and variable parts of these networks. This segregation can reduce further
processing by focusing only on the variable portions of these networks.
In addition to exploring the dynamics of the FC, it is important to establish
methodologies that can identify areas with various discrete connectivity states in the
correlations, e.g., areas that may be correlated with the seed voxel part of the time
and anti-correlated or uncorrelated the rest of the time. In the second part of this
study, we introduced a new method to identify these areas by comparing their SWC
histograms of the seed region of interests (ROIs) with the standard normal histogram
using KL divergence. In particular, these histograms were examined for multi-modal
rather than unimodal structure that could indicate discrete states of connectivity
between the somatomotor cortex or the caudate putamen with the rest of the voxels
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in the brain. These methods are readily translatable to human subjects and may be
used to obtain a better understanding of the spatial variability of networks and how
it can affect dynamic analysis.
3.2.2 Materials and Methods
All experiments were performed following guidelines set by the Institutional Animal
Care and Use Committee (IACUC) of Emory University. Three scans each from four
male SpragueDawley rats (200 − 300 g) were chosen from data acquired for another
study and analyzed in [42, 60]. Animal preparation and preprocessing in described
below.
3.2.2.1 Animal Preparation
Each rat was imaged under a subcutaneous infusion of 0.05 mg/kg/hr dexmedetomi-
dine [60]. Approximately eighty minutes after the initial dexmedetomidine bolus, the
infusion dosage was increased to 0.15 mg/kg/hr (3x initial infusion rate) for maintain-
ing the anesthetic depth, in accordance with the protocol established in [71]. Heart
rate and blood oxygen saturation percentage were recorded with a pulse oximeter
placed on the rear left paw. The respiratory rate was measured by using a pressure-
sensitive pad placed under the rats chest. Body temperature was monitored with
a rectal thermometer and maintained at approximately 37◦C (+/- 0.5◦C) using an
adjustable warm water pad.
3.2.2.2 Image Acquisition and Processing
All images were acquired on a 20 cm horizontal bore 9.4 T Bruker BioSpec magnet
interfaced to an AVANCE [11] console, using a 7 cm volume coil for RF transmission
and a 2 cm surface coil for signal reception. A FLASH image was acquired in three
planes and a single slice was positioned over the primary somatosensory cortex (S1).
Each resting state scan was acquired using a single-shot gradient echo EPI sequence
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with the following parameters: Repetitions = 1000, TR = 500 msec, TE = 15 msec,
total scan time = 8 minutes 20 seconds, slice thickness = 2mm, FOV = 2.56cm x
2.56cm, matrix size = 64 x 64. Approximately ten resting state scans were acquired
from a total of seven animals for the original study. For the analysis performed in this
work, we used the same three resting-state scans each from the four rats examined in
[42]. For the period when the scans were acquired for this analysis, the average heart
rate was 300-310 bpm; respiratory rate was 70-80 breaths per minute; oxygenation
was 98-99 %; and body temperature was 37-37.5◦C. These scans were chosen due to
the excellent stability of the animals over the course of multiple scans.
All fMRI data processing and analysis was performed using code written in MAT-
LAB (MathWorks, Natick, MA). The time course from each voxel was linearly de-
trended, followed by FIR band pass filtering between 0.01 Hz-0.3 Hz based on previous
work demonstrating correlation over a wide range of frequencies in the anesthetized
rat [59, 62]. Data points were removed from the beginning of each scan to reduce
any transient effects of scanner instability, and again after filtering to reduce filter
effects, leaving a total of 800 images for each scan. Three scans from each rat were
concatenated after motion compensation for further processing. This concatenation
was possible since the same slice of each rat was scanned three times. As a result,
the scan of each rat consisted of 2400 (3x800) images, which was equivalent to 1200
seconds of scan time.
3.2.2.3 Study Sequence
This study started with the computation of the stationary correlation of seed ROIs in
the left primary somatosensory cortex (LS1), the right primary somatosensory cortex
(RS1), the left caudate putamen (LCP), and the right caudate putamen (RCP) with
rest of the brain. The locations of the seed ROIs were identified by visual comparison
with the Paxinos rat brain atlas [101].
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After stationary FC analysis, the SWC between each seed ROI and the rest of
the brain was calculated to show the variations in the spatial pattern of their FC
as a function of time. Averaged SWC was compared to the stationary correlation
to observe their similarity and differences. To further explore the spatial variability,
SWC maps were thresholded, binarized, and displayed after non-overlapping equal
intervals for visual inspection of the changes in spatial connectivity over time. These
maps, plotted at every fifty seconds, were clustered using the k-means algorithm, with
cluster validation based on Dunn’s index [30]. Afterwards, the data was examined
for the presence of discrete states by comparing the standard normal histogram with
SWC histograms of the seed ROIs by using KL divergence. We hypothesized that the
high KL divergence histograms would be bi- or multi-modal indicating the presence
of discrete connectivity states. The next sections describe this study sequence and
results in detail. The detailed results are for left somatosensory cortex (LS1) and left
caudate puteman (LCP) of one rat, selected at random.
3.2.2.4 Voxel Blocks
The main aim of this study was to observe the dynamics of the FC of seed ROIs
with all the other areas instead of with a few preselected ROIs using the SWC,
which would require very extensive computation even in the relatively small rat brain.
Furthermore, single voxel time series has low signal-to-noise ratio (SNR) which is
increased by averaging. The number of computations was reduced and SNR was
increased by dividing each 2D image into non-overlapping blocks of 3x3 voxels that
were used as computational units for this study. The block size of 3x3 voxels was
chosen because it is approximately the size of the areas in S1 or CP that exhibited
significant bilateral correlation in previous studies [102]. The intensity of a block was
the mean of the intensities of voxels in that block, and its intensity for the whole scan
length comprised its time series. For rest of the paper, the term ‘block’ refers to 3x3
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blocks of original voxels unless otherwise specified and these blocks are the smallest
functional units for this study.
3.2.2.5 Stationary and Averaged Dynamic Functional Connectivity
Pearson correlation coefficients of the time series of all blocks were computed pairwise
with each other for the entire scan length to compute stationary correlation and the
values≥ 0.2 or ≤ −0.2 were stored in a matrix called “stationary correlation matrix”.
Next we computed the SWC for a series of 50 second windows (100 TRs) , with
each window’s starting point one TR ahead of the previous window for both signals.
The window size was chosen to reflect the time at which BOLD-LFP (local field
potential) correlation reached a stable plateau in [92] and is comparable in length to
another rodent study that employed sliding window analysis [42]. Pearson correlation
coefficients of the windowed time series of all blocks with each other was computed
and saved in matrices called “dynamic correlation matrices”, keeping SWC values ≥
0.2 or ≤ −0.2. Figure 2., shows the block diagram for computation of stationary FC,
dFC and averaged dFC. The stationary correlation matrix and dynamic correlation
matrices represent the stationary and variable inter-connectivity of all blocks in the
brain. These matrices could be used to extract and examine the FC of any block with
the rest of the brain.
For the rest of the analysis, we extracted all correlations of specific seed blocks with
rest of the brain from the stationary correlation matrix and the dynamic correlation
matrices to examine their FC with the whole brain. We validated the use of the
bigger size (3x3 voxels) of functional blocks by comparing the mean of the absolute
value of dynamic correlation matrices with the stationary correlation matrix. For
better visualization of stationary FC and average dynamic FC of seed blocks, the
corresponding FC maps were plotted.
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Figure 2: Block diagram for computing stationary and averaged dynamic functional
connectivity. (a) Resting state fMRI scans of a rat scanned at 0.5 second TR.
The resolution of the scanned images was reduced by combining them in blocks of
size 3x3 (shown in yellow). (b) Stationary correlation among all the blocks in the
brain. Red entries are for the correlation values above the threshold which was 0.2
≤ |stationary correlations| ≤ 1 (c) Sliding window correlations of all blocks with
each other. Window size was fifty seconds (100 TRs) and offset was 1 TR. (e) Av-
eraged dynamic functional connectivity. Red entries are for the correlation values
above the threshold which was 0.2 ≤ |mean sliding window correlation| ≤ 1.
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3.2.2.6 Persistence of Functional Connectivity
For further analysis of the spatial variability in the FC, the percentage FC of all blocks
with the seed blocks was calculated by adding the number of times any block was
functionally connected with the seed block from the dynamic correlation matrices and
dividing the sum by the total number of dynamic correlation matrices. For example,
for a block x that is functionally connected with a seed block m times out of total n
dynamic correlation matrices, the percentage FC would be m
n
*100. This process gave
a whole brain percentage FC map of the seed block from which a sub-map containing
the voxels that were functionally connected for more than a certain percentage of
time could be extracted.
3.2.2.7 Binary Transformation and k-means Clustering
For visual comparison, the non-overlapping dFC maps of seed blocks were captured
at intervals of fifty seconds for the whole scan length. Afterwards these FC maps
were clustered using k-means to map distinct FC states present over the course of the
scan.
Before clustering the dynamic correlation matrices were binarized by replacing
SWCs of functionally connected blocks of seed blocks by ‘1’ and others by ‘0’ This
binarization was done since our interest in the initial study was just to explore the
existence and the extent of variable/non-variable regions of FC and not in the actual
values of the variations themselves. These binary correlation matrices were trans-
formed into row vectors, which were used as feature vectors for k-means clustering
performed using the kmeans() function in MATLAB (Euclidean distance, random
choice of centroids, 1000 iterations, five repetitions). Figure 3. shows the block
diagram for the process of clustering the dFC patterns.
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Figure 3: Block diagram of the sequence of operations performed to cluster the dy-
namic functional connectivity patterns. (a) Time series of seed and other blocks in
the brain. Sliding window correlation is performed by taking 50 seconds (100 scans)
window of seed block (yellow) and correlating it with same size windows (red) of all
other blocks’ time series in the whole brain. (b) Dynamic functional connectivity pat-
terns of seed blocks at intervals of 50 seconds. The yellow square indicates the seed
block, and red ones are the blocks functionally connected with it. (c) The functional
connectivity patterns are binarized and (d) converted into row vectors to be used as
feature vectors in k-means algorithm. (e) The resulting cluster patterns indicate how
often each block is included in a given cluster.
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3.2.2.8 States of Dynamic Functional Connectivity and Clustering Validation
Each of the clusters represented one discrete state of FC for a seed block, and the
number of members in a cluster indicated the number of similar dynamic FC maps
that were present in that state. K-means is an unsupervised clustering technique and
requires some validation to decide the optimum number of clusters, which involves
a trade-off between data compression and accuracy of the representation. There are
several methods for cluster validation in such situations, including Davies-Bouldin
index, Modified Hubert statistic, and Dunn’s Index (DI) [30]. DI was used for this
study since it aims at the identification of “compact and well separated clusters” by
computing the ratio of inter-cluster and intra-cluster distances [30]. Increasing the
number of clusters should generally increase DI, but initially DI started to decrease
with the increase in number of clusters, so the optimum number of clusters was taken
as the one after which DI either increased or became constant. The optimum number
of clusters obtained by k-means clustering of the dynamic FC patterns was different
for each seed block, based upon the amount of variability in its FC over time.
3.2.2.9 Discrete States of Functional Connectivity using Kullback-Leibler Diver-
gence
It is important to establish methodologies that can identify the areas with various
discrete connectivity states in the correlations (e.g., areas that may be correlated with
the seed ROI part of the time and anti-correlated or uncorrelated the rest of the time),
since their identification would limit the dynamic studies to these areas only reducing
the computations to a large extent. In the second part of this study, we introduced
a new method to identify these states by comparing SWC probability distributions
of the seed ROI with the standard normal probability distribution (null hypothesis
[42]) using KL divergence. The KL divergence of discrete probability distribution Q
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from P for i values is given by DIKL:







In particular, these distributions were examined for multi-modal rather than uni-
modal structure that could indicate discrete states of connectivity between the seed
ROI with the rest of the blocks in the brain. It has previously been shown that the
correlation histograms for randomly matched time courses are approximately normal
[42] so we hypothesized that probability distributions having high KL divergence from
the standard normal distribution may exhibit bimodal or multi-modal behavior, in-
dicating the presence of two or more distinct states of FC. Before the computation of
KL divergence, a normalized Fisher Z-transform was applied to all correlation values
using the MATLAB function atanh(r), where r is the correlation value. Histograms
were converted to probability density functions and the KL divergence between all
SWC probability density functions and the standard normal probability density func-
tion N ∼ (0, 1) was computed. The KL divergence was divided into two groups of
low ( min ≤ KL divergence < max
2
) and high ( max
2
< KL divergence ≤ max) di-
vergences for each seed. The standard normal histogram was generated in MATLAB
using the randn() function.
3.2.3 Results
Substantial variability in the spatial extent of both cortical and subcortical networks
was observed, even in the anesthetized rat. However, little evidence of discrete states
of connectivity was observed, and it was primarily limited to voxels on the periphery
of the S1 network. This suggests that the lack of correlation between SI and CP is
not likely to be due to transitions between correlated and uncorrelated states.
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Figure 4: Maps of stationary and averaged dynamic functional connectivity for seed
blocks in LS1 and LCP. In each figure, the yellow square indicates the seed block.
Green and red squares represent the functionally connected blocks for stationary and
mean sliding window correlation respectively in (a) LS1 and (b) LCP.
3.2.3.1 Stationary and Averaged Dynamic Functional Connectivity Comparison
Averaged dFC maps were similar to stationary functional connectivity (FC) maps, as
expected. These FC maps for two blocks (LS1, LCP) in one of the rats are shown in
Figure 4.
Similar maps were obtained for all the rats. In almost all cases, the maps of
averaged FC were bilateral and nearly symmetric, as expected, and were similar to
previously observed seed-based correlation maps in steady state or stationary anal-
ysis [71]. For all seed blocks in all rats, the averaged dynamic FC patterns always
contained the stationary FC patterns as a subset along with additional blocks. In
the case of LCP and RCP, averaged dynamic FC covered much of the subcortical
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Figure 5: Percentage functional connectivity of the seed blocks in LS1 and LCP of
one rat. (a) Blocks functionally connected with the seed LS1 block for ≥ 10% of the
times. The largest percentage of the functionally connected blocks is in RS1 region
or in the neighborhood of the seed, with the percentage decreasing as the distance of
the blocks from the seed increases. A very few blocks are functionally connected with
the seed block for more than 90% of the times. Similar observations can be made for
LCP in (b).
area. All the seed blocks were functionally connected with their neighboring blocks.
Stationary and mean FC maps were similar for all rats, validating the use of a block
of 3x3 voxels as the unit for spatial variability analysis.
3.2.3.2 Percentage of Functionally Connected Blocks
The spatial extent of the FC of the seed blocks was variable, as shown by the per-
centage FC maps of LS1 and LCP of one rat in Figure 5.
Figure 5. (a) shows the blocks that were functionally connected with the seed
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block (LS1) for at least 10% of the time. The blocks with the highest percentage of
FC (deep red) were concentrated in the left and right S1. The pattern was bilateral
and symmetric, similar to the result of stationary FC. The findings for LCP were
similar as shown in Figure 5. (b)). An important observation from all of these maps
is the presence of high percentage FC blocks in the bilaterally symmetric regions of
the seed blocks, with the percentage decreasing gradually as the distance of a block
from the seed block increases.
Furthermore, the percentage FC for these blocks were higher for seeds in S1 than
the seeds in CP with none of the blocks functionally connected with LCP for more
than 90% of the times, and a very few for even more than 80% of the times, which
may be due to the fact that left and right S1 are directly connected but left and right
CP are not [102, 71, 108].
The mean number of blocks that were functionally connected with each of the
four seed blocks for different percentages of time in all four rats are plotted in Figure
6. The mean percentage of the blocks functionally connected with the seed block
is almost same for the extreme cases (≥ 10% or ≥ 90%), but the decrease in this
number is more gradual (almost linear) for CP seed blocks than for the S1 seed blocks,
particularly for LS1.
3.2.3.3 Functional connectivity patterns at different times
Figure 3. shows the block diagram of the process starting from the computation of
the SWC and ending at clustering of FC patterns at every 50 seconds. Figure 7.
shows first four dynamic FC maps (at non-overlapping intervals of 50 seconds) for
two blocks (LS1, LCP) in one rat. It can be observed that a portion of the stationary
FC containing bilateral areas (RS1 for seed in LS1, and RCP for seed in LCP) is
present in all of these plots showing the portion of the FC network that is persistent
throughout the scan. These figures clearly illustrate that each cortex was functionally
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Figure 6: Mean of the functionally connected blocks of the seed block for all the rats.
The mean is plotted against various percentages of the functionally connected blocks
along the x-axis.
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Figure 7: Functional connectivity patterns of seed blocks in (a) LS1 and (b) LCP
in one of the four rats. The seed voxels are plotted in yellow color while the other
functionally connected blocks are plotted in red. The patterns are plotted at non-
overlapping intervals of 50 seconds. The constant and variable portions of connectivity
are evident in these functional connectivity patterns.
connected with the corresponding cortex in the other hemisphere at all times, which
was expected since steady state or stationary analysis consistently shows bilateral
correlation as shown in Figure 4. The spatial extent of the correlation and the degree
of correlation between cortical and sub-cortical regions varied. The FC patterns for
S1 seeds were mostly localized to cortical regions, though some connectivity in the
subcortical regions was also observed. Similarly, FC for seeds in CP was mostly con-
fined to subcortical areas, with connectivity to cortical regions occasionally present.
Similar to this rat, in other rats also a part of the dynamic FC was invariant, while
the other part varied for all seed blocks.
34
Figure 8: Clustered patterns of dynamic functional connectivity for the seed in (a)
LS1 and (b) LCP in one rat.
3.2.3.4 Clustering of Dynamic Functional Connectivity Patterns
Afterwards, these dFC patterns were clustered using k-means to map distinct func-
tional connectivity (FC) states present over the course of the scan. k-means clustering
is an unsupervised clustering technique that automatically partitions an n-point data
set into k clusters, where k < n [58]. It minimizes the within-cluster sum of squares







‖ xj − µi ‖2 (6)
in which S = {S1, S2, ..., Sk} is the cluster space of member clusters, µi is the mean of
the feature vectors in each member Si, and xj = {xj1, xj2, ..., xjn} are feature vectors
of dFC to be clustered.
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Figure 8. shows dFC maps in different clusters for the seed block in left so-
matosensory cortex (LS1) and left caudate putamen (LCP) for one of the rats. The
colorbar for each cluster shows the percentage of times a certain block was part of
a specific cluster. For example, if the total number of maps or patterns in a cluster
were m, then the deep red (100 on the color bar) would show the blocks that were
present in the cluster in all of those m maps or patterns giving a percentage of 100.
For LS1 (Figure 8. (a)), it can be observed that there is a persistent bilateral, almost
symmetric FC pattern that includes RS1. Same trend was observed for LS1 in others
rats. There was some varying FC in the subcortical regions also but these variations
were not consistent across rats.
Similarly Figure 8. (b) shows that LCP was almost always functionally connected
with RCP with bilateral, non-symmetric patterns which extended into subcortical
region. The seed blocks (LS1, LCP) were almost always functionally connected with
their neighboring blocks. Clustered patterns of dynamic FC for RS1 and RCP seed
blocks were similar with largest amount of functional connectivity in LS1 (for RS1)
and LCP (for RCP). It was observed in almost all of these cluster distributions that
bilateral patterns which were similar to steady state FC patterns, shown in Figure
4, were persistent, indicating that some parts of the brain exhibit correlated activity
throughout the scan time.
3.2.3.5 Cluster Validation
Cluster validation was done using DI, since it aims at the identification of ‘compact











in which δ(Ci, Cj) is the inter-cluster Euclidean distance between clusters Ci and Cj,
∆k = d(x, y), and d(x, y) is the Euclidean distance between the points x and y in the
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Figure 9: Distribution of patterns in clusters for LS1 (a) and LCP (b), in all rats for
the optimum number of clusters based on Dunn’s index. 70-75% of the patterns are
in three clusters when the total number of clusters is ≥ 5, and 83% of the patterns
are in two clusters when total number of clusters is 3, suggesting that patterns are
not widely different from each other.
cluster Ci.
Figure 9. shows the distribution of patterns in clusters. The distribution within
the clusters was not uniform; rather, most of the patterns were in a few of the clusters.
If the optimum number of clusters was greater than five then 70−75% of the patterns
fell into three clusters and if optimum number of clusters was less than five more then
80% of the patterns were part of two clusters. The presence of a large number of
patterns in only a few of the clusters suggests that even though spatially variable
FC exists, the patterns at different times were not vastly different from each other.
Similar kind of distribution of patterns was observed for all seeds (LS1, RS1, LCP,
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RCP) in all rats.
3.2.3.6 Discrete States of Functional Connectivity





≤ KL divergence < max) divergences for each seed. From Figures 7
and 8 we expected to see fewer discrete states of FC for the blocks that were either
adjacent to the seed block or were contralateral to it. In fact, we did observe a trend
of low KL divergences (magenta in Figure 10. (a), right)) blocks in these areas for
almost 70% of the cases, while the high KL divergence (blue in Figure 10. (a), right)
blocks were farther from the seeds. Figure 10. also shows a few unimodal histograms
of low KL divergence blocks (b, left) and few bimodal ones of high KL divergence
blocks (b, right). Most of low KL divergence histograms were unimodal, with no clear
separation of states; however, not all of high KL divergence histograms were bi- or
multi-modal.
3.2.4 Discussion
This part of the chapter examined two aspects of dynamic functional connectivity:
First, the spatial variability of seed-based networks and second, the possibility of
detecting discrete states of connectivity based on the correlation histogram. For the
first part of the study, changes in the spatial extent of each network over time were
determined using SWC, and clustered into groups using the k-means algorithm. In
the next part, we used Kullback-Leibler (KL) divergence to search for multi-modal
correlation histograms that could indicate discrete states of FC between a seed block
and other blocks. These methods were applied to data from well-characterized so-
matomotor and caudate putamen networks in the rat.
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Figure 10: Low(magenta) and high(blue) KL divergence blocks (a, right) of seed in
LS1 (a, left, red) along with a few low KL divergence histograms (b, left) and high
KL divergence histograms (b, right). High KL divergence are bimodal while low ones
are not.
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3.2.4.1 Functional Connectivity Maps or Patterns
For this study, first we down-sampled all the scanned images into 3x3 blocks based on
the observation that the adjacent pixels are typically correlated due to both the appli-
cation of the filter on the BOLD signal and the correlation introduced by the imaging
sequence. Clearly, dimension reduction could be carried out in a more sophisticated
manner (perhaps using an atlas for segmentation) or could be eliminated entirely at
the expense of longer processing time, but for the purposes of this exploratory analy-
sis, we felt that the block-based approach should suffice. In order to test the validity
of our approach, static or stationary FC was computed first and compared to results
of previous studies. Encouragingly, despite this spatial down-sampling, the FC maps
exhibit patterns similar to those seen in previous rat work, with strong correlations
between LS1, RS1 and LCP, RCP [42].
Comparison of stationary FC and averaged dynamic FC showed that on average
the stationary FC portions were consistent throughout the scan time for all seed blocks
even when dynamic analysis is used. This is an interesting finding which indicates
that at least some portion of the networks observed with steady-state analysis do
not vary much over time. Averaging of dynamic FC patterns contained some regions
in addition to the static FC regions and these regions changed configurations, which
revealed that a portion of dynamic FC was variable and should be explored further
for better understanding of FC network dynamics.
3.2.4.2 Time Extent of Spatial Correlation
Variability in the spatial extent of correlation as a function of time was observed for
all seed regions. Similar to the spatial variability reported in the DMN in [43], certain
blocks in our networks were connected to each seed at a majority of time points, while
others exhibit FC at certain times only. The blocks that were always connected were
typically located adjacent to the seed or in the homologous area of the contralateral
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hemisphere, matching well with the patterns obtained from steady state analysis. The
blocks that exhibited more variable connectivity sometimes included areas of CP (for
S1) or S1 (for CP seeds). These findings motivated the use of k-means clustering to
identify common patterns that characterize the network. We would like to mention
here that the variability observed on anatomical edges (e.g.; between gray matter and
white matter) may be the result of the noise due to mixing of neural and non-neural
tissues during down-sampling but it would not influence our main finding about the
presence of spatial variability that was observed in pure gray matter too.
3.2.4.3 K-means Clustering of Patterns
The optimum number of clusters varied from 3 to 6 across rats for all seed regions.
Though the extent of variability and number of clusters changed for different rats
and for different seed regions, yet most of the patterns fell within a few clusters,
suggesting strong similarities in FC at different times. Regardless of the number of
clusters, or the number of patterns in a cluster, certain spatial distributions of FC were
always present, emphasizing the point that part of the FC is not dynamic, providing
a constant network between certain brain areas even during rest. A relatively small
number of clusters (3-6) described the data well. This may be affected by a reduced
repertoire of states in the anesthetized animal, but the number is similar to that
previously used on awake human data [2]. The spatial variability may also have been
reduced by the use of anesthesia. Clustering of the patterns identified two important
aspects of variability in functional connectivity (FC): (1) the spatial configuration of
FC did not change dramatically over time as most patterns were within few clusters (2)
A part of the spatial pattern of FC was present at all times points and corresponded
to the network observed in steady state analysis.
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3.2.4.4 Kullback-Leibler Divergence for Discrete State Identification
Kullback-Leibler (KL) divergence was used to explore presence of discrete FC states
between seed blocks and other blocks in the brain. Since randomly-matched time
courses gave approximately normal histograms of correlation coefficients, we examined
correlation histograms that exhibited high KL divergence from the standard normal
distribution for evidence of multiple peaks. We hypothesized that these peaks could
indicate discrete states of connectivity that were visited over the course of the scan.
If such peaks could be detected, the KL divergence could be used to identify areas
with the most variable connectivity and further FC analysis could be restricted to
those areas only. For high KL divergence blocks, there were some bimodal and even
multi-modal distributions in the somatosensory cortex network, but few multi-modal
distributions were observed for the caudate putamen network. Most of the low KL
divergence distributions were Gaussian-like and unimodal, pointing towards the view
that the connectivity patterns did not alternate between discrete states. This is in
agreement with the clustering analysis, which finds that the variability in spatial
extent of connectivity was primarily confined to peripheral areas joining or leaving
the network. No transient anti-correlation was observed.
3.2.5 Limitations and Future Directions
The use of an anesthetized animal model in this study is both a limitation and a
benefit. Some of the variability in human subjects has been attributed to fluctuating
levels of wakefulness [64], which is not present in the stable anesthetized animal. On
the other hand, the variability due to cognitive processes that many studies are in-
terested in detecting is also absent in the anesthetized animal. Nevertheless, sliding
window BOLD correlation has been linked to changes in correlation in simultaneously-
acquired band-limited power in the theta, high beta and gamma frequencies in the
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anesthetized rat [92], indicating that perhaps the most basic sources of network dy-
namics can be explored in this animal model. Anesthesia affects both the neural
activity and the vasculature and makes it difficult to compare results to human stud-
ies. However, the use of animal models enables the acquisition of simultaneous MRI
and electrical recording [68]. Part of the motivation for performing this original anal-
ysis in the rat is that future studies that combine imaging and recording in both
cortical and subcortical sites can determine if the variation in the spatial extent of
the networks is due to changing neural coordination or merely fluctuations due to
noise.
The analysis algorithm also has limitations. We chose to use k-means with Eu-
clidean distance as the clustering measure, but k-means is not stable in the sense
that it can converge to local centroids instead of global ones. Future studies could
compare other clustering techniques. Other metrics like city block or mahalanobis
distance measures or Davies-Bouldin (DB) index and Modified Hubert statistic may
offer better and more compact clustering. Changes in correlation strength were not
examined in this study, as the data was thresholded and binarized to simplify further
analysis, but variations in the strength of correlation are a complementary aspect of
dynamic FC that should be examined in future studies.
Some probability distribution matching measures other than KL divergence can
also be applied in future. In particular, we anticipate that the identification of cor-
relation coefficient histograms that exhibit multi-modal behavior may prove key to
identifying areas involved in discrete brain states, a process that could greatly re-
duce the number of comparisons and time for computational analysis in data-driven
exploratory studies.
Overall, this study suggests that sliding window analysis observed steady state or
stationary networks of S1 and CP, and discovered that these networks are present at
all time in resting brain of rodent. Observation of the connectivity patterns revealed
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that a part of functional connectivity was persistently present at all times, while there
were changes in remaining connectivity. Clustering of FC patterns is a promising
approach to characterize spatial variability in functional networks.
3.2.6 Conclusion
The spatial variability extent of the FC in rodents was successfully captured in this
part of the study. Using four networks from four rats we established the fact that
the change in individual networks over time was not very large. We also discovered
that the part of FC captured with stationary correlation analysis was almost always
present in these networks. Using KL divergence, we established a new method to
identify the variable parts of the networks only. Once these regions are identified,
further analysis can focus only on them, ignoring the constant part of the FC. These
results were obtained on anesthetized rats but are readily translatable in humans also.
The results reported are for the SWC analysis using a window of size 100 TRs (50
sec) which was based on previous dFC studies [92, 42]. However, we performed the
analysis on the windows of different lengths (50 TRs and 200 TRs) also and found
that the variability of SWC results were more for 50 TRs window and less for 200
TRs window compared with 100 TRs window. As a result, the optimum number of
clusters was also different. Our next aim was to perform the extent of variability
analysis on the human brain data also that is done by using another approach and
explained in the Section 3.3.
3.3 Low Dimensional Visualization of Sliding Window Cor-
relation in Humans using t-SNE
The next aim of our study was to capture the extent of variability in the functional
connectivity (FC) of humans. We used an approach different from rodents for this
study since another recent study [43] already reported the spatial variability in hu-
mans using a similar approach, and reported results similar to our rodent analysis.
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The dynamic functional connectivity (dFC) studies using the sliding window corre-
lation (SWC) reported that the extent of variability changes with the change in the
size of the window [42, 103, 37]. After the SWC, studies use k-means to cluster SWC
results revealing the states of dFC [2, 52]. Since the extent of variability in SWC
results changes with the window size so the number of states and their transitions
would also change. The second part of this chapter applied dimensionality reduction
technique t-SNE [98, 99] to capture the state variations of SWC results for differ-
ent window sizes. t-SNE is a well-known dimensionality reduction technique from
machine learning and is used in different domains [4, 47] but this is the first time
it is used for visual comparison of SWC results in dFC networks. We reduced the
dimensionality of the SWC results to three. Visual inspection of these plots in low
dimension clearly identified fast transitions of states for smaller windows and vice
versa.
3.3.1 Motivation
A number of dFC studies using the SWC performed the analysis on different window
sizes [42, 103, 37]. These studies either report the comparison of pairwise correla-
tions with all the window sizes [42, 103, 37] or they cluster the results for a specific
window size using k-means and report the number of states found [2, 52]. These
two approaches are complementary as one gives the pairwise SWC for all window
sizes and other provides the state distribution for one specific window. Based on the
larger variability for smaller windows and smaller variability for larger windows in
pairwise SWC [42, 103, 37], it can be hypothesized that the number of states and
state transitions for a network would be more for the smaller windows and vice versa.
There is a need to compare these state transitions similar to the comparison of pair-
wise SWC for different windows. However, no study has done this analysis yet. In
this part of the study, we used a new approach by applying dimensionality reduction
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algorithm, t-SNE [98, 99] to visualize these results in low dimensions and to compare
state changes of human dFC networks as a function of window length.
3.3.2 Methods and Materials
3.3.2.1 Data Collection
Data from an earlier study [91] was used for this study. The data was collected from
17 healthy subjects (8 females, 18 to 26 years). All 17 individuals underwent high
temporal resolution fMRI while performing a psychomotor vigilance task (PVT). In
this task participants fixated on a centrally presented black dot subtending 0.28 of
visual angle on a gray background. When the dot changed to navy blue, participants
pressed a button with their right index finger as quickly as possible. If participants
failed to respond in 9 s, the dot returned to black. Each block lasted 8 min and the dot
changed color between three and five times. Change onset was random for each par-
ticipant (the delay time between onsets as an integer number of milliseconds randomly
chosen from a range of 10,000 ms to 480,000 ms without replacement). Four fMRI
runs of PVT performance were collected from each individual. Two fMRI resting-
state runs were collected from each individual. In resting-state runs, individuals were
told to lie quietly. In resting-state runs individuals fixated on the black dot, but it
never changed to navy blue. Task-based and resting-state functional images were
acquired with four horizontal slices at a TR of 300 msec. Standard preprocessing
steps (slice time correction, motion correction, image segmentation, normalization,
and registration) were performed followed by filtering (FIR, 0.01-0.08 Hz).
3.3.2.2 Data Preprocessing
The preprocessing was done in Statistical Parametric Mapping 8 (SPM8) using the
marsbar region of interest (ROI) plug-in: T1 images were segmented into gray mat-
ter, white matter, and cerebrospinal fluid maps. The left precuneus ROI from the
AAL Structural ROI library [95] was reverse normalized [14] from the MNI brain
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template to the individual T1 images. Individual T1 images were spatially cropped
and registered to same-individual EPI images and this transformation was applied to
all segments and left precuneus ROI as well. Reverse normalization allowed analysis
to be performed in individual space rather than normalized space. This was neces-
sary because individual EPI images did not cover the whole brain and had decreased
signal-to-noise ratio due to the short TR used in this study [91].
EPI data were first slice-time corrected and then motion corrected through reg-
istration to a mean of all EPI images using Analysis of Functional NeuroImages
(AFNI). From AFNI the maximum total movement in each direction (X, Y, and Z)
was recorded; 100 TR (30 s) were removed from the beginning of EPI and motion
data to eliminate stabilization effects. EPI data were blurred with a spatial Gaussian
with sigma of 2 x 2 x 1 voxels and size of 3 x 3 x 1 voxels. A finite impulse response
filter was used with a length of 150 TR (45 s) and a pass band of 0.01 to 0.08 Hz. As
behavioral onset times were recorded in milliseconds from the start of the functional
imaging run in raw data, they were corrected for the removed TRs and the phase shift
resulting from the filter. Each voxel within EPI data was quadratically de-trended
[61] and divided by one standard deviation, resulting in unit variance. Mean signals
were calculated for whole-brain and white matter and these signals, in addition to
filtered and cropped motion parameter signals, were regressed from EPI data. Final
EPI data were again set to zero mean and unit variance for each voxel. This produced
a normalized BOLD signal [91].
3.3.2.3 Network Extraction
The vigilance task selected for this study contained both resting-state and task-based
networks. The purpose of the study in this part was to observe how the size of the
window would influence the state transition of the SWC results by visual inspection
of the results in low-dimensional space. For this purpose we observed the changes
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in DMN in resting-state scans. We selected left precuneus as the seed [91] for this
purpose and computed the stationary correlation of the seed with all the voxels in
gray matter. Based on the findings on [91] 10% highest correlated voxels of the seed
(1,639 voxels) in gray matter were taken as DMN.
3.3.2.4 Sliding Window Correlation
Each subject had two resting-state scans that were concatenated before computation
of the SWC. After extracting the DMN, (1639 highest correlated voxels of the seed in
the gray matter) we performed the pairwise SWC of the seed in left precuneus with
all the voxels in the DMN. The windows of sizes 41, 82, 164, and 333 TRs (12.5, 25,
50, and 100 secs) were used. The largest and smallest window sizes corresponded to
the lower (0.01 Hz) and higher (0.08 Hz) cutoffs of the bandpass filter, and the other
two were multiples of the smallest window size. The largest window size was based
on the findings of [53] about the minimum window size to be at least 1
fmin
to avoid
spurious fluctuations, in which fmin is the minimum frequency of correlating signals.
The smallest window size was based on the findings of [91]. The SWC of the seed
region of interest (ROIs) with all the other voxels in default mode network (DMN) was
computed for all of these windows. As a result we had a correlation map or image
for every window. The number of these maps was dependent on the window size,
with more maps for smaller windows and vice versa. Afterwards, we converted each
correlation map into a row vector, computed pairwise stationary correlation between
all pairs, and fed the resulting correlation matrix to t-SNE as similarity matrix. If we
had n SWC maps for a specific window then this similarity matrix would be of size
n x n. The dimensionality was reduced from n to three, in which n was the actual
dimension of the SWC time courses (number of correlation images or maps) and was
different for different windows.
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3.3.2.5 Dimensionality Reduction using t-SNE
t-SNE is a technique to visualize high-dimensional data by allocating a location to
each high-dimensional data point in two or three-dimensional space [98, 99]. It is an
unsupervised dimension reduction technique. In the high-dimensional space, it con-
verts the distances between the points into probabilities using Gaussian distribution.





exp(−‖xk − xl‖2/2σ2) (8)
In the low-dimensional space, it uses Student t-distribution with one degree of
freedom. The pairwise similarity qij between two points yi and yj in low-dimensional
space is given by:
qij =
(1 + ‖yi − yj‖2)−1∑
k 6=l
(1 + ‖yk − yl‖2)−1 (9)
If the map points yi and yj correctly model the similarity between the high-
dimensional data points xi and xj, then the joint probabilities would be equal. t-
SNE minimizes the single KL divergence between the joint probability distribution,
P, in the high-dimensional space and joint probability distribution, Q, in the low-















Figure 11: 3D-tSNE plots of state transitions captured by sliding window correlation
for (a) 41 TRs, (b) 82 TRs, (c) 164 TRs, and (d) 333 TRs. The color map used
is parula in which the starting time points are displayed in blue, followed by green,
and then yellow. The smaller windows have intertwined trajectories that transition
to smoother ones as the window size increases.
3.3.3 Results
The 3D visualization of t-SNE results illustrated different patterns of state change
for different window sizes.
Figure 11. shows these images for all window sizes for one subject. The color
map used is parula in which the color of the starting time point is dark blue, which
changes to the green and then to the yellow as the time progresses. The colors are
more concentrated around a point for smaller windows compared to larger ones.
The plots of smallest (41 TRs) and largest (333 TRs) windows from another angle
are shown in (Figure 12.). Jumps in the plot are seen for 41TRs windows in (a)
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Figure 12: Short-lived state transitions are captured by smallest window (41 TRs)
on left while the longer ones are captured by largest window (333 TRs) on right.
51
compared to smoother trajectories for 333 TRs window in (b). We performed the
analysis on five subjects and similar results were observed in all cases.
3.3.4 Discussion
t-SNE reliably preserved the structure of state transitions from higher to lower di-
mension by capturing short-lived state for small windows and longer one for large
windows. It can be observed from the Figure 11. that the brain states are more con-
centrated or closer for shorter windows as compared to longer ones. Figure 12. shows
that the smallest window captures the short-lived states of the network, as shown by
very large number of jumps, while the largest window has smooth state transitions
capturing the longer states.
3.3.5 Limitations and Future Directions
t-SNE is an unsupervised method of dimensionality reduction. It provided us with 3D
visualization of the state transitions for different windows. We concluded from these
plots that the states changed frequently for smaller windows with time. We gathered
the idea from the visualization that the state changes are frequent for smaller windows,
but in the absence of GTs there is no way of finding the number of the times this
transition was to the same state. Furthermore, in the absence of any ground truth
(GT), there is no way of knowing the number of states captured for different window
lengths.
In this study we applied the method on DMN captured from resting-state data,
however, we believe that in future technique can be applied simultaneously on number
of different networks to compare the possible transitions between different networks.
In addition, the studies may identify the number of states in SWC results of different
windows by using some clustering algorithm, and then apply t-SNE to compare the
transitions to/from same state.
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3.3.6 Conclusion
Application of dimensionality reduction technique, t-SNE, provided a novel way of
visualizing the state transitions of the FC networks for different window lengths. To
the best of author’s knowledge this is the first time the comparison of state transi-
tions for various window lengths is done visually. The results clearly illustrated the
dependence of state transitions on the length of the window. The two studies in this
chapter identified the need to evaluate the performance of the SWC that led us to do
the performance evaluation of the SWC in Chapters 4 and 5.
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CHAPTER IV
EVALUATION OF SLIDING WINDOW CORRELATION
PERFORMANCE FOR CHARACTERIZING DYNAMIC
FUNCTIONAL CONNECTIVITY AND BRAIN STATES
Our initial analysis of the dynamic functional connectivity (dFC) using the sliding
window correlation (SWC) (Chapter 3) identified the impact of window size on the
results, both in rodents and humans. The window size and other SWC parameters are
not standardized since there is no “gold standard” for comparison. As a result, eval-
uating the performance of the SWC in typical resting-state data is challenging. The
study in this chapter (published in [80]) used simulated networks (SNs) with known
transitions to examine the effects of parameters such as window length, window offset,
noise, and filtering on the SWC performance. The SWC time course was calculated
for all node pairs of each SN and then clustered using the k-means algorithm to de-
termine how resulting brain states match known configurations and transitions in the
SNs. The outcomes showed that the detection of state transitions and durations in
the SWC is most strongly influenced by the window length and offset, followed by
noise and filtering parameters. Overall, the SWC gave poor estimates of correlation
for each brain state. Clustering based on the SWC time course did not reliably reflect
the underlying state transitions unless the window length was comparable to the state
duration, highlighting the need for new adaptive window analysis techniques.
4.1 Motivation
The SWC is the simplest and most commonly used method for dynamic FC analysis
and most of the dFC studies use it at some point [78, 14, 43, 32, 15, 36, 42, 91, 103].
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Despite the popularity of the SWC, results are strongly dependent on window length
[77, 36, 42, 103] and the ideal values for this and other parameters for the dFC analysis
remain unknown. A nice but simplified examination of the relationship between
the minimum window length and the frequency components of the signals has been
presented [53]. Another study used windows of different sizes on resting state and
sleep data and reported that short epochs can be used effectively for dFC analysis
[103]. However, no study has convincingly identified the best window length for dFC
analysis. Furthermore, since these brain networks change states at random times,
using the same window over the entire rsfMRI scan may not be the optimum method
to capture the true dynamic configurations of these networks. The effect of window
length, offset, and other parameters has not been systematically examined in realistic
data, and a recent study that looked at the effect of window length on the correlation
between the BOLD signal and simultaneously-acquired local field potentials found
that the optimal window length is somewhat ambiguous [92].
After the SWC is performed pairwise for the brain areas of interest, clustering is
often used to find the number of ‘states’ that occur over the length of the scan, and
the times at which transitions occur [36, 2, 20, 79]. The most commonly used method
for clustering SWC results is based on the k-means algorithm [36, 2, 20, 79]. The
accuracy of the clustering depends on the clustering algorithm and the ability of the
SWC to resolve transitions of interest, emphasizing the need to evaluate the SWC
parameters.
The biggest obstacle in identifying the best approach to the SWC and clustering
for dFC analysis is that there is no ground truth (GT) in standard rsfMRI data,
since the actual network dynamics, number of states, and state transitions are all
unknown. This study circumvents this problem by using simulated networks (SNs)
with known transition points created from real rsfMRI data. We evaluated the SWC
algorithm and the effects of window size, window shift, noise, and filtering on SWC
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results, and on the correct identification of state transitions and durations obtained
from these results using k-means clustering. As expected, window size and offset had
a substantial impact on the accuracy of the results, followed by the impact of noise
and filtering. These findings motivate further work on methods that can dynamically
adapt the length of the window during the analysis or the formulation of an algorithm
which can more accurately detect the state transition points.
4.2 Material and Methods
4.2.1 Data and Preprocessing
We used rsfMRI scans of nine healthy human subjects (four females, ages: 21-57
years, downloaded from Nathan Klein Institute’s Enhanced Rockland dataset of 1000
Functional Connectome Project (http : //www.nitrc.org/projects/fcon1000/). The
scans were done on SIEMENS MAGNETOM TrioTim syngo MR B17 scanner. The
scanning parameters were: TR = 645 msec, voxel size = 3mm isotropic, duration =
10 minutes, TE = 30 msec, Slices = 40, Multi-band accel. Factor = 4, time points
= 900. Each scan contained 900 volumes and the intial 10 volumes of each scan
were discarded to compensate for transient scanner instability. All preprocessing was
done in statistical paramentric mapping (SPM 12, http://www.fil.ion.ucl.ac.uk/spm/.
Preprocessing included motion correction, co-registration of the functional images
with the anatomical image, segmentation, normalization, and smoothing. Default
parameter values from SPM12 were used during preprocessing but smoothing was
done using a Gaussian kernel of size 8 and for normalization a voxel size of 3x3x3 was
chosen. The images were co-registered to the AAL atlas [95] using nearest neighbor
interpolation without any warping. After preprocessing, five functional networks
(Dorsal DMN, Ventral DMN, Anterior-salience, Visuospatial, and Sensorimotor) were
extracted using the masks from the Stanford’s functional imaging in neuropsychiatric
disorders (FIND, http://findlab.stanford.edu/home.html) lab [84] for all subjects.
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4.2.2 Regions-of-interest (ROIs) Time Series
For each subject, seven, non-overlapping, three-dimensional regions-of-interest (ROIs)
consisting of 3x3x3 voxels were chosen from each of the above mentioned five net-
works (Dorsal DMN, Ventral DMN, Anterior-salience, Visuospatial, and Sensorimo-
tor). Maps of the five functional networks (taken from Supplementary data of [84])
along with the locations of the ROIs selected for the current study (arrows) are given
in Figure 13. Each ROI time series was formed by extracting the intensities of the
voxels in the ROI and then computing their mean at each time point. These ROIs
were used to create SNs as described in the next section. The averaged time series of
each ROI was extracted and bandpass filtered (0.016-0.08 Hz, order 20 FIR) before
the formation of the SNs.
4.2.3 Sliding Window Correlation of Actual Resting-state Networks
The main goal of this study was to analyze the performance of the SWC with variable
parameters using SNs with known timing formed from real rsfMRI data. However,
before starting this analysis we computed the pairwise SWC of the time series of the
five actual networks (Dorsal DMN, Ventral DMN, Anterior-salience, Visuospatial, and
Sensorimotor) using the same window sizes as the ones used for the SNs (discussed
in detail in Section 4.2.4). The purpose was to compare the SWC of the actual data
with the results of previous studies [42, 37, 103] and to determine how the abrupt
intensity changes (outliers) introduced in our SNs due to state transitions (explained
in Section 4.2.4) might influence results of the SWC.
4.2.4 Simulated Networks and Sliding Window Correlation
To form a simulated network (SN), sevenregion of interests (ROIs) from one of the
above mentioned rsfMRI networks were used. A portion of the time courses for these
ROIs was taken and used as the time courses for the seven nodes of the SN until the
first state transition point t1. At t1, a portion of the time courses from the seven
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Figure 13: Masks of the functional networks taken from supplementary data of func-
tional imaging in neuropsychiatric disorders (FIND) lab. (a) Dorsal DMN network.
(b) Ventral DMN network. (c) Anterior Salience network (d) Visuospatial network (e)
Sensorimotor network. The colored regions in any of these networks are the regions-
of-interests (ROIs) defined by the FIND lab and their sizes are different. However, in
this study the ROIs are defined as non-overlapping 3x3x3 voxels extracted from these
bigger ROIs. The ROIs in this study are pointed to by the red and green arrows.
The size of the ROIs defined by FIND lab is generally greater than 3x3x3 voxels
so more than one non-overlapping ROIs (of size 3x3x3) could be extracted from the
same ROIs of the original functional networks.
58
ROIs of a different network was added to the SN to create a new state lasting from
t1 to t2. This process was repeated until the desired length of 890 time points was
obtained. For example, if we chose the nodes from ventral DMN from t1 to t2, then
the nodes from t2 to t3 were from another network e.g. sensorimotor network of the
same subject, and this process continued till we reached the last interval from tn−1
to tn. Formation of the SNs in such a manner incorporated real rsfMRI data but
gave us control over the time at which the SNs changed states (switched from one
resting-state functional network to another) since we chose the transition times t1 to
tn. It should be noted here that our SNs were formed from five resting-state networks
but some of them had more than five transitions which means the data from the
same resting-state network would be taken more than once in formation of these SNs.
However, apart from one SN (QPeriodicSN explained later in this section) there is
no repetition of data. For example, if the data from ventral DMN is taken for the
durations tx−1 to tx and ty−1 to ty (x and y are integers) for a SN then it would be
from two entirely different non-overlapping intervals of the ventral DMN. This step
insured that no two parts of a SN had exactly the same correlation values between
the node pairs (except for QPeriodicSN).
The configuration of a SN between any two consecutive transition points is referred
to as one ‘state’ of that SN since it was formed by data from one FC network (state) of
original resting-state scans. All the states of a SN (except QPeriodicSN) have different
correlation values between the node pairs but more than one of these states may be
from the same resting-state network. By changing the transition points we were able
to form five different SNs. Three of these SNs were formed with state transitions
at equal intervals (state transition at every 50 TRs for ‘50SN’, at every 100 TRs
for ‘100SN’, and at every 200 TRs for ‘200SN’, TR = 645 msec). Real resting-state
networks are unlikely to change configurations at equal intervals but the analysis with
these SNs allowed us to explore the best choice of the sliding window parameters for
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the ideal case of regularly changing networks. However, we also formed two SNs where
the state transitions occurred at random intervals to evaluate the performance of the
SWC in more realistic scenario. In the first randomly changing network, we used quasi
periodicity by repeating three states at random points during the formation of the SN
(QPeriodicSN). The second randomly changing network (RandSN) had completely
random state change points with state durations from 20 TRs (≈ 13 seconds) to
130 TRs (≈ 84 seconds).The formation of these five SNs allowed us to examine the
sensitivity of the SWC to regular states of different lengths, and randomly changing
states with or without quasi periodicity. The state durations for the SNs ranged from
≈ 13 seconds to ≈ 129 seconds, while the window lengths used were ≈ 17, 33, 65 and
129 seconds (25 TRs, 50 TRs, 100 TRs, and 200 TRs, TR = 645 msec). All of these
window lengths were within the sizes commonly reported in the literature that vary
from from 8 to 240 seconds [14, 43, 32, 15, 42, 91, 78, 15, 45, 103]. In their papers
[53] and [79] explored the relationship of frequency components in the correlating
signals and window length. [53] established the mathematical relationship between
the window length and the minimum frequency (fmin) of the correlating time series.
By using simple sinusoids [53] reported that the minimum window length should at
least be equal to 1
fmin
in order to avoid spurious fluctuations arising due to the SWC
algorithm itself. Using the same guidelines [79] explored the effect of two frequencies
on the the SWC results.
Overall five simulated networks (SN)s were formed from each subject’s data: Three
with equal duration states and two with randomly changing states. The equal dura-
tion SNs had 18 (50SN), 9 (100SN), and 5 (200SN) distinct states of FC. QPeriodicSN
had a total of 15 FC states, of which three were repeated at random time points, while
RandSN had 10 distinct FC states changing at random times. We computed SWC for
all of these SNs for different window lengths and other parameters to determine the
best combination of parameters for SWC as a dynamic FC analysis method. Detailed
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results from the SNs created from one randomly selected subjects data along with
the mean results of all SNs created from all nine subjects are reported in this study.
4.2.5 Ground Truth
State changes in the SNs occurred at times t1, t2, t3., tn−1, and tn, when ROIs were
taken from a different resting-state network. This resulted in a change of pairwise
correlations between all of of the nodes in a SN at each transition point. To examine
the influence of various sliding window correlation (SWC) parameters on its sensi-
tivity to network transitions, actual correlations between the nodes of the SNs were
computed for the durations for the which the state remained the same. The actual
correlation of a node pair for any state was correlation coefficient of the node pair
time series for the duration of the state. This correlation value was same for the
whole state duration and can be replicated. For example, if the correlation coefficient
between two time series was 0.5 for the state between t1 and t2 then 0.5 would be
replicated from t1 to t2 for representation purposes.The computation of correlation in
this manner is same as the computation of stationary correlation with length of the
correlating time series equal to the state duration instead of the whole scan length
as in the case of stationary correlation. The mean of the resulting actual correlations
of an SN was called the ‘ground truth (GT)’ for that SN. Because there were n=
7 nodes in each SN, overall there were n(n-1)/2= 21, distinct correlations for each
state, and the GT was the mean of these correlations. Figure 14. shows the GT
for 100SN, QPeriodicSN, and RandSN. Discontinuities in the Figure 14 are the state
change points, which will be referred as ‘state transition points’ in this chapter,
and the duration between two consecutive discontinuities corresponds to one state of
the SN. It is also important to note that the GTs are not the actual correlation time
series between the node pairs, but are their means plotted to clearly show the state
transitions and durations.
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Figure 14: Ground truths (GTs) for (a) 100SN, (b) QPeriodicSN, and (c) RandSN.
100SN has state transitions at every 100 TRs (65 seconds), QPeriodicSN has quasi
periodic states (red rectangles) repeated at random times, and RandSN has all the
states transitions at random times. Each SN has seven nodes and ground truth for
any SN is the mean of actual correlations of all of its node pairs. .
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4.2.6 Sliding Window Correlation Parameters
Four parameters were varied to explore their influence on the sensitivity of the SWC
and subsequent clustering. For all parameter values, the SWC was calculated pairwise
for all nodes of each SN.
1. Window length: [24] reported that resting-state networks exhibit long-term
stability and that the similarity of within-subject whole brain connectivity is a
function of window duration. In various dynamic FC studies based on the SWC,
the window length ranges from 8 to 240 seconds [14, 43, 42, 2]. We examined
windows of 25, 50, 100, and 200 TRs (≈ 17, 33, 65 and 129 seconds). All the
window sizes were within the limits reported in the literature [14, 43, 42, 2, 45,
103].
2. Signal-to-noise ratio (SNR): The signal-to-noise ratio (SNR) of resting-state
functional MRI (rsfMRI)data depends on a number of factors and can include
structured noise due to motion or physiological cycles [44, 28, 9]. In order
to explicitly examine the influence of random noise on the identification of
states using the SWC, additive white Gaussian noise (AWGN) (using awgn()
in MATLAB) was added to the time series of each SN at levels of 10 dB and
20 dB. We also examined the effect of reduced SNR by selecting random single
voxels from random slices as nodes of our SNs instead of 3x3x3 voxels ROIs.
3. Window offset: Typical window offsets used in previous studies range from 1 to
20 seconds (which covers the range from a single TR step to 50 % of the window
length) [15, 42, 45, 81]. The majority of this study used a window offset of one
TR (645 msec), but the effects of offsets equal to one-fourth or one-half of the
window lengths were also explored.
4. Filtering: Typical rsfMRI studies bandpass filter (0.01-0.08 Hz or 0.01-0.1 Hz)
the time series in order to reduce the effects of noise. A recent study [53]
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has shown that the frequency components of the signal and the window size
interact to impact final SWC results. It showed that the spurious correlations
of the SWC results are reduced when the size of the window is greater than
1
fmin
(fmin = minimum frequency). We explored this relationship by varying
the minimum frequency content of the rsfMRI signal. For this purpose we used
highpass filtered (> 0.016 Hz, > 0.05 Hz and > 0.08 Hz) time series to form
SNs, corresponding to minimum window lengths of 62.5, 20, and 12.5 seconds
respectively.
4.2.7 Clustering
One of the major goals of this study was to determine how well the clustering based
on the SWC performs at identifying network state durations and transitions. In
previous dynamic FC studies, k-means clustering was used on SWC results to extract
states of FC [50, 2, 20, 81]. We also applied k-means clustering to the SWC results
to determine whether state transitions and durations were identified correctly. For
this purpose, the SWC results were grouped into clusters called ‘Cstates’ and the
results were examined to determine how well the Cstates coincided with the known
state transitions and durations shown in the GTs (Figure 14.). In order to evaluate
the performance of k-means clustering alone for state identification, we clustered the
raw time courses for the seven nodes of each simulated network (SN) in addition
to clustering SWC results. Silhouette criteria [75] was used to determine the best
number of clusters for each data set. The number of clusters was varied from two
to twelve and the overall mean of silhouettes was computed [75]. We selected the
number of clusters (raw SNs) and Cstates (SWC results) for each case when this
mean became constant or started to decrease. In general, the number of Cstates for
all windows and all SNs was less than or equal to the actual number of states in the
SN (10 for RandSN, 15 for QPeriodicSN, 18 for 50SN, 9 for 100SN, and 5 for 200SN),
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resulting in the assignment of more than one state to the same Cstate. To determine
the similarity of states assigned to the same Cstate, the Euclidean distance between
them was computed.
4.3 Results
4.3.1 Sliding Window Correlation of Actual ROI Time Series
We computed pairwise SWC of the actual ROI (3x3x3 voxels used in this study) time
series of the five functional networks (Dorsal DMN, Ventral DMN, Anterior-salience,
Visuospatial, and Sensorimotor) for all windows. Figure 15. shows the results of the
pairwise SWC along with the stationary correlations (black horizontal lines). The
node pairs were selected at random from three of the five networks (Dorsal DMN,
Ventral DMN, and Sensorimotor Network).
It can be observed that for all cases the SWC varies around the actual correlation
but the extent of variability is largest for the smallest window (25 TRs, red in (a))
and decreases as the window size increases towards right. All the plots show a similar
trend and are in accordance with the results reported in [42, 103].
4.3.2 Effects of window length
Four different window sizes (25, 50, 100, and 200 TRs, or 17, 33, 65 and 129 sec-
onds respectively) were employed to determine the effect of window length on the
sensitivity to actual correlations, state transitions, and state durations in the SNs.
For this portion of the study, the window offset was kept constant at one repetition
time (TR) (645 msecs), the window shape was rectangular, and all time courses were
bandpass filtered (0.016-0.08 Hz). The SWC for all pairs of nodes for all SNs ex-
hibited variability over time. Greater variability was observed when shorter windows
were used, in accordance with previous studies [42, 103, 37]. Figure 16. shows the
actual correlations (black lines) and the SWC for one node pair in 100SN (row 1),
QPeriodicSN (row 2), and RandSN (row 3) for all window lengths.
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Figure 15: Stationary and sliding window correlations of three node pairs (selected at
random) from three different real resting-state networks. Stationary correlations of
the node pairs are shown by black horizontal lines. The size of the window increases
from left to right. The SWC fluctuates around the stationary correlation and these
fluctuations are largest for smallest window (a) and decrease as the window size
increases towards the right.
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Figure 16: Actual correlations and SWCs for one node pair in 100SN (row 1), QPe-
riodicSN (row 2), and RandSN (row 3). The SWC is plotted for windows of 25 TRs,
50 TRs, 100 TRs, and 200 TRs (≈ 17, 33, 65 and 129 seconds). The window offset is
one TR and filtered (0.016-0.08Hz) time series are used. The actual correlation be-
tween the node pair is plotted in black. Smaller windows (red, green) result in more
variable correlation time series. The large amount of variability indicates smaller win-
dows could capture short-lived correlations but some of these variations may be due
to the spurious fluctuations introduced due to the small size of the window. Smaller
windows are also able to capture the quasi periodic pattern of QPeriodicSN indicated
by the blue arrows but this pattern is lost with increasing window size. The transi-
tions in the SWC results occur at an interval of 65 seconds (100 TRs) for 100SN when
the state duration and window size are same (pink dashed) which shows that SWC is
good in identifying the transition of states when window size and state duration are
well matched.
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A few observations can be made:
1. None of the sliding window correlation (SWC) time courses accurately capture
the different states of correlation for the SNs. The amount of variability in the
SWC time course is typically higher than the variation across different states
of correlation. Large changes in the SWC sometimes correspond to transitions
between states due to the abrupt changes that occur at the transition points, but
often exist in the absence of state transitions (especially in smaller windows).
SWC results vary widely between -1 and 1 for almost all windows, though these
variations are more rapid for smaller windows (red and green) compared to
larger ones (pink and brown).
2. Smaller window sizes can capture short-lived variations in correlation more ac-
curately than longer windows, as can be seen from the rapidly fluctuating plots
of the 25 TRs window (red) and 50 TRs window (green), as compared to the
longer windows (pink and brown). However, a portion of these fluctuations
may arise since smaller windows also create more high-amplitude variations
and spurious fluctuations [53, 79] that do not correspond to state transitions.
3. For the SNs with state transitions at equal intervals, the SWC is sensitive to
the state transitions if the window size is equal to the state duration, although
the actual correlation values are not always captured. 100SN is shown as an
example in Figure 16 (row 1, (c)) and similar results were obtained for 50SN
and 200SN. These results show the inability of the SWC to deal with abrupt
amplitude changes (outliers) in the intensity levels of correlating signals [55].
4. For QPeriodicSN a quasi periodic pattern was observed in the SWC results for
smaller windows (blue arrows in Figure 16., row 2 (a) and (b)) but this pattern
was lost for larger windows.
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5. For the simulated network (SN) with randomly changing state transitions (Fig-
ure 16, row 3), no window size consistently identifies transitions at the state
change points.
Stationary correlation between the actual and SWC of all node pairs for all win-
dows was also computed. The SWC was not strongly correlated with the actual
correlation since there were large changes due to sharp state change points, however,
the smaller windows gave better correlation values regardless of the SN, as shown
in Figure 17. This may be because smaller windows capture dynamics of correla-
tion at smaller scales compared to larger windows. A better reflection of the actual
correlation was also obtained for long-lasting states (200SN).
4.3.2.1 Dependence of State Identification on Window Length
We clustered the actual (raw) SNs in five Cstates based on Silhouette criteria to de-
termine whether the k-means algorithm would be able to identify the state transitions
and durations in the raw data. The results of this clustering for 100SN, QPeriod-
icSN, and RandSN are given in Figure 18. The blue lines in the plots show the ground
truths (GTs) of the SNs with state transition points at the discontinuities. Circular
colored markers on these lines indicate the Cstate in which the SN resides at that
particular time. If all circles between two state transition points are in the same color,
then the SN remained in one Cstate during that time. A change of marker color at a
state transition point indicates correct detection of the state transition. Good state
transition and duration identification implies that the color should change at the state
transition points but should remain the same between any two adjacent state transi-
tion points. It can be observed from the figure that k-means perfectly identified the
state transitions and durations for the raw SNs. The repeated states of QPeriodicSN
(red rectangles) are assigned to the same Cstates, as expected.
To examine how the window length impacts the identification of brain states, the
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Figure 17: Mean (of mean correlations of all node pairs) over all subjects. The overall
mean is not very high because the SWC is very sensitive to abrupt transitions between
the states. However, smaller windows give SWC results that are more similar to the
actual correlation values compared to larger windows.
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Figure 18: Clustering of raw SNs (100SN in (a), QPeriodicSN in (b), and RandSN
in (c)) using k-means. The best number of clusters was identified using Silhouette
criteria. Discontinuities in the blue lines indicate state transition points, while the
colors of the overlaid circles represent the Cstate at each time point that was assigned
by the clustering algorithm (k-means). When the circles between two adjacent state
transition points remain the same color, it indicates that the state is correctly identi-
fied to be in single Cstate and a color change at state transition points indicates that
the state transitions are correctly identified. The division of the raw signals gives
perfect state transitions and state durations. The repeated states of QPeriodicSN
(red rectangles) are assigned to the same Cstates, as expected.
71
SWC results were divided into clusters (Cstates) using the k-means algorithm. Figures
19-21 show the clustering results for different SNs and different window lengths.
For 100SN, it can be seen in Figure 19 (a) that the Cstate changes at almost every
discontinuity, indicating that a state transition has been correctly identified even when
the window size is only about one-fourth of the state duration. Similar findings were
observed for windows of 50 TRs and 100 TRs ((b) and (c)). These results show that
the state transitions can be correctly identified when the window size is proportional
to the state duration (one-fourth, one-half, or equal) for the SNs that change state
at equal intervals. However, especially for shorter windows, it is common for a single
actual state to be assigned to multiple Cstates, artificially increasing the number of
observed transitions. Similar observations were made for all SNs in all the subjects.
In 100SN the changes in Cstate consistently occurred at known state transitions
for all window lengths, but Cstates changed between true transitions for window
lengths that were smaller than the state duration (25 and 50 TRs in Figure 19.).
The time period of a state duration is assigned to more than one Cstate (typically
two for the 50 TR window and three or more for the 25 TR window), while for
the 100 TR window it is typically assigned to a single Cstate. These findings were
similar for other regular networks and indicate the failure of the SWC to correctly
identify the state for the whole of its duration if the window size is not at least as
long as the state duration interval. Reducing the window size to one-half of the state
duration resulted in each state typically being divided into two Cstates, as can be
seen from Figure 19 (b). Similar results can be observed for 50SN and 200SN for the
same subject in Supplementary figures 14 and 15 respectively. These observations
were consistent across all window sizes and in all the regulary changing simulated
networks (SNs) of all the subjects.The number of correct state transitions and state
duration assignments for all SNs were assessed by computing the mean for all subjects
in Tables 1 and 2. These results are explained further in the next section.
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Figure 19: State distribution of SWC results for 100SN for one subject. (a) State
distribution for a 25 TR window (seven clusters or Cstates). Here state transitions are
identified accurately but the number of transitions is much greater than the number
of actual state transitions. State durations are not identified correctly in this case.
(b) State distribution for a 50 TR window (three clusters or Cstates). Here state
transitions are identified accurately but again the number of transitions is greater than
the actual number of state transitions. State durations are not identified correctly,
with most actual states split evenly into two Cstates. (c) State distribution when
the window size is equal to the state duration of 100 TRs. The state transitions are
correctly identified as seen by the change of color at the discontinuities. Furthermore,
the state durations are also identified reliably as shown by consistent assignment of
each actual state to a single Cstate.
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Since real resting-state networks in the brain would not be expected to exhibit reg-
ularly spaced state transitions, we also explored the effect of window size on state tran-
sitions and state durations in QPeriodicSN and RandSN. QPeriodicSN was formed
based on the identification of quasi periodic patterns of FC networks in rats and
humans [61]. [61] reported that the same patterns of FC dynamics occur at random
times during the scan. We presented similar quasi periodicity by repeating three
states (shown by red rectangles in Figure 14) at random times in QPeriodicSN. Fig-
ure 20 shows the state distribution of QPeriodicSN for 25 TRs, 50 TRs, and 100 TRs
windows.
It can be observed from the color changes at the state transition points that the
25 TRs window was able to identify state transitions better than the larger windows
(50 TRs and 100 TRs). Smaller windows (25 TRs and 50 TRs) also identified the
quasi periodicity of the SN as shown by almost identical Cstates assignments inside
green dotted rectangles. However, most of the actual states were assigned to multiple
Cstates for all windows, indicating that the state durations are not correctly identified.
An interesting observation is that it appears that the state durations are dominated
more by the size of the window than by the actual transitions of the SN, as can be
seen by the width of the black rectangles that are almost equal to window sizes.
Figure 21 illustrates the state distribution of the sliding window correlation (SWC)
results of RandSN for 25 TRs, 50 TRs, and 100 TRs windows. The results shown
here are similar to the results of QPeriodicSN, in which each state is assigned to more
than one Cstate, and state assignment is dominated by the window size, especially for
smaller windows (25 TRs and 50 TRs). Figures 8 and 9 clearly identify the inefficiency
of the SWC in recognizing the state transitions and durations for randomly changing
networks.
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Figure 20: State distribution of QPeriodicSN for 25 TRs (a), 50 TRs (b), and 100 TRs
(c) windows. The 25TRs window is able to capture the state transitions accurately
than the larger windows in (a) but the number of overall state transitions in this
case is also larger than for the 50TRs or 100TRs windows in (b) and (c). The quasi
periodic pattern of the SN is identified in 25 TRs and 50 TRs windows as shown
by the same color distributions inside the green dotted rectangles. Furthermore, the
state identification is dominated by the size of the window since most of the state
durations are almost equal to the window size as shown by black rectangles.
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Figure 21: State distribution of RandSN for 25TRs (a), 50TRs (b), and 100 TRs (c)
windows. None of the window correctly identifies the state transitions and durations.
For smaller windows ((a) and (b)), identified state durations are mostly equal to the
size of the window.
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4.3.2.2 Correct State Duration and Transition Identification
Clustering based on the SWC performed well for identifying state transitions and
durations for certain combinations of SNs and window sizes but not for other com-
binations. In order to quantitatively analyze the SWC results, mean percentages of
full state identifications and number of correct state transitions for each SN and each
window size were calculated for all nine subjects. The Cstate transitions were defined
by a change of cluster assignment at any time, and the identification was said to be
correct if the change occurred at a state transition point. For example, if there are
total ’m’ state transitions in a SN and ‘n’ of these are coinciding with the Cstate
transitions then the correct transition percentage would be ( n
m
*100).
A state was defined as fully identified if it remained in the same Cstate for more
than 98% of its duration. Because the number of Cstates was less than or equal to
number of states in the SNs (15 for QPeriodicSN, 10 for RandSN, 18 for 50SN, 9
for 100SN, and 5 for 200SN), even in the case of successful full state identification,
more than one of the states would be assigned to same Cstate. To examine how well
the Cstates reflected the underlying patterns of correlation, the distance between the
states assigned to a single Cstate was calculated and compared across Cstates. The
mean percentages of full state identification and the mean percentages of closest states
assigned to the same Cstate are given in Table 1. As expected from figures 19-21, poor
full state identification was achieved with small window sizes. For a 25 TRs window
the percentage of full state durations assigned to the same Cstates varied from 0%
to 21%. This is not surprising given the large amount of variability observed in the
SWC obtained with short windows. States were identified well (> 99%) when the
SN had transitions at equal intervals, and the window size was equal to the interval
between transitions. The mean percentages of the closest states assigned to a Cstate
was also high for 100SN and 200SN, but not for 50SN (50 TRs window) though the
mean percentage of full state identification was high (99%) for this case too. This
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low percentage may be due to sensitivity of the window to small correlation changes
and presence of spurious fluctuations.
Table 1: Mean percentages of full state identifications for all SNs along with the mean
percentages of the closest states that are assigned to the same cluster (Cstate, given
in parentheses) for all nine subjects. For a specific window size, the maximum full
state identification occurs for the SN with state durations equal to that window size
(50 TRs window for 50SN, 100 TRs window for 100SN, and 200 TRs window for
200SN), shown in red. None of the windows provided good full state identification for
the QPeriodicSN and RandSN. The number of actual states (15 for QPeriodicSN, 10
for RandSN, 18 for 50SN, 9 for 100SN, and 5 for 200SN) was greater than the number
of Cstates (mean varying between three and seven), which means that in the case of
full state identifications, more than one state would be assigned to the same Cstate.
The numbers in the parenthesis next to the full state identification percentages show
how many of the states, which were closest to each other, are assigned to a single
Cstate.
Mean percentages of full state identification ( mean percentages of closest states)
for nine subjects for filtered (0.016-0.08 Hz) simulated networks.)
Window size RandSN QPeriodicSN 50SN 100SN 200SN
25 TRs (17 seconds) 21 (97) 9 (94) 13 (58) 11 (40.7) 0 (0)
50 TRs (33 seconds) 50 (64) 58 (97) 99 (55) 21 (56) 25 (56)
100 TRs (65 seconds) 30 (50) 50 (75) 42 (66) 100 (85) 15 (44)
200 TRs (129 seconds) 69 (59) 65 (55) 44 (73) 39 (82) (100) (97)
Table 1 gives the total number of state transitions along with the mean per-
centages of correct state transitions with respect to both the total detected state
transitions and the actual state transitions (in the parenthesis) for all windows sizes
and SNs. The total number of transitions was dependent on the window size as well
as the actual number of states in a SN. QPeriodicSN and 50SN had largest number of
state transitions (17 and 14) , and in general all the windows showed the largest num-
ber of transitions for these SNs (shown in red), but the largest (44) of them occurred
for smallest window of 25 TRs. For any SN, the 25 TRs window captured the highest
number of state transitions, some of which may be due to spurious fluctuations. The
correct state transition percentages with respect to total and actual state transitions
were maximum for a SN ((59,86) for 50SN, (57,86) for 100SN, and (48,72) for 200SN)
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Table 2: Total state transitions along with the mean percentages of correct state
transitions (with respect to total detected state transitions and actual state transitions
given in the parentheses) are shown for all window sizes and SNs. The total number
of transitions is dependent on the window size as well as the actual number of states
in a SN. QPeriodicSN and 50SN have the most state transitions (14 and 17) and
all the windows show the maximum number of transitions for these SNs but the
largest of them occurs for smallest window of 25 TRs (row 3, column 3 and 4). Mean
percentages of correct state transitions with respect to the total and actual state
transitions are largest for an equal interval SN when the window size is equal to the
state durations (red entries).
Mean percentages of full state identification ( mean percentages of closest states)
for nine subjects for filtered (0.016-0.08 Hz) simulated networks.)
















































when the window size was equal to the state duration in regularly changing SNs, as
shown by green entries. These percentages were reasonably high when the window
size was smaller than or equal to the state duration but dropped when window size
became larger than the state duration. For both QPeriodicSN and RandSN, in the
absence of any regularity, correct identification was observed for smaller windows and
decreased with the increase in the length of the window. However, these percentages
were higher for QPeriodicSN as a result of quasi-periodic patterns.
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Figure 22: Actual correlation and SWC of one node pair (100SN for 100 TRs window)
after addition of additive white Gaussian noise (AWGN) with an SNR of 20dB (b)
and 10dB (c). Noise reduces the sharp transitions of the SWC results seen in (a). The
identification of transition points becomes more difficult for small SNR (c) compared
with large SNR (b).
4.3.3 Effects of Signal-to-noise Ratio (SNR)
Various types and levels of noise are present in actual resting-state scans. Filtering
the data minimizes some of the noise sources but cannot eliminate them completely.
In order to examine the influence of noise, we added random AWGN at levels of 10dB
and 20dB to all SNs before performing the SWC. The SWC results of one node pair
in 100SN for the 100 TRs window are shown in Figure 22. since this combination of
state and window length performed best for the noise-free case. The addition of noise
reduced the sharp state transitions of the SWC results. Smaller SNR (c) reduced the
sharpness more than the larger SNR (b).
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4.3.4 Effects of Window Offset
Up to this point all of the results were shown for a window offset of one TR (645
msec). Since some previous studies have used larger offsets [14, 15, 103, 45], we also
explored the effect of larger offsets on the SWC and the resulting Cstates. When
the 100 TRs window is applied to 100SN but with a window offset of one-fourth
(25 TRs) or one-half (50 TRs) the window length, an additional transition occurring
at approximately 25 TRs (50 TRs) after the transition at the state change point is
introduced into the SWC time course as shown in Figure 23. (blue oval marker shows
one of these additional transitions in each plot).
4.3.5 Effects of Filtering
A recent study showed that the SWC for two sinusoids approaches the steady state
value only if the window size ≥ 1
fmin
, where fmin is the minimum frequency of the
correlating time series [53]. To determine if matching the lowest frequency in the
time course of the signals to the window size impacts the calculation of the SWC and
corresponding clustering in more complex data, we performed the same analysis on
the SNs created using highpass filtered ( > 0.016 Hz, > 0.05 Hz, and > 0.08 Hz) time
series. Based on the findings of [53], windows of size greater than or equal to 62.5 secs
(for fmin = 0.016 Hz), 20 secs ( for fmin = 0.05 Hz), and 12.5 secs ( for fmin = 0.08
Hz) would result in the SWC approaching the steady state values for our highpass
filtered SNs. The SWC between the node pairs were computed and compared with
the actual correlations for these highpass filtered SNs. The results for one node pair
for 100SN are given in Figure 24.
We observed decrease in the SWC values for almost all of our windows when
fmin was 0.08 Hz (row 3), but this reduction was more noticeable for larger windows
and did not follow the steady state correlations shown by black lines. Furthermore,
increasing the highpass cutoff also resulted in the loss of sharp transitions at the
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Figure 23: Effect of increasing the window offset (shift) on the SWC results. Each
plot shows the real correlation between one node pair (black) and sliding window
correlation for the same node pair (pink). (a) The SWC for the 100SN for 100
TRs window has transitions at the state transition points for an offset of one TR.
(b) Increasing the offset to one-fourth the window length (25 TRs) resulted in the
additional transitions along with the actual transitions after a time equal to the offset
(blue oval illustrates one such transition). (c) Increasing the offset to one-half the
window length (50 TRs) resulted in the additional transitions along with the actual
transitions after a time equal to the offset (blue oval illustrates one such transition).
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Figure 24: Actual and SWCs of one node pair for 100SN for different highpass cutoffs.
The cutoffs are increasing along the rows, while the window sizes are increasing along
the columns. (a) Results for 25 TRs (17 secs) window. The window size is larger
than minimum window size ( 1
fmin
= 12.5 sec) to suppress the spurious correlations
for row 3 only. Not much difference in the sliding window correlation (SWC) values
are observed from first two rows for the same window size. (b) Results for 50 TRs
(33 secs) window. The window size is larger than minimum window size ( 1
fmin
= 20
sec, and 12.5 sec) to suppress the spurious correlations for row 2, and 3. Significant
reduction in the SWC values are observed for cutoff > 0.08 Hz. (c) and (d) follow
the same trend as (b) for windows of sizes 100 TRs (65 sec), and 200 TRs (129 sec)
respectively. In (c) the sharp transitions observe for a cutoff of > 0.01 and > 0.05 Hz
(rows 2 and 3) are not present for cutoff > 0.08 Hz (row 3).
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state change point even when the window size was same as the state duration, which
can be observed in row 3 (c). Since most of the power in the low frequency BOLD
fluctuations lie in the very low frequencies (< 0.1 Hz), the filters with higher cutoffs
discard much of the information. Similar results were observed in all the subjects.
4.4 Discussion
Dynamic analysis of resting state functional connectivity (FC) holds the potential
to provide new insights into the organization and interplay of network activity in
the brain. Already it has been shown that dynamic analysis can improve sensitivity
to changes that occur in psychiatric disorders [77, 20, 54, 40]. One of the major
challenges in furthering the field of dynamic FC is a lack of gold standards that can
be used to evaluate how well analysis techniques reflect the actual network interactions
in a system where the timing, duration, and composition of states are all unknown.
Previous studies have taken two approaches to the problem, either linking network
dynamics to measurable behavioral outputs [45, 91] or tying them to simultaneous
measures of electrical activity made with other modalities [15, 90, 92, 68]. These
studies impart confidence that dynamic analysis methods reflect at least some of the
underlying neural dynamics. However, they do not readily adapt to a systematic
investigation of analysis techniques and parameters.
The SWC is one of the simplest and most widely used approaches to dynamic
functional analysis, and is sometimes followed by clustering to identify common states
of correlation patterns throughout the brain [2, 81]. Most dynamic functional con-
nectivity studies use SWC but the method’s performance depends on the choice of
parameters like window length, offset etc. In this study, we formed simulated net-
works (SNs) from real rsfMRI data in order to obtain SWC results similar to those
of real FC networks but with controlled state transition times.
Two recent studies [83, 33] analyzed the performance of the SWC for dynamic
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analysis and identified shortcomings of the method. [33] reported that the mere
presence of fluctuations in the SWC time series cannot be taken as the evidence of
dynamic functional connectivity and that it is important to select an appropriate
null hypothesis when performing the dynamic FC analysis and [83] compared their
proposed method with the SWC. Our approach complements these studies since sim-
ilar to [83], we observed a significant influence of a change in signal amplitude on
the SWC results for all windows (Figure 16). We also observed spurious fluctuations
in the results of the SWC for actual rsfMRI networks (Figure 15) and for the SNs
(Figure 16), supporting the findings of [33] that the mere presence of fluctuations in
the SWC results cannot be taken as evidence of dynamic FC. These similarities in
the results validate the use of our SNs for evaluating the impact of parameter choice
on the performance of SWC.
The effects of different parameter choices for the SWC and clustering were ex-
amined using these model networks. While the SNs were created using data from
actual resting state networks, several implicit assumptions may affect their similarity
to actual networks in the brain:
1. All nodes were assumed to be connected at all times. The SNs were spatially
invariant, meaning that nodes did not join or leave the network at any time.
2. Abrupt transitions occurred between consecutive states. In practice, the char-
acteristics of state transitions in the brain are not known, but it is likely that
smoother transitions over the course of seconds occur alongside or instead of
abrupt transitions.
3. The average duration of a real brain state is not known. For our study it was
modeled as 13 to 129 seconds, ranging from time scales on the order of a cohesive
thought to more long-term changes (in vigilance, for example) that occur on the
scale of minutes. It is likely that these time scales are expressed simultaneously
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in the actual brain. These assumptions are excellent targets for future exten-
sions of this work and more complex model networks may prove more realistic
for examining the accuracy of dynamic analysis techniques. Nevertheless, this
simple model provides some guidance about the impact of parameter choice on
the SWC.
4.4.1 Sharp transitions
Despite the fact that the data in our SNs was from rsfMRI scans, our SNs had sharp
state transitions as shown in Figure 14, which is different from the gradual changes
expected in real resting-state networks. These sharp state transitions were due to
abrupt changes in the signal intensities at the state transition points [55] that acted
as outliers, specially for smaller windows (25 TRs, 50 TRs) in which the averaging in
the SWC includes a smaller number of points. Although the transitions in our SNs
may not reflect the actual state transitions of rsfMRI networks, they clearly iden-
tify the important issue of SWC’s very high sensitivity to even one large short-lived
intensity change [83, 55]. Similar to the results of actual rsfMRI networks (Figure
15.) and previous studies [42, 103] the SWC fluctuated between negative and posi-
tive values even when the actual correlation was positive for the SNs. Furthermore,
similar to [103] we observed that despite of the large variations for smaller windows,
the pattern and timings of these correlation variations were same. For example, in
Figure 16., the ‘-1’ correlations appear almost at the same points for all the windows,
though other lesser variabilities are smoothed out by an increase in the size of the
window, as expected. However, our results differ from those of [103] in the sense that
the correlations vary between extreme values of ‘-1’ and ‘1’ regardless of the actual
correlation values between two state transition points. A closer inspection of these
results show that these variations are mostly accompanied by abrupt signal changes
at state transition points. Once the SWC value changed at the state transition point,
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it remained the same in most of the cases till the next abrupt signal change (at the
next state transition point) especially for longer windows (pink and brown). This
may be because the data between two consecutive state transition points was from
same resting-state networks so would not have any abrupt changes in signal. For
smaller windows (red and green) the window size was less than 1
fmin
which may have
introduced spurious fluctuations [53]. These results emphasized the vulnerability of
the SWC as an efficient and effective dynamic analysis method for FC. While sharp
transitions are troublesome for SWC, the same sharp transitions in our SNs in some
sense provided a “best case scenario” for clustering, with distinct boundaries between
states that resulted in efficient clustering performance by k-means, with perfect iden-
tification of state transitions and durations in the raw SNs.
4.4.2 Window length
As expected, window length had a substantial effect on the amount of variability
captured by the SWC and was the single most important determinant of the overall
accuracy of the technique. Smaller windows (17 and 33 seconds) had more variability
in the SWC results regardless of the SN. Some of these fluctuations maybe the result
of spurious fluctuations arising from the SWC algorithm itself based on the findings
of a recent study[53]. In this study it was reported that the minimum window length
to avoid the spurious fluctuations arising due to the SWC itself should be at least
equal to 1
fmin
, where fmin is the minimum frequency in the simple correlating signal.
In our study the fmin is 0.016 Hz that corresponds to a minimum window length of
62.5 seconds and window lengths less than this (17 and 33 seconds) would give rise to
spurious fluctuations. Regardless of window length, we found the overall correspon-
dence between the actual correlation and the SWC to be rather poor. sliding window
correlation (SWC) results were more divergent from the actual correlation values at
the time of state transitions illustrating that even a single outlier or abrupt change
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can have significant influence on the SWC output [55]. This effect was more pro-
nounced for smaller windows, since the averaging of SWC includes a smaller number
of samples, and a large change in the value of even one sample would greatly influence
the averaging. Furthermore, smaller windows would introduce spurious fluctuations
also [53]. Window sizes that were well matched to the duration of the states pro-
vided fairly good sensitivity to state transitions but still gave poor estimates of the
actual correlation values. Perhaps because of the sensitivity to transitions, clustering
after the SWC provided surprisingly good state identification for window lengths well
matched to state durations, despite the poor estimation of correlation values. To
some degree, the clustering was able to salvage information from the relatively poor
accuracy of the SWC time courses. However, this was only true for certain situations
where window lengths aligned well with state durations. It was also noted that in
some situations, the duration of Cstates appears to be dominated by the window
length rather than by the actual underlying state durations. Surprisingly, the clus-
tering of raw SNs resulted in perfect state transition and duration identifications,
giving far better performance than when SWC was used. These ideal results may be
due to the sharp state transitions of our SNs which would provide distinct grouping
to the clustering algorithm. However, these results also suggest that the application
of the SWC is in general detrimental to the identification of brain states, and that
clustering based on raw data provides a cleaner estimate of the patterns of underlying
activity. If windowing methods are used, the results of these simulations highlight
the need for development of adaptive techniques to maximize sensitivity to states of
different durations.
4.4.3 Signal-to-noise ratio (SNR)
Additive white Gaussian noise (AWGN) deteriorated the results of both SWC and
k-means clustering since it reduced the identification of sharp state transitions. This
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AWGN (20dB and 10dB SNRs) was added to the whole length of time series in SNs,
and this resulted in less sharp state transitions which influenced the state assignments
of the SWC results even for best case scenarios (50SN with 50TRs, 100SN with 100
TRs windows, and 200SN with 200 TRs window). The noise that we added was
random, but actual noise is rsfMRI often arises from physiological sources (heart
beat at ≈ 1 Hz, respiration at ≈ 0.3 Hz) and head motion [44, 28, 9, 5] and is
spatially structured. These types of noise may introduce structured deterioration in
the SWC results.
4.4.4 Window offset
An offset of a single TR proved best for detecting both state changes and durations.
Increasing the window offset reduced the sensitivity of the SWC towards the correla-
tion changes, as well as its ability to detect state transitions and durations. The larger
the offset, the worse the results became. A closer inspection of the results showed
that this deterioration may be due to shifts in the SWC results due to uncertainty in
the times which best reflect the average in the window, and to the introduction of new
transitions at intervals equal to the offset. To some extent, this may be related to the
sharp transitions between networks used for this study and could well be mitigated
for networks with more gradual transitions.
4.4.5 Time domain Filtering
Typical rsfMRI scans use a bandpass filter to minimize contributions from noise
( typically 0.01-0.1Hz or 0.01-0.08 Hz). Following the findings of [53], we applied
highpass filters with different frequency cutoffs to the data. We observed that the
highpass filtered SNs provide results similar to bandpass filtered networks when the
highpass cutoff was same as the that of the bandpass lower cutoff. As we increased the
highpass cutoff to higher values (>0.05 Hz and > 0.08 Hz) magnitudes of the SWC
results for windows larger than 1
fmin
were reduced, but the ability of the SWC to follow
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actual correlation values did not improve though the sharp state transitions of the
SWC results were lost. This suggests that in our model, other sources of variability
dominate the signal rather than the instability introduced by a mismatch in frequency
and window length. One reason for the differences observed from [53] may be that in
our case, correlations were computed for the duration of the states, rather than for
the whole scan time, making the sample length shorter. In some sense, the finding
that the inclusion of lower frequencies does not greatly impact the performance of the
SWC is encouraging. The combined requirements of highpass filtering to match the
window length and low pass filtering to limit contributions from noise would place
rather stringent limits on the range of windows that could be used to examine the
SWC dynamics. The unfortunate corollary of this finding is that since the inclusion
of lower frequencies does not greatly impact the SWC, the highpass filter does not
appreciably improve the SWC performance, leaving it far from ideal as an analysis
technique.
4.4.6 Considerations for future SWC studies
The SWC gives a mediocre estimation of the actual underlying correlation even in the
best of circumstances for our SNs, as shown in Figure 16. However, with appropriate
window lengths it could detect transition points fairly well, at least in networks with
abrupt or sharp transitions. Clustering based on these window lengths resulted in
reasonably accurate state identification. The results from our model suggest that
the use of a window length equal to or longer than the expected state duration will
provide the most accurate state characterizations. This requirement will of course
need to be balanced with the necessity of using windows short enough to provide an
estimation of changes over time. Shorter windows also identified greater proportions
of actual transitions between states, though this is counterweighted by the number
of false transitions that occurred. An offset of a single TR and a rectangular window
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provided the most accurate results, although this may be due in part to the abrupt
changes in the model network. Finally, the results of the SWC applied to QPeriod-
icSN and RandSN (arguably the most realistic models for the types of transitions
expected in rsfMRI) highlight the way that window size impacts the resulting states.
A large proportion of the states identified were approximately equal in length to the
sliding window, regardless of the length of the actual state duration. This may be an
important point to consider during the interpretation of the SWC-based clustering
on real rsfMRI data. A surprising and novel aspect of this study was perfect state
transition and duration identification obtained using k-means clustering on the raw
SN signal. These ideal results may be partly due to abrupt transitions of our SNs and
will require further examination. However, they suggest that researchers may wish
to consider using clustering-based approaches on the raw signal to identify the states
of FC, rather than the SWC time courses whenever possible.
4.4.7 Limitations and Future Directions
This study evaluated the performance of the SWC as a suitable method for capturing
network dynamics with rsfMRI. After examining the effects of various parameters on
the dynamic analysis results of the SWC, we observed that no set of parameters were
suitable for optimum performance of the SWC under conditions that are likely to exist
in the human brain (e.g., random lengths of state durations). Windows that matched
the intervals at which brain states changed provided the most accurate information,
but this situation is unlikely to be found in rsfMRI.
The clear outcome of this study is the need to develop algorithms that can adap-
tively detect state transitions of different durations. This is a clear target for future
research and may be addressed by the use of multiscale approaches (e.g., wavelet-
based analysis) that can simultaneously examine multiple time scales. An ideal anal-
ysis method would identify each state based on quantitative relationships between
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areas, along with transition points between states. The challenge of identifying an
optimum number of brain states is another target for future efforts.
Any algorithm that aims to address these issues will need to be tested against
modeled network dynamics, but even the best performance on a model network will
not guarantee success in identifying transitions of interest in actual resting-state func-
tional MRI (rsfMRI) data. Validation with multimodal data and behavioral outputs
will be necessary to conclusively establish a link between the output of the algorithm
and activity within the brain. Despite the large amount of work remaining, dynamic
rsfMRI has the potential to have a profound impact on our understanding of the
brain.
4.5 Conclusion
We used SNs from real resting-state networks and concluded that in the absence of
GTs, the SWC is not an efficient method of capturing the dynamics of these networks.
It could capture the correlation and state changes reliably under certain conditions
that are very unlikely to prevail in real resting-state networks. The results from this
chapter analyzed the performance of the SWC comprehensively, and will be excellent
guidelines for future studies intending to use the SWC, even in the domains other
than brain networks. These results led us to develop a new algorithm to adaptively
detect the change point of these networks from raw data, rather than focusing on the
results of the SWC as discussed in Chapter 6.
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CHAPTER V
FREQUENCY DEPENDENCIES OF SLIDING WINDOW
CORRELATION
The blood-oxygen-level-dependent (BOLD) fMRI data contains many source of spa-
tially structured noise arising from physiological sources (heart beat at ≈ 1 Hz, res-
piration at ≈ 0.3 Hz) and head motion [5, 44, 9, 28]. The functional connectivity
(FC) between two regions in the brain is derived form the correlation of their MRI
signal fluctiations [5]. These correlations may arise due to head motion and/or physi-
ological processes such as cardiac pulsation (1 Hz) and respiration (0.3 hz). However,
correlated signal fluctuations in the BOLD resting-state functional MRI (rsfMRI) oc-
cur at low temporal frequencies (< 0.1 Hz) [7, 18]. So, influence of the structured
noise is reduced during the preprocessing by filtering (heart and respiration) and re-
gression (motion parameters) without affecting the low frequency BOLD signal. The
frequency range to eliminate the cardiac and respiration noises is varied in differ-
ent studies which may influence results of the sliding window correlation (SWC). The
study in this chapter focuses on this aspect of the SWC analysis. The study presented
in this chapter has been published partially in [79]. An invited extended version of
the study is submitted for publication in the special issue of IEEE BIBM 2015 BMC
Systems Biology.
5.1 Motivation
The dynamic FC studies are performed on the bandpass filtered data (0.01-0.08 or
0.01-0.1 Hz) and the frequency range of the correlating signals may influence the
SWC parameters. Despite the popularity of the SWC method, the selection of the
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best window size is still a challenging issue. So far the only guidance seems to have
come from a recent study [53] that identified the best minimum window length for
simplified signals containing only a single-frequency component. The study can be
a milestone for deciding minimum window size in the SWC analysis. However, the
study ignored the fact that the actual rsfMRI signals contain more than one frequency
component and their combination may affect the final result. Since the frequency
range in different studies differ based on the cutoffs of the filter used, there is a need
to explore the influence of more than one frequency on the window length and SWC
results. In this chapter we extended the approach used in [53] to signals with two
frequency components separated by a phase lag only. Afterwards, we explored the
influence of multiple frequency components. We started the analysis with a study of
sliding window covariance, and extended it to the SWC by normalization. The effect
of non-stationarity is also explored by using modulating signals with low frequency
components. Similar to [53], the analysis is done in two steps: First a time domain




We started our analysis with two stationary deterministic signals xi and yi given by
xi = A1 cos(2πf1iTR) + A2 cos(2πf2iTR) (11)
yi = A1 cos(2πf1iTR + θ) + A2 cos(2πf2iTR + θ) (12)
in which f1, f2 (f2 > f1) are the frequencies of two sinusoids with amplitudes A1, A2
respectively and θ is the phase lag between the two signals, which is taken to be the
same for both the frequency components for simplification of computations. Since
rsfMRI signals are bandpass filtered before any SWC analysis, we can assume these
two frequencies to be the bandpass cutoffs with fmin = f1, fmax = f2, and fmax > fmin.
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The covariance of these two signals over the window w can be computed using the












in which (C) and (D) are terms dependent on the window length w and their
detailed derivation can be seen from Appendix A in Chapter 8.
5.2.1.1 Infinite Window Length
Stationary covariance over the entire signal length would be obtained from Equation









5.2.1.2 Finite Window Length
We can observe that the spurious fluctuations are introduced from second and third
terms in Equation 13 for a finite window length and the covariance over the window
w approaches the stationary covariance when these terms are zero.
i.e., (C) = 0 and (D) = 0.
Solving from Appendix A in Chapter 8.
sin(2πfjw)
αjfj




in which αj = constant, nj = 0, 1, 2......, j = 1 : 4
(15)







since f2 > f1 ⇒ n2 > n1.
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Since rsfMRI signals are bandpass filtered before any SWC analysis, we can assume
these two frequencies to be the bandpass cutoffs with fmin = f1, fmax = f2, and
fmax > fmin. There are two possibilities for the ratio of f1 and f2, discussed below in
detail.
1. CASE 1: f2 is an integer multiple of f1.
For this case we have n2 = m1(n1), in which m1 is an integer. As a result
we have f2 = m1(f1), f3 = f2 + f1 =(m1 + 1)f1 = (m2)f1, and f4 = f2 − f1
= (m1 − 1)f1 = (m3)f1, in which m2 and m3 are also integers. Putting all of
these values in Equations 49 and 52 would result in second and third terms of
Equation 13 to be zero if w is an integer multiple of 1/f1, which will give sliding
window covariance equal to actual stationary covariance at multiples of the 1/f1.
This result agrees with the result of [53] which reported that sliding window
covariance approaches stationary covariance by reducing spurious fluctuations
when the window length is greater than 1/f1 and is equal to the exact value of
the stationary covariance at the integer multiple of 1/f1.
2. CASE 2: f2 is not an integer multiple of f1.
For this case we have n2 = l1(n1), in which l1 is an not an integer. As a result
we have f2 = l1(f1), f3 = f2 + f1 =(l1 + 1)f1 = (l2)f1, and f4 = f2 − f1 =
(l1 − 1)f1 = (l3)f1, in which l2 and l3 are also not integers. Putting all of these
values in Equations 49 and 52 would result in non-zero second and third terms
of 13 even when w is equal to 1/f1, since the arguments of the ‘sin’ would not
be an integer multiple of π. It will result in zero values only when w is such
that it cancels out the products of l1(f1), l2(f1), and l3(f1) at the same time
giving all the angles to be an integer multiple of π.
This results from CASE 1 and 2 above show that the ratio of both frequencies
in the correlating signals influence the tendency of sliding window covariance
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Figure 25: Covariance of stationary deterministic signals with two frequency compo-
nents. (a) when the minimum (smaller) frequency is an integer multiple of maximum
(larger) frequency and (b) when it is not an integer multiple.
to approach the stationary covariance.
Figure 25. shows the results of sliding window covariance when the higher fre-
quency f2 is an integer multiple of the lower frequency f1 in (a) and when it is not an
integer multiple in (b) for various n in Equation 13. The lower frequency in both the
cases is 0.016 Hz, which would result in minimum window length w (= 1
f1
) to be 62.5
seconds as shown by dashed vertical black lines in both the figures. The amplitudes
A1 = 4, A2 = 2, and θ =0, resulting in stationary covariance of 10 (black dashed
horizontal lines). It can be observed from these figures that even though the spurious
fluctuations diminish in general for every n when the window length is above 1
f1
, the
exact stationary covariance value is approached at this window length only when the
higher frequency is an integer multiple of the lower frequency.
5.2.2 Multiple Frequencies
Since the correlating signals are bandpass filtered (normally from 0.01-0.08 Hz or 0.01-
0.1 Hz), there are more than two frequency components present in them starting from
fmin(0.01Hz) and ending at fmax(0.08 or 0.1Hz). In order to observe the influence of
more than two frequencies, we extended our frequency based analysis to correlating
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signals with multiple frequency components. Let xi and yi be two correlating signals
having m distinct frequencies and corresponding amplitudes, and differing in phase
only. Also suppose these frequencies lie between fmin and fmax such that fmin =
f1 < f2 < ... < fm = fmax. we further assumed the phase lag θ between all frequency
components to be same for simplification of the computations and to observe the










Using Equation (3), the covariance of these two signals would be given by (See



















In which (E), (F ), (G), and (H) involve the terms with sin(nπfxw), in which fx is
some frequency and w is the window length.
5.2.2.1 Infinite Window Length
Stationary covariance over the entire signal length would be obtained from Equation









5.2.2.2 Finite Window Length
The spurious fluctuations would be introduced from last four terms in Equation 18
that depend on the window length and the covariance over the finite window w ap-
proaches the stationary covariance when these terms are zero i.e., (E), (F ), (G), and (H) =
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0.
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in which fk+l = fk + fl , fk−l = fk − fl
(20)
in which nk and nl are integers and k 6= l.






, k > l (21)
since fk > fl when k 6= l ⇒ (nk+l + nk−l) > (nk+l − nk−l). In Equation 21 the
numerator would always be greater than denominator so the fraction would always
be greater than 1. So fk > fl.
We will explore the influence of more than two frequency components in the
correlating signals with the help of an example below.
Example:
Let f1, f2, f3 be three frequencies present in the correlating signals in which









= n21, in which n31, n32, and n21 are all greater than ‘1’.
From the above ratios, we have: f3 = n21f1 and f2 =
n31
n32






is greater than ‘1’.
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Figure 26: Covariance of stationary deterministic signals with multiple frequency
components (a) when all the higher frequencies are integer multiples (harmonics) of
the smallest frequency and when (b) they are not multiples.
The above results show that all the frequencies will be a multiple of the minimum
frequency f1.
1. CASE 1: fk is an integer multiple of f1 where k = 2,3.
In this case f2 = m1(f1), f3 = m2(f1) in which m1 and m2 are integers. From
Equations 56 and 60, we can see that the terms with sums and differences
of the three frequencies f1, f2, f3 are also present. All of these would be
sums and differences of integers so they will also be integers. Putting these
values in Equations 56 and 60 would result in all terms equal to zero if w is
an integer multiple of 1/f1, which will give sliding window covariance equal to
actual stationary covariance at multiples of the 1/f1. This result agrees with
the result of [53] which reported that sliding window covariance approaches
stationary covariance by reducing spurious fluctuations when the window length
is greater than 1/f1 and is equal to the exact value of the stationary covariance
at the integer multiple of 1/f1.
2. CASE 2: fk is an not an integer multiple of f1 where k = 2,3.
Similar to the case of two frequency components in Subsection 5.2.1, the terms
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containing w would not be zero in this case unless the product of all frequencies
and their multiples are an integer multiple of window length w.
The above results show can be generalized to show that the SWC would be able to
estimate the actual correlation for a window of length 1
fmin
only when all the higher
frequencies are integer multiples of 1
fmin
. Otherwise, the window length w has to
cancel out the non-integer multiples of all frequencies, which is a condition that is
not expected in exist in realistic scenario. Figure 26. shows the plots for the case when
the correlating signals contain four frequency components that are integer multiple
of the smallest frequency in (a) and not an integer multiple in (b).
5.3 Non-stationary Signals
5.3.1 Single Modulating Frequency
The actual rsfMRI signals are non-stationary with some modulating signals modifying
the frequencies of the stationary signals. So we introduced non-stationarity in the
correlating signals by multiplying one of the stationary signals with a modulating
waveform [53] cos(2πf0iTR), in which f0 << f1 and f0 << f2. Since the SWC is
used to capture the variability of the correlating signals, so some appropriate window
length should be able to capture the non-stationary frequency f0 only. In this part of
the study we tried to find the window length to reject all frequencies other than this
modulating frequency. For the sake of computations we will take the phase lag θ = 0.
Furthermore, we would do the non-stationary analysis in frequency (Fourier) domain
since we are looking for the relationship between the window length and frequency
components of the correlating signals, and also because it would show the interactions
between the frequency components more clearly [53]. Let us multiply the signal yi by
the modulating signal to introduce non-stationarity
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(cos(2π(f2 + f0)iTR) + cos(2π(f2 − f0)iTR))
(22)
Sliding window covariance cxy can be taken as the convolution(*) with rectangular
window h in time domain [53]






if |n| ≤ ∆;
0 otherwise.
Since convolution in frequency domain is multiplication in time domain and vice
versa, the discrete Fourier transform (DFT) of the Equation 23 can be given as
Cxy = (X ∗ Y )H − (XH) ∗ (Y H) (24)
The captial letters are DFTs of the signals. In DFT the kth frequency of a signal
of length N sampled with period TR is equal to fk =
k
NTR
. Some of the DFT pairs















Where δ is the Kronecher-delta function (δ[k] = 1 for k = 0), and H[k] is the
famous Dirichlet kernel, which is a discrete version of the sinc-function.
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Figure 27: The filter h in time in (a) and it spectrum |H| in frequency in (b). The
width of the main lobe is dependent on 1/w.
Figure 27. shows the filter h in time in (a) and its frequency spectrum |H| in (b).
In frequency domain the width of the main lobe is governed by length of the window
w. Since the side lobes have very small amplitudes, the application of the filter on
any signal would retain the frequencies within the main lobe only.
The DFTs of the signals x[n] and y[n] are given by















(δ(k + f2NTR) + δ(k − f2NTR))
(27)
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Figure 28: The discrete Fourier transform of (a) x[n] and (b) y[n].
Similarly
Y [k] = F(y[n]) = A1
4
(δ(k + (f1 + f0)NTR)
+ δ(k − (f1 + f0)NTR)) +
A1
4
(δ(k + (f1 − f0)NTR)
+ δ(k − (f1 − f0)NTR)) +
A2
4
(δ(k + (f2 + f0)NTR)
+ δ(k − (f2 + f0)NTR)) +
A2
4
(δ(k + (f2 − f0)NTR)
+ δ(k − (f2 − f0)NTR))
(28)
It can be seen from Figure 28. that the DFT spectrum are symmetric so we can
drop the negative axis of the spectrum without any loss of information. Also we
assume that w = 1
fmin
in Figure 27., in which fmin is the minimum frequency in the
correlating signals and f2 > f1 ≥ fmin > f0. Under these assumptions product (XH)
would be zero as all of its frequency components are beyond the main lobe of the filter
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convolution of (XH) and (Y H) would result in almost zero values. So, the Equation
24 would reduce to,
Cxy = (X ∗ Y )H (29)
We compute X*Y by convolving values from Equations 27. and 28. and multiply-
ing the product by H to compute Cxy. Since the computation would result in a large
number of terms and most of them would either be on negative axis of the spectrum,
or outside the main lobe of H. These terms would be dropped after multiplication
with H in the final result so here we will present only the terms which would be left
at the end. Specifically we are dropping the terms on the negative axis and the ones
where δ[k] is at 2f1 + f0, 2f1 − f0, 2f2 + f0, 2f2 − f0, f1 + f2 + f0, and f1 + f2 − f0
on the positive axis. We could drop all of these terms since 2f1, 2f2, and f1 + f2 are
larger than fmin, and f0, resulting all of these terms falling beyond the main lobe of
the filter H. Since the amplitudes of the frequency components, A1 and A2 do not
influence the behavior of the sliding window covariance so we take A1 = A2 = 1
to further simplify the computations. The final value of Cxy would be:




δ(k − ((f2 − f1)− f0)NTR) +
1
2
δ(k − ((f2 − f1) + f0)NTR)
(30)
1. CASE 1: fmin = f1, and f2 = m(f1), m < 2.
Since we started our analysis with the assumption that the two frequencies f1
and f2 are the minimum and maximum frequencies of the correlating signals
respectively and we concluded from discussion in the previous sections that the
spurious fluctuations would be avoided if the window length w is at least 1
fmin
,
so it is reasonable to take fmin = f1, which will give w =
1
f1
. When m is < 2
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Figure 29: Plots of Cxy overalid on plots of |H|. Undesirable frequency components
at ((m− 1)f1 − f0) and/or ((m− 1)f1 + f0) are extracted if the ratio of f2 and f1 is
less than or equal to 2.
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undesirable frequency components at ((m− 1)f1 − f0) and/or ((m− 1)f1 + f0)
would be extracted in addition to the modulating frequency components at f0
since ((m− 1)f1 − f0) ≤ f1 and/or ((m− 1)f1 + f0) ≤ f1.
2. CASE 2: fmin = f1, and f2 = m(f1), m ≥ 2.
In this case ((m − 1)f1 − f0) ≥ f1 and ((m − 1)f1 + f0) ≥ f1, so only the
modulating frequency components at f0 would be extracted.
Figure 29. shows the plots of Cxy overlaid on the plots of H when m < 2 in (a)
and m ≥ 2 in (b). For m < 2, the end result contains undesirable frequency
components in addition to the modulating frequency at f0. This results signify
the fact that the ratio of the two frequencies should be greater than some
specific value for successful extraction of modulation frequency only for the
case when only one modulating frequency is involved. Since we do not know
the exact nature of non-stationarity in the real rsfMRI signals, we can assume
that the modulating frequencies would be more than one which can result in
more complicated restrictions on this ratio. Next we explore the influence of
two modulating frequencies on the end result.
5.3.2 Two Modulating Frequencies
We increased the non-stationarity of two correlating signals by multiplication of one
signal with two modulating signals cos(2πf01iTR) and cos(2πf02)iTR, in which f2 >
f1 >> f01 >> f02. The non-stationary signal yi can be given by:
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{(A1 cos(2πf1iTR) + A2 cos(2πf2iTR))} {cos(2π(f01 + f02)iTR)













{(A1 cos(2πf1iTR) + A2 cos(2πf2iTR))} cos(2π(f04)iTR)︸ ︷︷ ︸
y2
in which f03 = f01 + f02 and f04 = f01 − f02
(31)
In this case the modulating frequencies are at f01 + f02 and f01 − f02, and the
desirable window would be the one that would reject all frequencies other than these
two. The covariance can be given by:
Cxy = (X ∗ (Y 1 + Y 2))H − (XH) ∗ ((Y 1 + Y 2)H)
in which Y 1 = F(y1) and Y 2 = F(y2)
(32)
X[k] would be the same as for single modulating frequency with frequency com-
ponents beyond f1 and f2 so multiplied by very low magnitude (side lobes) of H. As
a result (XH) would be almost zero and convolution with (Y1 + Y2)H would result
is almost zero values no matter what the frequencies components of Y1 and Y are.
Hence, the covariance would become, a
Cxy = (X ∗ (Y 1 + Y 2))H
= (X ∗ Y 1)H + (X ∗ Y 2)H
(33)
Proceeding similar to Equation 28, we get,
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Y 1[k] = F(y1[n]) = A1
8
(δ(k + (f1 + f03)NTR)
+ δ(k − (f1 + f03)NTR)) +
A1
8
(δ(k + (f1 − f03)NTR)
+ δ(k − (f1 − f03)NTR)) +
A2
8
(δ(k + (f2 + f03)NTR)
+ δ(k − (f2 + f03)NTR)) +
A2
8
(δ(k + (f2 − f03)NTR)
+ δ(k − (f2 − f03)NTR))
(34)
Similarly,
Y 2[k] = F(y1[n]) = A1
8
(δ(k + (f1 + f04)NTR)
+ δ(k − (f1 + f04)NTR)) +
A1
8
(δ(k + (f1 − f04)NTR)
+ δ(k − (f1 − f04)NTR)) +
A2
8
(δ(k + (f2 + f04)NTR)
+ δ(k − (f2 + f04)NTR)) +
A2
8
(δ(k + (f2 − f04)NTR)
+ δ(k − (f2 − f04)NTR))
(35)
Convolution of X with Y1 would give terms at the negative frequencies (i.e. at
−2(f1 + f03), −2(f1 − f03), −2(f2 + f03), −2(f1 − f03), −(f1 + f2 + f03), −(f1 +
f2 − f03), −(f2 − f1 + f03), and − (f1 − f2 − f03). All of these negative frequency
components can be ignored. Similarly there will be frequency components beyond
f1 = fmin (i.e. at 2f1 +f03, 2f1−f03, 2f2 +f03, 2f2−f03, f1 +f2 +f03, f1 +f2−f03.
Since the filter H cutoff is at fmin so these frequency components would also be
eliminated after multiplication with H. So after removing these terms the product
would become,
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δ(k − ((f2 − f1)− f04)NTR) +
1
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δ(k − ((f2 − f1)− f03)NTR) +
1
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δ(k − ((f2 − f1)− f04)NTR) +
1
4
δ(k − ((f2 − f1) + f04)NTR)
(38)
Similar to single modulating frequency case, the components at undesirable fre-
quencies (f2 − f1) + f03, (f2 − f1) − f03, (f2 − f1) + f04, and (f2 − f1) − f04 would
be eliminated if f2 = mf1, and m ≥ 2. For both cases of single and two modulating
frequencies we explored the case when there were only two frequencies in the cor-
relating signals and discovered that the undesirable frequencies would be avoided if
these two frequencies have some specific ratio. Increasing the number of frequencies
beyond two may introduce more undesirable frequency components in the results.
5.3.3 Limitations and Future Directions
Our study shows that for the SWC to approach the stationary correlation, the higher
frequencies in correlating signals should be an integer multiple of the lowest frequency
even for combination of simple sinusoids. Also for the SWC to reject all frequencies
other than the modulating frequencies, there should be some specific ratio of the
correlating frequencies, even for simple case of two frequencies in the correlating si-
nusoids. Since the real rsfMRI signals include multiple frequencies, which may not be
harmonics of the fundamental frequency, the SWC may not be able to estimate the
actual correlations reliably. This work is limited to very simple sinusoids involving
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number of frequency components. The real resting-state networks are not expected
to contain simple sinusoids so from that perspective these results do not cover re-
alistic possibilities. However, since the SWC is not performing optimally for these
simple sinusoids so it is reasonable to presume that it would perform worse for real
data. With more complicated signals, future work in this direction may be able to
estimate the frequency components of the real resting-state networks and analyze the
performance of the SWC on them.
5.4 Conclusion
This study analyzed the impact of frequency components of correlating sinusoids on
SWC results. We found that there were spurious fluctuations arising due to the SWC
method itself. These fluctuations were reduced significantly if the window length
was at least equal to the reciprocal of the minimum frequency in the correlating
signal, similar to the result of [53]. However, we also observed that the SWC would
approach the exact stationary correlation value at this window length (and at its
integer multiples) if the higher frequencies are an integer multiple (harmonics) of
the lowest frequency. Another important result of our study showed that if the
ratio of the two frequencies was less than a certain value, the SWC would result in
extracting undesirable frequency components for non-stationary signals in addition
to the desirable modulating frequency components. These are important results since
they signify the importance of frequency ratio in deciding the window length instead
of just the minimum frequency of the correlating signals.
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CHAPTER VI
ADAPTIVE NETWORK CHANGE POINT DETECTION
The presence of QPPs [62, 61], co-activation patterns [57, 56], and spontaneous BOLD
events [72] in the rsfMRI indicate that functional connectivity (FC) networks change
over time by changes in the intensity levels of their regions. We used this observation
to formulate a novel algorithm for adaptive network change point detection of these
networks. Once these change points are detected the connectivity between any two
such points can be computed by using adaptive window in the sliding window correla-
tion (SWC) or by any other appropriate measure. In this chapter we will present the
algorithm followed by the results of its application on simulated and real networks.
6.1 Motivation
Our findings in the previous chapters clearly showed the inadequacy of the SWC as an
efficient method for the study of dynamics in FC networks. These findings emphasized
the need to developed new algorithms to detect the change points of these networks
adaptively. We developed such an algorithm by focusing on the findings of some
recent studies [62, 61, 57, 56, 72] about the presence of QPPs, co-activations patterns
and spontaneous BOLD events. In QPPs [62, 61], the transition from one network
(e.g. DMN) to another (e.g. TPN) takes place within a span of few seconds (20
seconds between DMN and TPN). This transition is observable even by naked eye
by looking at the gradual change in the intensity levels of the regions involved [62].
Mostly the transition from one network to another takes place by the simultaneous
sign changes in the intensities of various regions from negative to positive and vice
versa. Co-activation patterns [57, 56] approach states that the spontaneous activity
in the brain maybe dominated by brief instances of activations and deactivations.
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This again involves simultaneous sign changes of the participating regions. Similar
observation is made for spontaneous BOLD events [72]. These findings indicate that
the dynamics of the FC networks are accompanied by simultaneous changes in the
intensities of regions in scanned images at different time points. As a consequence,
we were motivated to use some image similarity measures to capture these dynamics.
6.2 Algorithm
Our novel adaptive change point detection algorithm is based on concepts of two
similarity measures: statistical sign change (SSC) and sum of absolute differences
(SAD). In SSC the intensity difference of two images is computed and the change
in the signs of the difference is the measure of similarity between the two images
[25, 82]. The SSC measure is frequently used in medical image registration [25, 82].
The SAD measure is used in many algorithms for motion detection [100]. In SAD
pixels within a square neighborhood of target image are subtracted from the ones in
reference image and then the sum of the absolute difference is computed within the
square window. If the left and right images exactly match, the resultant sum would
be zero.
We hypothesized (based on results of [62, 61, 57, 56, 72]) that in FC networks
the change in state or network configuration takes place as a result of change in the
signs of the intensities (positive to negative and vice versa) of images at adjacent
time points. So, if we compute the difference between the sign changes of adjacent
normalized images, and then compute sum of absolute values of these differences then
this sum would be largest at the point of maximum sign change. This maximum sign
change would reflect the maximum change in the network state or configuration and
would give the location of the largest state change. So extracting a number of largest
sums of absolute differences would provide the locations of state changes.
We started by representing each scanned image as one column vector of a matrix.
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Figure 30: Block diagram of the adaptive change point detection algorithm. (a) Each
column of the matrix is one normalized image scanned at that time point. N is total
number of voxels in the images and M is the total number of images or time points.
(b) Matrix containing the sign difference of two adjacent normalized images (column
wise). (c) Absolute values of the sign differences are added. The larger the sum, the
more is the difference between the images. (d) Largest sums above certain threshold.
As a result we formed a NxM matrix, in which N is the number of voxels in an image
and M is the number of time points (scans or TRs). This would result in M images
with N voxels each and the image vector at any time point t can be represented as
Xt = [x1t, x2t, x3t, .., xNt]
′, 1 ≤ t ≤ M . Then we normalized all the images to zero





(µt and St are sample mean and sample standard deviation of the image at time t).
Afterwards, we computed the difference of signs between any two adjacent images.
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Similar to the SSC, the change in signs were the indication of the difference for our
images. However, in our algorithm we computed the difference of signs (instead of the
intensities) between two images at adjacent time points. This process is repeated for
the entire scan length. As a result we obtained a Nx(M−1) matrix, in which columns
were the sign differences of the adjacent normalized images. Afterwards, we computed
the sum of absolute differences of each column (based on the idea of SAD) at each
time point. Extraction of a number of largest sums would provide the location of
state change points. Once these change points are extracted, the network transitions
can be observed by extraction of images around the change points. Our algorithm
is very efficient since it uses just sums and differences and is computationally very
inexpensive with computational complexity of O(n). Figure 30. shows the block
diagram for the sequence of operations in our algorithm.
6.2.1 Pseudo Code
The pseudo code for the algorithm is given below. In this code N is number of
images, M is number of time points, Diff is sign difference, and SumOfDiff is
sum of absolute of sign differences.
Step 1:
for t = 1 to M-1 do
for n = 1 to N do




for t=1 to M-1 do
SumOfDiff(:, t) = sum(abs(p(:,t);
end




We applied our algorithm on randomly changing simulated networks (SNs) (QPeri-
odicSN and RandSN from Section 4.2.4) to detect the state change points. The SWC
failed to capture the state transitions and durations in these SNs successfully (Figures
20 and 21). Figure 31. shows the results of our change point detection algorithm on
these SNs. QPeriodicSN had 14 state transition points and RandSN had 9 of them
as shown in GT plots of Figure 31. We computed the sum of differences of images
at all time points and plotted the vertical lines (red) at the locations of largest sums.
It can be observed that these locations are exactly coinciding with the state transi-
tion points of the two SNs showing the success of our algorithm in detecting these
transition points. It should be mentioned here that the red vertical bars are not the
magnitudes of the actual sums but are plots of equal magnitudes at the location of
largest sums. The values of largest sums themselves varied based upon the number
of sign differences at the location of state changes, which was an expected result.
Our SNs had sharp transitions that may have resulted in ideal state change point
detection. So next we applied the algorithm to real fMRI data.
6.3.2 Real Networks (Task)
We applied the proposed algorithm on real data extracted from a vigilance task from
an earlier study [91] that was specifically focused on understanding the behavioral
performance of individual subjects emerging from interacting brain systems. The
resting-state scans of same study was used in Section 3.3., to analyze the state transi-
tion of SWC results for different window sizes using t-SNE. The methods for scanning
and preprocessing steps were same as mentioned in Section 3.3. We applied the al-
gorithm on the task-based scans first. The reason for using task-based scans was the
fact that we had the task onset times available so validation of the algorithm was
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Figure 31: Adaptive change point detection of (a) QPerioidicSN and (b) RandSN.
Red vertical lines are positions of the largest change points detected by our algorithm
and they align perfectly with the change points of these SNs.
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possible. We selected the scans from this specific study since it was a very subtle task
(close to resting-state) and we hypothesized that if our algorithm could detect the
change points reliably in this task, then it would perform well for resting-state scans
too. Figure 32. shows the result of our algorithm on detecting the changes in gray
matter area from one run of a subject, selected at random. The red lines show the
reaction time (when the subject pressed the button in response to the color change)
in response to the task onset.
In both figures the red vertical lines show the reaction time of the task and the blue
lines are the largest (a) 5% and (b) 10% sums of absolute differences. We hypothesized
that large sums should be present around reaction times. It can be observed that high
sums are indeed present around these time points even for the case of 5% largest sums
in (a). Another observation that can be made from these figures is the fact that most
of the time the sums are present in the form of clusters (green arrows) at adjacent
time points. This is again expected since the state transition is a gradual process and
would take a few seconds to complete, resulting in large consecutive changes of signs.
It can also be seen that these clusters are present even in the absence of any task
onset which may be meaningful results (due to the resting-state network transitions
at the time when no task is performed) or false positives.
Figure 33. shows the percentage of times the largest 5% sums were within 5
seconds or 8 seconds of the reaction time for eight subjects and twenty four runs.
Red horizontal lines show the mean percentages. As expected the mean percentage
is higher for detection within 8 seconds of the reaction time. It should be noted here
that these plots are only from 5% (65 time points) of the largest sums. Increasing
this sum is expected to improve the percentage detection.
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Figure 32: Adaptive change point detection of the vigilance task. Red vertical lines in
both figures are the times when the subject reacted in response to the vigilance task.
The plots are for (a) 5% largest sums and (b) 10% largest sums. The algorithm was
reasonably successful in detecting these times (shown by blue vertical lines around red
ones). It should be noted that the large sums occur in cluster (pointed to by green
arrows) in which the large changes are taking place at adjacent time points. This
is expected based upon the fact that the state changes in real networks are gradual
and take few seconds to complete. These clusters are present at location other than
the task which may either be due to transitions in resting-state networks or false
positives.
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Figure 33: Percentages of correct change point detections in vigilance data. The plots
are for the times within 5 and 8 seconds after the reaction in response to the task.
The plots are for eight subjects and twenty four runs. The mean correct percentage
for 5 seconds is 53% and for 8 seconds is 68% (shown by red horizontal lines). These
low percentages maybe due to the fact that vigilance task is very subtle and some of
the subjects may not have noticed and fully reacted to the task. It would result in
less or no change of networks during next few seconds.
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Figure 34: Adaptive change point detection of resting-state network from a randomly
chosen subject and run. We picked a cluster of largest sums (shown in (a)), and
plotted the four slices at the start and end of this cluster. Total number of scans in
this cluster was 9, which was equivalent to 3 seconds. A significant change in the
network can be observed during this time (black ovals).
6.3.3 Real Networks (Rest)
As seen from Figure 32. clusters of larges sums of absolute differences were obtained
even in the absence of any task, which may be due to the network transitions in
resting-brain or false positives. In order to observe if the network is significantly
transitioning during these clusters we applied the algorithm on resting-state data
from the same study and results for one randomly selected subject is given in Figure
34.
We plotted all four slices at the start and at the end of a cluster of large sums from
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(a) in (b) and (c). The start and end of the cluster are pointed to by red lines. It can
be observed that there is a significant amount of transition in the network between
these two time points (shown by black ovals) that are only three seconds (9 scans)
apart.
6.3.4 Limitations and Future Directions
Our adaptive change point detection algorithm is simple and efficient, however, it has
a few limitations. It was able to detect the state changes in the subtle vigilance tasks
quite reliably but not perfectly. For resting-state networks also these changes were
observed, however, lack of ground truth makes it difficult to identify if these changes
occurred due to network changes or were false positives. Furthermore, the changes
take place in FC networks at all times so there would always be sign differences
between any adjacent scanned images. Our algorithm is based on the hypothesis,
that the largest sums would indicate the presence of state changes. However, in the
absence of any information about the underlying network transitions, there is no way
of knowing how many of these largest sums to analyze.
In future, a stronger and well-defined task may be used to observe the success
of the algorithm for change point detection. If the algorithm performs better on
stronger task that this fact may be used as the validation of the clusters (of sums)
in the resting-state as the points of network transitions. In future, some appropriate
statistical test may also be employed to test the significance of the results. Future
studies can also modify the algorithm to set a threshold on the number of largest
sums based on the maximum and minimum sums of absolute differences. Moreover,
the algorithm may also be used to differentiate between the detection of change points




Our adaptive change point detection algorithm perfectly detected the sharp state
transitions of randomly changing SNs. It was efficient in detecting the change points of
networks even when the task was very subtle, and it identified the change points that
maybe due to changes in the resting-state networks. With development of appropriate
statistical tests the significance of these detected changes can be explored further.
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CHAPTER VII
CONCLUSION AND FUTURE WORK
In this study, two major issues of dynamic functional connectivity (dFC) analysis
were addressed: (1) The performance evaluation of the sliding window correlation
(SWC) and (2) Development of an adaptive change point detection algorithm. The
study started with evaluation of SWC results (Chapter 3) and ended by developing a
novel algorithm for adaptive change point detection of functional connectivity (FC)
networks (Chapter 6). During the course of study concepts and algorithms from the
field of signal processing, image processing, video processing, information theory, and
machine learning were applied in entirely new ways. Novel applications of Kullback-
Leibler (KL) divergence and t-Distributed Stochastic Neighbor Embedding (t-SNE)
were introduced in Chapter 3. Chapters 4 and 5 performed extensive analysis of the
SWC by processing the signals in time and frequency domains.
7.1 Variability of the FC networks
Spatial extent of the variability in FC networks was analyzed in rodents. A new
application of KL divergence to identify the regions with discrete state of FC was
introduced. The identification and subsequent extraction of these regions would re-
duce the unnecessary analysis of the regions that are always part of FC networks.
State transitions of the default mode network (DMN) from human data was observed
for different window sizes using dimensionality reduction technique, t-SNE, providing
visual identification of the results. Both of these applications presented in Chapter 3
would benefit future studies of dFC.
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7.2 Performance Evaluation of the SWC
Results form first part of the study motivated us to evaluate the performance of the
glsswc method itself. In this part for the study we used the SNs, with controlled
state change points that were derived from actual resting-state data. According to
the knowledge of the author, it is the first time that the SNs were formed from real
resting-state data for this purpose. An extensive analysis of the glsswc performance
on these networks provided a comprehensive picture of the SWC as an inefficient
dynamic analysis method. Frequency dependence of the window length in the SWC
was also evaluated by using sum of sinusoids with multiple frequencies. Both of these
studies in Chapter 4. and Chapter 5. reveal the challenges of using the SWC without
any GTs, and would be milestones for future studies intending to use the SWC.
7.3 Adaptive Change Point Detection
We used the concepts from similarity measures of stochastic sign change (SSC) and
sum of absolute differences (SAD) from image and video processing to develop a
new adaptive change point detection algorithm in Chapter 6. This algorithm was
perfectly successful in the cases in which the SWC failed for the SNs used in Chapter
4. It worked well for a very subtle vigilance task and identified locations in resting-
state networks that may be the change points of these networks. This algorithm is
computationally very inexpensive which is its major power. We believe this can be a
beneficial addition to the field of neuro dynamics.
7.4 Thesis Contribution
Two major contributions of the study are comprehensive performance evaluation of
the SWC (Chapters 4, 5 ) and development of a new algorithm to detect the change
points of functional connectivity (FC) networks adaptively (Chapter 6.) by using the
similarly measures from image and video processing. The results from these chapters
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can be milestones for future dFC studies. Another important aspect of our study
is application of concepts and algorithms from various domains for dFC analysis.
These results would encourage future studies to move the focus from finding new
ways of applying the same old methods, to linking the dFC analysis to entirely new
methodologies from different domains.
7.5 Limitations and Future Work
This study covered dFC from many angles, but there were limitations on each aspect
that can be handled in future studies. The first study used anesthetized rats for
the study of dynamics, which may have resulted in small extent of variability in
the networks. This might be the reason for very few bi- or multi-modal high KL
divergence histograms. Future studies can circumvent this issue by using the rsfMRI
scans from awake rats or humans. The human part of the study (using t-SNE) could
capture the variability range of state transitions for different window length, but it
couldn’t identify if the transitions were to the same state again and again or to new
ones. It also couldn’t identify the number of states for any window length. The
studies can use some clustering algorithm on raw resting-state networks to identify
number of states and label each time point with its state assignment. The application
of t-SNE afterwards would identify the pattern of state transitions.
The main limitation of the study using SNs from real resting-state networks was
the sharp transitions in these networks. These transitions clearly showed the sensitiv-
ity of the SWC to even a single amplitude change but at the same time it may have
resulted in perfect state identification of the states in raw data by k-means. Hence,
these SNs would be good for performance analysis of the SWC, but may give false
positive results as far as state assignment is concerned. In future the studies can
form networks from real resting-state data, but with more smooth transitions closer
to the actual FC networks’ transitions. We used simple sinusoids for exploration
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of frequency dependence in the SWC and future studies may explore the frequency
dependencies of real resting-state networks.
The adaptive change point detection algorithm presented in this study is very
basic but reasonably efficient to detect change points of a subtle vigilance task. It
also identified these change points in resting-state networks but it was not evident if
they were really network change points or false positives. In future, a stronger and
well-defined task may be used to analyze the success of the algorithm. The statistical
significance of the results can also be performed to explore if these points are actually
the network change points or false positives in case of resting-state networks. More-
over, the algorithm may also be used to differentiate between the detection of change
points in groups of healthy controls and patients instead of identification of these
points in individual subjects. Future studies can also look into other visual aspects of
the rsfMRI scans to develop more robust change point detection algorithms. Future
studies can also combine change point detection with adaptive analysis techniques to
capture the variabilities of the networks between any two adjacent change points.
Despite the limitations of this study, we believe that our SWC analysis (both us-
ing SNs and frequency dependence) would be an excellent guideline for future studies
intending to use the SWC in the absence of GTs in any field (e.g. finance, med-
ical, network analysis, and weather trends etc.). We also believe that application
of t-Distributed Stochastic Neighbor Embedding (t-SNE) and development of novel
adaptive change point detection algorithm would shift the focus to analyze the raw




8.1 Solving for two frequencies
From equation 3, we have















(a+ b+ c+ d)
(41)
In which,
a = A21 cos(2πf1iTR) cos(2πf2iTR + θ)
b = A22 cos(2πf1iTR) cos(2πf2iTR + θ)
c = A1A2 cos(2πf1iTR) cos(2πf2iTR + θ)
d = A1A2 cos(2πf2iTR) cos(2πf1iTR + θ)
(42)
and
II = ynxn (43)
8.1.1 Solving for I

















cos(2πf1t) cos(2πf2t+ θ)dt (44)
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since w = (2∆ + 1)TR
(45)
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8.2 Solving for multiple frequencies
For sinusoids with m frequencies and amplitudes (18) we compute the covariance
cxy[n] by solving for (I) and (II) from Equation (3):
































































































cos(2πfkiTR) cos(2πfliTR + θ)dt
(55)
After integrating, applying limits and using trigonometric identities (similar to











































in which fk+l = fk + fl , fk−l = fk − fl and φ = 2πfk−lnTR
(56)










































in which fk+l = fk + fl , fk−l = fk − fl and φ = 2πfk−lnTR
(57)
Further simplification of the above equation would give the same result as 49.
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AWGN additive white gaussian noise. xv, 63, 79, 80, 88
BOLD blood-oxygen-level-dependent. 5, 9, 13, 24, 40, 42, 47, 55, 82, 93, 112, 113
CP caudate putamen. 19, 23, 29, 32, 34, 41, 43
DCC dynamic conditional correlation. 15, 16
dFC dynamic functional connectivity. vi, 3–9, 12–15, 17–20, 24, 26, 30, 35, 36,
44–46, 54, 55, 124, 126
DI Dunn’s Index. 28, 36
DMN default mode network. xiii, 10, 13, 16, 40, 48, 52, 56–59, 65, 112, 124
EPI echo planar imaging. 21, 47
FC functional connectivity. vi, ix, 1–10, 12–20, 23, 24, 26, 28–32, 34–38, 40–44, 53,
54, 59, 60, 63, 64, 74, 82, 84–86, 91, 93, 112, 113, 122, 124–127
fMRI functional MRI. 1
GT ground truth. 1, 2, 4, 5, 7–9, 14, 16, 17, 52, 55, 61, 64, 69, 92, 116, 125, 127
ICA independent component analysis. 10, 13, 15
KL Kullback-Leibler. xii, 6, 20, 23, 28, 29, 38, 39, 42–44, 49, 124, 126
LCP left caudate putamen. xi, xii, 22, 23, 30–32, 34–37, 40
LFF low frequency fluctuations. 9
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LFP local field potential. 24
LS1 left somatosensory cortex. xi, xii, 22, 23, 30–32, 34–37, 39, 40
MAC multiplicative analytical coupling. 15, 16
PVT psychomotor vigilance task. 46
QPP quasi-periodic patterns. 4, 5, 13, 15, 16, 112
RCP right caudate putamen. 22, 30, 32, 36, 38, 40
ROI region of interest. vii, xiii, 10, 14, 19, 20, 22, 23, 28, 29, 46–48, 57–59, 61, 63,
65
RS1 right somatosensory cortex. xii, 22, 31, 32, 36, 37, 40
rsfMRI resting-state functional MRI. 2, 4, 5, 9, 10, 14, 55–57, 59, 63, 64, 84–86,
88–94, 96, 101, 107, 110, 112, 126, 127
RSN resting-state network. 9, 10
S1 primary somatosensory cortex. 19, 21, 23, 29, 32, 34, 41, 43
SAD sum of absolute differences. 7, 113, 115, 125
SN simulated network. x, xiii, xiv, xvi, 2, 6–8, 54, 55, 57, 59–65, 68, 69, 71, 72, 74,
75, 77–79, 82, 84–92, 116, 117, 123, 125–127
SNR signal-to-noise ration. viii, xv, 23, 63, 79, 80, 88
SSC stochastic sign change. 7, 113, 115, 125
SWC sliding window correlation. viii, ix, xiii–xv, 2–9, 15–20, 23, 24, 28, 29, 32, 38,
44, 45, 47, 48, 52–55, 57, 60, 61, 63–70, 72–74, 77, 79–94, 96, 101, 110–112, 116,
124–127
135
t-SNE t-Distributed Stochastic Neighbor Embedding. vii, 6, 44–46, 48–50, 52, 53,
116, 124, 126, 127
TPN task-positive network. xi, 10, 11, 14, 16, 112
TR repetition time. x–xv, 4, 19, 22, 24, 25, 44, 46–48, 50–52, 56, 59, 60, 62, 63, 65,
67, 68, 72–81, 83, 86, 88–90
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