Abstract
Introduction
Properties about programs such as safety and liveness can be expressed in terms of predicates. So, a technique to detect whether a predicate is true at a system state, which occurred in a particular execution, is important for testing and debugging distributed programs. However, due to the inherent asynchrony of the distributed systems, processes (by themselves) cannot ascertain that the global state (at which a given global predicate @ is true) actually occurred during the execution. Cooper 
Definitely(@)are as follows [4].
The definitions of Possibly(@) and
Possibly(@):
There is an execution of the program consistent with its observed behavior such that @ was true at a point in that execution. 
Definitely(@):
For all executions of the program consistent with its observed behavior, @ was true at some point.
Cooper and Marzullo [4] present centralized algorithms for detecting Possibly(@) and Definitely(@) for any arbitrary predicate @. In this paper, we refer to these algorithms as CM algorithms. The space and time complexities of CM algorithms are exponential in the number of processes. Several researchers have presented polynomial time algorithms for detecting global predicates by placing restrictions on the type of predicates [l, 6, 8, 9 , 131. The CM algorithms are important because (1) existing polynomial time algorithms are for restricted forms of predicates, and (2) the polynomial time algorithms are different for different predicates. In contrast, the CM algorithms may be used for any arbitrary predicate. It appears that detecting an arbitrary global predicate involves exhaustive checking of every global state.
A natural question to ask now is, "can we reduce the space complexities of the algorithms for detecting Possibly(@) and Definitely(@) for an arbitrary predicate?" In this paper, we present an algorithm for Possibly(@) that uses O(mn) space where m is the total number of events in the computation and n is the number of processes in the system. We assume that the computation terminates eventually. It remains to be seen whether one can provide a space efficient algorithm for Definitely(@) also. We then parallelize our space efficient algorithm for detecting Possibly(@). Considering the explosive nature of global state space, a parallel algorithm can significantly reduce the time taken to detect Possibly(@). A salient feature of our parallel algorithm is that the processors that test global states do not communicate (through messages or shared memory) to determine who has to test a particular global state. Our experimental results show that the speedup of our algorithm is close to the optimal value for the experiments per-formed.
We further improve the performance, both in time and space, of our algorithms by increasing the granularity of an execution step from an event to a sequence of events (interval). Instead of checking every global state, we check every global interval. (For the definition of global interval see Section 5.) When the value of the variables related to the global predicaites are not changed "frequently," the number of global intervals can be substantially less than the number of global states, thereby reducing the space and time requirements of our algorithms.
Preliminaries
A distributed system is a collection of n processes labeled PI, . . . , P,. Processes are connected by point to point logical channels. Processes and channels are asynchronous. We assume that processors ( on which processes execute) and channels are fault free. Processes communicate by message passing only.
A process is a collection of events that form a total order. An event in a process is an action that changes the state of the process. An event may be a :send event resulting in sending of a message to other processes, a receive event resulting in receipt of a message from a process, or an internal event. We use Lamport's partial order happened before, denoted by -, to express the causality between any two events [7] . Let E be the set of all events in a particular execution. Then ( E , -) is a partially ordered set. A run of a distributed program can be represented by a space-time diagram. The space-time diagram for a sample run is shown in Figure l(a) .
A global state of a distributed system is a conszstent collection of local states of the processes [3] . A consistent cut C is a finite subset of E such that e E C and e' -e implies e' E C. For every consistent cut there is a corresponding consistent global state (the state of the system after executing all the events in the cut).
The set of all global states of a run forms a lattice [ l l ] . Two nodes (global states) of a lattice are connected by an edge, if the system can proceed from one state to the other by executing one event. A path from the initial global state to the final global state in the lattice is an observable computation of the system. The lattice for the sample run of Figure l A global state S is represented as < k 1 , . . . , k , > such that, for process P,, its state after executing k; events is included in S. Function pred, the predecessor function, for a global state S is defined below. 
pred(S)
=
Algorithm for Possibly(@)
The CM algorithm for Possibly(@) constructs the lattice of the execution. The number of nodes in the lattice can be exponential in the number of processes. The depth of the lattice is the total number of events in the run. The average breadth of the lattice can be exponential in the number of processes, even when the total number of events in an execution is polynomial in the number of processes. The level of a global state
The CM algorithm for Possibly(@) traverses the lattice in a breadth first fashion. It computes all the global states in one level, stores and checks them and then proceeds to the next level. Hence the space required (to store nodes of one level) in the worst case can be exponential in n.
In contrast, our algorithm traverses the lattice in a depth first fashion. We do not store the nodes that are already visited as this will require exponential space. Also, we do not visit a node more than once. We perform some computation to decide whether a node has already been visited or not.
Main Idea: Assume that we are in global state S in the lattice. Let S' be a successor of S in the lattice. Now we have to decide whether S' can be visited (tested) from S. Global state S' has at most n predecessors in the lattice. All predecessors of S' can be ordered according to their values. If the value of S is the maximum among values all the predecessors of S', then we visit S' from S. The key rule for testing a global state exactly once is to visit the global state only from its predecessor that has the maximum value among all its predecessors.
Our algorithm for Possibly(@) is executed by a monitor process. During the computation, all the processes, after executing an event, send the timestamp of the event and the value of the local variables re- We illustrate the working of our algorithm with an example shown in Figure l(b) . The numbers in bold show the order in which the lattice is traversed. The algorithm is invoked with the initial global state < 0,O >. The value of i is 1. After step 6 S' =< 1 , 0 >. Since, < 1 , 0 > is a consistent global state and mas(value(pred(< 1 , 0 >))) is < 0,O >, Possibly(< 1 , 0 >) is invoked. To understand the algorithm further, assume that algorithm Possibly is invoked with state < 0 , l >. After executing step 6 once, S' =< 1 , l >. The set p e d ( < 1,1 >) is {< 1 , 0 >, < 0 , l >}, and maz(value(pred(< 1,1 >))) is < 1 , 0 > and not < 0 , l > (step 8) . So, Possibly < 1,1 > is not invoked from < 0 , l >. When step 6 is executed for the second time, S' becomes < 1 , 2 >. But < 1 , 2 > is not a consistent global state, and since there are no more successors of < 0 , l >, the algorithm returns.
Correctness and Analysis
Algorithm Possibly is invoked with a global state S. First, @ is tested at S. If @ holds, then the algorithm returns true. Otherwise succ(S) is computed. For every successor S' of S such that S is the predecessor of
Theorem 1 Possibly(@) is true if and only i f algorithm Possibly returns true when invoked with the initial global state.
S'with the maximum value, algorithm Possibly(S') is recursively invoked. Initially, the monitor invokes the algorithm with the initial global state, < 0 , . . . , O >.
Theorem 2 The space complexity of Algorithm Possibly is O(mn) where m is the total number of events in the given run and n is the number of processes.
The space complexity of our algorithm can further be reduced to O(m) without using vector clocks. For details refer to [2].
We performed some experimental studies and their detailed results are in [2] . With 12 processes and 1200 events (depth) the maximum size of bsreadth is 875201. So a depth first approach offers significant savings in storage than the breadth first approach. Also when using the breadth first approach, before inserting a global state in the queue, the queue has to be searched whether the global state is already present in the queue. Maintaining and searching the queue requires significant amount of time when the breadth of the lattice is large. One advantage of breadth first approach is that Possibly(@) can be detected early if CI, is true at a global state at the top of the lattice. However if CI, is true at a global state that oc:curs near the bottom of the lattice, depth first approach detects CI, early as breadth first approach will be spending significant time at the lower levels.
4

A Parallel Algorithm
In this section, we parallelize the algorithm presented in the previous section to reduce the time taken to detect Possibly(@). We assume that a pa.ralle1 machine consisting of t processors is available. Our algorithm is independent of the architecture of the parallel machine. In fact the distributed system on which the computation was performed can also be used.
To ease the description of the algorithm, we assume that the input (timestamps of all the eventss and the value of variables related to @ after every event) is available at all the processors. Later, we dirjcuss various ways of providing input to all the processors.
In our parallel algorithm, every global state is tested exactly by one processor. A salient feature of our algorithm is that processors do not exchange messages to decide whether they can test a particular global state or not. We achieve this by using the same idea used in the previous section to reduce the space complexity of algorithm Possibly.
A global state will be tested only by a processor that tested the largest predecessor (which is unique) of the global state. If a processor, say Pra, finds some idle processor, Pri will delegate one of the global states that it has to test to the idle processor.
One of the processors will also act as a processor allocator. A processor that becomes idle will register itself with the allocator. When a processor has more than one global state to test, it will request the allocator for r=n idle processor. The allocator will serve the requests in the first come first serve basis. Initially, processor Pro is assigned the initial global state, and all other processors are idle. Now we illustrate our algorithm with the example shown in Figure 3 . The number of processors used is 3. Processor Pro is assigned the global state < 0,O > initially. Since the global state < 0,O > is the largest predecessor of < 1 , 0 > and < 0 , l > processor Pro has to test them. However, processors Pr1 and Prg are idle. So, Pro assigns state < 0 , l > to Pr1 and tests state < 1 , 0 >. Pro after testing < 1 , 0 > considers the states < 2,O > and < 1 , l >. Since < 1 , 0 > is the largest predecessor of the states < 2,O > and < 1 , l >, it is processor Pro's responsibility to test them. At this stage, Pr2 is idle, so state < 1 , 1 > is assigned to Pr2. Pr2 tests < 2,O >.
P r , after testing < 0 , l > looks at < 1 , 1 > and finds that < 0 , l > is not the largest predecessor of < 1 , 1 >, so it does not test < 1 , l >. Pr2 informs the allocator that it is idle as it does not have any other global state to test. Proceeding in a similar fashion, Pro tests states < 2 , l >, < 2 , 2 >, < 2 , 3 > and P r , tests < 1 , 2 >, and < 1 , 3 >.
A formal description of the algorithm is shown in Figure 4 .
An idle processor, say Pra, begins when it receives a In the meanwhile, if Pr; receives an allocated(PrJ) message, Pr; sends start(S') to Prj where S' is the first element in Q;. When Qi becomes empty, Pri informs the allocator that is idle and waits for a start message.
If a parallel machine is dedicated for testing Possibly(@), one way to distribute the input is to send the input to all the processors. Another approach is to write the input in a shared memory and the processors can get the input from the shared memory when they require it. If the existing distributed system itself is being used for testing, the input can be provided separately to all the processors or the input can be stored in a distributed shared memory.
We evaluated the performance of our parallel algorithm by a simulation. The speedup achieved is close to the optimal value for the experiments we have performed. For details of the results refer to [a] . 5 
Increasing the granularity of execution step
The performance of our algorithms can be improved by considering a sequence of consecutive events instead of a single event when detecting @. The value of a local variable related to @ may not change during every event. A consecutive sequence of states in a process in which the value of the local variables related to @ remains unchanged can be considered as identical states with respect to Q,. An znterval is a maximal sequence of events such that the values of the local variables related to Q, are the same after the occurrence of every event in the sequence. A process begzns a new znterval if an event changes the value of a local variable related to @.
Process P, maintains an znterval clock V , consisting of n components Process P, increments the ith component of V , whenever it begins a new interval. When a process sends a message, it timestamps the message with the current value of its interval clock. When P, receives a message with timestamp When a process begins a new interval, it sends the timestamp of the interval and the value of the local variable related to @ to the monitor process. Algorithm Possibly described in Figure 2 can be used to detect Possibly(@). The successor and predecessor functions can be computed using the timestamps of the intervals. In a process, the number of intervals may be considerably less than the number of events if every event does not change the value of the local variable. Therefore, the total number of global intervals can be substantially less than the total number of global states, improving the performance of the algorithm to detect Possibly(@) both in space and time.
Our concept of interval clock is an extension of weak vector clock used by Marzullo and Neiger [lo] . A process p i increments its ith component (terminates an interval) either when it executes an event that potentially changes @, or when it executes an receive event through which it perceives that another process has potentially changed @ [lo] . But in our technique, a process terminates an interval only when it, executes an event that changes a value of a variable related to @. A process Pi may not change the variable related to @ but it may receive messages from a process Pj that frequently changes its variable related to @. Hence, the number of global intervals in our case may be considerably less than the number of global states obtained by using weak vector clocks. In this paper, we have presented a space efficient algorithm for detecting Possibly(@) for any arbitrary predicate @. The space complexity of our algorithm is O(mn) where m is the total number of events in the run and n is the number of processes. We have then presented a parallel algorithm to detect Possibly(@). Also, we have improved the performance of our algorithm, both in space and time, by increasing the granularity of an execution step from an event to a sequence of events.
Conclusion
