We develop a pre-test type estimator of a deterministic parameter vector in a linear Gaussian regression model. In contrast to conventional pre-test strategies, that do not dominate the least-squares (LS) method in terms of mean-squared error (MSE), our technique is shown to dominate LS when the effective dimension is greater than or equal to 4. Our estimator is based on a simple and intuitive approach in which we first determine the linear minimum MSE (MMSE) estimate that minimizes the MSE. Since the unknown vector is deterministic, the MSE, and consequently the MMSE solution, will depend in general on and therefore cannot be implemented. Instead, we propose applying the linear MMSE strategy with the LS substituted for the true value of to obtain a new estimate. We then use the current estimate in conjunction with the linear MMSE solution to generate another estimate and continue iterating until convergence. As we show, the limit is a pre-test type method which is zero when the norm of the data is small, and is otherwise a non-linear shrinkage of LS.
when the true norm of is small, but will have large MSE otherwise. Nonetheless, a partial order between estimators can be imposed by using the concepts of domination and admissability (Lehmann and Casella, 1999) . Specifically, an estimateˆ 1 is said to dominate a different estimateˆ 2 if the MSE ofˆ 1 is never larger than that ofˆ 2 for all choices of , and is strictly lower for at least one parameter value. An estimator is admissible if it is not dominated by any other approach.
In his seminal paper, Stein showed that for X = I and white noise, the LS strategy is inadmissible when the parameter dimension is larger than 2 (Stein, 1956) . Several years later, James and Stein developed a non-linear shrinkage of the conventional LS and proved that it dominates the LS solution (James and Stein, 1961) . Various modifications of the James-Stein approach have since been developed that are applicable to the general linear model considered here (Strawderman, 1971; Alam, 1973; Berger, 1976) ; of these methods, Bock's (1975) seems to be most quoted. Recently, a blind minimax framework has been developed which results in LS dominating estimators that are more general than simple shrinkage techniques Eldar, 2005, 2007) .
Another common LS alternative aimed at reducing the MSE is the pre-test approach (Bancroft, 1944; Scolve et al., 1972; Bock et al., 1973; Bock, 1978, 1983; Giles and Giles, 1993) . This estimation rule depends on a preliminary test performed on the data. The idea is to first check whether certain restrictions on the parameter are true; if the hypothesis that the restrictions are true is accepted, then an estimator incorporating these constraints is used. Otherwise, the LS method is employed. A special case is when the test is for = 0. In this setting, the test statistic is the weighted norm of the LS solution, and if the hypothesis is accepted then the estimate isˆ = 0. Throughout the paper, we will focus on this class of pre-test methods. Unfortunately, it can be shown that for many choices of the pre-test strategy has larger MSE than the LS approach (Bock et al., 1973; Scolve et al., 1972) . Nonetheless, it is the estimator of choice in many applied areas particularly in economics (Giles and Giles, 1993; Aigner and Judge, 1977) .
Two of the main features of the pre-test technique is that it is 0 when the data norm is small, and is discontinuous, thus taking on the form of a test. An alternative strategy with the first property is the positive-part James-Stein estimate (Baranchik, 1964) , which is a modification of the James-Stein approach in which the shrinkage factor is replaced by 0 whenever it becomes negative. The advantage of this technique is that it dominates the LS strategy for large enough effective dimension. However, in contrast to the pre-test method, by its definition the shrinkage is continuous. Furthermore, there is no real test performed on the data but rather the outcomeˆ = 0 is an artifact of the original James-Stein method which allows for negative shrinkage.
To preserve the main features of the pre-test strategy it would be desirable to develop an estimator that dominates the LS method, and is based on preliminary testing of the data. In this paper we suggest an estimator with these properties, using a simple and intuitive approach. The idea behind our strategy is to first find the linear estimator that minimizes the MSE, which we refer to as the minimum MSE (MMSE) estimate. Unfortunately, since is deterministic, the MMSE solution depends explicitly on which is unknown. To circumvent the dependency on , we suggest substituting the LS value for in the MMSE method, thus obtaining an approximate MMSE estimator. We then use this new value instead of and re-apply the MMSE solution to the data. This process is continued iteratively until convergence. In Section 3 we discuss this strategy in detail and show that the iterations converge. Our final estimate is chosen as the resulting limit, which we refer to as the iterated MMSE (IMMSE). The IMMSE has a pre-test type form: the estimate is 0 when the data norm is small and is otherwise a specific non-linear shrinkage of LS. This shrinkage is different than that obtained from the James-Stein approach and does not have a positive-part form, i.e. it is discontinuous in the data. In Section 4 we prove that our technique dominates LS for all values of as long as the effective dimension is greater than or equal to 4. We then demonstrate the performance of our method and compare it to the pre-test and positive-part Bock (which is a generalization of James-Stein to the general, dependent case) techniques in Section 5.
Throughout the paper, we use boldface lowercase letters for vectors in R m and boldface uppercase letters for matrices in R n×m . The set of non-negative integers is denoted by N. The norm of a vector is defined as 2 = , and the ith element of a vector y is represented by y i . The m × m identity matrix is written as I m , (·) and tr(·) are the transpose and the trace of the corresponding matrix, respectively, and( ·) is an estimated vector or matrix. For a scalar a, [a] + is equal to 0 for a 0 and a otherwise. The indicator function I [a,b) (x) is equal to 1 for a x < b and 0 otherwise. Similar definitions hold for I (a,b) (x) , I [a,b] (x) where a square bracket means that the corresponding end point is included and a regular bracket means that it is excluded. The statistical expectation is written as E{·}, the non-central chi-square distribution with m degrees of freedom and non-centrality parameter is denoted by 2 m, , and the normal distribution with mean and covariance I m is denoted by N( , I m ).
The pre-test and positive-part estimators
We treat the problem of estimating a deterministic parameter vector ∈ R m from observations y ∈ R n which are related through the linear Gaussian regression model
Here X is a known n × m model matrix with full rank m, and e is a zero-mean Gaussian random vector with known positive definite covariance C = E{ee }. Our goal is to design an estimateˆ of that is close to in an MSE sense, where the MSE betweenˆ and is defined by
Since the MSE in general depends on , it cannot be minimized for all . A popular approach to overcome this difficulty is to restrict attention to linear unbiased estimates of the formˆ = Gy for a matrix G such that GX = I. We can then choose G to minimize the resulting MSE, which leads to the celebrated LS estimate:
However, this does not mean that the residual MSE is small. In fact, it is well known that the MSE of the LS method can be large in many estimation problems. One of the popular approaches in practice to try and improve the LS performance is to use a pre-test estimator. The reasoning behind this strategy is that if the vector to be estimated has small norm, then intuitively we should be able to reduce the MSE by choosingˆ = 0. In practice, however, we do not know the norm of . Therefore, the pre-test technique consists of first checking whether is small based on the given data y, and then using 0 as an estimate if this hypothesis is accepted, and the conventional LS method otherwise. More specifically, let
be the test statistic, which is distributed as a non-central chi-square random variable with m degrees of freedom. Then the pre-test estimator is defined aŝ
Here c is determined by the required significance level of the test so that P (u > c) = where the probability is with respect to the null hypothesis so that u ∼ 2 m,0 (see Wan and Zou, 2003; Kibria and Saleh, 2006 and references therein on methods for choosing c).
To gain more insight into the statistic u of (4) note thatˆ LS = + e where e is a Gaussian noise vector with covariance Q = (X C −1 X) −1 . Since the noise is colored, we can whiten it using
whereẽ is a white Gaussian noise vector with covariance I. Sinceẽ is white, a reasonable estimate of Q −1 iŝ LS Q −1ˆ LS , which is equal to u. Unfortunately, it can be shown that in most of the parameter range, the pre-test estimator is inferior to the LS approach and results in a larger MSE. In Fig. 1 we plot the MSE as a function of 2 /n usingˆ LS andˆ PT assuming X = C = I, n = 15 and a test with significance level = 0.05. For each value of 2 /n, a random vector was generated and normalized to the required norm. The MSE was computed by averaging over 20,000 noise realizations. As can be seen, when is small the pre-test estimator performs well, however as the norm increases, the performance deteriorates. To overcome this shortcoming ofˆ PT , in Scolve et al. (1972) the authors propose an estimation strategy that resembles the pre-test concept by relying on the James-Stein approach. We refer to this method as the James-Stein pre-test estimator. They first show that ifˆ LS in (5) for u > c is replaced by the positive-rule James-Stein estimate (Baranchik, 1964) given bŷ
with 0 r 2(m − 2), then the resulting estimator has smaller MSE thanˆ PT for all values of . However, as can be seen in Fig. 2 , when c > r this approach still does not dominateˆ LS . In the figure, the MSE of the LS, pre-test and the James-Stein pre-test estimators are plotted as a function of 2 /n with = 0.01, n = 10, and r of (7) chosen as r = 2.5. The remaining conditions are the same as those in Fig. 1 .
When c r, the James-Stein pre-test estimator reduces to the conventional positive-part James-Stein method of (7) which is known to dominateˆ LS . Note, however, that this strategy is not truly based on a preliminary test as it is a continuous function of the observations. The thresholding effect resulting from the positive-part operation is more an artifact of the negative shrinkage in the conventional James-Stein method, than based on pre-test reasoning.
In the next section we develop an estimation approach similar in spirit to the pre-test strategy that results in a zero estimate when the norm is small, but dominates the LS method over the entire parameter space for large enough effective dimension.
The iterative MSE estimator
To develop our approach, suppose that we restrict attention to linear estimates of the formˆ = Gy for some m × n matrix G. We would like to choose G to minimize the MSE. Using the fact that E{e} = 0 and E{ee } = C, the MSE follows from (2) as
Noting that the MSE is convex in G, the optimal G can be found by setting the derivative to 0 which results in 1
Since X X + C is positive definite,
which, using the matrix inversion lemma, can be written as
Evidently, the MMSE estimate depends on and therefore cannot be implemented. Instead, we suggest iterating the MMSE solution (11). Specifically, given an initial estimateˆ 0 of , we obtain a new estimate by choosingˆ 1 = G(ˆ 0 )y where G(ˆ 0 ) is the matrix given by (11) with replaced byˆ 0 . We can then useˆ 1 in conjunction with G to further improve the solution. Continuing these iterations we obtain
In the remainder of this section we show that withˆ 0 =ˆ LS the iterations defined by (12) converge for large k to the IMMSE estimateˆ IMMSE , which is a pre-test type method. In Section 4 we prove thatˆ IMMSE dominatesˆ LS when the effective dimension is greater than or equal to 4. If we chooseˆ 0 =ˆ LS , thenˆ k of (12) can be expressed aŝ
with initial conditionŝ
and
Note that a(y) is equal to the statistic u of (4) used in the pre-test estimator.
In Theorem 1 below we show thatˆ k converges to a limit that takes on the form of a pre-test estimator.
1 We use the following derivatives: For any symmetric A,
Theorem 1. Letˆ k be defined by the recursion (13) with initial conditions given by (14) . Thenˆ k+1 → k→∞ˆ IMMSE whereˆ
Proof. To study the convergence ofˆ k it is sufficient to study the convergence of the sequence k . Now, suppose that k converges to a finite fixed point . Then substituting k = k−1 = into (13), must satisfy
from which we conclude that there are three possible fixed points:
where ± exist only if a(y) 4. To investigate which of the solutions are asymptotically stable, we rely on the fact that is an asymptotically stable fixed point of the recursion k = f ( k−1 ) if |f ( )| < 1 (Mickens, 1990, p. 71) , where f denotes the derivative of the function f . In our case, f (x) = x 2 a/(1 + x 2 a) where for brevity we denoted a = a(y), and f (x) = 2xa/(1 + x 2 a) 2 .
Since f ( 0 ) = 0 we conclude that when a(y) < 4, 0 = 0 is asymptotically stable, andˆ k+1 → 0. Next, suppose that a(y) = 4. In this case, f ( ± ) = 1. Since f ( ± ) = 0, we conclude that ± are unstable and thereforeˆ k+1 → 0. We now consider the case where a(y) > 4. It is easy to see that f ( − ) > 1 so that this point is unstable, while f ( + ) < 1 rendering + a stable fixed point. Thus, in principle, for a(y) > 4 the iterations can converge to 0 or + . It remains to show that for 0 = 1,ˆ k+1 → + . This can be verified by noting that f (x) > 0 for x > 0 so that f (x) is monotonically increasing, and f (x) < 1 for all + x 1.
To gain some insight into the IMMSE estimate, note that we can expressˆ IMMSE for a(y) > 4 asˆ IMMSE = (a)ˆ LS where
and for brevity we denoted a = a(y). It is easy to see that (4) = 1 2 , (a) is monotonically increasing for a > 4, and approaches 1 when a → ∞. Therefore, for large values of a,ˆ IMMSE =ˆ LS . This is intuitively reasonable since large values of a imply that the noise is small compared to the norm of , in which case the LS is close to the true parameter value. Indeed, when the noise is exactly 0,ˆ LS = .
LS domination of the iterative MSE estimator
In this section we prove thatˆ IMMSE dominates the LS method when the effective dimension is large enough. We begin by considering the case in which X = C = I. Under this assumption, the LS estimator reduces toˆ LS = y and a(y) = y y ∼ Proof. The proof is quite involved and is therefore relegated to Appendix A.
We now use the results of Proposition 1 to establish strict dominance for the general linear model (1). In this setting, IMMSE is given by (16) and the LS estimate is given by (3). 
Proof. We begin by noting that in the general linear model the MSE ofˆ LS is
Expressing the IMMSE estimate asˆ IMMSE = (1 − (a))ˆ LS with
and (a) given by (19), the MSE can be computed as
where we used (21). Denoting
to prove the theorem we need to show that > 0 for d 4.
In order to obtain a more convenient characterization of we use the eigendecomposition of Q. Specifically, since Q is positive definite, it has an eigendecomposition of the form Q = V V where V is an m × m unitary matrix and is a diagonal matrix with diagonal elements i > 0, 1 i m. Next, define
With these definitions we havê
Using (26) we can express of (24) as
To evaluate we rely on the following lemma (Judge and Bock, 1978, p. 322, Theorem 2) .
)} where = /2, for any function g for which the expectations are defined.
Using the fact that v ∼ N(u, I m ) together with Lemmas 1 and 2 (see Appendix A), (27) becomes
where = u u/2. Now, since 0 (x) 1, 2 (x) (x) 2 (x) for all x, and consequently 1 ( , m) 0 for all . We also have that 2 ( , m) 0 due to the fact that (x) is decreasing with x so that E{ ( 2 Proof. See Appendix A.
Applying Proposition 2 completes the proof of the theorem.
Examples
To illustrate our method, we compare it with the conventional pre-test estimator of (5) and the Bock method (7), which is an extension of the positive-part James-Stein estimator to the general linear model (1).
It is well known that the Bock approach dominates LS, when the effective dimension d > 2, while the pre-test estimator does not for any value of d. Nonetheless, due to the test nature ofˆ PT it has been the estimator of choice in many applications, despite the fact that its MSE performance is inferior over a large range of values to that ofˆ JS . The proposed estimator, can be seen as a compromise between these two approaches. On the one hand, we preserve the test nature of the pre-test method. But, at the same time, this strategy dominates LS and has performance closer to that of the Bock approach over a wide range of values.
In Fig. 3 we plot the MSE as a function of 2 /n, where all components of are equal, usingˆ LS ,ˆ IMMSE ,ˆ JS andˆ PT for C = I, n = 4, and X chosen as a diagonal matrix with diagonal elements 1.3, 1.3, 0.7, 0.7. In computinĝ PT we used = 0.05. For each value of , the MSE was computed by averaging over 25,000 noise realizations. It is apparent from the figure that for the parameters chosen the IMMSE estimate has lower MSE than the Bock method over the entire parameter range. Both of these methods have lower MSE than the pre-test approach for intermediate and high values of . In general, the IMMSE method does not dominate the Bock approach, as can be seen in Fig. 4 . Here we repeat the simulations used to generate Fig. 3 with n = 10 and X = I. Evidently, the IMMSE has higher MSE than the Bock method in this setting, but still performs better than the pre-test method over most of the parameter range.
To evaluate the performance for more general choices of X, in Fig. 5 we plot the MSE as a function of 2 /n, with n = 6 and X chosen at random. Specifically, X = I + R where the elements of R are zero-mean, Gaussian, independent and identically distributed (iid) random variables with variance 0.04. The rest of the parameters remain as in Fig. 3 . Evidently, even in the case in which X is random, the results are similar to those of Fig. 3 . In particular, the IMMSE estimate has lower MSE than the Bock method.
The examples illustrate that the pre-test method has good performance only for very small values of . In most of the regime, its performance is inferior to that of the Bock and IMMSE approaches. Although the IMMSE method is not guaranteed to perform better than the Bock estimate, it preserves the test nature of the pre-test strategy while maintaining comparable performance to that of the Bock approach. Most importantly, it dominates LS for all values of . Therefore, it may be a good alternative to the conventional pre-test strategy in many settings.
Conclusion
We proposed a pre-test type estimator that dominates the traditional LS method when the effective dimension is large enough. The estimator is derived from iterations on the optimal linear MSE solution, with the LS as the initial condition. We then demonstrated via numerical examples that the IMMSE approach can be a good alternative to the pre-test estimate, since it preserves the test nature of the method, while resulting in MSE performance that is superior to that of the pre-test over most of the parameter range, and is comparable to that of the Bock (James-Stein) strategy.
The IMMSE estimator can be modified by changing the threshold value of 4. Initial experiments show that using an adaptive threshold (which depends on the signal dimension) can improve the performance. An interesting question for future research is whether the IMMSE solution can be improved by using a more sophisticated choice of threshold, rather than the choice of 4 which is an outcome of the iterations.
Proof of Proposition 1.
To prove the proposition we first note that the MSE ofˆ LS is
where we used the fact that y = + e. Now, the IMMSE estimate can be expressed aŝ
where we defined
with (a) given by (19). Using (31) the MSE ofˆ IMMSE can be computed as
where we used (30) and the fact that a = y y. Therefore, to prove the proposition we need to show that > 0 where is defined by
To this end we first rely on the following lemma Judge and Bock (1978, p. 321 , Theorem 1).
Using Lemma 2 and the fact that a = y y ∼ 2 m, with = /2, we can write of (34) as
Let us first examine f 1 . Note that a (a)(1 − (a)) = I (4,∞) (a) . Therefore,
where
, and is given by
where (m, a) is the lower incomplete Gamma function and (m) is the ordinary Gamma function (see Appendix B). Using relation (63) and the fact that ∞ k=0 e − k /k! = 1, f 1 can be written as
We next evaluate f 2 . To this end we use the probability density function (pdf) of the Noncentral Chi-square distribution
where f 2 (a|m) is the pdf of the central chi-square distribution
Evaluating the expectation using (39) we have
Similarly, f 3 can be evaluated as
Substituting (38), (41) and (42) into (34) we conclude that
Therefore, to prove Proposition 1 it is sufficient to show that h(k, m) 0 for all k ∈ N, and that h(0, m) > 0 for m 4.
To this end, we first establish the following lemma. Proof. We begin by bounding (a) from below (for h 3 (k, m)) and above (for h 2 (k, m)) using its Taylor series expansion:
Substituting (44) into (41) and (42) will allow us to replace the integrals with Gamma functions, yielding a lower bound on h(k, m). Specifically,
Similarly,
Using (63) and (65) which can be found in Appendix B, we have for k 6,
We now show that h(k, 4) 0 for k 6:
where the first inequality follows from (63) applied to the ratio of Gamma functions, the second inequality is true since (1 − 4/k)/(k + 1) < 1, and the last equality follows from (61). Since g(k) is monotonically increasing with k, and g(6) > 0, we have that h(k, 4) 0 for k 6. Note that the inequality is valid for all k 6, not only integer values. Unfortunately, applying the bounds (44) to h 2 (k, 4) and h 3 (k, 4) for k 5 is not sufficient to establish h(k, 4) 0 for k 5. In order to prove this we need to use higher order approximations of (2x). However, this will result in integrals of the form x t−1 e −x dx with t < 1 which are no longer Gamma functions. To evaluate such integrals we rely on partial integration detailed in Appendix C which allows us to apply an approximation of any desired order to (2x), leading to a tighter lower bound on h(k, 4). Using this approach, we obtain the following lower bounds, where the number in the brackets indicates the order of approximation used in the Taylor expansion of (2x): Proof. To prove the lemma, note that
where the first and second equalities follow from the definitions of h i (k, m) , and the last inequality is a result of the fact that h 2 (k, m) 0. From (47) Proof. The proof follows immediately from (47).
Since we have shown in Lemma 3 that h(k, 4) 0 for all k 6 (not only integer values) it follows immediately from Lemma 5 that h(k, 5) 0 for k 6. However, we still need to prove that h(k, 5) 0 for integers k in the range 1 k 5 (note that h(0, 5) > 0 since h 2 (0, 5) = 0). As in (46), we use upper and lower bounds on (2x) to evaluate lower bounds on the required integrals, resulting in:
Evidently, Proposition 1 holds for m = 4, 5. Therefore, using Lemma 4 it follows that it is correct for all m 4.
Proof of Proposition 2.
To prove the proposition, we begin by noting that the difference in MSE between the LS and IMMSE estimators in the iid case, of (34), can be expressed as
where we used the fact that in this case Q = I and subsequently d = 0 = m. Using (29) and (49), we have that
We next express 1 ( , m) as 
where h 1 , h 2 , h 3 and h 4 are defined in (37), (41), (42) and (51) 
where the inequality is due to the fact that (x) is monotonically decreasing in x, and consequently E{ ( 2 m )} is monotonically decreasing in m. Substituting (56) 
Since we have shown that Proposition 2 holds for m = 4, 5, recursively using (57) it follows that the proposition is true for all m 4.
Appendix B. Gamma function identities
In this appendix we summarize several Gamma function identities that we use in various parts of the paper. Throughout, it is assumed that x, y 0.
We begin by recalling the definition of the Gamma function:
The upper and lower Gamma functions are defined by 
A fundamental property of the Gamma function is the recursion (y + 1) = y (y).
For integer values we have
