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ABSTRACT
Prognostics and Health Management (PHM) approaches typ-
ically involve several signal processing and feature engineer-
ing steps. The state of the art on feature engineering, com-
prising feature extraction and feature dimensionality reduc-
tion, often only provides specific solutions for specific prob-
lems, but rarely supports transferability or generalization: it
often requires expert knowledge and extensive intervention.
In this paper, we propose a new integrated feature learning
approach for jointly achieving fault detection and fault isol-
ation in high-dimensional condition monitoring data. The
proposed approach, based on Hierarchical Extreme Learn-
ing Machines (HELM) demonstrates a good ability to detect
and isolate faults in large datasets comprising signals of dif-
ferent natures, non-informative signals, non-linear relation-
ships and noise. The method includes stacked auto-encoders
that are able to learn the underlying high-level features, and a
one-class classifier to combine the learned features in an in-
dicator that represents the deviation from the normal system
behavior. Once a deviation is identified, features are used to
isolate the most deviating signal components. Two case stud-
ies highlight the benefits of the approach: First, a synthetic
dataset with the typical characteristics of condition monitor-
ing data and different types of faults is applied to evaluate the
performance with objective metrics. Second, the approach is
tested on data stemming from a power plant generator inter-
turn failure. In both cases, the results are compared to other
commonly applied approaches for fault isolation.
1. INTRODUCTION
Industrial systems monitoring has recently benefited from
an easier access to measurement data. Cheaper electron-
ics combined with latest technological advances lead at the
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same time to cheaper and better sensors, cheaper data storage
capacity, improved communication possibilities (Internet of
Things) and improved computational performance. As a con-
sequence, high precision monitoring has now become com-
mon, with higher sensing frequencies and an increased num-
ber of sensors both for redundancy, to prevent a loss condi-
tion monitoring in case of sensor failure, and also for enabling
monitoring of less critical parts of the system.
As such, condition monitoring data have become much lar-
ger as both the number of samples and the dimensionality
increased, driving traditional model- or knowledge-based ap-
proaches, involving extensive human intervention, too diffi-
cult to implement. Finding abnormal measurements in a large
number of signals that can show changes in time and also in
the relationship between the single signals, is not a task that
can be performed manually easily.
This phenomenon has one major consequence in the field of
fault detection: Unexpected situation detection relied so far
on expert experience and capacity to understand the system.
But insofar as the expert role becomes more supervisory and
less about live measurement analysis for decision making, un-
expected situation detection requires new approaches. The
difficulties are numerous, principally due to the unexpected
nature of a fault. In large integrated industrial systems, faults
can have numerous causes and numerous impacts, too many
for modeling each of them or to assume that data will be avail-
able for explicit fault recognition learning.
More specifically, condition monitoring data share the fol-
lowing characteristics:
• Full or partial redundancies in the signals: more para-
meters are measured than the intrinsic dimension of the
system; signals with overlapping information on the sys-
tem condition due to sensor redundancies
• Signals of varied natures, e.g., electrical, mechanical and
ambient conditions
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• Abnormal behavior may impact each signal differently
(including partly or completely non-informative signals)
• Signals with different noise levels: the informative com-
ponent within the signals, impacted by the faults, can
be hidden by many other non-informative variations and
trends.
Dealing with such datasets contains two intrinsic problems.
First, the size of the data requires the capacity to handle high
dimensional data. This is usually answered with dimension-
ality reduction approaches, also called feature engineering
or data representation (Bengio, Courville & Vincent, 2013).
Second comes the question of data analysis and information
retrieval, as for example fault detection and isolation.
Feature engineering comprises feature extraction and dimen-
sionality reduction, either with manual or automatic feature
selection (filter, wrapper or embedded approaches) (Forman,
2003). But as dimensionality of the datasets increases so does
the difficulty of feature engineering for diagnostics engin-
eers. Automatic and efficient processes are therefore para-
mount (Yan & Yu, 2015). To overcome several limitations of
the traditional feature engineering approaches, feature learn-
ing has been more recently developed (Bengio et al., 2013). It
aims at finding automatic processes to infer features intrinsic
to the data. Feature learning has been gaining importance in
other application domains, such as speech recognition, visual
object recognition, object detection and clinical predictive
modeling (Bengio et al., 2013; Vincent, Larochelle, Lajoie,
Bengio & Manzagol, 2010, Dec). Yet, the application of fea-
ture learning approaches to fault detection problems has been
limited so far (Yan & Yu, 2015).
Once features are learned, information retrieval is tradition-
ally performed by machine learning approaches, in particular
for fault detection. The requirements for feature learning ap-
plied to fault detection in high-dimensional condition monit-
oring data include:
• the ability to learn the features without any prior inform-
ation on the type and nature of condition monitoring sig-
nals;
• the possibility to use different types of condition monit-
oring signals as inputs, impacted by different degrees of
noise;
• ability to ability to detect different fault types;
• ability to distinguish between different degrees of devi-
ation from the healthy condition.
These requirements aim to ensure that the final fault detection
step has a good generalization ability for different types of
faults.
The additional challenge addressed in this paper lies in the
fact that dimensionality reduction is a non-invertible problem.
As a consequence, fault isolation, that is, the identification of
the signals the most impacted by it, is an indirect problem.
In this paper, we introduce a multi-layer network answering
all three questions in an integrated approach: first a feature
learning approach that can be applied without expert know-
ledge, extensive adaptations or fine-tuning, second fault de-
tection based on the learned features and last, once the fault
has been detected, the features are used again to identify the
most impacted signals. Even though there have been mul-
tiple attempts at applying multi-layer extreme learning ma-
chines for representation learning (Y. Yang & Wu, 2016),
the approach proposed here is based on hierarchical extreme
learning machines (HELM) (Cao, Huang & Sun, 2016) as
it has demonstrated very good learning abilities in other
fields (Miotto, Li, Kidd & Dudley, 2016) and in PHM applica-
tions (Michau, Yang, Palme´ & Fink, 2017). HELM comprises
stacked auto-encoders that are able to learn the underlying
high-level features, and a one-class classifier that combines
the learned features in an indicator that represents the devi-
ation from the normal system behavior. Michau et al., 2017
have demonstrated the benefits of this multi-layer approach
for the detection of various types of fault. The present con-
tribution aims to extend the method, first, in demonstrating
its efficiency on complex datasets and faults, second, with the
novel approach of jointly using the learned features not only
for fault detection but also for fault isolation purposes.
The rest of the paper is organized as follows: Section 2 de-
tails the HELM theory and the algorithms used in this re-
search. Then, the approach is tested on two case studies: the
first, in Section 3 is a simulated case study for testing the
model against several other approaches and in varied condi-
tions. The second, in Section 4 is a real application case study
from a power plant experiencing a generator inter-turn failure.
Finally, results and perspectives are discussed in Section 5.
1.1. Notations
In the following, X = (xkd)1≤k≤K
1≤d≤D
, Y = (ykd) 1≤k≤K
1≤d≤DY
,
T = (tkd) 1≤k≤K
1≤d≤DY
and Z = (zk)1≤k≤K refer respectively
to signals, model outputs, targets and labels. D is the signal
dataset dimensions, K represents the number of samples and
DY the dimension of the model output. When needed, the
superscript notation is used to discriminate between variables
specific to training data (e.g., XTrain), validating data (e.g.,
XVal) or testing data (e.g., XTest).
For single layer feed-forward networks, with L hidden neur-
ons, A = (adl)1≤d≤D
1≤l≤L
and B = (bl)1≤l≤L refer respectively
to the weights and biases between inputs and the hidden layer
neurons. β = (βld) 1≤l≤L
1≤d≤DY
, refers to the weights between
the hidden layer neurons and outputs. H is the hidden layer
matrix such asHkl = g(
∑D
d=1 adl · xkd + bl) where g is the
activation function.
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random learn
Figure 1. ELM Structure
2. HIERARCHICAL EXTREME LEARNING MACHINES
(HELM)
2.1. Motivations
HELM is a multilayer perceptron network, which was first
proposed by Tang, Deng and Huang, 2016. It is based on the
idea of stacked extreme learning machines (ELM). ELM are
generalised Single-hidden Layer Feed-forward Neural net-
works (SLFNs) (Huang, Zhu & Siew, 2004), illustrated in
Figure 1.
For an input vector X of size D × K, the output Y of the
ELM with L hidden nodes can be written as
Y = g(A ·X +B) · β (1)
Huang, Chen, Siew et al., 2006 have proven that given a
training set (XTrain, TTrain), TTrain being the target output,
ELM with a sufficient number of hidden nodes can converge
to TTrain for the right parameters in Equation (1). In other
words, a combination of (Aˆ, bˆ, βˆ) exists so that:
g(Aˆ ·XTrain + Bˆ) · βˆ = TTrain (2)
or, using the hidden layer matrixH:
HTrain · β = TTrain (3)
While the weights of the standard neural networks are learned
iteratively by back propagation algorithms, the specificity of
ELM lies in that the weights between the hidden layer and the
input, A, and the bias, B, are assigned with random values
and can be sampled from any distribution. As a consequence,
the learning step consists only in finding the best weights β
between the hidden layer and the outputs.
For this particular reason, ELM are very efficient and effect-
ive networks: They can achieve similar accuracy as regular
single-layer feed-forward neural networks with a much easier
and faster learning. Yet, contrary to traditional single layer
neural networks, they are not easily generalisable to deeper
structures since one of their main characteristics is the single-
layer structure. HELM is one of the most successful attempts
to create deeper structures based on the ELM principles and
consists of training successive ELM independently. Assum-
ing a single target T , HELM proposes first the use of stacked
auto-encoders (an unsupervised learning in the sense that the
actual target is not used in the learning process): each hid-
den layer output is used as the input to the next auto-encoder
ELM. In a last step (or layer), a supervised learning aims to
find the relationship between the features of the last auto-
encoder layer and the target. There are several character-
istics of the algorithm that make it particularly suitable for
fault detection and diagnostics. As discussed before, an in-
trinsic characteristic of fault detection problems is that it is
not possible to learn all types of faults that can potentially
occur in a system operated under different conditions, at dif-
ferent degradation levels, with different interactions between
the subsystems and also between the subsystems and the en-
vironment. In modern systems made of multiples interacting
components, each component may have several different fail-
ure modes. Additionally, there are several failure modes at
the system level. Hence a full coverage of representative data
covering all possible failure modes and their combinations is
typically not available. Faults may even not have yet been
experienced. As faults cannot be learned, the idea proposed
in this contribution is to train the auto-encoders on healthy
data. The features should, as such, represent the most mean-
ingful information for healthy signal reconstruction. Then, if
a fault impacts the measurements and thus the condition mon-
itoring data, the impact should propagate from feature layer
to feature layer, making the fault detectable. A solution to
the problem of fault detection is, therefore, the monitoring
of the features, or equivalently of the residual between in-
put and reconstructed signal, as proposed by Hu, Palme´ and
Fink, 2016. Yet, this approach either constrains the struc-
ture of the stacked auto-encoder too much, if enforcing a last
single neuron ELM for a simple interpretation of the feature,
or necessitates additional models to decide how to interpret
the residuals. The drawback of auto-encoders is indeed that
the output dimensionality is as large as the dimensionality of
the input.
To overcome these problems, the last layer of the HELM
structure is supervised and trained to interpret the features
in an indicator representing the health of the system. Addi-
tionally, when the fault is detected thanks to the last layer,
auto-encoder residuals can now be used to answer our third
question of finding which signal or signal combinations de-
viate the most from their healthy behavior. These reasons
makes HELM a promising tool for both fault detection and
isolation.
In this section, the theoretical background of HELM is
presented, first with ELM auto-encoders (AE). Then, the su-
pervised learning part of the HELM algorithm is adjusted, us-
ing a one-class classifier ELM to match the specific require-
ments of PHM applications.
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2.2. Theoretical background of ELM and its training
method
Training an ELM neural network consists in solving Eq (2),
givenA and B (randomly assigned). Yet, a good solution not
only needs to minimise the training error between the output
and the target, but also avoids over-fitting by purely memor-
ising the solutions of the training samples. To jointly satisfy
these two objectives, it is customary to actually solve a regu-
larised formulation of Eq (2):
Argmin
β
C‖β‖σ1u + ‖Hβ − T‖σ2v (4)
where σ1 > 0, σ2 > 0, u ∈ N, v ∈ N. Different
combinations of σ1, σ2, u, v will lead to different levels
of sparsity and achieve different degrees of the generaliza-
tion ability. The majority of research studies on ELM used
σ1 = σ2 = u = v = 2 for the parameters. With these para-
meters, Equation (4) becomes the ridge regression problem
(in some papers also referred to as Tikhonov regularisation
problem) (Huang, 2015; Miche, Heeswijk, Bas, Simula &
Lendasse, 2011). The solution using ridge regression (or `2
norm) has an explicit formulation as:
β =
(
C · I+H>H
)−1
H>T (5)
The ridge parameter is set by the user and can be interpreted
as a trade-off between the training error and the generaliza-
tion ability.
2.3. Feature Learning with ELM based Auto-encoder
Auto-encoders (AE) are commonly used for feature learn-
ing in a multilayer network (Vincent et al., 2010, Dec). The
idea behind autoencoding is the training of a neural network
to reconstruct its inputs. If the hidden layer has a smaller
number of neurons than the input has dimensions, it extracts
high-level information (or features) that synthesizes the most
important elements needed to reconstruct the input. The ex-
traction of the high-informative features can be performed by
Auto-Associative Neural Networks, and it can be trained as
an ELM (cf. Fig. 2).
Equation (2) adapted for the AE becomes:
g(Aˆ ·X + Bˆ) · βˆ = X (6)
Similarly to the ELM case described in Section 2.2, finding
the best weights β comprises solving Equation (4). Here,
however, the AE is used for finding the best high-level rep-
resentation of the input. If the `2-norm used for the regu-
larization term leads to easily computable regularized solu-
tions, the resulting weights tend to be dense and contain re-
dundancy (Cambria et al., 2013). Yet, efficient feature ex-
traction relies on signal information being described with as
random learn
encode
Figure 2. ELM based Auto-encoder
few neurons as possible so that each feature maximizes the
information it represents. This is equivalent to a sparse set of
weights β so that each input is associated with few features
only. Sparsity being better achieved when minimizing the `1-
norm (as a surrogate of the `0-norm non-convex), we propose
to use it for the regularization when solving Equation (4).
More specifically, the AE used in this work will be trained
solving the following equation:
Argmin
β
λ‖β‖1 + ‖Hβ −X‖22 (7)
Equation (7) is a typical Linear Inverse Problem mixing `1
and `2 norms, and has been subject of a vast literature, among
others in astrophysics, signal and image processing, statistical
inference and optics (Beck & Teboulle, 2009; A. Y. Yang,
Sastry, Ganesh & Ma, 2010). For this particular work, Equa-
tion (7) is solved using a FISTA algorithm (Fast Iterative
Shrinkage-Thresholding Algorithm) which has the advantage
of fast convergence while maintaining computational simpli-
city (Beck & Teboulle, 2009; Chambolle, Dossal et al., 2014).
2.4. Fault Detection Based on Health Indicator Extrac-
tion
With the idea in mind of training HELM on healthy data
solely, it becomes natural to formulate the problem of fault
detection as a one-class classification problem. This corres-
ponds to asking the following question: Are measurements
corresponding to a healthy condition? The principle behind
the one-class classification problem comprises training the al-
gorithm based on a dataset with a single target label (hence,
DY = 1). Then, the distance between the output of the model
and the normal label is used to detect measurements that devi-
ate significantly from the training set (Leng, Qi, Miao, Zhu &
Su, 2015). The distance of the system condition to the normal
system state can also be interpreted as a health indicator of the
system (Hu et al., 2016). In more details, this corresponds to
the following steps:
• Collect the training set XTrain, validation set XVal and
testing set XTest. The labels ZTrain are set to 1 (cor-
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responding to the normal state). Data is normalised in
[−1, 1].
• Train the classification algorithm using ZTrain as a target.
Once parameters have been learned, run the algorithm
on the validation dataset XVal, which outputs Y Val. Ele-
ments in Y Val take real values and will help to design
of a decision rule to discriminate between “normal” and
“faulty” states. To do so, the distance between the output
and the “normal” label 1 is computed as:
d(Y Vali , 1) = |Y Vali − 1| (8)
Let d0.995 be the 0.995-quantile of this distance (meaning
that 99.5% of the data in Y Val have a distance smaller
than d0.995).
• Run the algorithm for the testing dataset XTest which
outputs Y Test. The label of ZTest are decided as follows:
ZTesti = sgn
(
γ · d0.995 − d(Y Testi , 1)
)
(9)
where γ is a user-specified threshold or an additional
hyper-parameter of the model.
In this training process, γ and the quantile used (here 0.995)
are parameters set by the user. Their choice is actually a
single problem as one compensates for the other. The ques-
tion is, therefore, equivalent to that of choosing a robust
threshold. In Section 3, the threshold is set by optimizing
the number of true positives and false positives. Experience
shows that the best values for γ are γ ∈ [1, 3].
2.5. HELM: Combining AE and One-Class Classifier
ELM
One-class classifier ELM could be used as a single layer
neural network for fault detections but two arguments encour-
age us to aim for deeper structures: First, in real applications,
raw input signals usually include many redundant and irrel-
evant dimensions. Thus, using it directly as input to the de-
tection model may lead to non-optimal results, notably when
dimensionality increases. Second, the one-class classifier is a
non-invertible network, making it impossible to perform fault
isolation. The idea proposed here is, therefore, to use a deeper
network structure, an HELM, where the role of the first AE
layer(s) is to extract the meaningful information contained in
the raw input while the last one-class classifier layer is used
for fault detection. When a fault is detected, its isolation is a
by-product of the AE.
Several deep learning approaches have been used to pre-train
the auto-encoders in an unsupervised way and to use the tradi-
tional Back Propagation (BP) learning algorithm to fine-tune
the weights (LeCun, Bengio & Hinton, 2015). Yet BP brings
many drawbacks including the high computational needs for
the training, the problem of exploding or vanishing gradient
and it is also not necessarily invertible. HELM, on the con-
trary, proposes to consider deep neural networks where each
layer is independently trained: this approach has proven to be
very efficient, compared to traditional BP fine-tuning among
others (LeCun et al., 2015; Vincent et al., 2010, Dec; Hin-
ton, Osindero & Teh, 2006). Figure 3 illustrates the HELM
framework.
Figure 3. HELM structure: Each successive ELM receives as
input the learned features of the previous ELM (output of the
hidden layer). The last network is a one-class classifier ELM.
In this work, we propose to use a HELM composed of N
stacked auto-encoders and a one-class classifier ELM. As
such, the training is done by means of Algorithm 1 and the
validation and testing by means of Algorithm 2
Algorithm 1 HELM Training
Input: C ≥ 0, λ ≥ 0, N ∈ N XTrain, TTrain
1: x1← XTrain
2: for i = 1, . . . , N do . Stacked AE ELM
3: Generate: Ai, Bi, random weights
4: Hi = g(xi,Ai, Bi)
5: βi = Argmin
β
λ‖β‖1 + ‖Hiβ − xi‖22
6: xi+1 = xi · β>i
. Upper layer ELM
7: Generate: AN+1, BN+1, random weights
8: HN+1 = g(xN+1,AN+1, BN+1)
9: βN+1 = Argmin
β
C‖β‖22 + ‖Hβ − TTrain‖22
Output: {βi}1≤i≤N+1, (AN+1, BN+1) , (C, λ)
Algorithm 2 Running HELM
Input: X, HELM(C, λ, N, XTrain, TTrain)
1: x1← X
2: for i = 1, . . . , N do
3: xi+1 = xi · β>i
4: H = g(xN+1,AN+1, BN+1)
Output: Y =HβN+1
As explained above, Equation (9) is used for fault detection
in the testing dataset. Once the fault has been detected, we
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propose to compute for each signal its residual before and
after the first sample detected as fault kf ∈ KTest as:
Resbefore = ‖XTestk<kf −XTestk<kfβ1>β1‖22 (10)
Resafter = ‖XTestk≥kf −XTestk≥kfβ1>β1‖22 (11)
Signals with biggest residual differences can thus be identi-
fied and are likely to be the most impacted by the fault.
This approach will in the following be tested on two case
studies: First, a simulated case study is used as a proof of
concept, demonstrating the benefits brought by HELM for
fault detection and isolation, comparing it to other models.
In a second phase, a real case study is analyzed. It consists of
a generator rotor failure, a so-called inter-turn failure caused
by a faulty rotor insulation. The condition-monitoring data
have a high dimensionality and a high degree of correlation
and contain a fault. This fault starts with intermittent short
circuits in the rotor that remained undetected, that we will
denote in the following by lower level fault. After some time,
this led to a major event, a continuous short circuit that led to
the power plant shut-down. We denote this event by upper-
level fault.
The proposed HELM fault detection approach is compared to
four other different feature extraction and fault detection ap-
proaches: one class classifier ELM and Support Vector Ma-
chine (SVM) without any feature learning or feature selec-
tion step; and Principle Component Analysis (PCA), a com-
monly applied dimensionality reduction approach, combined
with either a one-class classifier ELM or with SVM.
The fault isolation is compared to that that would be achieved
with PCA and Auto-Associative Kernel Regression (AAKR)
once the fault has been detected, based on the residual com-
parison.
In all cases, ELM based approach results are the average res-
ults given by 5 independently trained network as to mitig-
ate variations inherent to the randomness involved in the pro-
cess. Principe and Chen, 2015 have shown that averaging
ELM both improves the accuracy and the robustness of the
approach.
3. SIMULATED CASE STUDY
3.1. The Dataset
First, simulated datasets are generated, composed of training,
validating and two testing sets. The validation data are used
for computing the threshold in the decision rule (9). The first
testing set is generated similarly to the training and validating
data, in order to estimate True Negatives (TN) and False Pos-
itives (FP), while the second testing set is impacted by a fault
and is used for computing the True Positives (TP) and False
Negatives (NP). TP and FP are counted as the ratio of datasets
for which the decision threshold defined in Equation (9) has
been exceeded at least once, respectively, for datasets with
and without faults.
First, for the fault detection part, for each model, a random
search over the hyper-parameters is performed in order to op-
timise the results with respect to the following accuracy met-
rics:
Acc =
TP + TN
2 ·Nexp (12)
Where Nexp corresponds to the number of times the experi-
ment is repeated. Results are illustrated and discussed based
on the values of Acc, TP and FP.
Hyperparameters are in our case:
• HELM: (C, λ, LAE , LELM , γ), respectively the ridge re-
gression constant, the `1 norm penalization, the number
of neurons for the auto-encoder, the number of neurons
for the last layer one class classifier ELM and the factor
used in the decision rule (9). Note that, for this work, we
limit ourselves to one auto-encoder layer HELM.
• ELM: (C,LELM , γ).
• PCA: Number of features selected in the PCA. For this
work, we limit ourselves to a maximum of 10 PC which
always explain over 99% of the variance.
• SVM: Number of outliers assumed for the training.
Once the best hyper-parameters are found for the fault de-
tection models, in particular for HELM and PCA, the fault
isolation step is performed with those same parameters.
Datasets: The experiments are conducted with 200 simu-
lated datasets (Nexp = 200), each of them composed of 300
signals (D = 300) with 10 000 samples (KTrain = 7000
training samples, KVal = 1000 validating samples and two
testing sets of KTest = 1000 samples). To simulate sig-
nals with high dimensionality and high correlation, the data-
sets are built upon five randomly constructed piecewise linear
signals. The random piecewise linearity is used to prevent
the possibility for HELM to simply learn temporal patterns.
Using random linear combinations of signals pairs (random
pairs with random weights), 300 signals are created. In addi-
tion, a random Gaussian noise (with zero mean and standard
deviation 2% of the signal amplitudes) is added to the signals.
Last, for a fraction of the signals (5%) in the test set impacted
by a fault, the 1 000 last samples are replaced by a different,
randomly chosen, linear combination of the piecewise linear
signals.
3.2. Fault Detection Results
The results of the fault detection performance comparison are
compiled in Table 1 and demonstrate that HELM outperforms
other models for the detection. It achieves close to perfect
detection rate (95% on the accuracy metrics. The comparison
between ELM and HELM proves the benefits of the deeper
6
ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2017
Table 1. Fault Detection Performances Comparison and Hyper-parameters
Acc TP FP γ LAE LELM λ C # feat % Out
HELM 0.95 90 0 1.5 70 700 1e-4 1e-4
ELM 0.87 95 21 1.5 700 1e-5
PCA ELM 0.59 35 17 2.5 500 1e-5 10
SVM 0.59 46 28 1.1 1
PCA SVM 0.57 63 49 1.1 10 1
structure inherent to HELM. Extracted features with a first
auto-encoding ELM does improve the results significantly.
Due to the particular nature of the signals, which for the ma-
jority are related to each other through non-linear relation-
ships, the traditional detection methods based on PCA or
SVM do not perform well on this particular detection prob-
lem. The accuracy being close to 0.5 demonstrates the inab-
ility to distinguish between faulty or non-faulty data. In other
cases, in particular when linear relationships exist between
signals, SVM and PCA ELM methods can perform much bet-
ter (Michau et al., 2017). Yet, it appears from our experiments
that HELM achieves always very good performances, com-
pared to SVM or PCA ELM. For example, Table 2 presents
the results for another dataset with 0-mean random Gaussian
signals and a fault being chosen for each impacted signal ran-
domly between stepwise deviation, noise increase and linear
deviation.
Table 2. Averaged Performance on Zeros-mean Signals with
Various Faults
Acc TP FP
HELM 0.96 93 2
ELM 0.59 20 2
PCA ELM 0.89 86 8
SVM 0.93 90 5
PCA SVM 0.81 62 0
For these datasets, SVM and PCA ELM achieve much better
detection results compared to the first dataset and compete
with the HELM approach. However, HELM remains slightly
more efficient, demonstrating thus a very strong robustness to
varied datasets or faults.
3.3. Fault Isolation
The second benefit of the HELM structure is the possibility
to use the auto-encoding part, that is, the lower layers to isol-
ate signals impacted by the fault, once it has been detected,
and at almost no additional cost. Here, HELM fault isolation
capacities are compared to that of PCA and to that of Auto-
Associative Kernel Regression Model, with Gaussian kernel.
Table 3 presents the isolation performances of these three
models based on three indicators: First, Rank All is the pro-
portion of impacted signals correctly identified as such and
correctly ranked (from most impacted to less impacted. Then,
Rank 3 is the proportion of dataset for which the three most
impacted signals were ranked correctly. Last % Faulty is the
proportion of faulty signals actually identified as such, inde-
pendently of their rank.
Table 3. Fault Isolation Performances Comparison
Rank all Rank 3 % Faulty
HELM 23.3 100.0 91.6
PCA 35.1 99.8 92.3
AAKR 44.2 100.0 92.8
For this fault isolation step, all models are equally well per-
forming on identifying faulty signals and the most impacted
signals. Yet, HELM is not as efficient at finding the actual
rank of each faulty signal. But it is important to insist on the
fact that this step does not require any further training, to the
contrary of AAKR which is very costly to train. For example
on our machine, a laptop with intel i7 processor and 8GB of
RAM, training HELM requires 0.43s, running the fault isola-
tion 0.04s. This is to be compared to the AAKR training and
isolation time of 22s. PCA achieves also good results for this
isolation steps for a relatively low cost, in particular if it is in-
tegrated in the detection process. Yet, PCA-based approaches
for fault detection, combined with ELM or SVM have lower
performances as demonstrated in the previous section. Over-
all, when combining both detection and isolation, PCA-based
performances are lower than those of HELM. PCA itself re-
quired 0.3s to be performed while training a SVM model on
the extracted principal components required 3.3s. Testing
times are similar: 0.3s for PCA, 3.4s for SVM.
Overall, these results demonstrate the benefits of HELM over
other methods: it is a fast and robust integrated method.
4. GENERATOR ROTOR FAILURE CASE STUDY
The proposed approaches are now applied to a real case study
from a generator of The false alarm stems mostly a power
plant. This will demonstrate the applicability to a real case
with different monitoring modules in addition to the tradi-
tional DCS (distributed control system) data.
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4.1. Power Plant Condition Monitoring
The power plant generator are monitored by different mod-
ules, including:
• Partial discharge monitoring (PD) (Sahoo, Salama &
Bartnikas, 2005),
• Rotor shaft voltage (RSV),
• Rotor flux (RF) (Penman, Sedding, Lloyd & Fink, 1994;
Sahraoui, Zouzou, Ghoggal & Guedidi, 2010),
• Stator end winding vibration (WV),
• Stator Bar Water Temperature.
The rotor shaft voltage is used to detect shaft grounding prob-
lems, shaft rubbing, electro erosion, bearing isolation prob-
lems and rotor inter-turn shorts. Rotor flux is used to detect
the occurrence, the magnitude and the location of the rotor
winding inter-turn short circuit. Partial discharge is used to
detect aging of the main insulation, loose bars or contact as
well as contamination. End winding vibration is mainly used
to detect deterioration in mechanical stiffness of the overhang
support system.
4.2. Applied dataset
The data used in the present case study have been collected
over nine months by 320 sensors monitoring a power plant
generator. The sensors comprise a mixture of the monitoring
devices described above. The records provide snapshots of
the measurements every five minutes.
The observation period corresponds to 275 days of operation.
In particular, after day 247 (approximately eight months of
operation), an upper-level fault occurred. Experts having ana-
lyzed the data concluded a posteriori that some signals star-
ted to show abnormal behavior at day 169, consequence of
a lower level fault. The generator is operated in base load,
meaning that the plant is operated at full power, while the
MVAr is varied according to grid requirements. The dataset
consists of K = 55 774 observations and D = 320 dimen-
sions.
4.3. Methodology
Similarly to the simulated case study, the dataset has been di-
vided into a training, a validation, and a testing set. Based
on the expert information we decided to split the dataset as
follows: All data points up to the day 120 are used for train-
ing and validating (randomly assigned with the ratio (94/6)).
Data points after day 120 are used for testing, up to day
169 for measuring FP (false positive) and after day 169 for
measuring TP (true positives). This leads to the following
dataset sizes: KTrain = 22 017, KVal = 1406, KTest =
4524 + 27 827 and D = 320 dimensions.
4.4. Fault Detection
The five approaches are applied to the datasets described
above. The outputs, computed as distances to the normal
class (cf. Eq. (8)), are presented in Figure 4 and in Table 4.
The output of the different models is scaled in such a way
that the threshold, represented by a horizontal orange line, is
1.
For this case study, HELM is again the model with the best
performance succeeding to separate non-faulty data points
(FP = 0%) from faulty conditions (TP = 91.4%). In addition,
the separation between normal system condition and anom-
alous system behavior appears to be very robust: condition-
monitoring measurements belonging to faulty conditions ex-
ceed the threshold value by up to 20 times.
Figure 4. Distance to normal class for the 5 models. Black,
blue and red points correspond to training, validation and test-
ing respectively. The ratio (TP/FP), in percent, is precised.
Orange horizontal lines represent the threshold computed as
per Eq. (9) and Y-axis is normalised such that it is 1.
Considering the performance of ELM, the separation is not as
clear: a non-negligible number of false alarms are raised and
fewer faulty points are detected. SVM is performing relat-
ively well, with few false alarms and a good rate of points cor-
rectly labelled as non-normal. The false alarms stem mostly
from the need to define a non-zero fraction of the training data
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Table 4. Performances on Real Dataset
Acc TP FP
HELM 0.96 91.4 0.0
ELM 0.62 23.7 0.1
PCA ELM 0.57 14.6 0.5
SVM 0.90 79.5 0.1
PCA SVM 0.52 4.3 0.1
as outliers. This increases the probability of normal condi-
tion data to be miss-classified. In addition, the ratio between
the faulty and non-faulty output values is smaller than HELM
or ELM, increasing the risk of missed or false alarms. Sim-
ilarly to the simulated case study, PCA impacts the results
negatively, due to the non-linearities inherent to the prob-
lem at hand. Remind that the data come from five different
condition-monitoring modules.
Last, it is interesting to note that HELM, and to a fewer ex-
tend ELM, demonstrate the ability to distinguish between the
lower level fault at day 169 and the upper level fault at day
247: a clear increase in the distance to the normal system
state before and after day 169 can be observed in Figure 4.
4.5. Fault Isolation
For this fault isolation step, the ground truth is not known,
hence the difficulty to argue whether the models provide the
best results. Yet, comparing the most impacted signals selec-
ted by each model can provide valuable insights. Figure 5
presents the four most impacted signals selected by the three
models. HELM, AKKR and PCA agree on the same signals
and the visual analysis of the results also support the idea,
that the selected signals are indeed very impacted after day
169. It is interesting to note that the four signals are stemming
from three different sensor types: Water temperature, Rotor
Flux Monitor (monitoring short circuits) and Shaft Voltage,
which are all expected to be highly impacted by the upper-
level fault. This illustrates the ability of the models to isolate
signals of varied nature and gives weight to these findings.
To go deeper than a visual analysis only limited to 4 signals,
the residuals have been ranked from highest to lowest. This
led for all models to a L-shaped curve with an elbow at 40
signals (out of the 320 signals). When comparing the 40
most impacted signals according to each model as in Table 5,
HELM and AAKR had 34 signals in common, HELM and
PCA 30 signals and AAKR and PCA 27 signals.
PCA is the model the least in accordance with the others,
probably due to its limitation to linear interpretation of the
data. This weaker ability to model data efficiently, and to
extract relevant features is consistent with the results on Fault
Detection in Section 4.4, illustrating that performing PCA be-
fore using a classifier did not improve the detection ability
compared to using the classifier alone.
Table 5. Model Comparison: Number of Signals Commonly
Isolated (out of 40 Signals)
HELM PCA AAKR Time (s)
HELM 30 34 1.02
PCA 30 27 0.93
AAKR 34 27 1030
In addition and similarly to the simulated case study, compu-
tation times are in favor of HELM with a training time of 0.92
seconds (0.9 seconds for PCA) and an isolation time of 0.1
second (0.03s for PCA), while AAKR required 1030 seconds
to perform. PCA is slightly faster but is less reliable for isol-
ation and is not enough by itself for detection: one need to
train in addition an ELM or an SVM and they have shown
lower detection performances. AAKR gives results in agree-
ment with HELM but at a very high computational cost (here
1000 times slower) and can not be used for fault detection.
As such, this illustrates the efficiency of HELM: it achieves
similar accuracy than state-of-the-art methodologies while
being a combined and computationally inexpensive approach.
5. CONCLUSION
In this paper, we have proposed to use HELM, based on auto-
encoding ELM and a one-class classifier ELM for fault detec-
tion and isolation. Testing this approach on two case studies,
we could demonstrate its performances, its robustness and its
efficiency. HELM achieves similar or better performances
than other methods in varied conditions and with fast training
and running times. It enables to jointly solve two important
questions in industrial system health monitoring with a single
training: fault detection and fault isolation, while requiring
almost no prior knowledge on the system nor preprocessing.
As such it proves to be a very efficient tool, of which main-
tenance services could easily take advantage: Using healthy
data only, it can detect a broad variety of faults and identify
for each fault the critical signals. It raises early and legit
alarms, even when handling datasets composed of signals of
varied natures. Comprising auto-encoding and feature inter-
pretation, it performs internally the most important high di-
mensional signal processing steps that are feature extraction
and health indicator estimation, without requiring any expert
input.
Yet further development of the method would be needed for
easy implementation within industries: first for the fault de-
tection part, it is important to note that all the metrics used in
this article, on which the hyper-parameter choices are based,
are a posteriori metrics. We select models that are optimal
for fault detection. This leaves the question open of a pri-
ori hyper-parameter setting for cases without observed faults.
Experience has already illustrated a low sensitivity of HELM
performance with respect to moderate variation of the hyper-
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HELM
PCA
AAKR
Figure 5. Generator Data Case Study: 4 most impacted signals according to HELM fault isolation (first row), PCA (second
row) and AAKR (third row). The black vertical line represents the limit for training data, the yellow one the lower level fault
and in red the day at which upper level fault started. For HELM and PCA, the signals corresponds to Water Temperature (1),
Shaft Voltage (2) and Rotor Flux (3) and (4). AAKR finds similar results with signals (2) and (3) inverted.
parameters, but more quantitative results would be beneficial.
Second, for the fault isolation part, finding the actual number
of faulty signals has not yet been solved. This is however a
problem of lower importance for the two following reasons:
identifying few of the most impacted signals is usually what
is expected from maintenance teams, looking for information
about which signals to monitor closely. Second, in very in-
tegrated systems, faults are likely to impact, to some extent,
all signals, making this question obsolete. Still, it could be
answered at least partially by looking at the residuals and by
deciding of a threshold above which the reconstruction error
might be indicative of a fault impacted signal.
As a last remark, the dimensionality of the datasets used
here remains quite low compared to what can be achieved
today. A strong increase in dimensionality could be dealt,
from the HELM perspective, with additional auto-encoding
layers while other methods like AAKR, PCA or SVM, are
known to be very sensitive to the shape and size of the input.
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