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Abstract. Important new transformations for the generalized hypergeometric
functions with integral parameter differences have been discovered some years
ago by Miller and Paris and studied in detail in a series of papers by a number
of authors. These transformations fail if the free bottom parameter is greater
than a free top parameter by a small positive integer. In this paper we fill this
gap in the theory of Miller-Paris transformations by computing the limit cases
of these transformations in such previously prohibited situations. This leads to
a number of new transformation and summation formulas including extensions
of Karlsson-Minton theorem.
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1 Introduction and preliminaries
Transformation, reduction and summation formulas for the (generalized) hypergeometric functions is
a vast subject with rich history dating back to Euler. Among important applications of such formulas
(let alone hypergeometric functions in general) are quantum physics [16], non-equilibrium statistical
physics [4] and many other fields [18]. The main developments up to the end of 20th century can
be found, for instance, in the books [1, 2, 8]. Over the last decade important new discoveries have
been made in this area due, mainly, to Miller and Paris (with important contributions by Rathie,
Kim and others), which culminated in the seminal paper [13]. See also related developments in
[5, 9, 10, 11, 12]. These new discoveries deal with the generalized hypergeometric functions with
integral parameters differences, i.e. containing some pairs of top and bottom parameters differing
by nonnegative integers. In the subsequent work [6] the authors applied the beta integral method
developed and fully automated some years earlier by Krattenthaler and Rao [7] to generate Thomae-
like relations connecting the generalized hypergeometric functions of unit argument.
To give a brief account of some of the results from [13] let us introduce the standard notation.
The symbol pFq(a;b; z) stands for the generalized hypergeometric function (see [1, Section 2.1], [8,
Section 5.1], [15, Sections 16.2-16.12] or [2, Chapter 12]). When evaluated at z = 1 the argument
of the generalized hypergeometric function will be routinely omitted: pFq(a;b) := pFq(a;b; 1).
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The size of a vector a is typically obvious from the subscript of the corresponding hypergeometric
function. In the sequel we will also use the shorthand notation for products and sums:
Γ(a) = Γ(a1)Γ(a2) · · ·Γ(ap), (a)n = (a1)n(a2)n · · · (ap)n, a+ µ = (a1 + µ, a2 + µ, . . . , ap + µ);
in particular, (a) = (a)1 = a1 · · · ap; inequalities like ℜ(a) > 0 and properties like −a /∈ N0 will be
understood element-wise. The symbol a[k] stands for the vector a with omitted k-th element.
Let m = (m1, . . . ,mr) ∈ N
r, m = m1 +m2 + . . . +mr, f = (f1, . . . , fr) ∈ C
r, where N and C
stand for the natural and complex numbers, respectively. The main Miller-Paris transformations are
given in [13, Theorems 3 and 4]. The first generalizes the first Euler (or Euler-Pfaff) transformation
for the Gauss hypergeometric function as follows:
r+2Fr+1
(
a, b, f +m
c, f
∣∣∣∣ x
)
= (1− x)−am+2Fm+1
(
a, c− b−m, ζ + 1
c, ζ
∣∣∣∣ xx− 1
)
. (1)
It is true for b 6= fj , j = 1, . . . , r, (c − b − m)m 6= 0 and x ∈ C \ [1,∞), if the generalized
hypergeometric function is understood as analytic continuation for the values of the argument,
where the series definition diverges. The second transformation is the confluent version of the first
and generalizes the Kummer transformation for the confluent hypergeometric function. It is given
by
r+1Fr+1
(
b, f +m
c, f
∣∣∣∣ x
)
= exm+1Fm+1
(
c− b−m, ζ + 1
c, ζ
∣∣∣∣− x
)
(2)
and is true for b 6= fj, j = 1, . . . , r, (c − b−m)m 6= 0 and all complex x. The third transformation
generalizes the second Euler transformation for the Gauss hypergeometric function as follows:
r+2Fr+1
(
a, b, f +m
c, f
∣∣∣∣ x
)
= (1− x)c−a−b−mm+2Fm+1
(
c− a−m, c− b−m,η + 1
c,η
∣∣∣∣ x
)
(3)
and is true for (c− a−m)m 6= 0, (c − b−m)m 6= 0, (1 + a+ b− c)m 6= 0 and x ∈ C\[1,∞). Here
ζ = ζ(b, c, f) = (ζ1, . . . , ζm) are the roots of the characteristic polynomial
Qm(t) = Qm(b, c, f |t) =
1
(c− b−m)m
m∑
k=0
(b)kCk,r(t)k(c− b−m− t)m−k (4)
with C0,r = 1, Cm,r = 1/(f)m = [(f1)m1 · · · (fr)mr ]
−1, and
Ck,r(f) =
1
(f)m
m∑
j=k
σjS
(k)
j =
(−1)k
k!
r+1Fr
(
−k, f +m
f
)
, (5)
where S
(k)
j are the Stirling’s numbers of the second kind. The numbers σj (0 ≤ j ≤ m) are defined
via the generating function
(f1 + x)m1 . . . (fr + x)mr =
m∑
j=0
σjx
j .
Further, η = η(b, c, f) = (η1, . . . , ηm) are the roots of the second characteristic polynomial
Qˆm(t) = Qˆm(b, c, f |t) =
m∑
k=0
(−1)kCk,r(a)k(b)k(t)k
(c− a−m)k(c− b−m)k
3F2
(
−m+ k, t+ k, c− a− b−m
c− a−m+ k, c − b−m+ k
)
. (6)
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All three transformations (1)-(3) fail when (c − b − m)m = 0, that is when c − b ∈ {1, . . . ,m}.
Note, however, that for these values of parameters the left hand sides of (1)-(3) remain well-defined.
Hence, it is natural to ask: what happens to the right hand sides of (1)-(3) when (c− b−m)m = 0?
The main purpose of this paper is to give a complete answer to this question.
Before we turn to the general situation in the next section, let us make the following simple
observation. The case r = m = 1, c = b+ 1 is easy to treat using the straightforward limit
lim
ε→0
p+1Fp
(
ε,a
αε,b
∣∣∣∣x
)
= 1−
1
α
+
1
α
pFp−1
(
a
b
∣∣∣∣x
)
. (7)
When applied to the r = m = 1 case of (3) (given explicitly in [10, (4.11a)]) this approach yields
(1 − x)b3F2
(
a, b, f + 1
a+ 1, f
∣∣∣∣x
)
= 1−
b(a− f)
f(a− b)
+
b(a− f)
f(a− b)
2F1
(
1, a− b
a+ 1
∣∣∣∣ x
)
.
Note that 2F1 on the right hand side is incomplete beta function [15, (8.17.8)]. Similarly, the
r = m = 1 case of (1) (given explicitly in [10, (1.3a)]) reduces to
(1− x)b3F2
(
a, b, f + 1
a+ 1, f
∣∣∣∣x
)
= 1−
f − a
f
+
f − a
f
2F1
(
1, b
a+ 1
∣∣∣∣ xx− 1
)
.
Certainly, the two above formulas can be obtained from one another by Euler-Pfaff’s transformation
[1, (2.2.6)] and the appropriate contiguous relation. Although it’s hard to image that these simple
identities could be new we were unable to immediately locate them in the literature.
The remaining part of this paper is organized as follows. In the next section we give a complete
treatment of the general case c−b ∈ {1, . . . ,m}. In section 3 we explore the most important extreme
cases c − b = 1, 2,m when many formulas simplify significantly. The first case c − b = 1 can be
viewed as a generalization of Karlsson’s summation theorem when argument unity is replaced by an
arbitrary argument. In section 4 we apply asymptotic approximations and the beta integral method
to obtain some summation and transformation theorems the generalized hypergeometric functions at
unit argument. In particular, we give another extension of Karlsson’s summation theorem and some
examples of summation theorems for 4F3(1) with one positive and two negative integral parameters
differences.
2 The general case
The key to understanding of what happens with (1) and (3) when c− b ∈ {1, . . . ,m} is provided by
the exploration of the limit behavior of the characteristic polynomials Qm and Qˆm. This is done in
the following two lemmas.
Lemma 1 Write Qεm(t) for the polynomial (4) with c−b−m = −q+ε, where q ∈ {0, 1, . . . ,m−
1}, ε > 0 and let ζ1(ε), . . . , ζm(ε) denote its zeros. Suppose fj−b /∈ {m−q−mj,m−q−mj+1, . . . , 0}
for indices 0 ≤ j ≤ r such that m− q −mj ≤ 0. Then the next claims are true as ε→ 0:
(1) the first (after possible renumbering) q + 1 zeros tend to consecutive non-positive integers:
ζ1 → 0, ζ2 → −1, . . ., ζq+1 → −q;
(2) the remaining m− q − 1 zeros (no such zeros remain if q = m− 1) tend to the zeros of the
reduced polynomial
Rm−q−1(t) =
m∑
k=0
(b)kCk,r(−1)
k(1− t− k)m−q−1 (8)
of degree m− q − 1;
3
(3) the limit relation
lim
ε→0
ε
ζ1(ε)
=
Rm−q−1(0)
(m− q − 1)!
(9)
holds;
(4) the values Qεm(−l) at first q + 1 non-positive integers converge (as ε → 0) to the following
expressions:
lim
ε→0
Qεm(−l) = Q
0
m(−l) =
1
(−q)l
l∑
k=0
(b)kCk,r(−l)k(m− q)l−k, (10)
where l = 0, 1, . . . , q. In particular, Q0m(0) = 1.
Remark. In our concurrent paper [3, Theorem 4] we show that a simpler formula holds for the
polynomial Rm−q−1, namely:
Rm−q−1(t) =
m−q−1∑
k=0
(f − b− k)m(b)k
(f)mk!
(q + 1−m)k(b+ k + 1− t)m−q−1−k. (11)
This formula shows that if m− q −mj ≤ 0 for some 0 ≤ j ≤ r and fj − b ∈ {m− q −mj,m− q −
mj + 1, . . . , 0}, then Rm−q−1(t) ≡ 0. This explains the condition stated in the lemma.
Proof. Claims (1) through (3) of the lemma will follow from the representation
(ε− q)q(ε+ 1)m−q−1Q
ε
m(t) = (ε− q − t)q(ε+ 1− t)m−q−1 +
t
ε
[A1(t; ε) + εA2(t; ε)] ,
where
A1(t; ε) = −(ε− q − t)q
m−q−1∑
k=0
(b)kCk,r(t)k(ε+ 1− t)m−k−q−1
+
m∑
k=m−q
(b)kCk,r(t+ 1)k−1(ε− q − t)m−k
and
A2(t; ε) = (ε− q − t)q
m−q−1∑
k=1
(b)kCk,r(t+ 1)k−1(ε+ 1− t)m−k−q−1,
which is verified by direct inspection. Assume now that ζ(ε) is a root of Qεm(t), so that Q
ε
m(ζ(ε)) = 0
or
ζ(ε) [A1(ζ(ε); ε) + εA2(ζ(ε); ε)] = −ε(ε− q − ζ(ε))q(ε+ 1− ζ(ε))m−q−1,
since (ε− q)q(ε+1)m−q−1 does not vanish for sufficiently small ε. The right hand side here goes to
zero as ε→ 0 as long as ζ(ε) remains bounded. An alternative option ζ(ε)→∞ must be discarded
as the polynomial in ζ(ε) on the left hand side has degree m, while the polynomial on the right
hand side has degree m − 1, so that equality could not be maintained for sufficiently large ζ(ε).
Hence, the zeros of Qεm(t) tend to zeros of tA1(t; 0). Clearly, t = 0 is one of them. A more careful
examination of
A1(t; 0) = −(−q − t)q
m−q−1∑
k=0
(b)kCk,r(t)k(1− t)m−k−q−1 +
m∑
k=m−q
(b)kCk,r(t+ 1)k−1(−q − t)m−k
4
shows that
A1(t; 0) = (−1)
q+1(t+ 1)qRm−q−1(t),
where Rm−q−1 is defined in (8). This examination requires the relations (−q − t)q = (−1)
q(t+ 1)q,
(t+ 1)k−1(−q − t)m−k = (t+ 1)q+k−m(t+ q + k −m+ 1)m−q−1(−1)
m−k(t+ q + k −m+ 1)m−k
= (−1)m−k(t+ 1)q(t+ q + k −m+ 1)m−q−1 = (−1)
k+q+1(t+ 1)q(1− t− k)m−q−1,
and
(t)k(1− t)m−k−q−1 = (−1)
k(1− t− k)m−q−1.
Hence, t = −1,−2, . . . ,−q are the roots of A1(t; 0). This establishes the claims (1) and (2). Next,
if ζ1(ε) is the root tending zero as ε→ 0, then
ε
ζ1(ε)
= −
A1(ζ1(ε); ε) + εA2(ζ1(ε); ε)
(ε− q − ζ1(ε))q(ε+ 1− ζ1(ε))m−q−1
→ −
A1(0; 0)
(−q)q(1)m−q−1
=
Rm−q−1(0)
(m− q − 1)!
,
which proves the claim (3). Finally, to establish the claim (4), we will need the formula
(a+ b)m =
m∑
k=0
(
m
k
)
(a)k(b)m−k.
Using this formula we get:
(ε− q)q(ε+ 1)m−q−1Q
ε
m(−l) =
1
ε
m∑
k=0
(b)kCk,r(−l)k(ε+ l − q)m−k
=
1
ε
m∑
k=0
(b)kCk,r(−l)k
m−k∑
j=0
(
m− k
j
)
(ε)j(l − q)m−k−j
=
1
ε
l∑
k=0
(b)kCk,r(−l)k(l − q)m−k +
1
ε
l∑
k=0
(b)kCk,r(−l)k
m−k∑
j=1
(
m− k
j
)
(ε)j(l − q)m−k−j
=
l∑
k=0
(b)kCk,r(−l)k
m−k∑
j=1
(
m− k
j
)
(ε+ 1)j−1(l − q)m−k−j
→
l∑
k=0
(b)kCk,r(−l)k
m−k∑
j=1
(
m− k
j
)
(j − 1)!(l − q)m−k−j,
where we have taken account of
(−l)k(l − q)m−k = 0 for l = 0, . . . , k and l = k + q −m+ 1, . . . , q.
As q −m+ 1 ≤ 0 this expression is guaranteed to vanish for l = 0, . . . , q. Finally, using
n∑
j=1
(
n
j
)
(j − 1)!(−r)n−j = (−1)
rr!(n− r − 1)!
for r = 0, 1, . . . , n− 1, we have
m−k∑
j=1
(
m− k
j
)
(j − 1)!(l − q)m−k−j = (−1)
q−l(q − l)!(m− k − q + l − 1)!
which implies (10). 
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Lemma 2 Write Qˆεm(t) for the polynomial (6) with c−a−m = −q+ε, where q ∈ {0, 1, . . . ,m−
1}, ε > 0 and let η1(ε), . . . , ηm(ε) denote its zeros. Suppose fj−a /∈ {m−q−mj,m−q−mj+1, . . . , 0}
for indices 0 ≤ j ≤ r such that m− q −mj ≤ 0. Then the next claims are true as ε→ 0:
(1) the first (after possible renumbering) q + 1 zeros tend to consecutive non-positive integers:
η1 → 0, η2 → −1, . . ., ηq+1 → −q;
(2) the remaining m− q − 1 zeros (no such zeros remain if q = m− 1) tend to the zeros of the
reduced polynomial
Rˆm−q−1(t) =
(b)q+1
(b− a)q+1
q∑
k=0
(−m+ k)q−k+1(a)kCk,r
(q − k + 1)!
3F2
(
1−m+ q, t+ q + 1, 1 − b− k
a− b+ 1, 2 − k + q
)
+
m∑
k=q+1
(−1)k(a)k(b)kCk,r(t+ q + 1)k−q−1
(a− b− q)k(k − q − 1)!
3F2
(
−m+ k, t+ k,−b− q
a− b− q + k, k − q
)
(12)
of degree m− q − 1;
(3) the limit relation
lim
ε→0
ε
η1(ε)
= (−1)q+1Rˆm−q−1(0) (13)
holds;
(4) the values Qˆεm(−l) at first q + 1 non-positive integers converge to the following expressions:
Qˆ0m(−l) =
l∑
k=0
(−1)k(−l)k(a)k(b)kCk,r
(−q)k(a− b− q)k
3F2
(
k −m,k − l,−b− q
k − q,−b− q + a+ k
)
, l = 1, . . . , q, (14)
and Qˆ0m(0) = 1.
Remark. We claim that if m − q −mj ≤ 0 for some 0 ≤ j ≤ r and fj − b ∈ {m − q −mj,m −
q − mj + 1, . . . , 0}, then Rˆm−q−1(t) ≡ 0 just like Rm−q−1(t) ≡ 0. Unfortunately we do not have
an explicit formula that would make this claim obvious. However, we can argue as follows. The
transformation (20) can be obtained by an application of (1) to the hypergeometric function on
the right hand side of (16). This means that the polynomial Rˆm−q−1(t) is proportional to the
polynomial Qm(b, c,λ+ q+1|t), where Qm is defined in (4) with m = (1, . . . , 1). But for this m the
coefficients of Qm are symmetric functions of λ+q+1 and so of λ. As λ are the roots of Rm−q−1(t)
we conclude that the coefficients of Qm(b, c,λ+ q + 1|t) and hence of Rˆm−q−1(t) can be written in
terms of coefficients of Rm−q−1(t). This explains why these coefficients vanish if the coefficients of
Rˆm−q−1(t) vanish. The details will be given elsewhere.
Proof. All claims of the lemma will follow from the representation
Qˆεm(t) = 1 +
t
ε
[A1(t; ε) + εA2(t; ε)] (15)
with
A1(t; ε) =
(t+ 1)q
(ε− q)q
{ q∑
k=0
(−1)kCk,r(a)k(b)k(−m+ k)q−k+1(ε− b− q)q−k+1
(a− b− q + ε)q+1(q − k + 1)!
× 4F3
(
−m+ q + 1, t+ q + 1, ε− b− k + 1, 1
ε+ 1, a− b+ 1 + ε, 2 + q − k
)
+
m∑
k=q+1
(−1)kCk,r(a)k(b)k(t+ q + 1)k−q−1
(ε+ 1)k−q−1(a− b− q + ε)k
× 3F2
(
−m+ k, t+ k, ε− b− q
a− b− q + k + ε, ε− q + k
)}
6
and
A2(t; ε) =
q∑
j=1
(−m)j(ε− b− q)j
(ε− q)j(a− b− q + ε)jj!
+
q∑
k=1
(−1)kCk,r(a)k(b)k(t+ 1)k−1
(ε− q)k(a− b− q + ε)k
q−k∑
j=0
(−m+ k)j(t+ k)j(ε− b− q)j
(ε− q + k)j(a− b− q + k + ε)jj!
.
The proof of decomposition (15) is by substituting A1, A2 into (15) and tedious but elementary
calculation. Note that A1(0; 0) does not vanish. Hence, the equation Qˆ
ε
m(t) = 0 or
t [A1(t; ε) + εA2(t; ε)] = −ε
implies that t→ 0 as ε→ 0, so that one root, call it η1(ε) tends to zero. Further, the second term
in brackets vanishes so that the remaining roots converge to the roots of A1(t; 0). The factor (t+1)q
shows that −1,−2, . . . ,−q are zeros of A1(t; 0) which proves the claim (1). Further, noting that
A1(t; 0) =
(t+ 1)q
(−q)q
Rˆm−q−1(t),
where Rˆm−q−1(t) is defined in (12), we establish the second claim. Relation (13) again follows from
(15). Indeed,
ε
η1(ε)
= −A1(t; ε) − εA2(t; ε)→ −A1(0; 0) = −
(1)q
(−q)q
Rˆm−q−1(0) = (−1)
q+1Rˆm−q−1(0)
for η1(ε)→ 0 as ε→ 0. Finally, as A1(−l; ε) = 0 for l = 1, . . . , q we get from (15)
Qˆεm(−l) = 1− lA2(−l; ε)→ 1− lA2(−l; 0) as ε→ 0.
This can be seen to equal (14) by manipulating A2(−l; 0). Note that the straightforward substitution
t = −l into (6) and letting ε→ 0 gives similar expression but with summation running up to k = m
and thus containing many undefined 0/0 terms. 
Our main results are presented in the following three theorems.
Theorem 1 Suppose q ∈ {0, . . . ,m− 1}, b+m− q /∈ −N0 and fj − b /∈ {m− q −mj,m− q −
mj + 1, . . . , 0} for indices 0 ≤ j ≤ r such that m − q − mj ≤ 0. Then for all x ∈ C\ [1,∞) the
following identity holds:
(1− x)ar+2Fr+1
(
a, b, f +m
b+m− q, f
∣∣∣∣ x
)
=
q∑
j=0
(a)j(−q)jQ
0
m(−j)
(b+m− q)jj!
(
x
x− 1
)j
+
xq+1(a)q+1Rm−q−1(−q − 1)
(x− 1)q+1(b+m− q)q+1(m− q − 1)!
m−q+1Fm−q
(
1, a + q + 1,λ+ q + 2
b+m+ 1,λ+ q + 1
∣∣∣∣ xx− 1
)
, (16)
where λ = (λ1, . . . , λm−q−1) are the zeros of the polynomial Rm−q−1(t) of degree m− q − 1 defined
in (8), and the values Q0m(−j) (0 ≤ j ≤ q) are given in (10). The number Rm−q−1(−q − 1) is
computed by
Rm−q−1(−q − 1) = (−1)
m−q+1
q+1∑
k=0
(b)kCk,r(−1)
k(k −m)m−q−1, (17)
where Ck,r is given by (5).
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Proof. Writing c− b = m− q + ε and y = x/(x− 1) formula (1) takes the form
(1− x)ar+2Fr+1
(
a, b, f +m
b+m− q + ε, f
∣∣∣∣x
)
=
q∑
j=0
(a)j(ε− q)j(ζ(ε) + 1)j
(b+m− q + ε)j(ζ(ε))jj!
yj
+
∞∑
j=q+1
(a)j(ε− q)j(ζ(ε) + 1)j
(b+m− q + ε)j(ζ(ε))jj!
yj = 1 +
q∑
j=1
(a)j(ε− q)j
(b+m− q + ε)jj!
Qεm(−j)
Qεm(0)
yj
+
ε
ζ1(ε)
∞∑
j=q+1
(a)j(ε− q)q(ε+ 1)j−q−1(ζ(ε) + j)
(b+m− q + ε)j(ζ[1](ε))j!
yj , (18)
where we applied the straightforward relation
(ζ(ε) + 1)j
(ζ(ε))j
=
(ζ(ε) + j)1
(ζ(ε))1
=
Qεm(−j)
Qεm(0)
(recall that Qεm(t) is the polynomial (4) with c − b − m = −q + ε). Next, denoting by λ =
(λ1, . . . , λm−q−1) the zeros of the reduced polynomial Rm−q−1 defined in (8) we compute using
claims (1) and (2) of Lemma 1:
lim
ε→0
(ε− q)q(ε+ 1)j−q−1(ζ(ε) + j)
(b+m− q + ε)j(ζ[1](ε))j!
=
(−q)q(1)j−q−1j(j − 1) · · · (j − q)(λ+ j)1
(b+m− q)j(−1)(−2) · · · (−q)(λ)1j!
=
(λ+ j)1
(b+m− q)j(λ)1
=
(λ+ q + 2)j−q−1Rm−q−1(−q − 1)
(b+m− q)q+1(b+m+ 1)j−q−1(λ+ q + 1)j−q−1Rm−q−1(0)
.
Substituting this limit in (18) and invoking (9) we arrive at
(1− x)ar+2Fr+1
(
a, b, f +m
b+m− q, f
∣∣∣∣ x
)
= 1 +
q∑
j=1
(a)j(−q)j
(b+m− q)jj!
Q0m(−j)
Q0m(0)
yj
+
(a)q+1Rm−q−1(0)Rm−q−1(−q − 1)
Rm−q−1(0)(b +m− q)q+1(m− q − 1)!
∞∑
j=q+1
(a+ q + 1)j−q−1(λ+ q + 2)j−q−1
(b+m+ 1)j−q−1(λ+ q + 1)j−q−1
yj.
In view of Q0m(0) = 1 by Lemma 1(4), this coincides with (16). Finally, formula (17) follows directly
from (8). 
The Kummer-type transformation (2) degenerates as follows.
Theorem 2 Suppose q ∈ {0, . . . ,m− 1}, b+m− q /∈ −N0 and fj − b /∈ {m− q −mj,m− q −
mj + 1, . . . , 0} for indices 0 ≤ j ≤ r such that m− q −mj ≤ 0. Then for all x ∈ C
e−xr+1Fr+1
(
b, f +m
b+m− q, f
∣∣∣∣x
)
=
q∑
j=0
(−q)jQ
0
m(−j)
(b+m− q)jj!
(−x)j
+
(−x)q+1Rm−q−1(−q − 1)
(b+m− q)q+1(m− q − 1)!
m−qFm−q
(
1,λ + q + 2
b+m+ 1,λ+ q + 1
∣∣∣∣− x
)
, (19)
where λ = (λ1, . . . , λm−q−1) are zeros of the polynomial Rm−q−1(t) defined in (8), the values Q
0
m(−j)
(0 ≤ j ≤ q) are given in (10), and the number Rm−q−1(−q − 1) is found in (17).
The proof of this theorem repeats verbatim the proof of Theorem 1 and thus will be omitted.
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Theorem 3 Suppose q ∈ {0, . . . ,m − 1}, a +m − q /∈ −N0, a − b /∈ {q + 1 − m, . . . , q} and
fj − a /∈ {m− q−mj ,m− q−mj +1, . . . , 0} for indices 0 ≤ j ≤ r such that m− q−mj ≤ 0. Then
for all x ∈ C\[1,∞) the following identity holds:
(1− x)b+qr+2Fr+1
(
a, b, f +m
a+m− q, f
∣∣∣∣x
)
=
q∑
j=0
(−q)j(a− b− q)j
(a+m− q)jj!
Qˆ0m(−j)x
j
+ xq+1
Rˆm−q−1(−q − 1)(b − a)q+1
(a+m− q)q+1
m−q+1Fm−q
(
1, a− b+ 1,γ + q + 2
a+m+ 1,γ + q + 1
∣∣∣∣ x
)
, (20)
where γ = (γ1, . . . , γm−q−1) are the zeros of the polynomial Rˆm−q−1(t) of degree m− q − 1 defined
in (12) and the values Qˆ0m(−j), j = 0, . . . , q are given in (14). The number Rˆm−q−1(−q − 1) is
computed by
Rˆm−q−1(−q − 1) =
(b)q+1
(b− a)q+1
q+1∑
k=0
(−m+ k)q+1−k(a)kCk,r
(q + 1− k)!
, (21)
where Ck,r is given by (5).
Proof. Writing c− a = m− q + ε formula (3) takes the form
(1− x)b+q−εr+2Fr+1
(
a, b, f +m
a+m− q + ε, f
∣∣∣∣x
)
=
q∑
j=0
(ε− q)j(a− b− q + ε)j(η(ε) + 1)j
(a+m− q + ε)j(η(ε))jj!
xj
+
∞∑
j=q+1
(ε− q)qε(ε + 1)j−q−1(a− b− q + ε)j(η(ε) + 1)j
(a+m− q + ε)j(η(ε))jj!
xj
= 1 +
q∑
j=1
(ε− q)j(a− b− q + ε)j
(a+m− q + ε)jj!
Qˆεm(−j)
Qˆεm(0)
xj
+
ε
η1(ε)
∞∑
j=q+1
(ε− q)q(ε+ 1)j−q−1(a− b− q + ε)j(η(ε) + j)1
(a+m− q + ε)j(η[1](ε))1j!
xj , (22)
where we used the straightforward fact that
(η(ε) + 1)j
(η(ε))j
=
(η(ε) + j)1
(η(ε))1
=
Qˆεm(−j)
Qˆεm(0)
(recall that Qˆεm(t) is the polynomial (6) with c− a−m = −q + ε). Letting ε → 0 we see that the
first sum tends to the first term on the right hand side of (20) in view of Qˆεm(0) = 1 by Lemma 2(4).
To find the limit of the second sum we resort to Lemma 2. First, the factor ε/η1(ε) tends to
(−1)q+1Rˆm−q−1(0) by (13). Next, by claims (1) and (2) of Lemma 2 we have
(η(ε) + j)1 → j(j − 1) · · · (j − q)(λ1 + j) · · · (λm−q−1 + j),
where λ1, . . . , λm−q−1 are the roots of Rˆm−q−1(t) defined in (12). Similar formula holds for j = 0.
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Then for j ≥ q + 1 as ε→ 0
(ε− q)q(ε+ 1)j−q−1(a− b− q + ε)j(η(ε) + j)1
(a+m− q + ε)j(η[1](ε))1j!
xj
→
(−q)q(1)j−q−1(a− b− q)jj(j − 1) · · · (j − q)(γ + j)1
(a+m− q)j(−1) · · · (−q)(γ)1j!
xj
=
(a− b− q)q+1(a− b+ 1)j−q−1(γ + 1)q+1(γ + q + 2)j−q−1
(a+m− q)q+1(a+m+ 1)j−q−1(γ)q+1(γ + q + 1)j−q−1
xj
=
Rˆm−q−1(−q − 1)
Rˆm−q−1(0)
(−1)q+1(b− a)q+1(a− b+ 1)j−q−1(γ + q + 2)j−q−1
(a+m− q)q+1(a+m+ 1)j−q−1(γ + q + 1)j−q−1
xj.
So letting ε → 0 in (22) and substituting these limits we arrive at (20). It remains to compute
Rˆm−q−1(−q − 1) in the form (21). To this end just substitute t = −q − 1 into (12) and notice that
the second sum reduces to q + 1-th term of the first sum. 
3 Extreme cases
In this section we consider the cases q = 0, q = m − 1 and q = m − 2 of the general theorems
from the previous section. The case q = 0 leads to noticeable simplification of the terms outside
the generalized hypergeometric functions on the right hand sides. For q = m− 1 the characteristic
polynomials Rm−q−1 and Rˆm−q−1 degenerate to constants, while the generalized hypergeometric
functions on the right hand sides reduce to the Gauss hypergeometric functions 2F1. Finally, when
q = m − 2 the characteristic polynomials Rm−q−1 and Rˆm−q−1 become linear and the root can
be explicitly computed, while the generalized hypergeometric functions on the right hand sides are
Clausen’s functions 3F2. The cases q = 0 of Theorem 1 and Theorem 2 take the following form
(recall that (f)m = (f1)m1 · · · (fr)mr).
Corollary 1 Suppose b+m /∈ −N0 and f 6= b if m = r = 1, then the following identities hold :
(1− x)ar+2Fr+1
(
a, b, f +m
b+m, f
∣∣∣∣x
)
=
(b)m
(f)m
+
(
1−
(b)m
(f)m
)
m+1Fm
(
1, a,λ + 1
b+m,λ
∣∣∣∣ xx− 1
)
(23)
for all x ∈ C\[1,∞) and
e−xr+1Fr+1
(
b, f +m
b+m, f
∣∣∣∣x
)
=
(b)m
(f)m
+
(
1−
(b)m
(f)m
)
mFm
(
1,λ+ 1
b+m,λ
∣∣∣∣− x
)
(24)
for all x ∈ C, where λ = (λ1, . . . , λm−1) are the roots of the polynomial
Rm−1(t) =
m∑
k=0
(b)k(−1)
kCk,r(1− t− k)m−1. (25)
Proof. Indeed, taking q = 0 in (16) we obtain:
(1− x)ar+2Fr+1
(
a, b, f +m
b+m, f
∣∣∣∣x
)
= 1 +
xaRm−1(−1)
(x− 1)(b +m)(m− 1)!
m+1Fm
(
1, a + 1,λ+ 2
b+m+ 1,λ+ 1
∣∣∣∣ xx− 1
)
,
where we used that Q0m(0) = 1. Further, since
Rm−1(−1)=
Rm−1(−1)
Rm−1(0)
Rm−1(0)=
(λ+ 1)1
(λ)1
(m− 1)! (1− Cm,r(b)m)=
[
1−
(b)m
(f)m
]
(λ+ 1)1(m− 1)!
(λ)1
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by definition of Rm−1(t) and the expression for Cm,r below (4). Then,
xaRm−1(−1)
(x− 1)(b +m)(m− 1)!
m+1Fm
(
1, a+ 1,λ+ 2
b+m+ 1,λ+ 1
∣∣∣∣ xx− 1
)
=
(
1−
(b)m
(f)m
)
xa(λ+ 1)1
(x− 1)(b+m)(λ)1
m+1Fm
(
1, a+ 1,λ+ 2
b+m+ 1,λ+ 1
∣∣∣∣ xx− 1
)
=
(
1−
(b)m
(f)m
)[
m+1Fm
(
1, a,λ + 1
b+m,λ
∣∣∣∣ xx− 1
)
− 1
]
,
which yields (23). Identity (24) can be proved starting from (19) in a similar fashion or by applying
confluence to (23). 
Next we present the q = 0 case of Theorem 3.
Corollary 2 If a + m /∈ −N0, a − b /∈ {1 −m, . . . , 0} and f 6= a if m = r = 1, then for all
x ∈ C\[1,∞) the following identity holds:
(1− x)br+2Fr+1
(
a, b, f +m
a+m, f
∣∣∣∣ x
)
= 1 + xb
(
a(f +m)
(a+m)(f)
− 1
)
m+1Fm
(
1, a− b+ 1,γ + 2
a+m+ 1,γ + 1
∣∣∣∣ x
)
, (26)
where γ = (γ1, . . . , γm−1) are the roots of the polynomial
Rˆm−1(t) =
(−m)(−b)C0,r
(a− b)
3F2
(
−m+ 1, t+ 1, 1− b
2, a− b+ 1
)
+
m∑
k=1
(−1)kCk,r(a)k(b)k(t+ 1)k−1
(1)k−1(a− b)k
3F2
(
−m+ k, t+ k,−b
k, a− b+ k
)
. (27)
Proof. Indeed, taking q = 0 in (20) and using the value of Rˆm−1(−1) from (21) we get (26) after
rather straightforward simplifications. 
Remark. If we apply the procedure similar to the one used in the proof of Corollary 1 we get
a somewhat more complicated formula:
(1− x)br+2Fr+1
(
a, b, f +m
a+m, f
∣∣∣∣ x
)
= A+ (1−A)m+1Fm
(
1, a− b,γ + 1
a+m,γ
∣∣∣∣x
)
, (28)
where a− b /∈ {−m+ 1,−m+ 2, . . . , 0},
A =
m∑
k=0
(−1)kCk,r(a)k(b)k(1− a−m)m−k
(a− b)k(1− c+ b)m−k
.
Another extreme case q = m− 1 is treated in the next two corollaries.
Corollary 3 If b+1 /∈ −N0 and fj− b /∈ {1−mj , 2−mj , . . . , 0} (1 ≤ j ≤ r), then the following
identities hold :
(1− x)ar+2Fr+1
(
a, b, f +m
b+ 1, f
∣∣∣∣ x
)
=
m−1∑
j=0
(a)j
(b+ 1)j
(
x
x− 1
)j j∑
k=0
(−1)k(b)kCk,r
+
xm(a)m(f − b)m
(x− 1)m(b+ 1)m(f)m
2F1
(
1, a+m
b+m+ 1
∣∣∣∣ xx− 1
)
(29)
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for x ∈ C\[1,∞) and
e−xr+1Fr+1
(
b, f +m
b+ 1, f
∣∣∣∣ x
)
=
m−1∑
j=0
(−x)j
(b+ 1)j
j∑
k=0
(−1)k(b)kCk,r
+
(−x)m(f − b)m
(b+ 1)m(f)m
1F1
(
1
b+m+ 1
∣∣∣∣− x
)
(30)
for all x ∈ C. The numbers Ck,r are defined in (5).
Proof. For q = m− 1 the polynomial Rm−q−1 = R0 defined in (8) reduces to the constant
R0 =
m∑
k=0
(b)k(−1)
kCk,r =
m∑
k=0
(b)k
k!
r+1Fr
(
−k, f +m
f
)
=
(f − b)m
(f)m
,
where the last equality is [12, Corollary 3]. Further, from (10)
Q0m(−j) =
1
(1−m)j
j∑
k=0
(b)kCk,r(−j)k(j − k)! =
j!
(1−m)j
j∑
k=0
(−1)k(b)kCk,r.
Substituting these values into q = m− 1 case of (16) we arrive at (29). Identity (30) can be proved
in a similar fashion or by applying confluence to (29). 
Remark. In our concurrent paper [3, Theorem 5] we show that for c = b+ 1
Q0m(−j) =
(b+ 1)j
(1−m)j
r+2Fr+1
(
−j, b, f +m
b+ 1, f
)
,
so that (29) can be further simplified to
(1− x)ar+2Fr+1
(
a, b, f +m
b+ 1, f
∣∣∣∣ x
)
=
m−1∑
j=0
(a)j
j!
r+2Fr+1
(
−j, b, f +m
b+ 1, f
)(
x
x− 1
)j
+
xm(a)m(f − b)m
(x− 1)m(b+ 1)m(f)m
2F1
(
1, a+m
b+m+ 1
∣∣∣∣ xx− 1
)
and similarly for (30).
Corollary 4 Suppose a+1 /∈ −N0, a− b /∈ {0, . . . ,m− 1} and fj − a /∈ {1−mj , 2−mj , . . . , 0}
(1 ≤ j ≤ r). Then if x ∈ C\[1,∞) the following identity holds:
(1− x)b+m−1r+2Fr+1
(
a, b, f +m
a+ 1, f
∣∣∣∣ x
)
=
m−1∑
j=0
(1−m)j(a− b−m+ 1)j
(a+ 1)jj!
Qˆ0m(−j)x
j
+
xm(−1)m(b)m(f − a)m
(a+ 1)m(f)m
2F1
(
1, 1− b+ a
a+m+ 1
∣∣∣∣ x
)
, (31)
where
Qˆ0m(−j) =
j∑
k=0
(−1)k(−j)k(a)k(b)kCk,r
(1−m)k(a− b−m+ 1)k
3F2
(
k −m,k − j, 1− b+m
k −m+ 1, a− b−m+ k + 1
)
and the numbers Ck,r are defined in (5).
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Proof. For q = m− 1 the polynomial Rˆm−q−1 = Rˆ0 defined in (12) reduces to a constant, namely:
Rˆ0 =
(b)m
(b− a)m
m−1∑
k=0
(−1)m−k(a)kCk,r +
(a)m(b)mCm,r
(b− a)m
=
(−1)m(b)m
(b− a)m
m∑
k=0
(−1)k(a)kCk,r =
(−1)m(b)m(f − a)m
(b− a)m(f)m
,
where we used [12, Corollary 3] in the last equality. The values Qˆ0m(−j) are given in (14). Substi-
tuting these values into q = m− 1 case of (20) we arrive at (31). 
Remark. Both formulas (29) and (31) can be viewed as extensions of Karlsson’s summation
theorem [14, (4.2)]. Indeed, Karlsson’s formula can be recovered from (29) by setting x = 1 and
using the well known asymptotic approximation for 2F1 on the right hand side. Similarly, setting
x = 1 in (29) and applying Euler’s transformation and the Gauss summation formula on the right
hand side we again arrive at Karlsson’s result.
Finally, we treat the case q = m− 2 when the polynomials Rm−q−1 and Rˆm−q−1 become linear,
so that their roots can be explicitly calculated.
Corollary 5 If b + 2 /∈ −N0 and fj − b /∈ {2 −mj, 3 −mj, . . . , 0} for indices 0 ≤ j ≤ r such
that mj ≥ 2, then the following identity holds:
(1− x)ar+2Fr+1
(
a, b, f +m
b+ 2, f
∣∣∣∣ x
)
=
m−2∑
j=0
(a)j
(b+ 2)j
(
x
x− 1
)j j∑
k=0
(−1)k(b)k(j − k + 1)Ck,r
+
xm−1(a)m−1 ((b+m)(f − b)m − b(f − b− 1)m)
(x− 1)m−1(b+ 2)m−1(f)m
3F2
(
1, a+m− 1, λ+m
b+m+ 1, λ+m− 1
∣∣∣∣ xx− 1
)
(32)
for all x ∈ C\[1,∞) and
e−xr+1Fr+1
(
b, f +m
b+ 2, f
∣∣∣∣ x
)
=
m−2∑
j=0
(−x)j
(b+ 2)j
j∑
k=0
(−1)k(b)k(j − k + 1)Ck,r
+
(−x)m−1 ((b+m)(f − b)m − b(f − b− 1)m)
(b+ 2)m−1(f)m
2F2
(
1, λ+m
b+m+ 1, λ+m− 1
∣∣∣∣− x
)
(33)
for all x ∈ C. Here
λ = 1 + b−
b(f − b− 1)
(f − b− 1 +m)
(34)
and the numbers Ck,r are defined in (5).
Proof. Indeed, taking q = m− 2 in (16) we get formula (32) with Q0m(−j) in the first sum and the
factor in front of 3F2 given by
xm−1(a)m−1R1(1−m)
(x− 1)m−1(b+ 2)m−1
.
The number λ is the root of the equation R1(t) = 0, where R1(t) is defined by q = m− 2 case of
(8). Using the form (11) for R1(t) we easily get formula (34) for the root and the value
R1(1−m) =
(b+m)(f − b)m − b(f − b− 1)m
(f)m
.
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Further according to (10) with q = m− 2 we have
Q0m(−j) =
1
(2−m)j
j∑
k=0
(b)kCk,r(−j)k(2)j−k =
j!
(2−m)j
j∑
k=0
(−1)k(b)kCk,r(j − k + 1),
which yields (32). Identity (33) can be proved in a similar fashion or by applying confluence to (32).

Remark. In our concurrent paper [3, Theorem 5] we show that for c = b+ 2
Q0m(−j) =
(b+ 2)j
(2−m)j
r+2Fr+1
(
−j, b, f +m
b+ 2, f
)
so that (32) can be further simplified to
(1− x)ar+2Fr+1
(
a, b, f +m
b+ 2, f
∣∣∣∣ x
)
=
m−2∑
j=0
(a)j
j!
(
x
x− 1
)j
r+2Fr+1
(
−j, b, f +m
b+ 2, f
)
+
xm−1(a)m−1 [(b+m)(f − b)m − b(f − b− 1)m]
(x− 1)m−1(b+ 2)m−1(f)m
3F2
(
1, a+m− 1, λ+m
b+m+ 1, λ+m− 1
∣∣∣∣ xx− 1
)
and similarly for (33).
Corollary 6 Suppose a+2 /∈ −N0, a−b /∈ {−1, . . . ,m−2} and fj−a /∈ {2−mj , 3−mj , . . . , 0}
for indices 0 ≤ j ≤ r such that mj ≥ 2. Then for all x ∈ C\[1,∞) the following identity holds:
(1− x)b+m−2r+2Fr+1
(
a, b, f +m
a+ 2, f
∣∣∣∣ x
)
=
m−2∑
j=0
(2−m)j(a− b−m+ 2)j
(a+ 2)jj!
Qˆ0m(−j)x
j
+ xm−1
(−1)m−1(b)m−1[(a+m)(f − a)m − a(f − a− 1)m]
(a+ 2)m−1(f)m
3F2
(
1, a − b+ 1, γ +m
a+m+ 1, γ +m− 1
∣∣∣∣ x
)
, (35)
where
γ = 1−m+
a(f − a− 1)− (a+m)(f − a− 1 +m)
a(f − a− 1)/(a − b+ 1)− (f − a− 1 +m)
(36)
and the values Qˆ0m(−j), j = 0, . . . ,m− 2 are given by (14) with q = m− 2.
Proof. Indeed, taking q = m− 2 in (20) we get formula (35) with the factor in front of 3F2 given
by
xm−1
Rˆ1(1−m)(b− a)m−1
(a+ 2)m−1
and γ being the root of Rˆ1(t) = 0, where Rˆ1(t) is defined by q = m− 2 case of (12), i.e.
Rˆ1(t) =
(b)m−1
(b− a)m−1
m−2∑
k=0
(−m+ k)m−1−k(a)kCk,r
(m− k − 1)!
3F2
(
−1, t+m− 1, 1 − b− k
1− b+ a,m− k
)
+
m∑
k=m−1
(−1)k(a)k(b)kCk,r(t+m− 1)k−m+1
(a− b−m+ 2)k(k −m+ 1)!
3F2
(
−m+ k, t+ k,−b−m+ 2
a− b−m+ 2 + k, k −m+ 2
)
.
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Collecting the terms containing (t +m − 1) and using (−m + k)m−1−k = (−1)
m−1−k(m − k)! we
get:
Rˆ1(t) =
(b)m−1(−1)
m−1
(b− a)m−1
m−1∑
k=0
(−1)k(a)kCk,r(m− k)
+
(t+m− 1)(b)m−1(−1)
m−1
(b− a− 1)m
m∑
k=0
(a)k(−1)
kCk,r(1− b− k)
=
(b)m−1(−1)
m−1
(b− a)m−1
R1(1−m) +
(t+m− 1)(b)m−1(−1)
m−1
(b− a− 1)m
R1(b),
where R1(t) is the polynomial defined in (8) (with a in place of b). Using the form (11) for R1(t)
we can solve Rˆ1(t) = 0 to get (36). According to (21) we have
Rˆ1(1−m) =
(b)m−1
(b− a)m−1
m−1∑
k=0
(−m+ k)m−1−k(a)kCk,r
(m− 1− k)!
=
(b)m−1(−1)
m−1
(b− a)m−1
m−1∑
k=0
(−1)k(m− k)(a)kCk,r =
(b)m−1(−1)
m−1
(b− a)m−1
R1(1 −m)
=
(b)m−1(−1)
m−1[(b+m)(f − b)m − b(f − b− 1)m]
(b− a)m−1(f)m
,
where we used the last formula in the proof of Corollary 5. 
4 Summation and transformation formulas for x = 1
The limit case of Theorem 1 leads to the next generalization of Karlsson’s summation theorem [14,
(4.2)].
Theorem 4 Suppose q ∈ {0, . . . ,m− 1} and ℜ(a+ q) < 0. Then the next summation formula
holds
r+2Fr+1
(
a, b, f +m
b+m− q, f
)
=
Γ(b+m− q)Γ(1− a)Rm−q−1(a)
Γ(b− a+m− q)(m− q − 1)!
, (37)
where Rm−q−1(t) is given by (8) or (11).
Remark. Formula (11) shows, in particular, that the right hand side vanishes if m− q −mj ≤ 0
for some 0 ≤ j ≤ r and fj − b ∈ {m− q −mj ,m− q −mj + 1, . . . , 0}. Hence, so does the left hand
side. We further remark that we give a different proof and generalization of (37) in our concurrent
paper [3, Theorem 2].
Proof. We will need the asymptotic formula [15, (16.11.6)]
Γ(a)
Γ(b)
p+1Fp
(
a
b
∣∣∣∣− z
)
=
p+1∑
k=1
Γ(ak)Γ(a[k] − ak)
Γ(b− ak)
z−ak
(
1 +O(1/z)
)
, as |z| → ∞, (38)
valid if | arg(z)| < pi and aj−ak /∈ Z for all k 6= j. Denote −z = x/(x−1), assume that ℜ(a+q) < 0
and the upper parameters of m−q+1Fm−q on the right hand side of (16) do not differ by integers.
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Then, after multiplication by (1− x)−a, formula (16) takes the form:
r+2Fr+1
(
a, b, f +m
b+m− q, f
∣∣∣∣x
)
=
q∑
j=0
(a)j(−q)jQ
0
m(−j)
(b+m− q)jj!
(−z)j(1 + z)a
+ zq+1(1 + z)a
(−1)q+1(a)q+1Rm−q−1(−q − 1)
(b+m− q)q+1(m− q − 1)!
m−q+1Fm−q
(
1, a + q + 1,λ+ q + 2
b+m+ 1,λ+ q + 1
∣∣∣∣− z
)
.
Clearly z → +∞ as x → 1−. Under the above assumptions the first sum on the right vanishes as
z → +∞ and, according to the asymptotic formula (38),
zq+1(1 + z)am−q+1Fm−q
(
1, a+ q + 1,λ+ q + 2
b+m+ 1,λ+ q + 1
∣∣∣∣− z
)
=
(
C1 + C2z
a+q + C3z
a−λ1−1 + · · ·+ Cm−q+1z
a−λm−q−1−1
) (
1 +O(1/z)
)
,
where the constants C1, . . . , Cm−q+1 can be read off (38). Assuming further that ℜ(a− λk − 1) < 0
for k = 1, . . . ,m− q − 1, we conclude that the limit of the above expression is equal to
C1 =
Γ(b+m+ 1)Γ(λ+ q + 1)Γ(−a− q)Γ(λ− a+ 1)
Γ(λ+ q + 2)Γ(b− a+m− q)Γ(λ− a)
=
Γ(b+m+ 1)Γ(−a− q)(λ− a)1
Γ(b− a+m− q)(λ+ q + 1)1
=
Γ(b+m+ 1)Γ(−a− q)Rm−q−1(a)
Γ(b− a+m− q)Rm−q−1(−q − 1)
,
which leads to (37) once we apply Γ(−a− q) = (−1)q+1Γ(1−a)/(a)q+1. The auxiliary assumptions
ℜ(a− λk − 1) < 0 can now be removed by resorting to analytic continuation. 
In [6] the authors applied the beta integral method to formulas (1) and (3) to obtain transfor-
mation formulas for terminating and non-terminating p+1Fp(1). We can similarly apply the beta
integral method to (16) and (20) to get the transformation formulas presented below.
Theorem 5 Suppose q ∈ {0, . . . ,m − 1}, b + m − q /∈ −N0 and fj − b /∈ {m − q − mj,m −
q −mj + 1, . . . , 0} for indices 0 ≤ j ≤ r such that m− q −mj ≤ 0. Then for each n ∈ N the next
transformation formula holds:
r+3Fr+2
(
−n, b, d, f +m
b+m− q, e, f
)
=
(e− d)n
(e)n
q∑
j=0
(−n)j(−q)j(d)jQ
0
m(−j)
(b+m− q)j(1 + d− e− n)jj!
+
(−1)q+1(−n)q+1
(b+m− q)q+1
×
(e− d)n−q−1Rm−q−1(−q − 1)
(e)n(m− q − 1)!
m−q+2Fm−q+1
(
−n+ q + 1, 1, d + q + 1,λ+ q + 2
b+m+ 1, 2 + d+ q − e− n,λ+ q + 1
)
, (39)
where λ are the roots of Rm−q−1(t) given by (8) or (11), the values Q
0
m(−j) are given in (10) and
Rm−q−1(−q − 1) is computed in (17). If n ≤ q the second term is missing.
Proof. The proof is by straightforward application of the beta integral method: set a = −n,
multiply both sides of (16) by xd−1(1− x)n+e−d−1 and integrate with respect to x over the interval
[0, 1]. 
Theorem 6 Suppose q ∈ {0, . . . ,m − 1}, a +m − q /∈ −N0, a − b /∈ {q + 1 − m, . . . , q} and
fj − a /∈ {m− q−mj ,m− q−mj +1, . . . , 0} for indices 0 ≤ j ≤ r such that m− q−mj ≤ 0. Then
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the next transformation formula holds:
r+3Fr+2
(
a, b, d, f +m
a+m− q, e, f
)
=
Γ(e)Γ(e − b− d− q)
Γ(e− d)Γ(e− b− q)
q∑
j=0
(−q)j(a− b− q)j(d)jQˆ
0
m(−j)
(a+m− q)j(e− b− q)jj!
+
Γ(e)Γ(e− b− d− q)(b− a)q+1(d)q+1Rˆm−q−1(−q − 1)
Γ(e− d)Γ(e − b+ 1)(a+m− q)q+1
× m−q+2Fm−q+1
(
1, a− b+ 1, d+ q + 1,γ + q + 2
a+m+ 1, e− b+ 1,γ + q + 1
)
, (40)
where γ are the roots of Rˆm−q−1(t) given by (12), the values Qˆ
0
m(−j) are given in (14) and
Rˆm−q−1(−q − 1) is computed in (21).
Proof. The proof is by straightforward application of the beta integral method: multiply both sides
of (20) by xd−1(1−x)e−d−b−q−1 and integrate with respect to x over the interval [0, 1] termwise. 
The cases q = 0 of the above two theorems are given in the next corollary.
Corollary 7 For n ∈ N, b+m /∈ −N0 and f 6= b if m = r = 1, we have
(e)n
(e− d)n
r+3Fr+2
(
−n, b, d, f +m
b+m, e, f
)
=
(b)m
(f)m
+
(
1−
(b)m
(f)m
)
m+2Fm+1
(
−n, 1, d,λ+ 1
b+m, 1− e+ d− n,λ
)
, (41)
where λ are the roots of the polynomial Rm−1(t) given in (25). For a + m /∈ −N0, a − b /∈
{1−m, . . . , 0} and f 6= a if m = r = 1, we have
Γ(e− d)
Γ(e− b− d)Γ(d)
r+3Fr+2
(
a, b, d, f +m
a+m, e, f
)
= 1 + bd
(
a(f +m)
(a+m)(f)
− 1
)
m+2Fm+1
(
1, a− b+ 1, d + 1,γ + 2
a+m+ 1, e − b+ 1,γ + 1
)
, (42)
where γ are the roots of the polynomial Rˆm−1(t) given in (27).
We conclude the paper with some examples of transformation and summation formulas estab-
lished above.
Example 1. For r = 1, the numbers Cm,r are C0,1 = 1, C1,1 = 2/f , C2,1 = 1/(f)2, so that
R1(t) = (1− t) + (2b/f)t− (b)2/(f)2(t+ 1)
and
λ1 =
f + b+ 1
f − b+ 1
.
Formula (23) then reduces to
(f)2(1− x)
a
3F2
(
a, b, f + 2
b+ 2, f
∣∣∣∣ x
)
= (b)2 + [(f)2 − (b)2]3F2
(
a, 1, λ1 + 1
b+ 2, λ1
∣∣∣∣ xx− 1
)
,
while formula (41) takes the form
(e)n(f)2
(e− d)n
4F3
(
−n, b, d, f + 2
b+ 2, e, f
)
=(b)2 + [(f)2 − (b)2]4F3
(
−n, 1, d, λ1 + 1
b+ 2, 1 − e+ d− n, λ1
)
.
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Example 2. This example illustrates the remark made in the introduction around formula (7).
Start with [6, p.116]
4F3
(
a, b, d, f + 1
c, e, f
)
=
Γ(e)Γ(ψ)
Γ(e− d)Γ(ψ + d)
4F3
(
d, c− a− 1, c − b− 1, η + 1
c, ψ + d, η
)
where ψ = c+ e− a− b− d−m and
η =
(c− a− 1)(c− b− 1)f
ab+ (c− a− b− 1)f
.
Letting c− a− 1→ 0 in the above formula and applying (7) with x = 1 we get
4F3
(
a, b, d, f + 1
a+ 1, e, f
)
=
Γ(e)Γ(e − b− d)
Γ(e− d)Γ(e− b)
[
1−
b(a− f)
(a− b)f
(
1− 3F2
(
d, a− b, 1
a+ 1, e − b
))]
.
For e = b+1 this leads to known summation formula [17, 7.5.3.1]. For e = b+ r, with integer r ≥ 1,
we will apply the easily verifiable identity [11, Lemma 4]
p+1Fq+1
(
a, 1
b, r
)
=
(1− b)r−1(r − 1)!
(1− a)r−1(−1)(r−1)(p−q)


pFq
(
a− r + 1
b− r + 1
)
−
r−2∑
j=0
(a− r + 1)j
(b− r + 1)jj!

 (43)
to get by invoking the Chu-Vandermonde identity [1, Corollary 2.2.3] a presumably new summation
formula:
4F3
(
a, b, d, f + 1
a+ 1, b + r, f
)
=
Γ(e)Γ(e− b− d)
Γ(e− d)Γ(r)
[
1−
b(a− f)
(a− b)f
(
1− 3F2
(
d, a− b, 1
a+ 1, r
))]
=
Γ(b+ r)Γ(r − d)
Γ(b− d+ r)Γ(r)
[
1−
b(a− f)
(a− b)f
(
1−
(−1)r−1(−a)r−1(r − 1)!
(1− d)r−1(1 − a+ b)r−1
×
{
Γ(a− r + 2)Γ(b− d+ r)
Γ(1− d+ a)Γ(1 + b)
−
r−2∑
j=0
(d− r + 1)j(a− b− r + 1)j
(a− r + 2)jj!
})]
.
Example 3. For r = 1, m = 2 using Ck,1 =
(
m
k
)
/(f)k we have:
Rˆ1(t) =
2b
a− b
(
1−
(t+ 1)(1 − b)
2(a− b+ 1)
)
−
2ab
f(a− b)
(
1 +
(t+ 1)b
a− b+ 1
)
+
(a)2(b)2(t+ 1)
(f)2(a− b)2
.
We can solve Rˆ1(t) = 0 or simplify the expression for the root calculated in (36) to get:
γ =
(1 + a− b)(1 + f) + a(f − b)
(1 + a− b)(1 + f)− a(f − b)
.
Formula (26) takes the form:
(1− x)b3F2
(
a, b, f + 2
a+ 2, f
∣∣∣∣ x
)
= 1 + xb
(
a(f + 2)
(a+ 2)f
− 1
)
3F2
(
1, a− b+ 1, γ + 2
a+ 3, γ + 1
∣∣∣∣x
)
,
where a− b /∈ {−1, 0}. Note that the alternative form (28) of this formula is:
(1− x)b3F2
(
a, b, f + 2
a+ 2, f
∣∣∣∣ x
)
= A+ (1−A)3F2
(
a− b, 1, γ + 1
a+ 2, γ
∣∣∣∣x
)
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with
A =
2∑
k=0
(
2
k
)
(−1)k(a)k(b)k(−1− a)2−k
(f)k(a− b)k(b− a− 1)2−k
.
Formula (42) takes the form:
4F3
(
a, b, d, f + 2
a+ 2, e, f
)
=
Γ(d)Γ(e − b− d)
Γ(e− d)
[
1 + bd
(
a(f + 2)
(a+ 2)f
− 1
)
4F3
(
1, a− b+ 1, d + 1, γ + 2
a+ 3, e− b+ 1, γ + 1
)]
or
4F3
(
a, b, d, f + 2
a+ 2, e, f
)
=
Γ(e)Γ(e − b− d)
Γ(e− d)Γ(e− b)
[
A+ (1−A)4F3
(
d, a− b, 1, γ + 1
a+ 2, e− b, γ
)]
.
In particular, when e = b+ 1 the last transformation leads to the summation formula:
4F3
(
a, b, d, f + 2
a+ 2, b + 1, f
)
=
Γ(b+ 1)Γ(1 − d)
Γ(e− d)
[
A+ (1−A)3F2
(
d, a− b, λ+ 1
a+ 2, λ
)]
=
Γ(b+ 1)Γ(1− d)
Γ(e− d)
[
A+ (1−A)
Γ(a+ 2)Γ(b− d+ 2)
Γ(b+ 2)Γ(a− d+ 2)
(
1−
d(a− b)
λ(d− b− 1)
)]
,
where we applied [17, 7.4.4.9] (see also [9, Lemma 1]). If e = b+ 2 by using the r = 2 case of (43)
we obtain:
4F3
(
a, b, d, f + 2
a+ 2, b + 2, f
)
=
Γ(b+ 2)Γ(2 − d)
Γ(b− d+ 2)
×
[
A+
(1−A)(a+ 1)(λ− 1)
λ(d− 1)(a − b− 1)
(
Γ(a+ 1)Γ(b− d+ 3)
Γ(b+ 2)Γ(a− d+ 2)
(
1−
(d− 1)(a − b− 1)
(λ− 1)(d − b− 2)
)
− 1
)]
.
In a similar fashion setting e = b + r, r > 2, and applying (43) with [17, 7.4.4.9] we will arrive at
a more general summation formula which we omit due to its cumbersome look. A more general
formula of this type will be given in our paper [3, Theorem 2].
Example 4. Take r = 3, m = (1, 1, 2), m = 4. Then formula (33), in view of the remark after
Corollary 5, takes the form
e−x4F4
(
b, f1 + 1, f2 + 1, f3 + 2
b+ 2, f1, f2, f3
∣∣∣∣x
)
=
2∑
j=0
(−x)j
j!
5F4
(
−j, b, f1 + 1, f2 + 1, f3 + 2
b+ 2, f1, f2, f3
)
+ (−x)3B2F2
(
1, λ+ 4
b+ 5, λ+ 3
∣∣∣∣− x
)
,
where
B =
(b+ 4)(f1 − b)(f2 − b)(f3 − b)2 − b(f1 − b− 1)(f2 − b− 1)(f3 − b− 1)2
(b+ 2)3f1f2f3(f3 + 1)
and
λ = 1 + b−
b(f1 − b− 1)(f2 − b− 1)(f3 − b− 1)
(f1 − b)(f2 − b)(f3 − b+ 1)
.
Theorem 6 takes the form (q = 2):
6F5
(
a, b, d, f1 + 1, f2 + 1, f3 + 2
b+ 2, e, f1, f2, f3
)
= B1 −B24F3
(
1, a − b+ 1, d+ 3, γ + 4
a+ 5, e− b+ 1, γ + 3
)
,
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where
B1 =
Γ(e)Γ(e− b− d− 2)
Γ(e− d)Γ(e − b− 2)
2∑
j=0
(−2)j(a− b− 2)j(d)j
(a+ 2)j(e− b− 2)jj!
×
j∑
k=0
(−j)k(a)k(b)k
(−2)k(a− b− 2)kk!
4F3
(
−k, f1 + 1, f2 + 1, f3 + 2
f1, f2, f3
)
3F2
(
k − 4, k − j,−b− 2
k − 2, a− b− 2 + k
)
,
B2 =
Γ(e)Γ(e− b− d− 2)(b− a)3(d)3(b)3[(b+ 3)(f − b)m − b(f − b− 1)m]
Γ(e− d)Γ(e − b+ 1)(a+ 2)3(b− a)3(f)m
,
γ =
a(f − a− 1)− (a+m)(f − a− 1 +m)
a(f − a− 1)/(a − b+ 1)− (f − a− 1 +m)
− 3
and we utilized formula (14) when computing B1 and the formula for Rˆm−q−1(1−m) from the proof
of Corollary 6 when computing B2.
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