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Chapter 1 
INTRODUCTION 
Definitions and Background 
ln recent years, much interest has been shown in "modeling," or 
fitting, primary care data to known statistical distributions [4,10,14, 
15,16,17,18,25,26,28,29]. Specifically, much work has been done in 
studying the distributions of episodes of illness and consultations in 
family practices. This thesis will examine the utility of the negative 
binomial distribution's fit to family practice data. The following terms 
will be used in the discussion of fitting primary care data: 
Consultation: Any face to face contact between the doctor and 
patient [2]. 
Episode of Illness: The occurrence of a specific problem or illness 
in a patient, extending over a period of time [11]. There may be a 
number of consultations during an episode of illness [2]. 
Family Practice: The organizational framework in which one or more 
physicians provide continuing, comprehensive health maintenance and 
medical care to the entire family regardless of sex, age, or type of 
problem [11]. The term, general practice, will also be used. 
Registered ·Population: The total number of patients registered in a 
family practice. This population is usually difficult to determine 
in North American practices [11]. 
Practice Register: The listing of all registered patients in a 
practice [11]. 
Primary Care: A type of health care which emphasizes first contact­
care and assumes ongoing responsibility for the patient in both 
health maintenance and therapy of illness [11]. 
The interest in fitting empirical distributions of primary care 
data has been generated, in part, by the inability of researchers to 
determine the size of the practice population, or the "population at 
risk," in North American family practices [ 4,5,9,28]. Not knowing the 
population at risk has led to problems in comparing morbidity rates 
among practices, in evaluating the health care provided, and in planning 
manpower needs [4,28]. In Great Britain the population at risk can be 
determined by practice registers which each general practitioner is re­
quired, by the National Health Service, to keep of the defined popula­
tion he serves [1]. The population at risk is the best denominator 
available to express morbidity rates [4], so by referring to his regis­
ter, a British practitioner has an excellent tool for epidemiological 
research. 
2 
However, in North America the population is not registered with 
family practices. Although a family physician may know how many-patients 
visited him in one year, he does not know how many people were at risk. 
Rockhold and Kilpatrick[28J and Bass [ 4] have pointed out that morbidity 
rates based on the number of patients visiting are of questionable value, 
since the probability of visiting varies with family practice follow-up 
procedures, and with the individual's age and sex. Bass [4:193] has 
stated that "to count only those patients who were seen tells us nothing 
about those patients who did not visit the doctor during that (time) in­
terval, even though they were at risk." Thus the at-risk population 
must somehow be estimated (the "denominator problem" [4,28]) in North 
American pratices in order that morbidity can be expressed with proper 
incidence and prevalence rates. 
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The denominator problem can be approached by the use of the nega­
tive binomial distribution (NBD) [4,16,28]. Kilpatrick [16,17,18], Jacob 
and Pearson [13], Luckman [23], Froggatt et al. [10], and Wright [29] 
have shown that the NBD gives a reasonable fit to the distributions of 
consultations and episodes of illness in Great Britain. Jacob and 
Pearson were the first to show that the NBD fitted the frequency of epi­
sodes, when the episodes reported by their study population were sub­
divided by type into four specific groups [13]. Kilpatrick [18] 
concluded that the frequency of consultations from a typical general 
·Practice in England followed the NBD. His conclusions were based on 
269,832 patients registered in the Second National Morbidity Survey 
(NMS 2) in 1970-71, and 382,829 patients registered in the First National 
Morbidity Survey in 1955-56. Kilpatrick [16,17] found that the NBD also 
gave an approximate fit of the distribution of episodes of illness in 
NMS 2. Wright [29] examined the NBD in light of its fit tofue distribu­
tion of consultations. Froggatt et al. [10] showed that the frequency 
of office consultations made by 2,810 females in a Belfast practice was 
compatible with the NBD. Luckman [23] commented that the NBD did well 
in explaining episodes of illness in Ashford and Hunt's work with Exeter 
patients [3], even though Ashford and Hunt felt that another distribu­
tion was needed. 
This thesis is a continuation of work done by Kilpatrick and 
Rockhold, who used the results of fitting the NBD to English data in an 
attempt to fit the zero truncated form of the NBD to American data [28]. 
In American family practices we do not know the number of non-visitors 
for a given year, but we do know the number of people who reported at 
least one episode. We can regard non-visitors as people who reported 
zero episodes of illness.1 The number of non-visitors can then be pre­
dicted by fitting the zero truncated form of the NBD to the distribution 
of patients known to report one or more episodes in one year. The pre­
dicted number of non-visitors, added to the number of people who re­
ported episodes, will be an estimate of the population at risk [4,16,17, 
25,28], 
The question, then, is whether the NBD "adequately" fits ob­
served distributions of episodes of illness in family practices. If it 
does, then the zero truncated form supposedly can be used as a means to 
solve2 the denominator problem in North America. In Chapter 3 we will 
examine the concept of "goodness of fit" and will present statistical 
criteria that must be considered in deciding if a distribution provides 
a good fit to the data. For the time being, a "good" fit will be one in 
which the NBD actually describes the distribution of episodes. We will 
now describe the complete form of the NBD. 
1In this thesis we will study the distribution of episodes of 
illness, since the decision to report an episode is made by the patient 
and is largely independent of the phyician [17]; on the other hand, 
the decision to consult may be influenced by the physician\s follow-up 
procedures. Thus consulting rates would depend on the doctor's, rather 
than the patient's, initiative. 
4 
2we know that the truncated form of the NBD can be used to 
estimate the practice demoninator [4,10,18,25,28]. Whether this estimate 
is good enough to be used as a practical solution to the denominator is 
open to question. 
The Negative Binomial Distribution 
If X is a discrete random variable which follows the NBD, then 
that proportion of a practice population which reports x episodes of 
illness to the family physician over a period of time (e.g., one year) 
is given by: 
(1.1) ( _ ) _ r(k+x) Pr X-x - r(k)x! for x 
= 0,1,2, . . . • 
and k > 0, m > 0, 
where m represents the mean number of episodes reported in one year, 
i.e., E(X) = m; and k is the shape parameter of the distribution [26]. 
In this thesis, N will denote the size of the at-risk population in a 
family pratice. The NBD is completely described with two parameters, 
m and k (see Appendix A). 
Rockhold used an alternate form of the NBD in his work [25]. 
Letting w = m:k we have: 
( 1. 2) Pr(X=x) = r(x+k) wk(l w)x 
r(k)x! 
- for x = 0,1 ,2.... • 
and k > 0, O<w<l. 
Again, k is the shape parameter, and w is a probability term 
which relates the NBD to the positive binomial distribution [25]. The 
mean, E(X), and variance, V(X), are given as: 
and 
E(X) = k(l-w) w 
V(X) = k(l-w) = E(X) 
w2 w • 
An important property of the NBD is that V(X)>E(X). This char-
acteristic is referred to as "overdispersion" [6,12,22]. Another very 
important property is that the NBD can be generated from several under-
lying models, or processes [6,10,17,22,25,26,28]. Rockhold [26] has 
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stated that the underlying model determines the interpretation that can 
be given to the NBD parameters by health care planners. Three models-­
Proneness, Linear Contagion, and Spells--which lend easily to interpre­
tation in primary care [25] will be presented. The material is taken 
from Rockhold [25], who presents the derivations of the NBD from each of 
these models. 
The Proneness Model. This model has received much attention in 
the literature [6,10,17,22,25,26,28], and is based on the idea that each 
person in a population is "prone" to experience an episode of illness. 
The episodes for an individual will follow a Poisson process, with the 
parameter, A, over a period of time. The parameter, A, can be thought 
of as the likelihood of an individual to have an episode. This likeli­
hood does not change over time. The value of A varies from person to 
person in the population, and is an observation from a gamma distribu­
tion. Thus a person's likelihood to have an episode will be constant 
over time, but will differ from other individuals in the population. 
The Linear Contagion Model. Whereas the number of past episodes 
has no effect on the likelihood of experiencing a new episode in the 
proneness model, the linear contagion model is based on the concept that 
.each episode increases a person's likelihood to incur another episode. 
At the start of an observation period, everyone in the population will 
have the same likelihood to experience an episode. This likelihood will 
increase for an individual after the occurrence of an episode; hence, 
after a period of time the likelihoods will differ across the population 
as some people will have experienced more episodes than others. The 
linear contagion process is said to have "memory," since it is condi­
tioned on the number of past episodes. 
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The Spells Model. In this model, each individual experiences 
"spells" of ill health. These spells are distributed, over a period of 
time, by a Poisson process. During a spell, a number of episodes may 
occur. This number is a random variable which follows the log series 
distribution. The spells model assumes that the probabilities to have 
spells are the same for the whole population. Also, past spells have no 
effect on the likelihood of future spells. Thus the likelihood to have 
a spell of illness remains constant in the population and over time. 
A good fit of the NBD to episode of illness data does not allow 
us to discriminate between the underlying models without further statis­
tical analysis. Bliss [6:191] notes that "since several quite differ-
ent models might possibly underlie data which conform to the negative 
binomial, one cannot use this agreement as the sole basis for justifying 
a particular model or conlusions based on it." Tests for discriminating 
between the models will be presented in Chapter 2. 
The Truncated Negative Binomial 
Distribution 
The zero truncated negative binomial distribution (TNBD) can be 
derived directly from the complete NBD, equation (1.2), by considering 
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only those individuals who have reported one or more episodes of illness 
in a period of time. Again, letting x be the number of episodes reported 
by the practice population, we have [25]: 
Pr(x/x>O) = �) . = �(x) = rfk)x) (1- )x· w
k 
PrTX>OT  r k x! w --k 1-w 
for x 1 ,2,3, ... 
where w and k are defined on page 5 and, 
(1 .3) Pr(O) = P0 
= 
wk is the probability of reporting zero episodes 
in a given period of time. 
The number of persons, N0, in a practice population reporting no 
episodes of illness can be estimated as [25]: 
( 1. 4) 
Po wk No = Nt . -- = Nt . 
1-Po 1-wk 
where Nt is the number of people who have reported at least one episode. 
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Thus, if we find that the TNBD fits episodes of illness data, we 
can estimate N0 (the estimate will be denoted as N0) and use the expres-
" 
sion--N0 
+ Nt--as an estimate of N, the population at risk, in North 
American family practices. 
The Second National Morbidity 
Survey 
The Second National Morbidity Survey (NMS 2) was a one year 
survey conducted in England and Wales from November, 1970, to October, 
1971. This survey involved 53 practices, chosen so as to be geograph­
ically representative of the national population [2]. NMS 2 was the 
first major survey to collect episode of illness data at the general 
practice level [17]. All practices participating in the survey were 
required to keep both an age-sex register and a ledger of all reported 
episodes of illness [2], 
The episode of illness data used in this thesis are from 39 NMS 2 
practices which were involved in a continuation of the NMS 2 survey into 
a second year. The practice population in our data set contains 148,058 
patients who were registered for two years--"permanent" patients [19]. 
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We will consider episodes of three types: (1) new episodes which began 
after the start of the survey, (2) recurrences of previous episodes, and, 
(3) episodes which were referred to a practice by an outside source 
(e. g. , hospital) [2]. Episodes which began prior to the survey were ex­
cluded [2], as were prophylactic procedures and routine prenatal and 
postnatal episodes [17]. 
It is a well-known fact that many pratice registers in Great 
Britain are "inflated" [2,9, 14,17 ,24,29], i.e., a doctor will have more 
records in his register than actual patients in the practice population 
due to patients who have died or moved away without notice. 3 The data 
recorders in NMS 2 went to great pains to improve the completeness and 
accuracy of the data by using computerized quality control progams. A 
rough estimate of the overall inflation rate in NMS 2 is 1.1% [9]. The 
inflation rate for the 39 practices in our subset is on the order of 2% 
[19]. The low inflation rate and the exclusion of non-permanent patients 
make the data set very accurate. 
3Less frequently, a practice register may be "deflated" [9]. 
This occurs when a doctor takes responsibility for patients not yet 
registered with him (e. g., newborn babies, and patients who recently 
moved into the practice area). 
Research Objectives 
The research objectives of this thesis are threefold: 
1. We will use statistical tests to determine which of the 
three models (proneness, linear contagion, spells), if any, is the 
underlying process to the NBD (Chapter 2). These tests will question 
the integrity of the NBD as the actual underlying distribution, espe­
cially if all three models are rejected. 
2. We will determine if the NBD provides a good fit, by prac­
tice, to the NMS 2 episode of illness data (Chapter 4). In much of the 
literature, the NBD was found to give an approximate fit to the data. 
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We wi 11 rigorously examine the "goodness of fit" of the NBD to determine 
its adequacy in explaining the data. The results of the analysis should 
indicate true disagreements in fit, if they exist, since the data set is 
very accurate. 
3. We will determine if the TNBD can be used as a practical 
method of solving the denominator problem in North American practices.4 
The TNBD can be used to estimate the number of non-attenders, N0, in each 
of the 39 practices (Chapter 5). The data being from England, N0 is 
,... 
known for each practice and so can be compared to N0. This will provide 
an excellent test--not from a "goodness of fit 1' standpoint--but from a 
''goodness of estimation" point of view. 
4we are assuming, in our discussion of the denominator problem, 
that the process by which a patient decides to report an episode of ill­
ness is the same for both North American and English family practices. 
Chapter 2 
NBD MODEL ANALYSIS OF NMS 2 DATA 
In this chapter we will use tests developed by Rockhold [25] to 
determine which of the three underlying models--proneness, linear conta-
gion, or spells-- has generated the NMS 2 episodes of illness data. 
These tests are based on the bivariate negative binomial distribution 
(BNBD). We will assume that the NBD is the true distribution for epi-
sodes of illness. If the NBD is the actual distribution, the tests 
should indicate so by selecting one of the three underlying processes. 
If the tests do not favor any one process, then (l) another underlying 
process may be in effect, or (2) the NBD is not the true distribution 
for episodes of illness data. 
The Bivariate Negative Binomial 
Distributi'on 
Let x1 be the number of episodes reported by a person to his 
doctor tn year 1, and let x2 be the number of episodes reported by the 
same person in year 2. The probability that x1 episodes will be reported 
in year 1 and x2 episodes wi 11 be reported in year 2 by the entire prac­
tice population is given by [26]: 
r(k+x1+x2) ( k )
k
( m1 )
xl( m2 )
x2 
Pr(X1=x1, x2=x2) = 
r(k)xl !x2! k+ml+m2 k+ml+m2 k+ml+m2 
for x1 ,x2 = 0,1 ,2, ... , 
and m1,m2, k>O, 
where m1 and m2 are the mean episode rates for years 1 and 2, respectively. 
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The maximum likelihood estimate (MLE)1 of m1 is x1--the number of epi­
sodes reported in year divided by the number of persons in the prac­
tice. Likewise, the MLE of m2 is x2. The variance for each year is 
given as: 
m1(m1+k) v(x1) = -k,---
In Chapter 1 it was noted that the NBD could be derived from 
each of three underlying models (proneness, linear contagion, and 
spells). Similarly, for a two year period, the BNBD can be generated 
from these three processes [25]. 
Tests for Discriminating Among 
the Three Underlying Processes 
of the NBD 
12 
Rockhold's tests of discriminating anong the models assume that 
the data come from a BNBD,and that the observation period can be divided 
into two equal lenghts of time (e.g. , two years) [25,26] . The methods 
of discriminating are divided into two major areas: a test for inter-
period correlation, and tests for the difference between the mean number 
of episodes reported in years 1 and 2. Rockhold has shown, in simulation 
studies, that these tests have good power and are very reliable [25]. 
We will briefly present the statistical motivation for these tests. 
Test of Correlation. It was shown in Chapter 1 that the likeli-
hood to have an episode of illness is equal for all individuals and re­
mains constant over time in the spells model. Since this model is based 
on the Poisson process (with a constant likelihood parameter, A) the 
1The method of maximum likelihood extracts all possible informa­
tion from the data. 
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number of episodes observed in one year is independent of the number of 
episodes observed in a second year. The theoretical interperiod corre­
lation (between years 1 and 2) of the number of episodes reported can be 
measured by (2.1) for p r o ne ness and linear c o n t a g i o n  mo dels[ 25]: 
and should equal zero under the spells model. Rockhold has shown that 
both the proneness and linear contagion models have positive inter­
period correlation.1 Hence if p is found to be significantly greater 
than zero, the spells model can be rejected in favor of either the 
proneness or linear contagion models. Thus a test for the hypotheses, 
H0: p = 0 vs. H1: p > 0 is needed. Rockhold [26] chose to use 
Pearson's correlation coefficient, r, as an estimator of the interperiod 
correlation coefficient, p: 
where xji is the number of episodes reported in year j (j=l ,2) by the 
ith individual in the population.2 Pearson's r was found to give excel-
lent estimates of P [25]. An estimate of the variance of r, under 
A -1 H0: p = 0, is V(r) = (N-2) . For a test of H0: p = 0 v
s. H1: p > 0, 
Rockhold used the Central Limit Theorem to develop the following 
1The likelihood of having an episode is constant over time, but 
differs in the population for the proneness model, making p > 0. The 
likelihoods increase over time for the linear contagion model, also im­
plying p > 0. 
2The t�LE of p can be computed by substituting the r�LE's of m and 
k into equation (2. 1). The MLE's of m and k are obtained by an iterative 
computer algorithm [25]. 
statistic: 
� · r � N(O,l) asymptotically under H
0
. 
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Tests of Mean Difference. If the spells model (zero interperiod 
correlation) is rejected, the tests of mean difference can be used to 
discriminate between the proneness and linear contagion models, both of 
which have positive interperiod correlation. Under the proneness model, 
the likelihood to have an episode of illness is assumed to remain con­
stant over time in the population, so the episode rates of years 1 and 2 
should be equal (m1 = m2). Under the linear contagion model, the epi­
sode rate of year 2 should be greater than that of year 1 (m2 > m1), be­
cause of the "memory" process which is present. Rockhold used a one-
sided test, H0
: m1 = m2 vs. H1: m2 > m1, to discriminate between the 
proneness and linear contagion models [25,26]. He maintained that re­
jection of H
0 
would support H1 (linear contagion). This is not true of 
statistical tests. Rejecting the null hypothesis does not necessarily 
imply that the alternative should be accepted. As we shall see, m2 was 
less than m1 for many practices in which H0
: m1 = m2 was rejected! 
Hence two separate tests will be used in this thesis to discriminate be-
tween the proneness and linear contagion models. 
The hypotheses for the test of the proneness model are 
H0: m1 = m 2 vs. H1: m1 � m2. Accepting H0 
means that the proneness 
model cannot be rejected. Rejecting H0 in favor of the general alterna­
tive, H1, does not support any model in particular. The hypotheses for 
the linear contagion model are H0: m2 � m1 vs. H1: m2 < m1. Those 
practices in which H cannot be rejected will support the model of linear 0 
contagion, and those practices in which H
0 
is rejected will not support 
any model in particular. 
Using the Central Limit Theorem, the test statistic for the­
tests of mean difference is [25]: 
A A 
(2.2} m2- ml 
� Normal(O,l) asymptotically, 
�v(m2-m1) 
where m1 = X1 and m2 = x2 are MLE's of m1 and m2, respectively. Under 
the hypothesis of proneness (H0: m1 =m2), an estimate of V(m2-m1) is 
(X1+ X2)/N [25]. Thus the test statistic (2.2) becomes: 
�(X2-X1) � Normal(O,l) asymptotically [25]. 
� x1 + x; 
Under the hypothesis of linear contagion (H0: m2-m1>0), an 
estimate of V(m2-m1) is [25]: 
Thus V(m2-m1) can be substituted into equation (2.2) to compute the 
statistic for the test of linear contagion. 
Results of the Discrimination 
Tests 
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A PL/1 computer program, written by Rockhold, was used to analyze 
the two-year NMS 2 episode data. All tests used the a=.05 critica·l level. 
Spells vs. Proneness and Linear Contagion. Table 2.1 shows that 
the spells model was rejected in all 39 practices. The M� of p, 8. is 
consistently higher than the correlation coefficient, r. Froggatt et al. 
[10] found p to exceed r in their analysis, and Rockhold [25] noted this 
same result in Virginia data. Having rejected the spells model, we will 
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Table 2.1 
NBD Model Discrimination Analysis 
Test of Zero Interperiod Correlation versus 
Positive Interperiod Correlation based 
on Two-Year NMS 2 Episode Data 
Z = � ·r and is Asymptotically Normal 
( 
0 'l ) when p=O. 
Practice r MLE of p z Practice r MLE of p z 
2 .518 .725 24.65 33 .539 .599 32.51 
3 .500 .535 32.26 35 .443 .538 31.29 
5 .383 .438 18.36 36 .543 .641 26.14 
6 .379 .454 20.80 37 .504 .608 50.03 
9 .409 .502 18.80 39 .371 .502 18.45 
10 .461 .497 21.92 42 .426 .437 24.00 
ll .467 .548 26.85 44 .490 .594 26.43 
12 .485 .547 49.20 45 .473 .643 25.53 
13 .382 .522 20.03 46 .420 .564 21 .80 
14 . 511 .591 33.45 48 .438 .497 26.19 
16 .493 .561 33.29 51 .502 .642 61 .82 
17 .512 .560 37.97 53 .467 .571 53.12 
20 .423 .458 24.27 54 .542 .646 32.70 
21 .490 .562 40.72 55 .477 .641 30.95 
24 .436 .543 33.84 56 .544 .617 - 31.97 
26 .476 .517 40.45 57 .544 .639 34.55 
27 .480 .522 28.80 58 .574 .680 37.60 
28 .399 .429 30.37 59 .486 .639 30.71 
29 .421 .544 35.66 61 .526 .622 59.77 
32 .435 .562 20.84 Total .497 .589 220.39 
turn our attention to the tests of mean difference. 
Proneness. The most striking result of the test of proneness 
(Table 2.2) is the fact that the episode rate decreased in 24 practices 
in year 2. None of the three underlying models can explain a decrease 
17 
of the episode rate. Rockhold also obtained a decrease in episode rates 
in Virginia data, but did not elaborate on its significance [25: 145,146]. 
The large number of practices in which m2 < m1 suggests that the two­
sided alternative hypothesis is appropriate. From Table 2.2 we see that 
the hypothesis of proneness was rejected in 20 practices. 
Linear Contagion. Nineteen of the 39 practices rejected the 
model of linear contagion (Table 2.2). The proneness model had also 
been rejected in 15 of these practices (No.'s 2,3,5,6,10,11 ,13,21 ,29,32, 
39,42,48,55,57). Furthermore, the proneness model had been accepted in 
15 of the practices in which the linear contagion model was accepted 
(No.'s 9,20,24,26,27,28,37,44,45,51 ,53,54,56,58,59). Thus in 30 prac­
tices, neither of the two models was favored over the other. 
Discussion and Conclusions 
The tests of discrimination have not clearly indicated any one 
of the three models as being the underlying process to the NBD. The 
spells model was rejected in all 39 practices--evidence that there is a 
definite positive correlation between the number of episodes reported in 
years 1 and 2. Having rejected the spells model, we used the tests of 
mean difference for the proneness versus the linear contagion models 
(both of which have positive interperiod correlation). The results of 
these tests did not conclusively favor one model over the other. Four 
practices (No.'s 14,33,36,61} rejected the spells and linear contagion 
Table 2.2 
NBD Model Discrimination Analysis 
Tests of Proneness and Linear Contagion Models based 
on NMS 2 Episode Data from Two-Year Period 
x2-xl Z = and is a Normal(O, 1) Deviate 
�var(x2-x1 )a
' 
Proneness Linear Contagion 
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H0: m1=m2 vs. H1: m1�m2 
z 
H0: m2>m1 vs. H1: m2�m1 
z 
2 -.130 
3 -.126 
5 -. 296 
6 -.304 
9 .304 
10 -.100 
11 -. 159 
12 . 078 
13 -. 123 
14 -.065 
16 . 1 07 
17 .827 
20 -.041 
21 -. 055 
24 -.026 
26 . 001 
-3.99* 
-4.09* 
-8.37* 
-9.29* 
0.82 
-2.61* 
-4.75* 
4.oo* 
-3.37* 
-1.88 
3.66* 
2.93* 
-1.45 
-2.15* 
-1.05 
0.05 
-3.94+ 
-4.09+ 
-8.27+ 
-9.20+ 
0.82 
-2.60+ 
-4.74+ 
4.00 
-3.36+ 
-1 .88+ 
3.66 
2.93 
-1 .45 
-2. 15+ 
-1.05 
0.05 
asee page 15 for estimates of Var(X2-x1) for the proneness and 
* 
linear contagion models. 
H0 was rejected for Z<-1.96 or Z>l.96 (a=.05). 
+H0 was rejected for Z<-1.645 (a=.05). 
Practice 
27 
28 
29 
32 
33 
35 
36 
37 
39 
42 
44 
45 
46 
48 
51 
53 
54 
55 
56 
57 
58 
59 
61 
Total 
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Table 2.2 (continued) 
Proneness Linear Contagion 
Ho: m1=m2 vs. Hl : m1!m2 H0: m2>m1 vs. 
x2-xl z 
-.028 -0.80 
.006 0.27 
-.069 -3.42* 
-.240 -5.1 O* 
-.060 -1.78 
. 193 8.48* 
-.098 -1.70 
-.033 -1.55 
-.165 -4.53* 
-.392 -13.22* 
.079 1.87 
.048 1.13 
.091 2.36* 
-.228 -7. 16* 
.033 1.71 
.025 1.47 
. 032 0.90 
-. 075 -2.45* 
.017 0.45 
-.079 -2.14* 
.007 0.18 
-.018 -0.53 
-.030 -1.66 
-.030 -6.57* 
*
H0 was rejected for Z<-1.96 or Z>l.96 (a=.05). 
+H0 was rejected for Z<-1.645 (a=.05). 
z 
-0.80 
0.27 
-3.42+ 
-5.07+ 
-1.78+ 
8.40 
-1.70+ 
-1.55 
-4.51+ 
-12.92+ 
1.87 
1.13 
2.36 
-7. 12+ 
1. 71 
1.47 
0.90 
-2.45+ 
0.45 
-2.14+ 
0.18 
-0.53 
-1. 66+ 
-6.57+ 
H1: m2�m1 
models, and accepted the proneness model. H0: m2 > m1 could not be 
rejected in five practices (No.'s 12,16,17,35,46) which rejected both 
the spells and proneness models. Fifteen practices rejected all three 
models; moreover, another 15 practices rejected only the spells model. 
All three models were rejected when the data from the 39 practices were 
combined. 
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The episode rate decreased from year 1 to year 2 in 24 of the 39 
practices--a peculiarity that cannot be explained by any of the three 
models of the NBD. Under the proneness and spells models, m1 m2, 
because the likelihood to report an episode is not influenced by time in 
either of these processes. Also, the linear contagion model is based on 
the concept that the episode r�te for a population should increase, not 
decrease, over time, due to the positive contagion effect. 
Since a majority of the practices gave results unfavorable to the 
three underlying models of the NBD, we conclude that none of these 
processes explain the distribution of episodes of illness in the NMS 2 
data set. Thus ll) another model of the NBD is in effect, or (2) the NBD 
is not the true distribution. We shall examine the second possibility 
by analyzing the goodness of fit of the NBD to the observed distribution 
of episodes. A method of judging the adequacy of a fitted distribution 
will be presented in Chapter 3. 
Chapter 3 
GOODNESS OF FIT TEST 
In the literature, the fit of the NBD to episodes of illness 
data has been described in terms such as "reasonable," "approximate," 
"compatible," and "good," which are all statistically vague. What 
makes the fit of the NBD "reasonable" in one set of data, while it is 
"approximate" in another? A test which provides a method of comparing 
the adequacy of fits is needed. A goodness of fit ( GOF) test will be 
reviewed in this chapter. The test is based on statistical theory, has 
a well-defined critical region, and will indicate the degree of close­
ness in fit between observed and hypothesized distributions. Criticisms 
of the test will be discussed, a simulation study will be reviewed, and 
conclusions about the test's use in this thesis will be presented. 
The Chi-squared Goodness of Fit Test 
The Chi-squared (x2) GOF test was developed by Karl Pearson and 
can be used to measure the extent of agreement between a set of observed 
frequencies and a theoretical distribution. It is a common test, and 
Bliss [6] and Rockhold [25] recommend it over others when testing the 
fit of skewed distributions like the NBD and the TNBD. A test of hypoth-
esis can be established for our purposes as: 
H : 0 f ( x ) = NBD, 
The hypothesis, H , is not true, 0 
where f ( x ) is the true underlying distribution of episodes of illness. 
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If a practice contains N people, each person having reported a known· 
number, i, of episodes of illness (i = 0,1 , ... , d-1), then the dis­
crepancy between the observed frequency of distribution of episodes and 
the NBD can be measured by Pearson's x2 statistic1: 
2 d-1 [N.-Np.]
2 
(3.1) X = � 1 1 
i=O Npi 
where , 
Ni is the number of people reporting i episodes. 
d-1 
� N. = N; 
i=O 1 
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d is the number of classes, or categories, of episodes reported; 
and , 
pi is the proportion of the N people in the practice popula­tion who would report i episodes, assuming H0 is true; 
Npi is the number or people expected to report episodes, ac­cording to H0. 
Before we can use equation (3. 1) we must know the pi's. Using 
equation (1.2) on page 5 we can compute the p. 's as: 
1 
A A 
f('+k) Ak A 0 p. = Pr(x=i) = l w (1-w)1 1 r(f<)i! 
A A 
for i = 0, 1 , ... d-1 , 
where k and w are MLE's of w and k calculated from the observed epjsodes 
of illness data using an iterative computer algorithm [25].2 
The x2 statistic (3.1) is asymptotically distributed as x2 d-e-1' 
where e is the number of estimated parameters, in our case 2 [25]. We 
1To test the fit of the TNBD, we would use the same hypotheses 
and statistic. 
2The method of maximum likelihood estimation yields efficient 
estimates of w and k [6,12,25,30]. 
will reject the hypothesis of the NBD for a family practice if X2>x2; 
Where Pr(x2d_3 �2a,d-3) 
= a. Traditionally, a = 0.05 has been used as 
the critical value of the test statistic, x2. We will use the p-value 
to measure the GOF of the NBD to the episode data. The p-value is de­
fined as the probability, under H0, of observing a value of x
2 greater 
than the one calculated from the data [20]. We will see, in the con-
eluding section of this chapter, that the p-value provides an objective 
method of comparing the GOF between practices. 
Criticisms of the x2 GOF Test 
Cochran [7,8] gives a good review of the major criticisms of 
the GOF test. One criticism is that the test is not directed against 
any particular alternative hypothesis. He stated that when H0 has been 
rejected, one should examine the pattern of deviations, Ni-Npi' to de­
termine where the disagreements between the observed and expected fre­
quencies have occurred [7]. Cochran suggested that additional tests be 
used with the x2 GOF test to reveal systematic patterns of deviations 
[8]. 
A second criticism of the test is that, in very large samples, 
small and unimportant chance departures of Ni from Npi will be detected 
and cause rejection of the null hypothesis [6,7,17,18]. Kilpatrick 
found that the x2 test was extremely sensitive to trivial departures 
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from the NBD for a sample of 54, 000 patients, and caused rejection of the 
null hypothesis even though the fit was judged to be good [17]. 
A third criticism involves "pooling" the data. Classes with 
small expected frequencies are pooled so that the minimum expected fre­
quency (m� n Npi) in all d classes is larger than a certain value. Fre­
quently, all classes with expected frequencies less than 5, or even 10, 
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have been pooled together to form a new class.3 Cochran maintained that 
the numbers 5 and 10 were arbitrarily chosen and that their indiscrimi-
nate use would adversely affect the power of the test [7]. He urged the 
use of lower values; indeed, minimum frequencies as low as one have been 
recommended for the x2 GOF of the NBD in order to make the test more 
sensitive [ 22,25] . 
Results of a Simulation Study 
of GOF Tests 
Rockhold [25] did an extensive simulation study of the GOF of 
three tests--Pearson's x2, a corrected x2, and the likelihood ratio 
test--using observations generated from a computer algorithm of the 
TNBD. 4 One thousand simulated TNBD distributions were studied for GOF 
at each of five different parameter (w,k) combinations, and for each of 
four different sample sizes, ranging from 500 to 4000 observations. The 
data were grouped at min Npi = 1.0. The results of the simulation study 
indicated that: 
1. The Pearson x2 test was very reliable in terms of the Type I 
error. The other two GOF tests were less reliable. 
2. The reliability of Pearson's x2 test did not vary with the 
Parameters or the sample sizes. 
3. Grouping at min Np. = 1. 0 did not adversely affect the Type I i 1 
error; at the same time, it allowed more of the information in the tail 
of the NBD to be used than did grouping at min Np. = 5.0. 1 
3The data must be pooled in order for the x2 test to be theoret­
ically valid [ 21 ]. 
4These results also apply to the NBD, since the two distributions 
are both skewed [25 ]. 
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Conclusions of GOF 
Based on the recommendations of Rockhold [25], Bliss [6], and 
Loeschcke and Kolhler [22], Pearson's x2 will be the GOF test used in 
this thesis. The p-value will be used to determine the adequacy of the 
fit. A p-value less than 0.05 for a practice will indicate that the NBD 
does not fit the data. Furthermore, p-values will allow us to compare 
fits between practices: a p-value between 0.05 and 0.10 will indicate 
a poor fit; a p-value close to 1.0 will indicate a very good fit. How­
ever, a p-value greater than 0.05 will not necessarily imply acceptance 
of the NBD as the underlying distribution, but will be regarded as evi­
dence in favor of H0 [12]. The deviations, Ni - Npi' will be examined 
for systematic patterns in those practices for which H0 was rejected. 
We will .P.QQ}_ all classes with !!P_i<l.O. 
Of the 39 NMS 2 practices examined in this thesis, 26 have prac­
tice populations in the range of the sample sizes studied by Rockhold 
[25]. The mean practi�e size is 3796, the median is 2839, and the maxi­
mum is 11,346. Rockhold showed that the simulated Type I error was very 
close to the true value for Pearson's x2 test in samples of up to 4000 
observations. Hence, in samples with sizes similar to most of our 39 
practices, Rockhold found that distortion of the test results by trivial 
departures of N. from Np. was not evident. Thus we will assume Rockhold's 1 1 - - -----'----'-
results hold for our GOF analysis; however, we would expect that a GOF 
test for the larger practices and for all practices combined (148,058 
people) might be affected by small and unimportant departures. 
Chapter 4 
THE FIT OF THE NBD TO NMS 2 EPISODE DATA 
The results of the NBD model analysis in Chapter 2 indicated 
that we should question our basic assumption about the NBD. Is the 
NBD the true distribution for episodes of illness? In this chapter we 
will present some important statistics for the practices, study the re­
sults from the GOF tests, and examine the patterns of deviations that 
occurred in fitting the NBD to the data. Kilpatrick (16,19] analyzed 
episode data from the 53 practices in the original one year NMS 2 sur-
vey and concluded the fit of the NBD was satisfactory, based on the 
sums of absolute deviations (SAD's).1 We will examine the GOF (using 
the procedure described in Chapter 3) of the NBD for the 39 practices 
involved in the two year extended NMS 2 survey. The results will be 
presented by practice for each of the two years in the survey. This 
will be the first time data from the extended survey has been analyzed 
for fit to the NBD. 
The Descriptive Statistics of 
the Practices 
Tables B. 1 and 8.2 in Appendix B list the practice sizes (N), 
proportions of non-attenders (N /N), mean episodes reported (X), vari­o 
ances (S2), the MLE's of w and k, and values of x2 for years 1 and 2 of 
1Kilpatrick used the sum of absolute deviations (SAD's) bet ween 
the observed and expected frequency percentages as his test of fit. 
1 d-1 
0 • SAD= N , � I N.-Np. 1 x 100%. A f1t was arbitrarily defined to be i =0 1 1 
unsatisfactory if the SAD exceeded 5%. 
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the NMS 2 survey. Overdispersion (S2/X > 1) is evident in both years, 
suggesting that the true distribution of episodes may be the NBD [6,22]. 
Year 1. In the first year of the survey, 38% of the combined 
practice population did not report an episode of illness. The percen­
tage of non-attenders in the individual practices ranged from 23% in 
No. 36 to 64% in No. 2. The episode rate (X) is equal to the param­
eter, m, used in formula (1. 1) on page 5, and is a measure of a doc­
tor's workload [17]. (A large episode rate implies a heavy workload.) 
The total episode rate for year 1 was 1 .59; the minimum was .94 and 
the maximum was 2.76 (No.36). Kilpatrick [17] noted that a number of 
consultations were incorrectly recorded as episodes in No. 36, causing 
inflation of the episode rate. The MLE's of k ranged from .86 (No. 55) 
" 
to 1.63 (No. 's 6 and 27). The different values of k indicate that the 
shape of the episode distribution varies from practice to practice. The 
range of values for X and for k among the practices imply that there was 
a definite practice to practice variation in the health care requested. 
Year 2. The percentage of non-attenders increased to 40% for 
all practices in year 2. Again, the maximum percentage was reported by 
Practice 2 (69%) and the minimum by Practice 36 (24%). The combined 
episode rate decreased to 1.56 for year 2. The fact that the episode 
rates decreased in year 2 for 24 out of 39 practices is evidence against 
the linear contagion process, as was noted in Chapter 2. 
The GOF of the NBD to the Data 
The results of the GOF test applied to the individual practices 
are presented in Table (4.1). The x2 value and p-value are listed for 
each of the 39 practices; in addition, the SAD's are given. Hence a 
comparison of the GOF test can be made with the test based on SAD's 
(see footnote 1, page 26). In our analysis we will assume the null 
hypothesis, H0: f(x) = NBD, to be true until proven otherwise. A 
p-value less than or equal to a =  .05 will indicate that H0 should be 
rejected. 
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Year 1. Pearson's GOF test rejected H0 for 17 out of 39 prac­
tices in year (Table 4.1� Of the remaining 22 practices, seven were 
poorly fitted by the NBD (No. 's 5,16,32,37,39,44,59). Practices 3,9,20, 
28,35, and 51 all had p-values greater than .5, suggesting a very good 
fit. The x2 value for the combined practices indicate that H0 should be 
rejected; however, rejection of H0 was expected, because the GOF test 
becomes distorted by trivial deviations when it is based on such a large 
number of observations (148,058). The SAD's gave unsatisfactory fits 
for 22 out of 39 practices (Table4.1)� Thus the SAD test seems to be 
slightly less conservative than the GOF test. The SAD for the combined 
practices suggested an acceptable fit. 
Year 2. The x2 GOF test rejected H for 23 of the practices in 0 
year 2 (Table4. 1). Fourteen of these practices (No. 's 2,13,21 ,24,27,29, 
33,53,54,55,56,57,58,61) had also rejected H0 in year 1. Thirteen of 
the practices (No. 's 3,5,6,9,10,11 ,20,28,36,39,42,44,48) did not reject 
H0 in either year; however, two of these practices (No. 's 5,44) gave 
poor fits in both years. The p-values were better in year 2 than year 
in only nine practices (No. 's 10,13,14,17,27,39,42,46,55) ;  they remained 
essentially unchanged in eight practices (2,5,24,29,32,36,44,53); and 
they were worse in the remaining 22 practices. The GOF improved dras­
tically from year 1 to year 2 for Practice 10 (p < .3 to p> .975), 
Practice 17 (p < .005 to p= .90) and Practice 46 (p < .025 to p> .7). 
Practice 
2 
3 
5 
6 
9 
10 
11 
12 
13 
14 
16 
17 
20 
21 
24 
26 
27 
28 
29 
Table 4.1 
Pearson x2 Test of the NBD Fitted to the NMS 2 
Distribution of Episodes of Illness 
by Practice for Years 1 and 2 
Year 1 Year 2 
N 
x2 x2 p-value SAD (%) p-value 
1658 39.5 <.0005** 8.4+ 47.9 <.0005
** 
3119 8.9 .7 - .8 2.2 11.0 .4 - . 5 
1969 15.4 .05 - . 1 * 5.6+ 14.7 .05 - . 1* 
2585 10.5 .3 - .4 3.5 12.9 . 1 - .2 
1766 9.9 .5 - .6 3.4 12.9 .2 - .3 
1786 13.0 .2 - . 3 6.0+ 2.2 .97 -.99 
2583 14. 1 .2 - . 3 4.4 16.3 . 1 - . 2 
7890 16.2 .2 - .3 2.7 30.9 <.005 
** 
2355 46.2 <.0005
** 10.9+ 32.6 <.001** 
3168 26.5 <.025
** 
7.0+ 19.9 .05 - . 1 
* 
3457 19.5 .05 - . 1 * 5.9+ 31.9 <.005** 
4062 30.5 <.005** 4.2 7.0 .90 
2700 6.2 .7 - .8 1.8 10.0 .3 - .4 
5251 22.7 <.05** 5.0+ 31.2 <.005
** 
4878 47.7 <.0005** 7.0+ 42.5 <.0005** 
5578 10.7 .4 - . 5 2.7 23.6 <.025** 
2779 37.0 <.0005
** 8.9+ 19.9 <.05** 
4877 6.4 .7 - .8 1.7 11.7 .2 - .3 
5910 36.2 <.0005** 5.3+ 44.5 <.0005** 
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SAD (%) 
9.6 
+ 
3.8 
6.3+ 
4.6 
3.7 
2.6 
5.1+ 
4.0 
9.4+ 
6.2+ 
6.6+ 
1.1 
3.3 
6.7+ 
6:8+ 
4.1 
6 .1+ 
2.7 
5.8+ 
*
Poor fit. **Reject H0: f(x) = NBD. +unsatisfactory fit. 
Practice 
32 
33 
35 
36 
37 
39 
42 
44 
45 
46 
48 
51 
53 
54 
55 
56 
57 
58 
59 
61 
Total 
Table 4.1 (continued) 
Year 1 Year 2 
N 
x2 x2 p-value SAD (%) p-value SAD (%) 
* 7.2+ ** 8.9+ 1858 21.0 .05 - . 1 22.3 .05 
2586 28.4 <.005 ** 7.9+ 34.7 <.001 ** 7.8+ 
4009 7.1 .6 - . 7 1.7 25.1 <.025 ** 4.6 
1639 17.6 . 1 - . 2 7.9+ 18.4 . 1 - .2 8.0+ 
* <.ooo5** 6.8+ 7348 20.5 .05 - . 1 3.9 58.7 
* 2137 17.4 .05 - . 1 4.2 11 .9 .2 - .3 4.6 
2602 14.8 . 1 - . 2 3.4 10.9 .2 - .3 3.7 
2213 20.4 .05 - . 1 * 5.7+ 21.5 .05 - . 1 * 7.1 + 
2269 19.6 . 1 - .2 6.2+ 40.4 <.0005** 8.8+ 
2223 25.9 <.025 ** 7.8+ 9.7 .7 - .8 4.1 
2928 15.5 .2 - .3 4.9 15.2 . 1 - .2 4.6 
11346 11.7 .5 - .6 2.3 ** 7.3+ 90.5 <.0005 
10144 40.3 <.ooo5** 4.7 85.5 <.ooo5** 7.3+ 
** 6.8+ ** 7.7+ 2570 22.3 .05 32.1 <.005 
** 8.5+ ** 7.7+ 3259 40.9 <.0005 33.6 <.005 
** 8.2+ ** 9.3+ 2433 28.5 <.01 35.1 <.001 
** 7.0+ ** s:s+ 2839 25.8 <.025 44.5 <.0005 
** 7.9+ ** 9.1 + 2878 28.3 <.01 35.5 <.001 
* 7.9+ ** 8.4+ 3054 21.2 .05 - . 1 44.1 <.0005 
** ** 6.7+ 9352 30.3 <.005 3.3 75.4 <.0005 
148058 200.1 <.ooo5** 3.1 469.5 <.0005 ** 4.7 
*p f' **R . ( ) oor 1t. eJect H0: f x NBD. +unsatisfactory fit. 
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It is not known why these three practices gave a much better fit in 
year 2, while the majority of practices had a poorer GOF in the second 
year. Again, the x2 test based on the combined 39 practices rejected 
H0. The test based on SAD's shows that the NBD gave an unsatisfactory 
fit in 25 out of the 39 practices. The SAD test yielded a value (4.7%) 
close to unsatisfactory for the fit of the NBD to the combined practices. 
Analysis of the Deviations 
We will examine the first four frequencies of episodes reported 
for consistent patterns of deviations.2 
Year 1. From Table 4.2 ,- we see that there were 748 more non-
attenders than were expected under the NBD for all practices combined. 
Also, more patients reported two and three episodes--and fewer patients 
reported one episode--than was predicted by the NBD. More than half of 
the x2 value can be attributed to the deficiency of the observed number 
of patients who reported one episode. In a separate analysis on the 17 
practices in which the NBD was rejected, the following results were ob-
served: 
1. The actual number of non-attenders (N ) wa-s seen to exceed 0 - -- - -'--'--
the expected number (Np0) in all 17 practices. The number of patients 
(N1) reporting one episode was less than the expected frequency (Np1) in 
all 17 practices. 
2. The observed frequency of patients (N2) reporting two epi­
sodes exceeded the expected frequency (Np2) in 11 of the 17 practices. 
The frequency of patients (N3) reporting three episodes exceeded the ex­
pected frequency (Np3) in 13 of the 17 practices. 
2 For years 1 and 2, 86% of the combined practice population re-
ported three or less episodes. 
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Table 4.2 
Goodness of Fit of the NBD to Combined Episode 
No. of Episodes 
Reported 
( i
) 
0 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15+ 
Total 
Data from All Practices for Year 1 
Observed Expected 
Frequency Frequency 
( Ni ) ( Npi ) 
56680 55931.8 
33720 35686.9 
22597 22075.1 
13971 13511.9 
8527 8226.7 
5193 4992.7 
3018 3023.6 
1812 1828.3 
1020 1104.2 
639 666.3 
361 401.8 
185 242.2 
134 145.9 
96 87.8 
34 52.9 
71 79.7 
148058 148058.0 
Difference 
( N · - Np · 
) 1 1 
748.2 
-1966.9 
521.9 
459.1 
300.3 
200.3 
-5.6 
-16.3 
-84.2 
-27.3 
-40.8 
-57.2 
-11.9 
8.2 
-18.9 
-8.7 
0.2 
Amount of Total 
X2 Attributed 
to Class 
10.0 
108.4 
12.3 
15.6 
11.0 
8.0 
0.0 
0.2 
6.4 
1.1 
4.1 
13.5 
1.0 
0.8 
6.8 
1.0 
200.2 
3. The following systematic pattern of deviations was evident 
in the first four frequency classes for seven of the 17 practices: 
N0 > Np0, N1 
< Np1, N2 > Np2, N3 > Np3. 
4. The considerable disagreement between N1 and Np1 was pri­
marily responsible for the large x2 values which were computed for the 
17 practices that rejected H0. 
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Year 2. Table 4.3 shows that for all practices combined, there 
were more people than expected in frequency classes 0,2,3,4,5,6, and 
fewer people than expected in the other classes. As in year 1, more 
than half of the total lack of fit of the NBD to the data was generated 
by the discrepancy between Ni and Npi in frequency class 1. Analysis of 
the 23 practices that rejected the NBD for year 2 revealed: (1) N0 > Np0 
in all 23 practices, (2) N1 < Np1 in 22 practices, (
3) N2 > Np2 in 14 
practices, and (4) N3 > Np3 in 22 practices. Furthermore, the same sys­
tematic pattern of deviations noticed in year 1 (N0 > Np0, N1 
< Np1, 
N2 > Np2, N3 > Np3) was evident in 1
3 of the 23 practices. 
Discussion and Conclusions 
The range of values for X and for k among the different prac-
tices in year 1 and year 2 is consistent with the proneness model of 
the NBD. This model suggests that the "proneness" to have an episode of 
illness varies in the population. The proneness certainly could be 
affected by the variation among practices, with regard to different age­
sex compositions, and different economic and occupational levels [15,17]. 
However, the decreasing episode rate in year 2 is contrary to what would 
be expected under all three models. 
The Pearson x2 GOF test rejected the NBD in 17 out of 39 prac-
tices and indicated a poor fit in seven others for year 1. The GOF test 
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Table 4.3 
Goodness of Fit of the NBD to Combined Episode 
Data from All Practices for Year 2 
No. of Episodes Observed Expected Amount of Total 
Reported Frequency Frequency Difference x2 Attributed 
(
i
) 
(
Ni ) ( Npi ) ( Ni- Npi ) to Class i 
0 59400 58292.6 1107.4 21.0 
32066 34987.5 -2921 .5 244.0 
2 21733 21268.4 464.6 10.2 
3 14083 12983.2 1099.8 93.2 
4 8340 7942.2 397.8 19.9 
5 5183 4864.5 318.5 20.9 
6 3010 2982.0 28.0 0.3 
7 1702 1829. 1 -127.1 8.8 
8 986 1122.4 -136.4 16.6 
9 624 689.0 -65.0 6.1 
10 381 423.1 -42.1 4.2 
11 203 259.8 -56.8 12.4 
12 136 159.6 -23.6 3.5 
13 79 98.1 -19. 1 3.7 
14 57 60.3 -3.3 0.2 . 
15+ 75 96.1 -21 . 1 4.6 
Total 148058 148058.0 0.1 469.6 
rejected the NBD in 23 practices and gave poor fits in three practices­
for year 2. The GOF test rejected the NBD for the combined practices 
in both years 1 and 2, but the sensitivity of the test may have been 
obscured by small and unimportant deviations of the observed from the 
expected frequencies. Since the x2 GOF test usually performs poorly 
with a large number of observations, we cannot place much confidence in 
the results for the combined practices. On the other hand, the results 
for the individual practices can be regarded as accurate (according to 
Rockhold's simulation study of the GOF for the NBD). 
A systematic pattern of deviations was evident in many of the 
practices which rejected the NBD. The deficiency of persons reporting 
1 episode of illness attributed largely to the lack of fit in these 
practices. A possible cause of this deficiency may be the "threshhold 
effect" [17]. Kilpatrick defines the threshhold effect as a situation 
in which a person is reluctant, to a certain extent, to report an epi­
sode of illness to his physician. Once the individual has decided to 
see the doctor, he tends to report not just one, but several, problems 
that have been bothering him [17]. 
35 
Another explanation of the deficiency of persons reporting 1 
episode is that the NBD may not be the true underlying distribution. 
Indeed, we saw that the NBD failed to fit a large number of practices in 
years and 2. This suggests that the NBD cannot be used as a general 
model for episodes of illness data. As has been pointed out by 
Kilpatrick, among others, the NBD gives the best fit to episode of ill­
ness data for any of the one or two parameter distributions that have 
been considered [17]. Perhaps a distribution involving more parameters 
could do better in fitting the data. The possibility of using a dif­
ferent distribution to fit episodes of illness data is noted in Chapter 6. 
Chapter 5 
THE UTILITY OF THE TNBD AS A METHOD OF 
SOLVING THE DENOMINATOR PROBLEM 
We will determine if the TNBD can be used as a practical solu­
tion to the denominator problem. We will also examine the GOF of the 
TNBD to the episode data , but this will be of secondary importance. 
Family Practice Estimators 
Produced by the GOF Tests 
The TNBD is a discrete distribution defined for the frequency of 
individuals reporting one or more episodes of illness. To test the GOF 
of the TNBD to the NMS 2 episode data, the frequency class for non-
attenders was ignored and the TNBD was fitted to episode frequencies 
1 , 2 ,  ... ,15. The number of people reporting one or more episodes will 
be denoted Nt. We will denote the MLE's of w and k computed for the 
A A 
TNBD as wt and kt. It was noted in Chapter 1 that an estimate of the 
number of non-attenders (N ) for a practice is of considerable interest 0 
A A 
to North American health care planners. Substituting wt and kt into 
equation (1.4) of Chapter 1, an estimate of N0 is given as: A 
Ak 
N N W A 0 = t 
. 
1-�k 
A sample computer output page for the TNBD is listed in Appendix C. 
Tables D.l and D.2 in Appendix D list the practice size , esti-
mated number of non-attenders , mean number of episodes reported , vari-
ance , MLE's of w and k, which resulted from the GOF test of the TNBD for 
/\ A 1'\ A, 
each practice. Note that wt and kt are consistently larger than w and k 
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of the corresponding practices for the NBD. The MLE of k for the TNBD 
should equal that of the NBD [ 27]. 
In Chapter 4, we saw that E(X) = i was equal to the episode 
rate, m, when the complete NBD was used to fit the episode data. Since 
A 
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m is a measure of a doctor's workload, its estimate, mt' calculated from 
the TNBD could be useful to family physicians in North American prac­
tices. An estimate of m obtained from the TNBD is given as [25]: 
A 
Thus we have two estimators, N0 and mt' produced by the TNBD GOF proce-
A A 
dure. The accuracy of N0 and mt can be measured by comparing them to 
the known values, N0 and i, respectively. Emphasis will be placed on 
analyzing the accuracy of N0, since it has been proposed in the litera­
ture as a method of solving the denominator problem. 
An�lysis �f the Estimators, 
� and mt. 
In his TNBD simulation study [25], Rockhold showed that (1) mt 
A 
was a good estimator of m, (2) N0 was slightly higher than N0, and (3) 
A 
N0 gave a good estimate of N0 for Nt larger than 2000. Tables 5. 1 and 
5.2 present results of the TNBD fitted to the 39 practices for years 1 
and 2. The hypothesis considered was H0: f(x) = TNBD. H0 was rejected 
if p � .05. 
Year 1. The null hypothesis was rejected in only three prac­
tices (No. 's 13,17, and 24) for year 1 (whereas the NBD was rejected in 
17 practices!). The TNBD gave a poor fit in Practice 2. For each of the 
three practices which rejected the TNBD, the complete NBD had also been 
rejected. The estimates of N0wer� very poor, even for those practices 
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Table 5.1 
Accuracy of the TNBD Estimates, No and mt, 
by Practice for Year 1 
" 
x - n;t p-value 
No - No ·100(%) •100(%) 
" 
" 
-
-
No. (TNBD) No No No mt X X 
2 .09 257 1065 75.9 1.83 .94 -94.7 
3 .61 1137 1161 2.1 1.56 1.55 -0.6 
5 .11 576 754 23.6 1. 51 1. 38 -9.4 
6 .47 721 888 18.8 1.65 1.54 -7.1 
9 .50 731 670 -9.1 1.44 1.49 3.4 
10 .52 479 721 33.6 1.59 1.47 -16.1 
11 .54 731 1021 28.4 1. 72 1. 53 -12.4 
12 .59 2462 3032 18.8 1.59 1.47 -8.2 
13 .02 443 855 48.2 1. 97 1.62 -21 .6 
14 .81 625 1023 38.9 2.23 1. 95 -14.4 
16 .99 868 1412 38.5 1.68 1.42 -18.3 
17 .02 1355 1495 9.4 1.63 1.58 -3.2 
20 .59 1212 1234 1.8 1.10 1.09 -0.9 
21 .63 1290 1807 28.6 1. 92 1. 73 -11.0 
24 .00 1218 1923 36.7 1. 71 1.46 -17.1 
26 .94 1865 2446 23.8 1.34 1.20 -11.7 
27 . 17 526 879 40.2 2.03 1.77 -14.7 
28 .67 2039 2080 2.0 1.18 1.17 -0.9 
29 .52 1574 2695 41.6 1.52 1.23 -23.6 
32 .25 342 511 33.1 2.39 2.17 -10. 1 
33 . 51 560 1031 45.7 1.86 1. 52 -22.4 
35 .55 2157 2050 -5.2 1. 33 1.14 -16.7 
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Table 5.1 (continued) 
" 
No - No •100(%) 
X - mt 
• 100 (%) p-value 
No 
" 
-
-
No. (TNBD) No No mt X X 
36 . 56 250 371 32.6 2.84 2.66 -6.8 
37 .61 2093 2741 23.6 2.00 1. 70 -17.6 
39 . 21 962 800 -20.3 1. 51 1. 34 -12.7 
42 .36 1243 981 -26.7 1.15 .95 -21 . 1 
44 .11 547 701 22.0 2.28 2.01 -13.4 
45 . 14 595 773 23.0 2.43 2.03 -19.7 
46 . 21 509 851 40.2 1.86 1.69 -10.1 
48 .23 895 1039 13.9 1. 52 1. 37 -10.9 
51 .46 3247 3401 4.5 2.50 2.18 -14.7 
53 . 17 2919 4119 29. 1 1.83 1.47 -24.5 
54 .82 606 1042 41.8 2.11 1.66 -27.1 
55 .96 634 1385 54.2 1. 92 1.49 -28.9 
56 .48 478 851 43.8 2.18 1. 81 -20.4 
57 .81 550 915 39.9 2.35 1.90 -23.7 
58 .47 613 1020 39.9 2.41 2.01 -19.9 
59 .66 714 1101 35.1 2.25 1. 79 -25.7 
61 .27 2816 3836 26.6 1.87 1. 53 -22.2 
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Table 5.2 
Accuracy of the TNBD Estimates, No and mt, by Practice for Year 2 
A 
x - mt 
p-value 
No - No • 100 ( % ) •100 ( % ) A A 
No. (TNBD) No No No mt X X 
2 . 97 165 1658 85.5 1.97 .81 -143.2 
3 .59 955 1213 21.3 1.55 1.42 -9.2 
5 .22 595 888 33.0 1.27 1.08 -17.6 
6 .66 714 1077 33.7 1.44 1.23 -17.1 
9 . 16 543 636 14.6 1.61 1. 53 -5.2 
10 .99 657 734 10.5 1.33 1.27 -4.7 
11 .57 715 1063 32.7 l. 58 1.37 -15.3 
12 . 12 2231 2992 25.4 1.72 1.55 -11 .0 
13 .71 459 900 49.0 1.85 1.50 -23.3 
14 .86 690 1042 33.8 2.12 1.88 -12.8 
16 .07 879 1355 35.1 1.77 1.52 -16.4 
17 .87 1422 1422 0.0 1.66 1.66 0.0 
20 .66 982 1305 24.8 1.19 1.05 -13.3 
21 .78 1173 1900 38.3 1.94 1.67 -16.2 
24 .01 1299 2021 35.7 1.69 1.44 -17.4 
26 .44 1689 2531 33.3 1.42 1. 21 -17.4 
27 .44 608 878 30.8 1. 93 1. 74 -10.9 
28 .25 1743 2023 13.8 1.24 1.17 -6.0 
29 .20 1523 2867 46.9 1. 51 1.16 -30.2 
32 .83 339 596 43.1 2.24 1. 93 -16. 1 
33 .66 530 1089 51.3 1.87 1.46 -28.1 
35 .03 1498 2087 28.2 1. 33 1.14 -16.7 
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Table 5.2 (continued) 
A -
p-value 
No - No •100 ( % ) 
x - n;t •100 ( % ) A A -
No. (TNBD) No No No mt X X 
36 .27 292 395 26.1 2.84 2.66 -6.8 
37 . 14 1668 2759 39.5 2.00 1. 70 -17.6 
39 .57 605 850 28.8 1. 51 1. 34 -12.7 
42 .59 864 1318 34.4 1.15 .95 -21.1 
44 . 51 456 713 36.0 2.28 2.01 -13.4 
45 .02 429 805 46.7 2.43 2.03 -19.7 
46 .94 614 821 25.2 1.86 1.69 -10.1 
48 .22 873 1160 24.7 1.52 1. 37 -10.9 
51 .01 2287 3744 38.9 2.50 2.18 -14.7 
53 .88 2272 4260 46.7 1.83 1.47 -24.5 
54 .72 543 1086 50.0 2.11 1.66 -27.1 
55 .76 744 1481 49.8 1. 92 1.49 -28.9 
56 .53 472 885 46.7 2.18 1.81 -20.4 
57 .42 513 1053 51.3 2.35 1. 90 -23.7 
58 . 15 595 1075 44.7 2.41 2.01 -19.9 
59 .30 600 1228 51.1 2.25 1. 79 -25.7 
61 .03 2283 4007 43.0 1.87 1.53 -22.2 
42 
in which the TNBD was well fitted! The average absolute error was 
28.7%1; moreover, the estimates of N0 differed from the actual N0 by more 
A 
than 10% for 32 of the 39 practices! Note that N0 underestimated N0 in 
35 of 39 practices. The results for the estimate of the episode rate, 
m, were also poor. The average absolute error was 13.8%, with 22 of 39 
A 
practices having values of mt which overestimated X by more than 10%. 
Year 2. In year 2 the TNBD was rejected in five practices, 
(No. 's 24,35,45,51 ,61), all of which had also rejected the complete NBD. 
The estimates of N were again very poor. The estimates were negative 0 
biased for all practices, with the exception of Practice 17, in which 
N0 = N0. The average absolute error was 36.0% Only one practice 
(No. 17) gave an estimate of N0 that differed from the observed N0 by 
less than 10%. The estimates of m were also again very poor. For Prac­
tice 17, mt = m, but mt overestimated the episode rate in all other 
practices. The average absolute error was 19.4% for the estimate of m. 
Discussion and Conclusions 
The purpose of this chapter was to determine if the TNBD could 
produce an accurate estimate of N0. The estimates of N0 were very poor, 
and predicted fewer non-attenders than were observed for nearly all of 
the 39 practices in both years. It is concluded that these estimates are 
too unsound to be of any use in the solution of the denominator problem. 
The estimates of m were also very poor. It is doubtful that they are 
accurate enough to be used in family practice research. 
1 The average absolute error 
39 � 
� N .-N . 
� 01 01 
i=l N . 01 
X 100% 
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"" 
The difference bet1'1een the values of N0 and N0 is too great to 
be accounted for by the "inflation" in the practice registers. The num­
ber of non-attenders listed in a practice register is almost always 
greater than the actual number of non-attenders. An inflated N would 0 
adversely affect the fit of the NBD to the data and cause the estimate, 
N0, to be less accurate. However, the amount of inflation (2.0%) present 
in the NMS 2 data is too small to have caused the inaccurate, negative 
biased, estimates of N0 that we have seen. 
The TNBD was rejected in very few practices--a paradox, in light 
" 
Of the fact that the TNBD gave unsatisfactory estimates of N0. One 
would think that a good fit of the TNBD would yield an accurate pre­
diction of N0. This was not true for the NMS 2 data. The consequence 
Of this anom aly is highly significant: A good fit of the TNBD to epi­
sode of illness distributions will not guarantee a good estimate of the 
number of non-attenders. (This is in direct contradiction to what has 
been stated in the literature.) We are concluding that the TNBD cannot 
be used as a method to solve the denominator problem in North American 
family practices. 
Chapter 6 
SUMMARY AND CONCLUSIONS 
The negative binomial distribution (NBD) has been proposed in 
the literature to be the underlying distribution for episodes of illness 
frequencies in family practices. Based on this supposition, the zero 
truncated negative binomial distribution (TNBD) has been suggested as a 
means of solving the denominator problem in North American practices. 
We have examined the statistical properties of the NBD and TNBD, 
including three underlying processes (proneness, linear contagion, and 
spells) from which the NBD and TNBD can be derived. Using tests devel­
oped by Rockhold [25,26] we have determined that none of the three under-
lying models best describes episode data from the extended Second 
National Morbidity Survey CNMS 2). 
Consequently, we examined the validity of our original hypothesis, 
H0: f(x) = NBD. Pe arson's x
2 goodness of fit (GOF) test was reviewed, 
and it was concluded that this test would be a good method of judging 
the closeness of fit (by using the p-value) of the NBD and TNBD to the 
NMS 2 data.l Table 6.1 summarizes the fit of the NBD and TNBD for each 
of the 39 practices in the NMS 2. It also lists the results of the 
underlying model analysis for each practice. Note that almost all of the 
practices were fitted by the TNBD in spite of predicting inaccurate 
1The majority of practices in the NMS 2 had population sizes 
similar to those considered by Rockhold in a GOF simulation study. He 
concluded that the x2 test performed well for the sample sizes he studied. 
44 
45 
Table 6.1 
NBD and TNBD Goodness of Fit Results and 
BNBD Model Analysis by Practice 
NBD TNBD 
Practice Year Year 2 Year 1 Year 2 BNBD 
2 R R a* a 
3 a a a a 
5 a* a* a a 
6 a a a a 
9 a a a a P,L 
10 a a a a 
11 a a a a 
12 a R a a L 
13 R R R a 
14 R a* a a p 
16 a* R a a* L 
17 R a R a L 
20 a a a a P,L 
21 R R a a 
24 R R R R P,L 
26 a R a a P,L 
27 R R a a P,L 
28 a a a a P,L 
29 R R a a 
32 a* R a a 
33 R R a a p 
35 a R a R L 
36 a a a a p 
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Table 6.1 (continued) 
NBD TNBD 
Practice Year 1 Year 2 Year 1 Year 2 BNBD 
37 a* R a a P,L 
39 a* a a a 
42 a a a a 
44 a* a* a a P,L 
45 a R a R P,L 
46 R a a a L 
48 a a a a 
51 a R a R P,L 
53 R R a a P,L 
54 R R a a P,L 
55 R R a a 
56 R R a a P,L 
57 R R a a 
58 R R a a P,L 
59 a* R a a P,L 
61 R R a R p 
Key 
R H0: f(x)=NBD (or TNBD) was rejected at a.=.05 level 
of significance. 
a H0: f(x)=NBD (or TNBD) was accepted (a.=.05). 
* p-value was close to a.=.05. 
p Proneness model could not be rejected. 
L Linear contagion model could not be rejected. 
- All three models were rejected. 
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estimates of N0. Also, approximately half of the practices could not be 
fitted by the NBD in years 1 and 2. We are assuming that the process by 
which episodes of illness are reported is the same in both North America 
and Great Britain, so that the results of the NMS 2 analysis can be 
applied to North American family practices. 
We discriminated among the proneness, linear contagion, and 
spells models of the NBD by using tests based on the bivariate negative 
binomial distribution (BNBD). None of the models did well in the discrim­
ination analysis, although the tests did indicate the presence of inter­
period correlation. It is possible that several different models were 
affecting various subgroups (e.g., children, elderly, chronic health­
service users) in the practices _[23]. However, a decrease in the episode 
rate from year 1 to year 2 provided evidence against all three processes. 
Another possibility is that another underlying model •(other than the 
three studied in this thesis) ;generated the data. Instead of looking for 
another model, we chose to question the basic assumption of the NBD as 
being the true distribution of episodes of illness. 
Using the Pearson x2 GOF test, we studied the fit of the NBD to 
the NMS 2 episode frequencies for years 1 and 2. The NBD did not fit 17 
out of 39 practices in year 1, and gave a poor fit in seven others. The 
NBD did not fit the data in 23 practices in year 2. The analysis of 
deviations revealed � systematic pattern (N0>Np0, N1<Np1, N2>Np2, N3>Np3) 
occurring in the first four frequency classes for many of the practices 
which could not be fitted by the NBD. Approximately half of the total 
lack of fit in the 39 practices was attributed to the deficiency of 
people who reported only one episode. It is concluded that, although the 
NBD does well in fitting certain practices, it cannot be used as the 
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general underlying distribution for episodes of illness data. 
The estimated numbers of non-attenders (N0) were examined in 
Chapter 5. If the NBD is the true distribution for episode frequencies, 
then the TNBD should have given good estimates of N0 for each practice. 
The estimates of N0 were very poor and negative biased for both years 
�spite of the fact that the TNBD was well-fitted in the majority of 
the practices. This result is extremely important, as it implies that 
even a good fit of the NBD to episode data will not ensure a good 
estimate of N0. Hence a researcher should not use the GOF of the TNBD 
as a measure of the accuracy of N0. We conclude that the TNBD cannot be 
used as an effective means to solve the denominator problem in North 
America. 
Having rejected the two-parameter NBD, the feasibility of using 
a three-parameter distribution (Ashford and Hunt [3]) should be examined. 
Such a distribution, which degenerates to the NBD in certain circum­
stances, might give a better fit to the episode data. In his early 
research of the NBD, Kilpatrick concluded that the underlying distribu­
tion was the geometric (� one�parameter distribution}, which is an NBD 
with k = 1. In going to the two-parameter NBD, Kilpatrick found the fit 
was much improved in many practices. We have shown the NBD to fit well 
in some practices, but it would not fit in many others. Thus, investi­
gation of a general three-parameter distribution is required in order to 
determine the true underlying distribution of episodes of illness in 
family practices. 
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Appendix A 
The Negative Binomial Distribution 
m = 2 m 2 
k = 0. 3 k 2.0 N;l 
2 3 4 5 6 0 2 3 4 
i 
m = 2 
I k = 5.0 N· 1 
0 2 3 4 5 6 
N; is the number of patients in a population who have had i 
episodes of illness. 
5 6 
m is the mean of the distribution ( the average number of episodes ) . 
k determines the shape of the distribution. As k approaches 0, 
the relative proportion of patients with 0 or 1 episode increases 
markedly. 
Source: Wright, J. Consultation Frequencies in General Practice. 
P art Ill of P. Spencer, General P ractice and Models of the Referral 
Process, Health Report #6. Institiute of Operations Research, Tavistock, 
London, 1971, p. 33. 
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APPENDIX B 
Table Bl 
Statistics of the NBD Fitted to NMS 2 Episodes of 
Ill ness Frequencies by Practice for Year 1 
s2 "' 
"' 
Practice N N0/N x w k 
* 2 1658 .64 .94 2.89 .27 .35 
3 3119 .37 1.55 3.60 .43 1.18 
5 1969 .38 1.38 2.56 .52 1.49 
6 2585 .34 1.54 2.92 .52 1.63 
9 1766 .38 1.49 3.40 .44 1.18 
10 1786 .40 1.37 2.76 .48 1.26 
11 2583 .40 1. 53 3.56 .41 1.06 
12 7890 .38 1.47 3.18 .45 1.23 
* 13 2355 .36 1.62 3.35 .45 1.32 
14* 3168 .32 1. 95 4.70 .39 1.24 
16 3457 . 41 1.42 3.01 .45 1.14 
p* 4062 .37 1.58 3.63 .43 1.20 
20 2700 .46 1.09 2.05 .54 1.26 
21* 5251 .34 1. 73 3.92 .42 1.27 
24* 4878 .39 1.46 3.14 .45 1.20 
26 5578 .44 1.20 2.33 .50 1.21 
27* 2779 .32 1.77 3.52 .48 1.63 
28 4877 .43 1.17 2.10 .55 1.43 
29* 5910 .46 1.23 2.56 .45 1.01 
* f(x) = NBD was rejected at the a=.05 Ho: level of significance. 
54 
Table Bl (continued) 
x s2 A Practice N N0/N w k 
32 1858 .28 2.17 5.04 .41 1 .48 
33* 2586 .40 1.52 3.38 .42 1.09 
35 4009 . 51 .94 1.83 .52 1.03 
36 1639 .23 2.76 7.54 .34 1.45 
37 7348 .37 l. 74 4.60 .36 .99 
39 2137 .37 1.50 3.52 .44 1.19 
42 2602 .38 1.34 2.60 .53 1.52 
44 2213 .32 1.93 4.72 .39 1.26 
45 2269 .34 l. 98 5.65 .34 l. 01 
46* 2223 .38 1.60 3.64 . 41 1.11 
48 2928 ,36 1.59 3.49 .45 1.32 
51 11346 .30 2.14 6.07 .35 l. 15 
53* 10144 .41 1.45 3.27 .43 1.08 
54* 2570 .41 1.63 4.24 .36 .90 
55* 3259 .43 1.56 3.93 .36 .86 
56* 2433 .35 l. 79 4.15 .40 l. 19 
57* 2839 .32 l. 98 4.80 .38 1.22 
58* 2878 .35 2.00 5.81 .32 .94 
59 3054 .36 1.80 4.64 .37 1.05 
61* 9352 .41 l. 56 4.05 .37 .90 
* Total 148058 .38 1.59 3.87 .40 1.07 
* H0: f(x) = NBD was rejected at the a=.05 level of significance. 
55 
APPENDIX B (continued) 
Table B2 
Statistics of the NBD Fitted to NMS 2 Episodes of 
Illness Frequencies by Practice for Year 2 
-
s2 
" 
Practice N N0/N X w k 
* 
2 1658 .69 . 81 2.45 .26 .29 
3 3119 .39 1.42 2.92 .48 1.29 
5 1969 .45 1.08 1.83 .58 1.49 
6 2585 .42 1.23 2.17 .54 1.46 
9 1766 .36 1.53 3.11 .48 1.39 
10 1786 .41 1.27 2.48 .51 1.34 
11 2583 .41 l. 37 2.83 .46 1.17 
* 
12 7890 .38 1.55 3.50 .43 1.16 
13* 2355 .38 1.50 3.01 .47 1.33 
14 3168 .33 1.88 4.51 .40 1.24 
16* 3457 .39 1.52 3.38 .42 1.11 
17 4062 ,35 1.66 3.91 .43 1.23 
20 2700 .48 1.05 2.01 .51 l. 10 
21* 5251 .36 1.67 3.80 .42 1.20 
24* 4878 . 41 1.44 3.33 .42 1.04 
26* 5578 .45 1.20 2.45 .47 1.06 
27* 2779 .32 l. 74 3.43 .48 1.63 
28 4877 .42 1.17 1.97 .59 1.66 
* 
29 5910 .49 l. 16 2.50 .43 .88 
* Ho: f(x) = NBD was rejected at the a=.05 level of significance. 
56 
Table 82 (continued) 
-
s2 
� 
Practice N N0/N X w k 
32* 1858 .32 l. 93 4.43 .40 1.31 
33* 2586 .42 1.46 3.30 .40 .99 
* 35 4009 .52 1.14 3.06 .37 .66 
36 1639 .24 2.66 7.62 .33 1.34 
37* 7348 .38 l. 70 4.21 .38 1.05 
39 2137 .40 1.34 2.52 .51 1.40 
42 2602 .51 .95 1.68 .55 1.14 
44 2213 .32 2.01 5. 13 .37 l. 17 
* 45 2269 .36 2.03 5. 81 .32 .. 93 
46 2223 .37 1.69 4.19 .39 1.07 
48 2928 .40 1.37 2.72 .50 1.34 
* 51 11346 .33 2.18 6.49 . 31 .98 
53* 10144 .42 1.47 3.43 .40 .97 
54* 2570 .42 1.66 4.67 .32 .78 
55* 3259 .45 1.49 4.11 .33 .74 
56* 2433 .36 1.81 4.55 .37 1.05 
57* 2839 .37 1.90 5.18 .33 .93 
58* 2878 .37 2.01 6.37 .29 .83 
* 59 3054 .40 l. 79 5.09 . 31 .82 
* 
61 9352 .43 l. 53 4.02 .36 .84 
Total* 148058 .40 1.56 3.90 .38 .98 
*H0: f(x) = NBD was rejected at the a=.05 level of significance. 
APPENDIX C 
Table Cl 
TNBD Goodness of Fit Sample Print-out 
MAXH1UM LIKELIHOOD ESTIMATION AND GOODNESS OF FIT 
OF THE TRUNCATED NEGATIVE BINOMIAL DISTRIBUTION 
NMS 2. YEAR 2 - PRACTICE 10. 
"' 
xt = 2.158 Nt = 656.5 MLE of w = 0.53531 
2 " st = 2.3oo mt = 1.329 MLE of k = 1.53057 
Freq. Ex�. Freg. I Freg. - Ex�. Freg -I 
462 466.91 -4.91 
2 283 274.53 8,47 
3 152 150. 13 1.87 
4 75 79.02 -4.02 
5 38 40.62 -2.62 
6 22 20.54 1.46 
7 10 10.27 -0.27 
8 5 5,29 -0.09 
9 2 2.50 -0.50 
10 1.23 -0.23 
n* 2 1.16 0,84 
Total 1052 25.27 
Freg.% 
43.9 
26.9 
14.4 
7.1 
3,6 
2.1 
1.0 
0.5 
0.2 
0.1 
0.2 
Ex�. Freg.% 
44.4 
26. 1 
14.3 
7.5 
3.9 
2,0 
1.0 
0.5 
0.2 
0.1 
0.1 
PEARSON xz GOODNESS OF FIT TEST. MINIMUM EXPECTED FREQUENCY= 1,0. 
x2 d. f. �-value 
1. 579 8 0.991 
* 
The data in classes 11,,.,15 were pooled together in class 11. 
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APPENDIX D 
Table Dl 
Statistics of the TNBD Fitted to NMS 2 Episodes of 
Illness F requencies by Practice for Year 1 
Practice 
"' 
5
2 "' 
kt Nt No 
xt t Wt 
2 593 257 2.63 3.64 .45 1.49 
3 1958 1137 2.47 3.48 .44 1.21 
5 1215 576 2.23 2.24 .58 2.06 
6 1697 721 2.34 2.55 .56 2.07 
9 1096 731 2.41 3.28 .43 1.08 
10 1065 479 2.30 2.49 .56 2.02 
11 1562 731 2.53 3.37 .46 1.49 
12 4858 2462 2.39 2.96 .49 1.53 
* 
13 1500 443 2.55 2.90 .58 2.70 
14 2145 625 2.88 4.27 .47 1.96 
16 2045 868 2.39 2.74 .54 1.94 
* 
17 2567 1355 2.50 3.45 .45 1.32 
20 1466 1212 2.00 1.94 .54 1.29 
21 3444 1290 2.64 3.59 .48 1. 78 
24
* 
2955 1218 2.42 2.88 .54 1.97 
26 3132 1865 2.14 2.14 .55 1.67 
27 1900 526 2.59 3.03 .58 2.82 
28 2797 2039 2.03 1.89 .55 1.47 
29 3215 1574 2.26 2.38 .55 1.87 
* 
f(x) = TNBD was rejected at a=.05 level Ho: of significance. 
59 
Table Dl (continued) 
A 
52 
A 
Practice Nt No xt t wt 
kt 
32 1347 342 3.00 4.49 .47 2.11 
33 1555 560 2.53 3.06 .53 2.08 
35 1959 2157 l. 93 1.83 .51 .97 
36 1268 250 3.57 6.84 .39 1.93 
37 4607 2093 2.77 4.48 .40 1.27 
39 1337 962 2.40 3.46 .41 .99 
42 1621 1243 2.16 2.42 .49 1.17 
44 1512 547 2.83 4.38 .43 1.58 
45 1496 595 3.01 5.49 .37 1.27 
46 1372 509 2.59 3.33 .50 1.88 
48 1889 895 2.47 3.24 .48 1.54 
51 7945 3247 3.06 5.85 .35 1.19 
53 6025 2919 2.44 3. 10 .49 1.55 
54 1528 606 2.74 4.10 .44 l. 52 
55 1874 634 2. 72 3.70 .48 1.88 
56 1582 478 2.75 3.73 .50 2.09 
57 1924 550 2.92 4.33 .46 1.94 
58 1858 613 3.10 5.59 .39 1.46 
59 1953 714 2.82 4.39 .43 1.57 
61 5516 2816 2.64 4.00 .41 1.22 
* 
Ho: 
f(x) = TNBD was rejected at a=.05 level of significance. 
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APPENDIX D (continued) 
Table 02 
Statistics of the TNBD Fitted to NMS 2 Episodes of 
Illness Frequencies by Practice for Year 2 
" 
s
2 A Practice Nt No xt t wt kt 
2 517 165 2.60 3. 21 .54 2.28 
3 1906 955 2.33 2.67 .52 1.68 
5 1081 595 1.97 1.58 .67 2.62 
6 1508 714 2.12 1.86 .64 2.51 
9 1130 543 2.39 2.80 .51 1.65 
10 1052 657 2.16 2.30 .54 1.53 
11 1520 715 2.32 2.59 .54 1.83 
12 4898 2231 2.50 3.27 .49 1.57 
13 1455 459 2.43 2.61 .61 2.89 
14 2126 690 2.81 4.13 .46 1.83 
16 2102 879 2.50 3.10 .50 1. 75 
17 2640 1422 2.55 3.74 .43 1.22 
20 1395 982 2.03 1. 91 .57 1.56 
21 3351 1173 2.62 3.46 .50 1.96 
* 
24 2857 1299 2.45 3.18 .49 1.65 
26 3047 1689 2.21 2.29 .54 1. 70 
27 1901 608 2.55 2.96 .55 2.40 
28 2854 1743 2.00 1. 71 .62 2.03 
29 3043 1523 2.26 2.38 .55 1.83 
* 
f(x} = TNBD was rejected at a=.05 level Ho: of significance. 
61 
Table 02 (continued) 
A 
s
2 A kt Practice Nt No xt t wt 
32 1262 339 2.85 3.92 .50 2.24 
33 1497 530 2.53 3.01 .53 2.14 
35* 1922 1498 2.37 3.46 .41 .92 
36 1244 292 3. 51 7.07 .37 1.67 
37 4589 1668 2.73 3.95 .46 1.70 
39 1287 605 2.22 2.22 .58 2.11 
42 1284 864 1. 93 1.52 .64 2.02 
44 1500 456 2.97 4.74 .43 1. 74 
45
* 
1464 429 3. 15 5.50 .40 1.61 
46 1402 614 2.68 4.00 .43 1.42 
48 1768 873 2.26 2.48 .55 1.85 
51
* 
7602 2287 3.25 6.20 .37 1.48 
53 5884 2272 2.54 3.21 .51 1.88 
54 1484 543 2.88 4.60 .42 1. 51 
55 1778 744 2. 72 4.15 .43 1.44 
56 1548 472 2.84 4.22 .47 1. 91 
57 1786 513 3.02 4.85 .43 1. 79 
58 1803 595 3.21 6.32 .36 1.38 
59 1826 600 2.99 4.92 .41 1. 58 
61
* 
5345 2283 2.67 3.96 .44 1.46 
* Ho: f(x) = TNBD was rejected at a=.05 level of significance. 
