Since the work by Miller, Amon, and Reinhardt, which correctly warned against the indiscriminate adjustment of the maximum step size during Monte Carlo (MC) simulations, some researchers have believed that adjusting the maximum step size always leads to systematic errors. In this paper, I demonstrate that when periodic adjustments are done properly, they can improve the overall accuracy of simulations without introducing errors.
Introduction
About ten years ago, Miller, Amon, and Reinhardt published an important warning about the indiscriminate adjustment of the maximum step size in Monte Carlo (MC) simulations. [1] Their main point is, of course, correct; frequent updating of the maximum step size can introduce an undesirable bias into the results of a Monte Carlo simulation. On the other hand, their warning might lead people to believe that adjusting the maximum step size is always to be avoided. This is not the case, as I will show in this paper.
The question of whether automatic updating methods should be used is an important one, especially for inhomogeneous systems in which many di↵erent step sizes must be optimized for di↵erent variables in the model. It is especially important for systems in which local environments change during the simulation, so that the optimal Monte Carlo moves will also change. Both of these features are present in simulations of biological molecules.
The gains from using updating methods are substantial, especially in applications to simulations of biological molecules. For a small test case of a 22-atom molecule, the improvement over either molecular dynamics (MD) or standard Monte Carlo (MC) was at least three orders of magnitude in computer time. [4] The application of adaptive methods for adjusting the maximum MC step size during simulated annealing is not problematic. The presence of a small bias is not an issue when the purpose of the simulation is to find the ground state.
The main concern is that any updating procedure violates the Markov condition that while each new configuration can depend on the previous configuration, it should be independent of any earlier configuration. By using data from the history of the Monte Carlo simulation, all updating procedures violate the Markov condition to some extent. The question is to what extent an "almost Markov" algorithm su↵ers from a systematic bias due to this violation.
The most important aspect of the problem that has led me to di↵erent conclusions than Miller, Amon, and Reinhardt [1] is that I have analyzed the magnitude of the systematic bias as a function of the length of the interval over which data is averaged for the next update. This has made it easy to construct a criterion to ensure that the systematic bias is smaller than the inevitable random errors in a Monte Carlo simulation.
Another di↵erence between the work reported in this paper and that of Miller, Amon, and Reinhardt [1] is that I have used the Acceptance Ratio Method (ARM) and Dynamically Optimized Monte Carlo (DOMC), which my collaborators and I had previously introduced for automatically optimizing step sizes. [2] [3] [4] [5] These methods both increase the e ciency of the updating and reduce the magnitude of the bias.
In the following, I first discuss the choice of maximum step size without updating during the simulation. Then I review the updating algorithm used by Miller, Amon, and Reinhardt [1] and the ARM and DOMC methods I had developed with my collaborators. [2] [3][4] [5] Next I consider the sources of bias in simulations that violate the Markov condition and how the bias scales with the length of the interval between updates. I then give results of simulations on simple systems to show the magnitude of the bias introduced by these optimization methods and demonstrate why the bias becomes negligible when simple precautions are taken. Finally, I revisit the examples used by Miller, Amon, and Reinhardt [1] to demonstrate that the magnitude of the systematic bias can be made smaller than the statistical uncertainty in measurements made during each simulation.
Ideal step sizes for MC simulations
The goal of the adaptive methods discussed in this paper is to compute the optimum step size for MC simulations automatically, either before or during the simulation itself. To achieve this, we must first know what the optimal step size is. Unfortunately, there is no clear consensus on this point. In my opinion, the most reasonable criterion for choosing the optimal step size is the minimization of the error in the quantities being measured. This brings up the important point that the optimal step size depends on the specific quantity being measured, and not just the system being simulated. This will be illustrated below in Table 1 . 1 Miller, Amon, and Reinhardt used the common rule of thumb that the acceptance ratio should be 0.5, but commented (correctly) that this might be too high for some systems. [1] About twenty years ago, my co-workers and I showed that the rule of thumb is indeed very good for optimizing energy measurements in a simulation of the onedimensional simple harmonic oscillator (SHO), but that the optimal value is lower for an SHO in higher dimensions. [2, 3, 4] Since these results do not seem to be well known, I have repeated these calculations for this paper.
Consider the simulation of an SHO in D dimensions. The potential energy is be given in the usual form,
wherer is the D-dimensional position. Proposed steps in the Metropolis MC algorithm were chosen uniformly in a sphere of radius . The maximum step size is conveniently given in terms of the dimensionless quantity F, where[2, 3, 4]
and = 1/k B T represents the inverse temperature.
To minimize the error, I found the minimum of the integrated correlation time for measurements of both the energy and position. Optimal acceptance ratios and step sizes for measurements of energy and average position are shown in Table 1 .
Optimization methods

Updating method used by Miller, Amon, Reinhardt
The updating method used by Miller, Amon, and Reinhardt was to multiply the step size by a factor of 1.05 when the acceptance ratio was greater than 1/2, and multiply it by a factor 0.95 when the acceptance ratio was less than 1/2. [1] This method has the great advantage of simplicity, but it was not claimed to be optimal.
A feature of the algorithm used by Miller, Amon, and Reinhardt [1] that will be play a role in understanding the di↵erences in my conclusions and theirs is that the magnitude of their adjustments do not become smaller as the averaging interval increases. The algorithms described in the next two subsections both reduce the average magnitude of the updating correction as the averaging period increases. 
Acceptance Ratio Method (ARM)
In developing ARM several years before the work of Miller, Amon, and Reinhardt [1] , my co-workers and I also adaptively adjusting the acceptance ratio to a predetermined optimal value. [2, 3, 4] However, the method we developed is quite di↵erent from the algorithm used by Miller, Amon, and Reinhardt.
My co-workers and I observed that while the acceptance ratio is proportional to the inverse of the step size for very large values of , it is very nearly an exponential function of the step size (P ⇡ exp( ↵ ), where ↵ is a constant) in the region of interest (F < 4). This suggested an updating equation of the form new = old ln (P ideal /P), where P ideal is the ideal acceptance ratio for the chosen moves. To protect against the cases of the sampled probability P old being either zero or one, we modified this equation to give a maximum change in by a factor of a factor of r or 1/r.
The constants a and b are chosen so that new = r old when P old = 1 and new = old /r when P old = 0. The values of the constants a and b can be found easily and quickly by iterating the equations
The most commonly used values for r are 3.0 (for which a = 0.672924 and b = 0.0644284 when P ideal = 0.5) and 5.0 (for which a = 0.8298866 and b = 0.0146276 when P ideal = 0.5), although the e ciency of the method is not strongly dependent on the choice. This algorithm is extremely robust and e↵ective. The main disadvantages are that it allows only a discrete set of new values for the step size, and it is only applicable when there is a single parameter specifying the MC moves. These limitations are addressed by DOMC.
Dynamically Optimized Monte Carlo (DOMC)
The original derivation of the DOMC equations was based on an analysis of a simple harmonic oscillator, although the result turn out to be far more general in practice. The basic idea is to obtain information about the e↵ective potential probed by a given MC move during the course of a simulation.
For a one-dimensional simple harmonic oscillator with potential energy E = (1/2)Kx 2 , it is easy to derive the equation
where E and x are the changes in energy and position during an MC update, and the square brackets indicate an average over all attempted MC moves, whether or not they were accepted. Using Eq. (7) to obtain an estimate of the spring constant K, we can combine it with Eq. (2) to obtain the basic DOMC equation.
Eq. (8) has a number of advantages, including greater accuracy in determining the ideal step size, and being generalizable to higher dimensional moves. One disadvantage of DOMC is that although it treats double-well potentials very well, it becomes ine cient for potentials with large convex regions, as will be discussed below in section 5. A weakness of DOMC is that fluctuations can result in the measured value of [ E] being very small, or even negative, which prevents the use of Eq. (8). In practice, programs using DOMC are always written to protect it by switching to an ARM update whenever this happens.
Suitable values of the dimensionless quantity F 2 = (1/2) K 2 (where = 1/k B T ) can be read from Table 1 . For systems in which the exact form of the local potential probed by a particular MC move is not known or changes with time, the value of F = 2 is most useful. Although F = 2 might not be optimal, the dependence of the correlation time on F is usually su ciently broad that that the exact value chosen is not critical.
Non-Markovian bias
Biases due to violations of detailed balance due to non-Markovian algorithms can be divided into two types.
1. Type I bias, which occurs even for simulations of simple harmonic oscillators, reflects the fact that the current position is correlated with the newly updated value of the step size. 2. Type II bias, which occurs for double-well potentials. It is more serious, because it tends to sample the narrower of the two wells with a higher than thermal probability.
I have performed a number of simulations to illustrate the extent of these biases and to demonstrate how to control their e↵ects. Unfortunately, space does not permit me to present all relevant data, but I will summarize the main results.
Type I bias
Data from DOMC simulations of a one-dimensional SHO shows that the systematic bias due to averaging the quantities in Eq. (8) over a finite updating period t update go to zero as (t ave ) 2 . Since the error in any measured quantity goes to zero with the total length of simulation t total as (t total ) 1/2 , the Type 1 bias will remain less than the statistical error due to fluctuations as long as t update < (t total ) 1/4 . For an MC simulation of 10 8 steps, this means that 10 6 updates could be made at intervals of 100 MC steps without adversely a↵ecting the results.
Since the safe lower limits for equilibrium simulations with DOMC are most often determined by the other type of bias, Type I bias is not of any practical concern.
Type II bias
Type II bias occurs for asymmetric potentials, and it is more serious. For example, if we consider an asymmetric double-well potential, the narrower of the two wells will tend to be sampled with a higher than thermal probability. The origin of this e↵ect is that if the particle is in the narrower of the two wells, an updating algorithm will produce a smaller step size. This will lead to a longer waiting time before the particle escapes from the narrow well. On the other hand, if the particle is in the broader well, an updating algorithm will give a larger step size, allowing the particle to return to the narrower well more quickly. Therefore the simulation will show a bias towards the narrower well.
As the averaging time is increased beyond the escape time for the narrower well, the particle spends more time sampling the entire potential. The initial bias toward the narrower well therefore decreases as t escape /t update . This should be compared to the statistical error from the finite length of the full simulation t total , which is inversely proportional to p t total . Therefore, if the averaging time is chosen as
the bias will be reduced at least as rapidly as the statistical error error for increasing total simulation time t total . Conveniently, simulations show that in all cases tested the bias is less than the error whenever Eq. (9) is satisfied, so that Eq. (9) provides the basis for safe updating in adaptive adjustment of MC step sizes. Trial simulations for a wide variety of asymmetric simulations have shown that when Eq. (9) is used, the bias is less than the statistical error. [2, 3, 4] This means that during a simulation of 10 6 sweeps, 1000 updates of the simulation parameters can be performed without introducing any significant bias into the results.
Comparison with Miller, Amon, and Reinhardt
Miller, Amon, and Reinhardt based their criticism of adjusting the MC step size during a simulation primarily on two calculations. [1] Their first calculation used a one-dimensional Lennard-Jones potential
that was truncated at x = 5.0 . This is indeed di cult for updating method because the large convex region. It is an extreme case of Type 2 bias. Miller, Amon, and Reinhardt used the updating algorithm described above with the assumption that the ideal acceptance ratio was 1/2. [1] This is unfortunate since a short calculation reveals that the optimal acceptance ratio for this potential is close to 1/4. Their simulations collected data from 10 7 MC steps, with updates at 25 steps for one set of runs and 100 steps for another set of runs. This choice of updating interval should be contrasted with the condition of safe updating given in Eq. (9), which would dictate updating no more frequently than once every 3000 steps. Their data clearly shows the importance of increasing the length of the updating interval since their results using an interval of 100 MC steps are significantly better than those for 25 MC steps.
To perform a more useful check of the safe updating condition, I did ten simulations of the truncated LennardJones potential at a temperature of T = 0.25, where the bias was largest, using ARM with P ideal = 0.25. In a simulation of 10 8 MC steps and updates every 10 4 MC steps, I found that the bias in the average energy was 0.000065, which is about a quarter of the statistical error of 0.00026. The errors for the specific heat and the average position were each less than half the statistical error. These results are completely consistent with the essential validity of Eq. (9) for ensuring safe updating.
As mentioned above, DOMC gives an ine cient simulation for this potential, although the bias is still smaller than the statistical error.
A second example given by Miller, Amon, and Reinhardt involved 108 particles in a cubic box with periodic boundary conditions.[1] The potential energy was given by pairwise Lennard-Jones interactions of the form of Eq. (10) without a cuto↵. The interactions between any two of four "special" particles was taken to be five times as strong as the other interactions, so that the special particles tended to stay together. The quantity measured was the average interaction energy between the special particles. Fig. 3 in their paper showed estimates of the average interaction energy for varying values of the number of MC sweeps between updates of the step size. Since their run length was 4 ⇥ 10 6 MC sweeps, a safe updating interval according to Eq. (9) would be 2 ⇥ 10 3 MC sweeps. As can be seen from Fig. 3 in their paper, Miller, Amon, and Reinhardt found that the bias was less than the statistical uncertainty for an updating interval greater than 900 MC sweeps, again confirming the criterion in Eq. (9). [1] 6. Summary Although Miller, Amon, and Reinhardt have done a service for researchers using Monte Carlo computer simulations in warning of the dangers of too frequent updating of MC step sizes, their results should not be taken to mean that updating always leads to incorrect results. In this paper, I have shown that following a simple rule allows us to enjoy the advantages of updating step sizes during MC simulations without introducing a significant bias.
