KNN is one of the accepted classification tool, it used all training samples in the classification which cause to a high level of computation complexity.To resolve this problem, it is necessary to combine traditional KNN algorithm and K-Means cluster algorithm that is proposed in this paper.After completing the preprocessing step, the first thing to do is weighting the word (term) by usingTerm Frequency-Inverse Document Frequency (TF-IDF). TF-IDF weightedthe words calculating the number of words that appear in a document. Second, grouping all the training samples of each category of K-means algorithm, and take all the cluster centers as the new training sample. Third, the modified training samples are used for classification with KNN algorithm. Finally, calculate the accuracy of the evaluation using precision, recall and f-measure. The simulation results show that the combination of the proposed algorithm in this study has a percentage accuracy reached 87%, an average value of f-measure evaluation= 0.8029 with the best k-values= 5 and the computation takes 55 second for one document.
1.INTRODUCTION
Text mining is a research area in computer science trying to find a solution due to information overload by combining techniques from data mining, machine learning, information retrieval, and knowledge management [1] . It seeks to extract and discover something previously unknown and contains very useful information from a collection of large amounts of textual data [2] . The benefits of text mining are to facilitate the search and to create innovations that can help people understanding and using information from a document repository [3] . One of learning science from text mining is a text classification. In the process, text classification earliest stage are called preprocessingthat includes case folding, tokenizing, filtering, stemming and analyzing which is the stage of determining how far the relationship between words in a document [4] . After finishing preprocessing stage, information acquired as a set of tokens or important words in its basic form without augmentation. Next step is to perform the weighting term into a numerical form using Term Frequency-Inverse Document Frequency (TF-IDF) method.For the classification, there are several algorithms used, one of which is K-Nearest Neighbors. Nearest neighbor search is one of the most popular learning and classification techniques introduced by Fix and Hodges [5] , which had been proved to be a simple and powerful recognition algorithm. It finds a group of k objects in the training set that are closest to the test object, and bases the assignment of a label on the predominance of a particular class in this neighborhood [6] .
The traditional KNN text classification has three limitations. First, high calculation complexity to find out the k nearest neighbor samples, all the similarities between the training samples must be calculated. With less training samples, calculation time is not significant, but if the training set contains a huge number of samples, the KNN classifier needs more time to calculate the similarities [7] . This problem can be solved in 3 ways: reducing the dimensions of the feature space; using smaller data sets; or using improved algorithm which can accelerate to [8] . Second, dependence on the training set: the classifier is generated only with the training samples and it does not use any additional data. This makes the algorithm depend on the training set excessively; it needs recalculation even if there is a small change on training set. Third, no weight difference between samples: all the training samples are treated equally; there is no difference between the samples with small number of data or huge amount of data. So it doesn't match the actual phenomenon where the samples commonly have uneven distribution.
Numerous approaches have been proposed to overcome the limitations of traditional KNN, such as An Improved KNN Text Classification Algorithm Based on Clustering in Chinese language [9] , An Improved k-Nearest Neighbor Classification using Genetic Algorithm [10] and News Text Classification by Weight Adjusted K-Nearest Neighbor (WAKNN) [11] . All three have a goal to improve the performance of KNN algorithm with each of its stages. In this paper, K-Means is combined with kNearest Neighbor (KNN) algorithm, to overcome the limitations of traditional KNN to classify text in Indonesian language. The first step in this algorithm is classifying document based on biggest k-neighbor value by calculating similarity between training samples and samples. This combination is expected to reduce the complex calculations of training set, on determining weighting term as describer of document importance in the classification. So, it can improve the accuracy, and minimize processing time.
This paper is organized as follows. Section 2 briefly explains the basic theory of text classification measures, such as data preprocessing, term weighting scheme, KNN algorithm, it combination with k-means clustering algorithm and evaluation. In section 3, we describe the use of datasets and the simulation result of the evaluation and processing time. Conclusion and future directions for this combination are mentioned in section 4.
2.METHODOLOGY
The overview diagram of this research is shown in Figure 1 .
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Preprocessing Text
Preprocessing text is an early stage of text mining, consisting of:
1. Case folding is the process to change all letters to lowercase. Only the letters 'a' to 'z' is possible, other characters than letters is removed and considered as delimiters. 
Figure 4. Filtering and Stemming Process
The aim of this layer is to preparestructured documents data in the formof numerical values, to become a source of data to be processed further [12] [13] [14] .
Term Weighting Schemes
After completing the text preprocessing, the next step is weighting the term using 
Classification with KNN Algorithm
K-nearest neighbor is a supervised learning algorithm where the result of new instance query is classified based on majority of K-nearest neighbor category. The purpose of this algorithm is to classify a new object (document) based on attributes (words) and training samples. It works by usingminimum distance from the query instance to the training samples to determine the Knearest neighbors [17] . 
3. Choose k samples which are larger from N similarities of SIM(X,d i ), (i = 1,2,…,N), and treat them as a KNN collection of X. Then calculate the probability of X belong to each category respectively with the following formula.
4. Where, y(d i ,C j ) is a category attribute function,
5. Judge document X to be category which has the largest P(X,C j )
Combination with K-Means Clustering
In the traditional KNN algorithm, all training samples were used for training, that is, whenever a new test sample need to be classified, it is necessary to calculate similarities between that sample and all documents in the training sets, and then choose knearest neighbor samples which have largest similarities. Due to numbers of calculation taken between the test sample and all the training samples, the traditional method of KNN has great calculation complexity. To overcome the complexity, this paper introduced combination KNN with a clustering method. 
C i : centroid to-i from the cluster n : number of documents in a cluster d j : document vector to-j 5. Repeat step 3 and 4 until the centroids no longer move (convergent). This produces a separation of the objects into groups from which the metric to be minimized can be calculated.
After clustering for each category, the cluster centers were chosen to represent the category and they become the new training sets for KNN algorithm. By this method, the number of samples for training is reduced efficiently, so the time for calculating similarities in KNN algorithm also reduced.
Evaluation
When evaluating of text classifiers, it must consider both classification accuracy rate and recall rate [21] . Its measurement using F-measure with matrix confusion standard are shown in the following table [22] . The number of document which are C j category in fact and also the classifier system judge them to C j category is a; the number of the documents which are not C j category in fact but the classifier system judge them to category C j is b; the number of the documents which are C j category in fact but the classifier system don't judge them to C j category is c; the number of documents which are not C j category in fact and also the classifier system don't judge them to C j category is d.
Recall is measure of the document was successfully classified by system of all document should be correct [23] [24]; = + (6) Precision is level of accuracy from clustering results. That is, how many percent all the result cluster documents is declared properly;
F-measure is a combination of recall and precision which is 
3.EXPERIMENTS AND RESULTS

Experimental Data and Environment
The experimental data used in this paper is from news website www. 
Experiments and Analysis
In this paper, we designed 2 experiments to verify the validity of the algorithm as follows:
Experiment 1: using the traditional KNN classification to determine k-values effect of the accuracy system of each category for the test documents which has been prepared. Tests results are shown in Table 3 . Table 3 
graphic evaluation using KNN algorithm
Experiment 2: using the cluster center as a new training sample that will be used again in KNN classification, after cluster using k-means algorithm. Parameter k which indicates the number of clusters is determined at the beginning before the classification process of each category. To avoid a large difference between each category of training, we give the parameter k as an estimate. We tried to compare some parameter k for each category and record the k-values which have the best clustering effect. The best k-value, the number of removed samples and number of left samples are given in Table 4 . Figure 4 shows a comparison of evaluation results using KNN and k-means algorithm. Percentages levels of accuracy in KNN algorithm is about 75%. Whereas, the k-means algorithm about 87%.
Execution Time
In this research, we recorded the computation time required to execute the two experiments. Complete classification KNN algorithm in one document takes 1 minute 45 seconds (preprocessing time excluded). Second experiment, clustering with k-means algorithm takes 1 hour to produce 55 new sample documents from the centroid. Afterwards, processing time of calculation by KNN algorithm is reduced to 55 seconds for one document. So, it can be seen that the combination is proposed in this study can reduce the time complexity of traditional KNN algorithm.
4.CONCLUSION AND FUTURE WORK
In this paper, the combination of KNN and k-means clustering based on term re-weighting for classify Indonesian news is proposed. The main stages which consists pre-processing, weighting term and document, cluster with k-means algorithm, classification with KNN algorithm, and finally, the evaluation. The experimental result shows that, classification using traditional KNN algorithm produce not so high evaluation value, with satisfaction rate of 75%. In classifying documents, traditional KNN algorithm requires a longer execution time because it has a complex calculation.
