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a b s t r a c t
Recently, Ceng, Guu and Yao introduced an iterative scheme by viscosity-like approxima-
tion method to approximate the fixed point of nonexpansive mappings and solve some
variational inequalities in Hilbert space (see Ceng et al. (2009) [9]). Takahashi and Taka-
hashi proposed an iteration scheme to solve an equilibrium problem and approximate the
fixed point of nonexpansive mapping by viscosity approximation method in Hilbert space
(see Takahashi and Takahashi (2007) [12]). In this paper, we introduce an iterative scheme
by viscosity approximation method for finding a common element of the set of a count-
able family of nonexpansive mappings and the set of an equilibrium problem in a Hilbert
space. We prove the strong convergence of the proposed iteration to the unique solution
of a variational inequality.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let H be a Hilbert space and C be a nonempty closed convex subset of H . Let F : H → H be a nonlinear operator. It is well
known that the classical variational inequality problem (in short, VI(F , C)) is formulated as finding a point x ∈ C such that
〈F(x∗), x− x∗〉, ∀x ∈ C .
Variational inequalities were initially studied in [1]. It is well known that if F is strongly monotone and Lipschitzian on C ,
then the VI(F , C) has a unique solution; see, e.g., [2].
Let T : H → H be a mapping and recall that T : H → H is nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ H . The set
of fixed points of T is denoted by F(T ). Iterative methods for nonexpansive mappings have recently been applied to solve
convex minimization problems; see, e.g., [3–7]. A typical problem is to minimize a quadratic function over the set of the





〈Ax, x〉 − 〈x, b〉,
where C is the fixed point set of a nonexpansive mapping T on H , b is a given point in H and A is a strongly positive operator.
It is known that A is called strongly positive if there is a constant γ¯ > 0 such that
〈Ax, x〉 ≥ γ¯ ‖x‖2 for all x ∈ H.
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Recently, for solving the variational inequality on A, Marino and Xu [8] introduced the following general iterative scheme
xn+1 = (I − αnA)Txn + αnγ f (xn), ∀n ≥ 0, (1.1)
where A is a strongly positive linear bounded operator on H , f is a contraction on H and {αn} ⊂ (0, 1). They proved that
under certain conditions over αn, {xn} converges strongly to some element x∗ ∈ C = F(T ) that is the unique solution of the
variational inequality (for short, VI(A− γ f , C))
〈(A− γ f )x∗, x− x∗〉 ≥ 0, ∀x ∈ C .
Let f : H → H be a contraction with coefficient 0 < α < 1 and let A, B : H → H be two strongly positive linear
bounded operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Motivated and inspired by algorithm (1.1), Ceng,
Guu and Yao [9] introduced the following so-called hybrid viscosity-like approximation algorithm with variable parameters
for nonexpansive mappings in Hilbert spaces
xn+1 = (I − λn+1A)Txn + λn+1[Txn − µn+1(BTxn − γ f (xn))], ∀n ≥ 0. (1.2)
They proved that under certain conditions over λn and µn, {xn} converges strongly to some element x∗ ∈ C = F(T ) that is
the unique solution of the variational inequality (for short, VI(A− I + µ(B− γ f ), C))
〈[A− I + µ(B− γ f )]x∗, x− x∗〉 ≥ 0, ∀x ∈ C .
Let Φ be a bifunction of C × C into R, where R is the set of real numbers. The equilibrium problem for Φ : C × C → R
is to find x ∈ C such that
Φ(x, y) ≥ 0 for all y ∈ C .
The set of solutions of above inequality is denoted by EP(Φ). Many problems arising from physics, optimization, and
economics reduce to finding a solution of an equilibrium problem; see, e.g., [10,11].
For obtaining a common element of set of solutions of an equilibrium problem and the set of fixed points of a nonex-
pansive mapping in a Hilbert space H , Takahashi and Takahashi [12] first introduced an iterative scheme by the viscosity
approximation method. Starting with an arbitrary initial point x1 ∈ H , they introduced the following iterative algorithmΦ(un, y)+
1
rn
〈y− un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αnf (xn)+ (1− αn)Sun, ∀n ≥ 1,
(1.3)
where S is a nonexpansive mapping of C into H . They proved that under certain conditions over αn and rn, {xn} and {un}
converge strongly to z = PF(S)∩EP(Φ)f (z). (Here PC denotes the nearest point projection from H onto a closed convex subset
C of H .)
The fixed point problems, equilibrium problems and variational problems are all the important branches of sciences; see,
e.g., [13–19]. Therefore, finding the common elements of the set of fixed points of nonexpansive mappings, set of solutions
of an equilibrium problem and set of solutions of a variational inequality is a problem of interest. In this paper, motivated
and inspired by the iterationmethods (1.2), (1.3) and the literature [20], we propose a new iterative processwith a countable
family of nonexpansivemappings for the equilibrium problems and variational inequality problems in a Hilbert space. More
precisely, let H be a Hilbert space and let C be a nonempty closed convex subset of H . Let {Tn}∞n=1 : H → H be a countable
family of nonexpansive mappings and let Φ : C × C → R be a bifunction such that Ω = ⋂∞n=1 F(Tn) ∩ EP(Φ) 6= ∅. Let
f : H → H be a contraction with coefficient 0 < α < 1 and let A, B be strongly positive linear bounded operators with
coefficients η ∈ (0, 1) and β > 0, respectively. Take an arbitrary point x1 ∈ H and generate the sequence {xn} by
Φ(un, y)+ 1rn 〈y− un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αnxn +
n∑
i=1
(αi−1 − αi)σnTixn + (1− αn)(1− σn)Tλnun, n ≥ 1,
(1.4)
where Tλnun = (I − λnµ1A)un + λn[un − µ2(Bun − γ f (un))]. We will prove that under some certain conditions over the
control sequence {αn}, {λn}, {rn} and {σn}, {xn} and {un} strongly converge to some element x∗ ∈ Ω , which is the unique
solution of the variational inequality
〈[µ1A− I + µ2(B− γ f )]x∗, x− x∗〉 ≥ 0, ∀x ∈ Ω.
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2. Preliminaries
Let H be a Hilbert space and let T be a nonexpansive mapping of H into itself such that F(T ) 6= ∅. For all xˆ ∈ F(T ) and all
x ∈ H , we have
‖x− xˆ‖2 ≥ ‖Tx− T xˆ‖2 = ‖Tx− xˆ‖2 = ‖Tx− x+ (x− xˆ)‖2
= ‖Tx− x‖2 + ‖x− xˆ‖2 + 2〈Tx− x, x− xˆ〉
and hence
‖Tx− x‖2 ≤ 2〈x− Tx, x− xˆ〉 ∀xˆ ∈ F(T ), ∀x ∈ H. (2.1)
It is well known that for all x, y ∈ H and t ∈ [0, 1] there holds
‖tx+ (1− t)y‖2 ≤ t‖x‖2 + (1− t)‖y‖2,









for all {xi}ni=1 ⊂ H and all {ti}ni=1 ⊂ [0, 1]with
∑n
i=1 ti = 1.
Let {xn} be a sequence in a Hilbert spaceH and x ∈ H . Throughout the rest of the paper, xn → x denotes that {xn} strongly
converges to x and xn ⇀ x denotes that {xn}weakly converges to x.
Lemma 2.1 ([21]). Assume that T is a nonexpansive self-mappings of a nonempty closed convex subset C of a Hilbert space H. If
T has a fixed point, then I − T is demiclosed; that is, whenever {xn} is a sequence in C weakly converging to some x ∈ C and the
sequence {(I − T )xn} strongly converges to some y, it follows that (I − T )x = y. Here, I is the identity operator of H.
The following lemma is an immediate consequence of equality: ‖x+ y‖2 = ‖x‖2 + 2〈y, x+ y〉 − ‖y‖2, ∀x, y ∈ H .
Lemma 2.2. Let H be a real Hilbert space. There holds the following identity
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉
for all x, y ∈ H.
Lemma 2.3 ([22]). Let {sn}, {cn} be the sequences of nonnegative real numbers and let {an} ⊂ (0, 1). Suppose {bn} is a real
number sequence such that
sn+1 ≤ (1− an)sn + bn + cn, n ≥ 0.
Assume
∑∞
n=0 cn <∞. Then the following results hold:
(1) If bn ≤ βan where β ≥ 0, then {sn} is a bounded sequence.
(2) If we have
∞∑
n=0





then limn→∞ sn = 0.
Lemma 2.4 ([8]). Let H be a real Hilbert space, f : H → H a contraction with coefficient 0 < α < 1, and B a strongly positive
linear bounded operator with coefficient β > 0. Then, for 0 < γ < β/α,
〈x− y, (B− γ f )x− (B− γ f )y〉 ≥ (β − γα)‖x− y‖2, x, y ∈ H.
That is, B− γ f is strongly monotone with coefficient β − γα.
Lemma 2.5 ([8]). Assume A is a strongly positive linear bounded operator on a Hilbert space H with coefficient γ¯ > 0 and
0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ¯ .
Lemma 2.6 ([11]). Let C be a nonempty closed convex subset of a Hilbert space H and let Φ : C × C → R be a bifunction which
satisfies
(A1) Φ(x, x) = 0 for all x ∈ C.
(A2) Φ is monotone, i.e.,Φ(x, y)+ Φ(y, x) ≤ 0 for all x, y ∈ C.
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(A3) For each x, y, z ∈ C,
lim
t↓0 Φ(tz + (1− t)x, y) ≤ Φ(x, y).
(A4) For each x ∈ C, y 7→ Φ(x, y) is convex and lower semicontinuous.
For x ∈ H and r > 0, set Tr : H → C to be
Tr(x) =
{
z ∈ C : Φ(z, y)+ 1
r
〈y− z, z − x〉 ≥ 0, ∀y ∈ C
}
.
Then Tr is well defined and the following hold:
(1) Tr is single valued;
(2) Tr is firmly nonexpansive, i.e., for any x, y ∈ H,
‖Trx− Try‖2 ≤ 〈Trx− Try, x− y〉;
(3) F(Tr) = EP(Φ);
(4) EP(Φ) is closed and convex.
3. Main results
In this section, let C be a nonempty closed convex subset of a Hilbert spaceH , f : H → H be a contractionwith coefficient
0 < α < 1, A, B : H → H be stronglymonotone linear boundedoperator and strongly positive linear boundedoperatorwith
coefficient η ∈ (0, 1) and β > 0, respectively, {Tn}∞n=1 : H → H be a countable family of nonexpansive mappings and Φ :




β−γα ,min{1, ‖B‖−1, 2−ηµ1β−γα }
]
(assuming that 1−ηµ1
β−γα < min{1, ‖B‖−1} such that
(
1−ηµ1
β−γα ,min{1, ‖B‖−1, 2−ηµ1β−γα }
]
is nonempty). Assume that Ω = ⋂∞n=1 F(Tn) ∩ EP(Φ) 6= ∅ and that {λn}∞n=1 ⊂ (0,min{1, ‖A‖−1/µ1}), {αn}∞n=1 ⊂ (0, δ)
with some 0 < δ < 1, {rn}∞n=1 ⊂ (r,∞) with r > 0 and {σn} ⊂ (a, b) with some 0 < a, b < 1. Set α0 = 1 and take an
arbitrary initial point x1 ∈ H . We rewrite the iterative scheme (1.4) as follows:
Φ(un, y)+ 1rn 〈y− un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αnxn +
n∑
i=1
(αi−1 − αi)σnTixn + (1− αn)(1− σn)Tλnun, n ≥ 1,
(3.1)
where Tλnun = (I − λnµ1A)un + λn[un − µ2(Bun − γ f (un))].
First, we have τ = ηµ1 − 1+ µ2(β − γα) ∈ (0, 1), which can be seen easily from the following fact:
µ2 < (2− ηµ1)/(β − γα) ⇔ µ2(β − γα) < 2− ηµ1
⇔ τ = ηµ1 − 1+ µ2(β − γα) < 1
and
(1− ηµ1)/(β − γα) < µ2 ⇔ µ2(β − γα)+ ηµ1 > 1
⇔ τ = ηµ1 − 1+ µ2(β − γα) > 0.
Moreover, observe
‖(µ1A− I + µ2(B− γ f ))x− (µ1A− I + µ2(B− γ f ))y‖ = ‖(µ1A− I)(x− y)+ µ2(B− γ f )(x− y)‖
≤ ‖µ1A− I‖ ‖x− y‖ + µ2[‖B(x− y)‖ + γ ‖fx− fy‖]
≤ [‖µ1A− I‖ + µ2(‖B‖ + γα)]‖x− y‖,
which implies that µ1A − I + µ2(B − γ f ) is Lipschitzian with coefficient ‖µ1A − I‖ + µ2(‖B‖ + γα) > 0. On the other
hand, it follows from Lemma 2.4 that
〈(µ1A− I + µ2(B− γ f ))x− (µ1A− I + µ2(B− γ f ))y, x− y〉
= µ1〈Ax− Ay, x− y〉 + µ2〈(B− γ f )x− (B− γ f )y, x− y〉 − ‖x− y‖2
≥ µ1η‖x− y‖2 + µ2(β − γα)‖x− y‖2 − ‖x− y‖2
≥ (µ1η + µ2(β − γα))‖x− y‖2,
which implies that µ1A− I + µ2(B− γ f ) is strongly monotone with coefficient µ1η + µ2(β − γα) > 0.
It is well known that the set of fixed points of a nonexpansive mapping is closed and convex. So,
⋂∞
n=1 F(Tn) is closed
and convex. Moreover, it from Lemma 2.6 follows that EP(Φ) is closed and convex. Therefore,Ω is closed and convex and
the variational inequality VI(µ1A− I + µ2(B− γ f ),Ω) has the unique solution.
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Lemma 3.1. For each n = 1, 2, . . . , Tλn is a contraction with coefficient 0 < 1−λnτ < 1, where τ = ηµ1−1+µ2(β−γα) ∈
(0, 1). That is, one holds
‖Tλnx− Tλny‖ ≤ (1− λnτ)‖x− y‖, ∀x, y ∈ H. (3.2)
Proof. From Lemma 2.5, ∀x, y ∈ H , we have
‖Tλnx− Tλny‖ = ‖(I − λnµ1A)x+ λn[x− µ2(Bx− γ f (x))] − (I − λnµ1A)y− λn[y− µ2(By− γ f (y))]‖
≤ ‖(I − λnµ1A)x− (I − λnµ1A)y‖ + λn‖x− µ2(Bx− γ f (x))− [y− µ2(By− γ f (y))]‖
≤ ‖(I − λnµ1A)‖ ‖x− y‖ + λn[‖(I − µ2B)x− (I − µ2B)y‖ + µ2γ ‖f (x)− f (y)‖]
≤ (1− λnµ1η)‖x− y‖ + λn[‖I − µ2B‖ ‖x− y‖ + µ2γα‖x− y‖]
≤ {1− λnµ1η + λn[1− µ2(β − γα)]}‖x− y‖
= {1− λn[µ1η − 1+ µ2(β − γα)]}‖x− y‖
= (1− λnτ)‖x− y‖.
This completes the proof. 
Lemma 3.2. If {αn} is strictly decreasing, then the sequence {xn} defined by (3.1) is bounded.
Proof. For each p ∈ Ω , from Lemma 2.6 we have un = Trnxn and hence
‖un − p‖ = ‖Trnxn − Trnp‖ ≤ ‖xn − p‖ (3.3)
for every n = 1, 2, . . . . Then by (3.2) and (3.3) we obtain (noting that {αn} is strictly decreasing and Tλnp − p = −λn(µ1A
− I + µ2(B− γ f ))p)
‖xn+1 − p‖ = ‖αn(xn − p)+
n∑
i=1
(αi−1 − αi)σn(Tixn − p)+ (1− αn)(1− σn)(Tλnun − p)‖
≤ αn‖xn − p‖ +
n∑
i=1
(αi−1 − αi)σn‖Tixn − p‖ + (1− αn)(1− σn)‖Tλnun − p‖
≤ αn‖xn − p‖ + (1− αn)σn‖xn − p‖ + (1− αn)(1− σn)[‖Tλnun − Tλnp‖ + ‖Tλnp− p‖]
≤ αn‖xn − p‖ + (1− αn)σn‖xn − p‖ + (1− αn)(1− σn)[(1− λnτ)‖un − p‖
+ λn‖(µ1A− I + µ2(B− γ f ))p‖]
≤ αn‖xn − p‖ + (1− αn)σn‖xn − p‖ + (1− αn)(1− σn)[(1− λnτ)‖xn − p‖
+ λn‖(µ1A− I + µ2(B− γ f ))p‖]
= (1− (1− αn)(1− σn)λnτ)‖xn − p‖ + (1− αn)(1− σn)λn‖(µ1A− I + µ2(B− γ f ))p‖.
By induction, we obtain ‖xn+1‖ ≤ max{‖x1 − p‖, 1τ ‖(µ1A − I + µ2(B − γ f ))p‖}. Hence, {xn} is bounded and so are {un},{(µ1A− I + µ2(B− γ f ))un} and {Tixn} for each i = 1, 2, . . . . This completes the proof. 
Lemma 3.3. If there hold the following conditions
(1) {αn} is strictly decreasing;
(2)
∑∞
n=1 λn = ∞,
∑∞
n=1 |λn − λn+1| <∞;
(3)
∑∞
n=1 |rn − rn+1| <∞,
∑∞
n=1 |σn − σn+1| <∞,
then limn→∞ ‖xn+1 − xn‖ = 0.
Proof. Since un = Trnxn and un−1 = Trn−1xn−1, we have
Φ(un, y)+ 1rn 〈y− un, un − xn〉 ≥ 0 for all y ∈ C (3.4)
and
Φ(un−1, y)+ 1rn−1 〈y− un−1, un−1 − xn−1〉 ≥ 0 for all y ∈ C . (3.5)
Putting y = un−1 in (3.4) and y = un in (3.5), we have
Φ(un, un−1)+ 1rn 〈un−1 − un, un − xn〉 ≥ 0
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and
Φ(un−1, un)+ 1rn−1 〈un − un−1, un−1 − xn−1〉 ≥ 0.
Therefore, from (A2) we have〈






un−1 − un, un − un−1 + un−1 − xn − rnrn−1 (un−1 − xn−1)
〉
≥ 0.
Since {rn} ⊂ (r,∞), we have
‖un−1 − un‖2 ≤
〈







≤ ‖un−1 − un‖
{
‖xn−1 − xn‖ +
∣∣∣∣1− rnrn−1
∣∣∣∣ ‖un−1 − xn−1‖}
and hence
‖un−1 − un‖ ≤ ‖xn−1 − xn‖ + 1rn−1 |rn−1 − rn| ‖un−1 − xn−1‖
≤ ‖xn−1 − xn‖ + 1r |rn−1 − rn|L, (3.6)
where L = sup{‖un − xn‖ : n = 1, 2, . . .}.
By definition of scheme (3.1), we have
xn+1 − xn = αn(xn − xn−1)+ αnxn−1 +
n∑
i=1








(αi−1 − αi)σn−1Tixn−1 − (1− αn−1)(1− σn−1)Tλn−1un−1
= αn(xn − xn−1)+ (αn − αn−1)xn−1 +
n∑
i=1




(αi−1 − αi)σnTixn−1 −
n−1∑
i=1
(αi−1 − αi)σn−1Tixn−1 + (1− αn)(1− σn)Tλnun−1
− (1− αn−1)(1− σn−1)Tλn−1un−1
= αn(xn − xn−1)+ (αn − αn−1)xn−1 +
n∑
i=1




(αi−1 − αi)σnTixn−1 −
n−1∑
i=1
(αi−1 − αi)σn−1Tixn−1 + [(1− αn)(1− σn)− (1− αn−1)(1− σn−1)]un−1
+ [(1− αn−1)(1− σn−1)λn−1 − (1− αn)(1− σn)λn][µ1A− I + µ2(B− γ f )]un−1
= αn(xn − xn−1)+ (αn − αn−1)xn−1 +
n∑
i=1




(αi−1 − αi)(σn − σn−1)Tixn−1 + (αn−1 − αn)σnTnxn−1 + [(αn−1 − αn)(1− σn)
+ (σn−1 − σn)(1− αn−1)]un−1 + [((σn−1 − σn)(1− αn−1)− (αn−1 − αn)(1− σn))λn−1 − (1− αn)(1− σn)
× (λn − λn−1)][µ1A− I + µ2(B− γ f )]un−1
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and hence (noting that {αn} is strictly decreasing)
‖xn+1 − xn‖ ≤ αn‖xn − xn−1‖ + (αn−1 − αn)‖xn−1‖ +
n∑
i=1
(αi−1 − αi)σn‖xn − xn−1‖ + (1− αn)(1− σn)(1− λnτ)
×‖un − un−1‖ +
n−1∑
i=1
(αi−1 − αi)|σn − σn−1|‖Tixn−1‖ + (αn−1 − αn)‖Tnxn−1‖ + [(αn−1 − αn)
+ |σn−1 − σn|]‖un−1‖ + [|λn−1 − λn| + (αn−1 − αn)+ |σn−1 − σn|]‖(µ1A− I + µ2(B− γ f ))un−1‖
= αn‖xn − xn−1‖ + (1− αn)σn‖xn − xn−1‖ + (1− αn)(1− σn)(1− λnτ)‖un − un−1‖




(αi−1 − αi)|σn − σn−1|‖Tixn−1‖ + |λn−1 − λn|‖(µ1A− I + µ2(B− γ f ))un−1‖
+ |σn−1 − σn|(‖un−1‖ + ‖(µ1A− I + µ2(B− γ f ))un−1‖). (3.7)
It from (3.6) and (3.7) follows that
‖xn+1 − xn‖ ≤ αn‖xn − xn−1‖ +
n∑
i=1
(αi−1 − αi)σn‖xn − xn−1‖
+ (1− αn)(1− σn)(1− λnτ)
(
‖xn − xn−1‖ + Lr |rn − rn−1|
)




(αi−1 − αi)|σn − σn−1|‖Tixn−1‖ + |λn−1 − λn|‖(µ1A− I + µ2(B− γ f ))un−1‖
+ |σn−1 − σn|(‖un−1‖ + ‖(µ1A− I + µ2(B− γ f ))un−1‖)




(αi−1 − αi)|σn − σn−1|M + |λn−1 − λn|M + 2|σn − σn−1|M
≤ (1− (1− α)(1− b)λnτ)‖xn − xn−1‖ + Lr |rn − rn−1| + 4(αn−1 − αn)M+ 3|σn − σn−1|M + |λn−1 − λn|M,
whereM = max{supn≥1 ‖xn‖, supn≥1 ‖un‖, supi≥1,n≥1 ‖Tixn‖, supn≥1 ‖(µ1A− I + µ2(B− γ f ))un−1‖}.






|rn − rn−1| + 4(αn−1 − αn)+ 3|σn − σn−1|M + |λn−1 − λn|M
}
<∞.
By Lemma 2.3, we have limn→∞ ‖xn+1 − xn‖ = 0. This completes the proof. 
Lemma 3.4. If there hold the following conditions
(1) {αn} is strictly decreasing;
(2) limn→∞ λn = 0,∑∞n=1 λn = ∞,∑∞n=1 |λn − λn+1| <∞;
(3)
∑∞
n=1 |rn − rn+1| <∞,
∑∞
n=1 |σn − σn+1| <∞,
then limn→∞ ‖xn − un‖ = 0.
Proof. For any p ∈ Ω , it from Lemma 2.6 follows that
‖un − p‖2 = ‖Trnxn − Trnp‖2 ≤ 〈Trnxn − Trnp, xn − p〉 = 〈un − p, xn − p〉
= 1
2
(‖un − p‖2 + ‖xn − p‖2 − ‖un − xn‖2)
and hence ‖un − p‖2 ≤ ‖xn − p‖2 − ‖un − xn‖2. Therefore, from (2.2) and (3.2) we have
‖xn+1 − p‖2 = ‖αn(xn − p)+
n∑
i=1
(αi−1 − αi)σn(Tixn − p)+ (1− αn)(1− σn)(Tλnun − p)‖2
≤ αn‖xn − p‖2 +
n∑
i=1
(αi−1 − αi)σn‖Tixn − p‖2 + (1− αn)(1− σn)‖Tλnun − p‖2
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≤ αn‖xn − p‖2 + (1− αn)σn‖xn − p‖2 + (1− αn)(1− σn)[‖Tλnun − Tλnp‖ + ‖Tλnp− p‖]2
≤ αn‖xn − p‖2 + (1− αn)σn‖xn − p‖2 + (1− αn)(1− σn)[(1− λnτ)‖un − p‖
+ λn‖(µ1A− I + µ2(B− γ f ))p‖]2
≤ αn‖xn − p‖2 + (1− αn)σn‖xn − p‖2 + (1− αn)(1− σn)[(1− λnτ)‖un − p‖2
+ 2λn(1− λnτ)‖un − p‖ ‖(µ1A− I + µ2(B− γ f ))p‖ + λn‖(µ1A− I + µ2(B− γ f ))p‖2]
≤ αn‖xn − p‖2 + (1− αn)σn‖xn − p‖2 + (1− αn)(1− σn)[(1− λnτ)(‖xn − p‖2 − ‖un − xn‖2)
+ 2λn(1− λnτ)‖un − p‖ ‖(µ1A− I + µ2(B− γ f ))p‖ + λn‖(µ1A− I + µ2(B− γ f ))p‖2]
= (1− (1− αn)(1− σn)λnτ)‖xn − p‖2 − (1− αn)(1− σn)(1− λnτ)‖un − xn‖2
+ 2λn(1− αn)(1− σn)(1− λnτ)‖un − p‖ ‖(µ1A− I + µ2(B− γ f ))p‖
+ (1− αn)(1− σn)λn‖(µ1A− I + µ2(B− γ f ))p‖2
≤ ‖xn − p‖2 − (1− αn)(1− σn)(1− λnτ)‖un − xn‖2
+ (1− αn)(1− σn)λn‖(µ1A− I + µ2(B− γ f ))p‖2
+ 2λn(1− αn)(1− σn)(1− λnτ)‖un − p‖ ‖(µ1A− I + µ2(B− γ f ))p‖,
that is,
(1− αn)(1− σn)(1− λnτ)‖un − xn‖2 ≤ (‖xn − p‖ + ‖xn+1 − p‖)‖xn − xn+1‖ + λn[‖(µ1A− I + µ2(B− γ f ))p‖2
+ 2‖un − p‖ ‖(µ1A− I + µ2(B− γ f ))p‖].
Since {xn} and {un} are both bounded, limn→∞ ‖xn − xn+1‖ = 0 and limn→∞ λn = 0, we conclude that un − xn → 0 as
n→∞. This completes the proof. 
Lemma 3.5. If there hold the following conditions
(1) {αn} is strictly decreasing;
(2) limn→∞ λn = 0,∑∞n=1 λn = ∞,∑∞n=1 |λn − λn+1| <∞;
(3)
∑∞
n=1 |rn − rn+1| <∞,
∑∞
n=1 |σn − σn+1| <∞,
then limn→∞ ‖xn − Tixn‖ = 0,∀i = 0, 1, . . . .








(αi−1 − αi)σn(xn − Tixn) = xn − xn+1 − xn + αnxn + (1− αn)σnxn + (1− αn)(1− σn)Tλnun
= xn − xn+1 + (1− αn)(σn − 1)xn + (1− αn)(1− σn)Tλnun
= xn − xn+1 + (1− αn)(1− σn)(Tλnun − xn).
Hence, for any p ∈ Ω , one has
n∑
i=1
(αi−1 − αi)σn〈xn − Tixn, xn − p〉 = (1− αn)(1− σn)〈Tλnun − xn, xn − p〉 + 〈xn − xn+1, xn − p〉. (3.8)
Since each Ti is nonexpansive, by (2.1) we have
‖Tixn − xn‖2 ≤ 2〈xn − Tixn, xn − p〉.





(αi−1 − αi)σn‖Tixn − xn‖2 ≤ (1− αn)(1− σn)〈Tλnun − xn, xn − p〉 + 〈xn − xn+1, xn − p〉,
that is (noting that {αn} is strictly decreasing),
‖Tixn − xn‖2 ≤ 2(1− αn)(1− σn)
(αi−1 − αi)σn 〈T
λnun − xn, xn − p〉 + 2
(αi−1 − αi)σn 〈xn − xn+1, xn − p〉
≤ 2(1− αn)(1− σn)
(αi−1 − αi)σn ‖T
λnun − xn‖ ‖xn − p‖ + 2
(αi−1 − αi)σn ‖xn − xn+1‖ ‖xn − p‖. (3.9)
2628 S. Wang, B. Guo / Journal of Computational and Applied Mathematics 233 (2010) 2620–2630
From Lemma 3.4, limn→∞ λn = 0 and the inequality




λnun − xn‖ = 0. (3.10)
Now from Lemma 3.3, (3.9) and (3.10) we conclude
lim
n→∞ ‖Tixn − xn‖ = 0, ∀i = 1, 2, . . . ,
which completes the proof. 
Theorem 3.6. If there hold the following conditions
(1) {αn} is strictly decreasing;
(2) limn→∞ λn = 0,∑∞n=1 λn = ∞,∑∞n=1 |λn − λn+1| <∞;
(3)
∑∞
n=1 |rn − rn+1| <∞,
∑∞
n=1 |σn − σn+1| <∞,
then the sequence {xn} and {un} generated by (3.1) strongly converges to some element x∗ ∈ Ω , which is the unique solution of
variational inequality
〈[µ1A− I + µ2(B− γ f )]x∗, x− x∗〉 ≥ 0, ∀x ∈ Ω.
Proof. First we prove that lim supn→∞〈−[µ1A− I + µ2(B− γ f )]x∗, xn+1 − x∗〉 ≤ 0. To prove this, we pick a subsequence{xni} of {xn} such that
lim sup
n→∞
〈−[µ1A− I + µ2(B− γ f )]x∗, xn − x∗〉 = lim
i→∞〈−[µ1A− I + µ2(B− γ f )]x
∗, xni − x∗〉.
Without loss of generality, we may further assume that xni ⇀ xˆ for some xˆ ∈ H . It follows from Lemmas 3.5 and 2.1 that
xˆ ∈ F(Tn), n = 1, 2, . . . . Hence xˆ ∈⋂∞n=1 F(Tn).
Now we show xˆ ∈ EP(Φ). Indeed, by un = Trnxn, one has
Φ(un, y)+ 1rn 〈y− un, un − xn〉 ≥ 0, ∀y ∈ C .
From (A2), we also have
1
rn







Since rni > r > 0 and un − xn → 0 as n→∞, we conclude that uni−xnirni → 0 and uni ⇀ xˆ as i→∞. From (A4) we obtain
Φ(y, xˆ) ≤ 0, ∀y ∈ C .
For t with 0 < t ≤ 1 and y ∈ C , let yt = ty+ (1− t)xˆ. Since y ∈ C and xˆ ∈ C (due to uni ⇀ xˆ), we have yt ∈ C and hence
Φ(yt , xˆ) ≤ 0. So, from (A1) and (A4), we have
tφ(yt , y) ≥ tΦ(yt , y)+ (1− t)Φ(yt , xˆ) = Φ(yt , yt) = 0
and henceΦ(yt , y) ≥ 0. From (A3), we have
Φ(xˆ, y) ≥ 0, ∀y ∈ C,
and hence xˆ ∈ EP(Φ). Therefore, in terms of the above argument, we conclude that




Noting that x∗ is the unique solution of the VI(µ1A− I + µ2(B− γ f ),Ω), we obtain
lim sup
n→∞
〈−[µ1A− I + µ2(B− γ f )]x∗, xn − x∗〉 = 〈−[µ1A− I + µ2(B− γ f )]x∗, xˆ− x∗〉 ≤ 0.
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It from Lemma 2.2 and (2.2) follows that
‖xn+1 − x∗‖2 =
∥∥∥∥∥[αn(xn − x∗)+ n∑
i=1
(αi−1 − αn)σn(Tixn − x∗)




∥∥∥∥∥αn(xn − x∗)+ n∑
i=1
(αi−1 − αn)σn(Tixn − x∗)+ (1− αn)(1− σn)(Tλnun − Tλnx∗)
∥∥∥∥∥
2
+ 2(1− αn)(1− σn)〈Tλnx∗ − x∗, xn+1 − x∗〉
≤ αn‖xn − x∗‖2 +
n∑
i=1
(αi−1 − αn)σn‖Tixn − x∗‖2 + (1− αn)(1− σn)‖Tλnun − Tλnx∗‖2
+ 2(1− αn)(1− σn)λn〈−[µ1A− I + µ2(B− γ f )]x∗, xn+1 − x∗〉
≤ αn‖xn − x∗‖2 +
n∑
i=1
(αi−1 − αn)σn‖xn − x∗‖2 + (1− αn)(1− σn)(1− λnτ)‖un − x∗‖2
+ 2(1− αn)(1− σn)λn〈−[µ1A− I + µ2(B− γ f )]x∗, xn+1 − x∗〉
= (1− (1− αn)(1− σn)λnτ)‖xn − x∗‖ + 2(1− αn)(1− σn)λn〈−[µ1A− I + µ2(B− γ f )]x∗, xn+1 − x∗〉
≤ (1− (1− αn)(1− σn)λτ)‖xn − x∗‖ + 2(1− αn)(1− σn)λn〈−[µ1A− I + µ2(B− γ f )]x∗, xn+1 − x∗〉.
By Lemma 2.3 we conclude that {xn} strongly converges to x∗, which completes the proof. 
Remark 3.7. (1) In the main results of the paper, we only require that {αn} is strict decreasing, which is natural and simple
restriction. (2) We obtain the desired results without any assumption on {Ti}∞i=1.
Remark 3.8. If T1 = T2 = · · · = Tn = · · · = T , then iterative scheme (3.1) reduces to
Φ(un, y)+ 1rn 〈y− un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αnxn + (1− αn)σnTxn + (1− αn)(1− σn)Tλnun, n ≥ 1,
where Tλnun = (I − λnµ1A)un + λn[un − µ2(Bun − γ f (un))].
Remark 3.9. If A = I and µ1 = 1, then iterative scheme (3.1) reduces to
Φ(un, y)+ 1rn 〈y− un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αnxn +
n∑
i=1
(αi−1 − αi)σnTixn + (1− αn)(1− σn)Tλnun, n ≥ 1,
(3.11)
where Tλnun = un − λnµ2(Bun − γ f (un)). In this case, {xn} and {un} strongly converges to some fixed point x∗ ∈ Ω , which
is the unique solution of variational inequality VI(B− γ f ,Ω), whereΩ =⋂∞n=1 F(Tn) ∩ EP(Φ).
4. Conclusions
In this paper, we introduce a new iterative scheme for finding the common element of the set of solutions of an
equilibrium problem and the set of fixed points of an infinite family of nonexpansive mappings in a Hilbert space and prove
the strong convergence of the iterative scheme to the unique solution of a variational inequality. Our future work is to study
this iterative scheme in Banach spaces.
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