1. Introduction {#sec1}
===============

Intrinsically disordered proteins (IDPs) or intrinsically disordered regions (IDRs) have no stable, well-defined three-dimensional structures under physiological conditions. They play an important role in many biological functions, such as organ development, and their dysfunction is associated with multiple diseases.^[@ref1]−[@ref3]^ One of the main goals of studying IDPs is to understand their capacity to adopt multiple conformations and to explore the binding mechanisms leading to interactions and their biological functions.

For those IDPs that fold upon binding, this has been analyzed in terms of two extreme models: "conformational selection" and "induced fit".^[@ref4]^ In the conformational selection mechanism, the protein explores conformations that are both ordered and disordered, and specific folded conformations are selected by the ligand; in the induced fit mechanism, the conformational change occurs after the disordered protein is bound to the ligand^[@ref4],[@ref5]^ and this process is known as "template folding", where the folding transition state is dictated by the interactions with the ligand.^[@ref6]^ Real cases present a mixture of these two scenarios.

Residual structure often persists in unbound IDPs.^[@ref7]−[@ref9]^ These preformed but unstable structural elements might serve as initial contact points to facilitate the folding and recognition of the ligand surface.^[@ref7]−[@ref10]^ These residual structures may exist in short regions known as molecular recognition features (MoRFs), which can be found in long disordered regions of IDPs and IDRs.^[@ref11],[@ref12]^ MoRFs are mainly disordered in their unbound states and adopt local structures that are stabilized when they interact with their targets.^[@ref11]^ MoRFs are classified according to their structures in the bound state, where α-MoRFs form α-helices, β-MoRFs form β-strands, ι-MoRFs form irregular structures (coil conformations), and complex MoRFs adopt a conformation resulting from the combination of the other types.^[@ref13],[@ref14]^ MoRFs play important roles in signaling and regulatory functions,^[@ref12],[@ref15]^ and transcription factors are enriched in IDRs.^[@ref16],[@ref17]^

Exploring and characterizing the conformational ensemble of IDPs is not an easy task, as they are represented by multiple conformations, and different ones can be associated with particular functions. Many experimental techniques, such as dynamic light scattering, small-angle X-ray scattering, paramagnetic relaxation enhancement, and circular dichroism, are useful to obtain information on the ensemble-average of diverse conformations of IDPs. Computational techniques are also used; for example, molecular dynamics (MD) and Monte Carlo (MC) simulations have been useful to complement the information obtained by experimental techniques and to characterize the conformational ensembles at the atomic level.^[@ref1],[@ref2],[@ref18],[@ref19]^

Simulations allow us to study the molecular features and motions of IDPs. However, structural characterization by simulations is limited by the long time required for adequate conformational sampling and by the accuracy of the parameters of the force fields and the explicit or implicit solvent models used. Protein force fields were developed and parameterized mainly to describe folded proteins^[@ref2],[@ref20]^ and their application has been thoroughly benchmarked, but their applicability to IDPs requires considerable attention and continuous improvement;^[@ref1],[@ref19]^ different force fields and protocols with explicit and implicit solvent models have been applied to various IDPs (summarized in [Table S1](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf) for the past 5 years).

The motions of conformational changes in an IDP happen in time scales spanning several orders of magnitude (between picosecond (ps) to microsecond (ms))^[@ref21]^ and this implies substantial computational costs, depending on the system size.^[@ref22]^ The behavior of protein chains in solution depends fundamentally on the balance of solute--solute versus solute--solvent and solvent--solvent interactions.^[@ref23]^ The effects of the solvent environment can be treated using explicit or implicit solvent representations.^[@ref8],[@ref23]^ Explicit solvents treat both protein and water molecules explicitly, significantly increasing the system size (∼10 fold) and leading to large computer requirements^[@ref24]^ in simulations of protein folding^[@ref8],[@ref23],[@ref25]^ or characterization of the conformational ensembles of IDPs.^[@ref25]^ This approach has been successful in reproducing and explaining experimental measurements.^[@ref3],[@ref26]−[@ref29]^ Alternatively, implicit solvent models are popular because they include explicitly only the atomic coordinates of the protein, as the water molecules are represented by an infinite continuum medium with the macroscopic properties of water; this reduces the computational cost and allows for longer simulation times required for simulating conformational transitions, especially in novo simulations of IDPs.^[@ref7],[@ref23],[@ref24],[@ref30]^ Modeling small IDPs with an implicit solvent has also been successful.^[@ref23],[@ref25],[@ref31]−[@ref33]^

However, both explicit and implicit solvent models have limitations. For example, some combinations of force fields and water models such as TIP3P, TIP4P, and TIP4P-EW generate overly compact conformational IDP ensembles.^[@ref2],[@ref34],[@ref35]^ As some IDPs are enriched in charged and polar residues,^[@ref1],[@ref36]^ their structural properties make them sensitive to interactions with water.^[@ref2]^ This effect of overcompaction could be the result of underestimating water--water and water--protein interactions^[@ref34]^ or a mismatch between the protein force field and the water model.^[@ref35]^ For this reason, it is paramount to validate the combination of the force field and water model used.^[@ref20]^ On the other hand, many implicit solvent models also tend to generate conformations that are too structured and compact.^[@ref22],[@ref37]^ There are important structural properties of water and short-range effects that are not considered in implicit solvent models, and their disregard can lead to different folding mechanisms.^[@ref38],[@ref39]^ Optimization efforts have also led to improvements in the implicit solvent models,^[@ref23]^ such as the ABSINTH implicit solvent force field that was developed and optimized specifically for IDPs.^[@ref8],[@ref31]^

Some of the force fields generate more compact conformations than others, as well as overstabilization of specific conformations.^[@ref20]^ Nowadays, there is no standard, specific protocol to simulate IDPs, but there is a continuous search for developing and improving force fields and sampling strategies that can be applied to both folded proteins and IDPs.^[@ref19]^ As can be seen from the simulations listed in [Table S1](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf), both MD and MC simulations are useful, and enhanced sampling techniques such as replica exchange (the temperature and the Hamiltonian versions) have also been used. Given the vastness of the conformational space to the sample, another strategy is to guide the simulations with experimental data or to reweigh the simulated ensemble to approximate the experimental data. These procedures only work for original ensembles that are close to the target, so the quality of the force fields and sampling must be good. Fortunately, significant progress has recently been made in the ability of MD force fields to accurately describe folded proteins and IDPs.^[@ref40]−[@ref43]^ Central to this progress is having small benchmark systems that are well characterized experimentally, such as the 15-residue (AAQAA)~3~ peptide that has been used for studying protein folding, characterize the helix--coil transitions, and to parameterize and validate different force fields^[@ref21],[@ref38],[@ref39],[@ref41],[@ref42]^ (summarized in [Table S2](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf)).

Here, we study the N-terminal disordered domain of Escargot (Esg), a transcription factor of the Snail family, to look for potential MoRFs associated with Esg functions that are independent of its DNA-binding activity. We performed MD simulations starting from semifolded structures to characterize the conformational ensemble of a region with high propensity to order, using CHARMM36 and an implicit solvent model (generalized Born model, or generalized Born/surface area (GBSA)). Having identified a probable residual structure that adopts α-MoRF conformations and detailed the interactions that stabilize it, we proposed mutations that would destabilize it and simulated them as well. Contrary to our expectations, the mutations did not lead to dramatic losses of structure. Careful analysis of the inherent bias of our simulation protocol and of the interactions that stabilize the residual structure in the mutants revealed a network of hydrophobic and aromatic interactions stabilizing the α-MoRF. This allows us to propose a set of critical residues for the formation and stability of this α-MoRF; these could be tested by mutagenesis experimentally, to determine the functional role of this region of Esg, which lacks annotated functional motifs. Our results might also be helpful as a benchmark for this combination of a force field and a solvent model, aiding in future refinements of both. This is the first structural analysis of the N-terminal region of Esg and aims to foster future studies into the structure--function relationship of this region to understand the mechanism of regulation of this transcription factor.

2. Results and Discussion {#sec2}
=========================

Esg is a protein of 470 residues, which is expressed in *Drosophila melanogaster*, and is involved in the development of the nervous system.^[@ref44],[@ref45]^ Structurally, the Esg C-terminal domain (CTD) is a conserved region that has five classical zinc fingers (ZNFs) and interacts with nucleic acids,^[@ref46]^ while the N-terminal domain is divergent,^[@ref45],[@ref46]^ and the only functional annotation in this region consists of two motifs (P-DLS-K) that interact with the C-terminal binding protein (CtBP),^[@ref47]^ a transcriptional repressor. However, the N-terminal domain (NTD) has been associated with functions such as protein degradation, where the ZNFs are not necessary,^[@ref44]^ but the actual functional motifs for this and other activities have not been described.

2.1. The NTD of Esg is an IDR {#sec2.1}
-----------------------------

Using four disorder predictor programs and averaging the output scores of all of the predictors, we generated a profile of disorder ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}) that reveals that the NTD is highly disordered, in contrast to the CTD (residues 310--470) containing the ZNFs. The disorder profile of the NTD was split into three regions: S1 (residues 1--110), S2 (residues 111--155), and S3 (residues 156--309), where the S2 region has a much higher probability to adopt order than the other two.

![Disorder probability analysis of the Esg protein. The plot shows the average probability of disorder by residue. The light and dark green color lines show the disordered and ordered regions, respectively.](ao0c02051_0001){#fig1}

2.2. Structural Predictions for the S2 Region {#sec2.2}
---------------------------------------------

Currently, there are no known structures of homologues of this region of Esg. Therefore, we used five different structure predictors to obtain structural models for the S2 region ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}). The predictions consistently include an α-helix in the C-terminus of the region, sometimes together with a β-hairpin in the N-terminus, except for a model, which suggests that the S2 region adopts a β-sheet structure ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}, SP6 model). The results of these predictors have low confidence scores because of the lack of homologues with known structures, so on their own, they should not be used as representative structures of S2. Nevertheless, they are useful as initial coordinates for the MD simulations, and to reveal secondary structure preferences inherent to the amino acid sequence. The conformational diversity of these 27 structures is documented in [Table S3](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf), a compilation of the pairwise root-mean-square deviation (RMSD) between all of them; these range from 3 to 14.1 Å.

![Initial ensemble of the S2 region in the NTD of Esg, obtained by HHpred (HHP), I-Tasser (IT), Phyre2 (PI), QUARK (Q), and SPARK-X (SP) predictors. Each model shows secondary structural elements and is color-coded from red to blue, progressing from the N- to the C-terminus.](ao0c02051_0002){#fig2}

The IDPs and IDRs are represented as a dynamic ensemble, which is characterized by different conformations. MD simulations can be used to generate many conformations of the IDP and characterize its conformational ensemble through structural and dynamical information.^[@ref3],[@ref21]^ In this work, we have considered running a collection of short (2 μs) simulations using a set of 27 starting models rather than one long simulation, to explore the S2 region conformational ensemble; this strategy has been shown to give more efficient conformational sampling and increases the probability of converging to experimental data.^[@ref48]^

2.3. Conformational Sampling of the S2 Region {#sec2.3}
---------------------------------------------

A serious concern with MD simulations is their degree of convergence, and whether the simulation time has been enough to explore the properties of interest. As a first rough measure of the sampling achieved in the 2 μs runs, we calculated the distribution of the C~α~-atoms' root-mean-square deviation (RMSD) to the initial structure of each run to ascertain how much they had wandered from the starting point, and the radius of gyration (*R*~g~), as a measure of compaction.^[@ref49],[@ref50]^ An energy landscape built with RMSD and *R*~g~ for the 54 μs ensemble ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}A) shows that the conformational distribution is located at two basins, one with low RMSDs and small *R*~g~s, and a larger one with greater variation both in RMSD and *R*~g~. The individual histograms of RMSD and *R*~g~ are shown in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}B,C, respectively. The RMSD showed five evident peaks centered near 1.5, 6, 8.5, 9.5, and 13.5 Å, indicating that some runs remained very close to their starting point, while others roamed more freely ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}B); low RMSD happens with low *R*~g~, as expected because more intramolecular contacts hinder conformational exploration. Considering the properties of the amino acid sequences of IDPs, it is possible to estimate their hydrodynamic radii (*R*~h~).^[@ref51]^ For the S2 region with 45 residues, the theoretically estimated *R*~h~ value is around 15 Å, and considering that the diameter of a molecule of water is ∼3 Å, the corresponding *R*~g~ should be ∼12 Å. The distribution of *R*~g~ showed one single peak located between 10 and 11 Å, which corresponds to semicompact conformations ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}C). The results showed that the S2 region ensemble could adopt flexible and heterogeneous conformations, characteristic of an IDP.^[@ref3]^ Some force fields and implicit solvent models generate overestimation of compactness for the IDP ensembles,^[@ref52],[@ref53]^ and [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} indicates that our simulations also show a modest increase in compaction compared to the predicted *R*~g~. However, chain compaction in IDPs depends on their sequences, for example, the fraction of charged residues and proline content.^[@ref54],[@ref55]^ Both *R*~g~ and *R*~h~ have been related to net charge per residue (NCPR),^[@ref54]^ where IDPs with NCPR \> 0.25 adopt expanded-coil conformations, while NCPR \< 0.25 indicates compact globular conformations. The S2 region of Esg has three charged residues, a net charge of +1, 21 hydrophobic, 14 polar, seven aromatic, and six proline residues, and 22 of its 45 amino acids are promoters of disorder. It has an NCPR = 0.022 obtained by the CIDER server,^[@ref56]^ so it is expected to adopt compact conformations. [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}D shows that the average inter-residue distances are larger than those expected for a Lennard-Jones collapsed structure,^[@ref53],[@ref54]^ but much smaller than those of a Flory chain of the same length. At this point, it should be stressed that there is no experimental data for S2 that we could use to guide our simulations or as a litmus test of the quality of the data set.

![Structural diversity and degree of compaction of the S2 region of Esg. (A) Energy landscape built with C~α~-atom RMSD (Å) and *R*~g~ (Å). (B) Histogram of the C~α~-atom RMSD (Å) distribution in the ensemble during 54 μs of simulation. (C) Histogram of the *R*~g~ (Å) distribution in the ensemble during 54 μs of simulation. (D) Average inter-residue distances (Å) as a function of sequence distance during 54 μs of simulation.](ao0c02051_0003){#fig3}

One of the advantages of running multiple independent simulations starting from different structures is that this accelerates convergence in principle. To determine whether 54 μs of simulation is an adequate simulation time, we looked for structurally similar conformations sampled by two different runs. A matrix was generated by the pairwise RMSD between pairs of trajectories, comparing each generated structure in one run to each of the other. [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} shows the heat maps with the pairwise RMSD distance computed between C~α~-atoms of the structures generated in the SP8 and SP9 model runs ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}A), and IT4 and SP7 model runs ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}B). Pairs of structures with the smallest pairwise RMSD are in blue, while the largest RMSD is in dark red. The diagonal dark blue line represents the pairwise RMSD comparison of a structure with itself, and the two diagonal squares (frame numbers 1--2000 and 2001--4000) correspond to the comparison within each of the runs; the interesting areas of these plots are the off-diagonal squares, where one run is compared to the other. The pairwise RMSD for each model shows the transition between conformational states within one run.

![Heat maps representing pairwise RMSD (Å) calculated for the C~α~-atoms of the (A) SP8 (frames 1--2000) and SP9 (frames 2001--4000) runs and (B) IT4 (frames 1--2000) and SP7 (frames 2001--4000) runs. Each plot shows the location of the minimum and maximum pairwise RMSD. (C) Initial structures of the SP8 and SP9 models, and overlapping of the minimum of pairwise RMSD. (D) Initial structures of the IT4 and SP7 models, and overlapping of the minimum of pairwise RMSD.](ao0c02051_0004){#fig4}

SP8 and SP9 started with a pairwise RMSD of 14.1 Å ([Table S3](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf)), and during their runs, they generated structures that drifted further apart (maximum pairwise RMSD of 14.87 Å) and also became similar to each other, reaching a pairwise RMSD minimum of 2.55 Å; it can also be seen that low RMSDs occurred multiple times during these two runs ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}A). Similar results were obtained with the IT4 and SP7 trajectories ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}B), where the minimum pairwise RMSD was 4.42 Å and the maximum was 15.48 Å, having started at 10.9 Å. The overlap of the two structures with the minimum pairwise RMSD is shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}C,D, illustrating the degree of conformational convergence. This result suggests that simulating each model for 2 μs gives a reasonable run time, so we assume that the structures generated by the 54 μs of MD simulation are a good starting approximation to the diverse conformational space of the S2 region of Esg. A compilation of minimum pairwise RMSDs between all of the models can be found in [Table S4](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf); none exceeds 8 Å.

2.4. The S2 Region Harbors an α-MoRF {#sec2.4}
------------------------------------

Inspection of the structures in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} reveals a prevalence of α-helices. The secondary structure propensity for each amino acid, contained in the structure predictors, yielded two helices: one near the N-terminus in the region from residues 111 to 120 and a second one in the C-terminus, spanning residues 125--150 ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}A). During the simulation, the secondary structure content is lower than that in the initial ensemble; the α-helix conformation of the N-terminus was decreased by ∼30%, while the α-helix conformation of the C-terminus was decreased by ∼10% ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}A). Previous MD simulations have reported that protein unfolding can occur on a picosecond time scale^[@ref49]^ and it is thus interesting that during 54 μs of simulations, the α-helix conformation remains the most persistent secondary structure in the C-terminus of S2.

![Secondary structure and tertiary contacts of the S2 region. (A) Percentage of the time found as a helix for each residue. (B) Heat map representing the contacts between residue pairs; the dashed line square marks the initial position of helices. (C) Heat map representing the hydrogen bonds involving side chain atoms between residue pairs; the dashed line square marks the C-terminal helix. (D) α-Helix conformation depicting the interactions between E141 with R144 and T145. The main chain is shown as a purple ribbon, and the amino acids are shown as sticks in CPK colors.](ao0c02051_0005){#fig5}

Persistent structures require stabilizing interactions. To find those, the total numbers of contacts and hydrogen bonds along the simulations were computed and are presented in the heat maps of [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}B,C, respectively. The frequency of interaction between residue pairs is indicated by the color bar, where the dark blue color indicates those contacts with the highest frequency and the yellow color indicates those with the least frequency; white squares away from the diagonal indicate that no interactions were found between that pair of residues. Due to the flexibility of the IDPs, many transient long-range contacts are expected, and these can be seen in the yellow regions. A large probability of contacts between nearby residues in the primary sequence is a hallmark of helical structures,^[@ref57]^ and these are identified with the black squares of dashed lines in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}B,C.

In [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}B,C, the diagonal line represents the interaction of a residue with itself; short-range interactions between residues lie close to the diagonal, and these indicate helices. Off-diagonal interactions are considered long range, and represent tertiary interactions and/or the formation of hairpins. The initial N-terminal α-helices (between residues 111--117 and 124--134) are substantially weakened during the simulations. The region of highest helicity is present in the C-terminal of the S2 region, between the residue regions from 134 to 152, where the most frequent inter-residue contacts and hydrogen bonds occur. Hydrogen bonds contribute to the stability of the protein secondary structure.^[@ref49]^ The α-helix conformation could be stabilized by interactions between E141 and R144 and T145 residues, which are in the middle of the α-helix ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}D), and are the most frequent side chain hydrogen bond interactions in the ensemble. Together, these results suggest that the S2 region is an IDR and that it could harbor an α-MoRF.

2.5. Mutations to Disrupt the α-MoRF {#sec2.5}
------------------------------------

Oppositely charged residues lead to the formation of salt bridges,^[@ref36],[@ref58]^ stabilizing local structures that can be relevant in molecular recognition events.^[@ref57]−[@ref61]^ Salt bridges are known to impart local rigidity and the disruption of these interactions increases flexibility,^[@ref36],[@ref59]^ which could be associated with "order to disorder" structural transitions in IDPs.^[@ref36]^ We have found that the most persistent hydrogen bonds in the ensemble are those between E141, R144, and T145. Interactions between E and R contribute favorably to the stability of helices,^[@ref60],[@ref61]^ and interactions between E and R (*i* + 3, *i* + 4) are more favorable than the reversed salt bridge.^[@ref61]^ Glutamate can establish side chain--backbone and side chain--side chain interactions,^[@ref62]^ while threonine has a short polar side chain and has a strong tendency to form hydrogen bonds with neighboring backbone amides, as seen in our simulations. Side chain--backbone hydrogen bonds are determinant to helix formation and the elimination of these interactions destabilizes the helix.^[@ref62]^ We therefore mutated these residues to eliminate the interactions and disrupt the α-MoRF. E141, R144, and T145 were substituted by residues that cannot form hydrogen bonds and/or have lower helical propensity, such as valine and proline.^[@ref63]^ E141 was substituted by leucine (E141L), valine (E141V), and proline (E141P). A double mutant (E141A_T145A) was generated, to eliminate both side chain--side chain and side chain--main chain interactions between E141 and T145. T145 was also substituted by valine (T145V) and R144 by alanine (R144A). Finally, Q149P is an Esg variant in the S2 region that does not show phenotype,^[@ref64]^ and it was also simulated as a control. We selected four models of the initial ensemble (HHP, PI, SP6, and SP9) and generated the mutants by side chain substitution. Each model was simulated during 6 μs, for a total 24 μs ensemble of each wild-type and mutant S2. [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"} shows the secondary structure of the α-MoRF region (from residues 134 to 152) of each mutant compared to that in the wild-type. The mutants showed either modest changes or local increases of helicity with respect to the wild-type, toward the N-terminus or the C-terminus of the helix. The Q149P and the double mutant disrupted the C-terminus of the α-MoRF; the loss of structure for Q149P might indicate that the α-MoRF need not extend that far to be functional. The breaking of intramolecular hydrogen bonds has previously been identified as a key step in protein unfolding,^[@ref49]^ but the hydrogen bonds involving side chain atoms in the mutants did not show significant differences compared to the wild-type, and their frequency was very low. On the other hand, the numbers of carbon--carbon contacts increased, especially between the α-MoRF region and the rest of S2; these contacts were not present significantly in the wild-type variant ([Table S5](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf)).

![Percentage of the helicity per residue of the α-MoRF (from residues 134 to 152) of each mutant, with respect to the wild-type (black line). The value for each residue is marked by a dot.](ao0c02051_0006){#fig6}

The mutants have interactions in common, involving aromatic residues on both the helix (Y138, F142, and Y143, surrounding the mutated residues) and outside of it (Y125, Y128, W130, and F133), which stabilize the helical structure ([Figure S1 and Table S5](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf)) by the possible formation of a small hydrophobic core. The S2 region is enriched in aromatic residues and prolines that could be involved also in the stabilization of the α-MoRF. Recently, it was reported that interactions between prolines and aromatic residues in positions *i* ± 1 and *i* -- 2 can form incipient structural nucleation sites in IDPs.^[@ref65]^ The frequency of these interactions in the simulations is compiled in [Table S6](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf) and representative structures depicting these are included in [Figure S2](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf). These interactions are common in the simulations and are notably enriched for the E141A_T145A double mutant in all proline--aromatic pairs, and approximately one helix turn away from the mutation site in the E141P variant. All of the proline residues in the simulations are in the trans configuration. To explore biases in their conformational sampling, we calculated the Ramachandran plot for the wild-type 54 μs ensemble ([Figure S3](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf)), which shows populations of both the polyproline-II and α helix basins, with a small preference for the latter.

2.6. Validation of the Force Field and Solvent Model Used in the Simulations {#sec2.6}
----------------------------------------------------------------------------

A well-known issue in the simulation of IDPs is the artificial increase in both secondary and tertiary structures. A modified version of CHARMM36 (CHARMM36m) corrects the excessive population of the left-handed α-helix (α~L~-helix) conformation generated in simulations with CHARMM36.^[@ref42]^ This new release was not available when this project started, so all of the runs were carried out with the same force field for consistency. To determine the level of inaccuracy of our description of S2, we calculated the α~L~-helix population of the 54 μs of the S2 region ensemble, obtaining a 1.36% population, which is significantly lower than that found in other simulations generated with CHARMM36 of IDPs (between 5.7 and 20%), and considered it within the margin of error of the experimental value.^[@ref42],[@ref66]^

One of the standard peptides used for the validation of force fields is (AAQAA)~3~, a helical peptide that has been well studied and characterized experimentally to understand the helix--coil transitions.^[@ref39],[@ref42],[@ref66]^ (AAQAA)~3~ has ∼19--21% helical content.^[@ref42],[@ref66]^ We carried out two 16 μs of simulations of (AAQAA)~3~ using exactly the same protocol as that for the S2 runs. This particular combination of CHARMM36 with the GBSA solvent (as implemented in NAMD) has not been benchmarked with (AAQAA)~3~, despite having been used to simulate other IDPs, as shown in [Tables S1 and S2](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf). One of the simulations started from a perfect helix (100% helicity) and the other from a completely extended conformation (0% helicity), therefore accounting for the 50% helicity per residue for the starting structures. [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"} shows that (AAQAA)~3~ exchanges frequently between coil and helical conformations ([Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}A,C), and its average helical content during the 32 μs ensemble was ∼24%, indicating that CHARMM36 with GBSA provides a reasonable balance between helix and coil conformations for (AAQAA)~3~. Close inspection of [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}A shows that the two 16 μs runs had a different behavior: one with an excess of helix and the other with long periods of absence of helices. This indicates that even for simple systems like this small peptide, having seen multiple helix--coil transitions does not guarantee sufficient sampling, so at least two runs starting from different structures should be made of the same system.

![Ensemble of (AAQAA)~3~ during 32 μs of MD simulation. (A) Fraction helix of (AAQAA)~3~ computed over 10 ns blocks; the first 16 μs correspond to the simulation starting from the extended conformation and the last 16 μs correspond to the simulation starting from a perfect helix. (B) Percentage of the helicity per residue, averaged over the 32 μs (red line) compared to the initial ensemble (blue line). (C) (AAQAA)~3~ conformations representing coil--helix transitions at different times during the simulations.](ao0c02051_0007){#fig7}

Regarding the stabilization of the S2 mutants described above, there remains an unexplored issue for which we have no adequate control or experimental information for contrast. Given that the helices appear to be stabilized by aromatic interactions, this could be due to a real nucleating event caused by increasing locally the hydrophobicity of the helix, as all of the mutations changed a charged or polar residue for a hydrophobic one. Alternatively, this could reflect an imbalance in the polar and nonpolar surface descriptions in the GBSA model. To explore the possibility of indiscriminate hydrophobic collapse, we calculated the contact map for the 32 μs simulation of (AAQAA)~3~, shown in [Figure S4](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf); the structures depicting the most common interactions are included in [Figure S5](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf), and, as expected because of their greater number of carbon atoms, involve the glutamine residues. It is clear from this contact map that no long-range contacts are promoted in this peptide, which is 80% hydrophobic. Therefore, we are currently inclined to ascribe the stabilization of the S2 mutants to bona fide interactions, as the simulations of the wild-type and mutant S2 started from the same four conformations and were run with the same protocol, for three times as long as the time we determined was enough to see similar conformations sampled by different runs (see [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}).

3. Conclusions {#sec3}
==============

In this work, we investigated the presence of MoRFs in the NTD of the transcription factor Esg by MD simulations using the CHARMM36 force field and GBSA as an implicit solvent model. In summary, we have detected a region with a high probability to be ordered that we have called the S2 region (from residues 111 to 155). The conformational ensemble of this region contains residual structure as an α-MoRF that persists during 54 μs of MD simulation. In addition, point mutations were built to disrupt this putative α-MoRF and probe its stability during 24 μs of simulation. However, some of the mutants showed an increase of helicity at the α-MoRF, as a consequence of an increase in long-distance contacts with residues outside the MoRF. To validate our simulation protocol, we have evaluated the propensity of the α~L~-helix in the 54 μs of MD simulation, and we found that it is significantly lower than that found in ensembles generated with CHARMM36 for other IDPs and in agreement with experimental data. Also, we carried out 32 μs of simulation of (AAQAA)~3~ and its average helical content was ∼24%, a value close to the ∼20% measured experimentally, indicating that CHARMM36 together with GBSA provides a good balance between helix and coil conformations for this system. The lack of long-range contacts in these simulations suggests that there is a reasonable balance in the description of polar and nonpolar interactions in this particular combination of a protein force field and an implicit solvent model. Therefore, the stabilization of the MoRF that we found with the mutants could be due to the increase in hydrophobicity at the surface of the helix, which nucleates the interaction with a group of aromatic residues within and outside the MoRF. Assuming that the interactions are correctly described, as we see no such clustering in the wild-type S2 or in the control peptide, we can now propose a set of mutations that should eliminate the MoRF: E141P as a helix breaker, and W130A and F142A as disruptors of the most common long-range interaction. These can be tested in in vitro assays as peptides, or in the context of the full protein in in vivo studies, contributing to the functional annotation of a poorly characterized domain in an important transcription factor, conserved in all multicellular animals.

4. Methods {#sec4}
==========

4.1. Disorder Analysis {#sec4.1}
----------------------

The sequence of the full Esg protein (470 amino acids) was obtained from Uniprot,^[@ref67]^ (Uniprot ID: P25932, [htttp://www.uniprot.org/](http://www.uniprot.org/)). Disorder analysis was performed using the disorder predictors: MetaDisorder,^[@ref68]^ MFDp2,^[@ref69]^ AUCPred,^[@ref70]^ and SPOT-disorder,^[@ref71]^ which yield the best results as recently reviewed.^[@ref72]^ Metadisorder is a metaserver that utilizes different disorder predictors and calculates an average of the output of those results, thus improving the prediction accuracy. The output of the three variants of Metadisorder was used: MetaDisorderMD, MetaDisorderMD2 (a variant of MetaDisorderMD with a different scoring function), and MetaDisorderMD3 (based on fold recognition methods). MFDp2 (<http://biomine.cs.vcu.edu/servers/MFDp2/>) predicts the disorder at the sequence and residue levels. AUCPred and SPOT-disorder can predict short and long IDRs. AUCpreD (<http://raptorx.uchicago.edu/StructurePropertyPred/predict/>) predicts disorder considering information from the sequence, evolution, and structural levels, while SPOT-disorder (<https://sparks-lab.org/server/spot-disorder-single/>) considers sequence-level information. These predictors assign a disorder score to each amino acid of the query sequence. The disorder probability of the Esg protein was calculated by averaging the results obtained by all of the predictors. Residues with scores \>0.5 were considered to be disordered. The result was plotted using Matplotlib 2.2.3.^[@ref73]^

4.2. Generation of Starting Structures for the Simulations {#sec4.2}
----------------------------------------------------------

To obtain initial structures of the S2 region (residues 111--155: ^111^AAAAAASVVVPTPTYPKYPWNNFHMSPYTAEFYRTINQQGHQILP^155^) of Esg, the predictors HHPred^[@ref74]^ (<https://toolkit.tuebingen.mpg.de/tools/hhpred>), I-Tasser^[@ref75]^ (<https://zhanglab.ccmb.med.umich.edu/I-TASSER/>), Phyre2^[@ref76]^ (<http://www.sbg.bio.ic.ac.uk/;phyre2/html/page.cgi?id=index>), QUARK^[@ref77]^ (<https://zhanglab.ccmb.med.umich.edu/QUARK/>), and SPARKS-X^[@ref78]^ (<https://sparks-lab.org/server/sparks-x/>) were used. These predictors use homology modeling, fold recognition, and ab initio methods. Through this, 27 structural models were obtained as an initial ensemble, which were visualized using VMD 1.9.2;^[@ref79]^ the structures were prepared with CHARMM-GUI^[@ref80]^ for their simulation. The N- and C-termini were charged, histidine was neutral (protonated in the δ nitrogen), and glutamate and lysine were charged.

4.3. Generation of the Mutant Models {#sec4.3}
------------------------------------

To generate the mutant models, four models of the initial ensemble that presented structural diversity were selected. The selected models had a radius of gyration (*R*~g~) between 10 and 11 Å, and had either wandered substantially (PI) or not (HHP) from their initial structure during the 2 μs simulations of the wild-type S2. We also chose the model with the longest continuous α-helix (SP9), as well as the model with a β-sheet (SP6). The mutants E141P, E141L, E141V, E141A_T145A, R144A, T145V, and Q149P were built using CHARMM-GUI^[@ref80]^ in the context of the four models. The N- and C-termini were charged, histidine was neutral (protonated in the δ nitrogen), and glutamate and lysine were charged.

4.4. Molecular Dynamics Simulations {#sec4.4}
-----------------------------------

For each model, the inputs were generated using CHARMM-GUI.^[@ref80]^ All of the MD simulations were performed with the software NAMD 2.10^[@ref81]^ (<http://www.ks.uiuc.edu/Research/namd/>), using the CHARMM36 force field^[@ref82]^ (<http://mackerell.umaryland.edu/charmm_ff.shtml>), the generalized Born/surface area (GBSA) model of implicit solvent^[@ref83]^ with the default parameters suggested by NAMD, and 2 fs time steps. All simulations were carried out at a constant temperature (298 K) with a Langevin thermostat. An ε-value of 80, viscosity of 91 cps, and ionic strength of 0.15 M were used to simulate an aqueous solution environment. The SHAKE method was used to keep all bonds involving hydrogen atoms rigid. The list of neighbors was calculated with a 14 Å cutoff every 10 steps, and the noncovalent interactions had a 12 Å cutoff, with switching at 10 Å. Each model was submitted to 2000 steps of structural minimization in vacuum to eliminate clashes before the MD runs. The MD simulations were carried out for 2 μs for each model of the S2 region, and the trajectories were stored every 1 ps, yielding the 54 μs MD ensemble.

4.5. Molecular Dynamics Simulation of the Mutants {#sec4.5}
-------------------------------------------------

These were carried under the same conditions, except that each model was simulated during 6 μs, yielding a 24 μs ensemble for each variant. The simulations of the wild-type models were extended to 6 μs each.

4.6. α~L~ Sampling Characterization {#sec4.6}
-----------------------------------

The dihedral angles Φ and φ of the 54 μs MD ensemble were calculated with CHARMM38. The selected dihedral angles Φ and φ were those with at least three consecutive residues with values in the α~L~ region (30° \< Φ \< 100° and 7° \< φ \< 67°).^[@ref42]^ The probability of α~L~ is calculated as the fraction of the ensemble that contains α~L~ helices.

4.7. Molecular Dynamics Simulation of (AAQAA)~3~ {#sec4.7}
------------------------------------------------

A helical and extended model of (AAQAA)~3~ was built using the Chimera software.^[@ref84]^ N- and C-termini were capped by acetylation and amidation, respectively, using CHARMM-GUI.^[@ref80]^ Each model was simulated under the same conditions as the models of the S2 region of Esg, during 16 μs.

4.8. Trajectory Analysis {#sec4.8}
------------------------

The analysis of the trajectories was performed using CARMA^[@ref85]^ to calculate the secondary structure. CHARMM38 was used to calculate the root-mean-square deviation (RMSD) with respect to the starting structures, radius of gyration (*R*~g~), main chain dihedral angles, contacts (carbon--carbon distances within 6 Å), and hydrogen bonds (2.4 Å distance between hydrogen and heavy atom, no angle restriction). Contacts and hydrogen bonds were calculated for atom pairs and then all pairs belonging to each particular residue--residue pair were added; therefore, frequencies above 100% represent more than one consistent contact or hydrogen bond present during the whole simulation ensemble. The results were plotted with Matplotlib 2.2.3.^[@ref73]^

The Supporting Information is available free of charge at [https://pubs.acs.org/doi/10.1021/acsomega.0c02051](https://pubs.acs.org/doi/10.1021/acsomega.0c02051?goto=supporting-info).Summary of IDP simulations of the past 5 years; summary of (AAQAA)~3~ simulations; pairwise initial RMSDs; minimum pairwise RMSD between runs after 2 μs of simulation; most frequent long-distance contacts stabilizing the MoRF; and most frequent interactions between aromatic residues and prolines in the MoRF (Tables S1--S6). Contact map of the residues in the MoRF and snapshot showing one of the stabilizing long-distance contacts, for mutant E141V; snapshots of the most frequent interactions between aromatic and proline residues in the S2 region for mutant E14A_T145A; Ramachandran plot for proline residues in wild-type S2; contact map for (AAQAA)~3~; and snapshots of the most frequent interactions in (AAQAA)~3~ (Figures S1--S5) ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acsomega.0c02051/suppl_file/ao0c02051_si_001.pdf))
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MoRF

:   molecular recognition feature

IDP

:   intrinsically disordered protein

IDR

:   Intrinsically disordered region

Esg

:   Escargot

MD

:   molecular dynamics

MC

:   Monte Carlo

GBSA

:   generalized Born and surface area continuum solvation

ZNF

:   zinc finger

NTD

:   N-terminal domain

RMSD

:   root-mean-square deviation

*R*~g~

:   radius of gyration
