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FREDHOLM DETERMINANT EVALUATIONS OF THE ISING MODEL DIAGONAL
CORRELATIONS AND THEIR λ GENERALISATION
N.S. WITTE AND P.J. FORRESTER
Abstract. The diagonal spin-spin correlations of the square lattice Ising model, originally expressed as
Toeplitz determinants, are given by two distinct Fredholm determinants - one with an integral operator
having an Appell function kernel and another with a summation operator having a Gauss hypergeometric
function kernel. Either determinant allows for a Neumann expansion possessing a natural λ-parameter
generalisation and we prove that both expansions are in fact equal, implying a continuous and a discrete
representation of the form factors. Our proof employs an extension of the classic study by Geronimo and Case
[16], applying scattering theory to orthogonal polynomial systems on the unit circle, to the bi-orthogonal
situation.
1. Form Factor expansions of the Diagonal Correlations
The two-dimensional Ising model and the classical random matrix ensembles are examples of model
systems with wide ranging applicability. Taken literally, the two-dimensional Ising model specifies a classical
magnetic system from the microscopic interactions of two-state spin variables. These variables are confined
to a particular two-dimensional lattice, and the interactions are confined to neighbouring lattice sites. In
particular, in the case of the square lattice, each site (i, j) carries a spin variable σi,j ∈ {−1, 1} with coupling
between nearest neighbours in the horizontal and vertical directions. The joint probability density function
for a particular configuration {σi,j}−N≤i,j≤N of the states on a (2N + 1)× (2N + 1) lattice centred at the
origin is given by
(1.1) P2N+1({σi,j}) = 1
Z2N+1
exp

K1 N−1∑
i=−N
N∑
j=−N
σi,jσi+1,j +K2
N∑
i=−N
N−1∑
j=−N
σi,jσi,j+1

 ,
where Z2N+1 is the normalisation such that summing (1.1) over all allowed {σi,j} gives unity. The parameters
K1 and K2 are dimensionless couplings in the horizontal and vertical directions respectively. As a model of
a magnet it would be natural to generalise (1.1) to include a coupling to an external magnetic field which
adds
h
N∑
i,j=−N
σi,j
to the exponent in (1.1) to give the joint probability density P h2N+1({σi,j}). In the absence of such a term
one is said to be considering the zero field Ising model.
It is a celebrated result due to Peierls that the zero field two-dimensional Ising model exhibits a phase
transition from a high temperature disordered phase characterised by zero spontaneous magnetisation to a
low temperature ordered phase with non-zero magnetisation. Setting k = sinh 2K1 sinh 2K2 the Kramers-
Wannier duality argument gives that the phase transition occurs at k = 1. The zero field magnetisation is
specified by
(1.2) 〈σ0,0〉 = lim
h→0
lim
N→∞
∑
{σi,j}
σ0,0P
h
2N+1({σi,j}).
Moreover there is a closed form expression for 〈σ0,0〉 in the low-temperature phase
(1.3) 〈σ0,0〉 = (1 − k −2)1/8,
which was announced by Onsager in 1948 [27] and proven by Yang in 1952 [44].
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Our interest is in the zero-field spin-spin correlation function between spins σ0,0 at the centre of the lattice,
and the spin σi,j at site (i, j). In the infinite lattice limit this is defined as
(1.4) 〈σ0,0σi,j〉 = lim
N→∞
∑
{σi,j}
σ0,0σi,jP2N+1({σi,j}).
Onsager and Kaufman knew of a Toeplitz determinant form for the case i = j = n (spin-spin correlation
along the diagonal) but never published their result. However a draft paper has recently come to light which
obtains this result and, according to Baxter [4], was almost certainly written by the pair. This reads [30]
(1.5) 〈σ0,0σn,n〉 = det[ai−j ]1≤i,j≤n, ap =
∫ π
−π
dθ
2π
e−ipθa(θ),
where
(1.6) a(θ) =
[
1− k −1e−iθ
1− k −1eiθ
]1/2
,
and n ∈ N. This result (1.5) in fact includes (1.3) as a special case. To see this one notes that for n large
(1.7) 〈σ0,0σn,n〉 ∼ 〈σ0,0〉〈σn,n〉 = 〈σ0,0〉2,
upon the assumption that to leading order spins far apart are independent of each other. On the other hand
for Toeplitz determinants with symbol a(θ) such that log a(θ) is Laurent expandable in eiθ
(1.8) log a(θ) =
∞∑
p=−∞
cpe
ipθ,
and with the further requirement that
∑∞
p=−∞ |p||cp|2 <∞, the Szego˝ theorem [25] gives
(1.9) det[ai−j ]i,j=1,...,n ∼
n→∞
exp
(
nc0 +
∞∑
p=1
pcpc−p + o(1)
)
.
For a(θ) given by (1.6) and k > 1 (low temperature phase)
(1.10) c0 = 0, cp =
1
2p
k
−|p|, p ∈ Z, p 6= 0.
The Szego˝ theorem then gives
(1.11) 〈σ0,0σn,n〉 ∼ (1 − k −2)1/4
which when substituted in (1.7) implies (1.3).
Intimately related to the asymptotic expansion (1.9) is the so-called form factor expansion
(1.12) 〈σ0,0σn,n〉 = (1− k −2)1/4
(
1 +
∞∑
p=1
f (2p)n,n
)
and its λ generalisation
(1.13) C−(n, n;λ) = (1− k −2)1/4
(
1 +
∞∑
p=1
λ2pf (2p)n,n
)
.
Expansions of the type (1.12) were initiated by Wu [42] in the study of the large n form of (1.4) with
i = 0, j = n so the spins are along the same row. Each term in (1.12) is to be a higher order correction in the
large n limit; and to leading order in k −2 is proportional to k −2p(n+p). The coefficients f
(2p)
n,n furthermore
have the interpretation of 2p quasi-particle contributions to the two-point correlation function [43]
An explicit 2p-dimensional multiple integral formula for f
(2p)
n,n follows as the special case of the explicit
form of the form factor expansion of 〈σ0,0σn,n〉 given in [43]. However this is complicated, and in fact starting
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directly with (1.5) the simpler expression
(1.14) f (2p)n,n =
tp(n+p)
(p!)2π2p
∫ 1
0
dx1 · · ·
∫ 1
0
dx2p
×
2p∏
k=1
xnk
p∏
j=1
[
(1− tx2j)(x−12j − 1)
(1 − tx2j−1)(x−12j−1 − 1)
]1/2
×
p∏
j=1
p∏
k=1
(1− tx2k−1x2j)−2
∏
1≤j<k≤p
(x2j−1 − x2k−1)2(x2j − x2k)2,
where t = k −2 < 1 and n ≥ 0, has been derived originally by [9], [10] and independently by [28], [8]. In the
high temperature regime the correlations are given by
(1.15) 〈σ0,0σn,n〉 = (1− t)1/4
∞∑
p=0
f (2p+1)n,n
and
(1.16) f (2p+1)n,n =
tn(p+1/2)+p(p+1)
p!(p+ 1)!π2p+1
∫ 1
0
dx1 · · ·
∫ 1
0
dx2p+1
×
2p+1∏
k=1
xnk
p+1∏
j=1
1
x2j−1
(1− tx2j−1)−1/2(x−12j−1 − 1)−1/2
p∏
j=1
x2j(1− tx2j)1/2(x−12j − 1)1/2
×
p+1∏
j=1
p∏
k=1
(1− tx2j−1x2k)−2
∏
1≤j<k≤p+1
(x2j−1 − x2k−1)2
∏
1≤j<k≤p
(x2j − x2k)2,
and in this case t = k 2 < 1 and n ≥ 0.
It is our aim to develop the analytic properties of (1.12-1.16), building on known results from [14], [7],
[29]. In particular a theory will be developed which leads to two distinct Fredholm determinant formulas for
the λ generalised form factor expansion (1.13). We begin in Section 2 by evaluating the first two terms in
the power series expansion of (1.14) and writing (1.13) as a Fredholm determinant of a particular integral
operator supported on (0, 1). In Section 3 we express (1.12) as a discrete Fredholm determinant, making
use of the Borodin-Okounkov identity [16], [6] from the theory of determinantal point processes [13] and
we conjecture that with the kernel multiplied by λ2 (1.13) results. The rest of our study is devoted to
proving this conjecture and thus the equality of the two Fredholm determinants, although our working is
more general. Thus our first step in this undertaking is to introduce the bi-orthogonal polynomial system
attached to a general weight a(ζ) in Section 4. Next we indicate in Section 5 how the classic results of
Geronimo and Case [16] can be generalised to non-hermitian Toeplitz determinants. Finally in Section 6
we pose a λ extension of a key functional equation arising in Section 4 and deduce some consequences of
this, in particular we describe how this is connected with the pioneering work of Wu [42]. It is through this
connection that we can establish the desired equality.
2. Fredholm Determinant with Appell Kernel
2.1. t → 0 Expansions of form factors. We see from (1.14, 1.16) that f (2p)n,n , f (2p+1)n,n have the small t
expansions
(2.1) f (2p)n,n = t
p(n+p)
∞∑
k=0
c<k t
k, f (2p+1)n,n = t
n(p+1/2)+p(p+1)
∞∑
k=0
c>k t
k,
where c<,>k = c
<,>
k (n, p) and t = k
∓2 respectively. Using knowledge of Selberg integral theory (see e.g. [13])
the first two coefficients of (2.1) can be readily computed.
Proposition 2.1. For t = k −2 < 1 we have
(2.2) c<0 =
1
(p!)2π2p
Γ(n+ p+ 12 )Γ(p+
1
2 )
Γ(n+ 12 )Γ(
1
2 )

p−1∏
j=0
Γ(n+ j + 12 )Γ(j +
1
2 )Γ(j + 2)
Γ(n+ p+ j + 1)


2
,
3
and
(2.3) c<1 = c
<
0
p(n+ p)
2(n+ 2p)2
[4p(n+ p) + 1],
while for t = k 2 < 1 we have
(2.4) c>0 =
1
p!π2p+1
Γ(n+ 12 )Γ(
1
2 )
Γ(n+ p+ 1)

p−1∏
j=0
Γ(n+ j + 32 )Γ(j +
3
2 )Γ(j + 2)
Γ(n+ p+ j + 2)


2
,
and
(2.5) c>1 = c
>
0
(n+ p+ 12 )
2(n+ 2p+ 1)2
[4p(p+ 1)(n+ p+ 12 ) + n+ 2p+ 1].
Proof. We read off from (1.14) that
(2.6) c0 =
1
(p!)2π2p
∫ 1
0
dx1 · · ·
∫ 1
0
dx2p
2p∏
k=1
xnk
p∏
j=1
[
(x−12j − 1)
(x−12j−1 − 1)
]1/2 ∏
1≤j<k≤p
(x2j−1 − x2k−1)2(x2j − x2k)2,
=
1
(p!)2π2p

∫ 1
0
dx2
∫ 1
0
dx4 · · ·
∫ 1
0
dx2p
p∏
k=1
x
n−1/2
2k (1 − x2k)1/2
∏
1≤j<k≤p
(x2j − x2k)2


×

∫ 1
0
dx1
∫ 1
0
dx3 · · ·
∫ 1
0
dx2p−1
p∏
k=1
x
n+1/2
2k−1 (1− x2k−1)−1/2
∏
1≤j<k≤p
(x2j−1 − x2k−1)2

 .
We recognise both integrals in (2.6) as special cases of the Selberg integral
(2.7) SN (λ1, λ2, λ) :=
∫ 1
0
dt1 · · ·
∫ 1
0
dtN
N∏
l=1
tλ1l (1− tl)λ2
∏
1≤j<k≤N
|tj − tk|2λ,
which, according to Selberg [34], has the gamma function evaluation
SN (λ1, λ2, λ) =
N−1∏
j=0
Γ(λ1 + 1 + jλ)Γ(λ2 + 1 + jλ)Γ(1 + (j + 1)λ)
Γ(λ1 + λ2 + 2 + (N + j − 1)λ)Γ(1 + λ) .
The result (2.2) follows. In relation to (2.3) we read off from (1.14) that
c1 =
1
(p!)2π2p
(− 12A1 + 12A2 + 2A3) ,
where, with Sp(λ1, λ2, λ)[f ] denoting the Selberg integral (2.7) with an additional factor f in the integrand
A1 = Sp(n− 12 , 12 , 1)
[ p∑
j=1
tj
]
Sp(n+
1
2 ,− 12 , 1),
A2 = Sp(n− 12 , 12 , 1)Sp(n+ 12 ,− 12 , 1)
[ p∑
j=1
tj
]
,
A3 = Sp(n− 12 , 12 , 1)
[ p∑
j=1
tj
]
Sp(n+
1
2 ,− 12 , 1)
[ p∑
j=1
tj
]
.
But according to a result of Aomoto [1]
1
Sp(λ1, λ2, λ)
Sp(λ1, λ2, λ)
[ p∑
j=1
tj
]
= p
λ1 + (p− 1)λ+ 1
λ1 + λ2 + 2(p− 1)λ+ 2 ,
which gives (2.3). The corresponding results for the high temperature phase are found by identical means. 
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2.2. Fredholm determinants with continuous kernel. Our next result is to show that
∑∞
p=0 f
(2p)
n,n with
each term as given by (1.14) can be expressed as a Fredholm determinant with kernel K(x, y) of the so-called
integrable type [20]
K(x, y) =
φ(x)ψ(y) − φ(y)ψ(x)
x− y .
Proposition 2.2. The low temperature diagonal spin-spin correlation of the square lattice Ising model
〈σ0,0σn,n〉, |t| < 1, n ≥ 0 is, to within the prefactor (1.11), the Fredholm determinant
(2.8) det(I−K−(0,1)) = 1 +
∞∑
p=1
f (2p)n,n ,
where K− is the integral operator with kernel K−(x, y) of the explicit form
(2.9) K−(x, y) = −Γ(n+
1
2 )Γ(
1
2 )
2π2(n+ 1)!
tn+1(xy)n/2+1/4 [(1− x)(1 − y)(1− tx)(1 − ty)]−1/4
× 1
x− y
[
xF1(n+
1
2 ;− 12 , 1;n+ 2; t, tx)− yF1(n+ 12 ;− 12 , 1;n+ 2; t, ty)
]
,
and F1(a; b, c; d;x, y) is the first Appell function [31], §16.13. Consequently we have
(2.10) f (2p)n,n =
(−1)p
p!
∫ 1
0
du1 · · ·
∫ 1
0
dup det[K
−(uj , uk)]1≤j,k≤p.
Proof. Our proof parallels that taken by [33] in their treatment of a similar integral for the impenetrable
Bose gas. For convenience we make the replacements x2j−1 7→ uj, x2j 7→ vj in (1.14) and separate out the
multiple v-integrations from those of the u-integrations thus
f (2p)n,n =
tp(n+p)−2p
2
(p!)2π2p
∫ 1
0
du1 · · ·
∫ 1
0
dup
p∏
j=1
un−2pj
p∏
j=1
[
(1− tuj)(u−1j − 1)
]−1/2
∆2p(u)
×
∫ 1
0
dv1 · · ·
∫ 1
0
dvp
p∏
j=1
vnj
p∏
j=1
[
(1 − tvj)(v−1j − 1)
]1/2
∆2p(v)
p∏
j,k=1
(vj − t−1u−1k )−2,
where ∆p(v) is the Vandermonde determinant or product of differences of the {vj}pj=1. The inner v-integral
can be written as a determinant using the Heine identity (see Eqs. (2.27) and (2.2.10) of [36] and the original
[21]) to give
(2.11) p! det
[∫ 1
0
dv vn+j+k−2
[(1− tv)(v−1 − 1)]1/2∏p
l=1(v − t−1u−1l )2
]
1≤j,k≤p
.
However this determinant form does not yield the simplest evaluation so we employ the additional identity
for general distinct indeterminates {yj}pj=1
(2.12) det
[∫ 1
0
dxxj+k−2
w(x)∏p
l=1(x− yl)2
]
1≤j,k≤p
=
1
∆2(y)
det
[∫ 1
0
dx
w(x)
(x − yj)(x − yk)
]
1≤j,k≤p
.
Applying this to (2.11) we arrive at our simplest form, except for the evaluation of the matrix elements.
Using the integral representation of the first Appell function, i.e. see [31], Eq. (16.15.1)
Γ(α)Γ(γ − α)
Γ(γ)
F1(α;β, β
′; γ;x, y) =
∫ 1
0
duuα−1(1−u)γ−α−1(1−xu)−β(1−yu)−β′, Re(α) > 0,Re(γ−α) > 0,
with
F1(α;β, β
′; γ;x, y) =
∞∑
m,n=0
(α)m+n(β)m(β
′)n
(γ)m+n
xmyn
m!n!
, max(|x|, |y|) < 1,
we arrive at the result (2.8) and (2.9). 
There is an analogous result for the high temperature correlations although we have in this case the added
complication of an odd number of integrations and therefore an unpaired variable.
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Proposition 2.3. The high temperature diagonal spin-spin correlation of the square lattice Ising model
〈σ0,0σn,n〉, |t| < 1, n ≥ 0 is, aside from the prefactor (1.11), a Fredholm minor and its Neumann expansion
coefficients are
(2.13) f (2p+1)n,n =
1
πp!
∫ 1
0
dv1 · · ·
∫ 1
0
dvp det
[
K+0 K
+
1 (vk)
K+1 (vj) K
+
2 (vj , vk)
]
1≤j,k≤p
, p > 0, f (1)n,n =
1
π
K+0 ,
where the kernels are
(2.14) K+2 (x, y) =
Γ(n+ 12 )Γ(
1
2 )
π2n!
tn(xy)n/2−3/4 [(1 − x)(1 − y)(1− tx)(1 − ty)]1/4
× 1
x− y
[
xF1(n+
1
2 ;
1
2 , 1;n+ 1; t, tx)− yF1(n+ 12 ; 12 , 1;n+ 1; t, ty)
]
,
(2.15) K+1 (x) = −
Γ(n+ 12 )Γ(
1
2 )
πn!
tn/2xn/2−3/4 [(1− x)(1 − tx)]1/4 F1(n+ 12 ; 12 , 1;n+ 1; t, tx),
and
(2.16) K+0 =
Γ(n+ 12 )Γ(
1
2 )
n!
tn/22F1(n+
1
2 ,
1
2 ;n+ 1; t).
Proof. For convenience we make the replacements x2j−1 7→ uj, x2j 7→ vj in (1.16) and separate out the
multiple v-integrations from those of the u-integrations making the latter the inner ones
f (2p+1)n,n =
tn(p+1/2)−p(p+1)
p!(p+ 1)!π2p+1
∫ 1
0
dv1 · · ·
∫ 1
0
dvp
p∏
j=1
vn−2p−1j
[
(1− tvj)(v−1j − 1)
]1/2
∆2p(v)
×
∫ 1
0
du1 · · ·
∫ 1
0
dup+1
p+1∏
j=1
un−1j
[
(1 − tuj)(u−1j − 1)
]−1/2
∆2p+1(u)
p+1∏
j=1
p∏
k=1
(uj − t−1v−1k )−2.
The inner u-integral can be written as a determinant using the Heine identity to give
(p+ 1)! det
[∫ 1
0
du un+j+k−3
[(1− tu)(u−1 − 1)]−1/2∏p
l=1(u− t−1v−1l )2
]
1≤j,k≤p+1
.
We next again employ the general identity (2.12) but because there are only p factors in the denominator of
the integrand instead of p+ 1 we introduce an extra factor (u− t−1v−1p+1)2 into the numerator, which yields
f (2p+1)n,n =
tn(p+1/2)
p!π2p+1
∫ 1
0
dv1 · · ·
∫ 1
0
dvp
p∏
j=1
vn−1j (1− tvj)1/2(v−1j − 1)1/2v2pp+1
p∏
j=1
(vp+1 − vj)−2
× det
[
I(vj , vk) I(vj , vp+1)
I(vp+1, vk) I(vp+1, vp+1)
]
1≤j,k≤p
,
and
I(vj , vk) :=
∫ 1
0
dxxn−1(1− tx)−1/2(x−1 − 1)−1/2 (x − t
−1v−1p+1)
2
(x− t−1v−1j )(x − t−1v−1k )
.
Naturally the above integral is independent of vp+1 as one can verify by elementary row and column sub-
tractions. Also it clearly has the structure of a coefficient in the Neumann expansion of a Fredholm minor
which is not manifestly apparent in the final result (2.13). 
Remark 2.1. The Fredholm determinant forms found here are implicit in the work of Jimbo and Miwa [23]
although many details are lacking in this work for us to make a systematic comparison. Suffice it to say that
we have evaluated the Neumann expansion coefficients of their resolvent kernels, Eqs. (13) and (14), and
found that they are essentially the same as the ones that can be deduced from (2.8) and (2.9).
Remark 2.2. The Appell functions that appear in our application are the special cases
F1(n+
1
2 ;
1
2 , 1;n+ 1; t, tx), F1(n+
1
2 ;− 12 , 1;n+ 2; t, tx),
of F1(α;β, β
′; γ;x, y) by virtue of relations amongst the parameters β + γ = α + 1, β′ = 1, however we are
not aware of any evidence in the literature [11], [37], [38] that they reduce to a single term of univariate
hypergeometric functions or their products.
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Remark 2.3. Both expansions, (1.12) with (1.14) and (1.15) with (1.16), are valid for |t| < 1 and are clearly
inapplicable at the critical point t = 1 as the multiple-integral for each individual form factor f
(.)
n,n diverges
as t → 1−. The Appell function appearing in (2.9) is well-defined for t = 1 (γ − α − β = 2) however the
integrands in (2.10) are too singular at one endpoint for the integrals to remain finite. In contrast the Appell
and hypergeometric functions appearing in (2.14-2.16) diverge logarithmically (γ − α− β = 0) as t→ 1.
3. Borodin-Okounkov Identity
For Toeplitz determinants with symbol a(θ) such that the Szego˝ formula (1.9) holds with c0 = 0, there is
a general transformation identity to a Fredholm determinant derived by Borodin and Okounkov [6] in the
context of determinantal point processes. Later it was realised that the identity had been derived previously
within Toeplitz determinant theory by Geronimo and Case [16]. In [5] some special cases of the general
identity were worked out. One of these, appropriately further specialised, is the Toeplitz determinant with
symbol (1.6). Thus from [5] it follows in the low temperature regime n ≥ 0
(3.1) 〈σ0,0σn,n〉 = (1− t)1/4 det(I−Kn,n+1,...),
where Kn,n+1,... is the integral operator with kernel
(3.2) K(i, j) =
(− 12 )i+1(12 )j+1
i!j!
t(i+j)/2+1
(1− t)
1
i− j
×
[
1
j + 1
2F1(− 12 , 12 ; i+ 1;
t
t− 1)2F1(
1
2 ,
3
2 ; j + 2;
t
t− 1)−
1
i+ 1
2F1(− 12 , 12 ; j + 1;
t
t− 1)2F1(
1
2 ,
3
2 ; i+ 2;
t
t− 1)
]
,
supported on the successive integers n, n + 1, n + 2, . . .. Here 2F1 is the standard Gauss hypergeometric
function and K(i, i) is the limit j → i of (3.2). The Kummer relation
2F1(a, b; c; t) = (1− t)−a2F1(a, c− b; c; t
t− 1),
allows (3.2) to be equivalently written
(3.3) K(i, j) =
(− 12 )i+1(12 )j+1
i!j!
t(i+j)/2+1
1
i− j
×
[
1
j + 1
2F1(
1
2 , i+
3
2 ; i+ 1; t)2F1(
1
2 , j +
1
2 ; j + 2; t)−
1
i+ 1
2F1(
1
2 , j +
3
2 ; j + 1; t)2F1(
1
2 , i+
1
2 ; i+ 2; t)
]
,
for |t| < 1. We note that this kernel diverges as t→ 1 because of the fact that one of the Gauss hypergeometric
functions diverges with the parameter combination c− a− b = −1.
All Fredholm determinants enjoy natural λ generalisations. Thus according to the general Fredholm
theory [39] we can expand
(3.4) det(I− λ2Kn,n+1,...) = 1 +
∞∑
p=1
(−λ2)p
∑
n1>n2>···>np≥n
det[K(nj, nk)]1≤j,k≤p.
This and (3.1) compared to (1.12) and (1.13) suggest an equality between the coefficients of λ2p in the
expansions (1.13) and (3.4).
Proposition 3.1. Let f
(2p)
n,n be specified by (1.14) and let K(i, j) be given by (3.3). We have
(3.5) f (2p)n,n = (−1)p
∑
n1>n2>···>np≥n
det[K(nj , nk)]1≤j,k≤p.
We will develop the proof of this statement, which is the main result of our paper, in a series of steps
starting in the next section.
A simple piece of supporting evidence in favour of (3.5) is that for p = 1 the leading t → 0 behaviour of
the right-hand side agrees with that implied by (2.1) and (2.2). This is seen by noting from (3.3) that
K(i, i) ∼
t→0
(12 )i+1(− 12 )i+1
((i+ 1)!)2
ti+1,
and noting furthermore that ∑
n1≥n
K(n1, n1) ∼
t→0
K(n, n).
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However, it is not straightforward to extend this analysis to show that (3.5) is consistent with (2.1) and (2.2)
in the t→ 0 limit for p > 1.
It is known from [23], [24], [14] that
(3.6) σn(t) =


t(t− 1) d
dt
log〈σ0,0σn,n〉 − 14 t, T < Tc
t(t− 1) d
dt
log〈σ0,0σn,n〉 − 14 , T > Tc
,
satisfies a differential equation which is particular case of the σ-form for Painleve´ VI
(3.7)
(
t(t− 1)d
2σ
dt2
)2
= n2
(
(t− 1)dσ
dt
− σ
)2
− 4dσ
dt
(
(t− 1)dσ
dt
− σ − 14
)(
t
dσ
dt
− σ
)
,
subject to the boundary condition
C−(n, n;λ) = (1− t)1/4 + λ2 (1/2)n(3/2)n
4[(n+ 1)!]2
tn+1(1 + O(t)),
as t→ 0. In [7], [29] evidence is given that the λ-generalisation (1.13) satisfies the same differential equation,
with the λ-dependence entering only in the boundary condition.
On the other hand the identity (3.1) tells us that log det(I−Kn,n+1,...) satisfies a simple variant of (3.7).
Proposition 3.1 together with the validity of the conjecture from [29] then gives that log det(I−λ2Kn,n+1,...)
satisfies the same differential equation up to the boundary condition. Specifically, this would imply that
with
(3.8) σ(t) = t(t− 1) d
dt
log det(I− λ2Kn,n+1,...),
the differential equation (3.7) is satisfied and furthermore that this equation together with the boundary
condition
σ(t) ∼
t→0
−λ2(n+ 1) c0|p=1 tn+1,
where c0 is specified by (2.2), completely determines det(I − λ2Kn,n+1,...). It remains an open problem to
verify this characterisation.
4. Bi-orthogonal Polynomials on the Unit Circle
Our first step in the derivation of (3.5) is to build up a theory of bi-orthogonal polynomials on the unit
circle and its relationship to general, non-hermitian (i.e. complex weight) Toeplitz determinants. The study
by Geronimo and Case [16] analysed systems of orthogonal polynomials on the unit circle, or equivalently
the case of hermitian Toeplitz determinants and is therefore inadequate for our purposes. However we will
see that much of their analysis generalises in an obvious manner provided one makes suitable distinctions
between variables, most notably splitting the orthogonal system into a bi-orthogonal one, and remains valid
by replacing certain positivity requirements by non-vanishing ones. In his 1966 prescient study of Toeplitz
determinants applied to the spin correlations of the Ising model Wu [42] uncovered some of the structures
that exist in systems of bi-orthogonal polynomials without explicitly appreciating or exploiting that fact.
Much of the theoretical development outlined in this section of our present study draws upon the foundations
given in [15].
We consider a complex function for our weight w(z), analytic in the cut complex z-plane and which
possesses a Fourier expansion
w(z) =
∞∑
k=−∞
wkz
k, wk =
∫
T
dζ
2πiζ
w(ζ)ζ−k ,
where z ∈ D ⊂ C and T denotes the unit circle |ζ| = 1 with ζ = eiθ, θ ∈ (−π, π]. Hereafter we will assume
that zjw(z), zjw′(z) ∈ L1(T) for all j ∈ Z. We will also assume that the trigonometric sum converges in
an annulus D = {z ∈ C : ∆1 < |z| < ∆2} and T ⊂ D. The doubly infinite sequence {wk}∞k=−∞ are the
trigonometric moments of the distribution w(eiθ)dθ/2π and define the trigonometric moment problem (see
[35] for an up-to-date account of the hermitian case w†p = w−p). In [16] their variable Z = z = e
iθ and their
measure dρ(θ) is related to our weight by
dρ(θ) = w(z)
dz
iz
,
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and consequently their moments cn = wn. In the work of Wu [42] his weight C(z) = w(z) and so his moments
cn = wn. In the Borodin-Okounkov work we identify their weight φ(z) = w(−z) and V (z) = logw(−z).
Utilising the trigonometric moments we define the Toeplitz determinants n ≥ 1
In[ζ
ǫw(ζ)] := det
[∫
T
dζ
2πiζ
w(ζ)ζǫ−j+k
]
0≤j,k≤n−1
= det [w−ǫ+j−k]0≤j,k≤n−1 ,(4.1)
=
1
n!
∫
Tn
n∏
l=1
dζl
2πiζl
w(ζl)ζ
ǫ
l
∏
1≤j<k≤n
|ζj − ζk|2,(4.2)
where ǫ will take the integer values 0,±1. In [16] their Toeplitz determinant Dn = In+1.
We define a system of bi-orthogonal polynomials {ϕn(z), ϕ¯n(z)}∞n=0 with respect to the weight w(z) on
the unit circle by the orthogonality relation
(4.3)
∫
T
dζ
2πiζ
w(ζ)ϕm(ζ)ϕ¯n(ζ¯) = δm,n.
This system is taken to be orthonormal and the coefficients in a monomial basis are defined by
ϕn(z) = κnz
n + lnz
n−1 +mnz
n−2 + . . .+ ϕn(0) =
n∑
j=0
cn,jz
j ,
ϕ¯n(z) = κ¯nz
n + l¯nz
n−1 + m¯nz
n−2 + . . .+ ϕ¯n(0) =
n∑
j=0
c¯n,jz
j ,
where κ¯n is chosen to be equal to κn without loss of generality (this has the effect of rendering many results
formally identical to the pre-existing theory of orthogonal polynomials). In [16] the variable K(n) = κn.
Notwithstanding the notation c¯n,j in general is not equal to the complex conjugate of cn,j and is independent
of it. We also define the reverse or reciprocal polynomial by
ϕ∗n(z) := z
nϕ¯n(1/z) =
n∑
j=0
c¯n,jz
n−j.
The bi-orthogonal polynomials can equivalently be defined up to an overall factor by the orthogonality with
respect to the monomials
(4.4)
∫
T
dζ
2πiζ
w(ζ)ϕn(ζ)ζj = 0 0 ≤ j ≤ n− 1,
whereas their reciprocal polynomials can be similarly defined by
(4.5)
∫
T
dζ
2πiζ
w(ζ)ϕ∗n(ζ)ζ
j = 0 1 ≤ j ≤ n.
The polynomials defined in [16] are related to ours by
φ(Z, n) = ϕn(z), φ¯(Z, n) = ϕ¯n(z), φ
∗(Z, n) = ϕ∗n(z).
In [42] his Eqs. (2.7), (2.12) are directly comparable with our orthogonality condition (4.5), and consequently
his polynomial X(z) = κnϕ
∗
n(z) after reconciling the normalisations.
The linear system of equations for the coefficients cn,j , c¯n,j arising from
c¯n,n
∫
T
dζ
2πiζ
w(ζ)ϕn(ζ)ζ¯
m =
{
0 0 ≤ m ≤ n− 1
1 m = n
,(4.6)
cn,n
∫
T
dζ
2πiζ
w(ζ)ζmϕ¯n(ζ¯) =
{
0 0 ≤ m ≤ n− 1
1 m = n
,(4.7)
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has the solution
cnj =
1
c¯n,n
det


w0 . . . 0 . . . w−n
...
...
...
...
...
wn−1 . . . 0 . . . w−1
wn . . . 1 . . . w0


det


w0 . . . w−n
...
...
...
wn . . . w0


,
c¯nj =
1
cn,n
det


w0 . . . 0 . . . wn
...
...
...
...
...
w−n+1 . . . 0 . . . w1
w−n . . . 1 . . . w0


det


w0 . . . wn
...
...
...
w−n . . . w0


,
and in particular one has the following results.
Proposition 4.1 ([2],[15]). The leading and trailing coefficients of the polynomials ϕn(z), ϕ¯n(z) are
cnn = c¯nn = κn =
1
κn
In[w(ζ)]
In+1[w(ζ)]
,
cn0 = ϕn(0) = (−1)n 1
κn
In[ζw(ζ)]
In+1[w(ζ)]
, c¯n0 = ϕ¯n(0) = (−1)n 1
κn
In[ζ
−1w(ζ)]
In+1[w(ζ)]
.
The following existence theorem for the bi-orthogonal polynomial system is due to G. Baxter.
Proposition 4.2 ([2]). The bi-orthogonal polynomial system {ϕn(z), ϕ∗n(z)}∞n=0 exists if and only if In[w(ζ)] 6=
0 for all n ≥ 1.
The system is alternatively defined by the sequence of ratios rn = ϕn(0)/κn, known as reflection coefficients
because of their role in the scattering theory formulation of orthogonal polynomials on the unit circle, together
with a companion quantity r¯n = ϕ¯n(0)/κn. As in the Szego˝ theory [36] rn and r¯n are related to the above
Toeplitz determinants by
rn = (−1)n In[ζw(ζ)]
In[w(ζ)]
, r¯n = (−1)n In[ζ
−1w(ζ)]
In[w(ζ)]
.
In [16] we have the correspondences of α(n) = ϕn(0), α(n) = ϕ¯n(0), a(n) = κn+1/κn and b(n) = rn. The
Toeplitz determinants of central interest can then be recovered through the following result, which was given
by Baxter in 1961 [3] and is the generalisation of Eq. (II.16) of Geronimo and Case [16].
Proposition 4.3 ([3],[15]). The sequence of {In[w]}∞n=0 satisfy the recurrence
(4.8)
In+1[w]In−1[w]
(In[w])2
= 1− rnr¯n, n ≥ 1,
subject to the condition rnr¯n 6= 1 for all n ≥ 1.
Further identities from the Szego˝ theory that generalise are those that relate the leading coefficients back
to the reflection coefficients. For example we have
(4.9) κ2n = κ
2
n−1 + ϕn(0)ϕ¯n(0),
which is an extension of Eq. (II.10) in [16].
A fundamental consequence of the orthogonality conditions is a system of coupled linear first order dif-
ference equations. They can constitute the starting point for the theory of a bi-orthogonal polynomial
system rather than the orthogonality conditions and this was how Baxter [2], [3] developed his theory. These
recurrence relations are equivalent to Eq. (II.7, 8) of Geronimo and Case [16].
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Proposition 4.4 ([2, 3]). The polynomial pair ϕn(z), ϕ
∗
n(z) satisfy the coupled recurrence relations
κnϕn+1(z) = κn+1zϕn(z) + ϕn+1(0)ϕ
∗
n(z),(4.10)
κnϕ
∗
n+1(z) = κn+1ϕ
∗
n(z) + ϕ¯n+1(0)zϕn(z).(4.11)
Together equations (4.10,4.11) are equivalent to a single second order linear difference equation and there-
fore admit another linearly independent solution. We define another polynomial solution pair ψn(z), ψ
∗
n(z)
- the polynomial of the second kind or associated polynomial
(4.12) ψn(z) :=
∫
T
dζ
2πiζ
ζ + z
ζ − zw(ζ)[ϕn(ζ) − ϕn(z)], n ≥ 1, ψ0 := κ0w0 = 1/κ0,
and its reciprocal polynomial ψ∗n(z). The integral formula for ψ
∗
n is
(4.13) ψ∗n(z) := −
∫
T
dζ
2πiζ
ζ + z
ζ − zw(ζ)[z
nϕ¯n(ζ¯)− ϕ∗n(z)], n ≥ 1, ψ∗0 := 1/κ0.
A central object in our theory is the Carathe´odory function - the generating function of the Toeplitz elements
(4.14) F (z) :=
∫
T
dζ
2πiζ
ζ + z
ζ − zw(ζ), z /∈ T,
which defines the inner and outer functions with expansions inside and outside the unit circle respectively
F<(z) = w0 + 2
∞∑
k=1
wkz
k, if |z| < 1,
F>(z) = −w0 − 2
∞∑
k=1
w−kz
−k, if |z| > 1.
Having these definitions one requires two non-polynomial solutions ǫn(z), ǫ
∗
n(z) to the recurrences (4.10,4.11)
and these are constructed as linear combinations of the polynomial solutions according to
ǫn(z) := ψn(z) + F (z)ϕn(z) =
∫
T
dζ
2πiζ
ζ + z
ζ − zw(ζ)ϕn(ζ),(4.15)
ǫ∗n(z) := ψ
∗
n(z)− F (z)ϕ∗n(z) =
1
κn
−
∫
T
dζ
2πiζ
ζ + z
ζ − zw(ζ)ϕ
∗
n(ζ),(4.16)
for n ≥ 1 and ǫ0 = κ0(w0 + F ), ǫ∗0 = κ0(w0 − F ). Equation (4.16) along with the definition (4.5), is
directly comparable to Eqs. (2.10), (2.14) and to Eqs. (2.11), (2.15) of the Wu study [42] in their respective
z-regimes.
Proposition 4.5 ([17],[18],[19],[26],[15]). The associated functions ǫn(z), ǫ
∗
n(z) satisfy a variant of the cou-
pled recurrence relations (4.10,4.11) namely
κnǫn+1(z) = κn+1zǫn(z)− ϕn+1(0)ǫ∗n(z),(4.17)
κnǫ
∗
n+1(z) = κn+1ǫ
∗
n(z)− ϕ¯n+1(0)zǫn(z).(4.18)
The linear independence of the two solution sets to the coupled recurrences (4.10,4.11) has the following
consequences.
Proposition 4.6 ([17],[15]). The Casoratians of the polynomial solutions ϕn, ϕ
∗
n, ψn, ψ
∗
n or of the polynomial
and non-polynomial solutions ϕn, ϕ
∗
n, ǫn, ǫ
∗
n are
ϕn+1(z)ψn(z)− ψn+1(z)ϕn(z) = ϕn+1(z)ǫn(z)− ǫn+1(z)ϕn(z) = 2ϕn+1(0)
κn
zn,(4.19)
ϕ∗n+1(z)ψ
∗
n(z)− ψ∗n+1(z)ϕ∗n(z) = ϕ∗n+1(z)ǫ∗n(z)− ǫ∗n+1(z)ϕ∗n(z) = 2
ϕ¯n+1(0)
κn
zn+1,(4.20)
ϕn(z)ψ
∗
n(z) + ψn(z)ϕ
∗
n(z) = ϕn(z)ǫ
∗
n(z) + ǫn(z)ϕ
∗
n(z) = 2z
n.(4.21)
We note that the recurrence relations for the associated functions ǫn(z), ǫ
∗
n(z) given in (4.17,4.18) dif-
fer from those of the polynomial systems (4.10,4.11) by a reversal of the signs of ϕn(0), ϕ¯n(0). We can
compensate for this by constructing the 2× 1 vectors
(4.22) Yn(z) :=
(
ϕn(z)
ϕ∗n(z)
)
or
(
ǫn(z)
−ǫ∗n(z)
)
,
which can be directly compared with the polynomial solution Ψ∗(Z, n) = Yn(z) in [16].
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Our extension of the matrix recurrence relations Eq. (II.12, 13) of Geronimo and Case [16] is the following
result.
Corollary 4.1 ([15]). The recurrence relations for a general system of bi-orthogonal polynomials (4.10,4.11)
and their associated functions (4.17,4.18) are equivalent to the first order matrix recurrence
(4.23) Yn+1 = KnYn :=
1
κn
(
κn+1z ϕn+1(0)
ϕ¯n+1(0)z κn+1
)
Yn.
A consequence of (4.9) is that Kn has the property detKn = z.
In Geronimo and Case [16] the matrix A∗(n) = Kn. In addition to this matrix they defined the matrix
A(n) =
(
1 0
0 z−n−1
)
Kn
(
zn 0
0 1
)
,
which figures in an alternative matrix recurrence of the matrix variable
Ψ(Z, n) =
(
ϕn(z)
z−nϕ∗n(z)
)
.
Accordingly we can also define an alternative matrix of polynomial solutions Ψn as
(4.24) Ψn(z) =
(
ϕn(z)
ϕ¯n(z
−1)
)
,
which satisfies a variant of (4.23), namely
(4.25) Ψn+1 =
1
κn
(
κn+1z ϕn+1(0)z
n
ϕ¯n+1(0)z
−n κn+1z
−1
)
Ψn.
The utility of this definition is that the determinant of the matrix given above is unity.
The analogue of the Christoffel-Darboux summation formula is given by the following result.
Proposition 4.7 ([3],[15]). The summation identity
(4.26)
n∑
j=0
ϕj(z)ϕ¯j(ζ¯) =
ϕ∗n(z)ϕ
∗
n(ζ¯)− zζ¯ϕn(z)ϕ¯n(ζ¯)
1− zζ¯ =
ϕ∗n+1(z)ϕ
∗
n+1(ζ¯)− ϕn+1(z)ϕ¯n+1(ζ¯)
1− zζ¯ ,
holds for zζ¯ 6= 1 and n ≥ 0. Here
ϕ∗n(ζ¯) = ζ¯
nϕn(1/ζ¯).
Another related bilinear identity is the formula for the discrete Wronskian.
Proposition 4.8 ([16]). The discrete Wronskian of two solutions Ψ1,n,Ψ2,n to the recurrence system (4.25)
is
W [Ψ1,n,Ψ2,n] = Ψ
T
1,n
(
0 −1
1 0
)
Ψ2,n,
i.e. W [Ψ1,n+1,Ψ2,n+1] = W [Ψ1,n,Ψ2,n]. Naturally this latter relation still holds for non-polynomial solutions
of (4.25) as well.
Because we will be expanding the recurrence relation solutions about z = 0,∞ we give the leading order
terms in the expansions of ϕn(z), ϕ
∗
n(z), ǫn(z), ǫ
∗
n(z) both inside and outside the unit circle.
Corollary 4.2 ([15]). The bi-orthogonal polynomials ϕn(z), ϕ
∗
n(z) have the expansions
ϕn(z) =

ϕn(0) +
1
κn−1
(κnϕn−1(0) + ϕn(0)l¯n−1)z +O(z
2) |z| < 1,
κnz
n + lnz
n−1 +O(zn−2) |z| > 1,
(4.27)
ϕ∗n(z) =


κn + l¯nz +O(z
2) |z| < 1,
ϕ¯n(0)z
n +
1
κn−1
(κnϕ¯n−1(0) + ϕ¯n(0)ln−1)z
n−1 +O(zn−2) |z| > 1.(4.28)
The associated functions have the expansions
(4.29)
κn
2
ǫ<n (z) = z
n − l¯n+1
κn+1
zn+1 +O(zn+2), |z| < 1,
(4.30)
κn
2
ǫ>n (z) =
ϕn+1(0)
κn+1
z−1 +
(
κ2n
κ2n+1
ϕn+2(0)
κn+2
− ϕn+1(0)
κn+1
ln+1
κn+1
)
z−2 +O(z−3), |z| > 1,
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(4.31)
κn
2
ǫ∗<n (z) =
ϕ¯n+1(0)
κn+1
zn+1 +
(
κ2n
κ2n+1
ϕ¯n+2(0)
κn+2
− ϕ¯n+1(0)
κn+1
l¯n+1
κn+1
)
zn+2 +O(zn+3), |z| < 1,
(4.32)
κn
2
ǫ∗>n (z) = 1−
ln+1
κn+1
z−1 +
(
ln+2ln+1
κn+2κn+1
− mn+2
κn+2
)
z−2 +O(z−3), |z| > 1.
In the notations of Wu [42] we make the identifications
2U(z) = −δn,0 − κnz−nǫ∗<n (z), 2V (z−1) = −2 + κnǫ∗>n (z).
Two crucial relations are the jump conditions on the associated functions at |z| = 1.
Proposition 4.9. The associated functions defined in the interior of the unit circle ǫ<n (z), ǫ
∗<
n (z) differ from
those in the exterior ǫ>n (z), ǫ
∗>
n (z) on |z| = 1 through the jump conditions
w(z)ϕn(z) = − 12ǫ>n (z) + 12ǫ<n (z),(4.33)
w(z)ϕ∗n(z) =
1
2ǫ
∗>
n (z)− 12ǫ∗<n (z).(4.34)
The latter relation (4.34) is equivalent to Eq. (2.16) of [42] which states that
C(ζ)X(ζ) = 1 + ζnU(ζ) + V (ζ−1),
on |ζ| = 1.
We make the observation on the weight (1.6) with T > Tc or k < 1 that
wT>Tc(z) =
(
1− k −1z−1
1− k −1z
)1/2
=
(
1
z2
k z − 1
k z−1 − 1
)1/2
= −z−1
(
1− k z
1− k z−1
)1/2
= −z−1w˜(z).
Clearly wT>Tc(z) has non-zero winding number and so Szego˝’s theorem is not applicable, however w˜ has
zero winding number and is given by the corresponding weight for T < Tc with k 7→ k −1 and z 7→ z−1.
This latter transformation simply implies wn ↔ w−n and the Toeplitz determinant is unaffected. However
the modification of the weight by a rational factor w(z) 7→ z−1w(z) induces a Christoffel-Uvarov-Geronimus
transformation. The elementary Christoffel-Uvarov-Geronimus transformation and it inverse w 7→ z±1w are
known from [22], [40] - for w 7→ zw this is the K = 1, L = 0, α→ 0 case in [40]
In 7→ I+n = (−1)nrnIn,
κn 7→ κ+n , (κ+n )2 = −κ2n
rn
rn+1
,
rn 7→ r+n = rn −
κ2n−1
κ2n
rn+1rn−1
rn
,
r¯n 7→ r¯+n =
1
rn
,
whilst for w 7→ z−1w this is the K = 0, L = 1, β → 0 case
In 7→ I−n = (−1)nr¯nIn,
κn 7→ κ−n , (κ−n )2 = −κ2n
r¯n
r¯n+1
,
rn 7→ r−n =
1
r¯n
,
r¯n 7→ r¯−n = r¯n −
κ2n−1
κ2n
r¯n+1r¯n−1
r¯n
.
5. Scattering States and Jost Functions
We will make a number of assumptions, some of which we place on the symbol and some on reflection
coefficients directly, in order to proceed with our analysis -
(i) The symbol w(z) is absolutely integrable in the sense w(eiθ) ∈ Lp[−π, π] for p > 1,
(ii) That the symbol has zero winding number and logw(z) satisfies the condition of Szego˝’s theorem
∞∑
p=−∞
|p||cp|2 <∞,
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(iii) Corresponding to Eq. (III.18) of [16] we assume that
∞∑
n=0
√
|rnr¯n| <∞.
(iv) In addition we assume limn→∞ κn = κ∞ so that
lim
n→∞
κn+1
κn
= 1,
and as a consequence we have
lim
n→∞
A(n) =
(
z 0
0 z−1
)
= A(∞).
One can check that these facts are verified in our application to the Ising diagonal correlations in an a
posteriori demonstration, however we do not pursue those details here.
Definition 5.1. Let h(z) have a Laurent expansion in z. We define the non-negative, positive and negative
parts of h as
[h]≥0 :=
∞∑
n=0
hnz
n, [h]>0 :=
∞∑
n=1
hnz
n, [h]<0 :=
−1∑
n=−∞
hnz
n.
Definition 5.2 ([16]). Let us define the scattering states for n ≥ 0 by
(5.1) Ψ+n(z) :=
(
φ+n(z)
φˆ+n(z)
)
, Ψ−n(z) :=
(
φˆ−n(z)
φ−n(z)
)
.
They satisfy (4.25) subject to the boundary conditions
lim
n→∞
|φ+n − zn| = 0, |z| < 1,(5.2)
lim
n→∞
|φˆ+n| = 0, |z| < 1,(5.3)
lim
n→∞
|φˆ−n| = 0, |z| > 1,(5.4)
lim
n→∞
|φ−n − z−n| = 0, |z| > 1.(5.5)
Their linear independence is guaranteed by W [Ψ−n,Ψ+n] = 1 for all n ≥ 0. We have the exact correspon-
dences with Geronimo and Case, φ±,n(z) = φ±(Z, n) and φˆ±,n(z) = φˆ±(Z, n).
On |z| = 1 we decompose the polynomial solution Ψn of (4.25) into Ψ±n components
Ψn =
(
ϕn(z)
ϕ¯n(z
−1)
)
= f−(z)Ψ+n(z) + f+(z)Ψ−n(z),
introducing the Jost functions f±(z) as the coefficients of this decomposition. Inverting these relations one
finds that
f+(z) = −ϕn(z)φˆ+n(z) + ϕ¯n(z−1)φ+n(z),
f−(z) = ϕn(z)φ−n(z)− ϕ¯n(z−1)φˆ−n(z).
As a consequence we have the limiting relations, which are a direct analog of Eq. (III.13) in [16]
f+(z) = lim
n→∞
znϕ¯n(z
−1) =: ϕ∗∞(z), |z| < 1,
f−(z) = lim
n→∞
z−nϕn(z), |z| > 1.
These limits can be shown to exist because f+ = W [Ψn,Ψ+n] and f− = −W [Ψn,Ψ−n], and the property of
the discrete Wronskian given in Proposition 4.8. We note the special values f+(0) = f−(∞) = κ∞. In the
notations of Wu [42] we can identify P (z) = f+(z) and Q(z
−1) = f−(z). In the notations of Borodin and
Okounkov [6] we identify f+(z) = exp(−[V (−z)]>0) and f−(z) = exp(−[V (−z)]<0).
A central orthogonality result of [16] that generalises without change is the following.
Corollary 5.1 ([16]). Let us assume f+(z) 6= 0 for |z| < 1 and f−(z) 6= 0 for |z| > 1. For n ≥ m the
bi-orthogonal polynomials {ϕn, ϕ¯n}∞n=0 satisfy∫
T
dz
2πiz
ϕn(z)ϕ¯m(z
−1)
f+(z)f−(z)
= 0.
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Thus we have a factorisation formula, up to a constant, for the weight
(5.6) w(z) ∝ 1
f+(z)f−(z)
.
Proof. This follows from the proof given in [16] with the obvious modifications. 
The scattering solutions defined in Definition 5.2 can in fact be related to the associated functions previ-
ously defined in §4.
Proposition 5.1. We can identify the scattering solutions (5.1) together with the boundary conditions (5.2-
5.5) with the associated functions
φ+n(z) =
1
2f+(z)ǫ
<
n (z), |z| < 1,
φˆ+n(z) = − 12f+(z)z−nǫ∗<n (z), |z| < 1,
φˆ−n(z) = − 12f−(z)ǫ>n (z), |z| > 1,
φ−n(z) =
1
2f−(z)z
−nǫ∗>n (z), |z| > 1.
Proof. Given that the combinations on the right-hand sides satisfy the relation (4.25) the correspondences
follow from a comparison of the boundary conditions (4.29-4.32) with (5.2-5.5). 
We will require expansions of the scattering states in their respective domains of analyticity, with respect
to the monomials
φ+n(z) =
∑
n′≥n
A1(n, n
′)zn
′
,
φˆ+n(z) =
∑
n′≥1
A2(n, n
′)zn
′
,
φ−n(z) =
∑
n′≥n
A¯1(n, n
′)z−n
′
,
φˆ−n(z) =
∑
n′≥1
A¯2(n, n
′)z−n
′
.
In conformance with the argument made in [16] we need to define a scattering function.
Definition 5.3. The scattering function is defined on |z| = 1 as
S(z) :=
f−(z)
f+(z)
and the sequence of Fourier coefficients Fm, F¯m, m ∈ Z by
Fm :=
∫
T
dz
2πiz
zmS(z), F¯m :=
∫
T
dz
2πiz
z−m
1
S(z)
.
In comparing with the work of Borodin and Okounkov [6] we have S(z) = exp(−V ∗(z)). For systems of
orthogonal polynomials on the unit circle one has |S(z)| = 1 on |z| = 1 and F¯m is the complex conjugate of
Fm however this is no longer true for bi-orthogonal polynomial systems.
We can now deduce a system of linear relations for the coefficients defined above which constitute a
discrete analog of the Marchenko integral equations in the inverse scattering theory.
Proposition 5.2. The coefficients A1, A¯2, A¯1, A2 satisfy the linear relations
κn
κ∞
δm,n = A1(n,m) +
∑
n′≥1
A¯2(n, n
′)F¯n′+m, m ≥ n ≥ 1,(5.7)
0 = A¯2(n,m) +
∑
n′≥n
A1(n, n
′)Fn′+m, m, n > 0,(5.8)
κn
κ∞
δm,n = A¯1(n,m) +
∑
n′≥1
A2(n, n
′)Fn′+m, m ≥ n ≥ 1,(5.9)
0 = A2(n,m) +
∑
n′≥n
A¯1(n, n
′)F¯n′+m, m, n > 0.(5.10)
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Proof. These relations follow from a recasting of the jump equations (4.33,4.34) using the factorisation result
of Corollary 5.1 and Proposition 5.1. Thus to deduce (5.7-5.10) we employ
(5.11)
ϕn(z)
f−(z)
= φ+n(z) +
f+(z)
f−(z)
φˆ−n(z),
(5.12)
ϕn(z)
f+(z)
= φˆ−n(z) +
f−(z)
f+(z)
φ+n(z),
(5.13)
ϕ¯n(z
−1)
f+(z)
= φ−n(z) +
f−(z)
f+(z)
φˆ+n(z),
(5.14)
ϕ¯n(z
−1)
f−(z)
= φˆ+n(z) +
f+(z)
f−(z)
φ−n(z),
respectively. 
We further define kernel matrices Gl,m, G¯l,m (which differ from those given by Eq. (V.11) of [16] being
the transpose of theirs - this appears to be a typographical error) using the scattering Fourier coefficients
Gl,m := −
∑
m′≥1
F¯l+m′Fm+m′ ,
G¯l,m := −
∑
m′≥1
Fl+m′ F¯m+m′ = Gm,l.
We are now in a position to solve the linear system given in the previous proposition.
Proposition 5.3 ([16]). The solutions of the discrete Marchenko equations (5.7-5.10) for the norms and
reflection coefficients are given by
(5.15)
κ2∞
κ2n
=
det[1 +G]∞n+1
det[1 +G]∞n
,
where
det[1 +G]∞n = det[1 + G¯]
∞
n = det


1 +Gn,n Gn,n+1 Gn,n+2 Gn,n+3 . . .
Gn+1,n 1 +Gn+1,n+1 Gn+1,n+2 Gn+1,n+3 . . .
Gn+2,n Gn+2,n+1 1 +Gn+2,n+2 Gn+2,n+3 . . .
...
...
...
...
. . .

 .
In addition we have
(5.16) rn+1 =
1
det[1 +G]∞n+1
det


Fn+1 Fn+2 Fn+3 . . .
Gn+1,n 1 +Gn+1,n+1 Gn+1,n+2 . . .
Gn+2,n Gn+2,n+1 1 +Gn+2,n+2 . . .
Gn+3,n Gn+3,n+1 Gn+3,n+2 . . .
...
...
...
. . .

 ,
and
(5.17) r¯n+1 =
1
det[1 + G¯]∞n+1
det


F¯n+1 F¯n+2 F¯n+3 . . .
G¯n+1,n 1 + G¯n+1,n+1 G¯n+1,n+2 . . .
G¯n+2,n G¯n+2,n+1 1 + G¯n+2,n+2 . . .
G¯n+3,n G¯n+3,n+1 G¯n+3,n+2 . . .
...
...
...
. . .

 .
Proof. For convenience we define the coefficient ratios
a(n,m) =
A1(n,m)
A1(n, n)
, a¯(n,m) =
A¯1(n,m)
A¯1(n, n)
.
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Summarising (5.7-5.10) we now have for m > n ≥ 0 the linear relations
0 = a(n,m) +Gm,n +
∞∑
l=n+1
Gm,la(n, l),(5.18)
0 = a¯(n,m) + G¯m,n +
∞∑
l=n+1
G¯m,la¯(n, l),(5.19)
and for m = n ≥ 0
κn
κ∞A1(n, n)
= 1 +Gn,n +
∞∑
l=n+1
Gn,la(n, l),(5.20)
κn
κ∞A¯1(n, n)
= 1 + G¯n,n +
∞∑
l=n+1
G¯n,la¯(n, l).(5.21)
From the solutions for A1, A2, A¯1, A¯2 one can recover the leading polynomial normalisation and reflection
coefficients
κ∞
κn
= A1(n, n) = A¯1(n, n),
rn+1 = − A¯2(n, 1)
A¯1(n, n)
, r¯n+1 = −A2(n, 1)
A1(n, n)
.
Using Cramer’s rules we can solve the linear relations (5.18,5.19) for a(n, l), a¯(n, l) in terms of determinants
and the results are (5.15,5.16,5.17). 
The Neumann expansion of the basic determinant
det[1 +G]∞n ∼ 1 +
∑
n1≥n
Gn1,n1 +
∑
n2>n1≥n
det[Gnj ,nk ]j,k=1,2 + . . . ,
is directly applicable to the formulae given in §3, (3.4) and (3.5), after noting that Gi,j = −K(i, j). It is this
object which specifies the Toeplitz determinant (4.1)
In =
I0
κ2n∞
det[1 +G]∞n
det[1 +G]∞0
.
6. Equality of the Fredholm Determinants
6.1. λ-Extended Riemann-Hilbert problem. We now pose a new problem which is an extension of the
jump conditions given in Proposition 4.9 by introducing a parameter λ through the mappings ǫ<n 7→ λ2ǫ<n
and ǫ∗<n 7→ λ2ǫ∗<n . We have two new functional equations where the associated functions defined in the
interior of the unit circle ǫ<n (z), ǫ
∗<
n (z) differ from those in the exterior ǫ
>
n (z), ǫ
∗>
n (z) on |z| = 1 through the
jump conditions
w(z)ϕn(z) = − 12ǫ>n (z) + λ2 12ǫ<n (z),(6.1)
w(z)ϕ∗n(z) =
1
2ǫ
∗>
n (z)− λ2 12ǫ∗<n (z).(6.2)
Given a weight w(z) such a system of functional equations can be taken as the defining relations of the
bi-orthogonal polynomial system and this is essentially the Riemann-Hilbert approach (see Proposition 2.8
of [15]). The solutions of this extended Riemann-Hilbert problem, ϕn, ϕ
∗
n, ǫn, ǫ
∗
n, acquire a λ dependence as
do their coefficients and therefore the reflection coefficients. However we do not address here the question
of a λ dependent weight from which one could construct these coefficients - this will be the subject of our
companion work [41].
Having set ourselves the task of solving this new problem we retrace the steps taken in Section 5 that
logically follow from using Equations (6.1) and (6.2). We find that Proposition 5.2 now becomes the following.
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Proposition 6.1. The λ-extended coefficients A1, A¯2, A¯1, A2 satisfy the linear relations
κn
κ∞
δm,n = A1(n,m) +
∑
n′≥1
A¯2(n, n
′)F¯n′+m, m ≥ n ≥ 1,
0 = A¯2(n,m) + λ
2
∑
n′≥n
A1(n, n
′)Fn′+m, m, n > 0,
κn
κ∞
δm,n = A¯1(n,m) + λ
2
∑
n′≥1
A2(n, n
′)Fn′+m, m ≥ n ≥ 1,
0 = A2(n,m) +
∑
n′≥n
A¯1(n, n
′)F¯n′+m, m, n > 0.
Proof. The alteration to the proof of Proposition 5.2 consists of the replacement of (5.12) and (5.13) by the
equations
ϕn(z)
f+(z)
= φˆ−n(z) + λ
2 f−(z)
f+(z)
φ+n(z),
ϕ¯n(z
−1)
f+(z)
= φ−n(z) + λ
2 f−(z)
f+(z)
φˆ+n(z),
respectively and the same reasoning applied. 
Consequently Proposition 5.3 is extended in the following way.
Proposition 6.2. The solutions of the λ-extended discrete Marchenko equations for the norms and reflection
coefficients are given by (5.15), (5.16), (5.17) respectively with the substitutions Fm, F¯m 7→ λFm, λF¯m and
Gm,n, G¯m,n 7→ λ2Gm,n, λ2G¯m,n. As a consequence the coefficients have expansions
κ2∞
κ2n
∼
λ→0
1− λ2Gn,n + λ4
∑
n1≥n
Gn,n1Gn1,n + . . . ,(6.3)
rn+1 ∼
λ→0
λFn+1 − λ3
∑
n1≥n+1
Fn1+1Gn1,n + . . . ,(6.4)
r¯n+1 ∼
λ→0
λF¯n+1 − λ3
∑
n1≥n+1
F¯n1+1G¯n1,n + . . . .(6.5)
Proof. For m > n ≥ 0 the linear relations (5.18) and (5.19) are replaced by
0 = a(n,m) + λ2Gm,n + λ
2
∞∑
l=n+1
Gm,la(n, l),
0 = a¯(n,m) + λ2G¯m,n + λ
2
∞∑
l=n+1
G¯m,la¯(n, l),
respectively and for m = n ≥ 0 Equations (5.20) and (5.21) are replaced by
κn
κ∞A1(n, n)
= 1 + λ2Gn,n + λ
2
∞∑
l=n+1
Gn,la(n, l),
κn
κ∞A¯1(n, n)
= 1 + λ2G¯n,n + λ
2
∞∑
l=n+1
G¯n,la¯(n, l),
respectively. These are solved in the same way as indicated in the proof of Proposition 5.3. 
The Neumann expansion of the basic determinant is now
det[1 + λ2G]∞n ∼
λ→0
1 + λ2
∑
n1≥n
Gn1,n1 + λ
4
∑
n2>n1≥n
det[Gnj ,nk ]j,k=1,2 + . . . ,
and this specifies the extended Toeplitz determinant (4.1)
In =
I0
κ2n∞
det[1 + λ2G]∞n
det[1 + λ2G]∞0
.
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6.2. Iterative solution of λ-extended jump conditions. In the final step of the proof of Proposition 3.1
we return to the expression of the form factors as multiple integrals given in §1. The calculation of the form
factors (1.14,1.16) by Lyberg and McCoy follows the method of Wu [42] which is essentially the application
of Wiener-Hopf arguments combined with an iterative solution to the jump condition (6.2). The last part
of our proof formalises this assertion.
Corollary 6.1. Consider the low temperature case k > 1. With
f+(z) = (1− k −1z)1/2, f−(z) = (1− k −1z−1)−1/2,
the solution of the coupled set of equations
κnϕ
∗
n(z) = f+(z)
(
[f−(z)]≥0 − λ2 12κn
[
f−(z)ǫ
∗<
n (z)
]
≥0
)
,(6.6)
1
2κnǫ
∗>
n (z)− 1 =
1
f−(z)
(
− [f−(z)]<0 + λ2 12κn
[
f−(z)ǫ
∗<
n (z)
]
<0
)
,(6.7)
κnz
nϕ∗n(z
−1) = f−(z
−1)
([
znf+(z
−1)
]
≥0
+
[
znf+(z
−1)(12κnǫ
∗>
n (z
−1)− 1)]
≥0
)
,(6.8)
1
2κnz
nǫ∗<n (z
−1) =
1
f+(z−1)
([
znf+(z
−1)
]
<0
+
[
znf+(z
−1)(12κnǫ
∗>
n (z
−1)− 1)]
<0
)
,(6.9)
developed as an expansion in λ2 gives the form factor expansion formula (1.13) with (1.14).
Proof. Employing the usual Wiener-Hopf arguments we can deduce the coupled functional equations
κnϕ
∗
n(z) = f+(z)
(
[f−(z)]≥0 − 12κn
[
f−(z)ǫ
∗<
n (z)
]
≥0
)
,(6.10)
1
2κnǫ
∗>
n (z)− 1 =
1
f−(z)
(
− [f−(z)]<0 + 12κn
[
f−(z)ǫ
∗<
n (z)
]
<0
)
,(6.11)
κnz
nϕ∗n(z
−1) = f−(z
−1)
([
znf+(z
−1)
]
≥0
+
[
znf+(z
−1)(12κnǫ
∗>
n (z
−1)− 1)]
≥0
)
,(6.12)
1
2κnz
nǫ∗<n (z
−1) =
1
f+(z−1)
([
znf+(z
−1)
]
<0
+
[
znf+(z
−1)(12κnǫ
∗>
n (z
−1)− 1)]
<0
)
,(6.13)
from (4.34) and (5.6). These are precisely Equations (2.19a), (2.20a), (2.19b) and (2.20b) of [42] respectively,
when re-written in our notation. The first, second and fourth equations can be considered as a coupled set of
functional equations for ϕ∗n(z), ǫ
∗<
n (z) and ǫ
∗>
n (z). We now seek an iterative solution to the second and fourth
equations starting with the initial term involving ǫ∗<n (z) neglected in (6.11), i.e. a perturbation expansion
with the parameter λ2 as a book-keeping parameter recording the order of approximation in this solution.
This means that we replace (6.10) and (6.11) with (6.6) and (6.7) respectively, which is expressed by the
mapping ǫ∗<n (z) 7→ λ2ǫ∗<n (z). This is the essential idea behind the asymptotic analysis employed by Wu
and also the derivation of the form factor expansion by Lyberg and McCoy, who employed Cauchy integral
representations for the positive and negative parts, and which ultimately led to the formulae (1.14) and
(1.16). By introducing λ in this way we can trace it through the workings of [28] and find that it appears
precisely as the correct pre-factor of the terms in the form factor expansion. 
This completes the proof of Proposition 3.1 and we close this part of our study by making two remarks.
Remark 6.1. The two Fredholm determinant evaluations for the diagonal correlations of the Ising model
reported here don’t have direct relevance to the multi-variable integral formulas for the form factors of
correlations away from the diagonal, such as those in [43] or [32], and more work needs to be done to relate
these apparently different representations.
Remark 6.2. Both our Fredholm determinant formulae generalise beyond the diagonal correlations of the
Ising model and are valid for symbols or weights that are of regular semi-classical type. Therefore all of our
results would apply to the row correlations as well with the obvious modifications.
6.3. Explicit examples. The general theory given above can now be applied to give explicit formulae for
the Ising model diagonal correlations in the low temperature regime k > 1, due to the fact that the winding
number vanishes and the conditions on the weight and scattering data ensure the validity of this theory.
We will evaluate a number of initial data explicitly and this allows us to make contact with the results in a
companion study [41] where the same quantities have been calculated using the fact that our bi-orthogonal
polynomial system is also an isomonodromic system identified with Picard’s solution of the sixth Painleve´
equation.
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According to Corollary 5.1 for |k | > 1 we factorise the weight (1.6) into the interior and exterior Jost
functions
f+(z) = (1− k −1z)1/2, f−(z) = (1− k −1z−1)−1/2.
In this example κ∞ = 1 as c0 = 0. A straight-forward calculation reveals that the Fourier coefficients with
|k | > 1 and n ∈ Z are
Fn =
Γ(|n|+ 12 )
π1/2|n|! k
−|n|
2F1(
1
2 , |n|+ 12 ; |n|+ 1; k−2),
F¯n = −
Γ(|n| − 12 )
2π1/2|n|! k
−|n|
2F1(− 12 , |n| − 12 ; |n|+ 1; k−2).
All these coefficients have complete elliptic integral evaluations (using the standard definitions given in
Chapter 19 of [31] or Chapter 13 of [12]) as the following examples illustrate
F0 =
2
π
K(t),(6.14)
F1 = F−1 =
2
π
t−1/2 [K(t)− E(t)] ,(6.15)
F¯0 =
2
π
[(t− 1)K(t) + 2E(t)] ,(6.16)
F¯1 = F¯−1 = − 2
3π
t−1/2 [(t− 1)K(t) + (t+ 1)E(t)] ,(6.17)
The preceding evaluations imply that the kernel matrix l,m ∈ Z is given by
Gl,m =
1
2π
k −l−m
∞∑
n=1
k −2n
Γ(n+ l − 12 )Γ(n+m+ 12 )
(n+ l)!(n+m)!
× 2F1(− 12 , n+ l − 12 ;n+ l + 1; t)2F1(12 , n+m+ 12 ;n+m+ 1; t),
which is convergent for |k | > 1 as
Fn ∼
n→±∞
π−1/2(1− t)−1/2|n|−1/2t−|n|/2, F¯n ∼
n→±∞
− 12π−1/2(1 − t)1/2|n|−3/2t−|n|/2.
However because of the general summation identity l,m ∈ Z, l 6= m, |t| < 1
(6.18)
∞∑
n=1
tn
Γ(n+ l− 12 )Γ(n+m+ 12 )
(n+ l)!(n+m)!
2F1(− 12 , n+ l − 12 ;n+ l + 1; t)2F1(12 , n+m+ 12 ;n+m+ 1; t)
= −2π (−
1
2 )l+1(
1
2 )m+1
l!m!
t
l −m
[
1
m+ 1
2F1(
1
2 , l +
3
2 ; l + 1; t)2F1(
1
2 ,m+
1
2 ;m+ 2; t)
− 1
l+ 1
2F1(
1
2 ,m+
3
2 ;m+ 1; t)2F1(
1
2 , l +
1
2 ; l + 2; t)
]
,
we find Gl,m = −K(l,m), as given by (3.3). This provides an alternative derivation of the discrete Fredholm
determinant, to that given in [6]. The diagonal elements can be computed from the recurrence relation
(6.19) Gl,l =
1
2π
Γ(l + 12 )Γ(l +
3
2 )
Γ(l + 2)2
tl+12F1(− 12 , l + 12 ; l + 2; t)2F1(12 , l+ 32 ; l + 2; t) +Gl+1,l+1,
and the identity G0,0 +G−1,−1 = −1.
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Again we find that the kernel matrix has complete elliptic integral evaluations as the early examples
indicate |t| < 1
G−1,−1 = − 1
2π2
[
π2 + 8E(t)K(t) + 4(t− 1)K(t)2] ,(6.20)
G−1,0 = −G0,−1 = 1
π2
t−1/2
[
2E(t)2 − 4E(t)K(t)− 2(t− 1)K(t)2] ,(6.21)
G0,0 =
1
2π2
[−π2 + 4(t− 1)K(t)2 + 8K(t)E(t)] ,(6.22)
G−1,1 = −3G1,−1 = 2
π2
t−1 [E(t)−K(t)] [(t+ 1)E(t) + (t− 1)K(t)] ,(6.23)
G0,1 = 3G1,0 =
1
π2
t−1/2
[−6E(t)2 − 4(t− 2)E(t)K(t) + 2(t− 1)K(t)2] ,(6.24)
G1,1 =
1
6π2
t−1
[−3π2t+ 4(t− 1)(3t− 2)K(t)2 + 8(3t− 2)K(t)E(t) + 8(t+ 1)E(t)2] .(6.25)
Remark 6.3. An important feature of the kernel matrix, given by (6.18) and (6.19), that emerges is the
appearance of the regularised Gauss hypergeometric function rather than the function itself and the conse-
quence is that the matrix exists for negative indices l,m, i.e. for all l,m ∈ Z. This in turn means that it is
possible to give definite meaning to the normalisation coefficients κn and the reflection coefficients rn, r¯n for
negative indices. This is an important theme in our companion study [41].
These examples furnish a check on our results and a link to exact evaluations of the bi-orthogonal polyno-
mial system coefficients using the connection with Picard’s solution to the sixth Painleve´ equation, see [29],
[41]. From these works it is known that
(6.26)
1
κ20
=
I1
I0
= sec(x) [cn(z, t)dn(z, t) + sn(z, t)Z(z, t)] ,
in the low temperature phase where the independent variables are
z :=
2K(t)
π
x, λ = sin(x),
and λ = 1 corresponds to x = π/2. The cn(z, t), dn(z, t), sn(z, t) are the standard Jacobian elliptic functions
and Jacobi’s elliptic zeta function is
Z(z, t) := E(z, t)− 2E(t)
π
x,
with Jacobi’s elliptic epsilon function defined by
E(z, t) := E(am(z, t), t),
where E(z, t) is the incomplete second elliptic integral and the elliptic amplitude function am(z, t) is defined
through the inversion of the incomplete second elliptic integral
z := F (am(z, t), t).
By expanding the exact result (6.26) about λ = 0 we find that
I1
I0
= 1 +
1
2π2
[
π2 − 4(t− 1)K(t)2 − 8E(t)K(t)]λ2
+
1
24π4
[
9π4 − 40π2(t− 1)K(t)2 + 16(t2 + 2t− 3)K(t)4 + E(t)(−80π2K(t) + 64(t+ 1)K(t)3)]λ4
+O(λ6).
Clearly this coincides with (6.3) for n = 0 and (6.22) to O(λ2). In addition it is known from the same works
that
(6.27)
1
κ2−1
=
I0
I−1
= sec(x)
1
cn(z, t)dn(z, t) + sn(z, t)Z(z, t) ,
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and the leading terms in the expansion of this ratio give that
I0
I−1
= 1 +
1
2π2
[
π2 + 8E(t)K(t) + 4(t− 1)K(t)2]λ2
+
1
24π4
[
9π4 + 40π2(t− 1)K(t)2 + 384E(t)2K(t)2 + 16(5t2 − 14t+ 9)K(t)4 + 16E(t)(5π2K(t) + 4(5t− 7)K(t)3)]λ4
+O(λ6),
which coincides with (6.3) for n = −1 and (6.20).
Other important examples are r0, r¯0 in the low temperature phase, which are no longer unity for λ 6= 1
but rather [41]
r0 = sn(z, t),(6.28)
r¯0 =
1
sn(z, t)
[1 + cn(z, t)dn(z, t) + sn(z, t)Z(z, t)] [1− cn(z, t)dn(z, t)− sn(z, t)Z(z, t)] .(6.29)
In the limit λ→ 1− we note that r0, r¯0 → 1 using the elliptic functions expansions
cn(z, t) = − 2
π
√
1− t K(t)(x − π2 ) + O(x− π2 )3,
dn(z, t) =
√
1− t+O(x− π2 )2,
sn(z, t) = 1 + O(x− π2 )2,
Z(x, t) = − 2
π
[E(t) + (t− 1) K(t)] (x− π2 ) + O(x− π2 )3.
By expanding (6.28) and (6.29) about λ = 0 we have
r0 =
2
π
K(t)λ+
1
3π3
K(t)
[
π2 − 4(t+ 1)K(t)2]λ3 +O(λ5),
and
r¯0 =
1
π
[2(t− 1)K(t) + 4E(t)]λ
+
1
3π3
[−24E(t)2K(t) + 2E(t) (π2 − 12(t− 1)K(t)2)+ (t− 1)K(t) (π2 − 4(t− 1)K(t)2)]λ3 +O(λ5).
These coincide with (6.4) and (6.5) respectively to O(λ) using the evaluations (6.14) and (6.16).
We can also make contact with the form factor expansions with the Appell function kernel given in §2
and without any loss of generality we examine the case n = 0. From the works of Orrick et al [32], Boukraa
et al [7] and Mangazeev and Guttmann [29] we have expressions for the non-trivial boundary values I0 for
λ 6= 1
(6.30) I0 = (1 − t)1/4


ϑ4(x|τ)
ϑ4(0|τ) t = k
−2, k > 1
ϑ3(0|τ)ϑ1(x|τ)
ϑ2(0|τ)ϑ4(0|τ) t = k
2, k < 1
,
where we adopt the standard definitions of the elliptic theta functions (see Chapter 20 of [31] and §13.19 of
[12]) and the elliptic nome is defined by
q = eiπτ , and τ = i
K(1− t)
K(t)
.
Naturally in the case λ = 1 we have I0 = 1 as one can verify from (6.30) using the identities
t =
[
ϑ2(0|τ)
ϑ3(0|τ)
]4
, 1− t =
[
ϑ4(0|τ)
ϑ3(0|τ)
]4
, ϑ1(
1
2π|τ) = ϑ2(0|τ), ϑ4(12π|τ) = ϑ3(0|τ).
Expanding the expressions (6.30) about λ = 0 we have in the low temperature regime
(1− t)−1/4I0 = 1 + 2
π2
K(t) [K(t)− E(t)]λ2
+
16
π4
K(t)
[
π2
24
K(t)− π
2
24
E(t) +
1
8
K(t)3 +
1
8
K(t)E(t)2 − 1
12
tK(t)3 − 1
4
K(t)2E(t)
]
λ4 +O(λ6),
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which concurs with the initial terms of (2.8) with (2.10) and (2.9). In the high temperature regime we have
(1− t)−1/4I0 = 2
π
K(t)
{
λ+
4
π2
[
π2
24
− 1
6
(t− 2)K(t)2 − 1
2
K(t)E(t)
]
λ3
+
16
π4
[
3π4
640
− π
2
16
K(t)E(t)− 1
12
(t− 2)K(t)2
(
π2
4
−K(t)E(t)
)
+
1
8
K(t)2E(t)2 +
1
120
(
t2 − 6t+ 6)K(t)4]λ5
+O(λ7)
}
,
which agrees with the initial terms given by (2.13) with (2.14, 2.15, 2.16). The form factor expansion
coefficients of this correlation function have been given in §4 and §5.2 of [32], and we observe agreement with
the leading terms given above. In addition these coefficients have been given in Appendix A of [29].
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