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1 Introduction
When a short heat pulse is applied to an amorphous mate-
rial, e.g. by a line laser, causing the temperature to rise 
locally well above the glass transition temperature of the 
material, crystallization sets in. The process of crystalliza-
tion is associated with the liberation of the latent heat of 
fusion. The conduction of heat then gives rise to a tempera-
ture increase near the site of the heat pulse, thereby caus-
ing further crystallization. Under certain conditions, which 
are the main topic of the present work, this process may 
lead to a self-sustaining crystallization front that is propa-
gating through the material. Depending on the material, the 
propagation velocity can be quite large, justifying the com-
mon use of the technical term “explosive crystallization” 
for the process. In amorphous germanium, for instance, 
crystallization fronts have been observed propagating with 
velocities of the order of several meters per second [1]. In 
polymers, however, only very small propagation velocities 
can be expected. For polypropylene, propagation veloci-
ties between 3 nm/s and 0.3 mm/s have been predicted [2]. 
For a survey of the pertinent literature, one may consult the 
recent paper [3].
In many applications of engineering interest, explosive 
crystallization takes place in a thin film that is mounted on 
a substrate, with the crystallization front propagating in a 
direction parallel to the film surface. A theoretical descrip-
tion of the process requires the solution of two main prob-
lems. The first one concerns the kinetics of non-isothermal 
crystallization, the second one consists in determining the 
heat loss from the crystallizing layer to the heat conducting 
substrate. Apparently, the first analysis of self-sustaining 
crystallization fronts based on rate equations for crystal-
lization [4] has been presented in [5] and published in [2, 
6]. The related problem of stationary crystallization fronts 
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in continuous crystallization was considered in [7]. Those 
theoretical investigations were restricted to adiabatic pro-
cesses. With regard to heat losses, it was shown in [3, 8–10] 
that a local formulation, such as an effective heat transfer 
coefficient, is insufficient for describing the effect of heat 
conduction into the substrate. For a crystallization wave 
that propagates with invariant properties, the classical solu-
tion of a moving heat source was applied and an integro-
differential equation for the temperature distribution in the 
crystallizing layer was obtained [3, 8–10]. Together with 
one [8, 9] or more [3, 10] rate equations, the integro-dif-
ferential equation gives a complete set of equations of an 
eigenvalue problem, with the unknown propagation veloc-
ity as the eigenvalue.
In [3, 8–10] the eigenvalue problem was solved numeri-
cally, which is a bit cumbersome owing to the integro-
differential equation. Results were obtained that are of 
interest from a theoretical point of view as well as with 
respect to applications. Among others, a critical value of 
a non-dimensional parameter characterizing the heat loss 
was found in [8, 9], leading to dual solutions below the 
critical value and a lack of solutions above. However, the 
results were obtained only for a particular set of a rather 
large number of non-dimensional parameters. With another 
parameter set [3, 10], the critical behaviour with respect to 
the heat loss was confirmed, but numerical difficulties did 
not allow to obtain more than a small fraction of a second 
branch of the solution.
In view of both numerical difficulties and uncertain-
ties associated with conclusions based solely on particular 
parameter sets, it is helpful to observe that analytical solu-
tions were obtained in [2, 5, 6] for the adiabatic case by 
applying the method of matched asymptotic expansions 
for very large activation energies. The great advantages of 
analytical vs. numerical solutions provides the motivation 
for the present work, which aims at obtaining analytical 
solutions for explosive crystallization in thin layers sub-
ject to heat losses due to the presence of a heat conducting 
substrate. In addition, more general governing equations 
will be presented to allow the prediction of arbitrary time-
dependent crystallization processes, i.e., without restriction 
to waves of invariant properties.
2  Formulation of the problem
The formulation of the problem follows [8, 9], with some 
modifications. As shown in Fig. 1, the process of explo-
sive crystallization is modeled as a crystallization zone 
that moves into an initially amorphous layer of constant 
thickness δL. Behind the crystallization zone the volume 
fraction of the crystalline phase, briefly addressed as 
degree of crystallization, ξ, approaches asymptotically 
the value ξ = 1 for fully completed crystallization. It is 
assumed that the process is two-dimensional, i.e. depend-
ing only on the Cartesian coordinates x and y, and on 
time t. This is in accord with certain, though not all, 
experiments, e.g. [11, 12]. The crystallizing layer (briefly 
addressed as “layer” in what follows) is mounted on a 
heat conducting substrate, whose extent in y-direction is 
much larger than the thickness of the layer. Thus the sub-
strate may be considered as a semi-infinite body, whose 
temperature at infinity is equal to the initial temperature 
of the substrate, TS. All thermo-physical properties of the 
layer and the substrate are assumed to be constant, i.e. 
independent of the temperature and, in case of the layer, 
also independent of the degree of crystallization.
Latent heat is liberated in the course of the crystalliza-
tion process, giving rise to a temperature increase. If the 
layer were adiabatic, the temperature would rise asymp-
totically to the temperature
behind the crystallization zone, where l is the specific 
latent heat of fusion, while cpL is the isobaric specific 
heat capacity of the layer.1 However, due to heat conduc-
tion from the layer into the substrate there is a heat flux q˙i 
at the interface that acts as a heat loss to the layer. In the 
present investigation, the thermal contact between the 
layer and the substrate is assumed to be sufficiently good 
to justify disregarding any contact resistance; but see [3, 
10] for the effect of a small contact resistance. Very far 
from the crystallization zone thermal equilibrium 
between the layer and the substrate is established, i.e. the 
temperature of the layer approaches TS as x → ± ∞.
(1)Tad = TS +
l
cpL
1
 In case of polymers, there is a maximum volume fraction of 
the crystalline phase, V∞. The degree of crystallization, ξ, is then 
defined as the crystalline volume fraction referred to its maximum 
value, while l is to be multiplied by V∞ to obtain an effective spe-
cific latent heat [8].
Fig. 1  Sketch of the explosive-crystallization process [8]
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3  Basic equations for the thin crystallizing layer
3.1  Energy equation
It is a classical approach to describe heat conduction in a 
thin layer in a one-dimensional approximation. In the pre-
sent case, however, providing an a priory justification for 
the one-dimensional approximation is not straightforward. 
The problem is discussed in [3], with the conclusion that 
the use of the one-dimensional approximation for the heat 
conduction in the layer appears to be justified for explosive 
crystallization under common conditions. The energy bal-
ance for the crystallizing layer then reduces to the equation
for the non-dimensional temperature difference
with αL as the thermal diffusivity of the layer and ϱL as the 
density of the layer. On the right-hand side of the heat diffu-
sion Eq. (2) there is a source term due to the local liberation 
of the latent heat and a sink term due to the interface heat 
flux. Heat losses at the free surface of the layer are neglected. 
The source term is proportional to the crystallization rate, 
∂ξ/∂t, which is to be determined from one or more rate 
equations that follow from the kinetics of crystallization.
3.2  Rate equation of crystallization
According to [4], a non-isothermal crystallization process 
can be described by a system of rate equations. Originally, 
the system of rate equations was derived on the basis of 
the crystallization theory developed in [13–16] for hetero-
geneous crystallization. Later, an analogous system of rate 
equations was given also for homogeneous crystallization 
[3, 10]. The application to crystallization processes requires 
numerical solutions [3, 10]. Since the main purpose of the 
present analysis is to provide a better understanding of the 
effect of the substrate, it appears sufficient to describe the 
kinetics of crystallization in the simplest possible way, i.e. 
for the limiting case of very large activation rate of nuclei 
as compared to their growth rate [4]. This leads to the fol-
lowing single rate equation as already applied in [8, 9]:
The parameter tc,ad characterizes the time scale of crys-
tallization. It is defined as tc,ad = Gc,ad/Lc, where Gc,ad 
is the direction-averaged linear growth velocity of the 
(2)∂�
∂t
− αL
∂2�
∂x2
=
∂ξ
∂t
−
q˙i
δL̺Ll
(3)� = T − TS
Tad − TS
=
cpL(T − TS)
l
,
(4)∂ξ
∂t
=
G(�)g(ξ)
tc,ad
.
crystals at the reference temperature Tad, while Lc denotes 
the average distance between neighbouring nuclei. The 
function G(�) describes the strong temperature depend-
ence of the crystal growth velocity, while the function 
g(ξ) accounts for the mutual hindering of the growing 
crystals. A general procedure for determining the kinetic 
parameters and functions from measurements is provided 
in [4]; cf. also [17] for thermodynamic implications of 
the rate equations due to [4]. As in [8], the following 
functions are used in the present analysis:
with
where Tm and Tg are the melting and the glass transition 
temperature, respectively. The non-dimensional parame-
ters C1 and C2 are the activation energies for diffusion 
and nucleation, respectively, referred to the latent heat, 
while C3 = cpLTS/l.2 A typical example for G(�) is shown 
in Fig. 2, which is taken from [8] in order to allow com-
parison of the present analytical results with the previous 
numerical solutions. Since the temperature cannot exceed 
the temperature Tad, the region � > 1 is beyond reach for 
the crystallization process. That part of the graph can be 
(5)g(ξ) = (9/2)1/3(1− ξ)[−ln(1− ξ)]2/3;
(6)
G(�) = exp
{
−
C1(1−�)(
1−�g
)(
�−�g
)
+C2(C3 +�m)
[
1
�m − 1
−
C3 + 1
(C3 +�)(�m −�)
]}
,
(7)
�m =
Tm − TS
Tad − TS
=
cpL(Tm − TS)
l
;
�g =
Tg − TS
Tad − TS
=
cpL
(
Tg − TS
)
l
,
2
 An additional constant C4 was introduced in [8], but it follows 
from the definitions that C4 = C3 + 1.
Fig. 2  Non-dimensional crystal growth velocity. m = 1.349; 
g = 0.123; C1 = 13.23; C2 = 0.660; C3 = 1.564 (after [8])
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seen as a dashed line in Fig. 2. Note that with the param-
eter values of the particular example given in Fig. 2, the 
maximum growth rate is at a peak value p larger than 1, 
i.e. beyond reach in case of the parameters of Fig. 2. 
However, for another set of parameter values, peak values 
p ≤ 1 are possible.
4  Solution of the heat diffusion equation for the 
substrate
Heat conduction in the substrate is governed, of course, 
by the heat diffusion equation. Apart from initial condi-
tions and boundary conditions at infinity, the solution of 
the heat diffusion equation for the substrate has to sat-
isfy a coupling condition at the interface between the 
substrate and the crystallizing layer. If thermal contact 
resistance can be neglected, requiring the heat flux q˙i 
to be continuous at the interface serves as the coupling 
condition.
In many cases of practical interest the thermal diffusiv-
ity of the substrate, αS, is much smaller than the thermal 
diffusivity of the crystallizing layer, αL. For a germanium 
film mounted on a quartz substrate, for example, the ratio 
αS/αL is about 0.16 [3]. Since the layer is very thin, αL 
controls heat conduction in longitudinal, i.e. x-direction, 
whereas in the substrate heat conduction in lateral, i.e. 
y-direction, is characterized by αS. Thus, if αS ≪ αL, the 
penetration depth of the thermal disturbances in the sub-
strate can be expected to be much smaller than the lon-
gitudinal extension of the temperature disturbances in 
the layer. It follows that the temperature gradient in the 
substrate will be mainly in y-direction, and a one-dimen-
sional approximation of the heat diffusion equation will 
be sufficient to describe heat conduction in the substrate.
The solution for the substrate has to be coupled to the 
solution for the crystallizing layer. In view of (2) it is desir-
able to obtain an equation for the heat flux at the surface of 
the substrate in terms of the temperature at the surface. A 
convenient approach is to observe that not only the tempera-
ture T itself, but also the derivative with respect to y, denoted 
by Ty, has to satisfy the heat diffusion equation. Thus,
The problem is to be solved subject to the following 
initial and boundary conditions:
(8)∂Ty
∂t
= αS
∂2Ty
∂y2
.
(9)T − TS = 0 at t = 0, y > 0;
(10)T − TS =
(
l/cpL
)
�(t; x) at y = 0, t > 0;
Equations (9) and (11) imply that Ty = 0 for 
t = 0, y > 0 and for y → ∞, respectively. Note that x 
serves as a parameter to the heat conduction problem of 
the substrate.
The solution can be found by applying Duhamel’s 
integral formula, see [18], p. 327. With
as the temperature response to a unit step-function 
change with time in the surface temperature, one obtains 
the solution
5  Extended heat diffusion equation for the 
crystallizing layer
In the absence of thermal contact resistance, the heat flux at 
the surface of the substrate is equal to the interface heat flux. 
Evaluating (13) at the surface, y = 0, then gives the follow-
ing integral representation of the interface heat flux:
The coupling of the equations for the crystallizing layer 
and the substrate, respectively, can now be accomplished by 
introducing (14) into (2), to obtain the following extended 
heat diffusion equation for the crystallizing layer:
According to the integral term of (15), the heat loss due 
to the presence of the substrate is not a local, instantaneous 
effect; it rather depends on the history of the process.
Together with the rate Eq. (4), the extended heat diffusion 
Eq. (15) forms a complete set of equations for the tempera-
ture of the layer and the degree of crystallization. The initial 
and boundary conditions depend on the particular process. 
An important example will be considered in the next section.
For a numerical solution, it may be convenient to inte-
grate (15) over the time subject to the initial conditions
(11)T − TS = 0 as y→∞.
(12)− 1√
παSt
exp
(
−
y2
4αSt
)
(13)
Ty(y, t; x) = −
l
cpL
√
παS
∂
∂t
t∫
0+
�(τ ; x)
√
t − τ
exp
[
−
y2
4αS(t − τ)
]
dτ .
(14)q˙i =
lρScpS
cpL
√
αS
π
∂
∂t
t∫
0+
�(τ ; x)
√
t − τ
dτ .
(15)
∂�
∂t
− αL
∂2�
∂x2
=
∂ξ
∂t
−
1
δL
ρScpS
ρLcpL
√
αS
π
∂
∂t
t∫
0+
�(τ , x)
√
t − τ
dτ .
(16)� = �0(x), ξ = ξ0(x) at t = 0.
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Introducing an auxiliary variable , one then obtains 
the following set of equations, which is equivalent to 
(15):
with the additional initial condition
6  Crystallization waves of invariant properties
6.1  Governing equations
Early numerical investigations of adiabatic layers [6] as 
well as more recent experiments with layers mounted 
on substrates [1, 11, 12] have shown that, under certain 
conditions, crystallization of amorphous materials may 
develop into a self-sustaining crystallization wave that 
propagates with invariant properties, in particular with 
constant velocity. In what follows, self-sustaining crystal-
lization waves will be investigated as particular solutions 
of the set of equations given above.
With the aim of describing crystallization waves that 
propagate in negative x-direction with invariant proper-
ties, a non-dimensional wave coordinate η is introduced 
as
and the variables are assumed to depend on η only, i.e.,
The propagation velocity U is a priory unknown and has 
to be determined as part of the solution, which has to sat-
isfy the following boundary conditions far ahead and far 
behind the wave, respectively:
Note that ξ = 0 far ahead of the wave implies that the 
substrate temperature is lower than the glass transition tem-
perature. Otherwise, the amorphous material would start to 
crystallize before the wave arrives.
The variables according to (20) and (21) are introduced 
into the governing equations. The energy Eq. (15) can then 
be integrated once, making use of the boundary condition 
(17)∂�
∂t
= �;
(18)
αL
∂2�
∂x2
= �−�0 − (ξ − ξ0)+
1
δL
ρScpS
ρLcpL
√
αS
π
t∫
0+
�(τ , x)
√
t − τ
dτ ,
(19) ≡ 0 at t = 0.
(20)η = (U/αL)(x + Ut),
(21)� = �(η); ξ = ξ(η).
(22)� = 0, ξ = 0 as η→−∞;
(23)� = 0 as η→+∞.
(22). Together with the rate Eq. (4) the final set of equa-
tions becomes:
where the non-dimensional parameters
and
have been introduced. While λ represents a non-dimen-
sional inverse of the propagation speed, the parameter H 
characterizes the heat loss due to the contact of the crystal-
lizing layer with the substrate. Since the integro-differential 
Eq. (24) and the differential Eq. (25) as well as the bound-
ary conditions (22) and (23) are homogeneous, λ plays the 
role of an eigenvalue. When λ has been determined as part 
of the solution of the eigenvalue problem, the propagation 
speed can be obtained from (27).
The set of Eqs. (24)–(27) is in agreement with the corre-
sponding equations derived in [8, 9] on a different way. The 
method of solution will also be different. While numerical 
solutions were given in [8, 9], an asymptotic expansion will 
be performed in what follows, with the aim of obtaining 
analytical solutions.
6.2  Solution for large activation energy of molecular 
diffusion
For most amorphous materials that are of interest with 
regard to explosive crystallization, the activation energy 
for molecular diffusion is much larger than the activa-
tion energy for nucleation. Germanium and other semi-
conductors provide examples [3]. In the present notation, 
cf. Section 3.2, this leads to C1 ≫ 1, while C2 = O(1) and 
C3 = O(1). The values of the parameters C1 to C3 as given 
in the caption to Fig. 2 for a particular example reflect that 
general behaviour.
As in [8, 9], the present analysis will be restricted to the 
case �p > 1, i.e. the maximum of the crystal growth veloc-
ity is not attained in the crystallization process, cf. Fig-
ure 2. In this case, estimates of the orders of magnitudes 
indicate that three zones of the crystallization wave can be 
distinguished. The first zone is a preheating zone, in which 
crystallization is negligible, but the heat loss into the sub-
strate is substantial. When a sufficiently high temperature 
(24)d�
dη
= �− ξ +
1
√
π
H
η∫
−∞
�(s)
√
η − s
ds;
(25)dξ
dη
= 
2G(�)g(ξ),
(26)H =
ρScpS
ρLcpL
√
αStc,ad
δL
(27) =
1
U
√
αL
tc,ad
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has been reached, substantial crystallization sets in to form 
a very thin crystallization zone with negligible heat loss. 
After crystallization has been completed, the process is ter-
minated in a cooling zone of large length. The following 
application of the method of matched asymptotic expan-
sions for C1 → ∞ will show that the assumed structure of 
the wave is correct, provided the condition �p > 1 is sat-
isfied. If p ≤ 1, however, more complicated structures of 
crystallization waves have been found with numerical solu-
tions [3].
6.2.1  Preheating zone
It is easy to check that
is a solution of the integro-differential Eq. (24) with ξ ≡ 0, 
if the constant K satisfies the equation
According to (28), the origin of the η-coordinate has 
been chosen such that η = 0 for  = g. An exact solution 
of (29) can be found in [8]. However, it will turn out that 
only very small values of Hλ will be of relevance for the 
further analysis. Thus, the solution
 will be used in what follows.
Concerning matching the preheating zone with the crys-
tallization zone, it is to be taken into account that the total 
amount of latent heat liberated in the crystallization zone 
has to be conducted forward, as the temperature gradient 
in the cooling zone will turn out to be too small to make a 
substantial contribution. This gives the following matching 
condition in terms of non-dimensional variables:
with η* as the η-coordinate of the very thin crystallization 
zone. Inserting (28) gives
where �∗ = �(η∗). The dots in Eqs. (32) and (33) stand 
for higher-order terms in an expansion for Hλ ≪ 1.
6.2.2  Crystallization zone
In order to obtain equations that, on the one hand, are free 
of the expansion parameter C1 and, on the other hand, allow 
(28)� = �g exp (Kη)
(29)(K − 1)
√
K = H.
(30)K = 1+ H+ . . . for H≪ 1
(31)d�
dη
= 1 as η→ η∗,
(32)
η∗ = −(1/K) ln
(
K�g
)
= − ln�g + H
(
ln�g − 1
)
+ . . . ;
(33)�∗ = 1/K = 1− H+ . . . ,
matching between the crystallization zone and the preheat-
ing zone, the following stretched variables and parameters 
are introduced:
i.e. crystallization takes place in very thin layer near η = η* 
and a very small temperature regime near  = ∗. The 
coefficients containing 
(
1−g
)
 have been introduced in 
order to obtain the final results as universal relationships.
Introducing (34) and (35) into the governing Eqs. (24) 
and (25) with G(�) according to (6), and expanding for 
C1 → ∞, one obtains in first order the following set of 
equations:
with
whereas g(ξ) remains unchanged as given in (5).
For solving the above set of equations it is convenient 
to eliminate the coordinate η˜ by taking the quotient of (37) 
and (36), i.e. considering the process in the phase plane (
ξ , �˜
)
. This gives
with the boundary (matching) conditions
As there are two boundary conditions for a differential 
equation of first order, the Eqs. (39), (40) and (41) form an 
eigenvalue problem, with ˜ being the eigenvalue. The solu-
tion can be found by separating the variables in (39) and 
integrating. Observing the boundary condition (40), one 
obtains
(34)
η˜ = C1
(
1−�g
)
−2(
η − η∗
)
; �˜ = C1
(
1−�g
)
−2(
�−�∗
)
;
(35)H˜ = C3/21
(
1−�g
)
−3
H; ˜ = C
−1/2
1
(
1−�g
)
;
(36)d�˜
dη˜
= 1− ξ ;
(37)dξ
dη˜
= ˜
2G
(
�˜
)
g(ξ),
(38)G
(
�˜
)
= exp(�˜− H˜ ˜),
(39)dξ
d�˜
= (9/2)1/3˜2G
(
�˜
)
[− ln (1− ξ)]2/3,
(40)ξ = 0 as �˜→−∞;
(41)ξ = 1 as �˜→ 0.
(42)
γ
(
1
3
, z
)
=
(
9
2
) 1
3
˜
2 exp(�˜− H˜˜), z = − ln (1− ξ),
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where γ the incomplete Gamma function; cf. [19], p. 260. 
The eigenvalue is then obtained by accounting also for the 
boundary condition (41). This gives
see Fig. 3, where
is the eigenvalue for the adiabatic case, i.e. in the absence 
of a substrate. Γ  is the Gamma function; cf. [19], pp. 255. 
Equation (44) is in accord with the result given in [2] for 
the “subcritical wave”.
The exponential function in (43) shows that the effect 
of the heat loss on the eigenvalue is characterized not 
(43)˜ = ˜adexp
(
H˜ ˜/2
)
,
(44)˜ad =
(
2
9
) 1
6
√
Γ
(
1
3
)
solely by the heat loss parameter, but rather by the prod-
uct of the heat loss parameter and the eigenvalue itself. 
However, in most applications the heat loss parameter H˜ 
will be given and the eigenvalue ˜ is to be determined. 
Thus, the implicit Eq. (43) for the eigenvalue is re-writ-
ten in the more convenient explicit form
This equation shows two interesting properties of the 
solution; cf. Fig. 4. First, a (real) solution exists only if 
the heat loss parameter is below a critical value, which is 
obtained as
with the critical eigenvalue
Secondly, for H˜ < H˜crit, there are two branches of the 
solution, i.e., two eigenvalues are associated with one 
heat loss parameter. This will be further discussed in 
Sect. 7.
Equation (42) is a relation between temperature and 
degree of crystallization. The dependence of those vari-
ables on the wave coordinate can be obtained by integrat-
ing (36) or (37). It is easy to see that η˜→−∞ as ξ → 0, 
and η˜→+∞ as ξ → 1, as required by the conditions of 
matching to the preheating zone and the cooling zone, 
respectively.
6.2.3  Cooling zone
Under the present assumptions, crystallization is completed 
in the crystallization zone. Thus, ξ ≡ 1 in the cooling zone. 
The length of the cooling zone was estimated previously [8] 
to be of the order of (Hλ)−2, i.e. of the order of C12 in terms 
of the large parameter of the present asymptotic expansion, 
see (35). Therefore, the stretched length coordinate
is introduced to describe the temperature distribution 
� = �ˆ
(
ηˆ
)
 in the cooling zone. With (35), (48), ξ ≡ 1 and 
an expansion for large C1, the energy Eq. (24) reduces to
with
(45)H˜ =
(
2/˜
)
ln
(
˜/˜ad
)
.
(46)H˜crit = 2/˜crit,
(47)˜crit = e ˜ad.
(48)ηˆ =
(
η − η∗
)
/C21
(49)�ˆ
(
ηˆ
)
+Λ
ηˆ∫
0
�ˆ
(
sˆ
)
√
ηˆ − sˆ
dsˆ = 1,
(50)Λ =
(
1−�g
)2
H˜ ˜/
√
π .
Fig. 3  Propagation velocity, referred to the adiabatic propagation 
velocity, ˜ad/˜, as a function of the combined heat loss parameter H˜˜. 
Solid line Universal analytical result according to (43). Dots numer-
ical results for ad/ with the parameter set given in the caption to 
Fig. 2 [8]
Fig. 4  Non-dimensional propagation velocity 1/˜ as a function of the 
heat loss parameter H˜. Solid line universal analytical result according 
to (44) and (45). Dots numerical results for the parameter set given in 
the caption to Fig. 2 [8]
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(49) is an Abel integral equation of the second kind. A solu-
tion can be found according to [20], p. 138. Using known 
properties of the Gamma functions [19], pp. 255–260, one 
obtains
It may be of interest to know how the temperature decays 
as ηˆ→∞. With an asymptotic expansion of the incom-
plete Gamma function, see [19], p. 263, (51) gives
or, with (50), (48) and (35),
(53) is in accord with the result derived previously by other 
means [3] and quoted already in [8].
It ought to be noted that the solution (51) exhibits a 
shortcoming. As ηˆ→ 0, d�ˆ/dηˆ→−Λ/
√
ηˆ→−∞ . 
Since the same singular behavior of the first derivative 
of the temperature can also be obtained directly from the 
integral Eq. (49), (49) itself is not uniformly valid. In the 
framework of matched asymptotic expansions, a small 
subzone near ηˆ = 0, perhaps even more than one subzone, 
would have to be introduced to deal with that non-uniform-
ity. A more direct approach could be to take the whole inte-
gral of (24) into account, i.e., add in (49) the missing part 
of the integral in order to obtain a smooth transition from 
the crystallization zone to the cooling zone. It turned out, 
however, that the solution of the resulting Abel integral 
equation of the second kind could not be found in closed 
form. Since the solution for the cooling zone affects neither 
the propagation velocity nor the distribution of the degree 
of crystallization, we refrain from dealing with those 
details of the cooling zone.
6.3  Comparison with numerical solutions 
and experimental data
Numerical solutions of the present problem for a par-
ticular set of kinetic and thermodynamic parameters are 
available in [8]. Regrettably, excellent agreement between 
those numerical results and the present asymptotic solu-
tions cannot be expected for at least two reasons. First, the 
particular value of the non-dimensional activation energy 
C1, which is appropriate for polymers, is only about 13, 
implying an error of the order of 10 to 20%. It is true that 
semiconductors would provide larger values of C1, cf. 
below, but there is a lack of data for heterogeneous crys-
tallization of semiconductors [3]. Secondly, Fig. 2 shows 
that the adiabatic end temperature is rather close to the 
peak temperature, where the asymptotic expansion that 
leads to a linear approximation of the temperature in the 
(51)�ˆ = −2Λ
√
ηˆ + eζ
[
1−
(
2/
√
π
)
γ
(
3
2
, ζ
)]
, ζ = πΛ2ηˆ.
(52)�ˆ = 1/πΛ
√
ηˆ as ηˆ→∞;
(53)� = 1/H√πη as η→∞.
crystallization zone, cf. (38), ceases to be valid. This will 
have a rather strong effect on the adiabatic case, which 
may indirectly also affect the results that account for the 
substrate.
Subject to those reservations, comparisons of numeri-
cal results with analytical solutions for the propagation 
velocity are shown in Figs. 3 and 4. In Fig. 3, the propa-
gation velocity is referred to the value for the adiabatic 
process. Thus, the effect of the substrate on the propa-
gation velocity is visible in Fig. 3 as the dependence of 
˜ad/˜ on the combined parameter H˜˜. Note that, accord-
ing to the definitions (35), (26) and (27), H˜˜ is free of 
the kinetic parameter tc,ad, which characterizes the time 
scale of crystallization. Since ˜ is normally not known a 
priori, Fig. 4 will be more convenient when the propa-
gation velocity ought to be determined for a given heat 
loss parameter H˜. It may appear surprising that the agree-
ment between the analytical solution and the numeri-
cal results is less good in Fig. 4 than in Fig. 3. This is 
because the diagram of Fig. 4, in contrast to Fig. 3, is 
directly affected by the propagation velocity for the adi-
abatic process, which is not very well approximated for 
the reasons given above.
Fig. 5  Non-dimensional temperature  and degree of crystalliza-
tion ξ as functions of the longitudinal wave coordinate η. Numerical 
solutions [8] for the parameter set given in the caption to Fig. 2. ad 
adiabatic (no substrate), I and II… H = 0.0085; I… upper branch, 
II… lower branch in Fig. 3. Upper diagram: linear scales; analytical 
solutions η∗I ≈ 1.93, η∗II ≈ 1.69 and ∗I ≈ 0.95, ∗II ≈ 0.87 accord-
ing to (32) and (33), respectively. Lower diagram: double log scales. 
Dashed-dotted line: asymptote according to (53)
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Of particular interest are the critical values. Concern-
ing the eigenvalues, (47) gives the universal relationship 
˜crit/˜ad = e ≈ 2.72, which is to be compared with the 
numerical result ˜crit/˜ad ≈ 2.5. For the critical value of 
the heat loss parameter, one obtains from (46) together 
with (35), (44) and the parameter set given in the cap-
tion to Fig. 2 the value Hcrit = 8.1× 10−3, whereas 
the value obtained from the numerical solution [8] is 
Hcrit ≈ 9.7× 10
−3
.
Furthermore, the position and the temperature of the 
crystallization zone are considered. Figure 5 shows 
the numerical results for H = 0.0085 [8]. According to 
[8], there are two solutions for H = 0.0085, with the 
numerical eigenvalues I ≈ (0.16)−1 and II ≈ (0.065)−1 , 
respectively. As can be seen in Fig. 4, those numerical 
values are out of reach for the analytical solution. Thus, 
the eigenvalues I and II are taken from the numerical 
results and introduced into the analytical solutions (32) 
and (33). This gives η∗I ≈ 1.93, η∗II ≈ 1.69 and ∗I ≈ 0.95, 
∗II ≈ 0.87, respectively. As can be seen in the upper dia-
gram of Fig. 5, the analytic results are in good agreement 
with the numerical solutions.
Finally, the relation (53) for the cooling region is tested 
by numerical means. The lower diagram of Fig. 5 shows 
that (53) provides precisely the asymptote to the numerical 
solution. In addition, it is easy to recognize the three differ-
ent zones in the two diagrams of Fig. 5.
Concerning measurements, one may consult [3], where 
data for germanium layers on quartz substrates are col-
lected. With the data given in Table 1 and Fig. 2 of [3], one 
obtains (in the present notation): αL = 7.3× 10−6 m2/s, 
l/cpL = Tad − TS = 477K, C1 ≈ 56, Tp ≈ 940K. The low-
est substrate temperature in the experiments [1], as quoted 
in [3], is TS ≈ 620K. Thus, the adiabatic end temperature 
Tad is above the peak temperature, and the present analysis 
cannot be applied to obtain quantitative comparisons. One 
may expect, however, that in this case, crystallization takes 
place mainly at temperatures close to the peak temperature. 
As far as the adiabatic process, is concerned an asymp-
totic analysis has indeed confirmed that expectation [2]. 
Thus, the time scale of crystallization will correspond to 
the maximum growth rate, i.e., tc ∼
(
G3CIC
)−1/4
∼ 10−7 s 
according to Fig. 2 of [3]. Furthermore, according to [3], 
TS ≈ 620K leads to a value of H close to the critical value 
of H, which reduces the propagation velocity U by a factor 
of about e−1, cf. (47), as compared to the adiabatic value. 
The latter may be estimated with (44), but, as Tad > Tp in 
this case, a better estimate can be obtained from Eq. (185) 
of [2]; it reads Uad ∼ C−3/81
√
αL/tc ≈ 1.9m/s. After divi-
sion by e one obtains U ∼ 0.7m/s. That value is between 
the two values measured for TS ≈ 620K [1, 3], making the 
estimate appear satisfactory.
7  Conclusions and discussion
The present analysis of explosive crystallization is based 
on first principles. The energy equation of the crystalliz-
ing layer is coupled, on the one hand, to a rate equation of 
crystallization and, on the other hand, to a solution of the 
heat diffusion equation for the substrate. The rate equation 
was derived previously [4] from a theory of non-isother-
mal crystallization that accounts for all essential physical 
phenomena [13–16]. The use of semi-empirical laws as 
in [21–24], for instance, is thereby avoided. The heat dif-
fusion equation is solved by applying Duhamel’s integral. 
The result shows that the heat loss from the layer due to 
the presence of the substrate depends on the history of the 
process. This is in contrast to descriptions with an apparent 
heat transfer coefficient [22–25].
For explosive crystallization fronts that propagate 
as waves with invariant properties, the governing equa-
tions can be transformed to a set of equations consisting 
of an integro-differential equation and an ordinary dif-
ferential equation. In previous work [8, 9], those equa-
tions were solved numerically for a particular set of non-
dimensional parameters. In the present work, however, an 
asymptotic analysis is given. It provides results that are 
exact in the limit C1 → ∞, where C1 is the activation 
energy of molecular diffusion referred to the latent heat; 
cf. [8]. The asymptotic solutions can serve as approxima-
tions for applications of practical interest.
An important quantity in the description of the crystal-
lization process is the linear growth velocity of the crys-
tals. Based on thermodynamic considerations, the crystal 
growth velocity as a function of temperature is required 
to have a maximum at a certain peak temperature, where 
the activation of nuclei due to sub-cooling and the hin-
dering due to molecular diffusion balance each other. 
Strictly speaking, the present analysis is applicable only 
to temperatures below the peak temperature. However, 
only the non-dimensional activation energy of diffusion 
appears in the first-order results of the asymptotic anal-
ysis, whereas the contribution of the activation energy 
of nuclei turned out to be negligible. Thus, the present 
results are also valid if the growth velocity is simply 
modelled with an exponential function of the Arrhenius 
type, as it is often done [22, 23, 26–34].
According to the present asymptotic analysis, the crys-
tallization wave consists of three zones. In the preheating 
zone, the temperature of the amorphous material is ele-
vated up to the point where crystallization becomes notice-
able. Crystallization is completed in the crystallization 
zone, which occupies only a very small temperature inter-
val. The crystallization zone is followed by the large cool-
ing zone, where the temperature of the fully crystallized 
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layer decays due to the conduction of heat into the sub-
strate. It is remarkable that the cooling zone does not affect 
the propagation velocity of the crystallization wave.
Written in the reduced non-dimensional quanti-
ties labelled by a tilde in the equations given above, 
the results of the analysis are “universal” in the sense 
that they comprise the influence of all non-dimensional 
parameters that govern the process. As far as the orders 
of magnitude in terms of the large parameter C1 are con-
cerned, the effective heat loss parameter H˜ turned out to 
be of the order of C13/2H, i.e., much larger than one might 
have expected in view of the appearance of the heat loss 
parameter H in the energy equation of the layer. On the 
other hand, the propagation velocity U is of the order of √
αL/tc,adC1, i.e., much smaller than the reference veloc-
ity 
√
αL/tc,ad appearing in (27).
Of particular interest for applications is the critical value 
of the heat loss parameter. The non-dimensional results 
given above can be re-written in dimensional quantities to 
obtain the following condition for the existence of crystal-
lization waves that propagate with invariant properties:
where the thermal conductivity of the substrate, kS, has 
been introduced for convenience. On the right-hand side 
of (54) there are only thermodynamic and kinetic quan-
tities of the crystallizing layer, whereas all parameters 
characterizing the substrate have been collected on the 
left-hand side. This allows the following conclusions 
with regard to the existence of crystallization waves that 
propagate with invariant properties:
• If all material properties and the substrate temperature 
are fixed, the thickness of the layer must not be too small. 
This is in accord with observations [26, 31, 35, 36].
• If all material properties and the layer thickness are 
fixed, the substrate temperature must not be too small. 
This is also in accord with observations [1].
• If the material properties of the layer, the thickness 
of the layer and the temperature of the substrate are 
fixed, the material properties of the substrate must be 
such that ρScpSkS is not too large. This was already 
mentioned in [8].
If the inequality of (54) is satisfied, two solutions are 
found to exist for one and the same value of the heat 
loss parameter. Of course, the existence of dual solu-
tion raises the question of the stability of the solutions. 
(54)
δL√
ρScpSkS
[
1−
cpL
(
Tg − TS
)
l
]3
≥
e
25/691/6
C
3/2
1
ρLcpL
√
Γ
(
1
3
)
tc,ad,
The experimental data given in [1] suggest that the solu-
tion with the larger propagation velocity for a given heat 
loss parameter, i.e. the upper branch in Fig. 4, is stable, 
whereas the other one may be unstable. Difficulties with 
the numerical solutions [3, 8] point into the same direc-
tion. A thorough investigation of various instabilities, cf. 
[37–42], is certainly desirable.
The present analysis as well as previous theoretical 
work, e.g. [3], have revealed a lack of kinetic data for the 
crystallization of amorphous materials that are of prac-
tical relevance. Future investigations based on compari-
sons of theoretical results with available experimental 
data, perhaps following the way proposed in [4], might 
help to fill that gap.
Finally it should be noted that an analysis based on rate 
equations, such as [3, 8] and the present one, may provide 
a basis for a variety of generalizations, see [17, 43–51] for 
examples.
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