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Abstract
The main result of this paper is the following: if both A = (aij ) and B = (bij ) are M-
matrices or positive definite real symmetric matrices of order n, the Hadamard product of A
and B is denoted by A ◦ B, and Ak and Bk (k = 1, 2, . . . , n) are the k × k leading principal
submatrices of A and B, respectively, then
det(A ◦ B)  det(AB)
n∏
k=2
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)
.
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1. Introduction
Let N = {1, 2, . . . , n}, and Cm×n (Rm×n) denote the set of all m× n complex
(real) matrices. LetZn×n = {A = (aij ) ∈ Rn×n : aij  0, i /= j, i, j ∈ N}. For any
A = (aij ) ∈ Cn×n, its k × k leading principal submatrix is denoted by Ak (k ∈ N),
and its comparison matrix is defined by u(A)= (uij ), where uii = |aii |, uij = −|aij |
(i /= j, i, j ∈ N). Let S+n denote the set of n× n positive definite real symmetric
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matrices. For both A = (aij ) and B = (bij ) belong to Cm×n, the Hadamard product
of A and B is defined by A ◦ B = (aij bij ) ∈ Cm×n.
A matrix A ∈ Rn×n is called a P -matrix if all k × k principal minors of A are
positive for any k ∈ N; and A is called an M-matrix if A ∈ Zn×n and detAk > 0
(∀k ∈ N), and denote it by A ∈ Mn. A matrix A ∈ Cn×n is called an H -matrix if
u(A) is an M-matrix, and denote it by A ∈ Hn. For both A = (aij ) and B = (bij )
belong to Rn×n, we write A  B if aij  bij for all i, j ∈ N.
It is well known that the class of H -matrices is closed under positive diagonal
multiplication, and every principal submatrix of an H -matrix is also an H -matrix.
The class of M-matrices has the same properties.
On the estimations of bounds for determinant of Hadamard product of matrices,
we have the following results.
1. Oppenheim’s inequality [1, p. 480]: if A = (aij ) ∈ S+n and B = (bij ) ∈ S+n , then
det(A ◦ B) 
(
n∏
i=1
aii
)
detB. (1)
2. Lynn [2] and Ando [3] have given the following result: if A = (aij ) ∈ Mn and
B = (bij ) ∈ Mn, then
det(A ◦ B)+ detA · detB  (detA)
n∏
i=1
bii + (detB)
n∏
i=1
aii ,
i.e.
det(A ◦ B)  det(AB)
(∏n
i=1 bii
detB
+
∏n
i=1 aii
detA
− 1
)
. (2)
3. Liu and Zhu [4] have improved Oppenheim’s inequality as follows: ifA = (aij ) ∈
Mn, B = (bij ) ∈ Mn ∪ S+n , then
det(A ◦ B)  a11b11
n∏
k=2
[
bkk detAk
detAk−1
+ detBk
detBk−1
(
k−1∑
i=1
aikaki
aii
)]
. (3)
4. Li and Li [5] have obtained the following result: if both A = (aij ) and B = (bij )
belong to Hn ∩ Rn×n, then
det(A ◦ B)
 |a11b11|
n∏
k=2
[
|bkk| det u(Ak)
det u(Ak−1)
+ det u(Bk)
det u(Bk−1)
(
k−1∑
i=1
∣∣∣∣aikakiaii
∣∣∣∣
)]
. (4)
In this paper, we shall obtain some inequalities for the determinants of Hadamard
products which are better than all the above inequalities.
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2. Main results
In this section, for both
A =
(
An−1 A12
A21 ann
)
and B =
(
Bn−1 B12
B21 bnn
)
belong to Cn×n, we define
A(x) =
(
An−1 A12
A21 x
)
and B(x) =
(
Bn−1 B12
B21 x
)
,
then (A ◦ B)(xy) = A(x) ◦ B(y).
Lemma 2.1
(a) Let A = (aij ) ∈ Rn×n, if detAn−1 > 0, and x is a real number, then detA(x) >
0 if and only if x > ann − detA/ detAn−1.
(b) If A = (aij ) ∈ Hn, then A(x) ∈ Hn if and only if |x| > |ann| − det u(A)/
det u(An−1).
Proof
(a) From detAn−1 > 0, and
detA(x) = det
(
An−1 A12
A21 ann + (x − ann)
)
= detA+ (x − ann) detAn−1,
we conclude that detA(x) > 0 if and only if x > ann − detA/ detAn−1.
(b) Since A ∈ Hn, then both u(A) and u(An−1) are M-matrices. By case (a), we
have
A(x) ∈ Hn⇔ u(A(x)) ∈ Mn ⇔ det u(A(x)) > 0
⇔ |x| > |ann| − det u(A)/ det u(An−1). 
Lemma 2.2 [6]. If A ∈ Hn, B ∈ Hn ∪ S+n , then A ◦ B ∈ Hn.
Lemma 2.3 [1, p. 458]. If A ∈ S+n , B ∈ S+n , then A ◦ B ∈ S+n .
Lemma 2.4. If A = (aij ) ∈ Rn×n ∩Hn, aii > 0 (∀i ∈ N), then
detA  det u(A) > 0
Proof. It is well known that if A ∈ Hn, then there exists a positive diagonal matrix
D such that AD is strictly diagonally dominant, that is
|aiidi | >
∑
j /=i
|aij dj | (i = 1, 2, . . . , n).
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Now aiidi > 0 (∀i ∈ N), by [4, Lemma 1.4], we have det(AD)  det u(AD) >
0. From det(AD) = detA · detD, det u(AD) = det u(A) · detD, we have detA 
det u(A) > 0. 
Lemma 2.5. If both A and B belong to Mn ∪ S+n , then A ◦ B is a P -matrix.
Proof. We distinguish the following two cases:
Case 1. By Lemma 2.3, if A ∈ S+n and B ∈ S+n , then A ◦ B ∈ S+n . Therefore, A ◦ B
is also a P -matrix.
Case 2. If one of A and B belongs to Mn, then, by Lemma 2.2, we have A ◦ B ∈ Hn.
Now A ◦ B is a real H -matrix with positive diagonal entries, and so is every prin-
cipal submatrix of A ◦ B. Apply Lemma 2.4 to all principal submatrices of A ◦ B,
we conclude that A ◦ B is a P -matrix. 
Lemma 2.6
(a) If bothA = (aij ) andB = (bij ) belong toMn ∪ S+n , x > ann − detA/ detAn−1,
y > bnn − detB/ detBn−1, then
xy > annbnn − det(A ◦ B)/ det(An−1 ◦ Bn−1).
(b) If A = (aij ) ∈ Hn and B = (bij ) ∈ Hn, |x| > |ann| − det u(A)/ det u(An−1),
|y| > |bnn| − det u(B)/ det u(Bn−1), then
|xy| > |annbnn| − det u(A ◦ B)/ det u(An−1 ◦ Bn−1).
Proof
(a) By Lemma 2.1 and our assumption, we have both A(x) and B(y) belong to Mn ∪
S+n .By Lemma 2.5, bothA ◦ B andA(x) ◦ B(y) areP -matrices. Again by Lemma
2.1, we have
xy > annbnn − det(A ◦ B)/ det(An−1 ◦ Bn−1).
(b) Our assumption and Lemma 2.1 imply that A(x)∈Hn and B(y)∈Hn. By Lemma
2.2, both A ◦ B and A(x) ◦ B(y) are H -matrices. According to Lemma 2.1,
we have
|xy| > |annbnn| − det u(A ◦ B)/ det u(An−1 ◦ Bn−1). 
Now we state the main result of this paper as follows.
Theorem 2.7
(a) If both A = (aij ) and B = (bij ) belong to Mn ∪ S+n , then
det(A ◦ B)  det(AB)
n∏
k=2
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)
. (5)
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(b) If A = (aij ) ∈ Hn and B = (bij ) ∈ Hn, then
det u(A ◦ B)
 det(u(A)u(B))
n∏
k=2
( |akk| det u(Ak−1)
det u(Ak)
+ |bkk| detu(Bk−1)
det u(Bk)
− 1
)
. (6)
Proof
(a) Obviously, both Ak and Bk belong to Mk ∪ S+k (∀k ∈ N). By Lemma 2.6, ∀ε > 0
we have(
akk − detAkdetAk−1 + ε
)(
bkk − detBkdetBk−1 + ε
)
> akkbkk − det(Ak ◦ Bk)det(Ak−1 ◦ Bk−1) .
Letting ε → 0, we obtain(
akk − detAkdetAk−1
)(
bkk − detBkdetBk−1
)
 akkbkk − det(Ak ◦ Bk)det(Ak−1 ◦ Bk−1) .
From this, we can get that
det(Ak ◦ Bk)
det(Ak−1 ◦ Bk−1)
 detAk · detBk
detAk−1 detBk−1
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)
,
n∏
k=2
det(Ak ◦ Bk)
det(Ak−1 ◦ Bk−1)

n∏
k=2
detAk · detBk
detAk−1 detBk−1
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)
.
Finally, we have
det(A ◦ B)  det(AB)
n∏
k=2
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)
.
(b) Because Ak ∈ Hk and Bk ∈ Hk (2  k  n), ∀ε > 0, by Lemma 2.6, we have(
|akk| − det u(Ak)det u(Ak−1) + ε
)(
|bkk| − det u(Bk)det u(Bk−1) + ε
)
> |akkbkk| − det u(Ak ◦ Bk)det u(Ak−1 ◦ Bk−1) .
Now (6) can be proved in a similar manner as in the proof of (5). 
104 S. Chen / Linear Algebra and its Applications 368 (2003) 99–106
Corollary 2.8. If bothA = (aij )andB = (bij )belong toRn×n ∩Hn,∏ni=1 aiibii >
0, then
det(A ◦ B)
 det(u(A)u(B))
n∏
k=2
( |akk| det u(Ak−1)
det u(Ak)
+ |bkk| detu(Bk−1)
det u(Bk)
− 1
)
. (7)
Proof. Consider the n× n diagonal matrix D = diag(d1, d2, . . . , dn) defined by
di = sgn(aiibii) (∀i ∈ N), where sgn(x) = 1 if x > 0, and −1 if x < 0. Since∏n
i=1 aiibii > 0, and
n∏
i=1
|aiibii | =
n∏
i=1
aiibiidi =
(
n∏
i=1
aiibii
)(
n∏
i=1
di
)
,
we have detD =∏ni=1 di = 1. Consequently, det(A ◦ B) = det[(A ◦ B)D] =
det[A ◦ (BD)]. Now both A and B belong to Rn×n ∩Hn, thus, by Lemma 2.2, A ◦
(BD) ∈ Rn×n ∩Hn, and A ◦ (BD) has positive diagonal entries: |a11b11|, |a22b22|,
. . . , |annbnn|. By Lemma 2.4, we have det[A ◦ (BD)]  det u[A ◦ (BD)] =
det u(A ◦ B), and hence det(A ◦ B)  det u(A ◦ B). According to Theorem 2.7, (7)
is valid. 
Corollary 2.9. If both A = (aij ) and B = (bij ) belong to Mn ∪ S+n , then
det(A ◦ B)  det(AB).
Proof. According to the well-known Hadamard–Fischer inequalities [7, p. 179], we
have akk detAk−1/ detAk  1, and bkk detBk−1/ detBk  1 (2  k  n). There-
fore, akk detAk−1/ detAk + bkk detBk−1/ detBk − 1  1. By Theorem 2.7, we ob-
tain det(A ◦ B)  det(AB). 
3. Relationship to previous results
To see that our results have improved and generalized the corresponding results
in [2–5], we need some preliminaries.
Proposition 3.1. If both A = (aij ) and B = (bij ) belong to Mn ∪ S+n (n  2), then
n∏
k=2
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)

∏n
i=1 bii
detB
+
∏n
i=1 aii
detA
− 1. (8)
Proof. We proceed by induction on n. It is easy to see that (8) is true even with the
equality sign for n = 2.
Now assume that n > 2 and (8) is true for the case n− 1, then it follows from the
induction hypothesis that
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n∏
k=2
(
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
)

(∏n−1
i=1 bii
detBn−1
+
∏n−1
i=1 aii
detAn−1
− 1
)(
ann detAn−1
detA
+ bnn detBn−1
detB
− 1
)
=
∏n
i=1 aii
detA
+
∏n
i=1 bii
detB
+
∏n−1
i=1 bii
detBn−1
(
ann detAn−1
detA
− 1
)
+
∏n−1
i=1 aii
detAn−1
(
bnn detBn−1
detB
− 1
)
−
[(
ann detAn−1
detA
− 1
)
+
(
bnn detBn−1
detB
− 1
)
+ 1
]
=
∏n
i=1 aii
detA
+
∏n
i=1 bii
detB
+
(
ann detAn−1
detA
− 1
)(∏n−1
i=1 bii
detBn−1
− 1
)
+
(
bnn detBn−1
detB
− 1
)(∏n−1
i=1 aii
detAn−1
− 1
)
− 1

∏n
i=1 aii
detA
+
∏n
i=1 bii
detB
− 1.
This completes the induction. 
Proposition 3.2. If A = (aij ) ∈ Mn, then
detAk
akk detAk−1
 1 −
k−1∑
i=1
aikaki
aiiakk
(2  k  n). (9)
Proof. Set α = (ak1 · · · akk−1), and β = (a1k · · · ak−1k)T, then detAk = detAk−1 ·
(akk − αA−1k−1β). SinceAk−1  diag(a11, . . . , ak−1k−1), by [4, Lemma 1.3], we have
αA−1k−1β  αdiag
(
1
a11
, . . . ,
1
ak−1k−1
)
β = akk
k−1∑
i=1
aikaki
aiiakk
and thus
detAk  detAk−1
[
akk − akk
(
k−1∑
i=1
aikaki
aiiakk
)]
= akk detAk−1
(
1 −
k−1∑
i=1
aikaki
aiiakk
)
.
From akk detAk−1 > 0, we claim that (9) is valid. 
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Remark. The right-hand side of (3)
= a11b11
n∏
k=2
detAk detBk
detAk−1 detBk−1
×
[
bkk detBk−1
detBk
+ akk detAk−1
detAk
(
k−1∑
i=1
aikaki
aiiakk
)]
= det(AB)
n∏
k=2
[
bkk detBk−1
detBk
+ akk detAk−1
detAk
(
k−1∑
i=1
aikaki
aiiakk
)]
.
By (9), we have(
akk detAk−1
detAk
− 1
)
− akk detAk−1
detAk
(
k−1∑
i=1
aikaki
aiiakk
)
= akk detAk−1
detAk
(
1 −
k−1∑
i=1
aikaki
aiiakk
)
− 1  0
and hence,
akk detAk−1
detAk
+ bkk detBk−1
detBk
− 1
 bkk detBk−1
detBk
+ akk detAk−1
detAk
(
k−1∑
i=1
aikaki
aiiakk
)
.
From this, we can easily deduce that the right-hand side of (5)  the right-hand
side of (3). Similarly, the right-hand side of (7)  the right-hand side of (4). More-
over, the Proposition 3.1 shows that the right-hand side of (5)  the right-hand side
of (2). These complete our work.
References
[1] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, New York, 1985.
[2] M.S. Lynn, On the Schur product of the H -matrices and non-negative matrices and related inequali-
ties, Proc. Cambridge Philos. 60 (1964) 425–431.
[3] T. Ando, Inequalities for M-matrices, Linear and Multilinear Algebra 8 (1980) 291–316.
[4] J.Z. Liu, L. Zhu, Some improvement of Oppenheim’s inequality for M-matrices, SIAM J. Matrix
Anal. Appl. 18 (1997) 305–311.
[5] Y.Z. Li, J.C. Li, On the estimations of bounds for determinant of Hadamard product of H -matrices,
J. Comput. Math. 19 (2001) 365–370.
[6] M. Fiedler, V. Ptak, Diagonally dominant matrices, Czech. Math. J. 92 (1967) 420–433.
[7] C.R. Johnson, W.W. Barrett, Spanning-tree extensions of the Hadamard–Fischer inequalities, Linear
Algebra Appl. 66 (1985) 177–193.
[8] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, New York, 1991.
