In this paper, three modified Polak-Ribière-Polyak (PRP) conjugate gradient methods for unconstrained optimization are proposed. They are based on the two-term PRP method proposed by Cheng (Numer. Funct. Anal. Optim. 28:1217Optim. 28: -1230Optim. 28: , 2007, the three-term PRP method proposed by Zhang et al. (IMA J. Numer. Anal. 26:629-640, 2006), and the descent PRP method proposed by Yu et al. (Optim. Methods Softw. 23:275-293, 2008). These modified methods possess the sufficient descent property without any line searches. Moreover, if the exact line search is used, they reduce to the classical PRP method. Under standard assumptions, we show that these three methods converge globally with a Wolfe line search. We also report some numerical results to show the efficiency of the proposed methods.
Introduction
Consider the unconstrained optimization problem:
where f : R n → R is continuously differentiable, and its gradient g(x) is available. Conjugate gradient methods are efficient for solving (), especially for large-scale problems. A conjugate gradient method generates an iterate sequence {x k } by
where x k is the current iterate, α k >  is the step size and computed by certain line search, and d k is the search direction defined by [] formulas. In this paper, we focus our attention on the PRP method, in which the parameter β k is given by
where · is the -norm. In the convergence analysis and implementations of conjugate gradient methods, one often requires the line search to be an inexact line search such as a Wolfe line search, a strong Wolfe line search or an Armijo line search. The Wolfe line search is finding a step size α k satisfying
where  < ρ < σ < . The strong Wolfe line search is computing α k such that
where  < ρ < / and σ ∈ (ρ, ). The Armijo line search is finding a step size α k = max{ρ j |j = , , . . .} satisfying
where δ ∈ (, ) and ρ ∈ (, ) are two constants. The PRP method is generally regarded to be one of the most efficient conjugate gradient methods and has been studied by many researchers [, , ]. Polak and Ribière [] proved that the PRP method with the exact line search is globally convergent under a strong convexity assumption for the objective function f . Gilbert and Nocedal [] conducted an elegant analysis and showed that the PRP method is globally convergent if β PRP k is restricted to be non-negative (denoted β PRP+ k ) and α k is determined by a line search step satisfying the sufficient descent condition 
where
An attractive feature of the CTPRP method and the ZTPRP method is that they satisfy 
An attractive feature of the d
which is also independent of line search used. Note that the global convergence of the above three methods is established under some Armijo type line search or strong Wolfe line search. It is well known that the step size generated by the Armijo line search maybe approaches zero, and thus the reduction of the objective function is very little. This slows down the optimization process. Obviously, the strong Wolfe line search can avoid this phenomenon when the parameter σ →  + , and in this case, the strong Wolfe line search is close to the exact line search. Thus, the computational load of the strong Wolfe line search increases heavily. In fact, the Wolfe line search can also avoid the above phenomenon. However, compared with the strong Wolfe line search, the Wolfe line search needs less computation to get a suitable step size at each iteration. Therefore, the Wolfe line search can enhance the efficiency of the conjugate gradient method.
In this paper, we shall investigate some variations of PRP method under a Wolfe line search. In fact, we take a little modification to the β , which possess not only the sufficient descent property for any line search but also global convergence with a Wolfe line search. In order to do so, the remainder of the paper is organized as follows:
In Section , we propose the modified PRP methods and prove their convergence. In Section , we present some numerical results by using the test problems in [] . Section  concludes the paper with final remarks.
Three modified PRP methods
First, we give the following basic assumption as regards the objection function f (x).
Assumptions
(H) The level set
Assumptions (H) and (H) imply that there exist positive constants γ and B such that
Recently, Wei et al.
[] proposed a variation of the FR method which we call the VFR method, in which the parameter β k is defined by
, and  is any given positive constant. An attractive feature of the VFR method is that the sufficient descent condition
holds which is independent of the line search used. 
where μ ≥  is a constant. Obviously, if μ =  or the line search is exact, the new parameter β , we present the following conjugate gradient method (denoted the TMPRP method).
TMPRP method (Two-term modified PRP method)
Step . Give an initial point
Step . If g k =  then stop; otherwise go to Step .
Step . Compute d k by
Determine the step size α k by Wolfe line search ().
Step . Set x k+ = x k + α k d k , and k := k + ; go to Step .
Similarly, using the parameter β , we present the following conjugate gradient method (denoted the TMPRP method).
TMPRP method (Three-term modified PRP method)
Step
. Determine the step size α k by Wolfe line search ().
Using a parameter similar to β YPRP k , we present the following conjugate gradient method (denoted the TMPRP method).
TMPRP method (Three-term descent PRP method)
Step . Set x k+ = x k + α k d k , and k := k + ; go to Step . Remark . Obviously, if the line search is exact, then the direction generated by () or () or () reduces to () with β k = β PRP k . Therefore, in the following, we assume that μ > .
Remark . From () and (), we can easily obtain
This indicates that the TMPRP method and the TMPRP method satisfy the sufficient descent property. In addition, from the following lemma, we can see that the TMPRP method also satisfies this property.
Lemma . Let {x k } and {d k } be generated by the TMPRP method, then we have
Proof We have from () and ()
which indicates that () holds by induction since d  = -g  and t > . This completes the proof.
Remark . From the proof of Lemma ., we can see that if the term s k- in d k is deleted, then the above sufficient descent property still holds.
The global convergence proof of the above three methods is similar, here, we only prove the global convergence of the TMPRP method. In the case of the other two methods, the argument is similar. 
This together with () shows that
Definition . The function f (x) is said to be uniformly convex on R n , if there is a positive constant m such that
where ∇  f (x) is the Hessian matrix of the function f (x). Now we prove the strongly global convergence of TMPRP method for uniformly convex functions.
Lemma . Let the sequences {x k } and {d k } be generated by TMPRP method, and the function f (x) be uniformly convex, then we have
The proof of the following theorem is similar to that of Theorem . in [] . For completeness, we give the proof.
Theorem . Suppose that the assumptions (H) and (H) hold, and f (x) is uniformly convex, then we have
Proof From (), (), and (H), we have
This together with () shows that
So, by (), we get
This completes the proof.
We are going to investigate the global convergence of the TMPRP method with Wolfe line search () for nonconvex function. In the last part of this subsection, we use β 
Lemma . Suppose that assumptions (H) and (H) hold. Let {x k } be the sequence generated by TMPRP method. If there exists a constant ε >  such that g k ≥ ε for all k ≥ , then we have
Proof From () and g k ≥ ε for all k, we have d k >  for all k. Therefore, u k is well defined. Define
Then we have
Since u k- and u k are unit vectors, we can write
Noting that δ k ≥ , we get
From (), (), and (H), we have
From (), (), and (), it follows that there exists a constant M  ≥  such that
Thus, from () and (), we get
which together with () completes the proof. Proof Assume that the conclusion () is not true. Then there exists a constant ε >  such that for all
The proof is divided into the following two steps.
Step I. A bound on the steps s k . We observe that for any l ≥ k,
where s j = x j+ -x j and u k is defined in Lemma .. Using the triangle inequality and u k = , we can write () as
Let be an arbitrary but fixed positive integer. It follows from Lemma . that there is an index k such that
If j > k ≥ k with j -k ≤ , then by () and Cauchy-Schwarz inequality, we have
Combining this with () yields
Step II. A bound on the direction d k . From () and (), we have
By the use of the same argument of the Case III of Theorem . in [], we can get the conclusion (). This completes the proof.
Remark . From Theorem ., we can see that the TMPRP method possesses better convergence properties than CTPRP method in [] . Since the TMPRP method converges globally for nonconvex minimization problems with a Wolfe line search, while the CTPPR method converges globally for nonconvex minimization problems with a strong Wolfe line search. We also note that the term μ|g k d k- | in the denominator of () plays an important role in the proof of Lemma ..
Numerical results
In this section, we present some numerical results to compare the performance of the TMPRP method, the CG_DESCENT method in [] and the DTPRP method in [].
• The top curve is the method that solved the most problems in a time that was within a factor τ of the best time. From Table  and Figures  and , we can see that the TMPRP method performs better than the CG_DESCENT method and the DTPRP method, thus the proposed TMPRP method is computationally efficient. 
Conclusion
This paper proposed three modified PRP conjugate gradient methods, which are some improvements of recently proposed PRP conjugate gradient methods. The global convergence of the proposed methods are established under the Wolfe line search. The effectiveness of the proposed methods have been shown by some numerical examples. We find that the performance of the TMPRP method is related to the parameter μ in β MPRP k ; therefore, how to choose a suitable parameter τ deserves further investigation.
