We present the computation of Lagrangian-based flow characterization measures for time-dependent, deformable-wall, finite-element blood flow simulations. Applicability of the algorithm is demonstrated in a fluid-structure interaction simulation of blood flow through a total cavopulmonary connection (Fontan procedure), and results are compared with a rigid-vessel simulation. Specifically, we report on several important Lagrangian-based measures including flow distributions, finite-time Lyapunov exponent fields, particle residence time, and exposure time calculations. Overall, strong similarity in Lagrangian measures of the flow between deformable and rigid-vessel models was observed.
ABBREVIATIONS AND NOTATIONS

FEM:
finite-element mesh FSI:
fluid-structure interaction FTLE:
finite time Lyapunov exponent GPU:
graphics processing unit IVC:
inferior vena cava LCSs:
Lagrangian coherent structures MET: mean exposure time PA: pulmonary artery PRT:
particle residence time SVC:
superior vena cava TCPC:
total cavopulmonary connection x:
position vector of a fluid element or particle x n : position vector of node n of FEM x Current state of the art in image-based blood flow modeling involves construction of a personalized computer model that serves as the computational domain for fluid dynamics simulation. The model geometry is derived from medical image data obtained from computed topography or MRI using local or global image processing techniques [1] [2] [3] [4] . The resulting 3D model represents a truncated section of a nominally closed-loop vascular system. Therefore, proper inflow and outflow conditions must be imposed at the model inlet(s) and outlet(s) [5] [6] [7] [8] .
The natural boundaries of the fluid domain are the vessel walls. In reality, vessel walls are compliant and interact with the blood flow. In practice, vessels are often idealized as rigid for simulation purposes. Indeed, accurate modeling of in vivo hemodynamics has a host of challenges beyond accounting for vessel wall dynamics. And in many applications, the motions of the vessel wall induced from hemodynamic forces are negligible compared with other modeling assumptions. However, in some vessels, deformation can become relatively large; for example, around 8% circumferential cyclic strain in the thoracic aorta is typical for middle-age persons [9] , and studies have demonstrated differences in wall shear stress of up to 50% at peak flow, or during exercise, in compliant aneurysms [10] . During the past several years, there has been growing progress towards modeling the interplay between vessel movement and blood flow dynamics. Several developments in FSI modeling for hemodynamics applications have been made (see, e.g., [11] [12] [13] [14] [15] ). Efforts to increase the accuracy and efficiency of computer modeling are ongoing, as with addressing physical challenges such as the assignment of variable wall properties and external tissue support [16] [17] [18] .
The aforementioned technological advances to study flow in large vessels have been directed toward improvements in modeling. The motivation behind these wide-ranging and tremendous efforts is to better understand (or possibly predict) in vivo blood flow conditions. From the practical standpoint, these models result in pressure and velocity data. The velocity data are used to characterize and deduce relevant flow information, for example, to diagnose clinically significant hemodynamic conditions such as recirculation, stagnation, mixing, separation, and impingement, associated with disease or remodeling. Proper postprocessing/interpretation of unsteady flow data is a significant challenge, however, and has received less attention than the derivation of the data itself. Common techniques for flow structure analysis are based on the identification of Eulerian measures to characterize coherent structures in the flow. Namely, vortex formation is the basis for turbulence and much of the complexity we observe in unsteady flow. Classic works in vortex identification include [19] [20] [21] .
Eulerian characterizations have been proven effective in hemodynamics analysis under steady conditions [22] . For transport analysis, it is well documented [23, 24] that instantaneous Eulerian descriptions are often inadequate in conveying the nature of particle trajectories when the flow is unsteady. This problem is compelling for cardiovascular research, where flow through large vessels is often spatially and temporally complex, because understanding transport has far-reaching importance. Lagrangian-based methods for coherent structure identification can provide a more complete and direct characterization of unsteady hemodynamics than commonly used wall shear stress metrics [25] . Other recent metrics in Lagrangian-based hemodynamics characterization include trajectory-based helicity measures [26] [27] [28] . These works demonstrate the need for trajectory-based methods in analyzing unsteady hemodynamics.
Whereas some results exist comparing FSI versus rigid-vessel hemodynamics using instantaneous Eulerian data, for example, [11, 29, 30] , to the best of our knowledge, few, if any, results exist comparing Lagrangian-based descriptions. Such comparison is compelling for at least two reasons: (1) instantaneous measures (e.g., velocity) have less direct importance to biology than the motion of the blood itself or particles transported by the blood flow and (2) small differences (e.g., modeling errors) in velocity field prediction can accumulate to large errors in predicting the actual fluid motion over time; therefore, it may be unclear how modeling assumptions, such as rigid-vessels, affect the transport topology. Our motivation is to describe the computation of Lagrangian-based criteria for flow characterization on deformable grids and to apply these methods to investigate the changes to the flow topology in deformable versus rigid-vessel hemodynamics simulations to help begin to quantify the effect of FSI to transport topology. The algorithm is described in Section 2.
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In Section 3, we present the application of the methods to a TCPC model-a surgical alteration that bypasses the heart to return venous blood directly to the PAs in patients with a single-ventricle heart defect. We explore the computation of common Lagrangian-based criteria for flow characterization such as PRT, MET, and the FTLE. The results are briefly discussed in Section 4.
METHODS
At the foundation of Lagrangian-based postprocessing is the solution of the advection equation
for a distribution of particles. If finite-sized particles are being tracked, a dynamical model can be used to solve for the particle velocity v.x, t/ from a one-way coupling with the fluid velocity/ acceleration (see, e.g., [31] ). This coupling has relatively minor consequence to the methods described herein. Otherwise, particles are treated as fluid elements (tracers), and v.x, t/ represents the fluid velocity. Velocity data is almost always given discretely in space and time, and the numerical integration of Equation (1), that is,
entails the generic steps:
A1 Specify the initial release location x p for a particle p, A2 Determine the element e.x p / in the FEM containing x p , A3 Perform interpolation(s) of the velocity in space and time, A4 Evaluate the integral in Equation (2) over a small time step t using appropriate quadrature, A5 Update particle position t in time and repeat from step A2 until t f is reached.
The main challenges with particle tracking on deformable unstructured grids are (A2) tracking which element the particle is located in and (A3) interpolating the velocity so that particle advection is consistent with the mesh deformation. Herein, it is assumed that mesh topology (connectivity) remains fixed and the nodal coordinates of the mesh, and velocity defined at each node, change over time. Modification to the algorithm for simulations where the FEM topology changes over time is discussed in Section 4. We assume tetrahedral elements because they are frequently used in finite-element formulations of image-based CFD; we comment on the use of other element types in Section 4.
Element search
As a particle is integrated, the element containing the particle must be tracked. During the integration, we can locate the bounding element using a local search starting from the element that contained the particle at the previous time step. This strategy is highly efficient. When first initializing the integration, an appropriate seed or guess element to start this local search may not be obvious. There are alternative strategies to initially locate the element containing the particle (A1 ! A2). Common methods are often based on the use of a structured auxiliary mesh approach, which may leverage an efficient tree-based storage/search paradigm. Let v be the material (absolute) fluid velocity and v m be the velocity of the mesh nodes. Both fields are defined at nodal locations x n for n D 1, : : : , N nodes , and times t q for q D 1, : : : , N outputs . Let x i n denote the nodal coordinates of element i. The subscripts for a particular element i define the connectivity. Define the relative fluid velocity u by u D v v m at all points x i n , t q in space-time. To integrate a particle p, the velocity of the particle at its current position and time, x p .t p /, is needed. For some quadrature methods, the velocity is required at multiple nearby points in space-time to approximate the change in velocity over the time step. Because this detail requires only slight algorithmic modification, a single arbitrary point in space-time is considered here. This could be adapted to maintain consistency in problems with higher order basis functions. The positions of the nodal coordinates, and hence geometries of the elements, are in general not defined at time t p . To locate the element containing x p .t p /, the nodal coordinates of the elements at time t p must be computed. These can be obtained by
where t p 2 t q , t qC1 . The solution to Equation (3) is susceptible to modeling and truncation errors. Consequentially, it is unlikely that solving Equation (3) for t p D t qC1 would give the known value for x i n .t qC1 /. To ensure consistency with the mesh movement, we instead linearly interpolate the node positions in time as
where t p 2 OEt q , t qC1 . This disregards the mesh velocity; however, this field is used in the interpolation step described in the succeeding sections. In practice, only the nodes for the guess element for the particle being considered are interpolated in time. Note that Equation (4) is consistent with the linear interpolation used to interpolate the velocity data, whereby it is assumed linear basis functions were used in the finite-element formulation.
Coordinate transformation
To determine if x p .t p / is in element i at time t p , the natural coordinates of the element can be used. Let 
Through a slight abuse of notation, we have used a local numbering subscript so that k D 1, 2, 3, 4 for x i k
, denoting the coordinates of the four nodes of tetrahedron i. Recall that x i k
.t p / are first obtained through interpolation in time by Equation (4). Equation (5) can be inverted to give
where jAj denotes the matrix determinant, and the entries of matrix A are
where .x k , y k ,´k/ are the components of x i k . The advantage of natural coordinates is that they simplify element searching (and interpolation as discussed in the next section). Point x p is in element i if
449 adjacency information, which is typically available during mesh generation or can be computed as a preprocessing step. Note that element adjacency should be ordered so the most violated condition can be matched to the correct neighbor to use as the next guess for evaluating Equations (6) and (8) .
Because boundary elements have faces that are not shared with another element, if the local search proceeds in the direction of a boundary face, the search returns a failure, indicating the point has been advected outside of the domain. This element search method converges quickly but can fail if there is no convex hull containing guess element i and element e.x p /. This almost never occurs if the CFL condition is close to, or less than, 1, which is required nonetheless for accurate integration of Equation (1) from the FEM data.
Velocity interpolation
An additional step is imposed to ensure that particle integration is consistent with the mesh deformation. The mesh is updated by the FSI solver, and nodal coordinates and velocities are output at (usually arbitrarily chosen) discrete times t q . For postprocessing, particle trajectories are solved by integration of the output field data. However, the output resolution, subsequent interpolation, or particle time-stepping scheme may not be consistent with the FSI time-stepping of the FEM mesh. This can be a problem for particles close to the wall, as it can result in significant 'leakage' of particles and hence significant errors in nearly all Lagrangian criteria used to quantify the flow topology.
To resolve this issue, a displacement velocity v d is defined at each point .x i n , t q / by the finite difference
and an augmented velocity is defined as
In this way, the integration of a particle is consistent with the deformation of the FEM as represented by the data. This approach decouples the algorithm from the underlying FSI scheme.
Once the element i containing the particle at time t p is determined using the aforementioned methods, temporal interpolation over the interval .t q , t qC1 / is used to evaluate the velocity at the nodes of element i at time t p , for example, linear interpolation yields
where ı t p D OEt p t q =OEt qC1 t q , and k D 1, 2, 3, 4. The velocity is then interpolated in space at the particle location. Volume-weighted or linear basis function interpolation methods are mathematically equivalent. Because the natural coordinates 
Runge-Kutta schemes that require velocity information at intermediate times must interpolate the velocity at locations in the neighborhood of the particle's position in space-time for each update step. These intermediate interpolations may lie in different tetrahedra. Therefore, element search(s) may be needed during the update step; however, this can be performed efficiently using the same local search method that was used to track the particle in the velocity mesh between update steps. The mesh size and temporal resolution in most applications are such that mesh and velocity data are too large for the entire time history to be loaded into memory at once; therefore, a shifting data window is required during implementation. 
Boundary treatment
Because of interpolation, some percentage of particles will cross no-slip boundaries even if time step sizes are set to satisfy the CFL restriction, and the advection scheme is consistent with the mesh displacement. For example, this can occur for rigid-vessel simulations with CFL 1. Inflow and outflow faces can be tagged, and when the local element search fails for a particle, one can difference the position data before and after the integration step to determine if it crossed (legitimately) an inlet/outlet or (illegitimately) a vessel wall. When boundary crossing occurs, the integration procedure or interpolation can be modified; for example, the step size can be adapted. The computational overhead for determining if a particle crossed a no-slip boundary becomes unwieldily in most realistic applications, and, nonetheless, adaptive step sizing or changes to 'boundary layer' interpolation functions have been proven not to be efficient or robust in our experience. It is more efficient to replace no-slip boundaries with small inward flux boundaries that effectively negate or reverse a particle's outward normal velocity component (as may be expected for when a cell or other particle collides with the vessel wall). This is performed by extracting the no-slip boundaries and computing the inward normals at each node as a preprocessing step. When velocity frames are loaded into memory during particle integration, a slight inward component is added to v m on boundary nodes. This modification has minimal overhead, only affects particles inside boundary elements, and varies smoothly to zero over the boundary element. In practice, the value can typically be set such that the local CFL condition for the flux velocity is at least three orders of magnitude less than 1; that is, a very small but finite 'inflow' is needed to prevent leakage due to truncation errors. In such cases, the advection errors introduced have been shown to be indistinguishable/negligible when compared with more rigorous but inefficient adaptive time-stepping [33] .
Initial mapping
The particle initialization (A1 ! A2) for a deformable mesh requires extra attention than for a fixed mesh. For analysis of time-dependent flows, it is common to seed multiple particle grids. For example, in the computation of FTLE, PRT, or other Lagrangian-based fields, grids of particles are released over time. For data on a fixed mesh, the initialization of the particle grid only needs to be performed once, and element location data can be reused for subsequent releases. This is important because initial cell location can be more costly than subsequent local searching methods. With deformable mesh data, one needs to adapt the release locations. Because locations in physical space change relative to the model, particles, for example, seeded over a model inlet, at one instance cannot be released at the same locations later because the location relative to the model may have changed. Initial particle locations are typically specified in physical coordinates or at least relative to the vascular model at a fixed instance in time. Therefore, when computing Lagrangian field data, each particle in the first release is located by its bounding element and corresponding natural coordinates. This information is stored, and subsequent particles are released from the same locations in natural (not physical) coordinates.
RESULTS
Here, we apply the particle tracking algorithm to a model of a TCPC, also known as the Fontan procedure, a surgery performed in the palliation of single ventricle heart defects [34, 35] . This surgery has been studied extensively by computer modeling [36] [37] [38] [39] [40] [41] , including FSI simulations [29, 30, 42] , which makes it a compelling application to compare advective transport characteristics between FSI and rigid-vessel simulations.
Model construction
A 3-year-old male patient post-Fontan surgery underwent routine clinical contrast-enhanced MRI using a 1.5T scanner. The use of this data had institutional review board (IRB) approval. Anatomic images were acquired using 3D fast gradient-recalled echo sequences during breath-hold. Resulting bright blood image stacks were used to construct an anatomically accurate computer model of the 451 TCPC using a custom version of the software package 'SimVascular' [43] . Additional imaging parameters were described in [40] .
Boundary conditions
Volumetric flow data was measured by phase-contrast (PC) MRI at the IVC and SVC using cardiac gating with respiratory compensation. The SVC volumetric flow data were mapped to the model's SVC inlet using a time-dependent uniform profile. Because respiration strongly affects the IVC flow waveform [44] , an IVC flow rate model was derived from assimilation of PC MRI velocity data and pressure tracings from catheterization. This was an iterative process whereby full simulations were used to tune the inflow waveform so that in vivo pressure tracings were replicated [45] . Threeelement Windkessel (RCR) models were coupled to the outlet faces of the PAs. The resistances and capacitances were also adjusted in the tuning iterations on the basis of pressure tracing and morphological data using methods described in [40, 46] . The vessel walls of the PAs, SVC, and the IVC Gore-Tex conduit were assigned variable wall properties. The elastic coefficient of the conduit was based on manufacturer data. Elasticity for the PAs was derived from [47] , and the IVC was assumed 10% more elastic than the PAs on the basis of the observation from the PC MRI data. Wall thickness was assigned at the inlets and outlets on the basis of vessel diameter and solved for in the interior using the Laplace equation method proposed in [42] .
Flow solver
Blood was modeled as an incompressible, Newtonian fluid by the Navier-Stokes equations. For the FSI simulation, an ALE formulation of the incompressible Navier-Stokes equations was solved using a residual-based variational multiscale FEM [48] . Details of the formulation and solution procedure were contained in [42] . The same solver was used for the rigid-vessel simulation. This solver uses a second-order generalized-˛integration scheme. Adaptive meshing was used for improved accuracy. The mesh for both rigid and deformable simulations is displayed at maximum flow in Figure 1. 
Hepatic flow distribution
Hepatic flow distribution is important for lung development in TCPC patients because of a hepatic factor present in the IVC blood [49, 50] . Clinical studies have shown that IVC flow should be well distributed to prevent the formation of pulmonary arteriovenous malformations and that correction of uneven distribution can lead to regression of pulmonary arteriovenous malformations. Because SVC and IVC flow mix at the junction, distribution of IVC blood not only cannot be determined by relative flow rate data but also depends on the junction geometry and unsteady flow dynamics. To compute flow splits for both inflow tracks, we simulated a uniform density of particles released at each inlet (IVC and SVC). Specifically, particles were released across both inlets such that particle influx was proportional to the local flow rate at each release location over time. This ensured that a spatially uniform density of particles was released into the model over time. Because the inflow was periodic, particles were only released over one cycle but were integrated over 10 cycles to ensure that all particles were flushed from the domain so their final destination (RPAs or LPAs) could be properly assessed. Results for rigid and FSI simulations are summarized in Table I . For both rigid and FSI simulations, to ensure the convergence of the results, we used two seeding densities. Distribution data were computed from seeding particles using a spacing of 500 microns and a spacing of 200 microns (more than 15-fold the original particle density). The latter resulted in several million particles released over one cycle. The maximum change in the results between the two seeding densities was 0.077%.
Finite time Lyapunov exponent/Lagrangian coherent structure computation
The computation of LCS has gained traction over the past several years for studying transport in wide-ranging fluid applications (see [51] for a review). LCSs were first applied to study blood flow in [25] and have subsequently been applied in several cardiovascular applications [33, [52] [53] [54] . LCSs are typically computed from FTLE fields. The FTLE measures the sensitivity of particle trajectories to changes in their initial position. Specifically, the flow map,
is obtained from Equation (2) using the algorithm described in Section 2. The FTLE, ƒ, is defined as
where x 0 D x.t 0 /. The FTLE field is sampled over the fluid domain by seeding a grid of particles fx 0 g that are advected from t 0 to t f by the flow
W fx.t 0 /g 7 ! fx.t /g. This enables Equation (13) to be evaluated at each initial locations x 0 . This is repeated over a sequence of times t 0 to compute the evolution of the field over time (cf. [25] ). For the TCPC model, dense grids of particles were seeded over the IVC and SVC sequentially over one period of the flow. For each seed time, the released particles were integrated for 10 cycles or until they had been flushed from the domain. The final locations of these particles were used to evaluate Equation (13) . (e.g., boundaries to vortices [57, 58] , flow separation, or attachment profiles [55, 59] , kinematic mixing [60] , etc.). Figure 2 shows cross sections of the FTLE fields in the IVC and SVC at various time points for the FSI and rigid-vessel simulation. The curves of high FTLE correspond to cross sections of 2D LCS surfaces embedded in the flow. Several of the LCSs represent boundaries between regions that are mapped to different PAs, most prominently between the LPA and RPA tracks.
Particle residence time
A common method to quantify recirculation and stagnation in cardiovascular flows is the PRT [61, 62] . This measure is thought to be clinically important because a region with poor particle clearance due to high recirculation and stagnation may lead to platelet aggregation, mural thrombus, and wall inflammation (early atheroma). Mathematically, PRT can be represented by the equation
The PRT at position x 0 at time t 0 is the minimum time needed for a particle trajectory x.t / starting at x 0 at time t 0 to leave the subset D of the fluid domain. To compute PRT for the TCPC, a dense grid of particles was seeded in the IVC and SVC at several times. The particles were integrated for 10 cycles or until they were flushed from the domain. A comparison of the FTLE and PRT fields in Figure 4 shows a strong correlation between locations of LCS and high PRT, and boundaries between various regions with distinct PRT values. Specifically, several LCSs shown represent boundaries between flow to different PAs. As such, 455 these LCSs represent attachment profiles, attaching to stagnation lines at vessel bifurcations. Therefore, particles along (or near to) these surface stagnate into the vessel wall, resulting in elevated PRT. In addition, other LCS may represent boundaries to regions of recirculation, and hence bound regions with elevated PRT values, as described in [25] .
Mean exposure time
The PRT measure does not give information on where particles travel through the domain or how long they reside in particular subsets of D. For example, it may not be clear whether locally high PRT indicates a region of stagnation, a region of recirculation, or a region where particles become entrained into subsequent low or recirculating flow. In addition, particles farther upstream will, on average, have higher PRT than those downstream because upstream particles naturally take longer to flush from any given domain. To address these issues, alternative measures of 'residence time' have been proposed. In [63] , a measure, similar to the one in [64] , was proposed to quantify the MET of regions of the vascular domain to better localize flow stasis information. To compute MET, the fluid domain is discretized into MET elements; for example, the FEM defining the velocity data can be used or an independent auxiliary mesh. Particles are advected through the domain and tracked. For each MET element, the number of particles passing through the element and how long each particle resides in the element are computed. The MET for element e was defined as
where N e is the number of 'encounters' of a particle passing through the element e, V e is the volume of element e, and N p is the total number of particles released,
and x p .t / is the position of particle p at time t . Note that a recirculating particle that revisits the same MET element contributes less than a stagnant particle that spends an equivalent time in the element because of the N e normalization. The proposed measure captures both stagnation and recirculation, with recirculation being a lower 'risk' than stagnation, as may be expected clinically. The measure is inversely proportional to the length scale of the MET element, as measured by 3 p V e , because the transit time of an element is proportional to the element length, not volume, for elements that are sufficiently small. For grids with elements highly skewed in the direction of flow, a more appropriate length scale should be used.
To compute MET in the TCPC models, the domain was seeded with particles with uniform spacing of 150 microns. Particles were released from the inlets of the SVC and IVC on the basis of the flow rate at each release location over time to ensure a uniform inflow. This resulted in slightly over 
DISCUSSION
Overall, we observed strong similarity in Lagrangian measures of the flow between FSI and rigidvessel TCPC models. Because the flow is chaotic, a pointwise comparison between the fields is not well posed. A statistical comparison could be performed (e.g., Bland-Altman analysis); however, the FTLE fields enabled us to reveal LCS, which are intrinsic structures in the flow that control mechanisms of transport. Therefore, comparison of these structures enables us to assess if there are any topological differences in the flow directly. The same LCSs were observed in the FSI and rigidvessel simulations, at least for the most well-defined structures (i.e., those with high and sharp FTLE values). The shape of a particular LCS varied slightly in some cases, but few additional (dominant) features were completely absent in one simulation or the other. Only small scale LCS in regions of high mixing varied. Because of the high sensitivity of trajectories to initial conditions (as measured by the FTLE) in these regions, the flow topology in these regions also varied, for example, from cycle to cycle. Therefore, it is difficult to attribute the differences of FTLE/LCS in such regions to vessel deformation alone. Nonetheless, because the primary LCSs were persistent between FSI and rigid-vessel simulations, the main topological features controlling transport appeared to not be significantly influenced by the vessel deformation. The similarity of the fields also gives verification that the particle tracking algorithm is properly implemented. In more highly complex flows, or flows with large vessel deformations, this may be more difficult to assess because in such cases, differences resulting from implementation errors could potentially be masked by differences in the flow physics themselves.
It is of general importance to have the capability to quantify advective processes from FSI simulation results for two main reasons. First, FSI simulations generally provide a more complete physical modeling of blood flow conditions, and in some cases are necessary to accurately model in vivo conditions. Therefore, the general importance of FSI modeling of hemodynamics simulation motivates the need to develop tools to analyze FSI data. Second, Lagrangian measures provide more direct evaluation of unsteady hemodynamics data, and in particular evaluation of inherently advectivedriven processes that are thought to be important to vascular health. For example, [25] demonstrated that LCS can be used to evaluate mechanisms for flow stagnation and recirculation; vortex formation, entrainment, detrainment, and interaction; and flow separation, attachment, and impingement in cardiovascular flow. All of these phenomena are potentially important to vascular health.
Additionally, comparison of the flow topologies directly from flow solver data, for example, velocity data or instantaneous fields derived from it, is potentially problematic because small differences in the velocity field resulting from rigid versus deformable vessel modeling may lead to large differences in particle trajectories because velocity field errors become integrated. For the application herein, a rather surprising result was that although vessel displacements around 10% were observed, this appeared to have little effect to the flow topology. It should be noted, however, that mesh displacement often results from translational motions that may have less influence to flow topology than localized strains. For the application herein, it is likely that the flow topology is dominated by vessel morphology and inflow and outflow conditions. This is consistent with previous observations of the primary importance of patient-specific modeling and physiologic boundary conditions to hemodynamics simulation [65] . This does not imply that vessel deformation has negligible influence to vascular flow topology in general.
The FTLE or PRT could have been plotted anywhere in the model for comparison. Choosing cross sections near the SVC and IVC inlet planes enabled us to display results on the basis of the advection of the particles through the 'entire' model. That is, because the divergence of a particle's trajectory between two flow fields will in general increase the longer the particle is advected, plotting FTLE 457 and PRT results near the inlet planes provided a more 'complete' comparison than choosing cross sections elsewhere in the model because PRT and FTLE values for a trajectory are plotted at the trajectory's initial location. This point is less relevant to the MET field, which by construction is derived everywhere from particle advection through the model. The flow distribution data presented in Table I were consistent with the flow distribution data presented by [18] , which were based on the solution of an advection-diffusion equation over the FEM than on particle tracking as used herein.
With regard to performance, particle tracking on deformable grids requires additional processing and memory requirements than particle tracking on a fixed mesh. For large numbers of particles typically used for Lagrangian field computations, the increase in processing primarily comes from the interpolation in time of the node coordinates of the FEM elements (lines 1-7 in Algorithm 2). In general, we noticed about a 20% increase in processing time, but this varied depending on the platform and computation. Additional processing for particle initialization and computing the augmented velocity v have less influence on the overall computation time. Particles are typically non-interacting, and integration can be readily parallelized; GPUs and accelerated processing units have become favored architectures for this task [66] . In such cases, memory overhead becomes the bottleneck. For fixed mesh computations, only the velocity data needs to be streamed. It has been our experience that this already complicates GPU-based computation for rigid-vessel particle tracking on large-scale meshes. For FSI computation, the nodal coordinates (and surface normals if boundary treatment in Section 2.4 is used) also need to be streamed. Our experience has been that these additional requirements, in addition to additional registry usage with an increased number of variables, greatly diminish GPU utilization and speedup.
The use of tetrahedral elements is common in finite-element analysis, and the algorithm used herein leverages this topology. Other element types may be used, particularly with other FSI formulations. The main change for other element types is the cell search procedure, assuming isoparametric elements. Particularly the mapping from physical to natural coordinates of the test element, that is, the analog to Equation (6), must be computed. More importantly, for other element types, there is generally not a convenient manner by which to determine a local search protocol as described in Algorithms 1 and 2. In fact, this local search protocol performs comparable with interpolation on Cartesian grids where element searching becomes trivial. For this reason, we have found it more efficient to tetrahedralize other grid types as a preprocessing step so the algorithm herein can be applied.
Here, we considered particle tracking on meshes with fixed topology. For FSI problems that involve large displacements, such as in problems with nonlinear membrane motion, buckling, or volume contraction, remeshing may be required to prevent significant skewing of the elements. For such data sets, it is difficult to interpolate velocity data between time points when the topological changes occur. That is, the element bounding any particular particle is not well defined during such time intervals because the element nodes cannot in general be interpolated in time. This problem can be addressed. Consider the velocity mesh at the latter time denoted by fy.t i C1 /g and the previous mesh as fx.t i /g. The velocity field at the nodes of grid fyg can be interpolated at time t i using the velocity field defined on fx.t i /g. If the two meshes share a majority of nodes (which is typical in remeshing), then this step can be restricted to the new nodes/elements, but this requires consistent node ordering and connectivity between remeshing.
