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I N T R O D U Z I O N E
Felix qui potuit rerum cognoscere causas.
Virgilio, Georgiche; II, 490.
Nella tesi che presentiamo si vuole condurre uno studio puntuale
e contenuto degli spazi fibrati: si partirà dalla nozione più generale
di fibrato per porre maggiore attenzione al caso dei fibrati principali,
mettendo in risalto in qualche occasione i legami con il caso notevole
e più familiare dei fibrati vettoriali. Contestualmente, ad ognuna di
queste diverse situazioni, verrà adattata opportunamente la teoria del-
le connessioni e si riformulerà in maniera conveniente la definizione
di curvatura. Gli argomenti trattati sono essenzialmente di carattere
teorico; ciononostante, essi trovano una fortunata applicazione nel-
l’ambito delle teorie di gauge in Fisica: il linguaggio della Geometria
differenziale sottostante a fibrati e connessioni risulta infatti partico-
larmente idoneo ed esaustivo per interpretare, descrivere e formulare
in chiave moderna le forze fondamentali della natura. In particolare
si darà enfasi all’interpretazione geometrica dell’Elettromagnetismo,
mentre verrà fornito solo qualche cenno al caso dell’interazione nu-
cleare forte.
? ? ?
Alle spalle della nascita e dell’evoluzione del concetto di connes-
sione vi sono ovviamente l’opera iniziale di Gauss (1877–1855), volta
a definire strumenti e metodi dello studio di curve e superfici im-
merse nello spazio euclideo ordinario, e la generalizzazione di questi
concetti a n dimensioni elaborata dal suo allievo Bernhard Riemann
(1826–1866), il quale pose così le fondamenta teoriche della Geometria
differenziale.
I primi scritti teorici che riguardano la teoria delle connessioni fe-
cero la loro comparsa intorno alla seconda metà dell’Ottocento. È del
1869 un testo pubblicato da Bruno Christoffel (1829–1900) nel quale,
studiando alcuni tipi di trasformazioni, introdusse per la prima volta
i simboli omonimi Γkij, nella notazione originale indicati con {kij}; è
opportuno notare tuttavia che questi n3 simboli non vennero in un
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primo momento riconosciuti come coefficienti che determinano una
connessione. Il grande passo nella direzione di una definizione ri-
gorosa di questi concetti è senz’altro rappresentato dall’opera della
scuola padovana di Gregorio Ricci–Curbastro (1853–1925), il quale
ebbe il merito di comprendere che i simboli di Christoffel potessero
essere utilizzati per sviluppare un calcolo differenziale indipendente
dal sistema di coordinate in uso: nacque così il cosiddetto calcolo dif-
ferenziale assoluto, elaborato tra il 1884 e il 1900. Nel 1893 vi fu una
prima memoria di Ricci–Curbastro; i principi completi e rigorosi della
teoria e dei metodi della nuova disciplina furono organizzati definiti-
vamente nel ben noto articolo del 1901, Méthodes de calcul différentiel
absolu et leurs applications1, scritto in collaborazione con il suo allievo
Tullio Levi–Civita (1873–1941).
Il contributo ulteriore di Levi–Civita alla disciplina fu l’elaborazio-
ne del concetto di trasporto parallelo2, la soluzione al problema — all’e-
poca non ancora risolto — di trovare una generalizzazione convenien-
te della nozione euclidea di parallelismo in Geometria differenziale.
Legata a questo studio è anche l’individuazione di una connessione
— in seguito denominata di Levi–Civita — che presenta specifiche pro-
prietà di simmetria (torsione nulla) e di compatibilità con la metrica.
Rimasto inizialmente nell’ombra, fu con l’avvento della teoria della
Relatività generale (1916) che il grande lavoro dei due matematici ita-
liani — fino ad allora sviluppato formalmente senza una evidente
interpretazione geometrica — mostrò tutta la sua potenza espressiva,
imponendosi come strumento non solo utile ma indispensabile tanto
alla Matematica quanto alla Fisica3.
A questo punto la teoria delle connessioni poteva dunque dirsi
pressocché affermata nella comunità matematica dell’epoca e nello
stesso periodo per la prima volta fece la sua comparsa il termine con-
nessione in Reine Infinitesimal Geometrie, pubblicato da Hermann Weyl
(1885–1955) nel 1918. Da qui in poi si aprì una nuova fase per la di-
sciplina, volta a generalizzare le strutture che si erano venute fino ad
allora a definire; fecondo, a questo proposito, risultò l’incontro della
Geometria differenziale con la teoria dei gruppi di Lie, elaborata da
Sophus Lie (1842–1899), avvenuto contemporaneamente ai lavori di
Felix Klein (1849–1925) di riorganizzazione delle conoscenze geome-
triche sulla base del suo ben noto programma di Erlangen, nel quale
pure la teoria dei gruppi assunse un ruolo fondamentale. Spiccano in
questo contesto gli studi sulla ricerca di una soddisfacente estensione
della teoria delle connessioni, condotti indipendentemente da Weyl e
1 Mathematische Annalen; vol. 54, 1–2, pp. 125–201; 1901.
2 Nozione di parallelismo in una varietà qualunque e conseguente specificazione geometrica
della curvatura riemanniana, Rendiconti del Circolo Matematico di Palermo; vol. 42,
pp. 173–205; 1917.
3 A tal proposito, ad una conferenza del 1949, Weyl sottolineò che se la Relatività
ristretta suscitò forte impressione tra i fisici e meno tra i matematici la teoria della
Relatività generale provocò invece la reazione opposta.
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da Élie Cartan (1869–1951), i quali furono motivati anche dagli spunti
loro offerti dalla nuova teoria di Einstein (1879–1955); il secondo, in
particolare, si occupò anche di adeguare al nuovo quadro teorico il
concetto di curvatura.
La lacuna teorica per raggiungere questa generalizzazione fu tutta-
via colmata solo intorno alla metà del secolo scorso, con l’introduzio-
ne degli spazi fibrati (o fibrati generali) da parte di Charles Erhesmann
(1905–1979) e di Jean–Louis Koszul (1921–2018)4: in questo modo il
primo, allievo di Cartan, diede una definizione rigorosa dei cosiddet-
ti spazi generalizzati già elaborati dal suo maestro. È in questi lavori,
risalenti agli anni tra il 1941 e il 1944, che viene per la prima volta defi-
nito un fibrato principale5. L’estensione della teoria delle connessioni
fu presentata nel 1951, quando Ehresmann pubblicò Les connexions
infinitésimales dans un espace fibré différentiable; in questo lavoro egli
definisce le cosiddette connessioni infinitesimali, poi affermatesi in
letteratura con il nome più comune di connessioni di Ehresmann; a que-
sti sottospazi, nel caso si consideri un fibrato principale, egli impose
l’ulteriore condizione di essere invarianti sotto l’azione del gruppo.
Nel secondo dopoguerra furono molti a occuparsi di porre in for-
ma organica tutti i risultati conseguiti, tra cui Chern (1911-2004) e
Steenrod (1910–1971), il quale oltre a chiarire i fondamenti topologici
della teoria dei fibrati, ha dato importanti contributi alla loro classifi-
cazione: da allora è questo il quadro teorico standard di riferimento,
relativamente a questi argomenti, della moderna Geometria differen-
ziale.
? ? ?
Il contenuto del presente lavoro è suddiviso in due parti princi-
pali, la prima (capitoli 1–3) di carattere teorico e matematico, la
seconda (capitoli 4–5) di natura applicativa e di argomento fisico.
Lo scopo della prima parte dell’elaborato è di entrare nel dettaglio
dello studio di fibrati, connessioni e curvatura e, ovviamente, di pre-
sentare gli oggetti matematici protagonisti della seconda parte della
tesi.
La peculiarità del capitolo 1 consiste nel costituire una premessa
indispensabile ai successivi due capitoli, in particolare il terzo. Trova-
no qui luogo, infatti, gli elementi essenziali della teoria dei gruppi di
Lie, una particolare tipologia di gruppi che presentano una duplice
anima, algebrica in quanto gruppi e geometrica in quanto varietà dif-
ferenziabili. Si presenterà la nozione di algebra di Lie e si vedrà che
4 Se ne occuparono contemporaneamente anche Whitney, Hopf, Stiefel e Pontrjagin.
5 Fu sempre Ehresmann nel 1943 a dare per la prima volta, in Sur les éspaces fibrés
associés à une variété différentiable, la definizione (attuale) di varietà differenziabile
attraverso la struttura di un atlante di carte locali.
4 introduzione
ad un gruppo di Lie resta associata naturalmente la sua algebra di Lie,
identificabile con lo spazio tangente al gruppo (inteso come varietà)
nel suo elemento neutro. Essa viene tuttavia definita a partire dai
campi vettoriali del gruppo, come l’insieme dei campi dotati di una
particolare proprietà di invarianza: questa definizione permette di ri-
cavare una serie di importanti risultati che mostrano come gruppo e
relativa algebra siano due concetti strettamente collegati tra loro.
A partire dal capitolo 2 si entra negli argomenti che sono l’og-
getto del presente lavoro. Qui trova spazio la generalizzazione delle
nozioni di fibrato, di connessione e di curvatura rispetto alle classiche
definizioni che si danno nel caso dei fibrati vettoriali. I fibrati gene-
rali estendono i fibrati vettoriali nel senso che la fibra tipica non è
più uno spazio vettoriale fissato ma sarà in generale una varietà dif-
ferenziabile. Più delicato risulta estendere la teoria delle connessioni:
partendo dal fibrato tangente al fibrato in questione è sempre possi-
bile definire in modo canonico un suo sottofibrato — la collezione
degli spazi tangenti alle fibre —. Una connessione di Ehresmann con-
siste nella scelta di un sottofibrato complementare al primo: essa è
dunque una distribuzione sul fibrato tangente del fibrato considerato.
È conveniente avere, inoltre, una definizione alternativa ed equivalen-
te che si ottiene ricorrendo al linguaggio delle forme differenziali a
valori vettoriali. Conseguentemente si procede a generalizzare la no-
zione di curvatura; la definizione che verrà data metterà in relazione
tale concetto con la proprietà di involuzione della connessione, intesa
come distribuzione.
L’ambiente fin qui presentato si arricchisce ulteriormente conside-
rando un gruppo di Lie che agisca su ciascuna fibra tipica del fibrato
(capitolo 3). Se si richiede, in più, che la stessa fibra sia una co-
pia del gruppo di Lie in questione (nel qual caso si parla di fibrato
in gruppi) allora si ottiene quello che viene chiamato un fibrato prin-
cipale. La più generale definizione di connessione Ehresmann viene
adattata al contesto in esame specificando il comportamento dei sot-
tospazi della distribuzione sotto l’azione del gruppo di Lie (connes-
sione principale); analogamente a quanto fatto nel precedente capitolo,
verrà data una seconda definizione di connessione come forma diffe-
renziale, qui utilizzata in maniera sistematica. Anche la definizione
di curvatura verrà modificata di conseguenza ricorrendo alle forme
pseudotensoriali e alla derivata covariante esterna: centrali — anche
per il contenuto della seconda parte — sono l’equazione di struttura
di Cartan, che fornisce l’espressione della forma di curvatura, e l’i-
dentità di Bianchi. Si concluderà l’argomento dando una descrizione
di come sia possibile, dato un fibrato principale, associare a questo un
fibrato generale e come si possa su quest’ultimo definire una connes-
sione a partire dalla connessione, eventualmente presente, sul fibrato
principale di partenza. Un caso notevole, ad esempio per questioni
fisiche, è quello di un fibrato vettoriale associato ad un fibrato princi-
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pale; se si parte invece da un fibrato vettoriale si vedrà come è ad esso
canonicamente associato un determinato fibrato principale, il fibrato
dei riferimenti.
Nella seconda parte della tesi trova luogo l’applicazione di alcune
nozioni esaminate in quella precedente nell’ambito della Fisica teo-
rica, in particolare alla descrizione attraverso le teorie di gauge delle
forze fondamentali presenti in natura. In questa parte, i cui conte-
nuti andremo a dettagliare di seguito dando contemporaneamente
una breve idea della teoria sottostante, l’enfasi è data all’interpretazio-
ne matematica, soffermando l’attenzione precipuamente sugli aspetti
geometrici degli argomenti trattati, talvolta a scapito del rigore fisi-
co che — nei limiti della nostra sensibilità — si è tuttavia cercato di
preservare.
Per descrivere lo stato di un fotone non è sufficiente indicarne le
sole coordinate spaziotemporali (t,~x): occorre assegnare anche un
angolo che esprima la polarizzazione del campo elettromagnetico; è
quindi necessario associare ad ogni punto dello spaziotempo una co-
pia della circonferenza unitaria S1 ∼= U1(C). La collezione di queste
copie (le fibre) del gruppo U1(C) non è altro che un fibrato principale.
I campi fisici vengono di conseguenza reinterpretati in quest’ottica
come sezioni di un fibrato vettoriale — nel caso specifico di rango
unitario — associato al fibrato principale. Dal momento che le leggi
della Fisica coinvolgono anche derivate si rivela poi indispensabile
trovare un’opportuna nozione di derivazione: per questo motivo ver-
rà introdotta una 1-forma di connessione (a valori nell’algebra di Lie
di U1(C)) attraverso cui sarà possibile derivare in un senso che in
Fisica viene detto covariante, ossia in grado di preservare l’invarianza
delle leggi fisiche nella loro forma. In termini un po’ iconici si po-
trebbe affermare che la presenza di un campo produce, per così dire,
una distorsione nell’allineamento relativo delle fibre; l’oggetto mate-
matico in grado di misurare tale distorsione è la forma (o tensore)
di curvatura associata alla connessione introdotta: per questo motivo
si può concludere che la curvatura — oggetto teorico introdotto dalla
Matematica, pertanto non direttamente visibile — si manifesta a noi fi-
sicamente assumendo le sembianze di un campo di forze. Per quanto l’idea
di fondo sia simile a quanto accade in Relatività generale, bisogna
tuttavia notare che nella teoria di Einstein la forza del campo gravita-
zionale si manifesta come curvatura dello spaziotempo stesso, mentre
nel caso della teoria di gauge qui presa come esempio è la distorsio-
ne dello spazio degli stati (le diverse fibre) a dare origine al campo:
nonostante ogni fibra sia associata ad un punto dello spaziotempo,
questo può comunque restare piatto (può avere cioè curvatura nulla).
Nel caso in cui l’azione sia esercitata dal gruppo di Lie (abeliano)
U1(C), la teoria di gauge che si produce è abeliana e, opportunamen-
te interpretata, fornisce la descrizione dell’interazione elettromagnetica:
questa analisi è condotta entro il capitolo 4. Se il gruppo di gauge
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è SU2(C) si ottiene una teoria di gauge non abeliana che, nelle inten-
zioni originali della sua elaborazione, aveva la speranza di descrive-
re l’interazione nucleare forte, pretesa ormai superata con la moderna
teoria di gauge di gruppo SU3(C), ove la scelta del gruppo è motiva-
ta dalla scoperta delle particelle subnucleari denominate quark: un
breve cenno a queste due teorie e alla nascita del cosiddetto Modello
standard è dato nel capitolo 5, a chiusura della tesi.
N O TA Z I O N I
Riportiamo qui alcune precisazioni in merito alla notazione e alla
simbologia utilizzate. Siano, nel seguito, M una varietà differenziabi-
le e K un campo.
Sn sfera n-dimensionale unitaria (Sn ⊂ Rn+1)
In matrice identità di ordine n
AH trasposta coniugata della matrice A
Mn(K)
anello delle matrici di ordine n
a coefficienti in K
GLn(K), gln(K)
gruppo lineare di ordine n a coefficienti
in K e relativa algebra di Lie
SLn(K), sln(K)
gruppo lineare speciale di ordine n
a coefficienti in K e relativa algebra di Lie
Un(K), un(K)
gruppo unitario di ordine n
a coefficienti in K e relativa algebra di Lie
SUn(K), sun(K)
gruppo unitario speciale di ordine n
a coefficienti in K e relativa algebra di Lie
E(M) sezioni del fibrato E su M
X(M) spazio dei campi vettoriali su M
XD
spazio delle sezioni locali
della distribuzione D
Ωk(M) spazio delle k-forme differenziali su M
Ωk(M; E)
spazio delle k-forme differenziali su M
a valori vettoriali nel fibrato E
C∞(M) (salvo diverso avviso denoterà) C∞(M;R).

1
E L E M E N T I D I T E O R I A D E I G R U P P I D I L I E
In questo Capitolo iniziale si vogliono introdurre i fon-
damentali della teoria dei gruppi di Lie, strumento indi-
spensabile per trattare la struttura — più specifica, nel-
l’ambito degli spazi fibrati — dei fibrati principali, a loro
volta essenziali nella descrizione delle applicazioni alla Fi-
sica proposte nella seconda parte del presente lavoro. Nel
dettaglio, si vedrà la definizione di gruppo di Lie, passan-
do in rassegna, successivamente, il concetto di algebra di
Lie e una serie di risultati che evidenziano il legame pro-
fondo che vige tra un gruppo di Lie e la propria algebra
di Lie. La stesura del Capitolo è finalizzata a fornire un
elenco completo — seppur minimale — degli strumenti
annunciati: non troveranno luogo, di conseguenza, le di-
mostrazioni di tutti i risultati proposti; per quelle omesse
è comunque esplicitamente indicato il relativo riferimento
bibliografico.
1.1 gruppi di lie
Iniziamo col presentare i gruppi di Lie, particolari gruppi che, al-
la loro natura algebrica coniugano un’essenza geometrica data dalla
struttura di varietà differenziabile. Verrà chiarita la terminologia che
si usa nell’ambito di un’azione, da parte di un gruppo di Lie, su una
varietà.
1.1.1 Definizioni ed esempi
Definizione 1.1. Un gruppo di Lie G è un gruppo dotato di una struttu-
ra di varietà differenziabile tale per cui le operazioni di gruppo — pro-
dotto G × G → G e inverso G → G — siano funzioni differenziabili
o, equivalentemente, sia di classe C∞ la mappa
G× G → G
(g, h) 7→ gh−1.
Di seguito alcuni esempi classici di gruppi di Lie.
Esempio 1.2. Rn inteso come gruppo additivo, il gruppo moltiplicati-
vo R× e ogni spazio vettoriale finito dimensionale, con la struttura
differenziabile data dalla scelta di una base, sono tutti gruppi di Lie.
10 elementi di teoria dei gruppi di lie
Esempio 1.3. Si consideri il gruppo unitario U1(C), costituito dai com-
plessi di modulo unitario:
U1(C) = {z ∈ C | |z| = 1} = {(a, b) ∈ R2 | a2 + b2 = 1}
= {eiφ | φ ∈ R} = S1.
Da qui la duplice natura di U1(C): algebrica in quanto gruppo e
geometrica in quanto identificato con la varietà S1 (la circonferenza
unitaria in R2): i complessi di modulo 1 formano dunque un gruppo
di Lie, essendo le operazioni di gruppo di classe C∞.
Analogamente, si possono considerare i quaternioni di modulo uni-
tario: ricordando che questi costituiscono un gruppo (moltiplicativo)
isomorfo1 a SU2(C), si ha
SU2(C) ∼= {z ∈H | |z|2 = 1}
= {(a, b, c, d) ∈ R4 | a2 + b2 + c2 + d2 = 1} = S3.
Il gruppo (algebrico) dei quaternioni unitari eredita quindi dalla sfera
tridimensionale una struttura (geometrica) di varietà e, al contempo,
la sfera acquista struttura di gruppo non abeliano; anche SU2(C) è
pertanto un gruppo di Lie (non commutativo).
Esempio 1.4. Anche GLn(R) è, per ogni intero n ≥ 1, un gruppo di
Lie: è infatti sia varietà di dimensione n2 sia gruppo (non abeliano),
inoltre prodotto e inverso, coinvolgendo solo le operazioni elementari,
sono funzioni differenziabili.
Definizione 1.5. Siano G, H gruppi di Lie. Un omomorfismo di gruppi
di Lie è un’applicazione differenziabile f : G → H che sia un omo-
morfismo di gruppi; se f è diffeomorfismo e isomorfismo di gruppi
allora è un isomorfismo di gruppi di Lie. Un isomorfismo di un gruppo
di Lie in sé è detto automorfismo.
Definizione 1.6. Sia G un gruppo di Lie e sia h ∈ G. Si definiscono
traslazione sinistra e traslazione destra rispettivamente le mappe
Lh : G → G Rh : G → G
g 7→ Lh(g) = hg g 7→ Rh(g) = gh,
mentre il coniugio è la mappa Ch : G → G definita da Ch(g) = hgh−1,
per ogni g ∈ G.
Osservazione 1.7. Si noti che pur essendo diffeomorfismi, le traslazioni
destra e sinistra non sono isomorfismi di gruppi di Lie in quanto non
1 I quaternioni ammettono una rappresentazione matriciale data da
H 3 z = a + bi + cj + dk↔
[
a + ib c + id
−c + id a− ib
]
= Az ∈ M2(C),
e si può facilmente verificare la relazione det Az = |z|2, da cui segue
immediatamente l’isomorfismo in questione.
1.1 gruppi di lie 11
sono morfismi di gruppo; il coniugio è invece automorfismo di G. Si
osservi anche che Rg ◦ Lh = Lh ◦Rg, mentre Cg = Rg−1 ◦ Lg = Lg ◦Rg−1
e Cgh = Cg ◦ Ch, per ogni g, h ∈ G.
Definizione 1.8. Sia G un gruppo di Lie e sia H 6 G un suo sotto-
gruppo in senso algebrico. Se H è anche sottovarietà (embedded) di G
allora si dirà che H è sottogruppo di Lie regolare di G; se H ha struttura
di sottovarietà immersa rispetto alla quale è un gruppo di Lie (ovvero
rispetto a cui il prodotto e l’inverso in H siano differenziabili), allora
si dirà che H è sottogruppo di Lie di G.
Osservazione 1.9. Se H è sottogruppo di Lie regolare di G allora auto-
maticamente le operazioni di gruppo sono differenziabili anche su H,
quindi H con la sua struttura di varietà è a sua volta un gruppo di
Lie.
Esempio 1.10. Dal momento che det : GLn(R) → R non ha punti
critici, SLn(R) = det−1({1}) è sottovarietà (embedded) di GLn(R)
di dimensione n2 − 1. Essendo poi SLn(R) = ker(det) E GLn(R),
segue che il gruppo lineare speciale è sottogruppo di Lie regolare di
GLn(R).
1.1.2 Azioni di gruppi di Lie su varietà
Definizione 1.11. Siano G un gruppo di Lie e M una varietà. Un’azione
(differenziabile) sinistra di G su M è un’applicazione ϑ : G ×M → M
di classe C∞ tale che
ϑ (g1, ϑ(g2, p)) = ϑ(g1g2, p), ϑ(e, p) = p, (1.1)
per ogni g1, g2 ∈ G e per ogni p ∈ M, e essendo l’elemento neutro del
gruppo G. Analogamente, un’azione (differenziabile) destra di G su M
è un’applicazione $ : M× G → M di classe C∞ tale che
$ ($(p, g1), g2) = $(p, g1g2), $(p, e) = p,
per ogni g1, g2 ∈ G e per ogni p ∈ M. Si definiscono anche le mappe
ϑg : M → M e $g : M → M rispettivamente con le posizioni ϑg(p) =
ϑ(g, p) e $g(p) = $(p, g).
Un G-spazio è una varietà su cui agisce il gruppo di Lie G (da
sinistra o da destra).
Osservazione 1.12. È facile verificare che se $ : M×G → M è un’azione
destra, allora ϑ : G×M→ M ottenuta ponendo ϑ(g, p) = $(p, g−1) è
un’azione sinistra, pertanto ogni risultato valido per azioni destre lo
è anche per le azioni sinistre e viceversa: in virtù di ciò nel seguito si
parlerà di sole azioni sinistre.
Osservazione 1.13. Se ϑ : G × M → M è azione del gruppo di Lie G
sulla varietà M le proprietà (1.1) si possono riscrivere come
ϑg1 ◦ ϑg2 = ϑg1g2 , ϑe = idM,
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da cui segue immediatamente che, per ogni g ∈ G, ϑg è diffeomorfi-
smo con inversa ϑ−1g = ϑg−1 , e che la mappa g 7→ ϑg è morfismo del
gruppo G nel gruppo (Diff(M), ◦) dei diffeomorfismi di M in sé.
Definizione 1.14. Sia ϑ : G×M → M un’azione di un gruppo di Lie
G su una varietà M. Lo stabilizzatore (o gruppo d’isotropia) Stabp di
un punto p ∈ M è il sottogruppo di G costituito dagli elementi di G
che fissano p, ossia Stabp = {g ∈ G | ϑg(p) = p} 6 G. L’orbita di un
punto p ∈ M è l’insieme O(p) = {ϑg(p) | g ∈ G} ⊂ M, dei punti di
M raggiunti a partire da p sotto l’azione di G.
Facilmente si verifica che l’appartenenza ad una medesima orbita
costituisce una relazione di equivalenza su M e pertanto le orbite
(ossia le classi d’equivalenza) determinano una partizione di M; lo
spazio quoziente rispetto a tale equivalenza si denota con M/G.
Definizione 1.15. Diremo che l’azione è transitiva — o che G agisce
transitivamente su M — se esiste un’unica orbita, ossia se presi comun-
que p, q ∈ M, esiste g ∈ G tale che ϑg(p) = q; in tal caso si dirà che
M è uno spazio G-omogeneo.
L’azione è detta libera — o G agisce liberamente su M — se per ogni
p ∈ M si ha Stabp = {e} (o, equivalentemente, ϑg(p) 6= p, per ogni
p ∈ M, g 6= e).
Un’azione è detta fedele — o si dirà che G agisce fedelmente su M —
se da ϑg1 = ϑg2 segue g1 = g2.
Esempio 1.16. Un gruppo di Lie G agisce su se stesso per traslazione
sinistra e per coniugio. L’azione per traslazione sinistra è data da
L : G × G → G, L(g, h) = Lg(h) = gh, per ogni g, h ∈ G ed è libera.
L’azione per coniugio C : G × G → G è data da C(g, h) = Cg(h) =
ghg−1 per ogni g, h ∈ G, e si ha Stabh = {g ∈ G | gh = hg}, per ogni
h ∈ G, quindi non è libera.
1.2 algebre di lie
Passiamo a indagare la nozione di algebra di Lie associata ad un
gruppo di Lie, una struttura che si identifica con lo spazio tangente al
gruppo nel suo elemento neutro. Si vedranno il legame tra particolari
sottogruppi di un gruppo di Lie e particolari campi vettoriali su di
esso definiti e il ruolo della mappa esponenziale.
1.2.1 Definizioni ed esempi
Definizione 1.17. Un’algebra di Lie è uno spazio vettoriale V su un
campo K dotato di un’operazione binaria [·, ·] : V × V → V che
soddisfa le seguenti proprietà per ogni u, v, w ∈ V e α, β ∈ K:
i. [v, w] = −[w, v] (antisimmetria);
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ii. [αu + βv, w] = α[u, w] + β[v, w] ((bi)linearità);
iii. [u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0 (identità di Jacobi).
Definizione 1.18. Se V, W sono algebre di Lie, un morfismo di alge-
bre di Lie è un morfismo di spazi vettoriali f : V → W compatibile
con l’operazione [·, ·], ossia tale che [ f (u), f (v)] = f ([u, v]), per ogni
u, v ∈ V.
Esempio 1.19. Se A è un’algebra non commutativa su un campo K vi
si può porre una struttura di algebra di Lie introducendo il commu-
tatore
[·, ·] : A× A→ A
(X, Y) 7→ [X, Y] = XY−YX,
che soddisfa le tre proprietà della Definizione 1.17. Nel caso A =
Mn(K) l’algebra di Lie ottenuta con questa operazione è denotata con
gln(K).
Esempio 1.20. Lo spazio X(M) dei campi vettoriali su una varietà M
dotato delle classiche parentesi di Lie è un’algebra di Lie.
Definizione 1.21. Un campo vettoriale X ∈ X(G) su un gruppo di
Lie G è detto invariante a sinistra se si ha dLh(X) = X per ogni h ∈ G,
ovvero se per ogni h, x ∈ G vale d(Lh)x(Xx) = Xhx = XLh(x). Analoga
definizione per l’invarianza a destra.
Lemma 1.22. Sia G un gruppo di Lie di elemento neutro e ∈ G. Valgono
le seguenti affermazioni:
(i) se X, Y ∈ X(G) sono invarianti a sinistra, allora anche [X, Y] lo è;
(ii) la mappa X 7→ Xe è isomorfismo tra il sottospazio di X(G) dei campi
vettoriali invarianti a sinistra e lo spazio tangente TeG.
Dimostrazione. (i) È noto che diffeomorfismi e parentesi di Lie siano
compatibili2, ed essendo Lh diffeomorfismo si ha, per ogni h ∈ G,
dLh[X, Y] = [dLh(X), dLh(Y)] = [X, Y], dove l’ultima uguaglianza
segue dall’ipotesi di invarianza a sinistra fatta su X, Y. Si noti che se
X, Y sono invarianti a sinistra anche X+Y e λX, λ scalare, lo sono per
la linearità di dLh, quindi i campi invarianti a sinistra costituiscono
uno spazio vettoriale che, dotato dell’operazione [·, ·], presenta una
struttura di algebra di Lie.
(ii) Sia X ∈ X(G) invariante a sinistra: per ogni h, x ∈ G il differen-
ziale d(Lh)x : TxG → ThxG mappa Xx 7→ Xhx. Prendendo x = e si
ottiene Xh = d(Lh)e(Xe), per ogni h ∈ G, ovvero il valore del campo
X è determinato in ogni punto dal valore che assume in e. Se Xe = 0,
allora Xh = 0 per ogni h ∈ G, ossia X è il campo nullo, e questo pro-
va l’iniettività. Per la suriettività, preso v ∈ TeG, è sufficiente porre
2 Vedi ad esempio [1], p. 160; Lemma 3.4.9.
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Xx = d(Lx)e(v) per ogni x ∈ G. Un tale campo X vale v in e ed è in-
variante a sinistra: da Lhx = Lh ◦ Lx segue d(Lhx)e = d(Lh)x ◦ d(Lx)e,
e quindi
d(Lh)x(Xx) = d(Lh)x (d(Lx)e(v)) = d(Lhx)e(v) = Xhx
e si conclude.
Definizione 1.23. Sia G un gruppo di Lie con elemento neutro e ∈ G.
Per ogni v ∈ TeG denotiamo con Xv ∈ X(G) l’unico campo vettoriale
invariante a sinistra tale che Xv(e) = v. Chiamiamo algebra di Lie del
gruppo di Lie G — e la indicheremo con g — lo spazio vettoriale TeG
dotato dell’operazione [·, ·] : TeG × TeG → TeG definita da [v, w] =
[Xv, Xw](e).
Osservazione 1.24. In particolare si ha dim g = dim TeG = dim G.
Definizione 1.25. Una sottoalgebra di un’algebra di Lie g è un sotto-
spazio vettoriale h di g chiuso rispetto a [·, ·] (ossia [v, w] ∈ h, per ogni
v, w ∈ h).
Esempio 1.26. Dal Lemma 1.22 segue che quella dei campi vettoriali
invarianti a sinistra su un gruppo di Lie G è una sottoalgebra di Lie
di X(G).
Definizione 1.27. Sia G un gruppo di Lie di dimensione n di algebra
di Lie g e sia B = {v1, . . . , vn} una base di g inteso come spazio vet-
toriale. Allora per ogni i, j = 1, . . . , n devono esistere dei coefficienti
ckij ∈ R tali che [vi, vj] = ckijvk, detti costanti di struttura di g rispetto
alla base B.
Lemma 1.28. Siano G, H gruppi di Lie di algebre di Lie rispettivamente
g, h e sia F : G → H un omomorfismo di gruppi di Lie. Allora dFe : g→ h
è un morfismo di algebre di Lie.
Dimostrazione. Si veda [1], p. 162; Lemma 3.5.7.
1.2.2 Sottogruppi a un parametro e applicazione esponenziale
Definizione 1.29. Sia G un gruppo di Lie connesso. Un sottogruppo a
un parametro di G è un’applicazione σ : R → G di classe C∞ che sia
un omomorfismo del gruppo additivo dei numeri reali nel gruppo G;
si avrà pertanto, per ogni t, s ∈ R,
σ(0) = e, σ(t + s) = σ(t)σ(s).
Teorema 1.30. Sia G un gruppo di Lie con algebra di Lie g e, dato ξ ∈ g,
sia X ∈ X(G) il campo vettoriale su G invariante a sinistra tale che Xe = ξ;
valgono le seguenti affermazioni:
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(i) la curva integrale di X uscente da e è un sottogruppo a un parametro
di G;
(ii) se σ : R → G è un sottogruppo a un parametro di G con σ′(0) = ξ,
allora σ è la curva integrale di X uscente da e.
Dimostrazione. (i) Preso ε > 0, sia σ : (−ε, ε)→ G una curva integrale
del campo invariante a sinistra X ∈ X(G) uscente da e, e si conside-
ri la curva γ : (−ε, ε) → G definita da γ(t) = σ(t0)σ(t), per ogni
t0 ∈ (−ε, ε) fissato. La tesi segue se si prova che γ(t) = σ(t0 + t).
Anzitutto si verifica che γ è curva integrale di X: infatti, osservando
che γ(t) = σ(t0)σ(t) = Lσ(t0)(σ(t)), si ha
γ′(t) = d(Lσ(t0))σ(t)(σ
′(t)) = d(Lσ(t0))σ(t)(Xσ(t)) = X(γ(t)),
avendo usato nell’ultima uguaglianza l’invarianza a sinistra di X; tale
curva è uscente da γ(0) = σ(t0)e = σ(t0). Per l’unicità delle curve in-
tegrali si conclude quanto si voleva e che quindi σ(t0 + t) = σ(t0)σ(t).
Si noti che la curva γ estende σ all’intervallo (−2ε, 2ε): iterando que-
sto procedimento si riesce così a definire la curva integrale del campo
X su tutto R.
(ii) Sia σ un sottogruppo a un parametro di G tangente a Xe = ξ in









′(t))|t=0 = d(Lσ(t0))e(ξ) = Xσ(t0),
di nuovo per l’invarianza di X nell’ultima uguaglianza. Pertanto si
conclude che σ è la curva integrale del campo X (uscente da e per
definizione).
In altri termini, i sottogruppi a un parametro di G sono le curve
integrali dei campi vettoriali su G invarianti a sinistra: per ogni ξ ∈ g
esiste un unico sottogruppo a un parametro σξ : R → G tale che
σ′ξ(0) = ξ, che è la curva integrale di X uscente da e.
Definizione 1.31. Sia G un gruppo di Lie. Dato ξ ∈ g, la curva
integrale σξ : R → G uscente da e del campo vettoriale X ∈ X(G)
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invariante a sinistra tale che Xe = ξ è detta sottogruppo a un parametro
generato da ξ. Si definisce applicazione esponenziale3 di G la mappa
exp : g→ G
ξ 7→ exp(ξ) := σξ(1).
Osservazione 1.32. È facile verificare che, per s ∈ R fissato, la posizione
t 7→ σξ(st) definisce un sottogruppo a un parametro tangente a sξ
in t = 0: si può quindi scrivere exp(sξ) = σξ(s). Risulta quindi
chiaro che tutti i sottogruppi a un parametro di G sono della forma
t 7→ σξ(t) = exp(tξ), per un opportuno ξ ∈ g e che, viceversa, la
curva integrale del campo invariante a sinistra X ∈ X(G) uscente da
e ed ivi tangente a Xe = ξ ∈ g è data da t 7→ exp(tξ). In particolare
t 7→ exp(tξ) è morfismo di (R,+) in G.
L’applicazione esponenziale gode di diverse proprietà, delle quali
raccogliamo alcune nella seguente
Proposizione 1.33. Sia G un gruppo di Lie con algebra di Lie g. Valgono
le seguenti proprietà:
(i) l’applicazione esponenziale exp : g→ G è di classe C∞;
(ii) il differenziale dell’applicazione esponenziale nel vettore nullo4 0g di
g, d exp0g : g→ g, è l’identità idg;
(iii) exp è un diffeomorfismo tra un intorno di 0g ∈ g e un intorno di
e ∈ G;
(iv) se F : G → H è un omomorfimo di gruppi di Lie e h denota l’algebra







G F // H
è commutativo: exp ◦dFe = F ◦ exp;
3 Il nome deriva dal caso notevole G = GLn(R), gruppo di Lie di algebra di Lie
g = gln(R), caso in cui ponendo σX(t) = etX si definisce effettivamente un sotto-
gruppo a un parametro tale che σ′X(0) = X; l’applicazione esponenziale di GLn(R) è,
cioè, l’usuale esponenziale di matrici. Analogamente, nel caso GL(V), con V spazio








per ogni A ∈ gl(V) = End(V).
4 Si sono identificati il dominio — lo spazio tangente a g in 0g — e il codominio — lo
spazio tangente a G in exp(0g) = σ0g (1) = e — con la stessa g.
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(v) il flusso σt del campo vettoriale X ∈ X(G) invariante a sinistra tale
che Xe = ξ è dato dalla moltiplicazione a destra per exp(tξ), ossia
σt = Rexp(tξ); in altri termini: se σt(g) denota la curva integrale di X
uscente da g, allora si ha σt(g) = Rexp(tξ)(g) = g exp(tξ), per ogni
g ∈ G.
Dimostrazione. Si veda [1], pp. 166–167; Prop. 3.6.6.
Osservazione 1.34. Osserviamo che se G è un gruppo di Lie abeliano,
allora la sua algebra di Lie g è abeliana (ossia vale [ξ , η] = 0, per ogni
ξ , η ∈ g). Infatti, se X, Y sono due campi vettoriali di flussi rispettiva-
mente ϑt,ψs, è noto che [X, Y] = 0 se, e solo se, ϑt ◦ ψs = ψs ◦ ϑt per
ogni t, s per cui i due flussi sono definiti. Se X, Y ∈ X(G) sono inva-
rianti a sinistra e tali che Xe = ξ , Ye = η, per il punto (v) della Propo-
sizione 1.33 sappiamo che ϑt(g) = g exp(tξ) e che ψs(h) = h exp(sη),
per ogni g, h ∈ G. Poiché exp(tξ) exp(sη) = exp(sη) exp(tξ), si ha
quindi per ogni g ∈ G
ϑt(ψs(g)) = ψs(g) exp(tξ) = g exp(sη) exp(tξ)
= g exp(tξ) exp(sη) = ϑt(g) exp(sη) = ψs(ϑt(g)).
Ma allora [ξ , η] = [X, Y](e) = 0, per ogni ξ, η ∈ g. In particolare le
costanti di struttura di g sono nulle.
1.3 ulteriori nozioni su gruppi e algebre di lie
Concludiamo mostrando alcuni risultati che rivelano l’intimo lega-
me che intercorre tra un gruppo di Lie e la sua algebra di Lie.
Definizione 1.35. Sia g un’algebra di Lie. L’applicazione aggiunta di g
è l’applicazione lineare ad : g → gl(g) che mappa X 7→ ad(X) per
ogni X ∈ g definendo l’endomorfismo
ad(X) : g→ g
Y 7→ ad(X)(Y) := [X, Y].
Osservazione 1.36. L’applicazione aggiunta è morfismo di algebre di
Lie: per ogni X, Y ∈ g vale ad([X, Y]) = [ad(X), ad(Y)]. Infatti, se
Z ∈ g, si ha
ad([X, Y])(Z) = [[X, Y], Z] = −[Z, [X, Y]]
= [X, [Y, Z]] + [Y, [Z, X]]
= [X, [Y, Z]]− [Y, [X, Z]]
= ad(X) (ad(Y)(Z))− ad(Y) (ad(X)(Z))
= [ad(X), ad(Y)](Z),
avendo usato nella seconda riga l’identità di Jacobi.
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Proposizione 1.37. Sia ψ : G → G˜ un morfismo tra i gruppi di Lie G, G˜,
di algebre di Lie rispettivamente g, g˜. Allora, per ogni ξ ∈ g si ha
ψ(exp(ξ)) = exp(dψe(ξ)). (1.2)
Dimostrazione. Vero per la Proposizione 1.33, punto (iv).
Definizione 1.38. Sia G un gruppo e V uno spazio vettoriale. Una
rappresentazione di G su V è un’azione lineare di G su V o, in altri
termini, un omomorfismo $ : G → GL(V) che ad ogni elemento di G
assegna un automorfismo di V. Si ha quindi $(gh) = $(g)$(h), per
ogni g, h ∈ G e $(e) = IdimV , da cui anche $(g−1) = ($(g))−1, per
ogni g ∈ G.
Definizione 1.39. Sia G un gruppo di Lie. Si definisce rappresentazione
aggiunta di G l’omomorfismo
Ad : G → GL(g)
g 7→ Ad(g) := d(Cg)e.
Resta definita l’azione aggiunta di G su g, ossia l’azione G × g → g
data da (g, ξ) 7→ Ad(g)(ξ).
Osservazione 1.40. Essendo Cg (auto)morfismo di un gruppo di Lie in
sé, segue dalla (1.2) che per ogni ξ ∈ g
Cg(exp(ξ)) = exp(d(Cg)e(ξ)) = exp(Ad(g)(ξ)). (1.3)
Lemma 1.41. Sia G un gruppo di Lie di algebra di Lie g e siano rispettiva-
mente Ad : G → GL(g) e ad : g → gl(g) la rappresentazione aggiunta di
G e l’applicazione aggiunta di g. Allora, per ogni ξ ∈ g si ha
d(Ad)e(ξ) = ad(ξ).
Dimostrazione. Sapendo che il sottogruppo a un parametro t 7→ exp(tξ)















Se Y ∈ X(G) è il campo vettoriale su G invariante a sinistra e tale che
Ye = η, allora segue che5
Ad(exp(tξ))(η) = d(Cexp(tξ))e(η)
= d(Rexp(−tξ))exp(tξ) ◦ d(Lexp(tξ))e(Ye)
= d(Rexp(−tξ))exp(tξ)(Yexp(tξ)),
5 Nel conto che segue si tengano presenti l’Osservazione 1.7 e il fatto che exp(tξ)−1 =
exp(−tξ): lo si può vedere da e = exp(0) = exp(tξ − tξ) = exp(tξ) exp(−tξ)
moltiplicando a destra entrambi i membri per exp(tξ)−1.
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avendo usato nell’ultima uguaglianza proprio l’invarianza a sinistra
di Y. La Proposizione 1.33, punto (v), garantisce che il flusso σt
del campo X ∈ X(G) invariante a sinistra tale che Xe = ξ è dato
dalla moltiplicazione destra per exp(tξ): si ha cioè Rexp(tξ) = σt e
quindi Rexp(−tξ) = σ−t. La precedente catena di uguaglianze diventa














= LXY(e) = [X, Y] = ad(ξ)(η),
per ogni η ∈ g. Nell’ultima riga si è riconosciuta la definizione della




F I B R AT I , C O N N E S S I O N I E C U RVAT U R A G E N E R A L I
Quanto si farà in questo secondo Capitolo è dare la no-
zione generale di (spazio) fibrato, che estende il più usua-
le caso particolare di fibrato vettoriale. Si presenterà poi
la generalizzazione della teoria delle connessioni, che qui
si chiameranno connessioni di Ehresmann; si concluderà
con l’estensione del concetto di curvatura, intuendo il di-
verso significato matematico che essa assume in relazione
alla nuova definizione data di connessione su un fibrato
generale.
2.1 fibrati generali
Partiamo dunque dalla definizione di fibrato generale e vediamo
come si includa in essa il caso particolare di un fibrato vettoriale.
Definizione 2.1. Sia S una varietà differenziabile. Un fibrato di fibra
tipica S su una varietà M è una sommersione suriettiva pi : E → M
fra una varietà E, detta spazio totale del fibrato, e la varietà M, detta
base del fibrato, tale che per ogni p ∈ M esistono un intorno aperto
U ⊂ M di p e un diffeomorfismo χ : E|U := pi−1(U) → U × S, detto









Per ogni p ∈ M l’insieme Ep := pi−1({p}) è detto fibra di E in p;
considerando la restrizione della trivializzazione locale ad ogni p, χp :
Ep → {p} × S, si osserva che Ep è diffeomorfa a S per ogni p ∈ M.
Definizione 2.2. Una collezione {(Uα, χα)}α di trivializzazioni locali
tali che {Uα}α sia un ricoprimento aperto di M è detta atlante del
fibrato. Se p è nell’intersezione Uα ∩Uβ 6= ∅ e s ∈ S si può scrivere
χα ◦ χ−1β (p, s) = (p,ψαβ(p)(s)), ove ψαβ(p) : S→ S è, per ogni p ∈ M
e per ogni α, β, un diffeomorfismo detto funzione di transizione del
fibrato. Tali funzioni soddisfano le seguenti condizioni di cociclo:
ψαα(p) = idS, (2.1a)
ψαβ(p) ◦ ψβγ(p) = ψαγ(p), (2.1b)
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dove la seconda composizione è una funzione definita per p ∈ Uα ∩
Uβ ∩Uγ.
Esempio 2.3. Sia E = M× S, dove M ed S sono varietà differenziabili,
e sia pi : E → M la proiezione sul primo fattore. Questo è un fibrato
generale, detto fibrato triviale.
Per definizione, come detto, un fibrato è una sommersione surietti-
va. Il viceversa vale sotto un’ulteriore ipotesi su pi:
Teorema 2.4. Sia M una varietà connessa. Allora ogni sommersione suriet-
tiva propria pi : E→ M è un fibrato.
Dimostrazione. Si veda, ad esempio, [1], p. 185; Prop. 3.9.2.
La Definizione 2.1 è quella di un fibrato generale. Nel caso partico-
lare in cui la fibra tipica S sia un gruppo, allora si parlerà di fibrato in
gruppi (è il caso, ad esempio, dei fibrati principali, di cui verrà trattato
nella Sezione 3); nel caso di uno spazio vettoriale si parlerà di fibrato
vettoriale: più precisamente si ha che
Definizione 2.5. Un fibrato vettoriale (reale) di rango r sulla varietà M
è un fibrato di fibra tipica S = Rr: per ogni p ∈ M, la fibra Ep =
pi−1({p}) è uno spazio vettoriale (reale) di dimensione r e per ogni









ossia pi = χ ◦ p1. La trivializzazione locale χ è tale che per ogni
p ∈ M χp : Ep → {p} ×Rr è isomorfismo di spazi vettoriali.
Richiamiamo due definizioni nel caso specifico dei fibrati vettoriali.
Definizione 2.6. Siano piE : E→ M e piF : F → N due fibrati vettoria-
li. Un omomorfismo di fibrati vettoriali è una coppia ( f , f¯ ) di funzioni












e tale che f sia lineare sulle fibre, ovvero fp : Ep → Ff¯ (p) è omomorfi-
smo di spazi vettoriali per ogni p ∈ M. Diremo che f ricopre f¯ e, se
E, F sono fibrati sulla stessa varietà di base M, si sottintende f¯ = idM;
un omomorfismo invertibile (cioè se f , f¯ sono diffeomorfismi) è detto
isomorfismo di fibrati vettoriali.
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Si osservi che la condizione piF ◦ f = f¯ ◦ piE ci dice che f (Ep) ⊂
Ff¯ (p), ossia che un omomorfismo di fibrati vettoriali manda fibre in
fibre.
Definizione 2.7. Un sottofibrato vettoriale pi : F → M di un fibrato
vettoriale pi : E → M è un fibrato vettoriale dotato di un omomor-
fismo di fibrati vettoriali τ : F → E che ricopre τ¯ = idM tale che
τp : Fp → Ep sia un embedding lineare per ogni p ∈ M.
2.2 connessione di ehresmann
Passiamo quindi a generalizzare la nozione di connessione; l’esten-
sione avrà due diverse definizioni: una come collezione di spazi tan-
genti al fibrato (distribuzione) e l’altra come 1-forma differenziale.
Vedremo poi come sarà possibile definire anche su un fibrato vet-
toriale la connessione nella forma di Ehresmann e il legame tra la
descrizione locale di questa con l’espressione locale classica.
2.2.1 Fibrato verticale e fibrato orizzontale
Ricordiamo anzitutto un risultato che segue dal Teorema della fun-
zione inversa.
Teorema 2.8 (del rango, versione per varietà). Siano M ed N varietà
di dimensione rispettivamente m ed n e sia F : M → N una funzione
differenziabile di rango costante r (ovvero, per ogni p ∈ M, dFp : Tp M →
TF(p)N ha rango r). Allora per ogni p ∈ M esistono carte locali (U, φ) per
M centrata in p, e (V,ψ) per N centrata in F(p), con F(U) ⊂ V, nelle
quali F ha una rappresentazione locale F˜ = ψ ◦ F ◦ φ−1 della forma
F˜(x1, . . . , xr, xr+1, . . . , xm) = (x1, . . . , xr, 0, . . . , 0).
Dimostrazione. Si veda, ad esempio, [1], p. 94; Cor. 2.4.18.
In particolare, se E ed M sono varietà di dimensione rispettivamen-
te n + k ed n e pi : E→ M è una sommersione (rango costante r = n),
allora
p˜i(x1, . . . , xn, y1, . . . , yk) = (x1, . . . , xn),
ossia, per una scelta opportuna delle coordinate, la rappresentazione
locale di pi è la proiezione canonica di Rn+k su Rn.
Sotto le ipotesi e le notazioni del precedente Teorema possiamo
dare la seguente
Definizione 2.9. Sia pi : E→ M un fibrato. Per ogni e ∈ E si consideri
il sottospazio vettoriale VeE 6 TeE dello spazio tangente in e alla
varietà E definito come il nucleo del differenziale di pi in e, dpie :
TeE→ Tpi(e)M:
VeE = ker(dpie) = {w ∈ TeE | dpie(w) = 0}.
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VeE è detto sottospazio verticale di TeE in e; gli elementi di VeE sono
detti verticali. Al variare di e ∈ E tali sottospazi costituiscono un
sottofibrato di TE di classe C∞ detto (sotto)fibrato verticale di TE e
denotato con VE.
Dal momento che il differenziale di pi in e è suriettivo per ogni e ∈
E, segue dalla formula delle dimensioni che dim VeE = k. Operando
una scelta delle coordinate locali come detto sopra, si vede come VE
sia generato dai campi {∂/∂y1, . . . , ∂/∂yk} definiti in un intorno di e,














Dire che VE è di classe C∞ significa che la dipendenza dei sottospa-
zi vettoriali VeE dal punto e è tale o, in altri termini, che i campi
vettoriali del riferimento locale sono di classe C∞. Poiché le coordina-
te y1, . . . , yk parametrizzano i punti delle fibre, VeE può essere visto
come lo spazio tangente alla fibra Epi(e).
Definizione 2.10. Una connessione di Ehresmann (o connessione generale)
sul fibrato pi : E→ M è un sottofibrato HE ⊂ TE di classe C∞ comple-
mentare a VE, detto (sotto)fibrato orizzontale, costituito da sottospazi
vettoriali HeE complementari a VeE in TeE, detti sottospazi orizzontali,
in modo che HeE⊕VeE = TeE e che si possa scrivere1 TE = VE⊕HE.
Si diranno orizzontali gli elementi di HeE.
Di conseguenza, per ogni e ∈ E, si avrà HeE ∩ VeE = 〈0〉 e ogni
vettore w ∈ TeE tangente alla varietà E si scriverà in modo unico
come w = h + v, dove h ∈ HeE e v ∈ VeE. La dipendenza di HeE
da e è di classe C∞. Segue inoltre dalla definizione che dim HeE =
dim Tpi(e)M (= n), pertanto la restrizione di dpie a HeE 6 TeE è
isomorfismo di spazi vettoriali.
Si osservi anche come, a differenza del fibrato verticale che è cano-
nicamente definito, il fibrato orizzontale non sia invece assegnato in
maniera standard.
Osservazione 2.11 (esistenza di una connessione generale). Si noti che
un fibrato pi : E → M ammette sempre una connessione generale. In
quanto varietà differenziabile, infatti, è sempre possibile dotare E di
una metrica riemanniana (vd. [1], p. 337; Prop. 6.5.6.), rispetto a cui
si può scegliere HeE, ad esempio, come complementare ortogonale di
VeE in TeE.
1 E è una varietà, TE è il suo fibrato tangente, ossia un fibrato vettoriale, le cui fibre
in ogni punto sono spazi vettoriali: la somma diretta di VE e HE è definita come
TE = VE⊕ HE = ⊔
e∈E
VeE⊕ HeE.
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Esempio 2.12. Date due varietà M ed S, sia E = M × S il fibrato tri-
viale di fibra tipica S sopra M; si ottiene la decomposizione natu-
rale TE ∼= TM ⊕ TS del fibrato tangente di E: se e ∈ E è tale che
χ(e) = (p, s) ∈ M × S, sotto questa identificazione, i sottospazi ver-
ticali sono definiti canonicamente come VeE = TsS. Allora si può
definire sempre una connessione su E, detta connessione triviale, in cui
i sottospazi orizzontali sono dati da HeE = Tp M.
2.2.2 Descrizione locale della connessione
Sia e ∈ E, con pi(e) = p ∈ M, contenuto in un intorno aperto U ⊂ E
sul quale sia definito il sistema di coordinate x1, . . . , xn, y1, . . . , yk: le
x1, . . . , xn sono coordinate locali sulla varietà di base M in un intorno
aperto di p ∈ M, mentre le y1, . . . , yk sono coordinate che parame-
trizzano la fibra tipica sopra p, diffeomorfa alla varietà S. I campi
vettoriali {∂/∂x1, . . . , ∂/∂xn, ∂/∂y1, . . . , ∂/∂yk} associati a questo si-
stema di coordinate costituiscono un riferimento locale, definito in U,
dello spazio TeE tangente ad E in e; per semplicità di notazione de-
noteremo con ∂i i campi ∂/∂xi per i = 1, . . . , n e con ∂˜j i campi ∂/∂yj
per j = 1, . . . , k. In particolare, {∂1, . . . , ∂n} è un riferimento locale
per Tp M, mentre {∂˜1, . . . , ∂˜k} è un riferimento locale per lo spazio
tangente alla fibra Ep, ossia generano lo spazio VeE.
Dal momento che la restrizione dpie|HeE : HeE → Tpi(e)M è isomor-
fismo in ogni e ∈ E, una base per HeE è data da
∂1|e + aj1(e) ∂˜j|e =
(






∂n|e + ajn(e) ∂˜j|e =
(






per opportune funzioni2 aji ∈ C∞(U), con j = 1, . . . , k e i = 1, . . . , n. In
questo modo, applicando dpi|HeE ad un elemento hi = ∂i|e + aji(e)∂˜j|e
di HeE, si ottiene solo la componente ∂i|e ∈ Tp M. Essendo n campi di
vettori linearmente indipendenti che dipendono in maniera C∞ dal
punto, essi costituiscono un riferimento locale per HE.
2.2.3 La 1-forma di connessione
Come detto, diamo qui una seconda definizione, alternativa ed
equivalente alla precedente, di connessione generale. Premettiamo
la definizione di una forma differenziale a valori in un fibrato.
Definizione 2.13. Sia M una varietà e sia E un fibrato su M. Una k-
forma differenziale a valori in E è una funzione multilineare alternante
ω : Λk(TM)→ E. Denotiamo con Ωk(M; E) lo spazio vettoriale delle
k-forme differenziali a valori in E.
2 La buona definizione delle funzioni aji è garantita dal fatto che dpi|He E sia biiettiva.
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Definizione 2.14. Dato il fibrato pi : E → M e definito il fibrato verti-
cale VE come sopra, una connessione generale (o 1-forma di connessione)
su E è una 1-forma differenziale Φ ∈ Ω1(E; VE) a valori nel fibrato
verticale VE tale che Φ ◦Φ = Φ e tale che ImΦ = VE.
Poiché3 Λ1(T∗E)⊗VE = T∗E⊗VE ∼= Hom(TE, VE), la connessio-
ne Φ non è altro che una mappa lineare Φ : TE → VE idempotente
e suriettiva: è lecito considerarla dunque come la proiezione di TE
su VE. In particolare, per ogni e ∈ E, l’epimorfismo idempotente di
spazi vettoriali Φe : TeE→ VeE è la proiezione di TeE su VeE; Φ viene
anche detta proiezione verticale.
Dal momento che il nucleo di Φ è un sottofibrato vettoriale di TE
(vd. [10], p. 78; Lemma p. 52), si definisce il fibrato orizzontale HE :=
kerΦ.
Osservazione 2.15 (equivalenza delle due definizioni). La Definizione
2.10 esprime la connessione come la scelta, al variare del punto e ∈ E,
di sottospazi HeE complementari ai VeE in TeE, mentre la Definizio-
ne 2.14 descrive la connessione come una proiezione di TeE sul suo
sottospazio VeE; i due diversi approcci alla nozione sono equivalenti
nel seguente senso.
Se T è uno spazio vettoriale e V, H sono due suoi sottospazi comple-
mentari (ossia V ⊕ H = T), allora ogni elemento w ∈ T si scrive in
modo unico come w = v + h per opportuni v ∈ V, h ∈ H: in questo
caso è naturalmente definita la proiezione di T su V parallelamente
ad H, ossia il morfismo di spazi vettoriali piV : T → V definito da
T 3 w = v + h 7→ piV(w) = v. Seguono subito la suriettività, l’idem-
potenza e il fatto che kerpiV = H.
Viceversa, data una mappa lineare suriettiva e idempotente di spa-
zi vettoriali piV : T → V, con V 6 T, allora posto H := kerpiV si
trova facilmente che H ∩ V = 〈0〉 e con un calcolo di dimensioni si
deduce T = V ⊕ H. La decomposizione di ogni elemento w ∈ T
nelle componenti di V e H è unica ed è la seguente: T 3 w =
piV(w) + (w− piV(w)), essendo piV(w) ∈ V e w− piV(w) ∈ H.
In altri termini, dati uno spazio vettoriale T ed un suo sottospazio V,
la scelta di un sottospazio H 6 T complementare in T a V equivale a
scegliere la proiezione di T su V parallelamente ad H.
2.2.4 Connessione di Ehresmann su fibrati vettoriali
Vogliamo qui infine rendere esplicito, nel caso di un fibrato vetto-
riale E di rango r sulla varietà M di dimensione n, il collegamento
tra la definizione di connessione data sopra come scelta di un sottofi-
3 Includendo il codominio di Φ in TE la si può considerare come un tensore di rango
(1, 1), ossia Φ ∈ T∗E⊗ TE.
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brato HE ⊂ TE e la definizione classica di connessione su un fibrato
vettoriale come derivata covariante, ossia una mappa
∇ : X(M)× E(M)→ E(M)
(X, s) 7→ ∇Xs
(2.3)
C∞(M)-lineare rispetto al campo vettoriale a pedice, R-lineare rispet-
to alle sezioni di E e che soddisfa ∇X( f s) = X( f )s+ f ∇Xs (regola di
Leibniz), per ogni f ∈ C∞(M). In particolare, si chiarirà la relazione
tra le funzioni aji ∈ C∞(E) che compaiono nella scelta del riferimento
locale per HE — che determinano univocamente la connessione nella
descrizione generale — e i coefficienti Γkjh ∈ C∞(M) della connessione
nella descrizione più familiare.
Anzitutto sappiamo che se (U, φ) è una carta locale per M centrata
in p ∈ M, di coordinate φ = (x1, . . . , xn), detta χ la trivializzazione
di E sull’intorno aperto U ⊂ M di p, si produce una carta locale
(pi−1(U), φ˜) per il fibrato vettoriale pi : E → M sull’aperto pi−1(U) ⊂
E, dove φ˜ := (φ, id) ◦ χ:
E ⊃ pi−1(U) χ // U ×Rr (φ,id) // φ(U)×Rr ⊂ Rn ×Rr
(p, v)  //
(
p, (y1, . . . , yr)
)  // (x1p, . . . , xnp , y1, . . . , yr)
essendo (y1, . . . , yr) le coordinate del vettore v in Rr. Un riferimento
locale per il fibrato tangente TE sopra pi−1(U) è quindi dato da
{∂1, . . . , ∂n, ∂˜1, . . . , ∂˜r},
dove di nuovo abbiamo posto ∂h = ∂/∂xh per h = 1, . . . , n e ∂˜j =
∂/∂yj per j = 1, . . . , r. Si osservi, allora, che VE = ker(dpi) =
〈∂˜1, . . . , ∂˜r〉. Sappiamo inoltre che, localmente ad U, il fibrato E è do-
tato della base locale {e1, . . . , er} associata alla trivializzazione4 χ, per-
tanto le sezioni locali di E saranno scritte come s = sjej per opportune
sj ∈ C∞(U).
Siano ora p ∈ M e (p, v) ∈ E con v ∈ Ep. Introduciamo l’inclusione
canonica jp e l’identificazione canonica kv:
jp : Ep → E kv : Ep → TvEp
v 7→ (p, v) wjej(p) 7→ wj∂˜j|(p,v).
Allora la composizione pi ◦ jp restituisce identicamente p e di conse-
guenza dpi ◦ djp = 0. Pertanto si trova che, per ogni p ∈ M, v ∈
Ep,
d(jp)(p,v)(TvEp) ⊂ ker(dpi(p,v)) = V(p,v)E,
4 Le sezioni ej : U → E|U sono definite dalla posizione p 7→ ej(p) := χ−1(p, ej), per
ogni p ∈ U, dove ej è il j-esimo vettore della base canonica di Rr.
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ossia che d(jp)(p,v)(TvEp) = V(p,v)E, in quanto entrambi spazi vetto-
riali r-dimensionali5. Si ottiene così un isomorfismo di spazi vettoriali
ι(p,v) := d(jp)(p,v) ◦ kv
ι(p,v) : Ep → V(p,v)E
che stabilisce un’identificazione tra la fibra Ep e il sottospazio vertica-
le in (p, v) secondo la seguente posizione, per ogni w ∈ Ep:
w = wjej(p) 7→ ι(p,v)(wjej(p)) = wj∂˜j|(p,v).
Proposizione 2.16. Sia s ∈ E(U) una sezione locale del fibrato E sull’a-
perto U ⊂ M. Allora
ds = dxh ⊗ (∂h + ∂hsj ∂˜j).
Dimostrazione. Dal momento che il risultato è di natura locale si può
sfruttare la locale trivializzazione di E sull’aperto U ⊂ M e vedere s
come una sezione a valori in U ×Rr:







dove le funzioni sj ∈ C∞(U) sono le componenti di s. Volendo guar-
dare a ds come una 1-forma a valori in TE ∼= TU ⊕ TRr, applicando
il differenziale a s separatamente sulle funzioni xi e sulle funzioni sj
si trova rispettivamente
dxi = ∂hxi dxh ∂i = δih dx
h ∂i = dxh ∂h, i, h = 1, . . . , n;
dsj = ∂hsj dxh ∂˜j = dxh ∂hsj ∂˜j, j = 1, . . . , r,
avendo utilizzato separatamente sulle due componenti gli opportuni
vettori {∂1, . . . , ∂n, ∂˜1, . . . , ∂˜r} del riferimento locale di TE. Sommando
ds = dxh ⊗ ∂h + dxh ⊗ ∂hsj ∂˜j = dxh ⊗ (∂h + ∂hsj ∂˜j)
segue la tesi.
Lemma 2.17. Sia ∇ : E(M) → Ω1(M; E) una connessione6 sul fibrato
vettoriale pi : E → M. Dati p ∈ M e v ∈ Ep, siano s, s˜ ∈ E(M) tali che
s(p) = v = s˜(p). Allora si ha
ds˜p − ι(p,v) ◦ (∇s˜)p = dsp − ι(p,v) ◦ (∇s)p.
5 V(p,v)E ha dimensione r per costruzione; jp è iniettiva e lineare, pertanto
d(jp)(p,v)(TvEp) ha la stessa dimensione di TvEp, uguale a dim Ep = r.
6 In questo caso la connessione sul fibrato vettoriale E è definita come una mappa
lineare
∇ : E(M)→ Ω1(M; E)
s 7→ ∇s (2.4)
tale che per ogni f ∈ C∞(M) valga ∇( f s) = d f ⊗ s + f ∇s.
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Dimostrazione. Consideriamo la differenza s˜ − s = f s0, dove f ∈
C∞(M) è tale che f (p) = 0 e s0 ∈ E(M). Si ha perciò
∇(s˜− s) = ∇s˜−∇s = ∇( f s0) = d f ⊗ s0 + f ∇s0,
e valutando in p si ottiene ∇s˜(p) − ∇s(p) = d fp ⊗ s0(p). Essen-
do s, s˜ sezioni, componendo con la proiezione si ottiene l’identità
di U; in particolare pi ◦ (s˜ − s) = idU e, passando al differenziale,
dpi(p,v) ◦ (ds˜p−dsp) = 0: segue dunque che l’immagine di (ds˜p−dsp)
è contenuta in ker dpi(p,v) = V(p,v)E. Allora, utilizzando la Propo-
sizione 2.16, possiamo esplicitare in coordinate locali il calcolo di
ds˜p − dsp:
ds˜− ds = dxh ⊗ (∂h + ∂h s˜j ∂˜j)− dxh ⊗ (∂h + ∂hsj ∂˜j)
= dxh ⊗ ∂h(s˜− s)j ∂˜j = dxh ⊗ ∂h( f s0)j ∂˜j
= dxh ⊗ [(∂h f )sj0 + f (∂hsj0)] ∂˜j
= sj0 (∂h f )dx
h ⊗ ∂˜j + f (∂hsj0)dxh ⊗ ∂˜j.




(∂h f )(p)dxhp ⊗ sj0(p) ∂˜j|p
)
(w) = d fp(w)⊗ s0(p),
per ogni w ∈ Tp M. A rigore, si avrebbe d fp(w)s0(p) ∈ Ep mentre,
come detto prima, l’immagine di ds˜−ds è contenuta in V(p,v): formal-
mente è quindi corretto comporre sulla sinistra per ι(p,v), ottenendo
di conseguenza




= ι(p,v) ◦ (∇s˜(p)−∇s(p)) (w),
per ogni w ∈ Tp M, da cui l’asserto da provare.
Veniamo ora al punto della questione. Sia ∇ : X(M) × E(M) →
E(M) una connessione nel senso classico sul fibrato vettoriale pi :
E → M e definiamo per ogni (p, v) ∈ E la mappa Θ(p,v) : Tp M →
T(p,v)E secondo la posizione
Θ(p,v)(X) = dsp(X)− ι(p,v)(∇Xs),
per ogni X ∈ Tp M, essendo s ∈ E(M) una qualsiasi sezione di E tale
che s(p) = v. Si osservi che, grazie al Lemma 2.17, è garantita l’indi-
pendenza della definizione di Θ dalla scelta della sezione s. Poniamo
dunque, per ogni (p, v) ∈ E,
H(p,v)E := Θ(p,v)(Tp M).
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Troviamo l’espressione esplicita di Θ(p,v) in coordinate locali. Siano
X = Xh∂h ∈ X(M) e s = skek ∈ E(M). Il primo termine di Θ(p,v)(X)
in coordinate locali è, grazie alla Proposizione 2.16,
ds(X) = (dxh ⊗ ∂h)(Xi∂i) + (dxh ⊗ ∂hsj ∂˜j)(Xi∂i)
= Xiδhi ∂h + X
iδhi ∂hs
j ∂˜j = Xh(∂h + ∂hsj ∂˜j).
Essendo poi
∇Xs = Xh(∇∂h skek) = Xh(∂hsk)ek + Xhsk∇∂h ek = Xh
(























La descrizione locale di Θ(p,v) è così dettagliata: se X˜ è un elemento
di H(p,v)E tale che X˜ = Θ(p,v)(X) per un certo X ∈ Tp M, allora
X˜ = Θ(p,v)(X) = dsp(X)− ι(p,v)(∇Xs) = Xh∂h − ΓjhkXhsk ∂˜j. (2.5)
Si verifica facilmente che HE è un sottofibrato orizzontale: per defini-
zione infatti HE ⊂ TE, in quanto H(p,v)E 6 T(p,v)E per ogni (p, v) ∈ E;
dalla descrizione in coordinate locali (2.5) segue poi che il rango di
HE è n e che se X˜ ∈ V(p,v)E ∩ H(p,v)E, allora
0 = dpi(p,v)(X˜) = dpi(p,v)(X
h∂h − ΓjhkXhsk ∂˜j) = Xh∂h,
ossia segue che X˜ = 0. Si conclude quindi TE = VE⊕ HE.
In particolare, per hi = ∂i|(p,v) + aji(p) ∂˜j|(p,v) elemento di H(p,v)E,
diviene esplicita l’espressione delle funzioni aji introdotte in (2.2) in
termini dei coefficienti Γjik della connessione:
aji(x, y) = −Γjik(x) yk(x),
se si prende, ad esempio, sk = yk per k = 1, . . . , r.
2.3 curvatura generale
Alla luce della nuova definizione data di connessione su un fibrato
generale è necessario modificare quella di curvatura: su tale base essa
assumerà un diverso significato matematico che farà riferimento ad
una precisa proprietà dei sottospazi del fibrato orizzontale.
Ricordiamo il Teorema di Frobenius in versione locale per una di-
stribuzione liscia D, che sotto la condizione di involuzione (per ogni
coppia di sezioni locali X, Y ∈ XD si ha [X, Y] ∈ XD) garantisce
la completa integrabilità, ossia l’esistenza di sottovarietà integrali di
dimensione costante per D:
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Teorema 2.18 (di Frobenius, versione locale). Se una distribuzione liscia
è involutiva, allora è completamente integrabile7.
A ben vedere, una connessione generale HE ⊂ TE su un fibrato E,
intesa come collezione di sottospazi vettoriali HeE 6 TeE di dimen-
sione n indipendente da e ∈ E, è a tutti gli effetti una distribuzione
liscia n-dimensionale sul fibrato TE. Volendo applicare il Teorema
di Frobenius alla connessione HE, la proprietà di essere involutiva si
traduce nel modo seguente: [X, Y] ∈ XHE, per ogni X, Y ∈ XHE. Con-
siderando la connessione Φ : TE → VE come nella Definizione 2.14,
se HE è involutiva, allora deve essere Φ([X, Y]) = 0, perché [X, Y] è
campo orizzontale e pertanto viene annullato dalla proiezione su VE.
Proposizione 2.19. Siano u, w ∈ HeE e siano X, Y ∈ XHE tali che Xe = u
e Ye = w. Allora Φ([X, Y])(e) è indipendente dalla scelta di X e Y.
Dimostrazione. Osserviamo anzitutto che
Φ([ f X, gY]) = f gΦ([X, Y]),
per ogni f , g ∈ C∞(E) e per ogni X, Y ∈ XHE. Infatti:
Φ([ f X, gY]) = Φ( f g[X, Y] + f X(g)Y− gY( f )X)
= Φ( f g[X, Y]) +Φ( f X(g)Y)−Φ(gY( f )X)
= Φ( f g[X, Y]) = f gΦ([X, Y])
(questo perchè f X(g)Y, gY( f )X sono campi orizzontali, mentre nel-
l’ultima uguaglianza si è usata la C∞(E)-linearità di Φ). Si consideri
ora un campo vettoriale X ∈ XHE tale che Xe = 0 e, introdotto un
sistema di coordinate locali tramite una carta (U, φ) con U ⊂ E in-
torno aperto di e e φ = (x1, . . . , xn), sia X = Xi ∂i per opportune
Xi ∈ C∞(U); allora per quanto provato vale
Φ([X, Y]) = Φ([Xi∂i, Y]) = Xi Φ([∂i, Y]).
Dal momento che Xe = 0 segue che Xi(e) = 0 per ogni i = 1, . . . , n e
di conseguenza
Φ([X, Y])(e) = Xi(e)Φ([∂i, Y])(e) = 0.
Risulta chiaro, quindi, che se due campi X, X˜ ∈ XHE sono tali che
in e si abbia X(e) = u = X˜(e), allora la loro differenza è un campo
vettoriale in XHE che ivi si annulla e, per quanto appena visto, si ha
0 = Φ([X− X˜, Y])(e) = Φ([X, Y])(e)−Φ([X˜, Y])(e),
da cui Φ([X, Y])(e) = Φ([X˜, Y])(e). Analogo argomento per il cam-
po Y.
7 Per una dimostrazione vd. [1], p. 176; Teor. 3.7.11.
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Resta quindi definita per ogni e ∈ E una mappa bilineare e antisim-
metrica
Ωe : HeE× HeE→ VeE
(u, w) 7→ Ωe(u, w) := Φ([X, Y])(e)
(2.6)
dove X, Y ∈ XHE sono tali che Xe = u e Ye = w: la Proposizione 2.19
garantisce che la definizione di questa mappa è indipendente dalla
scelta di X e Y.
Definizione 2.20. Definiamo curvatura generale la 2-forma differenzia-
le Ω : HE×HE→ VE a valori nel fibrato VE che in ogni punto e ∈ E
si riduce ad essere la mappa Ωe definita in (2.6)8.
Pertanto, se X, Y ∈ XHE e HE è involutiva, allora tale quantità
è nulla, mentre se HE non è involutiva, allora [X, Y] è un campo
con una componente verticale non banale che viene restituita da Φ.
La forma Ω rappresenta la più generale espressione del concetto di
curvatura, che in questo modo assume un significato matematico —
diverso dal caso di una connessione definita in senso classico su un
fibrato vettoriale — ben preciso: essa misura l’integrabilità di HE
guardando di quanto si discosta dall’essere involutiva.
8 Ω è anche un tensore antisimmetrico 1-controvariante e 2-covariante: Ω ∈
Hom(HE× HE, VE) ∼= H∗E⊗ H∗E⊗VE; l’antisimmetria è insita nella definizione,
in quanto deriva dal carattere antisimmetrico delle parentesi di Lie.
3
C O N N E S S I O N I E C U RVAT U R A S U F I B R AT I
P R I N C I PA L I
Nel presente Capitolo si tratterà il caso specifico dei fi-
brati principali. Anzitutto verrà definito questo particola-
re tipo di fibrato che presenta come fibra tipica un gruppo
di Lie, che esercita un’azione sulla fibra stessa; successiva-
mente si adatteranno le definizioni di connessione e di cur-
vatura a questo nuovo contesto. Concludiamo la trattazio-
ne matematica facendo vedere la prassi per associare ad
ogni fibrato principale un fibrato generale; in particolare
si darà enfasi al caso dei fibrati vettoriali associati. A par-
tire da un fibrato vettoriale è invece possibile associare un
particolare fibrato principale, detto fibrato dei riferimenti.
3.1 fibrati principali
Introduciamo prima di tutto la nozione di G-struttura, dove G è un
gruppo di Lie.
Definizione 3.1. Sia G un gruppo di Lie. Una G-struttura su un fibra-
to pi : E → M di fibra tipica S è il dato di un’azione1 ϑ : G× S → S
di G su S, di un atlante di fibrato A = {(Uα, χα)}α e di una famiglia
di mappe differenziabili ηαβ : Uα ∩Uβ → G, dette funzioni di transizio-
ne della G-struttura2 rispetto ad A, tali che le funzioni di transizione
{ψαβ}α,β di A siano date dall’azione di G: per ogni p ∈ Uα ∩ Uβ e
s ∈ S si ha cioè
ψαβ(p)(s) = ϑ(ηαβ(p), s) = ηαβ(p) · s.
Un tale atlante A è detto G-atlante; un G-fibrato è un fibrato pi : E →
M di fibra tipica S dotato di una G-struttura.
Si può facilmente verificare che anche le funzioni di transizione
della G-struttura soddisfano delle condizioni di cociclo
ηαα(p) = e, (3.1a)
ηαβ(p) ηβγ(p) = ηαγ(p). (3.1b)
1 Per semplicità di notazione nel seguito si ricorrerà ad indicare ϑ(g, s) con g · s.
2 Il ruolo delle funzioni {ηαβ}αβ consiste nel selezionare, tra tutti i diffeomorfismi ψαβ
di S in sé, solo quelli indotti dall’azione di G sulla fibra tipica: in questo senso si
può considerare G come un sottogruppo di Diff(S).
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Infatti, per quanto riguarda la prima, dalla (2.1a) segue
s = ψαα(p)(s) = ηαα(p) · s ⇔ ηαα(p) = e,
dovendo valere per ogni s ∈ S; per quanto riguarda la seconda (nella
quale p è preso in Uα ∩ Uβ ∩ Uγ), guardando separatamente i due
membri dalla (2.1b), si ha
ψαγ(p)(s) = ηαγ(p) · s,
ψαβ(p) ◦ ψβγ(p)(s) = ψαβ(p)(ηβγ(p) · s) = ηαβ(p) · ηβγ(p) · s
e, dovendosi eguagliare per ogni s ∈ S, si ricava la (3.1b).
Definizione 3.2. Sia G un gruppo di Lie. Un fibrato principale di gruppo
di struttura G (o G-fibrato principale) è un G-fibrato pi : P→ M di fibra
tipica G tale che
i. l’azione $ : P× G → P di G su P è destra, libera ed è esercitata
— come moltiplicazione destra per g−1 — sulle singole fibre nel
senso seguente3: se (x, h) ∈ P e g ∈ G,
((x, h), g) 7→ $((x, h), g) = (x, $g(h)) = (x, hg−1);
in altri termini, ogni fibra è globalmente fissata dall’azione di G,
perché tale azione di G su se stesso è transitiva;
ii. essendo P localmente triviale, per ogni x ∈ M esistono un intor-
no aperto U ⊂ M ed un diffeomorfismo χ : P|U → U × G tale








essendo P|U = pi−1(U). Al solito, Px = pi−1({x}) denoterà la fi-
bra in x e, se p ∈ Px, allora p 7→ χ(p) = (pi(p), φ(p)) = (x, φ(p)),
dove φ : P|U → G è una mappa differenziabile compatibile con
l’azione del gruppo:
φ($g(p)) = $g(φ(p)),
per ogni p ∈ P|U , g ∈ G.
Osservazione 3.3. Se {Uα}α è il ricoprimento aperto di M, la trivia-
lizzazione di P su ogni Uα porge il diffeomorfismo P|Uα ∼= Uα × G.
Quozientando per G questa relazione si trova facilmente che P/G ∼=
M, ossia che la varietà di base di un fibrato principale è in realtà
(diffeomorfa al)lo spazio delle orbite date dall’azione di G.




x∈M{(x, g) | g ∈ G}.
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Osservazione 3.4. In particolare, la sommersione pi : P → M ∼= P/G
non è altro che la proiezione canonica sullo spazio delle orbite. Se
quindi x ∈ M e p ∈ Px, Px è l’orbita di p sotto l’azione di G e pertanto
si avrà
Px = {$g(p) | g ∈ G} = {pg−1 | g ∈ G}.
Si dirà, allora, che Px è la fibra passante per p. Segue, di conseguenza,
che ogni fibra è isomorfa a G sebbene in modo non canonico dal
momento che non vi è una scelta privilegiata per il rappresentante p.
Esempio 3.5. Se M è una varietà e G è un gruppo di Lie allora, po-
nendo P = M × G, pi : P → M (proiezione sul primo fattore) è un
G-fibrato principale, detto fibrato principale triviale, in cui l’azione del
gruppo (su se stesso) è la moltiplicazione destra.
3.2 connessione su un fibrato principale
Per adattare al caso dei fibrati principali la struttura della connes-
sione di Ehresmann è necessario riformulare le definizioni di fibrato
verticale e fibrato orizzontale. Anche qui verranno date sia una de-
finizione di connessione che riprende la definizione alla Ehresmann
sia una definizione come 1-forma di connessione.
Sia dunque G un gruppo di Lie di algebra di Lie g e sia P un G-
fibrato principale. Denotiamo4 con $ l’azione di G su P, (p, g) 7→
$(p, g) = pg−1. È noto (vd. Osservazione 1.13) che per ogni g ∈ G
resta definito un diffeomorfismo $g : P → P definito da $g(p) =
pg−1, per ogni p ∈ P. Allo stesso modo, fissato ξ ∈ g, si ottiene il
diffeomorfismo $exp(−tξ) di P in sé dato dalla posizione $exp(−tξ)(p) =
p exp(tξ), essendo5 exp(−tξ) ∈ G.
3.2.1 Il fibrato verticale
Quello che si vuole fare anzitutto è associare ad ogni vettore del-
l’algebra di Lie g un vettore dello spazio TpP tangente a P in un suo
punto p ∈ P.
Osserviamo intanto che, fissato ξ ∈ g, resta definita (almeno local-
mente, diciamo per |t| < ε avendo fissato un opportuno ε > 0) la
curva su G data da t 7→ exp(tξ), passante per e all’istante t = 0 e ivi
tangente a ξ. Facendo agire i punti di questa curva — elementi di G
— su un punto p ∈ P si ottiene, al variare di t ∈ (−ε, ε), una curva
su P data da t 7→ p exp(tξ) = $exp(−tξ)(p). Questa curva su P passa
per il punto p all’istante t = 0 ed è ivi tangente ad un vettore di TpP.
4 Per denotare l’azione di g su p si adotterà nel seguito la scrittura pg−1, in luogo di
p · g−1, non potendosi l’azione $ confondere con la moltiplicazione a destra per g−1.
5 Vedi nota 5 a p. 18.
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Resta dunque naturalmente definita per ogni p ∈ P l’associazione
cercata, ossia la mappa up : g→ TpP data da




che ad ogni vettore ξ ∈ g fa corrispondere il vettore tangente alla
curva p exp(tξ) in p a t = 0. L’applicazione up è inoltre lineare perché
la curva p exp(tξ) dipende linearmente dalle condizioni iniziali6.
Essendo nelle condizioni di un particolare tipo di fibrato generale, è
possibile anche in questo caso definire il fibrato verticale come spazio
tangente alle fibre di P. Se p ∈ P corrisponde a (x, g) ∈ M×G tramite
la trivializzazione, poiché la fibra Px è diffeomorfa a G, lo spazio VpP
sarà identificabile con lo spazio tangente a G in g e questo, a sua volta,
sarà — a meno di comporre con una traslazione7 — identificabile
con g. Pertanto la componente verticale dello spazio tangente alla
varietà P si identifica in ogni punto con l’algebra di Lie g del gruppo
strutturale G.
Proposizione 3.6. Siano G un gruppo di Lie, g la sua algebra di Lie e
pi : P → M un G-fibrato principale. Allora la mappa up è, per ogni p ∈ P,
isomorfismo tra g e VpP.
Dimostrazione. Si è già detto che up è morfismo di spazi vettoriali. Dal
fatto che l’azione di G è libera segue che la mappa up è iniettiva per
ogni p ∈ P. Se, infatti, ξ ∈ ker up e si suppone ξ 6= 0 necessariamente
saranno determinati punti di exp(tξ) diversi da e e, di conseguenza,
l’azione di tali punti su p determinerà un arco di curva su P non
costantemente uguale a p: il fatto che l’azione è libera garantisce che
solo in t = 0 l’elemento e fissi il punto p e che altrimenti si abbia
p exp(tξ) 6= p. Pertanto il vettore up(ξ), tangente a tale curva in p
all’istante t = 0 sarà non nullo, contraddicendo l’appartenenza di
ξ al nucleo di up. Per quanto riguarda la suriettività, la mappa up
manda tutti i vettori di g in tutti i vettori tangenti alla fibra nel senso
seguente: fissato un punto p ∈ P per vedere tutti gli elementi di VpP
è necessario calcolare la derivata in t = 0 di tutte le curve p exp(tξ)
passanti per p ottenute al variare di tutti i vettori ξ ∈ g. Restringendo
quindi il codominio di up da TpP a VpP, essendo up lineare e iniettiva,
si ottiene una corrispondenza biunivoca tra i vettori di g e quelli di
VpP.
Osservazione 3.7. Per definire una mappa u che non dipenda dal pun-
to p basta far variare p nella definizione (3.2) del morfismo up: è
sufficiente cioè far corrispondere al campo vettoriale su G — di cui
t 7→ exp(tξ) è curva integrale — il campo vettoriale su P la cui cur-
va integrale è t 7→ p exp(tξ); denoteremo con ξ∗ ∈ X(P) tale campo
6 O più semplicemente perché up(ξ) è la derivata (operatore lineare) della funzione
p exp(tξ).
7 In effetti, per passare da TgG a TeG = g basta usare il differenziale di Lg−1 in g.
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vettoriale, detto il campo vettoriale fondamentale corrispondente all’ele-
mento ξ ∈ g. La mappa (3.2) è quindi la definizione puntuale di una
funzione
u : g→ X(P)
ξ 7→ ξ∗
che ad ogni vettore ξ ∈ g associa il suo campo vettoriale fondamenta-
le ξ∗, il cui valore in ogni punto p ∈ P è dato dalla mappa up. Essa è
lineare per la Proposizione 3.6; essendo g e X(P) due algebre di Lie
si può dimostrare (vd. [9], p. 42; Prop. 4.1.) che è anche morfismo di
algebre di Lie: in particolare, quindi, per ogni ξ, η ∈ g si ha
[ξ , η]∗ = u([ξ , η]) = [u(ξ), u(η)] = [ξ∗, η∗].
Osservazione 3.8. Si osservi che il (sotto)fibrato verticale VP ⊂ TP
inteso come collezione dei vari spazi vettoriali VpP al variare di p ∈ P








= {(p, v) | v ∈ VpP ∼= g} ∼= P× g.
Osservazione 3.9. L’azione di G sulle fibre si riflette su un’azione sullo
spazio tangente di ciascuna di esse e, a sua volta, quest’azione sugli
spazi VpP si riflette, stante l’isomorfismo della Proposizione 3.6, nel-
l’azione di G sulla sua algebra di Lie.
Anzitutto, fissato g ∈ G, l’azione $g : P → P manda in sé la fibra
passante per p ∈ P: se χ(p) = (pi(p), φ(p)) = (x, h) si ha infat-
ti che $g(p) = (x, $g(h)) = (x, hg−1), che è ancora nella stessa fi-
bra. Passando al differenziale di $g in p si trova una mappa lineare
d($g)p : VpP → V$g(p)P tra gli spazi tangenti alla fibra in questione:
questa è l’azione di G sugli spazi verticali. Si noti che, nonostan-
te siano entrambi identificabili con g, i due spazi tangenti risultano
comunque diversi perché, sotto l’identificazione della fibra con G, il
primo corrisponde allo spazio tangente a G in h, mentre il secondo
corrisponde allo spazio tangente a G in hg−1 6= h.
Per quanto riguarda invece il legame tra l’azione sui VpP e l’azione

















Dettagliando l’espressione di $g (p exp(tξ)) si trova
$g (p exp(tξ)) = p exp(tξ) g−1 = (pg−1)(g exp(tξ) g−1)
= $g(p)[Cg (exp(tξ))] = $g(p) exp(t Ad(g)(ξ)),
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dove nell’ultima uguaglianza si è usata la (1.3). Si può quindi riscri-










Pertanto all’azione di g ∈ G sui vettori verticali corrisponde l’azione
aggiunta di G sulla sua algebra di Lie tramite l’elemento g.
3.2.2 Connessione principale e 1-forma di connessione
Anche in questo caso particolare di fibrato è possibile introdurre
una connessione di Ehresmann come è stata presentata nella Defini-
zione 2.10, ossia come un sottofibrato complementare a VP in TP,
richiedendo in più una compatibilità tra i sottospazi che lo costitui-
scono e l’azione del gruppo in un senso che andiamo a definire:
Definizione 3.10. Una connessione di Ehresmann su un fibrato prin-
cipale pi : P → M, o più semplicemente una connessione principale, è
un sottofibrato HP ⊂ TP di classe C∞ e complementare al fibrato ver-
ticale VP i cui sottospazi HpP soddisfano per ogni g ∈ G e per ogni
p ∈ P la condizione
d($g)p(HpP) = H$g(p)P. (3.5)
Al solito si avrà quindi che TP = VP ⊕ HP e cioè, per ogni p ∈
P, sarà TpP = VpP ⊕ HpP (HpP ∩ VpP = 〈0〉 e ogni w ∈ TpP si
scriverà in modo unico come w = v + h, con v ∈ VpP, h ∈ HpP) e la
dipendenza p 7→ HpP sarà liscia. La richiesta ulteriore è l’invarianza
dei sottospazi HpP rispetto all’azione del gruppo G.
È poi naturale e conveniente utilizzare anche una rappresentazio-
ne della connessione come 1-forma differenziale, adattando al caso
di un fibrato principale la Definizione 2.14: anche qui infatti si può
introdurre una 1-forma Φ : TP → VP a valori in VP, suriettiva e
idempotente, tale che per ogni p ∈ P
Φp : TpP→ VpP
sia la proiezione di TpP su VpP parallelamente a HpP, che è l’identità
sui vettori verticali e che azzera i vettori orizzontali. In questo caso la
condizione di invarianza (3.5) diventa, per ogni g ∈ G, p ∈ P,
d($g)p ◦Φp = Φ$g(p) ◦ d($g)p. (3.6)
In realtà la composizione nel membro di sinistra è una mappa defini-
ta su TpP, mentre la mappa a destra è definita su VpP. Per ristabilire
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l’identità sui domini delle due composizioni si può decidere di esten-
dere la definizione della mappa Φ$g(p) ◦ d($g)p su tutto TpP dichia-
rando, ad esempio, che la componente orizzontale di ogni w ∈ TpP
venga annullata8 da d($g)p.
Definizione 3.11. Sia up l’isomorfismo tra l’algebra di Lie g e lo spa-
zio VpP e se ne consideri l’inverso u−1p : VpP → g. La 1-forma diffe-
renziale ω : TP → P× g a valori nel fibrato P× g ∼= VP definita per
ogni p ∈ P come
ωp := u−1p ◦Φp : TpP→ g,
è detta 1-forma di connessione del G-fibrato principale9 pi : P→ M.
Osservazione 3.12. Sia X = ξ∗ ∈ X(P) il campo vettoriale fondamen-
tale di ξ ∈ g: la sua curva integrale su P uscente da p ∈ P è quindi
t 7→ $exp(−tξ)(p) = p exp(tξ). Il vettore tangente a tale curva in p è,







= up(ξ) ∈ VpP.
Di conseguenza, valutando su tale campo la 1-forma di connessione
ω, si trova che essa risulta costante: per ogni p ∈ P si ha infatti





essendo Φp l’identità su up(ξ) ∈ VpP.
Osservazione 3.13. Dal momento che $g è diffeomorfismo di P in sé









avendo usato nell’ultima uguaglianza la (3.6); interponendo nell’ul-
tima riga l’identità idVpP = up ◦ u−1p tra d($g)p e Φp si trova poi
che
$∗g(ω)p(v) = u−1$g(p) ◦ (d($g)p ◦ up) ◦ (u−1p ◦Φp)(v)
= Ad(g)(ωp(v)),
come segue utilizzando opportunamente la (3.4). Valendo ciò per
ogni v ∈ VpP si conclude che
$∗g ω = Ad(g)(ω). (3.7)
8 La scelta di mandare la componente orizzontale a zero è la più naturale; andrebbe be-
ne un’altra scelta qualsiasi, dal momento che in ogni caso la successiva composizione
con Φ$g(p) manderebbe a 0 la parte orizzontale di d($g)p(w).
9 Si ha cioè ω ∈ Hom(TP, P × g) ∼= Hom(TP, VP) definita da TP 3 (p, w) 7→
(p,ωp(w)).
40 connessioni e curvatura su fibrati principali
3.3 forma di curvatura
In questa Sezione, invece, adattiamo ai fibrati principali la nozione
di curvatura utilizzando il linguaggio delle forme pseudotensoriali.
Dopo l’equazione di struttura di Cartan daremo la formulazione della
curvatura in coordinate locali e proveremo la (seconda) identità di
Bianchi.
3.3.1 Forme pseudotensoriali ed equazione di struttura
Premettiamo alla trattazione il richiamo alla formula per il calcolo
del differenziale esterno di una forma differenziale.
Proposizione 3.14. Se ω ∈ Ωr(M) è una r-forma differenziale sulla varie-
tà M, allora






(−1)i Xi(ω(X0, . . . , Xˆi, . . . , Xr))
+
1
r + 1 ∑0≤i<j≤r
(−1)i+j ω([Xi, Xj], X0, . . . , Xˆi, . . . , Xˆj, . . . , Xr),
dove il simbolo ˆ soprassegna i termini omessi.
Dimostrazione. Riportata in [9], Prop. 3.11., p. 36.




[X(ω(Y))−Y(ω(X))−ω([X, Y])] . (3.8)
Sia pi : P → M un fibrato principale e sia ϑ : G → GL(V) una
rappresentazione del gruppo di Lie G in un dato spazio vettoriale V
di dimensione finita.
Definizione 3.15. Una forma pseudotensoriale di grado r su P di tipo
(ϑ, V) è una r-forma φ ∈ Ωr(P; V) su P a valori in V tale che
$∗g φ = ϑ(g) φ,
per ogni g ∈ G. Una tale φ è poi detta forma tensoriale (o orizzontale)
se φ(X1, . . . , Xr) = 0 se almeno uno dei vettori tangenti Xi ∈ TpP è
verticale.
Definizione 3.16. Sia HP = {HpP | p ∈ P} una connessione principa-
le sul fibrato pi : P→ M e indichiamo con h : TP→ HP la proiezione
orizzontale (ossia hp : TpP → HpP è per ogni p ∈ P la proiezione
su HpP parallelamente a VpP). Se φ è una r-forma pseudotensoriale
si dice che la sua parte orizzontale è la r-forma φh definita ponendo
φh(X1, . . . , Xr) := φ(hX1, . . . , hXr), per ogni X1, . . . , Xr ∈ TpP.
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Proposizione 3.17. Sia φ una r-forma pseudotensoriale su P di tipo (ϑ, V).
Valgono le seguenti proprietà:
(i) la forma φh è una r-forma tensoriale di tipo (ϑ, V);
(ii) dφ è una (r + 1)-forma pseudotensoriale di tipo (ϑ, V);
(iii) la (r + 1)-forma Dφ, definita ponendo Dφ := (dφ)h è una (r + 1)-
forma tensoriale di tipo (ϑ, V).
Dimostrazione. (i) La proprietà (3.5) fa sì che per ogni g ∈ G valga
d$g ◦ h = h ◦ d$g. Allora per ogni X1, . . . , Xr ∈ TpP si ha
($∗g φh)p(X1, . . . , Xr) = φh$g(p)(d($g)p(X1), . . . , d($g)p(Xr))
= φ$g(p)(hd($g)p(X1), . . . , hd($g)p(Xr))
= φ$g(p)(d($g)p(hX1), . . . , d($g)p(hXr))
= ($∗g φ)p(hX1, . . . , hXr)
= ϑ(g) φp(hX1, . . . , hXr)
= ϑ(g) ((φh)p(X1, . . . , Xr)),
ovvero φh è pseudotensoriale di tipo (ϑ, V). Per la tensorialità basta
osservare che se esiste i ∈ {1, . . . , r} tale che Xi sia verticale, allora
hXi = 0 e di conseguenza φh(X1, . . . , Xr) = 0.
(ii) Dal momento che pull-back e differenziale esterno commutano
si ha ($∗g dφ) = d($∗g φ) = d(ϑ(g) φ) = ϑ(g)dφ e si conclude che dφ è
pseudotensoriale di tipo (ϑ, V).
(iii) Essendo φ pseudotensoriale di tipo (ϑ, V), tale è dφ per (ii),
mentre da (i) segue la tesi.
Nel caso in cui G sia un gruppo di Lie e ϑ sia la rappresentazione
aggiunta sulla sua algebra di Lie g, cioè ϑ = Ad : G → GL(g) definita
da g 7→ Ad(g), una forma di tipo (ϑ, g) è detta di tipo AdG. Dalla
(3.7) segue quindi che la 1-forma di connessione ω è una forma pseu-
dotensoriale di tipo AdG; inoltre, per la Proposizione precedente, la
forma Dω = (dω)h è una 2-forma tensoriale ancora di tipo AdG.
Definizione 3.18. Sia φ una forma (pseudo)tensoriale. La forma Dφ
introdotta nella Proposizione 3.17 è detta la derivata covariante esterna
di φ, mentre l’operatore D è detto derivazione covariante esterna.
Definizione 3.19. Sia ω la 1-forma di connessione definita sul G-
fibrato principale pi : P→ M, G essendo un gruppo di Lie di algebra
di Lie g. La forma di curvatura Ω di ω è la 2-forma tensoriale di tipo
AdG su P e a valori in g definita come la derivata covariante esterna
di ω, ossia
Ω = Dω.
Il seguente Teorema fornisce la cosiddetta equazione di struttura che
permette una formula esplicita della forma di curvatura.
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Teorema 3.20 (Equazione di struttura10). Sia ω la 1-forma di connessione
e sia Ω la sua forma di curvatura. Allora per p ∈ P e per ogni X, Y ∈ TpP
dω(X, Y) = −1
2
[ω(X),ω(Y)] +Ω(X, Y). (3.9)
Dimostrazione. Stante la decomposizione TpP = HpP ⊕ VpP in ogni
p ∈ P ogni vettore tangente a P è scritto in modo unico come somma
delle sue componenti verticale e orizzontale; dimostriamo l’asserto
nei tre casi seguenti.
(i) X e Y orizzontali. In tal caso la definizione di ω fa sì che ω(X)
e ω(Y) siano nulli, pertanto Ω(X, Y) = Dω(X, Y) = (dω)h(X, Y) =
dω(hX, hY) = dω(X, Y).
(ii) X e Y verticali. In particolare si può supporre che X = ξ∗ e
Y = η∗ siano i campi vettoriali fondamentali corrispondenti a ξ ed η,






L’Osservazione 3.12 tuttavia garantisce che ω(ξ∗) e ω(η∗) sono co-
stanti, e di conseguenza le derivate ξ∗(ω(η∗)) e η∗(ω(ξ∗)) sono nulle;
essendo poi ω([ξ∗, η∗]) = ω([ξ , η]∗) = [ξ , η] (cfr. Osservazione 3.7),
segue dunque che
dω(ξ∗, η∗) = −1
2
[ξ , η] = −1
2
[ω(ξ∗),ω(η∗)].
Al secondo membro invece si ha Ω(ξ∗, η∗) = 0 per la tensorialità
della forma di curvatura.
(iii) X orizzontale e Y verticale. Denotiamo sempre con X l’estensione
di X ad un campo orizzontale su P e Y = η∗ sia il campo vettoriale
fondamentale di η per un certo η ∈ g (e quindi ω(η∗) costante). Al-
lora ω(X) = 0 perché X è orizzontale e Ω(X, η∗) = 0 perché η∗ è
verticale: il membro a destra dell’equazione è quindi nullo; resta da








La dimostrazione è conclusa se si prova che [X, η∗] è orizzontale; que-
sto in effetti segue dalla definizione di derivata di Lie: se il campo
10 Per semplicità di notazione l’equazione di struttura, detta anche equazione di Cartan,




dove con [ω,ω] si intende [ω,ω](X, Y) = [ω(X),ω(Y)].
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η∗ è generato dal vettore η, allora η∗ è tangente alla curva $exp(−tη),
diffeomorfismo di inversa $exp(tη). Di conseguenza





essendo d($exp(tη))(X) ancora orizzontale, anche la differenza a nu-
meratore resta tale e quindi anche [X, η∗]. Pertanto si conclude
dω(X, η∗) = −1
2
ω([X, η∗]) = 0.
Il carattere antisimmetrico e bilineare di entrambi i membri dell’e-
quazione (3.9) permette di estendere la dimostrazione al caso di X e
Y generici.
In particolare si ha quindi la formula esplicita della forma di cur-
vatura:




Dall’equazione di struttura segue anche che
Corollario 3.21. Se X e Y sono campi di vettori orizzontali su P, allora
Ω(X, Y) = −1
2
ω([X, Y]).
Dimostrazione. Siamo nel caso (i) del Teorema precedente:









Definendo in questo modo la forma di curvatura è possibile recu-
perare il significato dato in partenza alla curvatura generale. È chiaro
infatti che, anche nel caso della connessione su un fibrato principale,
se il sottofibrato orizzontale è una distribuzione involutiva — e quin-
di presi X, Y orizzontali anche [X, Y] lo è — la forma Ω si annulla.
Tale quantità, pertanto, dà informazioni sulla natura di HP misuran-
do, in un certo senso, di quanto la distribuzione orizzontale si discosti
dall’essere involutiva.
3.3.2 Descrizione locale e identità di Bianchi
Concludiamo la trattazione con il calcolo in coordinate locali della
forma Ω e con un risultato classico.
Sia {v1, . . . , vn} una base dell’algebra di Lie g e indichiamo con
cijk ∈ R le costanti di struttura, ovvero [vj, vk] = cijkvi; siano poi ω =
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ωivi e Ω = Ωivi per opportune ωi ∈ Ω1(P), Ωi ∈ Ω2(P). Si avrà
allora
dω(X, Y) = dωi(X, Y)vi,
[ω(X),ω(Y)] = [ω j(X)vj,ωk(Y)vk] = cijk ω
j(X)ωk(Y)vi.
Essendo poi per definizione






















Sommando poi la corrispondente componente di Ω, l’equazione di




j ∧ωk +Ωi. (3.10)
Teorema 3.22 (Identità di Bianchi). Sia Ω la forma di curvatura di ω.
Allora si ha
DΩ = 0. (3.11)
Dimostrazione. Essendo la forma Ω di tipo (pseudo)tensoriale, per
la Proposizione 3.17 la 3-forma DΩ è orizzontale e di conseguenza
DΩ(X, Y, Z) = 0 non appena uno dei tre campi presi in argomen-
to è verticale; resta dunque da provare la tesi nel solo caso di tre
campi X, Y, Z orizzontali. Applicando il differenziale esterno alle
componenti (3.10) dell’equazione di struttura si trova
0 = d(dω)i = −1
2
cijk d(ω




j ∧ωk + 1
2
cijk ω
j ∧ dωk + dΩi;
dal momento che le componenti ωi sono nulle su ciascuno dei tre
campi i primi due addendi si annullano e resta solo il termine dΩi(X,
Y, Z) = 0, per ogni i = 1, . . . , r. Se X, Y, Z sono orizzontali si ha
pertanto DΩ(X, Y, Z) = (dΩ)h(X, Y, Z) = dΩ(X, Y, Z) = 0.
3.4 fibrati vettoriali associati
Per terminare vediamo, come preannunciato, come associare ad un
fibrato principale un fibrato generale, estendendo l’azione del grup-
po ad un’azione che coinvolge, oltre alla fibra tipica, anche un’altra
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varietà. Dopo aver mostrato la connessione che resta definita sul fi-
brato associato a partire dalla connessione (eventualmente) presente
sul fibrato principale ci concentreremo sul caso dei fibrati vettoriali,
vedendo inoltre come per questi resti naturalmente definito il proprio
fibrato (principale) dei riferimenti. Per concludere, chiariremo, nel ca-
so di un fibrato vettoriale, la relazione tra la 2-forma di curvatura e il
tensore di Riemann.
3.4.1 Fibrati associati
Sia pi : P → M un fibrato principale di gruppo di struttura il
gruppo di Lie G e sia F una varietà su cui G agisce da sinistra con
regolarità C∞; denoteremo l’azione come la moltiplicazione a sinistra:
ϑ : G× F → F
(g, f ) 7→ ϑ(g, f ) = g f
e al solito indichiamo, per ogni g ∈ G, il diffeomorfismo di F in sé
associato ϑg : F → F definito da ϑg( f ) = ϑ(g, f ) = g f per ogni
f ∈ F. Si consideri ora l’azione Θ di G sul prodotto P× F che, per
ogni g ∈ G, risulta la combinazione delle due azioni di G su P e F
rispettivamente: G agirà con la sua azione sul fibrato principale P
per quanto riguarda il primo fattore e con la ϑg appena definita su F,
ovvero
Θg : P× F → P× F
(p, f ) 7→ Θg(p, f ) = ($g(p), ϑg( f )).
Denotiamo con P×G F := (P× F)/G il quoziente del prodotto P× F
sullo spazio delle orbite dell’azione Θ e sia p˜i la proiezione canonica
su tale spazio, ossia
p˜i : P× F → P×G F
(p, f ) 7→ p˜i(p, f ) := [p, f ],
essendo [p, f ] = {($g(p), ϑg( f )) | g ∈ G} = {(pg−1, g f ) | g ∈ G} l’or-
bita di (p, f ) sotto l’azione Θ di G. Si osservi che Θ è un’azione libera:
per ogni g ∈ G si ha infatti
Θg(p, f ) = ($g(p), ϑg( f )) = (p, f ) ⇔
{
$g(p) = p
ϑg( f ) = f
⇔ g = e,
essendo libera l’azione $g su P.
A questo punto, denotando con E lo spazio P×G F per semplicità
di notazione, si può considerare la proiezione sulla varietà di base M
del fibrato principale di partenza, così definita:
piE : E→ M
[p, f ] 7→ piE([p, f ]) := pi(p).
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La definizione di piE è ben posta: se ($g(p), ϑg( f )) ∈ [p, f ] è un altro
rappresentante per [p, f ] vale
piE([$g(p), ϑg( f )]) = pi($g(p)) = pi(p) = piE([p, f ]),
dal momento che pi proietta sullo stesso punto sia p ∈ M (ossia l’or-
bita) sia $g(p) per quanto detto all’Osservazione 3.4. Verifichiamo,
allora, che piE : E→ M è un fibrato: definita la proiezione piE resta da
vedere che è possibile trivializzare localmente anche E. Se {Uα}α è il
ricoprimento aperto di M che trivializza il fibrato principale pi : P→
M, si ha che per ogni x ∈ M esiste almeno un aperto Uα ⊂ M ed esi-
ste un diffeomorfismo χα che porge l’identificazione P|Uα ∼= Uα × G.
Di conseguenza, posto E|Uα = (P×G F)|Uα = pi−1E (Uα), si ha
E|Uα = pi−1(Uα)×G F ∼= (Uα × G)×G F = (Uα × G× F)/G ∼= Uα × F,
dove l’ultimo diffeomorfismo (Uα × G × F)/G → Uα × F è definito
dalla posizione [x, g, f ] 7→ (x, ϑg( f )) = (x, g f ) e ha inversa data, per
ogni (x, f ) ∈ Uα × F, da (x, f ) 7→ [x, e, f ]. Segue quindi che il ricopri-
mento {Uα}α trivializza anche E, che la fibra tipica Ex ∼= {x} × F è
diffeomorfa a F e che E è una varietà.
Definizione 3.23. Siano G un gruppo di Lie e F una varietà; dato il
fibrato principale pi : P → M con gruppo di struttura il gruppo di
Lie G, il fibrato piE : E = P×G F → M della costruzione precedente,
di fibra tipica F, gruppo di struttura G e varietà di base M, è detto
il fibrato (generale) associato al fibrato principale tramite l’azione di G
su F.
3.4.2 Connessione sul fibrato associato
Se il fibrato principale pi : P → M è dotato di una connessione
HP = {HpP | p ∈ P}, questa induce tramite la proiezione sullo spazio
delle orbite p˜i : P× F → E una connessione su E nel modo di seguito
illustrato.
Sia e ∈ E e sia (p, f ) ∈ P× F tale che e = [p, f ]; per ogni f ∈ F si
consideri poi la mappa
β f : P→ E
p 7→ β f (p) := [p, f ]
di differenziale d(β f )p : TpP → TeE. Definiamo il sottospazio oriz-
zontale HeE ⊂ TeE in e ∈ E ponendo
HeE := d(β f )(HpP).
La definizione è ben posta. Indipendentemente dalla scelta di (p, f ) ∈
P× F, per ogni g ∈ G e f ∈ F, preso p ∈ P si ha infatti
β f (p) = [p, f ] = {($g(p), ϑg( f )) | g ∈ G} = βϑg( f )($g(p)),
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ossia β f = βϑg( f ) ◦ $g e quindi βϑg( f ) = β f ◦ $g−1 . Ma allora scegliendo
un altro elemento ($g(p), ϑg( f )) ∈ [p, f ] dall’orbita di (p, f ) si ottiene
d(βϑg( f ))$g(p)(H$g(p)P) = d(β f ◦ $g−1)$g(p)(d($g)p(HpP))
= d(β f )p ◦ d($g−1)$g(p) ◦ d($g)p(HpP)
= d(β f )p(HpP),
avendo usato nella seconda uguaglianza la condizione di invarianza
(3.5) della connessione sul fibrato principale. Si può mostrare11 che
HE, definita come la collezione dei sottospazi HeE al variare di e ∈
E, costituisce effettivamente una connessione di Ehresmann su E =
P×G F.
3.4.3 Fibrati vettoriali associati
Si può ripercorrere la costruzione fatta in 3.4.1 e sostituire la generi-
ca varietà F con uno spazio vettoriale V su un campo K, richiedendo
in più che l’azione sinistra su V del gruppo di Lie G, gruppo di strut-
tura del fibrato principale pi : P→ M di partenza, sia lineare. In altri
termini richiediamo che la mappa (azione) ϑ : G → GLr(V) data da
g 7→ ϑg sia una rappresentazione di G in V. Il fibrato E = P×G V che
ne deriva è un fibrato di gruppo di struttura G, con varietà di base M
e fibra tipica V.
Le operazioni di spazio vettoriale sulla fibra tipica vengono definite
come segue. Per quanto riguarda la somma, se x ∈ M, presi due
elementi w1, w2 ∈ Ex della fibra in x si può scegliere p ∈ Px per
cui sono determinati v1, v2 ∈ V tali che w1 = p˜i(p, v1) = [p, v1] e
w2 = p˜i(p, v2) = [p, v2]. In questo caso si può definire la somma di
w1 e w2 ponendo
w1 + w2 := p˜i(p, v1 + v2) = [p, v1 + v2].
La definizione è ben posta, grazie alla linearità dell’azione di G su V:
se infatti p′ ∈ Px è tale che, per v′1, v′2 ∈ V, sia w1 = p˜i(p′, v′1) = [p′, v′1]
e w2 = p˜i(p′, v′2) = [p′, v′2], allora si trova che
[p, v1 + v2] = {($g(p), ϑg(v1 + v2)) | g ∈ G}
= {($g(p), ϑg(v1)) | g ∈ G}+ {($g(p), ϑg(v2)) | g ∈ G}
= [p, v1] + [p, v2]
= [p′, v′1] + [p
′, v′2]
= {($g(p′), ϑg(v′1)) | g ∈ G}+ {($g(p′), ϑg(v′2)) | g ∈ G}
= {($g(p′), ϑg(v′1 + v′2)) | g ∈ G}
= [p′, v′1 + v
′
2].
11 Per le verifiche rimandiamo alle bibliografie di [8] e [14].
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Per quanto riguarda il prodotto per scalare, se x ∈ M, dato w ∈ Ex,
si può scegliere p ∈ Px tale che per v ∈ V sia w = p˜i(p, v) = [p, v]. Il
prodotto di w per uno scalare λ ∈ K è dato dalla posizione
λw := p˜i(p, λv) = [p, λv];
anche in questo caso si verifica la buona definizione dell’operazione:
se p′ ∈ Px è tale che per v′ ∈ V si abbia w = p˜i(p′, v′) = [p′, v′], allora
[p, λv] = {($g(p), ϑg(λv)) | g ∈ G}
= {λ($g(p), ϑg(v)) | g ∈ G}
= {λ($g(p′), ϑg(v′)) | g ∈ G}
= {($g(p′), ϑg(λv′)) | g ∈ G} = [p′, λv′].
Definizione 3.24. Il fibrato P×G V così ottenuto è un fibrato vettoriale
detto il fibrato vettoriale associato al fibrato principale tramite l’azione
di G su V.
Il fibrato dei riferimenti di un fibrato vettoriale
Quanto si vuole fare ora è far vedere come ad un fibrato vettoriale
sia naturalmente associato un particolare fibrato principale.
Sia pi : E → M un fibrato vettoriale (reale) di rango r sulla varietà
M e, preso p ∈ M, si considerino le basi della fibra Ep, che è un
R-spazio vettoriale di dimensione r.
Osservazione 3.25. Ricordiamo che le basi di Ep possono essere messe
in biiezione con gli isomorfismi di Rr in Ep. Detta E la base canoni-
ca di Rr, una base B è infatti univocamente determinata dai vettori
immagine — tramite un opportuno isomorfismo λEB : Rr → Ep —
dei vettori di E , i quali costituiscono una base per Ep. In altre parole,
fissata la base canonica per Rr, ad ogni base B di Ep è associato l’iso-
morfismo λEB : Rr → Ep che esprime il cambiamento di base da E a
B.
Indicato con Fp l’insieme di tutte le basi della fibra Ep, si può facil-
mente vedere come il gruppo GLr(R) vi agisca naturalmente da de-
stra per composizione: se infatti λ ∈ Fp è rappresentato dalla matrice
Λ e α è l’automorfismo di Rr rappresentato dalla matrice A ∈ GLr(R)
si avrà
$ : Fp ×GLr(R)→ Fp
(λ, A) 7→ $(λ, A) = λ ◦ α = ΛA. (3.12)
Tale azione è libera; la transitività segue dal fatto che fissata una
base B di Ep esiste un’unica matrice A ∈ GLr(R) che permette il
cambiamento di base.
Definiamo quindi l’insieme F (E) come l’unione disgiunta di tutti
gli insiemi Fp, o meglio delle coppie (p,Fp)
F (E) := ⊔
p∈M
{(p,B) | B ∈ Fp} =
⊔
p∈M
{(p, λEB) | λEB : Rr ∼−→ Ep}.
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F (E) è naturalmente dotato della proiezione p˜i su M, definita cano-
nicamente da (p, λ) 7→ p˜i(p, λ) = p: il seguito è dedicato a verificare
che p˜i : F (E) → M è un fibrato principale con gruppo di struttura
GLr(R), gruppo di Lie per quanto visto nell’Esempio 1.4. Anzitutto
GLr(R) agisce su F (E) esercitando la propria azione $˜ sulle singole
fibre Fp come in (3.12):
$˜ : F (E)×GLr(R)→ F (E)
((p, λ), A) 7→ $˜((p, λ), A) = (p, $(λ, A)) = (p,ΛA);
l’azione è libera e inoltre le orbite coincidono con le fibre (l’azione di
GLr(R) in sé — moltiplicazione a destra — è transitiva). Resta da ve-
dere che anche F (E) si trivializza localmente. Sia dunque {(Uα, χα)}α
una trivializzazione locale di E: {Uα}α è ricoprimento aperto di M, il
diffeomorfismo χα porge l’identificazione E|Uα = pi−1(Uα) ∼= Uα×Rr
per ogni α e la sua restrizione alla fibra Ep, χα,p : Ep → {p}×Rr ∼= Rr,
è isomorfismo di spazi vettoriali per ogni p ∈ M. Si può definire la
mappa
χ˜α : F (E)|Uα = p˜i−1(Uα)→ Uα ×GLr(R)
(p, λ) 7→ χ˜α(p, λ) := (p, χα,p ◦ λ),
essendo χα,p ◦ λ : Rr → Rr isomorfismo. La mappa χ˜α è inverti-
bile e differenziabile, con inversa differenziabile, quindi è un diffeo-
morfismo per ogni α: {(p˜i−1(Uα), χ˜α)}α è pertanto una trivializzazio-












Siano p ∈ M e U ⊂ M è un suo intorno aperto e sia f ∈ F (E)|U
tale che f = (p, λ) per un certo λ. Nelle notazioni della Definizione
3.2 si ha χ˜( f ) = (p˜i( f ), φ( f )) = (p, χp ◦ λ), con φ : F (E) → GLr(R)
funzione differenziabile: anche qui è verificata la compatibilità di φ
con l’azione del gruppo:
φ($˜A( f )) = φ($˜A(p, λ)) = φ(p, $(λ, A)) = φ(p, λ ◦ α)
= (p, χp ◦ λ ◦ α) = (p, $(χp ◦ λ, A)) = $˜A(p, χp ◦ λ)
= $˜A(φ(p, λ)) = $˜A(φ( f )),
essendo $˜A il diffeomorfismo di F (E) in sé dato dall’azione di A ∈
GLr(R) (ossia $˜A( f ) = $˜((p, λ), A)). Com’è già noto, dalla trivia-
lizzazione locale (3.13) si ha che F (E)/GLr(R) ∼= M e che p˜i è la
proiezione sullo spazio delle orbite, pertanto segue anche il fatto che
ogni fibra è diffeomorfa a GLr(R), sebbene non in modo canonico. Si
può pertanto dare la seguente
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Definizione 3.26. Il GLr(R)-fibrato principale p˜i : F (E)→ M costrui-
to sopra è detto il fibrato dei riferimenti del fibrato vettoriale pi : E →
M.
3.4.4 Dalla forma di curvatura al tensore di Riemann
In quest’ultima parte si vuole mostrare il collegamento tra la forma
di curvatura Ω e il tensore di Riemann R, strumento più familiare
per parlare di curvatura nel caso del fibrato tangente ad una varietà
— esempio più classico di fibrato vettoriale —.
Data una varietà M di dimensione n introduciamo sul suo fibra-
to tangente TM — fibrato vettoriale di rango n — una connessione
(che in tal caso viene detta lineare) definendola classicamente come
derivata covariante ∇ : X(M) × X(M) → X(M) (cfr. (2.3)). Presi
X, Y ∈ X(M) e definita la mappa RXY : X(M) → X(M) che manda
Z ∈ X(M) in RXY(Z) := ∇X∇Y(Z)−∇Y∇X(Z)−∇[X,Y](Z) si può
facilmente verificare che questa è C∞(M)-lineare rispetto a X, Y, Z e
si può definire il campo tensoriale
R : X(M)×X(M)×X(M)→ X(M)
(X, Y, Z) 7→ R(X, Y, Z) := RXY(Z).
Il tensore12 R ∈ T13 (TM) appena definito è detto tensore di curvatura
di Riemann e la sua espressione in un sistema di coordinate locali
x1, . . . , xn su un opportuno aperto U ⊂ M sarà Rjilk dxi ⊗ dxl ⊗ dxk ⊗
∂j. Nella connessione lineare introdotta i coefficienti R
j
ilk ∈ C∞(U)
sono così espressi (per tutti i dettagli, si veda [1], p. 415; Oss. 8.1.6.):
Rjilk = ∂lΓ
j
ik − ∂kΓjil + ΓhilΓjhk − ΓhilΓjhk. (3.14)
Oltre che come sottofibrato di TM (definizione alla Ehresmann) e
nella forma di derivata covariante, una connessione lineare può esse-
re introdotta anche nella veste di 1-forma di connessione come in (2.4).
Il legame tra la definizione come derivata covariante e la definizione
come connessione di Ehresmann è stato visto in 2.2.4, mentre la rela-
zione tra la definizione di ∇ e quella di 1-forma di connessione è ben
nota: se Γkij sono i coefficienti della connessione (detti simboli di Chri-
stoffel nel caso di connessione lineare) nella definizione come derivata
covariante, allora la forma di connessione è una matrice ω = [ω ji ]
in cui le entrate ω ji sono 1-forme differenziali definite sulla varietà
di base M; un classico esercizio (ad esempio riportato in [1], p. 326)
è vedere che tali forme, introdotto un sistema di coordinate locali







12 R ∈ Hom(TM× TM× TM, TM) ∼= T∗M⊗ T∗M⊗ T∗M⊗ TM = T13 (TM).
3.4 fibrati vettoriali associati 51
dove i coefficienti Γjik ∈ C∞(U) sono esattamente i simboli di Christof-
fel dedotti dalla definizione di ∇. La 1-forma di connessione ω, per
quanto detto prima, può essere vista come una forma differenziale a
valori in Mn(R): per ogni X ∈ X(M), infatti, è ω(X) = [ω ji (X) ] ∈
Mn(C∞(U)) che, valutata in un punto p ∈ M, restituisce una matrice
a coefficienti reali. Fissiamo le definizioni di differenziale esterno e
di prodotto esterno di due tali forme ω, η:
dω = d[ω ji ] := [dω
j
i ],
ω ∧ η := [ (ω ∧ η)ji ] = [ωhi ∧ η jh ].
Rimandiamo a [9], p. 118 per la prova del fatto che, nel caso di una
connessione su un fibrato vettoriale, l’equazione di struttura (3.9) si
riduce ad essere dω = −ω ∧ ω + Ω, da cui l’espressione per la 2-
forma di curvatura Ω = [Ωji ], anch’essa a valori matriciali:
Ω = dω+ω ∧ω. (3.16)




i ∧ ω jh,
con Ωji ∈ Ω2(M).
A partire dalla (3.15), dettagliando i termini dell’equazione di strut-



































ik − ∂kΓjil + ΓhilΓjhk − ΓhikΓjhl
)
dxl ⊗ dxk = Ωjilk dxl ⊗ dxk.







U N A T E O R I A D I G A U G E A B E L I A N A
In questa seconda parte dell’elaborato, composta dal
presente Capitolo e dal successivo, si ambienterà in un
contesto fisico una fortunata applicazione della teoria dei
fibrati e delle connessioni esposta in precedenza: le teo-
rie di gauge. In questo Capitolo, in particolare, si partirà
dall’osservare che la lagrangiana di una particella relati-
vistica libera è invariante sotto l’azione globale del grup-
po U1(C); introducendo un fibrato principale con questo
gruppo strutturale sulla varietà R4 — lo spaziotempo —
sarà possibile introdurre una derivata covariante (ossia
una connessione) che ne salvaguardi la forma anche per
un’azione di tipo locale e definirvi, successivamente, una
curvatura. In questo modo sarà possibile reinterpretare la
forza esercitata dal campo elettromagnetico come la mani-
festazione fisica di tale curvatura. Precedono la trattazio-
ne di questi argomenti dei richiami ad alcuni elementi irri-
nunciabili di Elettromagnetismo e di Meccanica analitica;
chiude il Capitolo la deduzione delle equazioni di Max-
well. Nel seguito, per snellire la notazione, si ometterà di
indicare la dipendenza dei campi dal punto: si scriverà ψ
per intendere ψ(x).
4.1 alcuni fatti preliminari
Utilizziamo questa Sezione per analizzare brevemente il caso di
un fibrato vettoriale di rango uno e per richiamare alcuni elementi
indispensabili di Fisica.
4.1.1 Connessione su un fibrato in rette
Sia pi : L → M un fibrato in rette complesso (ossia un fibrato di
rango uno con fibra diffeomorfa a C) su una varietà di base M e si
ponga su L una connessione
∇ : X(M)× L(M)→ L(M).
Se U ⊂ M è un aperto, una qualsiasi sezione locale (di classe C∞)
di L sarà ` ∈ L(U) tale che pi ◦ ` = idU ; in particolare se ` non si
annulla su U, allora costituisce un riferimento locale per L: per ogni
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p ∈ U si ha Lp = 〈`p〉, pertanto ogni altra sezione s ∈ L(U) si scriverà
nella forma s = f ` per un’opportuna f ∈ C∞(U) a valori in C. Se
poi identifichiamo U con il dominio di una carta (U, φ) che introduce
sulla varietà M le coordinate locali x1, . . . , xn, allora la descrizione
locale della connessione sarà
∇∂i` = Γ1i1` = Γi`, (4.1)
omettendo i due indici costantemente uguali a 1. Presi X = X j∂j ∈
X(U) e s = f ` ∈ L(U) si trova che
∇Xs = ∇X( f `) = X( f )`+ f ∇X j ∂j` = X( f )`+ f (X j∇∂j`)
= X( f )`+ f X j Γj ` = (X( f ) + X j Γj f )`
e, omettendo di indicare il riferimento locale `, ∇X f = X( f ) + X j Γj f ;
se in più X = ∂i, allora
∇∂i f = ∂i f + Γi f . (4.2)
Inoltre, se `, `′ sono due diversi riferimenti locali di L sull’aperto U e
uno è espresso in termini dell’altro come `′ = h` (ovvero ` = h−1`′)
per un’opportuna funzione h ∈ C∞(U) a valori complessi, allora si
avrà ∇∂i` = Γi` e ∇∂i`′ = Γ′i`′; in particolare i coefficienti della
connessione trasformano secondo la legge seguente:
∇∂i`′ = ∇∂i(h`) = (∂ih)`+ hΓi` = (∂ih + hΓi)`
= (∂ih + hΓi)h−1`′ = (Γi + h−1∂ih)`′,
onde si ricava
Γ′i = Γi + h
−1∂ih.
Per quanto detto in 3.4.4, sappiamo che la 1-forma di connessione
è una matrice ω = [ω ji ] le cui entrate ω
j
i sono 1-forme aventi per
coefficienti gli stessi di (4.1). In questo caso ω è una matrice di ordine
uno, pertanto sarà
ω = ω11 = Γ
1
i1dx
i = Γi dxi.
Per quanto riguarda la 2-forma di curvatura Ω = Ωij dxi ∧ dxj,
ricordando la definizione Ω = Dω, si ottiene
Ω = (∂jΓi dxj) ∧ dxi = (∂jΓi − ∂iΓj)dxj ∧ dxi
= (∂iΓj − ∂jΓi)dxi ∧ dxj,
da cui
Ωij = ∂iΓj − ∂jΓi. (4.3)
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4.1.2 Elementi di Elettromagnetismo
L’ambiente in cui si tratterà il resto del Capitolo è lo spaziotempo (o
cronotopo) R4, inteso come varietà (pseudo)riemanniana dotata della
metrica di Minkowski η ∈ T2(R4), il tensore (pseudo)metrico η =
[ ηµν ] = [ ηµν ] così definito:
η =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
Indicheremo in neretto i punti dello spaziotempo mentre segneremo
con le frecce i vettori nello spazio tridimensionale ordinario. Gli in-
dici greci (come in xµ) varieranno da 0 a 3, indicando le componenti
spaziotemporali e in particolare la variabile x0 = ct — denotando c
la velocità della luce1 — sarà riservata alla componente temporale;
gli indici latini (come in xi) varieranno da 1 a 3 ad indicare le so-
le variabili spaziali. Sarà quindi x = xµ = (x0,~x) = (ct, x1, x2, x3)
per ogni x ∈ R4. Indicheremo nel seguito il campo elettrico e il
campo magnetico rispettivamente con ~E = ~E(t,~x) = (E1, E2, E3) e
~B = ~B(t,~x) = (B1, B2, B3), mentre $ = $(t,~x) e~ =~(t,~x) = (j1, j2, j3)
denoteranno rispettivamente la densità di carica e la densità di cor-
rente, entrambe raccolte nel quadrivettore j = jµ = (c$,~) (detto qua-
drivettore densità di corrente o quadricorrente2). Ricordiamo brevemente
anche le equazioni di Maxwell nella loro forma differenziale classica:
~∇ · ~E = $
ε0
(4.4a)
~∇ · ~B = 0 (4.4b)








Nel vuoto la (4.4a) e la (4.4d) hanno il secondo membro nullo.
Ricordiamo infine le identità dell’analisi ~∇× (~∇F) = 0 e ~∇ · (~∇×
~F) = 0, ossia il fatto che il rotore di un gradiente e la divergenza di un
rotore sono sempre nulli. La (4.4b) suggerisce di utilizzare la seconda
identità e di introdurre quindi un campo vettoriale ~A = ~A(t,~x) =
1 Ricordiamo che è c = 1/
√
ε0µ0, essendo ε0 la costante dielettrica del vuoto e µ0 la
permeabilità magnetica del vuoto.
2 La densità di carica $ e la densità di corrente~ presentano unità di misure diverse:
[ $ ] =
C
m3
= A× s×m−3, [~ ] = A×m−2;
perché siano le componenti dello stesso quadrivettore è quindi necessario
moltiplicare la prima per un fattore c in modo da ottenere [ c$ ] = A×m−2.
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(A1, A2, A3) tale che ~B = ~∇ × ~A, detto potenziale vettore del campo





∂2A3 − ∂3A2∂3A1 − ∂1A3
∂1A2 − ∂2A1
 = ~∇× ~A. (4.5)
Sostituendo nella terza delle (4.4) il campo magnetico espresso trami-
te il potenziale vettore, otteniamo
0 = ~∇× ~E + ∂~B
∂t
= ~∇× ~E + ∂
∂t







quindi, utilizzando l’altra identità non ancora usata, deve esistere un
campo scalare φ = φ(t,~x), detto potenziale scalare (e che in situazioni
statiche si riduce ad essere il potenziale del campo elettrico) tale che
la quantità tra parentesi — di cui il rotore è zero — sia il gradiente di





−∂t A1 − ∂1φ−∂t A2 − ∂2φ




Riunendo i potenziali scalare e vettore in un unico quadrivettore poten-
ziale del campo elettromagnetico scriveremo3







Il quadrivettore potenziale non è univocamente determinato se non
a meno del quadrigradiente di una funzione scalare Λ : R4 → R; più
precisamente si ha invarianza — e la verifica è un semplice calcolo —



















, ~A + ~∇Λ
)
.
Tale invarianza è detta invarianza di gauge, dove la gauge consiste
nella scelta della funzione Λ. Se la scelta ricade su una Λ tale che
∂µ(A′)µ = 0, ossia















− ∆~A′ =  ~A′ = 0,
3 Il potenziale scalare φ e il potenziale vettore ~A presentano unità di misure diverse:
[ φ ] = V, [ ~A ] = T×m = V× s×m−1;
perché siano le componenti dello stesso quadrivettore è quindi necessario
moltiplicare la prima per un fattore 1/c in modo da ottenere [ φ/c ] = V× s×m−1.
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dove ∆ indica il laplaciano nelle componenti spaziali e  indica l’o-
peratore dalembertiano4: potenziale scalare e potenziale vettore sod-
disfano, cioè, l’equazione delle onde.
4.1.3 Elementi di Meccanica analitica
La dinamica di un punto materiale è descritta in generale dal fun-
zionale d’azione (o semplicemente azione)








dove L : R3 ×R3 → R è un’opportuna funzione lagrangiana; la varia-
bile d’integrazione è la variabile temporale che parametrizza la traiet-
toria e con il puntino si indica la derivata rispetto a tale parametro.
La lagrangiana è una funzione che dipende dalla posizione ~x e dalla
velocità ~˙x del punto materiale considerato, entrambe calcolate lungo
la traiettoria ~x(t) del suo moto.
Esempio 4.1. Nel caso della meccanica classica la lagrangiana si può
scrivere come differenza tra energia cinetica ed energia potenziale: se
il punto materiale di massa m nel suo moto occupa la posizione ~x(t)




m | ~˙x |2 −V(~x),
se si assume che la sua energia potenziale V dipenda solo dalla
posizione e non dalla velocità.
Il principio variazionale di Hamilton afferma che l’evoluzione di un




S [ ~ω(·) ]
fatto sull’insieme A = {~ω ∈ Cr([t0, t1];R3) | ~ω(t0) = ~x0, ~ω(t1) =
~x1; r ≥ 2} delle possibili traiettorie tra un certo punto iniziale ~x0 e un
certo punto finale ~x1. L’azione risulta stazionaria (ovvero minimizza-









In questo modo la lagrangiana descrive completamente, attraverso
tali equazioni, il moto del sistema.
4 L’operatore di D’Alembert, detto anche operatore delle onde, è definito come
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Nell’ambito della teoria quantistica dei campi il concetto classico di
particella cede il posto alla nozione di campo, inteso come una funzio-
ne dello spaziotempo a valori (al più) complessi: più precisamente,
la particella è espressione di uno stato eccitato del campo fisico sot-
tostante che le corrisponde (ad esempio, la presenza di un elettrone
in una determinata posizione e in un determinato istante è la ma-
nifestazione del fatto che in quel punto e in quell’istante il campo
elettronico presenta uno stato eccitato): questi stati, ossia le particelle,
sono definiti quanti del campo. Le interazioni tra le particelle sono
rappresentate, nella lagrangiana del sistema, da termini di interazio-
ne dei rispettivi campi sottostanti. In questo caso, se denotiamo con
ψk : R4 → C i campi della teoria, per costruire la lagrangiana L si





dove il dominio d’integrazione Ω è un opportuno sottoinsieme dello
spaziotempo. L’azione è poi definita al solito come l’integrale di L tra
l’istante iniziale t0 e l’istante finale t1. In maniera analoga a quanto
detto sopra, dal principio di minima azione si ricavano le equazioni








Ricordiamo infine l’importante teorema dovuto a Emmy Noether,
secondo cui
ad ogni simmetria della lagrangiana — ovvero a ogni tra-
sformazione continua delle coordinate x, x˙ (ed eventual-
mente del tempo t) che ne lascia invariata la forma —
corrisponde una quantità conservata.
È chiaro, dunque, l’interesse fisico di indagare sulle azioni che rispet-
tano la forma della lagrangiana al fine di dedurre delle leggi di con-
servazione. Vi possono essere inoltre delle quantità che si conservano
grazie a simmetrie interne della lagrangiana, ossia a simmetrie non
dipendenti da trasformazioni delle coordinate spaziotemporali, ma
dovute a caratteristiche intrinseche delle particelle, ossia dei campi
coinvolti5.
Esempio 4.2. Nel caso di un fotone γ (la particella o quanto del campo
elettromagnetico) per specificarne completamente lo stato bisogna as-
segnare la posizione spaziotemporale (ossia le coordinate (t,~x)) e la
polarizzazione dell’onda, ossia l’inclinazione del piano di oscillazione
5 Nel seguito, quando verrà introdotto un fibrato sulla varietà R4 e i campi saranno
interpretati come sezioni di tale fibrato, si potrà parlare matematicamente di simme-
tria interna quando l’azione del gruppo coinvolge i punti della fibra — ossia i valori
del campo — e non i punti della varietà di base: l’azione è cioè interna alla fibra.
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del campo elettrico (la direzione di oscillazione del campo magnetico,
essendo perpendicolare a quella di ~E è di conseguenza determinata).
Se si ruota la direzione di oscillazione il fotone resta sempre nel punto
di coordinate (t,~x): l’azione del gruppo delle rotazioni U1(C), agen-
do solo sul piano di polarizzazione e non riguardando la posizione
di γ, rappresenta una simmetria interna allo stato del fotone.
4.2 teoria di gauge U1 (C)
Iniziamo ora a introdurre la teoria di gauge abeliana che ha per
gruppo di gauge il gruppo U1(C) e che descrive — come si capirà a
posteriori — l’Elettromagnetismo.
Si consideri la densità di lagrangiana6 L di una particella relativi-
stica libera, ovvero una particella che non interagisce con altri cam-
pi o con altre particelle: nell’interpretazione della teoria quantistica
dei campi L dipenderà dunque dal campo relativo alla particella in
questione e dalle sue derivate; se ψ : R4 → C è il campo scalare
complesso coinvolto, detta m la massa della particella, si avrà
L(ψ,ψ, ∂µψ, ∂µψ) = 12 λ
[






dove λ è una costante di dimensioni [λ] = [ML]/[T2] e, sotto la scelta
di opportune unità di misura — adottate nel seguito —, resa uguale
a uno. La formula (4.8) rispecchia la definizione della lagrangiana
nel caso della meccanica classica, definita come differenza tra energia
cinetica (qui rappresentata dal primo termine tra parentesi) ed ener-
gia potenziale (secondo termine tra parentesi)7. Si può facilmente
verificare che la moltiplicazione per un elemento del gruppo U1(C)
lascia inalterata la forma della lagrangiana L: fissato α ∈ R, sotto le
rotazioni
ψ→ ψ′ = eiα ψ, ψ→ ψ′ = e−iα ψ, (4.9)





























6 D’ora in poi sarà chiamata semplicemente lagrangiana con un piccolo abuso di
terminologia.
7 Le equazioni di Eulero–Lagrange associate alla lagrangiana in questione producono
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La lagrangiana L è pertanto invariante in forma per l’azione del
gruppo U1(C) sui complessi — e quindi su ψ —.
A questo punto la difficoltà fisica che sorge è conciliare la situazio-
ne qui illustrata con il principio di località8. Matematicamente, avendo
a disposizione il campo ψ e volendo confrontare il suo valore in due
punti distinti x, y dello spaziotempo, non vi è alcun ostacolo “intel-
lettuale”: essendo ψ una funzione è sufficiente valutarla in x e in y
e confrontare ψ(x) con ψ(y); l’interpretazione fisica di questa proce-
dura risulta più delicata: un confronto coerente dei due valori del
campo richiederebbe la simultaneità della valutazione in x e y, simul-
taneità non concessa, ad esempio, a grandi distanze (l’informazione
viaggia al più alla velocità — seppur elevata comunque limitata —
della luce).
4.2.1 Descrizione matematica del problema
Da un punto di vista matematico è possibile recuperare l’interpre-
tazione fisica considerando che ad ogni punto x dello spaziotempo
corrisponda una “copia” di C alla quale appartiene il valore ψ(x)
del campo in quel punto. In altri termini questa modellizzazione
conduce ad introdurre una struttura di fibrato sulla varietà di base
R4; più precisamente si è portati ad introdurre un fibrato principale
pi : P → R4 con gruppo di struttura U1(C) e a considerare il fibrato
vettoriale piL : L → R4 associato a P, avendo indicato con L il fibrato
P×U1(C) C. L è quindi un fibrato vettoriale complesso in rette in cui
l’azione di U1(C) sulla fibra tipica (diffeomorfa a) C è la classica mol-
tiplicazione per un numero complesso di modulo unitario, la stessa
azione che il gruppo esercita sul fibrato principale di partenza. Con
questa impostazione diventa naturale quindi reinterpretare il campo
ψ a valori in C come una sezione differenziabile s = ψ : R4 → L del
fibrato L: per ogni aperto U ⊂ R4 si avrà s = ψ : U → L|U = pi−1L (U)
con piL ◦ s = idU e, per ogni x ∈ R4,
x 7→ s(x) = (x,ψ(x)), ψ(x) ∈ Lx = pi−1L ({x}) ∼= C.
Come già visto nella Sottosezione 4.1.1, fissato un riferimento locale
` ∈ L(R4) per L, la sezione s = ψ sarà scritta come s = ψ`, dove ψ
è un’opportuna funzione di classe C∞(U) a valori in C, volutamen-
te indicata con ψ in quanto con tale funzione, trascurando la base,
identificheremo nel seguito la sezione s stessa, ossia il campo.
Non volendo perdere in generalità e rimanendo sempre in accordo
con il principio di località, è ragionevole supporre che l’azione del
8 Il principio di località afferma che un oggetto è direttamente influenzato soltanto dalle
sue immediate vicinanze o, equivalentemente, che oggetti distanti non possono avere
mutua influenza istantanea; in particolare, la teoria ristretta della Relatività limita la
velocità di trasmissione dell’influenza alla velocità della luce. Tale postulato fisico si
contrappone alla vecchia concezione dell’azione (istantanea) a distanza.
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gruppo U1(C) dipenda dal punto in cui viene applicata: sostituiamo
pertanto la precedente moltiplicazione (4.9) per eiα, che per α ∈ R
fissato ha un carattere globale, con la rotazione eiα(x) di natura locale9,
essendo α : R4 → R dipendente da x ∈ R4; le trasformazioni saranno
di conseguenza
ψ→ ψ′ = eiα(x) ψ, ψ→ ψ′ = e−iα(x) ψ. (4.10)
Ora è necessario verificare se passando dalla precedente azione glo-
bale alla nuova azione locale di U1(C) l’invarianza in forma della la-
grangiana venga salvaguardata o meno: è evidente che ciò non accade
se si guarda, ad esempio, alle derivate
∂µψ
′ = ∂µ(eiα(x) ψ) = i ∂µα(x)eiα(x) ψ+ eiα(x) ∂µψ,
∂µψ′ = ∂µ(e−iα(x) ψ) = −i ∂µα(x)e−iα(x) ψ+ e−iα(x) ∂µψ;
il prodotto ∂µψ′ ∂νψ′ che compare nel primo termine della parentesi
di L′ non è più uguale a ∂µψ ∂νψ a causa della presenza delle derivate
della funzione α e di conseguenza si perde l’invarianza in forma della
lagrangiana.
La connessione dell’Elettromagnetismo
A ben vedere, la perdita dell’invarianza di L sotto l’azione (4.10) è
conseguenza del fatto che, essendo una sezione di L(R4), non è più
definita per ψ la derivata direzionale nel senso classico. La soluzione
del problema consiste nell’introduzione di una connessione sul fibra-
to L, grazie alla quale si può sostituire a ∂µ la derivata covariante ∇µ:
in questo modo si può derivare correttamente la sezione ψ.
Procediamo dunque con il dotare il fibrato L di una connessione.
Anzitutto si introduce un campo, detto potenziale di gauge, che tra-
sformi secondo una legge appositamente imposta per salvaguarda-
re l’invarianza della lagrangiana: denotato con A = Aµ tale cam-
po e considerati i coefficienti Aµ = Aνηµν della forma differenziale
corrispondente10, la regola di trasformazione cercata è la seguente




9 La dipendenza dell’azione dal punto x ∈ R4 è il modo — dal punto di vista matema-
tico — di tener conto del fatto che il valore ψ(x) appartiene alla fibra Lx, ossia alla
copia di C sopra x; il problema accennato sopra di confrontare i valori ψ(x), ψ(y),
per x 6= y, si può superare matematicamente con la nozione di trasporto parallelo, una
volta definita su L una connessione, che permette di identificare le due fibre Lx, Ly
e rende di conseguenza possibile un confronto tra i valori assunti dal campo.
10 In realtà nel seguito non si useranno i coefficienti del campo bensì i coefficienti della
forma differenziale corrispondente tramite l’isomorfismo [ : TM→ T∗M — qui M =
R4 —, che ai coefficienti Xh di un campo associa i coefficienti ωk = Xhηhk della forma
differenziale corrispondente ottenuti per abbassamento dell’indice tramite la metrica.
Con un abuso di terminologia ci riferiremo nel seguito a tale forma differenziale
usando comunque il termine campo (volendo si può pensare al termine campo di
covettori), nonostante i coefficienti siano indicizzati a pedice.
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La costante q, che rappresenta la carica corrispondente alla particella
descritta dal campo, a rigore dovrebbe essere divisa per h¯: qui e nel
seguito si adotterà la convenzione di porre h¯ = 1 per semplificare
la notazione11. Allora la connessione in questione è una funzione
lineare ∇ : X(R4)× L(R4) → L(R4) che mappa (∂µ, s) 7→ ∇µs, dove
l’operatore ∇µ è definito dalla posizione
∇µ := ∂µ + iq Aµ.
Trattandosi del caso di un fibrato vettoriale di rango uno, la connes-
sione ∇µ dovrà rispecchiare la forma generale vista nella (4.2): con-
frontando le due definizioni se ne ricava l’espressione dei simboli di
Christoffel12
Γµ = iq Aµ
o, in altri termini, ∇µ` = Γµ` = iq Aµ`, essendo ` ∈ L(R4) la sezione
del riferimento locale per L.
A questo punto si può sostituire in L la dipendenza dalle derivate
∂µ con quella dalle nuove derivate covarianti ∇µ, ossia passare da
L(ψ,ψ, ∂µψ, ∂µψ) a L(ψ,ψ, ∂µψ, ∂µψ, Aµ) = L(ψ,ψ,∇µψ,∇µψ).
Osservazione 4.3. Si può notare che l’azione (4.10) di U1(C) sulla fun-
zione ψ induce un’azione sul riferimento locale ` del fibrato L della
forma
`→ `′ = e−iα(x) `;
se infatti `, `′ sono due basi locali di L rispetto cui una generica
sezione s ∈ L(R4) si scrive come s = ψ` = ψ′`′, allora si ha
ψ` = s = ψ′`′ = eiα(x) ψ`′ ⇔ ` = eiα(x) `′,
ossia se, e solo se, l’azione indotta sul riferimento locale è della forma
detta.
Osservazione 4.4. Il gruppo U1(C) agisce anche sul potenziale di gau-
ge. Avendo l’espressione dei simboli di Christoffel della connessione
è possibile ritrovare la legge secondo cui trasforma A. Infatti, scri-
vendo i coefficienti della connessione rispetto alle due basi locali `,
11 La (4.11) sarebbe quindi
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`′ = e−iα(x) ` di L, si ha Γµ = iq Aµ e Γ′µ = iq A′µ. Quanto resta da fare
è esplicitare i Γ′µ in funzione dei Γµ:
Γ′µ`′ = ∇µ`′ = ∇µ(e−iα(x) `) = ∂µ(e−iα(x)) `+ e−iα(x)∇µ`
= −i ∂µα(x)e−iα(x) `+ e−iα(x) Γµ`
= −i ∂µα(x)e−iα(x)eiα(x) `′ + e−iα(x) Γµ eiα(x) `′
=
(
Γµ − i ∂µα(x)
)
`′,
da cui Γ′µ = Γµ − i ∂µα(x) e, di conseguenza, la (4.11).
Invarianza della lagrangiana
L’aver introdotto un nuovo campo comporta necessariamente una
modifica della lagrangiana di partenza: alla L che dava conto della
(sola) presenza del campo ψ bisogna aggiungere un termine LA che
rappresenti l’energia intrinseca del potenziale di gauge A — tale ter-
mine non dipenderà quindi da ψ —; sicché la lagrangiana risultante
sarà del tipo
LED(ψ,ψ,∇µψ,∇µψ, A, ∂µA) = L(ψ,ψ,∇µψ,∇µψ)+LA(A, ∂µA).
Il termine aggiuntivo LA si prende in modo che risulti invariante in
forma sotto la trasformazione (4.11) del potenziale di gauge.
Proposizione 4.5. La lagrangiana LED è invariante in forma per l’azione
di U1(C), ovvero sotto le trasformazioni (4.10) e (4.11).
Dimostrazione. Il termine LA è stato scelto appositamente invarian-









sia invariante sotto la trasformazione (4.10). Per quanto riguarda il
termine ∇µψ bisogna verificare che esso trasformi — essendo una
sezione — secondo la legge (4.10), ossia
∇µψ→ ∇′µψ′ = eiα(x)∇µψ.
Si ha
∇′µψ′ = (∂µ + iq A′µ)ψ′ =
(
∂µ + iqAµ − i ∂µα(x)
)
(eiα(x) ψ)
= i ∂µα(x)eiα(x) ψ+ eiα(x) ∂µψ+ iq Aµeiα(x) ψ− i ∂µα(x)eiα(x) ψ
= eiα(x)(∂µ + iq Aµ)ψ = eiα(x)∇µψ.
In modo del tutto analogo si trova che il termine ∇µψ trasforma
secondo la legge
∇µψ→ ∇µ′ψ′ = e−iα(x)∇µψ.
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Di conseguenza nella trasformazione
L(ψ,ψ,∇µψ,∇µψ)→ L′(ψ′,ψ′,∇′µψ′,∇′µψ′) =
= L(ψ′,ψ′,∇′µψ′,∇′µψ′)






























risultando quindi invariante per la (4.10). Si conclude pertanto l’inva-
rianza in forma della lagrangiana complessiva LED = L+ LA sotto
l’azione del gruppo U1(C).
4.2.2 Curvatura e campo elettromagnetico
Avendo introdotto una connessione è lecito ricavare la corrispon-
dente forma di curvatura Ω = Ωµν dxµ ∧ dxν: nel caso di un fi-
brato complesso in rette abbiamo visto la formula (4.3) che porge
immediatamente l’espressione dei coefficienti Ωµν:
Ωµν = ∂µ(iq Aν)− ∂ν(iq Aµ) = iq (∂µAν − ∂νAµ) = iq Fµν,
avendo posto Fµν := ∂µAν − ∂νAµ. Dal momento che presentano due
indici bassi, i termini Fµν sono i coefficienti di un tensore 2-covariante,
che è anche antisimmetrico in quanto Fνµ = ∂νAµ − ∂µAν = −Fµν; in
altri termini F = Fµν dxµ ∧ dxν è una 2-forma differenziale. La defini-
zione dei coefficienti suggerisce inoltre che F sia una forma esatta: più
precisamente, F è il differenziale esterno della 1-forma13 A = Aµ dxµ
F = dA = (∂νAµ dxν) ∧ dxµ
= (∂νAµ − ∂µAν)dxν ∧ dxµ = Fµν dxµ ∧ dxν.
Osservazione 4.6. Anche il tensore F risulta invariante per l’azione
(4.11) del gruppo U1(C) :
Fµν → F′µν = ∂µA′ν − ∂νA′µ
= ∂µ
(




Aµ − 1q ∂µα(x)
)




= ∂µAν − ∂νAµ = Fµν.
13 Vedi nota 10, p. 61.
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In quanto 2-forma, il tensore F ammette la seguente rappresenta-
zione matriciale F = [ Fµν ], che in forma estesa è
F =

F00 F01 F02 F03
F10 F11 F12 F13
F20 F21 F22 F23
F30 F31 F32 F33
 .
A questo punto è chiaro come tutta la trattazione sin qui fatta possa
essere tradotta nel linguaggio dell’Elettromagnetismo in maniera na-
turale; ricordando infatti che la variabile temporale è definita come
x0 = ct e che di conseguenza ∂0 = 1c ∂t, dal confronto con le compo-
nenti del campo elettrico (4.6) e del campo magnetico (4.5) si trova
che Fµµ = 0 per ogni µ e che
F01 = ∂0A1 − ∂1A0 = − 1c ∂t A1 − ∂1( φc ) = 1c E1
F02 = ∂0A2 − ∂2A0 = − 1c ∂t A2 − ∂2( φc ) = 1c E2
F03 = ∂0A3 − ∂3A0 = − 1c ∂t A3 − ∂3( φc ) = 1c E3
F12 = ∂1A2 − ∂2A1 = −∂1A2 + ∂2A1 = −B3
F13 = ∂1A3 − ∂3A1 = −∂1A3 + ∂3A1 = B2
F23 = ∂2A3 − ∂3A2 = −∂2A3 + ∂3A2 = −B1,
avendo riletto le componenti Aµ a partire dalle componenti del qua-
drivettore potenziale del campo elettromagnetico14 A = Aµ = (A0, ~A)
= (φ/c, ~A). In definitiva, completando per antisimmetria, il tensore
F =

0 E1/c E2/c E3/c
−E1/c 0 −B3 B2
−E2/c B3 0 −B1
−E3/c −B2 B1 0

non è altro che il tensore del campo elettromagnetico (o tensore di Fara-
day)15.
Quanto si conclude è, dunque, che il campo elettromagnetico ri-
sulta essere la manifestazione fisica della curvatura associata alla
connessione introdotta sul fibrato piL : L → R4. La curvatura —
costruzione teorica della Matematica e, in quanto tale, non diretta-
mente osservabile — si esprime fisicamente come la forza del campo
elettromagnetico.
14 La 1-forma A è definita a partire dal potenziale di gauge A ponendo A = [(A) =
[(Aµ∂µ) = Aµηµνdxν = Aνdxν; in particolare A0 = A0 = φ/c e Ai = −Ai.
15 Si introduce anche il tensore di componenti Fµν, dove Fµν = ηµαηνβFαβ, ossia
0 −E1/c −E2/c −E3/c
E1/c 0 −B3 B2
E2/c B3 0 −B1
E3/c −B2 B1 0
 .
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4.2.3 Analisi dei termini di LED ed equazioni di Maxwell
In quest’ultima parte si ricaveranno le equazioni di Maxwell a par-
tire da quanto fatto in precedenza. La lagrangiana utilizzata per rica-
vare tutte le precedenti deduzioni aveva assunto la forma definitiva
LED = L+ LA, dove L era la lagrangiana (4.8) di partenza, mentre
LA era il termine aggiunto per tener conto della presenza del cam-
po di gauge A. Sebbene l’espressione del primo termine sia nota,
quella del secondo non ha una forma privilegiata; coerentemente al
primo addendo esso dovrà essere uno scalare e, per garantire l’inva-
rianza globale di LED come detto nella Proposizione 4.5, dovrà essere
invariante in forma sotto l’azione del gruppo U1(C). Tali richieste
vengono soddisfatte se si sceglie di porre
LA = −14 FµνF
µν, (4.12)
essendo F invariante sotto l’azione (4.11) per quanto detto nell’Osser-
vazione 4.6. Con questa scelta la lagrangiana finale LE ha quindi la
seguente espressione:











































Nella formula finale riconosciamo quattro termini diversi; rispettiva-
mente:
i. il termine 12 η
µν ∂µψ∂νψ rappresenta l’energia cinetica della par-
ticella associata al campo ψ;
ii. il termine 12 η
µν iq
[
Aµψ∂νψ− Aνψ∂µψ− iq AµAνψψ
]
riunisce gli
addendi relativi all’interazione tra la particella descritta dal cam-
po ψ — di cui la costante q rappresenta la carica elettrica16
— e il campo di gauge dato dal potenziale A, ossia il campo
elettromagnetico;
iii. il termine − 12 m
2c2
h¯2
ψψ costituisce il termine di massa (compre-
so tra i termini energetici, in accordo con la teoria relativistica)
relativo alla particella associata al campo ψ;
iv. il termine − 14 FµνFµν descrive la componente della lagrangiana
relativa al contributo del campo elettromagnetico.
16 Come detto, in realtà la carica q è normalizzata a q/h¯ con h¯ = 1.
4.2 teoria di gauge U1(C) 67
Equazioni di Maxwell in forma covariante a vista
La scelta (4.12) nella definizione della lagrangiana del solo campo
di gauge, oltre a soddisfare l’invarianza sotto l’azione di U1(C) e a
produrre uno scalare, è dettata dal fatto che in questo modo le equa-
zioni di Eulero–Lagrange associate a LED riproducono esattamente le
equazioni di Maxwell generali. Nel caso in cui non ci sia la particella
descritta dal campo ψ, ad esempio nel caso del vuoto, il termine L del-
la lagrangiana complessiva scompare e resta solo il termine LED: in
questo caso più semplice le equazioni di Eulero–Lagrange si riducono
alle equazioni di Maxwell nel vuoto, come si vedrà nel seguito.
Anzitutto in questo caso la lagrangiana complessiva si riduce ad
essere
LED = LA = −14 FµνF
µν = −1
4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ)
= −1
4




Le equazioni di Eulero–Lagrange associate a questa lagrangiana si








Il secondo membro è nullo, dal momento che la lagrangiana non di-
pende dalle componenti del potenziale di gauge; per quanto riguarda











pertanto le equazioni (4.13) risultano essere in definitiva
∂νFµν = 0. (4.14)
Ricordando che per la 2-forma di curvatura Ω = iq Fµν dxµ ∧ dxν vale
l’identità di Bianchi (3.11) otteniamo anche la seguente relazione:
0 = DΩ = dΩ = (∂αΩβγ dxα) ∧ dxβ ∧ dxγ
= (∂αΩβγ − ∂αΩγβ + ∂βΩγα+
− ∂βΩαγ + ∂γΩαβ − ∂γΩβα)dxα ∧ dxβ ∧ dxγ
= 2 (∂αΩβγ + ∂βΩγα + ∂γΩαβ)dxα ∧ dxβ ∧ dxγ,
da cui ∂αΩβγ + ∂βΩγα + ∂γΩαβ = 0, ossia
∂αFβγ + ∂βFγα + ∂γFαβ = 0. (4.15)
Le equazioni (4.14) e (4.15) sono la parafrasi covariante delle equa-
zioni di Maxwell (4.4) nel vuoto, come si verifica con la seguente
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Proposizione 4.7. Le equazioni di Maxwell nel vuoto in forma covariante
a vista si scrivono
∂νFµν = 0,
∂αFβγ + ∂βFγα + ∂γFαβ = 0.
Dimostrazione. Dividiamo la verifica distinguendo i casi in cui sia
coinvolto l’indice 0 da quelli in cui non lo sia. Si consideri la prima
equazione.
(i) µ = 0. In questo caso si ottiene la (4.4a):
0 = ∂νF0ν = ∂0F00 + ∂iF0i = − 1c ∂iEi ⇔ ~∇ · ~E = 0;
(ii) µ = i. Fissando ad esempio i = 1, si trova
0 = ∂νF1ν = ∂0F10 + ∂jF1j = 1c2 ∂tE
1 + ∂2(−B3) + ∂3B2,







prendendo i = 2, 3 si ricavano le altre due componenti e si ottiene
completamente la (4.4d).
Per le due equazioni di Maxwell rimanenti si consideri la seconda
relazione.
(i) αβγ = i j k. In questo caso, prendendo ad esempio αβγ = 1 2 3,
l’equazione porge la (4.4b):
0 = ∂1F23 + ∂2F31 + ∂3F12 = ∂1(−B1) + ∂2(−B2) + ∂3(−B3),
ossia
~∇ · ~B = 0;
(ii) αβγ = 0 i j. In questo caso, fissando ad esempio i = 1 e j = 2,
si ha
0 = ∂0F12 + ∂1F20 + ∂2F01 = 1c ∂t(−B3) + 1c ∂1E2 + 1c ∂2(−E1),
ossia ∂1E2 − ∂2E1 + 1c ∂tB3 = 0, terza componente dell’equazione vet-
toriale (4.4c); per αβγ = 0 2 3 e αβγ = 0 1 3 si ottengono rispettiva-
mente la prima e la seconda componente dell’equazione




C E N N I A T E O R I E D I G A U G E N O N A B E L I A N E
L’ultimo Capitolo della tesi è dedicato a proporre una
visione d’insieme al caso delle teorie di gauge non abelia-
ne, nello specifico alle teorie con gruppi SU2(C) e SU3(C),
dando enfasi agli aspetti geometrici che le caratterizzano
e alle differenze tra il caso abeliano e il caso non abelia-
no. La teoria con gruppo di gauge SU2(C) — poi corret-
ta con la scelta del gruppo SU3(C) — descrive, come si
vedrà, l’interazione nucleare forte. È con questa model-
lizzazione, elaborata da Chen Ning Yang (1922) e Robert
Mills (1927–1999) negli anni Cinquanta del secolo scorso,
che si ebbe il primo passo nella direzione di un quadro
teorico unitario delle forze fondamentali della natura, og-
gi rappresentato dal cosiddetto Modello standard. Anche
qui, come nel Capitolo precedente, ometteremo di scrivere,
sottintendendola, la dipendenza dei campi dal punto.
5.1 alcuni fatti preliminari
Premettiamo alcune considerazioni di carattere matematico e di
carattere storico–fisico.
5.1.1 Connessione su un fibrato di rango due
Se pi : E → M è un fibrato vettoriale complesso di fibra tipica
C2 su una varietà di base M, una connessione su E è una mappa
lineare ∇ con le proprietà già ricordate in (2.3). Se una base locale
di E su un aperto U ⊂ M è data da {e1, e2}, allora possiamo scrivere
ogni sezione s ∈ E(U) come s = siei, per opportune funzioni si ∈
C∞(U) a valori complessi. Supponendo che U sia inoltre il dominio
di una carta locale che ivi introduce le coordinate x1, . . . , xn, dato un
qualsiasi campo vettoriale X(M) 3 X = Xh∂h, la descrizione locale
della connessione sarà — trascurando gli elementi della base locale
— ∇Xsk = X(sk) + siXh Γkih e, per X = ∂i,
∇∂i sk = ∂i(sk) + sj Γkij. (5.1)
La forma di connessione associata sarà una matrice ω = [ωba ] di
ordine due, le cui entrate sono le 1-forme differenziali ωba = ωbac dxc =
Γbac dxc.
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5.1.2 Nucleone di Heisenberg e simmetria globale
Intorno agli anni Trenta del Novecento gli studi condotti sugli ato-
mi portarono i fisici a porsi una questione molto naturale, ossia la
causa della stabilità del nucleo nonostante esso fosse costituito da
particelle — protoni e neutroni1 — dotate di carica dello stesso se-
gno (o neutre) che, sotto l’azione della forza di Coulomb di carattere
repulsivo, avrebbero invece dovuto respingersi. Nel 1932 Werner Hei-
senberg introdusse il concetto di isospin2 o spin isotopico: questa gran-
dezza (vettoriale) aveva lo scopo di giustificare la simmetria tra le due
particelle: a meno della carica elettrica — positiva per p (protone) e
neutra per n (neutrone) — le due particelle, infatti, presentano presso-
ché la medesima massa. Si fece strada dunque l’idea che esistesse una
forza a livello nucleare, che venne chiamata interazione forte, tale da
contrastare l’interazione elettrostatica tra i protoni e permettere loro
di rimanere, insieme ai neutroni, confinati entro il nucleo. La simme-
tria tra le due particelle condusse Heisenberg a considerare protone e
neutrone come due stati diversi di una stessa particella, detta nucleo-
ne, genericamente data dalla sovrapposizione di uno stato protonico
ed uno neutronico. Gli stati che descrivono il protone p e il neutrone













il generico stato di nucleone può quindi essere rappresentato da un







= ψp(t,~x)~p + ψn(t,~x)~n,
per opportune ψp, ψn ∈ C∞(R4) a valori complessi. Se un osserva-
tore vede un protone in un certo punto dello spaziotempo, in quella
posizione e in quell’istante si ha ψp(t,~x) = 1, ψn(t,~x) = 0 e quindi
ψ(t,~x) = ~p; analogamente4, nel caso veda un neutrone, si ha ψp = 0,
ψn(t,~x) = 1 e quindi ψ(t,~x) = ~n.
Heisenberg richiese inoltre che un tale osservatore fosse libero di
operare una trasformazione delle coordinate che lasciasse invariato
(costante) il quadrato della norma dello stato del sistema5. Le trasfor-
mazioni che soddisfano questa richiesta sono ovviamente rappresen-
1 Il neutrone era stato scoperto proprio in quegli anni, nel 1932, da James Chadwick.
2 Il termine fu introdotto successivamente nel 1937 da Eugène Wigner.
3 In Meccanica quantistica ogni stato di un sistema fisico è rappresentato da un
elemento di uno spazio di Hilbert.
4 Protone e neutrone sono distinti dal valore assunto da una nuova variabile —
l’isospin appunto — a due valori: 1/2 e −1/2.
5 Questa condizione, a meno di una normalizzazione, è motivata dal fatto che in
Meccanica quantistica viene dato a queste grandezze un significato probabilistico.
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tate da matrici unitarie di ordine due; infatti se la trasformazione è
data da










‖ψ‖2 = ‖ψ′‖2 ⇔ ψHψ = ψ′Hψ′ = (Uψ)H(Uψ) = ψHUHUψ,
vero se, e solo se, UHU = I2, ossia U ∈ U2(C). Un postulato della
Meccanica quantistica asserisce, tuttavia, che
in uno spazio di Hilbert due stati v e λv con λ ∈ C \ {0}
descrivono lo stesso stato; in altri termini, ad ogni stato è
associata una direzione.
In base a questo assioma risulta chiaro, quindi, che i termini [ψp,ψn]T
e [eiαψp, eiαψn]T, per un certo α ∈ R, descrivono lo stesso stato: è
quindi possibile sfruttare questo fatto6 per ridurre lo spazio delle tra-
sformazioni al gruppo unitario speciale SU2(C), ossia alle trasforma-
zioni rappresentate da matrici unitarie con determinante uguale a
uno. Heisenberg ipotizzò dunque che la lagrangiana









della nuova interazione nucleare forte dovesse essere invariante in
forma sotto trasformazioni del tipo
ψ→ ψ˜ = Uψ, ψH → ψ˜H = (Uψ)H = ψHUH.








































Tale simmetria, essendo U ∈ SU2(C) matrice a coefficienti costanti, è
una simmetria di natura globale.
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Ripercorrendo in analogia quanto fatto nella Sezione 4.2, trattiamo
quindi — con le dovute modifiche — il caso della teoria non abeliana
con gruppo di gauge SU2(C).
6 In effetti è sufficiente prendere eiα = det U.
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5.2.1 Nucleone di Yang–Mills e simmetria locale
Qualche anno più tardi, nel 1935, Yukawa introdusse l’ipotesi che
l’interazione forte tra i nuclei fosse originata (mediata) dallo scambio
di particelle — non ancora osservate all’epoca — che vennero chia-
mate mesoni, alla stregua di quanto accade tra gli elettroni attraverso
lo scambio di fotoni. Nel 1954 Yang e Mills proposero di considerare
il gruppo delle trasformazioni che lasciano invariante la lagrangiana
dell’interazione forte come un gruppo di simmetria locale; come nel
caso dell’Elettromagnetismo, quindi, si passò alle seguenti regole di
trasformazione:
ψ→ ψ˜ = U(x)ψ, ψH → ψ˜H = (U(x)ψ)H = ψHU(x)H.
Per ristabilire l’invarianza della lagrangiana occorre ripercorrere
la stessa modellizzazione fatta nel caso dell’Elettromagnetismo. An-
zitutto si introduce un fibrato principale pi : P → R4 con grup-
po di struttura SU2(C), al quale si associa il fibrato vettoriale E :=
P ×SU2(C) C2, ossia un fibrato vettoriale complesso piE : E → R4 di
rango due su R4 in cui l’azione di SU2(C) sulla fibra tipica C2 è la
moltiplicazione a destra per una matrice complessa unitaria con de-
terminante uguale a uno. In questo modo si può considerare il campo
ψ come una sezione s = ψ : R4 → E, di classe C∞, del fibrato E: per
ogni aperto U ⊂ R4 si ha quindi s = ψ : U → E|U = pi−1E (U) con
piE ◦ s = idU e, per ogni x ∈ R4,
x 7→ s(x) = (x,ψ(x)), ψ(x) ∈ Ex = pi−1E ({x}) ∼= C2.
L’algebra di Lie di SU2(C) è
su2(C) = {U ∈ U2(C) |UH = −U, Tr(U) = 0},
algebra costituita da matrici antihermitiane di ordine due con trac-
























σ1σ2 = iσ3, σ2σ3 = iσ1, σ3σ1 = iσ2,
σ2σ1 = −iσ3, σ3σ2 = −iσ1, σ1σ3 = −iσ2.
Una base dell’algebra su2(C), intesa come spazio vettoriale (reale), è
allora data dalle matrici di Pauli moltiplicate per i:
su2(C) = 〈iσ1, iσ2, iσ3〉.
5.2 teoria di gauge SU2(C) 73
5.2.2 Connessione e campi di Yang–Mills
Il passo successivo è quello di sostituire le derivate ordinarie che
compaiono nella lagrangiana con derivate covarianti: lo scopo fisico,
al solito, è quello di ristabilire l’invarianza di L sotto le trasformazio-
ni del gruppo SU2(C) dipendenti dal punto, invarianza compromessa
dal fatto che la trasformazione coinvolge anche le derivate delle ma-
trici, ora non più costanti; la soluzione matematica è quella di intro-
durre una connessione per derivare in maniera opportuna il campo
ψ, non più inteso come funzione ma interpretato ora come sezione
del fibrato E.
La connessione che si introduce sul fibrato vettoriale E avrà la
forma suggerita dalla (5.1), ossia
∇µ = ∂µI2 − iq Aµ, (5.3)
scelta operata anche in analogia con il caso dell’Elettromagnetismo;
q è la carica associata al campo (di covettori) di componenti Aµ in-
trodotto nella formula ed è detta carica generalizzata. La 1-forma di
connessione sul fibrato principale P di partenza sarà una matrice
ω = [ωba ] a valori nell’algebra di Lie su2(C) di SU2(C); in questo
modo riusciamo a specificare meglio chi sia il potenziale di gauge
A = Aµ di cui compaiono le componenti nella (5.3): ponendo
ω = −iq A,
si deduce che −iq A ∈ su2(C) — A invece è una matrice hermitiana
— e che pertanto sarà una combinazione delle tre matrici iσ1, iσ2, iσ3
che generano l’algebra di Lie. Definiamo7 A(∂µ) = Aµ tramite la
posizione







In questa teoria di gauge con gruppo SU2(C), per mediare l’intera-
zione forte tra i nucleoni è quindi necessario introdurre non uno, ma
ben tre nuovi campi (di covettori) A1, A2, A3, detti campi di Yang–Mills.
Seguendo la notazione precedente si avrà pertanto8 ω(∂µ) = ωµ, con
ωµ = −iq Aµ = −iq σa Aaµ = −iq (σ1A1µ + σ2A2µ + σ3A3µ).
Possiamo quindi precisare l’espressione della derivata covariante (5.3):
essa sarà ∇µψ = ∂µψ− iq σa Aaµ ψ, essendo sempre ψ = [ψp,ψn]T.
7 Introduciamo qui la seguente notazione che sopprime gli indici di riga e colonna
delle singole entrate della matrice: a rigore si dovrebbe scrivere Aµ = A(∂µ) =
[ Aba(∂µ) ], ma la notazione risulterebbe decisamente pesante; la stessa convenzione
verrà usata con la forma ω.
8 Vedi nota 7.
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Invarianza della lagrangiana
L’introduzione del potenziale di gauge A impone di aggiornare la
(5.2) con l’aggiunta di un termine lagrangiano LA che tenga conto
della presenza del nuovo campo (o meglio dei tre campi di Yang–
Mills): la lagrangiana complessiva LYM(ψ,ψH ,∇µψ, (∇µψ)H , A, ∂µA)
avrà dunque la forma
LYM = L(ψ,ψH ,∇µψ, (∇µψ)H) + LA(A, ∂µA). (5.4)
A questo punto bisogna dare la legge di trasformazione di A: per
ristabilire l’invarianza della lagrangiana, i fisici propongono che essa
sia





Il termine LA viene, anche questa volta, scelto in modo tale da risulta-
re invariante per trasformazioni del tipo (5.5). Sotto queste premesse
si può concludere che
Proposizione 5.1. La lagrangiana LYM è invariante in forma sotto l’azione
locale del gruppo SU2(C).
Dimostrazione. Come detto, il termine LA è già invariante in forma
per definizione, quindi basta limitarsi a verificare l’invarianza del
termine L. Anzitutto9






= (∂µU)ψ+U(∂µψ)− iq UAµψ− (∂µU)ψ
= U(∂µ − iq Aµ)ψ = U∇µψ,
quindi si ha correttamente
∇µψ→ ∇˜µψ˜ = U(x)∇µψ,
ossia la derivata covariante trasforma come una sezione. Analoga-
mente si trova
(∇µψ)H → (∇˜µψ˜)H = (U(x)∇µψ)H = (∇µψ)HUH(x).
Nella trasformazione
L(ψ,ψH ,∇µψ, (∇µψ)H)→ L˜(ψ˜, ψ˜H , ∇˜µψ˜, (∇˜µψ˜)H)
9 Nella trasformazione che segue si ometterà, sottintendendola, la dipendenza di U
da x e scriveremo quindi U in luogo di U(x).
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avviene, di conseguenza, quanto segue:





























Si conclude pertanto l’invarianza in forma di (5.4) sotto l’azione locale
del gruppo SU2(C).
5.2.3 Curvatura ed equazioni di Yang–Mills
Avendo introdotto una forma di connessione se ne può calcolare la
corrispondente forma di curvatura. L’equazione di Cartan (3.16) por-
ge Ω = dω + ω ∧ω; valutando Ω su X = ∂µ e Y = ∂ν — ricordiamo
che Ω è una matrice di 2-forme — si ottiene
Ωµν = Ω(∂µ, ∂ν) = dω(∂µ, ∂ν) +ω ∧ω(∂µ, ∂ν)





= ∂µων − ∂νωµ + [ωµ,ων]
= ∂µ(−iq Aν)− ∂ν(−iq Aµ) + [−iq Aµ,−iq Aν]
= −iq ∂µAν + iq ∂νAµ + (iq)2 [Aµ, Aν]
= −iq (∂µAν − ∂νAµ − iq [Aµ, Aν]) = −iq Fµν,
avendo posto
Fµν = ∂µAν − ∂νAµ − iq [Aµ, Aν].
I termini Fµν, avendo due indici bassi, sono le componenti di un ten-
sore 2-covariante F che è anche antisimmetrico, dal momento che
Fνµ = ∂νAµ − ∂µAν − iq [Aν, Aµ] = −Fµν. Il tensore F è chiamato
tensore di Yang–Mills ed è la rappresentazione algebrica del campo
dovuto all’interazione forte: di nuovo, dunque, la curvatura che si
deduce dalla connessione introdotta su un fibrato si manifesta fisica-
mente come un campo di forze, in questo caso il campo delle forze a
livello nucleare.
Equazioni di Yang–Mills
Anche in questo caso, avendo a disposizione la lagrangiana LYM, è
possibile descrivere in maniera completa l’evoluzione del sistema fi-
sico in esame. E ancora, come nel caso dell’Elettromagnetismo, il ter-
mine lagrangiano LA dovuto alla presenza dei campi di Yang–Mills
non ha forme privilegiate: le uniche restrizioni sulla scelta di LA sono
l’invarianza rispetto alle trasformazioni (5.5) del potenziale di gauge
76 cenni a teorie di gauge non abeliane
A e il fatto che debba produrre come risultato uno scalare. Concor-
demente all’analogo termine nel caso dell’Elettromagnetismo, i fisici
hanno proposto di porre
LA = −14 Tr(FµνF
µν);
questa scelta produce in maniera evidente uno scalare e l’invarianza
è salvaguardata, dal momento che il tensore Fµν trasforma secondo la
regola Fµν → F˜µν = U(x)FµνUH(x). In particolare si può minimizzare
il funzionale d’azione (in questo caso detto funzionale d’azione di Yang–





ove il dominio di integrazione è un opportuno aperto Ω ⊂ R4. Le
equazioni del moto che derivano dal problema di minimo su tale
azione,
∂µFµν − iq [Aµ, Fµν] = 0, (5.6)
costituiscono insieme all’identità di Bianchi
∂αFβγ + ∂βFγα + ∂γFαβ+
− iq ([Aα, Fβγ] + [Aβ, Fγα] + [Aγ, Fαβ]) = 0. (5.7)
le cosiddette equazioni di Yang–Mills e descrivono completamente la
dinamica dell’interazione nucleare forte.
Confronto con l’Elettromagnetismo
Alla luce di quanto esposto finora è naturale fare alcune considera-
zioni che scaturiscono dal confronto della teoria dell’Elettromagneti-
smo con quella dell’interazione forte. La differenza di base è ovvia-
mente la diversa scelta del gruppo di gauge nelle due teorie — U1(C)
per la prima e SU2(C) per la seconda —, differenza che si riduce nei
fatti alla proprietà del primo di essere, al contrario del secondo, un
gruppo abeliano. Questo produce almeno due comportamenti che
risaltano nella loro diversità:
i. mentre con la scelta del gruppo unitario l’ordine nella composi-
zione di due trasformazioni è del tutto irrilevante, nel caso del
gruppo SU2(C) tale ordine, variando, dà luogo a trasformazioni
differenti;
ii. il fatto che l’algebra di Lie di un gruppo di Lie abeliano sia an-
ch’essa abeliana (vd. Osservazione 1.34) si riflette sulla forma di
10 Si osservi che, essendo la traccia invariante per similitudine, la definizione è ben
posta.
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connessione e, in particolare, sulla forma di curvatura: i coeffi-




∂µAν − ∂νAµ − iq [Aµ, Aν]
)
presentano un addendo ulteriore, rispetto a quelli della forma






addendo che coinvolge il commutatore di due elementi dell’al-
gebra di Lie, in questi ultimi assente proprio perché u1(C) è
abeliana.
Queste differenze, in particolare l’ultima osservazione, suggerisco-
no che la seconda teoria costituisca una generalizzazione matematica
e fisica della prima, nella quale si ricade prendendo come gruppo di
gauge il gruppo abeliano U1(C). La generalizzazione investe anche
le equazioni del moto: le equazioni di Yang–Mills (5.6) e (5.7) pre-
sentano infatti dei termini aggiuntivi che, nel caso si prenda U1(C)
come gruppo di gauge, svaniscono restituendo le classiche equazio-
ni di Maxwell del campo elettromagnetico; per dettagli ulteriori si
rimanda a [5], pp. 547–548.
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Diamo qui in chiusura di Capitolo un breve cenno a come siano
state aggiornate le idee fin qui esposte e a quale sia l’attuale visione
teorica accettata in Fisica.
5.3.1 Un cenno alla Cromodinamica quantistica
Il modello dell’interazione nucleare forte finora presentato è da con-
siderarsi oggigiorno superato. All’impostazione che vedeva protone
e neutrone come particelle di base della struttura dei nuclei atomici
si è sostituita l’idea dei quark, particelle subnucleari che, legandosi
opportunamente, costituiscono i primi due. Queste nuove particelle
esistono in tre diversi stati, detti carica di colore e denotati con~r (red),~b
(blue), ~g (green): un campo che rappresenta un singolo quark è quindi
una combinazione lineare delle tre cariche e sarà pertanto una fun-





 = ψr(x)~r + ψb(x)~b + ψg(x)~g,
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 , ~b =
01
0




i generatori dello spazio (di Hilbert) tridimensionale degli stati possi-
bili di un quark, ossia le tre cariche di colore. In questo nuovo model-
lo — che va sotto il nome di Cromodinamica quantistica11 — si rende
necessario, di conseguenza, sostituire al gruppo di gauge SU2(C) il
gruppo di Lie SU3(C): la sua algebra di Lie su3(C) è costituita da
matrici antihermitiane di ordine tre aventi traccia nulla ed è genera-
ta dalle matrici {iλ1, . . . , iλ8}, essendo le λj otto matrici hermitiane
dette matrici di Gell–Mann12, j = 1, . . . , 8.
Al solito, la costruzione matematica richiede l’introduzione di un
fibrato principale P (in questo caso con gruppo di struttura SU3(C))
a cui sia associato un fibrato vettoriale complesso (in questo caso di
rango tre); la 1-forma di connessione su P sarà una matrice ω di
ordine tre a valori in su3(C) e, in analogia alle teorie precedenti, avrà
la forma
ω = −iq A = −iq λaAa,
con ωµ = −iq Aµ = −iq λa Aaµ. È qui necessario, pertanto, introdur-
re ben otto campi A1, . . . , A8 per mediare l’interazione fra i quark;
la costante q è detta costante di accoppiamento. Agli otto campi so-
no associate le otto particelle elementari indipendenti che mediano
l’interazione forte (i quanti del campo di gauge A), dette gluoni. An-
che la Cromodinamica quantistica è quindi una teoria di gauge non
abeliana.
5.3.2 Il Modello standard, una teoria di gauge
Nonostante la teoria trattata nella Sezione 5.2 non si adatti a de-
scrivere l’interazione forte, si è scoperto successivamente che poteva
11 In inglese Quantum Chromodynamics, da cui l’acronimo QCD, in analogia con la
Elettrodinamica quantistica, in inglese Quantum Electrodynamics, QED.
12 Le matrici di Gell–Mann sono le seguenti:
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 , λ3 =




0 0 10 0 0
1 0 0
 , λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =




0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
1 0 00 1 0
0 0 −2
 .
Le prime tre sono le matrici di Pauli bordate con una riga e una colonna ulteriori di
zeri.
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invece essere utilizzata per trattare con efficacia l’interazione nucleare
debole. La possibilità di formalizzare con successo tre delle quattro
interazioni fondamentali della natura attraverso il formalismo mate-
matico della teoria dei fibrati e delle connessioni ha portato quindi
i fisici ad elaborare il cosiddetto Modello standard, una teoria di gau-
ge — non abeliana — che permette di descrivere coralmente la forza
elettromagnetica, l’interazione debole e l’interazione forte. Questo
quadro teorico, che risulta al giorno d’oggi un riferimento concor-
demente accettato in Fisica, descrive accuratamente i risultati speri-
mentali condotti sulle forze fondamentali. Il gruppo di gauge è in
questo caso U1(C)× SU2(C)× SU3(C): il prodotto U1(C)× SU2(C)
descrive l’interazione elettrodebole, unificazione della forza elettroma-
gnetica e dell’interazione debole, mentre il fattore SU3(C) descrive
l’interazione nucleare forte.
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