We study the Bowen-Franks groups of subshifts of finite type associated with reducible bimodal periodic kneading sequences pairs.
Introduction
It has long been recognized that one of the most important classifications in symbolic dynamics is the classification of subshifts up to flow equivalence. Being the simplest subshifts, is no surprise that this question had been first addressed for subshifts of finite type (SFT), also called topological Markov chains. Initiated by Parry and Sullivan [14] , the classification of SFTs up to flow equivalence was solved in the irreducible case by Franks [4] and Bowen and Franks [1] and in the general case by Huang [5] .
Given a nonnegative square matrix A, one can define a SFT σ A , called a graph shift, through the multiedge digraph G A obtained from A. Hence, such dynamical systems have an inherent algebraic nature, described by its underlying matrix A. Given a SFT characterized by a nonnegative n × n matrix A, Bowen and Franks showed in [1] that the finitely generated abelian group given by BF(A) = Z n /(I − A)Z n is a flow equivalence invariant. This is called the Bowen-Franks group of A. In [11] , we identified a set of families of SFTs for which the Bowen-Franks groups exhibit an unexpected restriction: the Bowen-Franks group of any SFT associated with a piecewise monotone interval map with m periodic critical points can always be written as
Earlier in [9] , this result was proved for the unimodal family of interval maps along with a unimodal factorization theorem. This theorem stated that the Bowen-Franks group of a reducible unimodal matrix A u * v , with u and v periodic unimodal kneading sequences, is given by
where (v) and * is the Derrida, Gervois and Pomeau product of unimodal kneading sequences, introduced in [2] . Although the factorization of the determinant of I − A, proved in [6] , reduces (2) to a corollary of (1), it is recognized that such factorization does not play an important role for the bimodal case and thus, this question is nontrivial and much more interesting for this family of maps.
In this paper we want to establish the relation between the Bowen-Franks group of the bimodal reducible periodic kneading pairs and the Bowen-Franks groups of the corresponding kneading factors. Being this * -product between a bimodal periodic kneading pair and two unimodal kneading sequences much more complicated than the one introduced for unimodal periodic kneading sequences, it is quite interesting to show that the Bowen-Franks groups somehow reproduce the * -product factorization. Following the factorization of periodic bimodal kneading pairs introduced in [8] , we will state and prove the consequent induced factorization on the respective BowenFranks groups. To simplify the exposition, we assume that the reader is familiar with kneading theory of unimodal and bimodal interval maps and the procedure to construct the Markov transition matrix from the kneading pair, see [7] . Therefore, in Section 2, we only provide the notation and definitions to be used later. In Section 3, we present and prove our result. We refer the reader to [12, 3, 13] , for details. This paper addresses only to bimodal maps with periodic critical points and of the type + − + concerning the derivative signs of the maps in each monotonicity interval.
Basic definitions and notation
It would not be wrong to say that understanding the self-similarities of a family of m-modal maps of the interval begins with the definition of a * -product between its kneading m-tuple and m unimodal kneading sequences. Following the success of the * -product between unimodal kneading sequences introduced by Derrida et al. [2] , it was quite obvious the next step would be its generalization for the family of bimodal maps of the interval. However, a quite different picture emerges from the definition of the bimodal * -product introduced in [8] , since the factorization of a reducible bimodal kneading pair uses two unimodal kneading sequences and a bimodal kneading pair. Thus, it has been a challenge to understand how the Bowen-Franks group of a reducible bimodal kneading pair is related with the Bowen-Franks groups of the kneading sequences factors in the * -product. Our present work answers this question, regarding the factorization of bimodal periodic kneading pairs introduced in [8] .
Consider the unimodal alphabet A 1 = { , c, r} and choose the signs ε( ) = +1 and ε(r) = −1 for each lap. Let T * denote the family of periodic unimodal kneading
To simplify, it is standard to introduce the following sign functions: given a sequence u (n) , let τ k (u (n) ) denote the product of the signs
and let ρ(u (n) ) denote the product of the signs of all its symbols but the last,
From [9] , the Bowen-Franks group of the matrix A u associated with the unimodal kneading sequence u (n) = u 1 u 2 . . . u n−1 c is given by
with
Next, we will basically introduce the same functions for the bimodal case, using the same notations. This should not be confusing since the sequence the functions are acting upon will clearly say which one is meant to be. Let A 2 = {L, A, M, B, R} denote the bimodal alphabet and choose the signs ε(L) = ε(R) = +1 and ε(M) = −1 for each lap. Let F * denote the family of periodic bimodal kneading pairs
Again, given any sequence P (p) , let
. From [10] , the Bowen-Franks group of a bimodal transition matrix A (P (p) ,Q (q) ) associated with a bimodal kneading pair (P (p) , Q (q) ) is given by
where a = a(P (p) , Q (q) ) and b = b(P (p) , Q (q) ), with
where
with δ XY the symbolic Kronecker delta function defined by
Notice that, although (1) tells us that the Bowen-Franks group of a SFT associated with a modal map of the interval has a m related factorization, with m the number of critical points of the map, expressions (5) and (7) clearly show its relation is by no means a simple one, since a(P (p) , Q (q) ) and b(P (p) , Q (q) ) depend on the symbolic orbits of both critical points on a nontrivial way.
From [8] it is known that, given a bimodal kneading pair (P (p) , Q (q) ) and a pair of unimodal kneading sequences (u (n) 
is the bimodal kneading pair (S, T ) given by
being the symbolsû k given bŷ
and the symbolsv k given bŷ
Example 1. Let (S, T ) = (RRMLRRMMRRMA, LLRMLLRRLLRRLLRB).
From (8), one can deduce that (S, T ) is a reducible bimodal kneading pair, being its * -product factorization given by (S, T ) = (RRMA, LLRB) * (r c, r c).
Next, we present our result and its proof.
Theorem and proof
In the following, we state and prove the decomposition formula for the BowenFranks groups of a reducible periodic bimodal subshift of finite type.
Theorem 2. The Bowen-Franks group of a reducible bimodal periodic kneading pair (S, T ) = (P (p) , Q (q) ) * (u (n) , v (m) ), is given by

BF(A (S,T ) ) ∼ = Z a(S,T ) ⊕ Z b(S,T ) , where a(S, T ) = a(P (p) , Q (q) )a(u (n) ) and b(S, T ) = b(P (p) , Q (q) )a(v (n) ).
Proof. From the * -product definition, one can deduce the lengths of the sequences S and T , |S| = (p + 1)n + p = N S and |T | = (q + 1)m + q = N T . Being clearly stated, from now on we will avoid the explicit reference to the lengths of the symbolic sequences. Now, following (6) and (8), we have
that is,
Now, let us suppose that ρ(P ) = +1. In that case, we have
Since τ 1 (u)δ u 1 r + · · · + τ n−1 (u)δ u n−1 r is equal to 2, if the number of symbols r in the sequence u is odd and 0, otherwise, we have
Therefore, we can write
Let us now suppose that ρ(P ) = −1. In that case, we have
Since
Observing that
and that τ 1 (n)δ u 1 r + · · · + τ n−1 (u)δ u n−1 r is 0 if the number of symbols r in u is even, that is, if ρ(u) = +1, and equal to 1 otherwise, we can write the following: if ρ(u) = +1,
Otherwise, if ρ(u) = −1,
Therefore, we just proved the factorization µ 1 (S) = a(u)µ 1 (P ). Following, once more, (6) and (8), we have
Again, we will study this expression for both values of the parity of the sequence Q: let ρ(Q) = +1. Then, we have
Again, we just proved the factorization
Thus, assuming ρ(P ) = +1, we have
Otherwise, if ρ(P ) = −1,
Therefore, we just proved that ν 1 (S) = a(u)ν 1 (P ). Finally, for ν 2 (T ), we have
But, since
we immediately have
Finally, consider the case ρ(Q) = −1: With this, we conclude the first part of our proof, since we just showed that ν 2 (T ) = a(v)ν 2 (Q). Now, applying some straightforward properties of the gcd, we have , and that we can always rearrange the prime factors present in the order of an abelian cyclic group, we finally have
BF(A (S,T ) ) ∼ = Z a(S,T ) ⊕ Z b(S,T ) ∼ = Z a(u)a(P ,Q) ⊕ Z a(v)b(P ,Q) .
