I. INTRODUCTION
Source localization in the ocean environment is anything but trivial. Space, power, and weight restrictions alone make many functional systems unsuited for anything other than laboratory installations. To compound matters further, the computational requirements of complex, dynamic ocean models prohibit any kind of real-time response from systems that are suited for vessel installment. Therefore, a different approach to source localization needs to be developed.
The scientific community has demonstrated through the synergistic coupling of traditional signal processing techniques with non-traditional information processing algorithms that these hurdles can be overcome, and real-time system performance is achievable even when only a limited amount of computer resources are available. One of the popular non-traditional algorithms widely used is the artificial neural network; it offers speed, robustness, adaptability, and the ability to approximate system functions that are not well definable or are even unknown [l] .
The following sections present such a synergistic coupling of technologies in modeling a threedimensional ocean. In 
The Speed-Strip Method
Assuming that methods exist for the extraction of a time series of angular measmments to a source from one or more receivers, there still exists the formidable task of correlating this information and providing an accurate estimate of source position and velocity. One simple and widely accepted method for correlating these measurements is known in the Naval community as "speed-strip-fitting". This technique provides an estimate of contact location and velocity by imposing a "constant-motion" constraint. Simply put, if a contact maintains a constant heading and a constant speed, then its straight-line trajectory will traverse equal distances in equal time intervals, as shown in figure-la. Thus, a consistent spacing between the angular measurements is sought, depicted by vector "A" in figure- In operation, this multiple hypothesis testing technique uses a number of strips of paper, each with a set of equally spaced marks corresponding to a respective contact speed, to physically search for a consistent spacing between the angular measurements. Since each strip corresponds to a different speed, the name "speed-strip-fitting" was coined for this technique.
Multiple Receiver Information Fusion
Little effort needs to be spent in showing that exploiting information from multiple receivers is better than separately processing information from an individual receiver. The formidable task is to fuse the angular measurements provided by each receiver in the best possible way. It can shown that the simple process of overlaying the projections of the angular measurements from multiple receivers onto a reference surface, inherently provides the foundation for data fusion. The degree of fusion may range from soft to hard as shown in figure-3. Soft-fusion would restrict only one of the angular projections for a given time interval to line up with a mark on a speed-strip ( Figure-3a) . Hard-fusion, on the other hand, would require all angular projections for a given time interval to cross at a speed-strip mark (Figure-3b) . Thus, soft-fusion often results in producing more possible speed-strip fits than hard-fusion. Other variations are also possible; therefore, the degree of fusion is variable accordmg to the confidence in, or the availability of, the received data. Furthermore, with the right configuration of receivers, it is often possible to estimate all of the location and motion parameters of interest from a minimum number of measurements ( Figure- 
IV. VISION AND SOURCE LOCALIZATION

A NICE Model
The NICE model of source localization comprises three levels of simple processing units. These simple processing units are similar to those in the brain in that they form a weighted sum of the information at hand and respond according to some predetermined often non-linear function of that sum. A simplified version of the model's three levels is presented next.
Issues regarding three-dimensional fusion are also discussed. A more detailed description of the architecture of NICE can be found in [S, 61.
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2. Three NICE Levels did not exist in the initial distribution, as shown in figure-5 b.
The first level of the NICE model takes a time series of angular measurements and projects them onto a grid of neurons, thus stimulating the system. In three dimensions, this would be a volume of neurons, a three-dimensional retina. There is a retinal image corresponding to each measurement from each receiver. Fusion may be provided by boolean ANDing, ORing, or forming a weighted average of all images corresponding to related time intervals.
This greatly compresses the amount of information into a handful of retinal images.
After these retinal images are formed, the second level of processing units looks for equally spaced points across the images. Theoretically, there would be a single neuron for each possible line vector (length and orientation) that may be in an image. This is a finite number since the images are stored in matrix form, thus having a specified number of columns and rows. In three dimensions, the length and orientation of the possible line vectors would need to span a volume. Note that there are restrictions on contact speeds; therefore dramatically reducing the exhaustive number of combinations to a realistic and manageable amount. Exploiting other information relating to source, media, or receiver characteristics would reduce this further.
In its simplest form, the neurons in the correlation level are boolean AND gates. In a more robust implementation, they would respond proportionally to the degree of compliance for a respective contact traversal across the images. In the case of the boolean AND, all images must provide evidence of equally spaced points; in a weighted case it may be:
five out of six, or eight out of ten images giving evidence to the existence of a line vector. The output of the correlation layer is a vector of neuron intensity levels (1's and 0's in the boolean AND case) corresponding to the existence of valid line vectors. 
NICE Operation
The NICE estimates are quantitative, but a qualitative view is also provided by looking at the distribution of the state parameters. This view gives tremendous insight into the sensitivity and confidence of the estimates. In addition, the standard deviations of the estimates may be computed and provided. This in itself gives a measure of parameter sensitivity. Furthermore, as more data is received, the estimates are updated and the rate of standard deviation decay can be monitored.
Since this model is made up of simple processing units (boolean in its simplest form), execution is very fast. Furthermore, the inherent parallelness makes it a prime candidate for the state-of-the-art distributed array processors; easily providing real-time performance. In addition, NICE offers a solution to the initialization problem on many traditional algorithms. It was not developed to replace traditional techniques. but rather to work with them. Overall, the NICE system offers a viable and robust method for real-time source localization.
V. SUMMARY AND CONCLUSIONS
NICE represents a new approach to problem solving. Specifically, it demonstrates the use of nontraditional algorithms, llke artificml neural networks, to provide parts of a system that are either too computationally intensive to be performed by traditional techniques, or not well represented or approximated by mathematics. It incorporates algorithms across technologies in solving the source localization problem, and provides researchers with some insight into non-traditional processing capabilities.
No one technology will solve all our problems; it will only be through the continued exploitation of these synergistical systems that we can even hope to solve the problems of today and tomorrow.
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