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Abstract
Indium gallium arsenide self-assembled quantum dots have attracted a lot of attention
due to their ability to trap single electrons and holes whose spin can be manipulated
optically. This makes them attractive as qubits and light sources in various quantum
computing and communication schemes. However, the spin of electrons and holes rapidly
decoheres due to hyper-fine interaction with the atomic nuclei of the dot. The theme
of this thesis is to find ways of overcoming this decoherence, in particular to allow gen-
eration of photonic cluster states from quantum dots. This was first approached by
designing theoretical schemes to measure and compensate for the source of the deco-
herence, which were experimentally tested. Two new systems were then theoretically
designed where the effects of decoherence could be mitigated.
It is shown theoretically that exciting a quantum dot with a laser of well-defined polar-
isation and monitoring the polarisation of emitted photons, it is possible to determine
the vector polarisation of the nuclear spin ensemble. It is shown through simulation
that this measurement can be performed on and possibly faster than the time-scale of
nuclear fluctuations. The fundamental concept behind the measurement procedure is
proved in an experiment using coupled quantum dots. Through the course of the exper-
iment anomalous behaviour of the dots was discovered. A second theoretical proposal
is made for a system allowing the fast application of an effective field to compensate for
the decoherence mechanism.
It is then shown by simulation that a coupled dot system with a prepared in-plane
nuclear spin polarisation, can allow optical spin rotation and entanglement generation.
A different system is then theoretically proposed where the electron spin in quantum dot
can be replaced with another qubit, such as embedded manganese atoms. It is shown
through simulation that this system also allows the generation of photonic cluster states.
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Chapter 1
Introduction
1.1 Quantum computing
Computers have revolutionised the way information is processed. Since the invention
of the transistor in 1947 and construction of the first transistorised computer some
years after, they have become orders of magnitude smaller and more powerful. Yet
even with the number of transistors and processing power following Moore’s law, some
problems remain computationally intractable for these classical machines. Problems such
as prime factoring of large numbers and simulating quantum systems become essentially
impossible as the computation increases in size.
In a classical computer the smallest denomination of information is a logical bit which
exists in one of two states, 0 or 1. This could be represented as the switching state
of a transistor, or the polarity of a magnetic domain on a hard disk. These bits can
be manipulated using logic gates to perform useful transformations of further discrete
logical bits. They can be easily initialised and measurements can be trivially performed
with virtually no back action on the rest of the system.
Quantum computers proposed by Richard Feynman in 1982 [1] use a very different unit of
information storage, and an equally unusual method of processing it. In these machines
information is stored in quantum bits, or qubits. Like bits, qubits have two orthogonal
states abstractly 0 and 1 which might be the spin of a spin-1/2 particle, but unlike their
classical counterparts qubits can exist in a coherent mixture or complex superposition of
1
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these two states. Mathematically the qubit’s orthogonal, or basis, states are represented
by kets
∣∣0〉 and ∣∣1〉 which are vectors that live in a 2D complex vector space. A general
state can be then be written as
∣∣ψ〉 = a∣∣0〉 + b∣∣1〉 where the amplitudes a and b are
complex numbers that describe how much the qubit is in each of the orthogonal states.
It might be tempting to think of
∣∣ψ〉 as simply a probability distribution that determines
the probability of either outcome, however the fact that the amplitudes can be complex
implies that some phase also exists between the two outcomes. The superposition allows,
in some sense, a quantum computer to perform many computations in parallel, since the
input to the computation can be a superposition of several problem configurations. It
is this behaviour which allows under some circumstances quantum computers to solve
problems faster than their classical counterparts.
1.1.1 Circuit model of quantum computing
Classical information is processed in a computer by complex electrical circuits along
which information flows in the form of an electrical current or a propagating change in
potential. The circuit model of quantum computing looks on the surface very similar.
Lines in a quantum circuit represent qubits and like their electrical analogue, the com-
putation progresses as qubits (or rather the information they encode) move from start
to finish. Figure 1.1 shows an example of a quantum circuit.
X:
:
Figure 1.1: An example of a quantum circuit showing two qubits labelled 1 (top) and
2 (bottom). From left to right: qubits 1 and 2 qubits are initialised in the states
∣∣0〉
and
∣∣1〉 states respectively, a Pauli-X gate is applied to qubit 1 which changes its state
to
∣∣1〉, a controlled-NOT gate is applied between both qubits which changes the state
of qubit 2 to
∣∣1〉, qubit 1 is measured in the computational basis.
In this model qubits are initialised into a known state, often the ‘computational basis’
elements
∣∣0〉 or ∣∣1〉. They are manipulated by gates to change their amplitudes a and
Chapter 1. Introduction 3
b, and finally their state is read out. With qubits represented by vectors it is a natu-
ral extension that gates should be represented by matrices. In this sense, a quantum
computer simply multiplies a very large matrix.
Experimentally implementing an arbitrary gate may seem a very difficult challenge,
however it has be shown that in the same way that the NAND gate is universal for
classical computation (all classical circuits can be decomposed into an arrangement
of NAND gates), single qubit rotations and controlled-NOT (CNOT) gates between
pairs of qubits are universal for quantum computation [2]. If a quantum computer
implementation can perform rotations and two qubit CNOT gates then in principle it
can implement any quantum computation (provided that there are sufficient numbers
of qubits). This reduces the demand on experimental implementations significantly.
One additional quirk of quantum information is that the state of a system, or result of
a quantum computation, cannot be measured in the same way as a classical system. On
attempting to measure
∣∣ψ〉 it will ‘collapse’ randomly into the state ∣∣0〉 or ∣∣1〉. Not all
is lost however, as the moduli of the amplitudes determine with what probability it will
collapse into
∣∣0〉 or ∣∣1〉. The implication is that not all of the information stored in the
state can be accessed by a single measurement, so many measurements must be taken
in different directions (bases) and the results compiled together. This is generally the
area of quantum state tomography, which is touched upon in this thesis.
Even with this limitation quantum computers can solve some problems significantly
faster than classical computers. One of the most well known is the factoring algorithm
of Peter Shor [3] which runs in polynomial time on a quantum computer (i.e. the amount
of time taken for the algorithm to factor a number N is a polynomial function logN).
This is faster than the best known classical algorithm which runs in sub-exponential
time [4] (the run time is exponential in logN).
Even with the restriction to only a select few operations this model of quantum com-
putation has large experimental demands. Initially isolated qubits must be entangled
together, and rotated individually to high fidelity. The phase evolution of parts of the
system must be tracked with high accuracy and accounted for, requiring precision elec-
tronics and tight control over the environment. Whilst small demonstration units have
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had great success, scaling these to the point of universal or even just useful compu-
tational systems is a grand challenge [5]. A different model of quantum computation
discussed next could hold the key to substantial reduction in the hardware requirements.
1.1.2 Measurement based quantum computing
The circuit model of quantum computation feels somewhat familiar with some experience
of electronics, and even with the odd behaviour of the information carriers, the notion
of computation by continued manipulation of those carriers is not so far removed from
everyday experience.
A radically different way of performing quantum computation is that of measurement
based quantum computing (MBQC) proposed by Raussendorf and Briegel in 2001 [6].
This model bears little resemblance to any classical model of information processing. In
this model the qubits are initialised into a highly entangled cluster state, a state in which
qubit measurements display non-classical correlations [7]. These states can be visualised
as a graph where vertices represent qubits, and edges between two qubits mean a CNOT
gate has been applied between them. Hence these states are also known as graph states.
An example of such a state is shown in Figure 1.2.
Figure 1.2: An example of a graph or cluster state. The circles represent physical
qubits and lines between then represent a controlled-NOT gate having been applied
between then.
The computation then proceeds by simply measuring the qubits. Which qubits are
measured, and in what basis, will depend on the computation at hand, and the results
of previous measurements. The result of the computation is given by the results of the
final qubit measurements.
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Remarkably this process can efficiently simulate any quantum circuit, that is the two
models are computationally equivalent [8]. Each element in the equivalent circuit re-
quires a particular pattern of measurements on the graph state and so the graph must be
large enough to ‘hold’ the computation [9, 10]. This approach to quantum computation
holds several advantages over the traditional circuit model. Preparation of the resource
state, and the computation itself, are two separate processes. Thus the preparation step
can performed prior to the start of the computation, allowing the resource state to be
repeatedly generated and purified to increase its Fidelity [11] (e.g. when the resource
state is generated via fusion of smaller cluster states, the success of the fusion opera-
tion is heralded by measurement outcomes [12]). The computation itself only requires
single qubit measurements which are experimentally easier to perform than multi-qubit
(non-local) measurements (in the case of photonic polarisation qubits, two-qubit mea-
surements require interference on a beam splitter in a phase stable setup [13], whereas
single qubit measurements require only a single photon detector preceded by a polariser).
Up until recently these cluster states have almost always been created using probabilistic
sources, namely spontaneous parametric down-conversion [14, 15] or four wave mixing
[16]. Whilst successful production can be heralded the probabilistic nature is an inherent
limit to the generation rate [17]. Quantum dots may be able to address this problem.
1.2 Quantum dots, photons and cluster states
To build a quantum computer in either architecture, a physical manifestation of a qubit
is required. One promising implementation is the spin of electrons and holes trapped in
nano-structures. The spin is sufficiently isolated to survive for some time (longer than
the typical timescale of quantum opterations [18]) against environmental noise [19–21],
yet couples strongly enough to external fields and probes such that its state can be
manipulated and interrogated [18, 22–24]. Carriers can be trapped in a number of ways
[21, 25, 26] but this thesis focusses on the use of semiconductor quantum dots [19]. These
are small regions of one semiconductor surrounded by another of a different band-gap.
They exhibit quantum confinement due to their small size (10s of nanometres) [27].
The confinement potential gives rise to narrow energy levels, from which quantum dots
get their name ‘artificial atoms’. Electrons and holes can be introduced into the dot
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from highly doped layers nearby, either relying on inherent quantum tunnelling, or by
applying external potentials, or through optical excitation of carriers. Once trapped, a
single electron or hole can act as a spin qubit with relatively long coherence time. If
the semiconductors used have direct band gaps, the dots also act as centres of radiative
recombination since photo generated excitons are localised to the dot by quantum con-
finement. Quantum dots are very attractive photon sources featuring narrow linewidths
and high indistinguishability [28–31]. This feature has been exploited for control of the
spin qubit and also quantum communication proposals [32].
The dots used in this thesis were grown from gallium arsenide and indium arsenide
by the self assembly method. Dots grown by this method routinely outperform those
grown more directly through droplet epitaxy, in terms of their photon linewidths [33–
35]. However they suffer from unpredictable growth location and size which affects their
energy structure. This poses severe problems for using their confined spins as qubits in
a gate like processor since finding two that are close enough in energy to be entangled
is rare [36], let alone physically close enough to allow direct coupling.
MBQC could again come to the rescue by utilising the aforementioned optical properties
of quantum dots. A proposal by Lindner and Rudolph in 2009 showed that it was possible
to generate photonic linear cluster states (that is, cluster states where the qubits are
photons) from quantum dots [37]. A selling point of their proposal was that it only
required primitive operations on the spin qubit. In their proposal the spin of a trapped
electron acted as a solid state ‘seed’ qubit from which the rest of the photonic cluster
state was grown. Whilst these linear cluster states are not sufficient for anything more
than single (logical) qubit rotations, protocols exist for the fusing together of smaller
cluster states into larger ones, large enough for more complex computations [12, 38].
The proposal was extended later by Economou, Lindner and Rudolph [39] to generate
two dimensional cluster states.
Nevertheless, performing these quantum control primitives to high enough fidelity and in
a way that is amenable to experiment is still a daunting challenge. Significant progress
was made very recently by Schwartz et al. who were able to demonstrate the creation of a
linear cluster state with entanglement extending to 5 photons [40]. In their experiment,
the spin of a dark exciton in the dot was used in place of the electron spin. This
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metastable state was used because of its longer coherence time [41] as well as its built
in rotation mechanism. In addition, a higher excited state afforded them a way of
separating the cluster state photons from stray photons from the control mechanisms.
Whilst a remarkable proof of concept, the use of a metastable is non-ideal for a scalable
system since it sets a limit on the possible length of cluster state. An electron qubit would
ideally be used but this is susceptible to decoherence from the nuclear spin ensemble.
A contribution of this thesis is the theoretical design of a system using coupled quantum
dots where photonic cluster states could be generated using only optical manipulation.
A second related contribution is the theoretical development of a scheme where the
electron spin could be replaced in the Lindner and Rudolph scheme by a different two
level system whilst still benefiting from the optical properties of quantum dots. The
replacement spin considered is the spin of Manganese atoms implanted into quantum
dots, though the scheme is sufficiently general that the idea and results could be applied
to other systems. Nonetheless the issue of decoherence is still a major issue for many
quantum control schemes involving quantum dots.
1.3 Decoherence
One measure of the ‘quality’ of a qubit is its coherence time. Quantified by the time
T2, this is the time taken for a qubit prepared in a superposition state to loose its phase
information and ‘decohere‘ into a (classically) statistical mixture. Inhomogeneous de-
phasing causes further apparent decoherence in ensemble measurements, characterised
by a coherence time T ∗2 . Early measurements of the electron spin revealed short co-
herence times on the order of a few nanoseconds [42, 43] (short in comparison to the
radiative lifetime of the excited states, and corresponding times in atomic systems [44]).
It was later understood that the coupling of the electron spin to the nuclei of the host
material played a dominant role in the decoherence. The net effect of the nuclei is to
present an effective magnetic field, known as the Overhauser field, which couples to the
electron spin just as an external field would. The Overhauser field varies in strength
and direction randomly over the course of an experiment, resulting in an inhomogeneous
dephasing time T ∗2 of several nanoseconds. The field can be decoupled from the electron
spin by refocussing pulses or dynamic decoupling to reveal a homogeneous dephasing
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time T2 around 3 µs [43]. Under normal experimental conditions the nuclei assume a
thermal distribution, however their interaction with the electron spin can be exploited to
polarise them. Various polarisation schemes can generate huge effective fields of several
Tesla, which are themselves a useful feature [45]. In addition the nuclei can be polarised
to reduce fluctuations and decrease the inhomogeneous electron spin dephasing rate [46].
This has very recently been demonstrated by E´thier-Majcher et al. who were able to
increase T ∗2 by over an order of magnitude to 39 ns [47].
A contribution of this thesis is the theoretical development and experimental demonstra-
tion of an active mechanism for sensing the state of the Overhauser field and a means
of compensating for it. The field sensing mechanism exploits the optical properties of
a quantum dot, and in particular the link between the exciton spin state and photon
polarisation. The essence is that by exciting the dot with a laser of known polarisation,
and analysing the polarisation of spontaneously emitted photons, the total field in the
dot can be reconstructed. Whilst this is in principle possible in single quantum dots,
using vertically stacked tunnel coupled dots allows for greater freedom in designing the
protocol and in particular for separating the spontaneously emitted photons from the
laser background. In fact the use of coupled quantum dots is crucial for the field com-
pensation scheme. The latter uses the large nuclear field that can be established though
polarisation, along with fast electrical control to apply an effective magnetic field to an
electron spin sitting in one of the dots.
1.4 Outline
The basic physics of the quantum dots and devices are described in detail in Chapter
2. The bulk and confined states are described, and from these the optical selection
rules are derived. These allow discussion of standard methods for manipulation of spin
qubits. The role of the nuclear spin ensemble is explained, and coupled quantum dots
are introduced.
The states in a coupled quantum dot are modelled in Chapter 3. The methodology used
here is also employed elsewhere so the model is described with some rigour. The model
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is applied to experimentally collected data in order to extract important parameters of
coupled quantum dots.
Chapter 4 describes the construction of the confocal microscope setup and supporting
apparatus used for all experimental investigations in this thesis. Construction and oper-
ation of the equipment is described in detail. Characterisation procedures are described
as well as standard measurement techniques. The spectral suppression stage is built and
characterised, which is used later in the experimental demonstration of the field sensing
mechanism.
The schemes for sensing and compensating for the Overhauser field are theoretically
designed in Chapter 5. A simulation is built for the sensing mechanism and is used
to estimate the performance of the scheme. An experiment is performed using coupled
quantum dots to prove the concept. Whilst performing the experiment, anomalous
behaviour of the coupled quantum dots was discovered. Possible explanations for the
anomalous behaviour are discussed. The scheme to compensate for the Overhauser field
is designed theoretically and is demonstrated in simulation.
In Chapter 6 the Lindner and Rudolph proposal is described and ways of verifying it are
simulated. The model of the coupled quantum dots states is used to theoretically design
the new system allowing for all-optical spin manipulation and entanglement generation.
The theoretical proposal allowing for the replacement of the electron spin in the Lindner
and Rudolph proposal is discussed, and it is simulated to investigate how it would
perform in practise.
Finally in Chapter 7 the state of this research and possible directions for the future are
discussed.

Chapter 2
Self-assembled quantum dots
In this chapter the basic physics of quantum dots and devices is recapped. In Section
2.1 the growth of the quantum dots is described as well as the device structure which
allows the transition energies to be tuned in-situ. The fundamental electronic states
in the semi-conductor materials and quantum dots are described in Section 2.2. These
are then used to derive the optical selection rules in Section 2.3. Neutral and charged
excitons that can be generated by the selection rules are described in Section 2.4. The
ground state of the charged exciton can be used as a spin qubit and Section 2.5 describes
some of the methods employed to control it. Spin decoherence mechanisms are covered
and this leads on to discussion of the nuclear spin ensemble and polarisation in Section
2.6. Coupled quantum dots are described in Section 2.7.
2.1 Growth and fabrication
2.1.1 Growth of self-assembled quantum dots
The quantum dots used in this thesis are grown by molecular beam epitaxy (MBE).
Indium arsenide (InAs) is grown on gallium arsenide (GaAs) and the lattice mismatch
(0.57nm and 0.61nm for GaAs and InAs respectively) causes strain in the structure.
This InGaAs wetting layer grows in thickness and after ∼ 1.7 monolayers [48] it relaxes
to form islands [27]. This is the so-called Stanski-Krastanow (SK) growth mode. The
islands nucleate randomly along the wetting layer although long range order can be
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established by processing the sample prior to growing the quantum dots [49]. They
have a height of the order 10nm and lateral dimensions of 10s of nanometres. They can
be overgrown with GaAs which blue-shifts the quantum dot optical transitions due to
increased strain [50].
2.1.2 Schottky diode structure
For quantum dots to be useful in a larger system (where for example they will be coupled
together) the optical transition energies should be identical or at least well defined. The
energy structure of the quantum dots depends on their size, morphology and chemical
composition. These parameters are fixed during the growth procedure but cannot be
controlled precisely. In order to compensate for this an external in-situ method of tuning
the energy level structure is required.
(a) (b)
Figure 2.1: (a) The sample structure that allows application of an electric field along
the growth direction. (b) The resulting band structure that allows deterministic charg-
ing and tuning of the quantum dots. Changing the gate voltage VGate alters the quan-
tum dot energy levels with respect to the Fermi energy of the heavily doped n+GaAs
back contact. When an empty level of the quantum dot is tuned below the Fermi energy
Ef of the back contact, an electron (yellow circle) can tunnel into it. Vbi is the built-in
voltage of the junction.
By growing the quantum dot layer inside a Schottky diode structure as in Figure 2.1a
an electric field can be applied along the growth axis. Changing the voltage applied
between the gate and back contact tilts the bands and shifts the quantum dot energy
levels [51] as shown in Figure 2.1b. By tuning the first quantum dot level beneath the
Fermi energy of the highly doped back contact Ef , an electron can tunnel from the back
contact into the quantum dot [28]. The energy required for a second electron to enter
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the dot is higher because of the Coulomb repulsion between the electrons and so it is
blocked from entering the dot [21, 22, 52]. This is known as Coulomb blockade and it
allows control over the number of carriers in the quantum dot ground state. In addition
to deterministic charging, the exciton recombination energy can be tuned via the DC
Stark effect [53]. The exciton stark shift is given by
∆Estark = −β |E|2 − ed0 ·E (2.1)
where β is a constant, e is the electronic charge, E is the electric field and d0 is the
separation of the electron and hole at zero field due to the dot’s chemical composition
[54]. At the electric field strengths used in this thesis the second term dominates, so the
Stark shift is linear. In typical device structures, the DC Stark shift facilitates tuning of
a given transition on the order of 200 µeV[28, 53], assuming a typical Startk shift of 2
µeV/mV and a charge stability region of 100 mV (equivalent to a change in wavelength
of only 150 pm at 960 nm). The transition energy can be tuned further by applying
strain which can allow shifts of up to 0.45 nm [55] which is important when trying to
tune several dots into resonance.
2.2 Electronic states
In order to understand and engineer the behaviour of the quantum dots the electronic
states of the material must be fully understood.
2.2.1 Bulk states
Both GaAs and InAs are semiconductors with zincblende crystal structure. They have
direct band gaps so optical transitions are efficient. In equilibrium the valence band
states are all occupied and the conduction band states are empty. The valence electrons
of the two atomic species in each semi-conductor are in p and s-type orbitals which hy-
bridise to form tetrahedral sp3 bonds in the crystal. Near the band edges the conduction
band Bloch states
∣∣s〉 have the symmetry of the s-type orbitals and angular momentum
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l = 0. Including spin the conduction band eigenstates can be written as [56]
∣∣c1/2+1/2〉 = ∣∣s〉∣∣ ↑ 〉 (2.2)∣∣c1/2−1/2〉 = ∣∣s〉∣∣ ↓ 〉 (2.3)
where the superscript is the angular momentum j and subscript is the z projection jz.
The valence band Bloch states can be written as linear combinations of three states
∣∣x〉,∣∣y〉 and ∣∣z〉 which posses the symmetry of the each of the p-type orbitals. These have
angular momentum l = 1. By coupling together the spin and angular momentum states
the 6 eigenstates can be written as [56, 57]
∣∣v3/2+3/2〉 = − 1√2
∣∣x+ iy〉∣∣ ↑ 〉 Heavy hole ⇑ (2.4)
∣∣v3/2−3/2〉 = + 1√2
∣∣x− iy〉∣∣ ↓ 〉 Heavy hole ⇓ (2.5)
∣∣v3/2+1/2〉 = − 1√6
[∣∣x+ iy〉∣∣ ↓ 〉+ 2∣∣z〉∣∣ ↑ 〉] Light hole ⇑ (2.6)
∣∣v3/2−1/2〉 = + 1√6
[∣∣x− iy〉∣∣ ↑ 〉+ 2∣∣z〉∣∣ ↓ 〉] Light hole ⇓ (2.7)
∣∣v1/2+1/2〉 = − 1√3
[∣∣x+ iy〉∣∣ ↓ 〉+ ∣∣z〉∣∣ ↑ 〉] SO hole ⇑ (2.8)
∣∣v1/2−1/2〉 = + 1√3
[∣∣x− iy〉∣∣ ↓ 〉− ∣∣z〉∣∣ ↑ 〉] SO hole ⇓ (2.9)
Of the j = 3/2 states the two with jz = ±3/2 are the heavy hole (hh ) states, and those
with jz = ±1/2 are the light hole (lh ) states. The two states with j = 1/2 are the spin
orbit split-off band (so ). These eigenstates are found from diagonalising the spin orbit
interaction Hamiltonian which raises the energy of the hh and lh states, whilst lowering
the energy of the so states, splitting them by ∆so (see Section 2.3 of [58]). In GaAs
∆so = 340 meV and in InAs ∆so = 380 meV and so the so bands can be neglected
as transitions to them will be far detuned from those involving the the hh and lh states
(which are the states of interrest). The two hh and lh manifolds are split by ∆hh −lh due
to strain and/or quantum confinement. Uniaxial compression raises the energy of the
lh states above the hh states, whilst stretching causes the opposite effect [56].
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2.2.2 Confined states
In order to repeatedly probe the spin of an electron or hole it should first be trapped
in all three dimensions. This can be done by engineering a region of the semiconductor
to have a smaller band-gap than the surrounding material. Electrons and holes see
this as a 3D potential energy well which localises their wavefunctions in space. The
SK growth method forms small mesas of InAs (with a bandgap of 0.42 eV at 4 K [59])
surrounded by GaAs (with a bandgap of 1.52 eV at 4 K). As a result of the confinement
in each direction, the density of states in the quantum dot are almost discrete [60].
The potential in the growth direction (z) can be approximated as a square well which
quantises the momentum in this direction (pz). This confinement shifts the energy of
the lh and hh states differently due to their different effective masses1. The effects of
strain overcompensate for this confinement shift and so the hh states remain higher in
energy than the lh states by ∆hh −lh ≈ 10 meV [56]. As a result mixing between the two
hole types is suppressed and so the lh valence states can be, for the most part, entirely
neglected. The heavy hole states can therefore be treated as a pseudo spin-1/2 system.
The overall band-structure is shown in Figure 2.2.
The z direction confinement energies are sufficiently large that only the first confined
state need be considered. In the x-y plane the confinement is roughly parabolic. As
such the confined states in the plane are the eigenstates of the 2D quantum harmonic
oscillator (QHO) which can be described by two quantum numbers l and m with energy
El,m = ~ω (l +m+ 1) (2.10)
It can be shown that the z component of angular momentum of the 2D QHO eigenstates
is
Ll,mz = ± (l −m) (2.11)
and the levels with l +m = 0, 1, 2 ... are labelled the s, p, d ... shells. This discrete
level structure is shown in Figure 2.3.
1The kinetic energy contribution is
〈
p
2
z
〉
1
2m∗
. Both lh and hh will have the same pz since this is
governed by the geometry, but the effective mass m∗ of the lh states is smaller so the contribution is
larger.
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Not to
scale
Figure 2.2: Band structure of the doubly degenerate energy bands in GaAs. Energy
is plotted against the k-vector perpendicular to the strain axis. s, hh, lh and so are the
conduction, heavy-hole, light-hole and spin-orbit split off bands respectively. Eg, ∆hh−lh
and ∆so are the energy gap, light-hole-heavy-hole and spin-orbit splitting respectively.
Adapted from [56].
Figure 2.3: The discrete level structure in a quantum dot due to the in plane 2D
harmonic confinement. CB and VB are the conduction band and valence band of the
semiconductor material. Adapted from [56].
Using the envelope function approximation the wavefunction of an electron in the quan-
tum dot can be written as the underlying Bloch wavefunction modulated by a function
which describes the effect of the confining potential. The total electron wavefunction
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can be described in the position representation by
Ψ (r) = 〈r|u〉φl,m (r) (2.12)
where φl,m (r) is the 2D QHO position eigenstate with quantum numbers l and m. Since
the lh and so states can be ignored
∣∣u〉 is one of (2.2), (2.3), (2.4) or (2.5). The point to
take away from this is that the electron (or hole) states pick up the symmetry and spin
nature of the underlying Bloch states and the confined states. This will have implications
for the allowed optical transitions between confined states.
2.3 Optical transitions
The fundamental transitions involve raising an electron from one of the valence band
confined states to one of the conduction band confined states. Neglecting other dynamic
interactions such as tunnelling, the states (2.12) are stationary. Transitions between
them can be driven by coupling to optical fields. The allowed transitions between the
confined states are derived in this section following [56].
The non-relativistic Hamiltonian in the Heisenberg picture for a charged particle in a
field ([56] Section 5.1.2, [61] Section 5.1.1) can be expanded in the Coulomb gauge to
Htot = H0 − q
m0
A (r, t) · p+Hf (2.13)
where q, m0 and p are the charge, mass and momentum of the particle respectively, and
A (r, t) is the vector potential of the field. The first term describes the stationary states
of the system, the second term is the coupling between the particle and the quantised
field, and the third is the Hamiltonian of the free field. The second term generates
interactions between the stationary states of H0 and the photon field, and so is termed
the interaction Hamiltonian. Written in the Schro¨dinger picture and using the dipole
approximation, it can be expanded as
Hint ≈ − q
m0
∑
k,s
Ak
(
ak,seks · p+ a†k,se∗ks · p
)
(2.14)
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where Ak, ak,s and eks are the amplitude, annihilation operator and polarisation vector
of the photon with momentum k and polarisation s. The mathematics are simplified by
considering a single photon mode, so the k and s labels can be discarded. The transition
rate between two states
∣∣1〉 and ∣∣2〉 can be evaluated by calculating the matrix element
〈2|Hint |1〉. In the quantum dot case, the states
∣∣1〉 and ∣∣2〉 are tensor products of
the quantum dot states (2.12) with the radiation field with n photons in the state
∣∣n〉.
Equation (2.14) can now be used to derive the common Faraday and Voigt selection
rules.
2.3.1 Symmetry
First a quick note about the symmetry of the states. The momentum operator p in
(2.14) operates directly on the underlying Bloch states of (2.12), and ak,s operates on
the photon field. The envelope functions are unchanged and so the matrix element will
contain an overlap of these functions, something like
∫
φ∗l′,m′φl,m dr (2.15)
which will be zero for functions of different parity. This for example only allows transi-
tions from s to s states, and so in the following the s envelope function is implicit.
2.3.2 Selection rules in the Faraday geometry
In this context the Faraday geometry means that there is a magnetic field which is
aligned with the growth direction; however, the field itself is not important here. The
system eigenstates are those in (2.2), (2.3), (2.4) and (2.5). The fundamental transitions
that raise an electron from the valence band to the conduction band states are then
∣∣v3/2+3/2〉→ ∣∣c1/2+1/2〉 (2.16)∣∣v3/2+3/2〉→ ∣∣c1/2−1/2〉 (2.17)∣∣v3/2−3/2〉→ ∣∣c1/2+1/2〉 (2.18)∣∣v3/2−3/2〉→ ∣∣c1/2−1/2〉 (2.19)
First consider the transition (2.16). The angular momentum decreases by 1 so this
transition is expected to be allowed and mediated by a left-hand circularly polarised (L)
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photon. The initial state is
∣∣1〉 = ∣∣v3/2+3/2〉∣∣n+ 1〉 (2.20)
and the final state is
∣∣2〉 = ∣∣c1/2+1/2〉∣∣n〉 (2.21)
where the number of photons has reduced by one since one has taken part in the tran-
sition. The transition matrix element then becomes
〈2|Hint |1〉 = − q
m0
A
(
〈n| a |n+ 1〉 e+ 〈n| a† |n+ 1〉 e∗
)
·
〈
c
1/2
+1/2
∣∣∣p ∣∣∣v3/2+3/2
〉
(2.22)
The second term in the brackets goes to zero and the first goes to
√
n+ 1 (see for
example equation (4.4.1) in [62]) leaving
〈2|Hint |1〉 = − q
m0
A
√
n+ 1e ·
〈
c
1/2
+1/2
∣∣∣p ∣∣∣v3/2+3/2
〉
(2.23)
The momentum matrix elements 〈s| pα |α〉 = pcv are the same for α ∈ {x, y, z} [56]. Note
that 〈s| pβ |α〉 = 0 when β 6= α since
∣∣s〉 and ∣∣α〉 have even and odd parity respectively,
so pβ must be an odd function (of α) to give a non-zero result. This means
〈
c
1/2
+1/2
∣∣∣p ∣∣∣v3/2+3/2
〉
=
(〈
s
∣∣〈 ↑ ∣∣)p
(
− 1√
2
∣∣x+ iy〉∣∣ ↑ 〉
)
(2.24)
= − 1√
2
(〈s|p |x〉+ i 〈s|p |y〉) 〈↑ | ↑〉 (2.25)
= − 1√
2
pcv (xˆ+ iyˆ) (2.26)
and putting these together
〈2|Hint |1〉 = q
m0
√
2
A
√
n+ 1 pcve · (xˆ+ iyˆ) (2.27)
≡ Ce · (xˆ+ iyˆ) (2.28)
where C is a constant. Two (essentially equivalent) things can be said about this.
Firstly, in order to maximise the transition rate from
∣∣1〉 to ∣∣2〉 which is ∝ |〈2|Hint |1〉|,
the polarisation vector should be set to e = xˆ− iyˆ so this transition is driven strongest
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by L polarised light as expected. Secondly the hermitian conjugate of (2.28) (the reverse
process) says that the decay from
∣∣2〉 to ∣∣1〉 is accompanied by excitations of the photon
field with the same polarisation, emission of an L polarised photon. The same calculation
using states in (2.19) gives the matrix element
−Ce · (xˆ− iyˆ) (2.29)
showing that a polarisation vector of e = xˆ + iyˆ maximises the transition rate. This
means that this transition is right-hand circularly polarised (R) as expected from the
change in angular momentum.
Finally by observing that the spin component of the Bloch functions are unchanged
by Hint, the transitions (2.18) and (2.17) give zero matrix element as the orthogonal
spin components integrate to zero. An intuitive argument for this is that since there is
nothing that acts on the spin part, there is no way to flip the spin as is necessary for
the transition. Equivalently a single photon transition cannot provide the ±2 units of
angular momentum required. These selection rules are summarised in Figure 2.4.
Figure 2.4: The allowed transitions between fundamental carrier states. The blue
and red arrows denote transitions mediated by right (R) and left-hand (L) circularly
polarised photons respectively.
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2.3.3 Selection rules in the Voigt geometry
The Voigt geometry means that there is a magnetic field perpendicular to the growth
direction. In this case the eigenstates of the system change to be linear superpositions
of those above
∣∣c1/2+1/2〉x = 1√2
(∣∣c1/2+1/2〉+ ∣∣c1/2−1/2〉
)
(2.30)
∣∣c1/2−1/2〉x = 1√2
(∣∣c1/2+1/2〉− ∣∣c1/2−1/2〉
)
(2.31)
∣∣v3/2+3/2〉x = 1√2
(∣∣v3/2+3/2〉+ ∣∣v3/2−3/2〉
)
(2.32)
∣∣v3/2−3/2〉x = 1√2
(∣∣v3/2+3/2〉− ∣∣v3/2−3/2〉
)
(2.33)
and so the transitions of interest are
∣∣v3/2+3/2〉x →
∣∣c1/2+1/2〉x (2.34)∣∣v3/2+3/2〉x →
∣∣c1/2−1/2〉x (2.35)∣∣v3/2−3/2〉x →
∣∣c1/2+1/2〉x (2.36)∣∣v3/2−3/2〉x →
∣∣c1/2−1/2〉x (2.37)
The matrix elements and polarisations can be calculated by applying the same machin-
ery. Note that unlike the Faraday case, each of the new eigenstates has both
∣∣ ↑ 〉 and∣∣ ↓ 〉 and it is expected that all four transitions are allowed. This is indeed the case and
the matrix elements for transitions (2.34)-(2.37) (with a global phase removed) with
their corresponding polarisations are
Ceks · yˆ H polarised (2.38)
iCeks · xˆ V polarised (2.39)
iCeks · xˆ V polarised (2.40)
Ceks · yˆ H polarised (2.41)
which are summarised in Figure 2.5. These transitions are mediated by horizontally
(H) and vertically (V) polarised photons. The presence of a magnetic field is again not
important, only to define a quantisation axis. In other words, the selection rules in
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the Voigt system are identical to the Faraday system, only here they are inspected in a
different basis.
Figure 2.5: The allowed transitions between fundamental carrier states in the Voigt
geometry. The blue and purple arrows denote transitions mediated by H and V polarised
photons respectively. The presence of the imaginary unit implies that the V transitions
are out of phase with the H ones.
2.4 Excitons
The selection rules derived the previous section allow an electron to be raised from the
valence band states to the conduction band states. The vacant state in the valence band
is referred to as a hole. Together the hole and electron form an exciton. The excitons
are grouped by the charge of the ground and excited state.
2.4.1 Neutral excitons
Starting from an empty dot where all of the valence states are full, an optical excitation
can excite an electron from the valence level to a conduction level. An R polarised
photon can excite an electron from the bound state
∣∣v3/2−3/2〉 to the state ∣∣c1/2−1/2〉. This
picture is simplified by considering the ground state to be empty (
∣∣0〉), and the excited
state to contain a spin down electron in the conduction state (
∣∣ ↓ 〉) and a spin up hole
in the valence state (
∣∣ ⇑ 〉). Hence the excited state is written as ∣∣ ↓⇑ 〉. Since the
conduction levels are initially empty there is no restriction on the spin of the electron
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that takes part. In this case the allowed transitions form a V system as shown in Figure
2.6.
(a)
↓
⇑
(b) (c)
Figure 2.6: The (a) initial and (b) one of the final states in the X0 system. (c) The
transitions between the empty ground state and the allowed excited states are shown by
the coloured arrows with polarisations R (blue arrow) and L (red arrow). Transitions
which are forbidden by the selection rules are shown by the black dashed arrows.
The states
∣∣ ↑⇓ 〉 and ∣∣ ↓⇑ 〉 can be generated by L and R polarised photons as shown by
the arrows. These are called the bright excitons. They correspond to processes (2.16)
and (2.19). The states
∣∣ ↑⇑ 〉 and ∣∣ ↓⇓ 〉 are called dark excitons because they cannot
be created by optical excitation according to the selection rules. They correspond to
processes (2.18) and (2.17) which were the transitions whose interaction matrix element
was zero. In reality the dark exciton can be created through processes that flip the spin
of the electron or hole however transitions to them are very weak.
Due to the asymmetric shape of real quantum dots the electron and hole interact via an
anisotropic exchange interaction. This has been thoroughly reviewed by Bayer et al. [63].
This exchange interaction couples the bright excitons together giving rise to two new
bright exciton states
∣∣X〉 and ∣∣Y 〉 which are split by an energy δ1. The new states are
superpositions of the old ones and so the optical transitions to them are linearly polarised
at zero field. The dark excitons are also coupled together to give new eigenstates
∣∣XD〉
and
∣∣YD〉 which are split by an energy δ2. The bright and dark manifolds are further
split from each other by the energy δ0. These new states are shown in Figure 2.7.
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Figure 2.7: The transitions in the X0 system in the presence of anisotropic electron-
hole exchange. The heavy-hole bright and dark excitons are coupled together to form
new bright (
∣∣X〉, ∣∣Y 〉) and dark states (∣∣XD〉, ∣∣YD〉). Optical transitions to new bright
states are linearly polarised (H and V) at zero magnetic field and are split by an energy
δ1. The new dark states are split by δ2 and the bright and dark manifolds are split by
δ0.
In both of the above cases the ground state and excited had zero net charge so these
are called the neutral excitons or X0 . The splitting between the new eigenstates (e.g.
between
∣∣X〉 and ∣∣Y 〉) is known as the fine structure splitting (FSS). This causes prob-
lems in some schemes, such as when using biexcitons to generate entangled Bell states.
In this case the energy splitting inhibits entanglement generation between the H and V
polarised photon generated by a biexciton cascade [32]. By applying additional strain
to the structure, the FSS can be reduced [64].
2.4.2 Charged excitons
If the dot already contains some electrons in the conduction band, or holes in the valence
band, then then some of the transitions are blocked by the Pauli exclusion principle. For
example the ground state shown in Figure 2.8a contains one electron. Since only the
s-shell is considered, to add an additional electron to the conduction state its spin must
be anti-parallel to the existing electron. As a result only one excited state can be reached
whose configuration is shown in Figure 2.8b. This system is called the negatively charged
trion orX1− reflecting the total charge of the ground and excited state. There is a similar
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transition involving a
∣∣ ↓ 〉 resident electron. Symmetry requires that the electrons form
a spin singlet which has zero net spin. As a result there is no electron-hole exchange
interaction for trions. The physics is the same for a resident hole, in which case the
system is called the X1+ .
↑
(a)
↑ ↓
⇑
(b)
Figure 2.8: The (a) initial and (b) one of the final states in the X1− system.
The transitions in this system in the Faraday geometry are shown in Figure 2.9. In
the figure, and the rest of this thesis
∣∣ ↑↓ 〉 is to be interpreted as the spin singlet(∣∣ ↑↓ 〉− ∣∣ ↓↑ 〉) /√2.
Figure 2.9: The transitions between the two ground state and the allowed excited
states in the Faraday geometry. Allowed transitions are shown by the coloured arrows
labelled by the polarisation of the photon that mediates them. Transitions which are
forbidden by the selection rules are shown by the green arrows. The thin black ar-
rows show the presence of ground state mixing due to coupling with the solid state
environment.
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The blue and red arrows show the optical transitions allowed by the selection rules. The
green arrows show transitions which are forbidden by the selection rules. They can take
place due to a magnetic field misaligned with the growth axis, mixing of the light and
heavy hole states, or interaction with nuclear spins of the lattice. The black arrow shows
mixing of the ground state which can occur due to several processes described later.
In the Voigt geometry the ground and excited states change to be linear super-positions
of the states in the Faraday geometry. The selection rules change to those shown in
Figure 2.10.
Figure 2.10: The transitions between the two ground state and the allowed excited
states in the Voigt geometry. Allowed transitions are shown by the coloured arrows
labelled by the polarisation of the photon that mediates them. The thin black ar-
rows show the presence of ground state mixing due to coupling with the solid state
environment.
The blue and purple arrows show the transitions which are allowed by the selection
rules for the new spin eigenstates. The black arrow indicates that the ground states can
again be mixed. In addition to the spin-selective absorption [60, 65] there are additional
Coulomb energies in a charged exciton system due to there being a greater number of
charged particles. These red-shift the X1− transitions and blue shift the X1+ transitions
[66].
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2.5 Electron spin qubits
Fundamental material properties combined with clever device structures have enabled
isolation of individual carriers. For the spin to be used as a qubit, methods are required
to initialise, manipulate and readout its state. The optical transitions derived previously
enable several different methods of doing so. Some of the most commonly used are
described below.
2.5.1 Initialisation
The spin of an electron tunnelling into an empty dot from a dopant or the back contact
will not in general be polarised. Spin-pumping is a fast way of initialising the electron
into a spin eigenstate. In the following, electrons are referred to though many of the
schemes also apply to holes.
Spin pumping in the Faraday geometry
The ground state of the X1− system contains a single electron. A magnetic field in the
Faraday geometry splits the ground states by an energy ∆g. The excited states contain
a pair of electrons which form a spin zero singlet so the Zeeman splitting ∆e is only
due to the hole. This spin state of the ground state electron can be prepared by spin
pumping as shown in Figure 2.11.
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Figure 2.11: Spin pumping in the Faraday geometry. A magnetic field (yellow arrow)
splits the energy of the ground and excited states by ∆g and ∆e respectively. When
driving the transition from
∣∣ ↑ 〉 (blue arrow) the system can relax via a forbidden
diagonal transition (green arrow) to the
∣∣ ↓ 〉 state where it is decoupled from the laser
and shelved. Interaction with the environment can relax the spin from
∣∣ ↓ 〉 to ∣∣ ↑ 〉
(small black arrows).
In this process the ground state
∣∣ ↑ 〉 is excited to ∣∣ ↓↑⇑ 〉 by an R polarised laser (blue
arrow). The most likely next step is for the exciton to recombine and the system to decay
back down to the state
∣∣ ↑ 〉. However there is a chance that the system will decay via
the forbidden transition (green arrow). The rate of this forbidden transition is around 3
orders of magnitude less than the allowed transition, but it will occur eventually if the
electron is continually excited. When it does the electron will end up in the state
∣∣ ↓ 〉
and is then decoupled from the driving laser. If there is no, or a very weak magnetic
field, the electron spin can be flipped from
∣∣ ↑ 〉 ↔ ∣∣ ↓ 〉 by interaction with nuclear
spins or by flipping its spin with an electron in the back contact. When a magnetic field
is applied, both the electron and nuclear energy levels are split by the Zeeman effect.
The nuclear Zeeman splitting is on the order of 2000 times smaller than the electron
splitting and this detuning suppresses the nuclear spin flip (in the same way that an
optical transition is driven less strongly when the driving laser is detuned) [67]. The
electron spin has been initialised into the state
∣∣ ↓ 〉. Atatu¨re et al. were able to achieve
99.8% initialisation fidelity using this method at a field of 300 mT, with a initialisation
rate of 300 kHz or equivalent time-scale of around 3.3 µs [28, 68].
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Spin pumping in the Voigt geometry
The same principle can be employed in the Voigt geometry [69]. In this case the allowed
transitions are different since the spin eigenstates are not those that the optical field
couples to. The spin pumping process is shown in Figure 2.12.
Figure 2.12: Spin pumping in the Voigt geometry. A magnetic field (yellow arrow)
splits the energy of the ground and excited states by ∆g and ∆e respectively. When
driving the transition from
∣∣ ↑ 〉
x
(blue arrow) the system can relax via the allowed
diagonal transition (purple arrow) to the
∣∣ ↓ 〉
x
where it is decoupled from the laser
and shelved. Interaction with the environment can relax the spin from
∣∣ ↓ 〉
x
to
∣∣ ↑ 〉
x
(small black arrows).
In this process the ground state
∣∣ ↑ 〉
x
is excited to
∣∣ ↓↑⇑ 〉
x
by an H polarised laser (blue
arrow). The system can now decay back down the blue arrow to the
∣∣ ↑ 〉
x
state or down
the purple arrow to the
∣∣ ↓ 〉
x
state. If the system relaxes down the purple arrow to∣∣ ↓ 〉
x
then it becomes decoupled from the laser and so the spin remains shelved in the∣∣ ↓ 〉
x
state. The spin has been pumped into the
∣∣ ↓ 〉
x
state. Interaction with nuclear
spins can again cause the spin to mix between
∣∣ ↑ 〉
x
↔ ∣∣ ↓ 〉
x
. Since this scheme relies
on only optically allowed transitions it is expected to operate a lot faster. Indeed Xu
et al. achieved spin initialisation with a fidelity of 98.9 ± 0.4% at a field of 880 mT,
with an initialisation rate of 500 MHz or equivalent time-scale of 2 ns [68]. The field
strength used here is larger than in the experiment by Atatu¨re et al., likely to overcome
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an observed gate voltage dependent g-factor, and allow separate addressing of the two
Λ schemes in the Voigt system.
2.5.2 Manipulation
Single qubit gates or rotations are one of the necessary components for universal quantum
computing. Once an electron has been trapped and initialised, several methods are
available to achieve rotations of the spin.
Precession in a field
Just as a gyroscope precesses around its weight vector due to gravity, a magnetic moment
will precess around an external magnetic field, the well known Larmour precession. This
can be used in a quantum dot to cause precession of the electron spin. The Hamiltonian
for the interaction of a spin-1/2 particle and a magnetic field is in general given by
H = −µBgS · B, where µB is the Bohr magneton, S is the spin matrix and B is the
magnetic field. g is the g-factor of the spin which is a dimensionless constant which
governs the strength of the interaction of the spin with the magnetic field. If this is the
only energy contribution then the time evolution in the Schro¨dinger picture is given by
the operator
U = exp
(
− it
~
µBgS ·B
)
(2.42)
For an electron with isotropic g-factor, this rotates the spin around the B axis by an
angle that depends on the field strength, g-factor, and the time that the field is switched
on for.
Electron spin resonance
A static field will split the
∣∣ ↑ 〉 and ∣∣ ↓ 〉 states by the Zeeman interaction. Since the ∣∣ ↑ 〉
and
∣∣ ↓ 〉 states have a different magnetic spin, transitions between them can be driven
by a magnetic field perpendicular to the spin axis. To drive this transition strongly,
the perpendicular field is modulated at the precession frequency (is resonant with the
precession). Such a time-varying field can be generated by a current in a nearby nearby
low impedance coil [70], or coplanar strip line fabricated above the sample [71, 72]. At
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typically achievable magnetic fields the energy difference between these levels (due to
the static field) is in the microwave range. The perpendicular field couples the
∣∣ ↑ 〉 and∣∣ ↓ 〉 levels in the same way as the Pauli x or y matrices depending on the phase, and
so generates rotations of the qubit. By initialising the electron spin and rotating it by
different angles the rotation of the electron can be directly observed in electron spin
resonance experiments [70].
Raman transitions and coherent population trapping
Both precession around a magnetic field and electron spin resonance allow rotations on
the order of a µs. This is rather slow in the context of the radiative lifetime of excitons
in the quantum dot and the electron coherence time. A much faster method uses Raman
transitions to perform rotations. A Raman transition can occur in a Λ type system of
three levels as shown in Figure 2.13.
∣∣1〉
∣∣2〉
∣∣3〉
Ω13 Ω23
∆g
∆
Figure 2.13: A level scheme allowing a Raman transition between the ground states∣∣1〉 and ∣∣2〉 via the shared excited state ∣∣3〉. Two lasers drive transitions with Rabi
frequencies Ω13 and Ω23 but are detuned from the excited state by ∆. The ground
states are split by energy ∆g.
States
∣∣1〉 and ∣∣2〉 represent the ground states to rotate between, and ∣∣3〉 is a shared
excited state that can be reached by both ground states. The blue arrows show the
energy two lasers which are tuned to a virtual energy state ∆ below
∣∣3〉. Consider
this system with zero detuning (∆ = 0). If only transition Ω13 is driven, population
is moved from level
∣∣1〉 to level ∣∣3〉 which can then decay back to ∣∣1〉 or to ∣∣2〉. A
similar process occurs when transition Ω23 is driven. With both lasers on and detuned
from the transition energy by ∆ > 0 the two interaction terms now interfere [73] and
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with sufficiently large ∆, population is transferred between the ground states without
populating the excited state. In this situation the shared excited state
∣∣3〉 can be ignored,
and the two ground states
∣∣1〉 and ∣∣2〉 are coupled by an effective field with effective
Rabi frequency Ωeff = |Ω13| |Ω23| /2 |∆| [74].
A related phenomenon is coherent population trapping (CPT) which also occurs in a
3-level system. In this case strong laser fields re-diagonalise the system Hamiltonian
to give new eigenstates which are mixtures of the ground and excited states2. When
the two lasers are exactly resonant with the transitions, two of the new eigenstates are
combinations of the ground states only [75]. Of these two states only one couples to the
laser fields. The other, again due to quantum interference, is not coupled and so is a
dark state. This dark state is
∣∣ψdark〉 = 1√
|Ω13|2 + |Ω23|2
[
Ω13
∣∣1〉− Ω23∣∣2〉] (2.43)
where Ω13 and Ω23 are the (complex) Rabi frequencies of those transitions. The system
will spontaneously decay from the excited state to the dark state. Since the laser field
does not couple to
∣∣ψdark〉 and there is no excited state component to decay, the system
will be shelved in the dark state. Notice that the
∣∣ψdark〉 can be externally controlled
by varying the relative amplitude and phase of the lasers driving the transitions.
This is exploited in the control method of Economu and Reinecke [76] where one Λ
scheme is selected from the Voigt system of Figure 2.10. Two phase locked laser pulses
briefly re-diagonalise the system into the dark and light CPT states and the excitation
gives the bright state a phase relative to the dark state. The effect after rotating back
to the ground state system is that of a rotation about an axis which depends on the
relative amplitude and phase of the Rabi frequencies, by an angle which depends on
the pulse detuning, power and bandwidth. A similar approach was taken by Hansom
et al. in InGaAs quantum dots where they used the small transverse component of the
fluctuating Overhauser field to enable the Λ system of the Voigt geometry [45].
2The laser Rabi frequencies are large enough that the off-diagonal elements of the Hamiltonian domi-
nate over the diagonal terms, causing the new eigenstates to be mixtures of the bare system eigenstates.
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Fast optical pulses
Several methods have been described for rotating an optically active qubit. A strong
magnetic field would suffice, but this is slow to control and a single field can only
produce rotations around one axis. Directly driving transitions between the two states
is also possible but again only allows rotations around one axis, and is relatively slow for
electrons in quantum dots. Raman transitions are quite a lot faster but in the method
above require laser fields at two frequencies to operate. Another related protocol has
been implemented by Press et al. which again uses the two Λ systems of the Voigt
geometry [77]. All 4 transitions are coupled to by a short broadband circularly polarised
laser pulse which results in rotations of the spin around an equatorial axis. By combining
spin pumping with the rotations induced by a magnetic field and fast optical pulses,
they were able to demonstrate arbitrary single qubit rotations in under 40 ps. This has
become the standard method of spin qubit control in these systems.
2.5.3 Readout
The initialisation procedures can double as readout schemes. Optical spin-pumping as
described in Section 2.5.1 relies on the electron spin being driven into a ‘dark’ state
(that does not couple to the driving laser) either due to polarisation, energy or both.
Once shelved the system will no longer absorb light and so this loss of contrast can be
interpreted as a measurement of the spin state [68, 78]. More generally, spin dependent
resonance fluorescence allows the spin state to be probed [65, 77]. In this scheme, a laser
is tuned and polarised such that it would excite a transition from one spin state in a
quantum dot. After application of the pulse, if any spontaneous emission is observed
the spin state has been projected into the ground state corresponding to that transition.
The initialisation and readout stages can be separated by using a tunnel coupled quan-
tum dot system. One dot hosts the spin qubit, and the other is used to read out the
spin’s state. The scheme relies on having optical transitions in the readout dot that
depend on the spin state of the electron in the qubit dot. This was demonstrated by
Vamivakas et al. and used to show quantum jumps in the system [23]. The same system
was used by Kim et al. but in addition a shared excited state provided a Λ scheme for
qubit manipulation [79].
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2.5.4 Decoherence
Using the methods above, the spin of an electron in a quantum dot can be prepared
in the general state cos (θ/2)
∣∣ ↑ 〉+ sin (θ/2) eiφ∣∣ ↓ 〉, however it will not remain in that
state indefinitely. There are many processes in the solid state system that will cause the
state to change undesirably. The time scale on which the state changes is described by
parameters T1 and T2 which describe the decay of an individual system. The time before
θ is randomised to the equilibrium state is characterised by the longitudinal relaxation
time T1. The time before φ is randomised and any relative phase information in the
system is lost is characterised by the transverse decoherence time T2. Further apparent
transverse decoherence is observed by the ensemble and/or non-stationary nature of
measurements. This gives rise to a third characteristic time T ∗2 over which the system
appears to lose coherence. The reader is referred to the excellent analogy involving
athletes and racetracks in Section 4.2 of [80] for an intuitive explanation of these times.
Co-tunnelling
In samples where the quantum dot layer is close to a highly doped back contact, carriers
can tunnel from the Fermi sea of the back contact to the dot [22]. In addition a carrier
in a dot can swap places with another carrier in the back contact in a co-tunnelling event
[81]. These events are suppressed away from the edges of charging plateaus, but near
the edge can be responsible for a decrease in T1 times which can inhibit spin pumping
[82, 83]. These events can change a bright exciton into a dark exciton through a flip
of the electron spin [81]. This rate depends on the distance between the quantum dot
and the back contact as well as the position of the quantum dot levels with respect to
the Fermi level of the back contact [84]. In a sample with a 30 nm GaAs tunnel barrier
between the reservoir and the dots showed a spin-flip co-tunnelling time of 1 ns [83].
Phonons
Electron spin relaxation due to direct coupling with phonons is reduced in quantum dots
(compared to in bulk) due to the reduced dimensionality caused by quantum confinement
[19, 20]. Phonons can induce local electric field fluctuations (through expansion and
contraction of the lattice) which cannot on their own induce relaxation. The spin-orbit
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interaction has a weak effect due to the large mismatch between the typical size of a
quantum dot (10s of nanometres) with the spin-orbit length in GaAs (lSO ∼ 1 − 10
µm), however it does mix different spin states. The result is that phonons can now
weakly couple different spin states leading to relaxation [21, 85]. For small magnetic
fields single phonon process are weakened [86] and two-phonon relaxation processes
become more important [87]. The T1 time scales as B
−5 from 170 ms at 1.75 T, to
120 µs at 14 T [21, 67]. At low temperatures if spin-phonon coupling were the only
relaxation mechanism then T2 would be equal to 2T1 [88]. However experiments have
demonstrated that T2 is orders of magnitude less than T1 and so another mechanism must
be at play. This mechanism is the hyperfine coupling with the nuclear spin ensemble
which is discussed next.
2.6 Nuclear spins
In recent years it has been shown that the dominant decoherence mechanism for electrons
in quantum dots is interaction with the lattice nuclei [89]. Nuclei couple to the electron
spin through the hyperfine interaction. The dominant interaction between a nuclear
spin Ij and electron spin S is the Fermi contact part of the interaction which can be
written as
Hjhf =
ν0
2
Aj |ψ (rj)|2
(
2IjzSz +
[
Ij+S− + I
j
−S+
])
(2.44)
where ν0 is the volume of the unit cell, A
j is the hyperfine coupling constant, and ψ (rj)
is the electron envelope function at the position of the nucleus (rj). The quantum dot
is made from ∼ 105 atoms, each of which has a non-zero nuclear spin. The electron
wavefunction extends over the whole quantum dot and so it interacts with all of them.
The effect is that the electron feels an effective magnetic field called the Overhauser field
BN =
ν0
geµB
∑
j
Aj |ψ (rj)|2 〈Ij〉 (2.45)
In thermal equilibrium there is no net polarisation of the nuclear spins and so BN
fluctuates around 0 with an RMS noise value of δBN ∼ 20− 40 mT [90–92].
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The Hyperfine interaction of the electron spin with each nuclear spin has a two-fold
effect. The raising and lowering operators in (2.44) allow the electron spin to flip with a
nuclear spin. This process limits the T1 time to under 1 ns at zero field [93]. Application
of a magnetic field along zˆ suppresses these flip-flops due to the difference in electron
and nuclear Zeeman splitting, leading to an increase of T1 above around 100 mT.
The zˆ component of the Overhauser field cannot be suppressed in this way since it still
contributes to the precession of the electron. The total field along zˆ is a sum of the exter-
nal field and the Overhauser field component which fluctuates randomly. In an ensemble
measurement this means the electron spin in each quantum dot instantaneously feels a
slightly different total field strength. Thus the Larmour frequencies are slightly differ-
ent, yielding a T ∗2 of several nano-seconds [18, 42]. Equally, in a repeated measurement,
the Larmour frequencies will be slightly different for each experimental run [80]. The
effect of low frequency Larmour noise can be rejected through the use of a Hahn echo
pulse sequence [94]. Electron spin T2 times of around 3 µs have been demonstrated at
large magnetic fields [43]. Narrowing the nuclear distribution is one approach to reduce
fluctuations and thus reduce the decoherence rate, for example by polarising the nuclei
[91]. E´thier-Majcher et al. used CPT to narrow the nuclear distribution and extend
T ∗2 from 3.2± 0.1 ns to 39± 2 ns [47]. Nevertheless inhomogeneous decoherence in the
nuclear spins themselves still limits the electron coherence time.
The nuclei also couple to the spin of holes in the dot, though the dominant coupling
mechanism is a dipolar interaction rather than the Fermi contact term shown in (2.44).
The coupling strength to the hole spin is around 0.1 times that of the electron and in the
opposite direction. In addition the interaction is strongly anisotropic and varies from
dot to dot [91].
2.6.1 Polarisation
The flip-flop terms in (2.44) allow for the exchange of angular momentum between
the electron and nuclear spin. By continually repolarising the spin of an electron in
a quantum dot, angular momentum is transferred to the nuclear ensemble. This can
be done optically thanks to the selection rules described in Section 2.3. Continual
pumping in this way can generate Overhauser fields of several Tesla. Tartakovskii et al.
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demonstrated generation of large polarisations by non-resonant excitation of excitons
above the confined states [95]. Photogenerated electrons and holes could then tunnel
into the quantum dot states during which time the hole spin could flip, leading to
the formation of both light (
∣∣ ↓⇑ 〉, ∣∣ ↑⇓ 〉) and dark (∣∣ ↑⇑ 〉, ∣∣ ↓⇓ 〉) excitons in the
quantum dot. The former radiatively decay quickly. The dark excitons can decay via
an intermediate state where the electron flips its spin with a nuclear spin, and it is these
interactions which are responsible for the build-up of nuclear polarisation.
In general the electron-nuclear spin flip flop rate is reduced due to the large difference in
Zeeman energies geµB/gNµN ≈ 1000 [91]. Flip-flops can still occur but the probability
decreases quickly with increased field. Interaction of an electron in a quantum dot with
electrons in the Fermi sea causes broadening of the energy levels. In the case of a small
Zeeman splitting, this broadening increases the probability of a spin flip with a nucleus.
So called co-tunnelling assisted spin-flips are important at low fields [96].
This energy barrier is overcome in a different way in an experiment by Chekhovich et al.
in which a forbidden X+ transition is driven in order to polarise the nuclear spins [97].
In a quantum dot confining holes, the transition
∣∣ ⇓ 〉 → ∣∣ ⇓⇑↑ 〉 is normally forbidden
as it would involve the creation of a spin up electron and a spin up hole. It is allowed
via a second order process involving a σ+ photon where the electron spin is flipped with
a nuclear spin to get to the allowed excited state. In this case the energy required by
the flip is provided by the laser. They were able to generate Overhauser field of 1.5 T,
corresponding to a nuclear ensemble polarisation of 65%.
Another method used to generate nuclear spin polarisation was demonstrated by Kloeffel
et al. [98]. In this experiment an quantum dot is tuned so that its lowest level lies just
above the Fermi-level of the Fermi sea of a heavily doped layer. Excitation with σ+
light generates a neutral exciton
∣∣ ↓⇑ 〉. The Coulomb interaction of the electron and
hole pushes the energy level below the Fermi sea which allows an
∣∣ ↑ 〉 electron (with
spin determined by the Pauli exclusion principle) to tunnel into the dot. The dot then
contains an X1− trion (
∣∣ ↓↑⇑ 〉) whose electrons form a spin singlet which does not
interact with the nuclear spins. After the radiative lifetime the X1− recombines leaving
the
∣∣ ↑ 〉 electron behind. Without the hole’s Coulomb attraction the electron is now
higher in energy than the sea, and so tunnels out of the dot with time scale of around 10
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ps. During that time it can flip its spin with a nuclear spin as the short lifetime relaxes
energy conservation [91].
2.6.2 Line dragging
One of the most striking effects of nuclear polarisation is line dragging. The quantum
dot transition energy depends on the microscopic state of the nuclear spins, and so a flip
of one nuclear spin can shift the transition energy. A nuclear spin can flip through via
non-collinear component of the Hyperfine interaction which arises due to quadrupolar
fields (described later) [91]. As a result, when the laser is detuned slightly from the
current transition energy, it becomes resonant with a transition from the ground state
to an excited state with one nuclear spin flipped. Thus the system is excited to this new
excited state, accompanied by a flip of a nuclear spin. Depending on the spin of the
electron in the excited state, this feedback acts to either ‘drag’ the transition towards
resonance with the laser, or ‘push’ it away from resonance [99–101]. The result is a
strong departure from the typical Lorentzian line shape shown in Figure 2.14a, to a
‘top-hat’ profile shown in Figure 2.14b.
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Figure 2.14: (a) the typical Lorentzian line-shape from a two level system (b) the ob-
served line-shape when scanning a laser over the high energy Zeeman optical transition
in a quantum dot at high magnetic field. The line is dragged by the laser when it is
moved from low to high detuning (blue line) and from high to low detuning (red line).
‘Normalised Signal’ could be the photon count rate in a resonance fluorescence exper-
iment, or the contrast in a differential transmission experiment. Adapted from [99].
The large dips in the blue line are not explained but could be caused by laser power
fluctuations or mode-hops causing a sudden drop in then nuclear spin polarisation rate,
causing the transition to become detuned.
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The width of the top-hat profile is limited by the amount of nuclear spin polarisation
that can be built up. This is determined by the rate of optical polarisation, versus the
rate of depolarisation (either electron mediated spin diffusion within, and out of the dot,
or electron mediated depolarisation due to co-tunnelling with the back contact) [102].
Dragging can be used to prepare Overhauser fields of up to 3 T [95, 100]. In general
the movement of the quantum dot resonance caused by the Overhauser is known as the
Overhauser shift.
2.6.3 Manipulation
The direction of the Overhauser field vector can be controlled as well as its strength. This
was demonstrated by Makhonin et al. who used fast radio frequency pulses generated
by a nearby coil, together with a strong static magnetic field to rotate an Overhauser
field of 0.5 T [103]. They demonstrated that the field could be rotated to anywhere on
the Bloch sphere. Through this method they extracted T ∗2 and T2 times of 16 ± 1 µs
and 310± 30 µs respectively. These numbers conjure the idea of a long-lived qubit but
note that the Overhauser field is a mesoscopic entity consisting of 104-105 nuclear spins
(and so cannot be treated as a single two level system).
2.6.4 Quadrupolar effects
Strain and random positioning of the atomic species in the quantum dot give rise to
local electric field gradients. The non-spherical charge distribution of the atomic nuclei
with spin greater than one half generates an electric quadrupole which couples to the
electric field gradients [91]. This causes the nuclear energy levels to split by an amount
that depends on the nuclei’s position in the dot [104]. Each nuclear spin feels therefore
feels a different effective magnetic field, the quadrupolar field, which detunes them from
one-another but also from the nuclei outside of the dot. This detuning allows nuclear
polarisation to survive for up to 1 hour in empty quantum dots [102]. In the presence
of a magnetic field this depolarisation time can rise to several hours [105] and even days
[106]. The detuning also permits nuclear polarisation to exist at zero magnetic field
[107, 108]. In the case of small external fields and a quantum dot filled with an odd
number of electrons [102], the polarisation decays on a time scale of 10 ms [109]. The
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depolarisation mechanism is spin flip-flops with unpaired resident electrons whose spin
is randomised by co-tunnelling with the reservoir [91, 110].
Finally, the nuclei precess around the sum of any external magnetic field and the internal
quadrupolar field. Since each nuclear spin feels a different quadrupolar field they precess
at a different rate resulting in a broad noise spectrum of the Overhauser field. Because
of the broad spectrum, the combined effects of the nuclei on the electron spin quickly
become uncorrelated and can nolonger be reversed by, for example, refocussing pulses.
This is the cause of the fast electron spin decoherence [111].
2.7 Coupled quantum dots
A single quantum dot can host a very promising spin qubit and provides mechanisms for
interacting with it. Adding a second dot that is tunnel coupled to the first provides many
more levels and transitions with which to design interesting schemes and experiments.
The strain effects that initially led to the self-assembly of quantum dots can be exploited
to grow vertically aligned pairs of dots. When the first layer of dots is capped by
a GaAs spacer layer, the strain field spreads through the spacer and dots growing in a
wetting layer above will preferentially nucleate above those in the layer below [112]. This
alignment is illustrated in Figure 2.15a. The same mechanism allows multiple layers of
dots to be aligned as shown in the scanning electron microscope image in Figure 2.15b.
(a) (b)
Figure 2.15: (a) The strain field emanating from a quantum dot in one layer causes
quantum dots in the layer above to align to it. Reproduced from [56] with permission.
(b) Scanning electron microscope image of a sample cross-section containing 5 dots
vertically aligned due to strain. Repoduced from [113] with permission.
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If the barrier between two stacked dots is below around 20 nm [114], electrons [115]
and holes [116] can coherently tunnel between them [114, 117]. The devices used in this
thesis contain two layers of quantum dots, the majority of which are found in aligned
pairs. They are grown inside a diode structure which allows tuning via the methods
in Section 2.1.2. Because the upper and lower dots are at different distances from the
contacts, the gate potential they feel is slightly different. In addition to the sequential
charging and exciton Stark shift, changing the gate voltage shifts all of the levels in the
bottom dot with respect to the top dot. The size and shape of each dot in the pair
are random due to the growth process but dots in the layer above generally have lower
emission energies than those in the first layer.
When each dot of a tunnel coupled pair contains a single electron the ground states
hybridise into singlet and triplets when the single electron levels are tuned into resonance.
The singlet and triplet form a qubit which at a particular gate voltage (known as the
‘sweet-spot’) is first order insensitive to magnetic and electric field noise, since the net
spin is zero and energy dispersion with respect to gate voltage is zero. This qubit exhibits
an enhanced T ∗2 from 32 ns possibly up to 2 µs [115]. Since the ground and excited states
have a net charge of −2e, this charging state is called the X2− .
The flexibility of the coupled dots is used several times in this thesis to solve various
problems with both theoretical and experimental validation. Therefore, in the next
chapter a detailed model is built to investigate the energy structure of coupled quantum
dots. The model is built using single particle basis states. The ground and excited
states are calculated for typical coupled quantum dot parameters, and the simulation
results are connected to experiment by calculation of the transition energies. The model
is validated by comparison to experimental data collected during the course of one of
the experiments in Chapter 5.

Chapter 3
Simulating coupled quantum dot
states
Chapter 2 introduced the basic physics in quantum dots and the optical transitions
which can occur in them. In the last section the concept of tunnel coupled dots was
introduced. There are many geometrical and electrostatic parameters in these systems
that complicate the transitions and energy level structure. Figure 3.1 shows data col-
lected from a photoluminescence experiment on one dot of a coupled pair. The lines in
the plot originate from transitions between the bound states. Without a detailed model
of the system it is impossible to fully understand these data.
This chapter develops a model for calculating the states and energies in a system of
coupled quantum dots. On the one hand, this is necessary so that the data like the
above can be understood. On the other, having these models facilitates the design of new
experiments and schemes. The model is built for all charge configurations, X0 (where
the quantum dot ground state is empty) to X3− (where the ground state contains thee
electrons) but only theX1− (where the ground state contains one electron) is shown since
it demonstrates all of the concepts involved and is explicitly used later on in this thesis.
Section 3.1 walks through building the model to calculate the ground state energies,
introducing some basic concepts. Section 3.2 then does the same for the excited states.
In Section 3.3 the results of the previous two sections are combined to calculate the
optical transitions available in the system. Finally in Section 3.4 the model is used
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Figure 3.1: Data from a photoluminescence gate sweep experiment (described later
in this thesis) which probes the optical transitions in quantum dots.
to predict and fit to some experimentally collected data to extract important physical
parameters.
3.1 Ground states
The ground state of the X1− charge state contains a single electron. In a classical
picture the electron is confined to either in dot L or R of the coupled pair as shown in
Figure 3.2. Since the dots are at different distances from the gate and back contact, an
electron in dot L will feel a different potential to the one in dot R. The potential energy
of an electron in dot L is −eVGatetL/ttot where e is the electronic charge and VGate is
the voltage applied to the gate. tL and ttot are the distances from the back contact to
the dot and the separation of the back contact and the gate respectively. Similarly the
potential energy of an electron in dot R is equal to −eVGatetR/ttot.
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Figure 3.2: Schematic of a double quantum dot charged with a single electron (yellow
circle) which can be either in dot L (top) or dot R (bottom). The device geometry that
gives rise to the difference in potential energy for electrons in either dot is labelled.
In addition the confinement energies of the electron in either dot are ELconf and E
R
conf
which are in general different. The total energy is a sum of the potential and confinement
energies which is shown in Figure 3.3.
Figure 3.3: The single electron energy levels in dot L (L) and dot R (R) and their
relation to the gate voltage VGate.
This picture can be simplified significantly by noting that the interesting behaviour and
transitions in the system arise due to the differences in energy levels, not their absolute
values. With this in mind the energy scale is shifted so that the energy at the position
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of the electron in dot L is always zero1. In this case the new confinement energy of the
electron in dot R is just equal to − dE = ERconf − ELconf . The gate voltage dependence
of the electron in dot R is then redefined as
ERg,e =
(
−eVGate tR
ttot
)
−
(
−eVGate tL
ttot
)
= −eVGate tsep
ttot
= −eVGatel (3.1)
where in the last line the lever arm l = tsep/ttot has been introduced. By changing the
gate voltage the detuning of the levels of dot L and R can be varied as shown in Figure
3.4.
Figure 3.4: The single electron energy levels after renormalising the energy of dot
L (L) to be zero. The energy level in dot R (R) is shown for two gate voltages VGate
demonstrating how changing the voltage changes the detuning between the levels.
3.1.1 Building the model
Moving now to a quantum mechanical model, if the spin of the electron is included then
the basis states of the system are
∣∣ ↑, 0〉 , ∣∣ ↓, 0〉 , ∣∣0, ↑ 〉 and ∣∣0, ↓ 〉 (3.2)
1This is just redefining where the zero of potential energy is. This is always allowed so long as it is
applied consistently to all states of the system
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where
∣∣ ↑, 0〉 for example means the electron is in dot L with spin up. The effects of
confinement are included by a Hamiltonian which describes the energy of the eigenstates.
This is given by
H0 = − dE
(∣∣0, ↑ 〉〈0, ↑ ∣∣+ ∣∣0, ↓ 〉〈0, ↓ ∣∣) (3.3)
which shifts the two states with the electron in dot R down by dE. The change in
energy with gate voltage is added through the Hamiltonian
HV = E
R
g,e
(∣∣0, ↑ 〉〈0, ↑ ∣∣+ ∣∣0, ↓ 〉〈0, ↓ ∣∣) (3.4)
The coherent tunnelling of electrons between dots L and R is included through the
Hamiltonian
Ht = te
(∣∣0, ↓ 〉〈 ↓, 0∣∣+ ∣∣0, ↑ 〉〈 ↑, 0∣∣)+H.c. (3.5)
where te is the electron tunnelling energy. Tunnelling becomes significant when tsep is
less than around 20 nm.
A magnetic field couples to the electron spin through the Zeeman Hamiltonian
HB =
1
2
µB
(
gLe σ
L ·BL + gRe σR ·BR
)
(3.6)
where σL/R are vectors of Pauli matrices acting on the spin in dots L/R, g
L/R
e are the
electron g-factors, and BL/R is the magnetic field. This allows for any total magnetic
field difference, due to for example, field inhomogeneities caused by the magnet used to
apply an external field. Explicitly
σL =


∣∣ ↑, 0〉〈 ↓, 0∣∣+ ∣∣ ↓, 0〉〈 ↑, 0∣∣
−i∣∣ ↑, 0〉〈 ↓, 0∣∣+ i∣∣ ↓, 0〉〈 ↑, 0∣∣
∣∣ ↑, 0〉〈 ↑, 0∣∣− ∣∣ ↓, 0〉〈 ↓, 0∣∣

 σR =


∣∣0, ↑ 〉〈0, ↓ ∣∣+ ∣∣0, ↓ 〉〈0, ↑ ∣∣
−i∣∣0, ↑ 〉〈0, ↓ ∣∣+ i∣∣0, ↓ 〉〈0, ↑ ∣∣
∣∣0, ↑ 〉〈0, ↑ ∣∣− ∣∣0, ↓ 〉〈0, ↓ ∣∣

 (3.7)
The total Hamiltonian is the sum of all the previous parts
Htot = H0 +HV +Ht +HB (3.8)
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The energies and eigenstates of the system as a function of all of the above parameters
can be found by diagonalising Htot.
3.1.2 Gate sweep
Without tunnelling
To first demonstrate the behaviour of the system the tunnelling strength and magnetic
field in each dot is set to zero. Figure 3.5 shows the energy levels of Htot as a function of
VGate. The parameters used to generate this, and subsequent plots are the ones extracted
from the data set at the end of this chapter.
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Figure 3.5: Ground state energy levels when sweeping the gate voltage, with no
magnetic field or tunnelling.
Since there is no magnetic field both spin states in dot L and R are degenerate. The
change potential energy due to the gate voltage causes the energy of the electron in dot
R to shift. The electron energy levels in dot L and R become equal when the electric
potential energy is equal to the difference in confinement energies. This happens when
VGate = − dE/ (el) which is shown by the dotted line in the figure. Since the two levels
are not coupled they simply cross through each other and the states themselves are
unaffected.
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Adding a magnetic field in the Faraday geometry (along the growth direction) splits the
spin states by different amounts as shown in Figure 3.6.
Figure 3.6: Energy levels in the presence of magnetic field in the Faraday geometry
of strength BR and BL in dots R and L respectively.
A field in the growth direction (zˆ) shifts the states but doesn’t change them. Fields in
the xˆ and yˆ direction mix the states as well as changing their energy. This isn’t explored
any further in this chapter but is used in Chapter 6.
With tunnelling
If electron tunnelling is now switched on by setting te to a non-zero value the energy
levels anti-cross. An anti-crossing is the well known signature of a coupled system. The
energy levels of the system are shown in Figure 3.7.
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Figure 3.7: Energy levels in the the single electron coupled dot. A magnetic field is
present in the Faraday geometry of strength BR and BL in dots R and L respectively.
gRe and g
L
e are the electron g-factors in dots R and L. µB is the Bohr magneton. Electron
tunnelling with strength te causes the levels to anti-cross.
At the anti-crossings the levels are separated by twice the magnitude of the tunnelling
strength [118]. The coupling mixes the states so they can no longer be assigned labels
like
∣∣ ↑, 0〉 and ∣∣ ↓, 0〉. Figure 3.8 shows the system’s eigenstates at each voltage where
the states are labelled
∣∣1〉 to ∣∣4〉.
Figure 3.8: Eigenstates in the the single electron coupled dot. A magnetic field is
present in the Faraday geometry. Electron tunnelling causes the states to mix. White
lines show the position of the anti-crossings.
In this figure each coloured area represents a basis state of the system. At each gate
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voltage, the size of each coloured area shows the magnitude of that basis component in
the state. The black line shading on the state area plot indicates that that component
has a sign of -1 with respect to the unshaded area. Far to the left, each eigenstate is a
pure basis state. Moving to the right, the coupled basis state ‘leaks’ into the eigenstate,
and far to the right the eigenstates have switched. At the positions of the anti-crossings
the eigenstates are equal super-positions of each basis state so each state is half one
colour and half another.
3.2 Excited states
An optical excitation will generate an additional electron and hole. The excited state of
the X1− is therefore a charged exciton containing two electrons and one hole. Now there
are six possible arrangements of the charge. The first three configurations have the hole
in dot R and are labelled (0, eeh), (e, eh) and (ee, h). The next three have the hole in
dot L and are labelled (h, ee), (eh, e) and (eeh, 0). These configurations are shown in
Figure 3.9.
The potential energies of the electrons due to the gate voltage are the same as in Section
3.1. The potential energies of the holes are different since they sit at different positions
to the electron as shown in Figure 3.10.
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Figure 3.9: All possible configurations of the two electrons (yellow circles) and hole
(red circle) in the X1− system. The label given to each configuration is written under-
neath it.
From the diagram the electric potential energy of holes in dots L and R are eVGate(tL+
dL)/ttot and eVGate(tR+ dR)/ttot respectively where dL and dR are the separations that
lead to the permanent exciton dipoles. Since the zero of potential energy was redefined to
be at the position of the electron in dot L, the quantity
(
eVGate
tL
ttot
)
must be subtracted
from the hole potential energies. The electrostatic energies of the holes in either dot are
then
ELg,h = eVGateδ
L (3.9)
and
ERg,h = eVGate(l + δ
R) (3.10)
where l is the lever arm from before and δL = dL/ttot and δ
R = dR/ttot are parameters
that control the exciton Stark shifts. The total gate dependence of the charge configu-
rations in Figure 3.9 can then be found by simply summing the contributions from each
electron and hole. For example the (0, eeh) configuration contains two electrons and
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Figure 3.10: Schematic of a double quantum dot showing a single hole (red circle)
which can be either in dot L (top) or dot R (bottom). The holes sit at different locations
in the dot than the electrons (which sit at distances tL and tR from the back contact)
due to differences in the dot chemistry.
one hole in dot R so the energy due to the gate potential is just 2ERg,e +E
R
g,h. Similarly
the (e, eh) configuration contains one electron in dot L, one electron in dot R and one
hole in dot R so the total energy due to the gate potential is ERg,e + E
R
g,h. There is no
contribution from the electron in L since the potential energy was defined to be zero.
The confinement energies of the electrons and holes in the excited system are not so
easy to separate out since Coulomb interactions between the particles shift the electron
and hole energies up and down. It is easiest to simply derive the energy of each charge
configuration separately. To derive these energies it is easier to start from the simpler
configurations of the neutral excitons which contain a single electron and single hole. The
following demonstrates the process for deriving the energy of the (0, eeh) configuration.
The neutral exciton in dot R has the configuration (0, eh) shown in Figure 3.11. It is
defined to have energy XR0 which includes contributions from quantum confinement, the
material band-gap and the Coulomb interaction energy between the electron and hole.
This energy can be directly measured through experiment and so is a fixed parameter
of the model.
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Figure 3.11: Charge configuration of the X0 in dot R denoted (0, eh). The elec-
tron and hole are shown as the yellow and red circle respectively. The energy of the
configuration is shown in white.
To get from the (0, eh) configuration to the (0, eeh) configuration an electron is added
in dot R. The system gains energy from the confinement of the new electron equal to
−dE, and the repulsion between the two electrons which is denoted by V RRee . It also loses
energy due to the attraction between the new electron and the hole which is denoted by
V RReh . The final energy of the (0, eeh) configuration is thus
E(0,eeh) = X
R
0 + V
RR
ee − dE − V RReh (3.11)
This new configuration is shown in Figure 3.12.
Figure 3.12: Charge configuration of the X0 in dot R with an additional electron
in dot R denoted (e, eh). The electrons and hole are shown as the yellow and red
circles respectively. The additional energy contributions from the pair-wise Coulomb
interactions with the new electron as well as the confinement energy are shown. The
energy of the original X0 configuration is shown in white.
Similar processes starting from the (eh, 0) as well as the (0, eh) configurations can be
used to derive the energies for all six of the excited state configurations. Using these
results a quantum mechanical description of the excited states can be built as it was for
the ground states.
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3.2.1 Building the model
In a quantum mechanical model including the spin of the electrons and holes, the system
is described by 24 basis states. The first 12 are
∣∣s⇑, 0〉 ∣∣ ⇑, s〉 ∣∣ ↑⇑, ↑ 〉 ∣∣ ↑⇑, ↓ 〉 ∣∣ ↓⇑, ↑ 〉 ∣∣ ↓⇑, ↓ 〉 (3.12)∣∣s,⇑ 〉 ∣∣0, s⇑ 〉 ∣∣ ↑, ↑⇑ 〉 ∣∣ ↑, ↓⇑ 〉 ∣∣ ↓, ↑⇑ 〉 ∣∣ ↓, ↓⇑ 〉
The other 12 states with hole spin down (⇓) are not shown, but are also included in
the calculation. Two electrons in the same quantum dot must have opposite spin since
only the s-shell is considered, and thus must form a singlet state represented by the S
(the triplet states involve a higher orbital level). The calculated energies of each charge
configuration from confinement and Coulomb interaction between carriers is included
through the Hamiltonian
H0 = E(e,eh)
(∣∣ ↑, ↑⇑ 〉〈 ↑, ↑⇑ ∣∣+ ∣∣ ↑, ↓⇑ 〉〈 ↑, ↓⇑ ∣∣+ ∣∣ ↓, ↑⇑ 〉〈 ↓, ↑⇑ ∣∣+ ∣∣ ↓, ↓⇑ 〉〈 ↓, ↓⇑ ∣∣)
+ E(eh,e)
(∣∣ ↑⇑, ↑ 〉〈 ↑⇑, ↑ ∣∣+ ∣∣ ↑⇑, ↓ 〉〈 ↑⇑, ↓ ∣∣+ ∣∣ ↓⇑, ↑ 〉〈 ↓⇑, ↑ ∣∣+ ∣∣ ↓⇑, ↓ 〉〈 ↓⇑, ↓ ∣∣)
+ E(0,eeh)
(∣∣0, s⇑ 〉〈0, s⇑ ∣∣+ ∣∣0, s⇓ 〉〈0, s⇓ ∣∣)
+ E(eeh,0)
(∣∣s⇑, 0〉〈s⇑, 0∣∣+ ∣∣s⇓, 0〉〈s⇓, 0∣∣)
+ E(ee,h)
(∣∣s,⇑ 〉〈s,⇑ ∣∣+ ∣∣s,⇓ 〉〈s,⇓ ∣∣)
+ E(h,ee)
(∣∣ ⇑, s〉〈 ⇑, s∣∣+ ∣∣ ⇓, s〉〈 ⇓, s∣∣) (3.13)
The electrostatic energy contribution from the gate voltage is included through the
Hamiltonian
HV = E
R
g,h
∣∣s,⇑ 〉〈s,⇑ ∣∣
+ ELg,h
∣∣s⇑, 0〉〈s⇑, 0∣∣
+
(
2ERg,e + E
R
g,h
)∣∣0, s⇑ 〉〈0, s⇑ ∣∣
+
(
2ERg,e + E
L
g,h
)∣∣ ⇑, s〉〈 ⇑, s∣∣
+
(
ERg,e + E
R
g,h
)∣∣α, β ⇑ 〉〈α, β ⇑ ∣∣
+
(
ERg,e + E
L
g,h
)∣∣α ⇑, β〉〈α ⇑, β∣∣ (3.14)
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where α, β = {↑, ↓} represent all combinations of electron spin projection. There are an
additional 6 terms where the hole is spin down (⇓).
Tunnelling
Both the electrons and the holes can tunnel between dots L and R. Electron tunnelling
is included through the Hamiltonian
Hte = te
(∣∣s,⇑ 〉〈 ↑, ↓⇑ ∣∣−∣∣s,⇑ 〉〈 ↓, ↑⇑ ∣∣+ ∣∣0, s⇑ 〉〈 ↑, ↓⇑ ∣∣− ∣∣0, s⇑ 〉〈 ↓, ↑⇑ ∣∣)+H.c.
(3.15)
+ four similar terms for different hole configurations
where the minus sign is due to the sign in the electron singlet. Hole tunnelling is
represented by
Hth = th
(∣∣s,⇑ 〉〈s⇑, 0∣∣ + ∣∣0, s⇑ 〉〈 ⇑, s∣∣ + ∣∣ ↑, ↑⇑ 〉〈 ↑⇑, ↑ ∣∣ +
∣∣ ↑, ↓⇑ 〉〈 ↑⇑, ↓ ∣∣ + ∣∣ ↓, ↑⇑ 〉〈 ↓⇑, ↑ ∣∣ + ∣∣ ↓, ↓⇑ 〉〈 ↓⇑, ↓ ∣∣) + H.c. (3.16)
+ a similar term for hole spin down configurations
Magnetic field
A magnetic field is included through a Zeeman Hamiltonian similar to (3.7) but with
one such term for each electron and hole. The Pauli matrices are built up in a similar
way e.g. the Pauli X matrix for one electron is a sum of all outer product terms that
would flip the spin of that electron. The electron g-factor is isotropic but the g-factor
of the hole is not [119] and so the Zeeman Hamiltonian reads like
HB = 0.5µB
∑
i=1,2
(
gLeiσ
L
ei ·BL + gReiσRei ·BR
)
+ 0.5µB
∑
j=L,R
(
gjh,p
(
σjh,XB
j
x + σ
j
h,YB
j
y
)
+ gjh,zσ
j
h,ZB
j
z
)
(3.17)
where i runs over the two electrons, j runs over each quantum dot, gh,p is the in-plane
g-factor of the hole (which is typically very small) and gh,z is the out-of-plane g-factor
(treating the hole as a pseudo spin-1/2 particle).
Chapter 3. Simulating Coupled Quantum dot States 57
Electron-hole exchange
The electron-hole exchange interaction outlined in Section 2.4.1 must also be included.
The intra-dot electron-hole exchange (between electrons and holes in the same dot) is
included through the Hamiltonian
Hex =
1
2
δRR1
(∣∣ ↑, ↑⇓ 〉〈 ↑, ↓⇑ ∣∣ + ∣∣ ↓, ↑⇓ 〉〈 ↓, ↓⇑ ∣∣ +H.c.) (3.18)
+
1
2
δRR2
(∣∣ ↑, ↓⇓ 〉〈 ↑, ↑⇑ ∣∣ + ∣∣ ↓, ↓⇓ 〉〈 ↓, ↑⇑ ∣∣ +H.c.)
+
1
2
δRR0
(∣∣ ↑, ↓⇑ 〉〈 ↑, ↓⇑ ∣∣ + ∣∣ ↑, ↑⇓ 〉〈 ↑, ↑⇓ ∣∣ + ∣∣ ↓, ↓⇑ 〉〈 ↓, ↓⇑ ∣∣ + ∣∣ ↓, ↑⇓ 〉〈 ↓, ↑⇓ ∣∣)
− 1
2
δRR0
(∣∣ ↑, ↑⇑ 〉〈 ↑, ↑⇑ ∣∣ + ∣∣ ↑, ↓⇓ 〉〈 ↑, ↓⇓ ∣∣ + ∣∣ ↓, ↑⇑ 〉〈 ↓, ↑⇑ ∣∣ + ∣∣ ↓, ↓⇓ 〉〈 ↓, ↓⇓ ∣∣)
+ four similar terms for the hole in the dot L with factors δLL1 , δ
LL
2 and δ
LL
0
The terms proportional to δRR0 split the dark and bright exciton states, terms propor-
tional to δRR1 mix the bright states, and terms proportional to δ
RR
2 mix the dark states.
Inter-dot exchange between electrons and holes in different dots is included with en-
ergies δLR0 , δ
LR
1 δ
LR
2 but the data show that this effect is negligible. There is also an
exchange interaction between the two electrons but it is very small [116] and subsequent
calculations match the data very well without it.
The total Hamiltonian is the sum of all of these terms
Htot = H0 +HV +Hte +Hth +HB +Hex (3.19)
3.2.2 Gate sweep
Without tunnelling
The Hamiltonian Htot is again diagonalised to find its energy levels as a function of
VGate. Figure 3.13 shows the energy levels when external fields, exchange splitting and
tunnelling are all absent. Since nothing couples the states the eigenstates correspond
exactly to the charge distributions.
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Figure 3.13: Excited state energy levels and states when sweeping the gate volt-
age, with no magnetic field or tunnelling. Because there is no tunnelling the states
correspond exactly to different charge configurations.
The states are separated into two main bundles, those with the hole in dot L (blue
lines) and those with the hole in dot R (red line). The bundles are split mainly by the
difference in dot energy (the difference between XL0 and X
R
0 ). Within each bundle there
are 3 configurations where the two electrons are both in dot L, both in dot R, and one in
each dot. The offset of each line is determined by the Coulomb interaction terms E(ee,h)
etc. so these control where the crossings take place.
With tunnelling
Electron and hole tunnelling is now turned back on by setting te and th to non-zero
values. This causes the levels to anti-cross as for the ground states. For example, the
levels that crossed in the dashed box in Figure 3.13 now anti-cross as shown in Figure
3.14.
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Figure 3.14: Excited state energy levels when sweeping the gate voltage with electron
and hole tunnelling. The states that previously crossed in the dashed box in Figure
3.13 now anti-cross.
The reason for the anti-crossing can be seen by looking at the states themselves. States∣∣4〉 and ∣∣12〉 are shown in Figure 3.15 where again the coloured areas show how much
of each basis state is contained within each eigenstate.
Figure 3.15: Excited state energy levels and states when sweeping the gate voltage,
with no magnetic field or tunnelling.
It can be seen in the above figure that states
∣∣4〉 and ∣∣12〉 both contain the same basis
vectors but the amount of each basis vector changes with gate voltage. All of the
basis-vectors can be reached from each-other by electron tunnelling and so they become
coupled together. This coupling is what causes the anti-crossing. Hole tunnelling also
causes anti-crossings between states with the hole in dot L and R by the same mechanism.
State
∣∣10〉 consists entirely of the basis state ∣∣ ↓⇑, ↓ 〉 which can’t be reached by any of
the basis states in
∣∣4〉 or ∣∣12〉 by tunnelling alone so it doesn’t interact with the other
eigenstates.
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The exchange terms δRR1 cause anti crossings between states with bright excitons in dot
R, such as between
∣∣ ↑, ↓⇑ 〉 and ∣∣ ↑, ↑⇓ 〉. The δLL1 exchange terms do the same for
bright excitons in dot L. States with dark excitons in either dot also anti cross due to
the δRR2 and δ
LL
2 terms.
3.3 Transitions
3.3.1 Method of calculation
In an experiment where the quantum dot is optically excited, neither the ground nor
excited energy levels are directly measured. Rather the difference between them is
probed. The data shown in Figure 3.1 at the beginning of this chapter was generated by
a photoluminescence (PL) gate sweep. This is typical characterisation experiment that
involves photo-generating electrons and holes above the band gap which fall into the
quantum dot and radiatively decay to the ground states. At each gate voltage a peak
appears in the data at the difference in energy between the ground and excited states.
The brightness of a point on the figure at wavelength λ and gate voltage Vg depends on
two things: whether there is an excited state and ground state that differ in energy by
~c/λ at the voltage Vg, and whether an optical transition between those states is allowed
by the selection rules. The first can be easily calculated by diagonalising the ground
and excited state Hamiltonians and calculating the energy difference between all pairs
of ground and excited states. For the single electron system above there are 4× 24 = 96
combinations so the possible transition energies in the system are
∆Ei,j =
∑
i=1..24
j=1..4
Ee,i − Eg,j (3.20)
where Ee/g,i is the energy of the i
th excited/ground state.
If there exists a ∆Ei,j = ~c/λ the second constraint is met by looking at the correspond-
ing excited and ground states
∣∣i〉
e
and
∣∣j〉
g
. According to Section 2.3.2 an electric dipole
transition is only possible if the momentum matrix element of the ground and excited
state is non-zero. Using the same method as in Section 2.3 the strength and polarisa-
tion of the allowed transitions in the system can be derived. In general the ground and
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excited states
∣∣g〉 and ∣∣e〉 are superpositions of all the basis states
∣∣g〉 = α∣∣0, ↑ 〉+ β∣∣0, ↓ 〉+ γ∣∣ ↑, 0〉+ δ∣∣ ↓, 0〉 (3.21)〈
e
∣∣ = a∗〈0, s⇑ ∣∣+ b∗〈0, s⇓ ∣∣+ c∗〈 ↑, ↑⇓ ∣∣+ d∗〈 ↑, ↓⇑ ∣∣+ (3.22)
e∗
〈 ↓, ↑⇓ ∣∣+ f∗〈 ↓, ↓⇑ ∣∣+ g∗〈s⇑, 0∣∣+ . . .
where only some of the optically active excited states are included (those that could be
reached by generation of a bright, direct exciton in one of the dots). The quantity of
interest is
〈e|p |g〉 =a∗α 〈0, s⇑|p |0, ↑〉+ b∗β 〈0, s⇓|p |0, ↓〉+ (3.23)
c∗γ 〈↑, ↑⇓|p |↑, 0〉+ d∗γ 〈↑, ↓⇑|p |↑, 0〉+
g∗γ 〈s⇑, 0|p |↑, 0〉+ . . .
where those combinations that would evaluate to zero have been left out2. The orbital
components of the hole wavefunctions give the matrix element vector different xˆ and yˆ
components depending on the spin ((2.24)-(2.26)). This can be generalised for (3.23) by
noting that all of the ground states have s character and all of the excited states involve
raising a single valence electron to a conduction state. In this case each term contributes
vector quantities like (2.26) depending on the spin involved. So (3.23) becomes
〈e|p |g〉 = a∗α (−xˆ+ iyˆ) + b∗β (xˆ+ iyˆ)
+c∗γ (xˆ+ iyˆ) + d∗γ (−xˆ+ iyˆ)
+g∗γ (−xˆ+ iyˆ) + . . .
= (−a∗α+ b∗β + c∗γ − d∗γ − g∗γ + . . . ) xˆ (3.24)
+ (a∗α+ b∗β + c∗γ + d∗γ + g∗γ + . . . ) iyˆ
where a normalisation constant has been discarded which is the same for all states. By
calculating (3.24) for all combinations of ground and excited states, the relative strength
of the system’s transitions can be found by taking the norm of the matrix element. The
polarisation of the transitions can be determined from the vector quantity.
2i.e. ignore those transitions that include the generation of an exciton as well as tunnelling of the
resident electron, for example from
∣
∣ ↑, 0
〉
to
∣
∣0, s⇑
〉
. The mixing of the ground and excited states
ensures that transitions between eigenstates with these components are brightened appropriately.
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Computationally this is done by building two rectangular matrices M+ and M− which
specify the allowed transitions between ground and excited states. The M+ matrix
links ground basis states to excited basis states which contain a spin up hole (⇑) and
so describes the right-hand circularly polarised transitions. The M− matrix does the
same for those excited basis states that contain a spin down hole (⇓) and so it describes
the left-hand circularly polarised transitions. For example M+ is built of terms like∣∣s⇑, 0〉〈 ↑, 0∣∣ such that when 〈e|M+ |g〉 is calculated, terms like 〈s⇑, 0|M+ |↑, 0〉 are
non-zero. Similarly M− is built of terms like
∣∣s⇓, 0〉〈 ↓, 0∣∣. All of the terms in (3.23)
contribute a +iyˆ to the matrix element. Terms with a spin up hole contribute a +xˆ
whilst terms with a spin down hole contribute a −xˆ. The momentum matrix elements
are then
〈e|p |p〉x = − 〈e|M+ |g〉+ 〈e|M− |g〉 (3.25)
〈e|p |p〉y = + i 〈e|M+ |g〉+ i 〈e|M− |g〉
As in Section 2.3.2 these can be used to find the ideal polarisation for driving each
transition, and equivalently the polarisation of the photon resulting from a radiative
decay from
∣∣e〉 to ∣∣g〉.
To calculate the simulated PL gate sweep the above procedures are use to calculate
the signal intensity at each position λ and Vg. The energy levels are convoluted with
a Lorentzian of FWHM δ to take into account the fact that the transitions are not
infinitely sharp but have some linewidth.
3.3.2 Gate sweep
Without tunnelling
The above method is used to calculate the transitions between the ground and excited
states of the system. Figure 3.16a shows the energy of all the possible transitions in the
system (all of the terms in (3.20)). Figure 3.16b shows a simulated photoluminescence
(PL) gate sweep measurement using the same transitions with weights and broadening
applied (20 pm broadening is applied to emulate the resolution of the spectrometer used
for these measurements).
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Figure 3.16: Transitions energies (a) between all ground and excited states in the 1
electron double dot when the dots are not tunnel coupled. Gray lines are forbidden
by the selection rules and so only the coloured lines show up in the simulated photo-
luminescence data (b). Because there is no tunnelling the states correspond exactly to
different charge configurations.
There are a total of 96 transition lines which again form two bunches corresponding
to the hole residing in dot L or dot R. However the simulated data in Figure 3.16b
shows that only some of these transitions are allowed. These are the ones in colour in
Figure 3.16a. The gray lines show forbidden transitions which are either indirect (e.g.∣∣ ↓, 0〉↔ ∣∣s,⇑ 〉) or involve a spin-flip of the electron or hole (e.g. ∣∣ ↓, 0〉↔ ∣∣s⇑, 0〉). In
a real system indirect transitions are allowed but have a low transition strength. The
highest energy line in the spectrum comes from transitions from the (0, e) ground states
to the (eh, e) excited states of which four are allowed. Since both the ground and excited
states have the same total charge distribution the line doesn’t move with gate voltage
(actually the line will move due to the exciton stark shift in dot L but this is too small
to see in the figure). The next lowest line comes from transitions between ground states
(e, 0) and excited states (eeh, 0). There are only two allowed transitions for these charge
states and so the line is half the intensity.
The transitions from one of the ground states to the accessible excited states are shown
in Figure 3.17. Because there is no tunnelling to mix the states, the system eigenstates
are just the basis states. As a result each ground state is only coupled to three excited
states and the transitions are circularly polarised.
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Figure 3.17: Transitions between one of the grounds and the optically accessible
excited states in the one electron double dot with no tunnelling. The transitions are
labelled by their polarisation (left (L) or right-hand (R) circularly polarised)
With tunnelling
Now the transitions are calculated again with the tunnelling turned on. The anti-
crossings in the ground and excited states shown in the previous sections also cause
anti-crossings at the same locations in the PL gate sweep. Figure 3.18 shows a simulated
PL gate sweep in the region of the dashed rectangle in Figure 3.16b.
Figure 3.18: Simulated PL gate sweep in the 1 electron charged double dot in the
presence of tunnel coupling. The mixing of states caused by the tunnelling lights up
many previously forbidden transitions. The red line shows the energy of the transition
between ground state
∣∣2〉 and excited state ∣∣15〉.
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Now there are many more bright lines than just the two seen before. The reason for
this is the mixing of the ground and excited states induced by the tunnel coupling. For
example, Figure 3.19 shows the second ground state, and fifteenth excited state of the
system, labelled
∣∣2〉 and ∣∣15〉 respectively. The energy of the transition between these
two states is shown by the red line in Figure 3.18.
Figure 3.19: One of the ground states and excited states in the one electron charged
coupled dot system. Tunnelling in the ground and excited states causes the basis states
to mix together. The mixing causes previously forbidden transitions to become optically
active. The black lines show basis states that can be reached from each other by optical
excitations.
The excited state
∣∣15〉 contains components like ∣∣ ↑, ↓⇓ 〉 which are normally not acces-
sible from the ground states via allowed transitions. However because this basis state is
mixed in with other allowed states
∣∣ ↓, ↑⇓ 〉 and ∣∣0, s⇓ 〉 which are accessible from the
ground state components (as shown by the black arrows), optical transitions between
states
∣∣2〉 and ∣∣15〉 are allowed.
3.4 Fitting to experimental data
A crucial first step in any experiment is to characterise the quantum dot by performing a
PL gate sweep experiment. The model for the singly charged exciton system (X1− ) has
been constructed above. In a PL experiment the gate is generally swept far enough that
transitions involving the X0 (where the ground state is empty), X2− (where the ground
state contains two electrons) and higher, will also be seen. Models for these charging
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states and the transitions in them can be built and calculated in a similar way. A PL
gate sweep of the dot used later in Chapter 5 with the transition energies calculated by
the model is shown in Figure 3.20. Notice that many of the transition lines are not seen
because they involved transitions that are forbidden.
The model contains many free parameters which must be carefully tuned so that the
model fits the data. At first this seems a daunting task but some parameters can be
extracted with ease and the remainder can be automatically optimised. The process
used to derive the model parameters for the fit in Figure 3.20 is described below.
3.4.1 Parameter extraction
The process of fitting the PL gate sweep data begins by extracting some model param-
eters manually. These are described in the next sections.
Neutral exciton energies
The calculation of the excited state coulomb energies in Section 3.2.1 started from the
neutral exciton energy XR0 . The energies of the X0 transitions are determined only by
parameters XR0 and X
L
0 which can be read directly off of the PL date sweep data. The
lines labelled 1. and 2. in 3.20 come from the X0 transitions and lie at values X
R
0 and
XL0 respectively. Values of 1352.61 meV and 1278.62 meV for X
L
0 and X
R
0 are found to
give good agreement.
Electron tunnelling
In the data several anti-crossing are seen that arise from electron tunnelling between
the dots. One of the most prominent is the one labelled 3. in the X0 region of dot R
which is due to electron tunnelling in the X0 excited state. The separation of the lines
at the anti-crossing is controlled by the tunnelling matrix element te and so its value can
be estimated by comparing the experimental PL to rough plots of the simulated level
scheme. In this case te = 1.2 meV is found to give good agreement.
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Figure 3.20: Photoluminescence gate sweep of the coupled quantum dot used in
the experiments in Chapter 5. Black solid lines are the simulated energy levels that
agree very well with the data. The regions that correspond to different charge states
in the system are separated by dotted lines and each region is labelled according to
its charge. Some transitions are numbered to be referred to in the main text. They
correspond to: 1. X0 recombination in dot R. 2. X0 recombination in dot L. 3. electron
tunnelling in the X0 excited state. 4. X2− recombination to the triplet state in dot
L. 5. X2− recombination to the triplet state in dot R. 6. indirect X3− recombination
in dot L. The red cross is a point used during the automatic optimisation procedure
described in the text.
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Stark shifts
The gate dependence of some of the transitions comes only from the parameters δL and
δR. One example is the X2− transitions from the triplet ground states with configuration
(e, e) to the excited states with configuration (e, eeh). A quick calculation shows that
the difference in electric potential energy between the excited state and the ground state
is eδrVGate so the slope of this line in the PL gate sweep is just equal to eδr. By looking
closely at the lines labelled 4. and 5. the Stark shifts eδl ≈ 1.1 µeV/mV and eδr ≈ 1.67
µeV/mV can be extracted. The Stark shift is different for dots R and L because of the
difference in size and chemical composition which gives rise to a different permanent
dipole.
Lever arm
The lines with large slopes come from indirect transitions. The line labelled 6. for exam-
ple comes from the X3− transition between states with configuration (e,ee) and (ee,eeh)
(inferred from the similarity between the model and the data). A quick calculation shows
that gate dependence of this transition is
(
l + δR
)
eVGate. Having already found δr, the
lever arm can be estimated as l ≈ 0.045. In this sample the intended growth parameters
were tsep ≈ 12 nm and ttot = 334 nm to give a predicted leverarm of ≈ 0.036 which is
close to the measured value. Differences are likely due to imprecise layer thicknesses, or
charging of other layers in the device which are not taken into account by this simple
model [120].
3.4.2 Optimisation of remaining parameters
The remaining parameters of the model are the six Coulomb parameters V LLee , V
RR
ee ,
V LRee , V
LL
eh , V
RR
eh , V
LR
eh and the difference in single electron confinement energies dE.
These are found by an automatic routine that varies the parameters to minimise the
quantity
L =
∑
i
(
yi − xi
xi
)2
(3.26)
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which is a sum of the squared normalised differences between quantities identified above
from the experimental data (xi) and the corresponding quantities predicted given the
model (yi).
The xi are values identified from the data far from any anti-crossings so that tunnelling
can be neglected and their theoretical values can be easily calculated from the model
parameters. The exact position is chosen on a case by case basis but generally so that
the energy with and without tunnelling are within 5%. For example the first term in
the sum for i = 1 is calculated by looking at the red cross in Figure 3.20. The cross is
at a gate voltage of −55 mV and a wavelength of 969.755 nm and lies on the line that
comes from a transition between charge configurations (e, ee) and (ee, eeh). By building
a model similar to the one in this chapter for the X3− system one finds that the energy
of this transition far from the tunnelling anti-crossing is equal to
E (V ) = E(ee,eeh) − E(e,ee) + e(l + δR)V (3.27)
= XR0 + V
LL
ee + 2V
LR
ee − 2V LReh − V RReh + dE + e(l + δR)V
At each iteration of the minimisation routine the difference between x1 = 969.775 nm
(the transition wavelength from the data) and y1 = hc/E (−55) (the transition wave-
length predicted from the model) is calculated and used to construct the quantity L
along with other points.
Since there are 7 parameters to fit there must be at-least 8 constraints xi and yi. One
constraint that was found to be particularly necessary involved the X2− system where
there are two electrons in the coupled dot. The ground state has two anti-crossings, one
when the (ee, 0) and (e, e) configurations are degenerate, and another when the (0, ee)
and (e, e) configurations are degenerate. These anti-crossings are separated by a voltage
∆V =
(
V LLee − 2V LRee + V RRee
)
/l (3.28)
Sometimes the routine would find parameters that made ∆V < 0 which put the anti-
crossings on the wrong side of each other. This resulted in the singlet and triplet tran-
sitions in the simulated data being the wrong way around. To solve this was necessary
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to add a term to L that was 0 if ∆V > 0 and 104 if ∆V < 0 (104 was chosen empir-
ically). Although this addition made the problem discontinuous it successfully coaxed
the routine into finding the correct parameters.
The minimisation routine arrives at a full set of parameters shown in Table 3.1. The
parameters read directly off of the data are shown in the top half of the table. The
remaining parameters found by the minimisation routine are shown in the bottom half.
These parameters were used to generate the simulated transition energies which show
excellent agreement with the data.
Parameter Value
XL0 1352.61 meV
XR0 1278.62 meV
te 1.2 meV
δL 1.10 µeV/mV
δR 1.67 µeV/mV
l 0.045
dE 8.6 meV
V LRee 22.3 meV
V LLee 30.8 meV
V RRee 31.8 meV
V LReh 22.6 meV
V LLeh 36.0 meV
V RReh 36.5 meV
Table 3.1: Model parameters used to fit the PL gate sweep data. Parameters in the
top half of the table were determined directly from the data. Parameters in the bottom
half of the table were found by the numerical fitting routine.
It is interesting to note some general properties of the Coulomb interaction energies.
The direct interaction energies between charge carriers in the same dot (terms with LL
and RR) are always higher than for carriers in different dots (terms with LR) which is
to be expected since the Coulomb interaction falls off with separation. In addition the
direct coulomb energies are both larger in dot R than dot L due to the size differences
of the dot. The remaining discrepancies between the simulation and the data could be
down to a break-down of the assumption that the Coulomb parameters don’t change
between charging regions. It is possible that the addition of extra charges and associated
Coulomb interactions changes the shape of the electron and hole wavefunctions, altering
their overlap and thus changing the energy of their Coulomb interactions.
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The hole tunnelling strength, g-factors, and electron-hole exchange energies are missing
from Table 3.1. In the data set shown there are no anti-crossings due to hole tunnelling
so th cannot be estimated. The hole anti-crossings are not visible because they occur at
gate voltages which are outside of the charge stability regions. The data was taken at
zero magnetic field so the g-factors cannot be estimated from this measurement. The
electron-hole exchange energies can not be fitted because the resolution the measurement
is limited by the spectrometer and the dark excitons are not seen.
3.5 Conclusion
In this chapter the theoretical model used to describe and investigate coupled quantum
dot states has been developed. It was shown that from a fairly simple starting point all
of the states and transitions could be calculated. This allows a thorough understanding
of the system states which is crucial for designing more complicated schemes. The
framework described in this chapter is used extensively in the remainder of this thesis
to design new systems and model existing ones.
In the next chapter the setup used for the experimental investigations in this thesis is
described. The process of building and operating the equipment is described as well as
routine characterisation measurement techniques.

Chapter 4
Building the experimental setup
In this chapter the construction of the experimental setup is described. At the beginning
of this thesis work only the bath cryostat, sources, detectors and some optical compo-
nents were present. Over the course of the PhD, the sample holder, microscope, control
and analysis software were all designed and built. Initially the microscope was built
using optical cages [101, 121], however due to the weight of the microscope head and
length of the arm it was very susceptible to mechanical noise making more sensitive
measurements difficult to perform. To solve this issue the microscope was rebuilt onto
a breadboard above the cryostat which reduced the mechanical noise considerably. The
experimental setup underwent many revisions to improve stability and performance,
leading eventually to the form presented in this chapter.
There are a common set of requirements to any experiment involving quantum dots. The
sample must be cooled by liquid helium to around 4K to minimise broadening of the
quantum dot energy levels due to phonons (by reducing the phonon population). The
sample must then be searched to find a quantum dot that is suitable for the experiment.
Once a suitable dot has been found it must be characterised in more detail using resonant
methods.
In this thesis the samples were cooled through the use of a helium bath cryostat. The
sample was mounted on top of 3 nano-positioners which allowed movement of the sample
in all 3 dimensions. A confocal microscope constructed on top of the cryostat allowed
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imaging of the sample. The same microscope allowed up to two lasers to be indepen-
dently polarised and focused to spot sizes of around 1 µm on the sample. The laser
light reflected from the sample as well as fluorescence from the quantum dots could
be collected into an optical fibre to be sent to various different detection and analysis
stages.
In Section 4.1 the individual components of the experimental setup are described. Sec-
tion 4.2 describes the steps involved in preparing the setup for experiments at low
temperature. In Section 4.3 the various types of measurement used to characterise the
quantum dots are described. In Section 4.4 the setup built for spectrally separating
quantum dot light from laser light is described and characterised.
4.1 Experimental setup
4.1.1 Cryostat and cryogenic insert
The cryostat used is a helium bath cryostat from Oxford Instruments. It sits on top
of a platform with active dampers to reduce mechanical vibrations. A schematic of the
cryostat is shown in Figure 4.1. The cryostat is composed of 3 sections. The outermost
section is the outer vacuum jacket (OVC) which serves to thermally insulate the inner
sections from each other and the components at room temperature. The next section is
a liquid nitrogen jacket which is filled with liquid nitrogen (LN). The innermost section
is the main bath. This is filled with liquid helium (LH) and contains a superconducting
magnet which can generate a field of up to 10 T along the vertical axis.
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connector
Figure 4.1: The bath cryostat (blue cylinder) rests on a platform which sits on a set
of active vibration dampers (yellow boxes). A cryogenic insert (gray cylinder) can be
inserted into the centre of the cryostat. The cryogenic insert contains a 30 mm cage
system, sealed at the top by a wedged glass window (blue). Wires (shown in red and
pink) run from the top, through the cage system, to break-out points at the bottom.
The microscope head sits on a platform which rests on top of the cryostat.
A cryogenic insert can be inserted into the middle of the cryostat so that it sits in the
bore of the magnet with the bottom section immersed in LH. The insert is a 2-inch
diameter steel tube which is sealed at the bottom. The tube is sealed at the top by
a wedged glass window (Thorlabs WW11050-C13) between two rubber O-rings which
form a vacuum seal which holds at-least up to 5 × 10−4 mbar. It contains a standard
30 mm optical cage system which runs the full length of the tube. The bottom of the
cage system has push connectors for 14 twisted wire pairs. The rods of the cage system
are hollow and the wires run up the inside of them. The window holder assembly passes
the wires through to the outside of the tube in a way which does not compromise the
vacuum seal. Of these wires, 10 pairs go to two Fischer connectors and the remainder
go to 4 SMA connectors on the window holder. Only some of these are shown in Figure
4.1 for clarity. A wedged window is used to prevent interference due to reflections. The
sample assembly described next is attached to the bottom of the cage system.
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4.1.2 Sample assembly and microscope lens
The samples containing the quantum dots are ∼ 4 mm2 pieces of GaAs. A layer of
titanium and gold evaporated on the surface of the GaAs in a ‘key-hole’ shape acts as
the metal gate of the Schottky diode structure. An Ohmic contact to the back highly
doped layer is made by annealing metal into the sample. Each sample is attached to
a sample plate by a small amount of GE varnish. The sample plate is a 0.5 mm thick
1 cm × 1 cm copper square with a 2 mm diameter hole in the centre. The sample is
positioned in the centre of the sample plate so that the circular part of the gate lines
up directly with the hole. Thin wires connect the metal gate and Ohmic contact to
copper strips stuck onto (but electrically insulated from!) the sample plate. The wires
are soldered onto the copper strips but connected by silver paste to the sample gate and
contact. Thicker wires are then soldered onto the copper strips and connected to one of
the twisted pairs of the cryogenic insert so that voltages can be applied to the sample.
By attaching each sample to its own plate, samples can be moved around and attached
to the rest of the assembly without directly touching them.
The sample plate is screwed onto a custom designed copper sample holder. A silicon
photo-diode (Vishay BPW34) sits directly under the sample plate with its active area
aligned with the hole. This photo-diode is used to measure light transmitted through
the sample. Wires are soldered onto the two pins of the photo-diode and connected to
another of the twisted pairs of the cryogenic insert.
The sample, sample plate, sample holder and photo-diode are shown in Figure 4.2a and
exploded in Figure 4.2b.
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(a) (b)
Figure 4.2: (a) The sample assembly showing the sample with metallic gate in yellow.
Wires from the sample gate (red) and back contact (blue) are shown. (b) Exploded
view of the assembly. From the top down are the sample (showing the metallic gate
in yellow), sample plate, photo-diode and sample holder. Red and blue wires from the
photo-diode contacts are shown.
The above assembly is attached on top of a stack of 3 nano-positioners which are rigidly
attached to the cage system of the cryogenic insert. Two lateral nano-positioners (At-
tocube ANPx100) allow the sample to be moved by up to 7.5 mm in the x-y plane in
steps of around 100 nm. An additional nano-positioner (Attocube ANPz100) allows
movement along the axis of the cage system by up to 6 mm in similar step sizes. The
voltage pulses to drive the positioners are generated by an amplifier (Attocube ANC150)
which can be controlled manually, but more often by the attached computer.
Finally, an aspheric lens of numerical aperture 0.68 (Thorlabs C330TME-B) is held
in position in the cage system. The lens acts as the objective lens of the confocal
microscope (described next) and so it fixes the sample plane. It must therefore be
vertically positioned in the cage system so that the sample would side in the middle of
the magnet. The entire sample assembly is shown in Figure 4.3.
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Figure 4.3: The full sample section. Labelled components are: (1) cage system; (2)
lens (hidden), (3) lens holder, (4) sample, (5) sample plate (a thicker design), (6) sample
holder,; (7) wires to photo-diode, (X,Y,Z) the X, Y and Z nano-positioners. All of this
goes inside the cryogenic insert.
The wires in the image are the 2 pairs going to the sample gate and the photo-diode,
and 3 pairs of control wires for the nano-positioners. White Teflon tape is used to keep
the wires from straying outside of the cage system and getting trapped between the
cage and the tube. Some measurements require application of oscillatory voltages to the
sample which can couple into the sample holder and photo-diode. Because the ceramic
in the nano-positioners is non-conducting, the sample holder and plate are floating. As
a result the oscillatory voltages can couple into the photo-diode wires which then show
up as crosstalk in the photo-diode signal. A wire is soldered onto the sample holder and
connected to another of the twisted pairs of the cryogenic insert which lead to one of the
SMA connectors. The sample holder and plate can then be grounded through the SMA
connector which reduces the crosstalk. Crosstalk can also be reduced by making sure
that the wires from the gate and the photo-diode are far apart from each other inside
the tube.
4.1.3 Microscope head
The head of the confocal microscope is built on an optical breadboard that rests on
four rubber feet on top of the cryostat as shown in Figure 4.1. To keep the microscope
head aligned with the lens, the top of the cryogenic insert is rigidly connected to the
bottom of the breadboard. The microscope allows for up to two excitation lasers to
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be used at once. Each laser is independently collimated and polarised, then they are
combined on a beam sampler (BS), (Thorlabs BSF10-B). Half of the combined beam
is reflected via a 50:50 non-polarising beam splitter (NPBS), (Thorlabs CM1-BS014)
downwards through the wedged window of the cryogenic insert to the lens. The same
lens acts to focus emission from the quantum dots and reflected laser light back along
the same path to the beam splitter. The transmitted part of the beam passes through
another polariser (Thorlabs LPVIS050-MP2) and part of the beam (1% and 10% for
P and S polarised light respectively) is picked off using a beam sampler and sent to a
sensitive CCD (charge coupled device) camera (Brightstar Mammut Lyuba L429-M).
This camera allows imaging of the sample but also monitoring of the laser reflections
which is useful for alignment of the microscope. The magnification of the imaging system
is around 50× with each camera pixel representing around 180 nm. The rest of the light
is coupled into a polarisation-maintaining (PM) fibre, referred to as the collection fibre,
to be taken elsewhere for analysis. For some measurements a quarter wave plate (QWP),
(Thorlabs AQWP05M-980) is placed between the NPBS and wedged window. The QWP
allows the transformation of the excitation light from linearly polarised to circularly
polarised to match the quantum dot selection rules. It is also used to compensate
for unwanted birefringence in the NPBS and BS which is especially important when
trying to suppress reflected laser light as required by one of the later high-resolution
characterisation measurements. A schematic of the full microscope is shown in 4.4.
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Figure 4.4: A schematic of the full microscope setup. The red line shows the path
of the laser light, and the yellow line shows the path of light emitted from the sample
(ignoring reflection at the NPBS). Polarisation-maintaining fibres are shown by blue
lines. NPBS: non-polarising beam splitter, QWP: quarter-wave plate, CCD: charge-
coupled device (camera).
Figure 4.5 shows a side view of the microscope head with the path of one excitation
laser traced out in red. The path goes from the out-coupler (labelled Excitation 1) via a
pair of mirrors for alignment, through the polariser, BS and NPBS down to the sample
assembly in the cryostat. The reflected part (typically around 30%) goes back through
the NPBS, is reflected off a mirror at 45◦, through the second BS and to the collection
fibre (hidden). The 1 or 10% reflected from the BS is directed around behind the 45◦
mirror toward the camera. Pairs of mirrors just after the two out-couplers and before
the collection fibre coupler are used to independently control the tilt and position of the
beam where necessary.
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Figure 4.5: A photograph of the microscope head. Labelled components are: (N)
non-polarising beam splitter, (P) polariser, (BS) beam sampler. The quarter wave
plate is not present in this photograph. The collection fibre coupler is hidden behind
the 45◦ mirror.
4.1.4 Sources
Laser for non-resonant excitation
Imaging and initial characterisation is performed by illuminating the sample with light
above the band-gap which corresponds to around 816 nm for GaAs. For these experi-
ments light from a Fabry-Perot laser (Thorlabs S1FC780) emitting at 780 nm is used.
This laser can supply around 7 mW of power. The output power can be modulated
manually or via a DC voltage which is useful for automating power dependence mea-
surements. The linewidth of this laser is typically around 0.7 nm, however since this
laser is used to generate carriers in the wetting layer a narrow linewidth is not required.
Laser for resonant excitation
High resolution measurements require the use of a laser with line-width much less than
the quantum dot line-widths of several µeV. In addition since every quantum dot will
have different transition energies a tunable laser must be used. For these measurements
a tunable Littman/Metcalf external cavity diode laser (Sacher Lasertechnik LION) is
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used. The laser current and temperature are stabilised by internal PID controllers. This
laser has a linewidth of under 0.5 neV (< 100 kHz) and can be tuned by changing the
position of a grating which forms part of the laser cavity [122]. The grating can be
moved by an internal stepper motor resulting in large changes in wavelength. Using the
motor, the wavelength can be scanned from around 920 nm to around 980 nm. These
large changes are however, not reproducible due to hysteresis (corresponding to around
0.3 nm) and mechanical tolerances in the drive system.
Smaller reproducible changes can be made by applying a voltage to a piezo crystal behind
the grating which changes the cavity lengths by smaller increments. A voltage of 0 to
10 V is generated by the auxiliary output of a lock-in amplifier (Stanford Research 830
DSP) which is then low pass filtered and amplified to 0 to 120 V (Attocube ANC200).
The high voltage is filtered again and passed to the piezo crystal. The filters used are low
pass RC type with a cut at 12 Hz to prevent electrical noise from reaching the laser. In
this way the wavelength can be scanned by around 450 pm. By continuously monitoring
the laser wavelength using a wavemeter and changing the voltage by small increments,
the wavelength can be accurately and reproducibly controlled to within 0.1 pm.
Before amplification the voltage is also passed to the laser controller (Sacher Lasertech-
nik PilotPC) so the laser current can be set to change with the piezo voltage, a technique
known as current coupling. Increasing the current to the laser diode shifts the laser’s
mode-hops to higher wavelengths. By increasing the current as the piezo voltage in-
creases, the mode-hop free tuning range can be extended to up to 60 pm1. This setup
is shown in Figure 4.6.
1This is very dependent on what optical power and wavelength range is required. The former will
dictate by how much the laser current can be altered (whilst staying above the minimum required power)
and the latter dictates at what current the mode-hops exist.
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Figure 4.6: The configuration used to generate the voltages required for the laser
piezo crystal. The lock-in generates a voltage of 0-10 V which is sent to the current-
coupling input of the laser controller, and also amplified to 0-120V to drive the laser
piezo crystal. Boxes labelled LPF are RC-type low pass filters with a cut at 12 Hz.
Controlling the laser power
The quantum dot response is power dependent and non-linear, so it is important to be
able to finely control the optical power sent to the sample. The setup shown in Figure
4.7 enables this.
Unregulated Regulated
To Experiment
EOM
PID-C
Polarisation controller
FBS
Voltage source
Figure 4.7: The setup used to control the optical power delivered to the experiment.
Downstream from the laser are a 90:10 non-polarising fibre beam splitter (FBS), polar-
isation control paddles, the PID controller liquid crystal variable attenuator (PID-C)
with preceding polarising beam splitter (PBS) required for operation, and an electro-
optic modulator (EOM). Blue and yellow lines represent polarisation maintaining (PM)
and non-PM maintaining fibres.
The laser appropriate for the experiment is sent into one arm of a fibre beam splitter.
A small portion (10 or 1%) is picked off and sent to the unregulated output with un-
controlled polarisation, which typically goes to the wavemeter (HighFinesse WS-6) to
allow wavelength stabilisation as described above. The rest is carried via fibre through a
manual polarisation controller consisting of a set of three paddles. The paddles contain
1oops of fibre which act as two 1/4 and one 1/2 wave plates which together can be used
to change from any polarisation to any other polarisation. The light is sent through a
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polarising beam splitter (PBS) and the paddles are adjusted to maximise the amount of
light that is transmitted. The light then passes through a PID controlled liquid crystal
variable attenuator (Thorlabs NEL03) which acts to keep the output power stable. Fi-
nally the light is carried by PM fibre to an electro-optic modulator (EOM), (Jenoptik
AM 830) which is a voltage controlled amplitude modulator. The light is then taken
from the regulated output via PM fibre to wherever it is needed, typically to one of the
excitation arms of the microscope.
The general mode of operation is to set the PID variable attenuator set point to the
maximum required power and then either alter the EOM voltage to control the output
power, or quickly ramp the EOM voltage to generate pulses from the regulated output.
Using a fast electrical pulse generator, optical pulses of under 200 ps can be created
though the on-off ratio is typically only around 30. Care must be taken to ensure that
the laser power going into the variable attenuator will not drop to below the set point.
The PID controlled attenuator is able to attenuate noise up to 100 Hz by a factor of
100, and up to 1 kHz by a factor of 10. Using this setup, the power could be stabilised
to within 5%.
4.1.5 Detectors
Spectrometer
Very often it is necessary to analyse the different spectral components in the collected
light. To do this, the light from the collection fibre is collimated, filtered by a long
pass filter with a cut at 900 nm (Thorlabs FEL0900), and focussed by a doublet lens
(Thorlabs AC254-050-B) onto the entrance slit of a grating spectrometer (Princeton
Instruments SP-2750). The slit width is set to around 3-5 µm. Parabolic mirrors in
the spectrometer direct the light onto the grating which spatially separates the different
frequency components. The spectrometer contains 3 gratings with 300, 1200 and 1500
grooves per mm (gpmm) on a turret whose rotation can be controlled via software. Light
reflected from the grating is then refocussed onto a CCD camera (Princeton Instruments
PyLoN 100BR eXcelon) which is cooled by LN to −120◦C (153 K). Cooling the sensor
reduces the dark counts per pixel from over 65000 Hz to under 10 Hz and allows imaging
of low intensity light. The filter blocks the strong reflection of the 780 nm laser used
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during photoluminescence measurements (described later). Without it, scattered laser
light reaches the camera even when the grating deflects the main laser spot far from the
CCD. The spectrometer setup is shown in Figure 4.8. Using the 1500 gpmm grating the
spectral resolution of the setup is around 10 pm.
CCD Camera Spectrometer
Diffraction
gratings
Achromatic doublet
Long pass filter
Entrance slit
Input
LN Dewar
Figure 4.8: The spectrometer setup showing the fibre input coupling stage, internal
computer controlled grating turret, and CCD camera with attached liquid nitrogen
(LN) dewar. The path of one spectral component is shown in red.
Sample photo-diode
The photo-diode beneath the sample plate mentioned in Section 4.1.2 is used to record
the amount of light transmitted through the sample during differential transmission
experiments (described later). Since it is on the sample assembly, it is also cooled to
around 4 K by the LH. The signal from the photo-diode is passed to the outside by an
SMA terminated pair of wires inside the cryogenic insert. The signal from the SMA
is taken to a low noise electrical amplifier (Femto DLPCA-200) which can amplify the
signal by up to a factor of 1011 V/A. For most of the measurements in this thesis the
amplification is set to 108 V/A where the bandwidth is 50 kHz. The output which ranges
from 0 to around 10 V is usually taken both to the input of the lock-in amplifier and to
an analogue-to-digital converter (ADC) to allow the DC value to be recorded.
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Amplified photo-diode
The intensity of light in the collection fibre can be measured by connecting the collection
fibre directly to a low noise amplified Silicon photo-diode (Femto OE-200-SI). The signal
from the internal photo-diode can again be amplified by a factor of up to 1011 V/A such
that optical powers as low as 50 fW can be measured, with a noise equivalent power of
around 8 fW. The output ranges from 0 to around 10 V and is also usually taken both
to input of the lock-in amplifier and to an ADC to allow the DC value to be recorded.
This photo-diode is used most heavily during alignment of the optical elements but also
for differential reflection measurements described later.
Avalanche photo-diode
Lastly, if the intensity of light is low enough it can be measured using an avalanche
photo-diode (APD), (Excelitas SPCM-AQRH-14-FC). This module is able to detect
single photons with an efficiency of around 20% at a wavelength of 950 nm. The quantum
dots used in this thesis fluoresce anywhere from around 900 nm up to around 990 nm.
The APD can only be used when the photon rate is under 40 MHz which at 950 nm
corresponds to a power of less than 8.4 pW. It generates an electrical pulse whenever it
detects a photon. These pulses are carrier by coaxial cable to a time-to-digital-converter
(TDC), (IDQ ID800-TDC) which can time-stamp the events with resolution of 81 ps and
generate histograms of pulse separation. This can be used to perform photon correlation
measurements but in this thesis it is just used to accumulate the total number of photon
counts over some time period.
4.2 Operation
4.2.1 Cooling down
The first step in cooling the cryostat is evacuating the OVC. The OVC is pumped out
by a turbo-pump backed by a roughing pump for a few days to reach a pressure below
5× 10−4 mBar. The system is pre-cooled to LN temperature (77 K) before using LH to
reach 4 K. This reduces the amount of LH that evaporates during the cooling process.
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Pre-cooling involves filling both the main bath and the nitrogen jacket with LN and
allowing them sufficient time to cool to 77 K, usually a day. After this the LN and
nitrogen gas in the main bath is removed by applying a slight overpressure of clean
helium gas. It is important to ensure that all the LN and nitrogen gas has been removed
before cooling any further as anything remaining would freeze to the cryostat and remain
in place until the system is warmed up. To be sure of this, the main bath is filled with
helium gas then evacuated to under 10 mbar. This ‘pump and flush’ process is repeated
3 times before continuing. Once the main bath contains only helium gas, LH is slowly
transferred into it via an insulated transfer tube. The transfer takes on the order of 2
hours to complete. During this whole process the temperature of the main bath can be
monitored by the resistance of 3 resistors at different positions on the superconducting
magnet. The LN and LH levels in the nitrogen jacket and main bath respectively are
read by a level meter (Oxford Instruments ILM 2115). At full capacity the nitrogen
jacket can hold 66 L of LN which evaporates at around 9 L a day. The main bath can
hold around 70 L of LH which evaporates at around 11 L a day. During operation the
system is refilled twice a week.
Before the cryogenic insert is inserted into the cryostat, the air inside it must also be
replaced by helium gas to prevent gasses freezing onto the elements inside. The insert
is pumped and flushed 3 times with helium gas to a pressure below 5 × 10−4 mbar.
It is left containing around 20 − 25 mbar of helium gas at room temperature to act
as a thermal exchange. The insert can then be safely lowered into the cryostat. The
temperature of the sample assembly can be monitored by recording the capacitance of
the piezo elements in the nano-positioners. The capacitance varies between positioners
but generally changes from around 400 pF at room temperature to around 130 pF at 4
K.
The next step is to attach the microscope head to the top of the insert and realign it.
4.2.2 Aligning the microscope
For proper operation of the microscope, it is crucial that all excitation lasers hit the
very centre of the microscope lens and follow the same optical path. This ensures that
they are focussed onto the same area of the sample. In addition, the collected light
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should be coupled into the collection fibre with high efficiency. To align the elements
of the microscope head, lasers are sent through the excitation and collection pathways
and the camera is used to image the light reflected from the various optical elements
along the way. Figures 4.9a and 4.9b show the observed images when a laser is sent
via the excitation and collection pathway respectively. The faint spots on the left in
each image are reflections from the beam splitter and other optical elements in the
microscope head. Figure 4.9b has an additional spot because of an additional reflection
from the polariser in the collection path (since the light goes through some elements in
the opposite direction compared to the excitation path). The large spot under the blue
cross-hair is the reflected light from the sample that passes through the lens. Aligning
the excitation and collection pathways such that the corresponding spots are overlapped
ensures that both beams follow the same path. This is shown in Figure 4.9c. By visually
aligning spots on the camera the coupling efficiency into the collection fibre is typically
near maximum. The process can be repeated to align both the excitation paths together.
Coupling efficiencies of 60-70% are routinely achievable.
(a)
7	μm
(b) (c)
Figure 4.9: Image on the microscope camera during alignment of the excitation and
collection pathways of the microscope head. (a) First the laser is sent via the excitation
pathway only. The large spot under the blue cross-hair is the reflection the sample
through the lens. The smaller spots in the image (1. and 2.) are reflections from the
beam splitter. (b) Next the laser is sent though the collection pathway only. The main
spot and the two small spots (1. and 2.) are visible in the same position as before.
There is an additional spot (3.) which is reflection due to the polariser. (c) To verify
the alignment, the lasers are send down both the excitation and collection pathways at
once to see that they are overlapped on the camera. Since all the spots are overlapped
both lasers must follow the same path. Red circles are auto-detected spot positions.
In addition to making the paths overlap, the optical axis should be aligned with the axis
of the lens since this is the path that light emitted from a quantum dot (in the focal
volume of the lens) will follow. To do this the beam is aligned to the top of the cryogenic
insert using an alignment plate (a metal plate with a hole that can be aligned to exactly
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the centre of the insert), and at the bottom by observing the interference pattern formed
by the lens and sample when the sample is slightly defocussed. The interference pattern
(Newton’s rings) formed when the laser the lens exactly in the centre is shown in Figure
4.10. When the laser is slightly off-centre the rings are brighter on one side than the
other. The interference pattern thus serves as a sensitive alignment tool.
14	μm
Figure 4.10: Interference between light reflected from the lens and sample surface.
The pattern is formed when the sample is slightly defocussed away from the lens. When
the laser hits the lens exactly in the centre the intensity of the rings is evenly distributed.
If the laser hits the lens off-centre then the intensity of the rings is uneven.
4.3 Sample characterisation
4.3.1 Finding quantum dots
With the optics aligned and the sample cooled down to 4 K, the process of locating a
suitable quantum dot can begin. The quantum dots can be made to fluoresce either by
resonant or non-resonant excitation. Resonant methods described later require tuning a
laser to within the linewidth of the quantum dot transitions. This is virtually impossible
without knowing something about where the transitions are (the laser wavelength could
be scanned across a large range but this would take infeasible amounts of time). The non-
resonant method uses the laser at 780 nm to generates free charge carriers in the GaAs
and wetting layer which relax via phonon emission into the quantum dots. Once localised
there they can recombine radiatively emitting photons whose energy depends on the
quantum dot levels. Through this process a region of the sample can be illuminated with
a non-resonant laser without needing to know beforehand the exact energetic structure
of the quantum dots.
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This allows an easy way to physically locate the quantum dots on the sample. Figure
4.11 shows an image from the microscope camera when the sample is illuminated by the
780 nm laser. The laser spot is intentionally defocused to illuminate a larger area of the
sample.
Figure 4.11: Quantum dots visible on the microscope camera under non-resonant
excitation. The box contains on the order 40 quantum dots to give a density of ∼ 4
µm−2
To perform more detailed analysis the light from the dots must be coupled into the
collection fibre to be analysed by other instruments. To do this, the position of the
resonant laser spot on the camera is recorded during the alignment procedure, and
the quantum dot to be analysed is moved underneath it using the nano-positioners.
Typically the dots are bright enough and the camera sensitive enough that the quantum
dots can be imaged in real time. The sample shown in the image has a reasonably high
density of dots so finding the right dot does not need to take long. In other samples
such as the one hosting the dot used in Chapter 5 the density is closer to one every 20
µm−2 so finding a suitable dot can take anywhere from a few days to a week.
4.3.2 Photoluminescence
The fastest way to characterise the quantum dot uses the non-resonant laser to excite
the sample. The light shown on the microscope camera in Figure 4.11 will contain many
frequency components which come from different optical transitions in the quantum
dots. To discern these components the collection fibre is plugged into the spectrometer
where the photo-luminescence (PL) is dispersed and imaged on the CCD. With the
sample unbiased (floating) a typical PL spectrum is Figure 4.12.
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Figure 4.12: A photo-luminescence (PL) spectrum taken with no voltage applied to
the sample (floating). PL is dispersed on a grating with 1200 grooves per mm.
Some peaks are visible but they are highly broadened. Because the sample is unbiased,
the gate voltage can fluctuate and so the quantum dot energy levels fluctuate with
respect to the reservoir Fermi level. During the experiment, fluorescence is observed
from various different charge states in the device.
When a voltage is applied, the quantum dot energy levels are fixed with respect to the
Fermi level and so fluorescence from only one charge state is seen, as shown in Figure
4.13 for a different quantum dot.
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Figure 4.13: A photo-luminescence spectrum taken with DC voltage applied to the
sample.
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The width of the peaks in this image are on the order 100 pm which is cause by local
heating of the sample by the non-resonant laser [123]. Not much can be said about the
structure from a single spectrum, so multiple spectra are recorded at different DC gate
voltages. Figure 4.14 shows a PL gate sweep using a different sample of lower density
where only one dot is near the focal region.
Figure 4.14: A photo-luminescence gate sweep plotted using a logarithmic colour
scale. One dot is in the focal volume of the lens and the brightest lines come from it.
The charging states are labelled. Several other faint lines are seen which come from
nearby dots which are also weakly excited.
These gate sweeps are used together with the models developed in Chapter 3 to determine
the charging states of the dot at each voltage, and ultimately to decide whether a dot
is suitable for a given experiment. The optical power used in Figure 4.14 was around
24.2 µW so the lines are broadened (by phonons generated by local heating) to a width
of around 100 pm. As a result of the high power several other faint lines can be seen
which originate from other dots even though they are quite far from the focal region.
For detailed plots, low optical powers of 10s of nano-watts and exposure times of 10s
of seconds are used. Under these conditions, transition lines with widths on the order
50− 30 pm can be seen.
Even with a low excitation laser intensity and using a more dispersive grating in the
spectrometer, the lines are still broadened by the presence of photo-generated charges
around the QD. Resonant methods avoid this problem since excitons are generated
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directly inside the quantum dot. In the next sections three resonant, high resolution
techniques are discussed
4.3.3 Resonance fluorescence
Resonance fluorescence (RF) is conceptually the simplest technique employed to probe
quantum dot transitions. It simply involves tuning the wavelength of the excitation laser
so as to resonantly drive the quantum dot transition, and collecting the photons emitted
when the system relaxes back to its ground state. In practice it is complicated by the
fact that majority of light coming from the sample is reflected laser light, as illustrated
in Figure 4.15.
Figure 4.15: A schematic illustration of a resonance fluorescence experiment. The
red line shows the path of the excitation laser. The green line shows the path of the
resonance fluorescence (RF) emitted by the quantum dot. Paths are separated for
visual clarity. The laser light reflected from the sample surface dominates over the RF.
NPBS: non-polarising beam splitter.
One approach would be to excite from a different direction to the collection axis. This is
the approach commonly employed by the atomic physics community. It has been used
in quantum dot experiments before as demonstrated by Muller et al. [124] but is tricky
to do in this setup because the sample optics must operate within the confines of the
cryogenic insert. Experiments to investigate whether simply pre-aligning and gluing a
fibre next to the sample (which would deliver the excitation light) revealed that this
system would not be stable enough. Whilst the fibres survived (at least down to 77 K)
the alignment changed considerably. In addition it would not be possible to move the
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excitation beam once it was fixed, and as the beam would diverge inside the sample (as
it would out of a bare fibre) experiments would be limited to those quantum dots that
happened to be in the beam path. Much higher optical powers would be required as the
beam would not be focussed. Without additional positioners for the fibre, and perhaps
a compact focussing lens, this idea would not work and so was abandoned.
Another approach is to block the reflected laser using crossed polarisers. Using this
method the excitation laser is polarised before it hits the sample. An analyser on the
collection arm can be adjusted such that the reflected light is extinguished. In practise
the extinction coefficient (the ratio of the transmitted laser light when transmission is
maximised, to that when it is minimised) can be up to ∼ 108, though is typically closer
to 106 − 107. This is illustrated in Figure 4.16. An unavoidable consequence of this
method is that some fraction, usually half, of the fluorescence from the dot is also lost
to the analyser.
Figure 4.16: A schematic illustration of a resonance fluorescence experiment using
crossed polarisers to block laser light reflected from the sample surface. The red line
shows the path of the excitation laser. The green line shows the path of the resonance
fluorescence (RF) emitted by the quantum dot. Paths are separated for visual clarity.
Polarisation (S) and (P) are defined relative to the non-polarising beam splitter (NPBS).
The suppression that can be achieved in this way is limited by the polarisers and can
be up to ∼ 108. However another limiting factor is that not all of the light reflected
from the lens and sample arrangement is of the same polarisation as the incoming light.
As described by Novotny [125], the lens introduces additional polarisation components
which interact with the sample. The result is that for a linearly polarised incoming beam
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the majority of the reflected beam is still linearly polarised in the same direction, but
there is a small component polarised orthogonally and with a different intensity profile.
The intensity of this orthogonal component is typically around 5 orders of magnitude
smaller than the reflected light in the original polarisation. This orthogonal component
is shown in Figure 4.17.
10	μm
Figure 4.17: Intensity distribution of the reflected V component of a strongly focussed
H polarised laser. The reflecting medium is a dielectric mirror.
In the configuration shown in Figure 4.16 this light would pass right through the analyser.
Thankfully there is a node at the centre and so it does not couple into the collection
fibre well. In fact it can be of assistance by acting as a fine alignment tool since small
changes in the angle of the beam will cause large changes in signal as the lobes move
onto the core of the collection fibre.
With the majority of the laser light blocked by the polariser, the light from the collection
fibre is predominantly quantum dot fluorescence. The intensity is low enough that the
APD can be used to detect it. To investigate the quantum dot transitions the wavelength
of the laser is scanned across the transitions seen in the PL gate sweep. Figure 4.18 shows
an RF gate sweep performed by recording the APD count rate whilst scanning the gate
voltage and stepping the laser wavelength. Scanning the laser wavelength causes the
wavelength and power to jump due to mode-hops, so most gate sweeps are performed
by scanning the gate.
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Figure 4.18: A gate sweep performed by collecting resonance fluorescence (RF).
The slope of the line can be extracted from this graph to determine the Stark shift,
which in this case was 0.627µeV/mV. Each trace (horizontal line) in the RF gate sweep
is fitted with a Lorentzian and the FWHM as a function of gate voltage is shown in
Figure 4.19.
Figure 4.19: The full-width-half-maximum of the Lorentzian fits to each wavelength
trace in the resonance-fluorescence gate sweep.
Away from the edges of the line where fits become unreliable due to diminishing signal-
to-noise, the linewidth is roughly 6 mV, and using the DC Stark shift of 0.627 µeV/mV,
this corresponds to a line width of 3.6 µeV. This is several times larger than the radiative
linewidth of 0.66 µeV (corresponding to a typical lifetime of 1 ns [126]). The broadening
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is caused by charge fluctuations in the sample which shift the transition energy on the
time-scale of MHz to GHz [121], much faster than the measurement time-scale of around
1 s. The charge fluctuations are caused by fluctuating occpuation of nearby states [90].
Figure 4.20 shows the expected Lorentzian line-shape measured by fixing the gate voltage
at some value and sweeping the laser across the resonance. This more direct measure of
the linewidth agrees well. The Lorentzian sits on top of a background of around 2 kHz
of unsuppressed laser light which makes it through the crossed polarisers2.
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Figure 4.20: A resonance-fluorescence scan taken by sweeping the laser wavelength
for a fixed gate voltage. Red line is a Lorentzian fit with the given full width half
maximum (FWHM) and centre.
Whilst RF is a powerful technique it requires precise alignment of the polarisers to
achieve the required extinction ratios of 106−107. The techniques of differential reflection
and transmission, described in the next two sections, are less technically demanding and
so are faster to set-up.
4.3.4 Differential reflection
In an RF experiment the quantum dot fluorescence is measured by removing the scat-
tered laser background directly. Differential reflection (dR) directly measures the in-
terference between the fluorescence from the quantum dot and the reflected driving
2One could confirm that the background is from the laser rather than the quantum dot by performing
a g(2) measurement on the collected light and seeing the change ins bunching behaviour when near
resonance.
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laser. The light from the collection fibre is sent to the amplified photo-diode. The light
intensity on the photo-diode is equal to [126]
I ≈ |EL + Es|2 = IL + Is + 2Re (ELE∗s ) (4.1)
where EL is the electric field of the reflected laser light and Es is the coherent fraction of
the electric field scattered by the quantum dot. The intensity of the laser and quantum
dot light are IL and Is respectively. The incoherent fraction of scattered light is left
out since interference with it average to zero within the bandwidth of the measurement
(50 kHz). Without polarisation suppression, IL ≫ Is and so Is can be neglected. The
interference term is typically on the order of 0.1% of IL and so is much smaller than the
fluctuations in laser intensity which are on the order of 5%. A lock-in amplifier is used
to separate the small interference term from the large laser background. The amplitude
of the interference term is modulated by applying a square wave to the sample gate,
typically of amplitude 100 mV and frequency 300-400 Hz3, which shifts the quantum
dot transition in and out of resonance via the DC stark shift. The lock-in amplifier
amplifies components of the photo-diode signal around this frequency whilst attenuating
those away from itmea, and thus rejects noise at other frequencies. In this thesis a
typical signal-to-noise level achieved using this method is around 20. This technique first
demonstrated by Ale´n et al. [53] is commonly employed in the quantum dot community.
To perform a sweep across the resonance, the gate is modulated at the lock-in frequency
and the DC offset is scanned. Each quantum dot resonance generates two signatures
when it is brought into resonance by the low and high levels of the gate modulation. This
is shown in the dR trace shown in Figure 4.21. The laser wavelength is held constant
whilst the gate voltage is swept. At each point the system pauses for some time (usually
2 − 3× the lock-in time constant) to allow the lock-in’s filters to settle. As a result,
differential reflection and differential transmission (dT, defined next) measurements take
some time to perform.
3The modulation frequency is chosen to avoid peaks in the laser’s noise spectrum. It is kept low to
minimise the capacitive coupling of the modulation voltage into the photo-diode wires which are nearby
in the sample assembly. Ultimately, quick measurements can be repeated using different frequencies to
empirically determine which gives the highest signal-to-noise ratio
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Figure 4.21: A differential reflection scan of a quantum dot transition. The left and
right-hand lines come from a single transition during the low and high phases of the gate
modulation, and thus they are 180◦ out of phase with each-other. They are separated
by the gate modulation amplitude which in this case is 100 mV.
The dR line-shape is clearly asymmetric. The precise mechanism of the asymmetry is
unclear, though it can be resolved by realigning the quantum dot position using the
nano-positioners so likely is due to an optical interference effect (this is demonstrated
in Section 4.3.8). Some of the asymmetry comes about due to the sample thickness
[126]: since the dot is only a few 100 nanometres from the sample surface, the light
that is back-scattered from the dot adds coherently with the reflected laser light. Since
the optical path difference depends on the wavelength and the dot/surface distance, the
line-shape is altered from a typical Lorentzian shape. However, this should not change
with lateral position so there must be another source. It has been suggested that holes
coupling to states in the capping layer could be the cause [68].
Differential reflection measurements don’t require precise polariser alignment, however
they still require the light to be coupled well into the collection fibre. Greater than 60%
is routinely achievable but still takes some time. The last method removes even this
requirement.
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4.3.5 Differential transmission
The quantum dot dipole radiates in all directions and so there is also a forward scattered
component. This interferes with the transmitted laser component on the photo-diode
just below the sample as illustrated in Figure 4.22.
Excitation laser
Gate
Quantum Dot
Photodiode
Figure 4.22: A schematic illustration of the differential transmission (dT) experiment.
The red and green lines show the paths of the excitation laser and forward scattered
component of the light from the quantum dot respectively. These two components
interfere on the photo-diode.
Gate sweeps are performed in much the same way as for dR measurements except the
signal from the photo-diode beneath the sample is used [53]. These measurements are
relatively simple in that the only critical alignment is that of the excitation laser to
the lens, and the quantum dot to the focal point (as is required for all measurements).
Figure 4.23 shows a gate sweep of the upper line in the X1− region seen in Figure 4.14.
The laser wavelength is held constant whilst the gate is scanned.
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Figure 4.23: A gate sweep performed by measuring the differential transmission sig-
nal. The image shows three datasets stitched together.
This figure highlights a few important points. Firstly the exchange splitting can be
resolved quite easily here whereas PL measurements alone could not resolve this fine
structure. Secondly, dT scans can only go as far as the laser wavelength can be scanned.
This means longer wavelength scan ranges take a considerable amount of time and cannot
be done in one go.
4.3.6 Contrasting the techniques
Four measurement techniques have been described up to now, which each have their
own advantages and disadvantages, and are appropriate in different scenarios. In the
following, each technique is briefly revisited and advantages and drawbacks of each are
mentioned.
PL
PL is a fast technique since a spectra can be collected within a few seconds, given the
kHz photon count rate in the current experimental setup. It allows quick interrogation of
a sample which is crucial when searching for a quantum dot for a particular experiment.
However, in order to get fast acquisition speeds, powers of 10s of µW are used which
broaden the lines due to local heating, and thus limits the detail than can be observed
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on plots like Figure 4.14. Using lower, powers reduces the line width but it is still limited
by the spectrometer resolution to a few 10s of pm.
Since the dots are bright and the excitation laser is almost 200 nm away from the
emission wavelength, reflected laser light can be filtered out and the emission images on
a camera. This is again very useful when searching for a dot. Thanks again to the high
count rate, alignment of the system can be done in-situ by monitoring the spectrum in
real-time.
RF
Since in an RF experiment the laser must be scanned, these measurements take much
longer than PL measurements (an RF trace of a single line in Figure 4.14 might take 5
minutes to complete).
The resolution of these measurements is limited only by the laser scan step, and the
laser linewidth (which is negligible in comparison to the quantum dot linewidth).
The demands on initial beam alignment for RF experiments are also higher than for
PL experiments, since time must be spent optimising the polariser alignment to get
the required suppression of the laser. This typically involves switching to higher laser
powers and less sensitive detectors (Amplified photo-diode) to optimise the alignment,
and then switching back to the desired measurement apparatus (APD).
dR and dT
This is again a scanning technique so these measurements take time comparable and
sometimes longer than RF experiments (since time must be allowed at each point for
the lock-in filters to settle).
The resolution is limited only by the laser scan step and wavelength, as is the case for
RF measurements.
The demands on alignment for dR experiments are similar to PL, since the reflected
light must be detected on the amplified photo-diode. For dT the demands are much
lower since the photo-diode underneath the sample had a large (accessible) active area
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of around 1 mm2, meaning the only critical alignment that the dot and the excitation
laser spot were aligned.
4.3.7 Resonance-fluorescence saturation measurements
Coherent driving of the dot transitions with a laser, generates oscillations between the
ground and excited state, at a frequency known as the Rabi frequency. For resonant
experiments it must be possible drive the quantum dot transitions with a known Rabi
frequency. This requires knowledge of the relationship between the incident optical
power and the Rabi frequency which varies from dot to dot and also on the alignment.
The response of a driven two level system at low power is a Lorentzian with width
limited by the dephasing times of the exciton [62]. The system responds non-linearly to
the driving field strength due to power broadening. Figure 4.24 shows several RF traces
of a single transition using different incident powers.
Figure 4.24: Broadening of a transition line when the driving power is increased.
Plots are offset for clarity.
Both the width and height of the peak increase with power. In addition the peak shifts
to a lower gate voltage due to laser induced charging of the sample [121] (which then
acts like an applied gate voltage, shifting the transition energies through the DC Stark
effect). By fitting each trace with a Lorentzian the power dependence of the linewidth
and peak height can be extracted. These fits are shown in Figures 4.25a and 4.25b
respectively.
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Figure 4.25: Change in the (a) full-width-half-maximum (FWHM) and (b) height of
the resonance fluorescence peak as the incident power is increased.
The response of a two-level system driven by a coherent radiation field is derived in
[62]. The full response of the system at resonance is the Mollow triplet, however a
simple model puts the total RF count proportional to the excited state population.
Expressions can be derived (see equation (2.8.3) in [62]) for the linewidth
Γ(P ) = 2γ
√
1 + P (4.2)
and peak height (with fitting parameter h0)
h(P ) = h0
P
1 + P
(4.3)
where γ is the rate of spontaneous emission (ignoring other dephasing mechanisms), P
is proportional to the power and squared Rabi frequency Ω through P = kΩ2. From the
fits in Figures 4.25 the low power linewidth 3.0 µeV and fitting constant k = 0.019 ±
0.003 nWµeV−2 can be extracted. The constant k encompasses the relation between
the incident power on the sample and the power driving the quantum dot and so these
saturation measurements can be used to relate the applied optical power to the Rabi
frequency.
These saturation measurements can also be performed using dR and dT, the advantage
of dT being that less alignment is required.
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4.3.8 Peak symmetrisation in differential reflection and transmission
The alignment dependent asymmetry visible in the dR trace of Figure 4.21 is also present
in dT traces. The misalignment induced asymmetry is investigated by navigating to a
transition and repeatedly taking dT traces such as that shown in Figure 4.26.
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Figure 4.26: An asymmetric dT peak.
The asymmetry is quantified by taking the average of a set of points on either side of, and
far away from the peak. Only if these two means are the same are the peaks symmetric.
Figure 4.27a shows how the asymmetry changes as the quantum dot position in X, Y,
and Z is changed as shown in Figure 4.27b. The line can be made more symmetric by
fine adjustment of the position.
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(a) The asymmetry of the line.
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(b) The position of each of the three position-
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Figure 4.27: A demonstration of how the dT line asymmetry can be fixed by changing the
dot position.
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4.4 Spectral suppression
In the microscope setup described above the reflected resonant laser light is removed from
the collection path in RF by polarisation suppression. Any polarisation information in
the quantum dot light is therefore lost. In order to generate and keep a photonic state
in some polarisation basis the final analyser must be removed, and the reflected light
removed in another way. The experiments in Chapter 5 require this capability. If
the laser light and the quantum dot emission are spectrally detuned, then they can
be separated through the use of a dichroic mirror or diffraction grating [127]. This
section describes the setup used to separate laser and quantum dot fluorescence using a
transmission diffraction grating.
4.4.1 Experimental setup
Light containing two spectral components (say laser light and detuned quantum dot
fluorescence) is sent through a diffraction grating. This introduces an angular separation
between the transmitted parts of each spectral component. The separation is used to
allow collection of one component and attenuation of the other. The setup is shown in
Figure 4.28a. A schematic is shown in Figure 4.28b.
A high efficiency transmission grating with 1600 grooves per mm is used (LightSmyth
Technologies T-1500-930). The suppression capabilities of this setup are tested by send-
ing light from a tunable laser through the In port and connecting the Out port to an
amplified photo-detector. The laser is set to a wavelength λ1 and the system is aligned to
maximise coupling into the Out port. The laser is then tuned to a different wavelength
λ2 = λ1 + ∆λ which causes the beam to become misaligned with the output as shown
in Figure 4.29.
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(a) (b)
Figure 4.28: A photograph (a) and schematic (b) of the experimental setup used for
the spectral suppression of laser light reflected from the sample. The element in the
middle of the schematic is a transmission diffraction grating. The red and blue lines
in the schematic show the path of two spectrally separated beams. Only one path is
traced in the photograph.
Figure 4.29: Movement of the laser spot on the Out port when the wavelength is
changed by 1 nm. Before changing the wavelength the laser spot was aligned with the
collection lens in the centre of the coupler (red cross).
In this way the system can be aligned to accept light at wavelength λ1 and reject light
at wavelength λ2. Figure 4.30 shows how the photo-diode signal changes as the laser
wavelength is scanned. In this case λ1 = 940.43 nm and the laser is scanned to longer
wavelengths.
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Figure 4.30: Laser extinction as the laser is tuned.
The figure shows that this setup can achieve a suppression ratio of at least 105 and
almost 106 by going through the grating twice and having large distances between the
mirrors (going twice through the grating increases the suppression by ∼ 2 − 3 times).
Notice that even at 1 nm when the spot is displaced entirely from the collection lens (as
in Figure 4.29) there is still a non-negligible amount of light entering it. Some of the
residual signal is caused by large angle scattering off of optical elements upstream (this
has been observed in other scenarios and most obviously on the microscope camera),
however much of it also comes from broad laser background. Increasing the length of the
arm does not help to reject this background since it follows the path aligned with the
output port (red path in Figure 4.28a). To improve the suppression the excitation laser
line is cleaned by passing it through a monochromator to remove the background. The
monochromator used is the same spectrometer described Section 4.1.5 with a flip-mirror
set to redirect the light to an exit slit as shown in Figure 4.31.
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Figure 4.31: Schematic to show laser background reduction by passing it through
the spectrometer in monochromator mode. Laser background is shown as orange and
pink lines and the fundamental laser mode is shown in red. The background is spatially
separated from the fundamental mode by the grating and blocked by the exit slit,
resulting in a cleaner laser spectrum. The lens/filter assembly on the input is not
shown for clarity.
A similar test shows that suppressing the laser background results in an increase of the
spectral suppression ratio to ∼ 2.6× 106. This is a factor of ∼ 10 improvement. Loss in
the system is determined by measurements of the optical power along the beam path in
Figure 4.28 using a hand-held power meter (Thorlabs PM100D). The power lost in the
setup is 13.4% ± 1.6% and 21.0% ± 1.4% for P and S polarised light respectively. This
is power loss due to scattering, absorption, and grating inefficiencies.
4.4.2 Photoluminescent excitation
To demonstrate the use of the setup a photo-luminescence excitation (PLE) type exper-
iment is performed on the X2− singlet-triplet transitions of a quantum dot. The level
scheme is shown in Figure 4.32a. A quantum dot is found using the techniques in Sec-
tion 4.3 that exhibits the characteristics of the X2− charge state. The narrow linewidth
laser is tuned so that it is near-resonant with the singlet transition (red arrow). For this
experiment the reflected laser is attenuated by crossed polarisers by a factor ∼ 5× 105.
Light from the collection fibre is sent straight to the spectrometer. Figure 4.33 shows
the image captured on the spectrometer CCD when the gate is scanned.
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(a) (b)
Figure 4.32: (a) A simplified picture of the three transitions of the X2− which are
used to perform the photo-luminescent excitation experiment. A laser drives population
from the singlet to the excited state (red arrow), which can then decay to the triplet
(blue arrow). (b) The behaviour of the singlet transition energy with gate voltage.
The near parabolic shape comes from tunnel coupling between the different charge
distribution states in the system.
Figure 4.33: Photo-luminescent excitation whilst pumping the singlet transition with
the excitation laser suppressed by polarisation only. Imaged on the spectrometer CCD.
The strong feature that is independent at a wavelength of 973.007 nm is unsuppressed
laser light. The two bright points occur when the singlet transition is tuned into res-
onance with the laser by the DC Stark shift. There are two bright points because the
singlet comes into resonance with the laser twice as shown in Figure 4.32b.
Now the light from the collection fibre is sent through the spectral suppression stage
aligned to pass light at a wavelength of 973.858 nm. The output of the spectral suppres-
sion stage is sent to the spectrometer. Figure 4.34 shows the image on the spectrometer
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CCD demonstrating that laser line is effectively filtered out by the suppression stage.
Figure 4.34: Photo-luminescent excitation whilst pumping the singlet transition, im-
aged on the spectrometer. The excitation laser is no-longer visible since it is suppressed
by polarisation and the spectral suppression stage.
Figure 4.35 shows the heights of the two fluorescence peaks with (red line) and with-
out(blue line) the spectral suppression stage in-line. When the suppression stage is
added, both peak heights reduce due to losses in the setup. In addition the peak at
larger voltage is further decreased. The light in this peak is at a different wavelength
to that in the other peak (due to the DC Stark shift of the excited state) and so is par-
tially attenuated. The width of the peaks at low and high gate voltage are not strictly
the same since the transition at each gate voltage is nearer or further away from the
edge of the charge stability region. Closer to the edge, the rate of co-tunnelling induced
relaxation increases which can broaden the transitions.
Chapter 4. Building the experimental setup 112
Gate voltage / mV
-170 -160 -150 -140 -130 -120 -110 -100
C
o
u
n
ts
/
H
z
0
200
400
600
800
1000
Polarisation suppression
Polarisation + spectral suppression
Figure 4.35: Comparison of fluorescence peak heights with and without spectral
suppression stage.
4.5 Conclusion
In this chapter the construction and operation of the confocal microscope setup has been
described. The microscope built here along with the supporting equipment and software
was used for all measurements in this thesis.
Chapter 5
Monitoring the nuclear spin
environment of a coupled
quantum dot
As described in previous chapters, spin qubits in InGaAs quantum dots suffer from
decoherence induced by the hyperfine interaction between the electron spin and the spins
of the atomic nuclei that make up the quantum dot. This interaction presents itself as
an effective magnetic field (known as the Overhauser field), and it is fluctuations of this
effective field that lead to dephasing of the electron spin. The theme of this chapter is
the development of a scheme to allow fast detection of the Overhauser field in a tunnel
coupled quantum dot pair. Ultimately, the goal is to detect the fluctuations of the
Overhauser field in real-time, i.e. faster than the dynamics of the field itself. When
combined with fast control of the effective magnetic field experienced by the quantum
dot, this could allow active stabilisation of the nuclear spins [128, 129], in order to reduce
the dephasing rate of electron spin qubits [46, 47].
In this chapter, the concept of the coupled quantum dot field sensing procedure is first
described using the simplified system of a neutral single quantum dot. After explaining
the fundamental problem with using neutral excitons for this purpose, it is argued that
a coupled quantum dot with two-electron singlet-triplet states is much more suitable.
To show this, the dynamics of the singlet-triplet states under optical excitation are
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simulated, and it is shown that the system would allow fast estimation of both the
magnitude and direction of the Overhauser field. This is followed by a proof-of-concept
experiment, where a coupled quantum dot is used to sense an externally applied magnetic
field. During the experimental investigations, a highly unexpected feature was discovered
when resonantly driving the optical transitions from the spin-singlet state at magnetic
fields above 500 mT. This feature is studied in detail in Section 5.2.3. The final section
5.3 discusses the prospects for developing schemes to compensate for fluctuations in the
Overhauser field.
5.1 Field sensing model
5.1.1 Mechanism
To explain the basic concept of the field-sensing procedure, it is helpful to look at the
simplified system of a neutral single dot, which has a ground state that is empty. To
start with the electron-hole exchange interaction is ignored, which means the optically
excited eigenstates of the dot can be written as
∣∣ ↓⇑ 〉 and ∣∣ ↑⇓ 〉, corresponding to
the z-projections of the bright exciton pseudospin [130, 131] with energies ER and EL
respectively. The ground and excited states form a so-called V level scheme, where the
transition to ER corresponds to a right-circularly polarised photon, and the transition to
EL to a left-circularly polarised one. The empty quantum dot is driven using a resonant
laser pulse with polarisation state
e ∝

α0
β0

 (5.1)
which is written in the R/L basis (i.e. the first component corresponds to R-polarisation
and the second to L-polarisation). This laser pulse initialises the neutral exciton in the
corresponding normalised state
∣∣ψ0〉 = α0∣∣ ↓⇑ 〉+ β0∣∣ ↑⇓ 〉 (5.2)
(which requires that the laser pulse is short enough to couple to both levels [132], or
alternatively that the laser energy is tuned in the middle of the two excited states). Due
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to the neutral quantum dot’s V level scheme, the neutral exciton can be initialised in any
state on the Bloch sphere by the appropriate choice of laser polarisation. If a magnetic
field is present, the exciton created by the laser pulse will start precessing around it with
a frequency corresponding to the energy splitting between the eigenstates. Treating the
bright exciton as a pseudospin-1/2, it interacts with the field through the Hamiltonian
HB = µBgXS ·Btot (5.3)
where gX is the exciton g-factor and S is the spin matrix of the exciton. The total field
Btot = Bext+BN is the vector sum of the external magnetic field Bext and the effective
Overhauser field BN .
This precession will be cut off when the exciton radiatively decays back to the empty
quantum dot ground state, which occurs at a stochastic collapse time tc. Just before
the collapse the exciton is in the state
α(tc)
∣∣ ↓⇑ 〉+ β(tc)∣∣ ↑⇓ 〉 (5.4)
The polarisation state of the emitted photon will carry information on the effective
magnetic field Btot via the coefficients α(tc) and β(tc). This means that if the cycle of
initialisation, precession and emission is repeated many times, and the collected pho-
tons are sent to a polarisation analyser projecting them onto one of six polarisations
(R,L,H,V,D,A), both the magnitude and direction of Btot can be deduced. The initiali-
sation, precession and emission are depicted in Fig. 5.1.
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Figure 5.1: A cartoon depicting the field sensing mechanism. A vertically polarised
laser (orange arrow) initialises the exciton into the state
∣∣V 〉 on the Bloch sphere. It
precess (blue arrows) under the action of the total field (red arrow) before radiatively
decaying into a photon (green arrow) in state
∣∣ψ〉. The state ∣∣ψ〉 depends on where
the exciton was on the Bloch sphere when it decayed. This depends on three things;
where the exciton was initialised on the Bloch sphere, the strength and direction of
the total field, and the time at which the exciton decayed. By repeating this process
many times with an appropriate initialisation laser polarisation and by analysing the
emitted photons’ polarisation state in an appropriate basis, the strength and direction
of the total field can be reconstructed. States on the Bloch sphere are the polarisation
states that an exciton at that position would decay into, e.g.
∣∣R〉 = ∣∣ ↓⇑ 〉 and ∣∣L〉 =∣∣ ↑⇓ 〉. The other states are ∣∣H〉 = 1√
2
(∣∣R〉+ ∣∣L〉), ∣∣V 〉 = i√
2
(∣∣L〉− ∣∣R〉), ∣∣D〉 =
1√
2
(∣∣R〉+ i∣∣L〉) and ∣∣A〉 = i√
2
(∣∣R〉− i∣∣L〉).
The reconstruction can be most easily seen for a field along the z-direction, such that∣∣ ↓⇑ 〉 and ∣∣ ↑⇓ 〉 are the bright exciton eigenstates. In this case, the polarisation state
of the spontaneously emitted photon is
α(tc)
∣∣R,ER〉+ β(tc)∣∣L,EL〉 (5.5)
Note that (5.5) contains two different frequency components ER and EL. However,
measuring the emitted photons is done with single-photon detectors, which are typically
broadband. (This issue of detecting a polychromatic state with a broadband detector
is addressed in more detail in Section 6.3.4). The single-photon detector projects the
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energy component of the state onto
∣∣Edet〉 = 1√
2
(∣∣ER〉+ ∣∣EL〉) (5.6)
which leads to a photon polarisation state
1√
2
(
α(tc)
∣∣R〉+ β(tc)∣∣L〉) (5.7)
By repeating the cycle many times and analysing the emitted photons in a polarisation
analysis setup, the probability that a photon is detected in any of the polarisation states
(R,L,H,V,D,A) can be reconstructed. (Note that the mathematical procedure is more
involved if the effective field is not along the quantisation axis z; however, the final
conclusion is the same, and a full reconstruction of the field using the emitted photons
is possible in this case as well.)
Instead of following each trajectory, the statistics of many cycles of the process can be
found by integrating a master equation including spontaneous emission at a rate γsp.
The solution gives the ‘average’ state over many trajectories of the experiment. The
probability of observing a photon in a particular state (R,L,H,V,D,A) can be calculated
by projecting the density matrix onto the polarisation state. Because the excited popu-
lation decay is taken into account by the master equation, the total probability of seeing
a photon of a particular polarisation S ∈ {H,V,D,A,R, L} is proportional to
PrS = k
∫ tmax
0
Tr
(∣∣S〉〈S∣∣ρ(t)) dt (5.8)
where k is a constant and tmax is a time which physically represents the time up until
which photon counts are recorded (e.g. only counts in the first 10 ns may be recorded).
In practice tmax can be truncated since the probability of a detecting a photon after
several times the radiative lifetime is exponentially low. The constant k is chosen such
that the detection probability for orthogonal bases is normalised e.g. PrH + PrV = 1.
This will not automatically be the case when the driving laser is added later on.
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Statistics with no field
Consider a simple case where the exciton is initialised in the state (5.2), and there is no
field. In this case the only dynamics come from the decay of the excited state due to
spontaneous emission at rate γsp, so α(t) = α0 exp(−γspt/2) and β(t) = β0 exp(−γspt/2).
In addition, the eigenbasis of the system is not uniquely defined so it can be chosen to be
the heavy hole exciton states
∣∣ ↓⇑ 〉 = ∣∣R〉 and ∣∣ ↑⇓ 〉 = ∣∣L〉 where the equalities reflect
the polarisation of the photon that would be generated by decay of either state. If the
photon is measured in the basis
∣∣S〉 = ∣∣R〉 and ∣∣S〉 = ∣∣L〉, then by (5.8) and using the
fact that PrS + PrS = 1 the detection probabilities are
PrR = |α0|2 PrL = |β0|2 (5.9)
Hence measuring in the Z basis (R/L polarisation) results in statistics that directly
reflect the initial exciton state.
Measuring in the X basis where
∣∣S〉 = ∣∣H〉 = 1√
2
(∣∣L〉+ ∣∣R〉) and ∣∣S〉 = ∣∣V 〉 =
i√
2
(∣∣L〉− ∣∣R〉) gives
PrH =
|α0 + β0|2
2
PrV =
|α0 − β0|2
2
(5.10)
Lastly in the Y (D/A) basis where
∣∣S〉 = ∣∣D〉 = 1√
2
(∣∣R〉+ i∣∣L〉) and ∣∣S〉 = ∣∣A〉 =
i√
2
(∣∣R〉− i∣∣L〉) the statistics are
PrD =
|α0 − iβ0|2
2
PrA =
|α0 + iβ0|2
2
(5.11)
In this simple case, since the exciton does not precess the statistics from the experiment
correspond directly to the polarisation of light used to excite the exciton. For example
exciting with R polarised light means
e =

1
0

 =⇒ α0 = 1, β0 = 0 (5.12)
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and so using equations (5.9), (5.10) and (5.11) the detection probabilities are
PrR = 1 PrL = 0 PrH = PrV = PrD = PrA = 0.5 (5.13)
Similarly, for H polarised excitation
=⇒ e = 1√
2

1
1

 =⇒ α0 = β0 = 1√
2
(5.14)
and so
PrH = 1 PrV = 0 PrR = PrL = PrD = PrA = 0.5 (5.15)
These simple examples act as a sanity check to make sure the simulation procedure gives
the right results.
Statistics with a field in the z-direction
Now if there is a non-zero total field directed along the zˆ axis the exciton pseudo-spin
precesses around the Z axis until it decays. The exciton dynamics when initialised with
an H polarised pulse are shown in Figure 5.2. The system is integrated by a master
equation and the probabilities are calculated according to (5.8).
The evolution of the excited state plotted on the Bloch sphere in Figure 5.2b shows the
exciton starting in the state initialised by the excitation laser and precessing around
the field along the Z axis. The excited state population is given by the length of the
Bloch vector. Since the precession is in the equatorial plane, the relative excited state
population in each state shown in Figure 5.2a stays the same. Spontaneous emission
causes the excited state population to decay exponentially. The total probabilities of
detection of
∣∣R〉 and ∣∣L〉 photons are equal to the normalised areas under the graphs
in Figure 5.2a shown in green and red respectively. If the fluorescence is collected and
analysed in the {∣∣R〉, ∣∣L〉} basis, there is an equal number of photon counts on each
detector. Changing the strength of the field changes the precession speed but not the
projection onto the R/L axis. Thus by observing equal counts in R and L it can be
inferred that the field was along zˆ.
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(a) (b)
Figure 5.2: Dynamics of an exciton initialised along the xˆ axis by an H pulse, in the
presence of a magnetic field along zˆ. (a) Populations of the vacuum, spin up and spin
down exciton states. (b) Blue line shows the evolution of the excited state on the Bloch
sphere with population given by the length of the Bloch vector. The red line is the
magnetic field vector.
However Figure 5.2b also shows that the projection along the H/V and D/A directions
do change in time. The associated detection probabilities are shown in Figure 5.3.
(a) (b)
Figure 5.3: Changes in the photon detection probability in the (a) H/V and (b) D/A
bases when the exciton is initialised along the xˆ axis by an H pulse, in the presence of
a magnetic field along zˆ.
In this case the strength of the magnetic field does have an effect on the probabilities
of measuring H, V, D and A. A simple case would be a reasonably weak magnetic field
such that the exciton precesses toward
∣∣D〉, but has significantly decayed by the time
it reaches
∣∣A〉. Then it would be expected to see far more integrated counts on the
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D detector than the A detector. Figure 5.4 shows how all of the detection statistics
depend on the field strength. To generalise, the g-factor is set to 1 and the magnetic
field is expressed in terms of the exciton Zeeman energy in µeV. In addition, the different
lines on each plot correspond to different pump polarisations i.e. different initial exciton
states.
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Figure 5.4: Detection probabilities for all 6 polarisation channels as a function of
the field strength along zˆ. The different lines in each plot shown the probabilities for
different excitation polarisations.
First of all, note that the two left-hand plots in each row (detection in R and L bases)
show no change in field. This is exactly because of the in-plane precession as discussed
above, which is true no matter where the exciton is initialised. The top-middle graph
shows the probability for detecting in H. When the exciton is initialised in H or V, the
distribution is symmetric around zero. When initialised along H, any zˆ field (regardless
of its magnitude or sign) will cause the exciton to precess away from H and towards V.
This results in the monotonic decrease in PrH with |Bz|. This behaviour is essentially
what causes the Hanle effect [133], where spin precession about one axis (due to a
magnetic field) causes apparent depolarisation when viewed along a perpendicular axis.
The reverse argument applies when initialising along V . When photons are detected
along D, on the other hand, the direction of the field becomes important. A field
along +zˆ causes the exciton to precess towards D whilst a field along −zˆ causes it to
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precess away. Consequently the detection probability increases or decreases from 0.5,
respectively. For large fields the precession time is fast compared to the decay time and
so all probabilities tend towards 0.5 as the integrand in (5.8) averages out.
5.1.2 Usage and performance
The probability distributions for H, V, D and A detection under H excitation (blue
lines in Figure 5.4) taken together hold enough information to infer the field magnitude
and direction. This is demonstrated in Figure 5.5 where the probabilities are shown for
initialising in H, and detecting in H (blue line) or D (red line). Given a perfect system
and a sufficient number of statistics, PrH and PrD can be estimated, shown on the figure
by the blue and red dashed lines. Knowledge of PrH constrains the field to be at either
of the blue circles (where the dotted line crosses the ‘theoretical behaviour’ of the blue
solid line). Similarly, knowledge of PrD constrains the field to be at either of the red
circles. Thus by combining the two the field can be constrained to the dark gray line at
−2.5 µeV.
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Figure 5.5: Detection probabilities for H (blue) and D (red) as a function of field
strength along zˆ when initialising in H. Estimates of the probabilities (dashed horizontal
line) can be used together to determine the strength of the field (gray vertical line).
Realistically there will be noise in the measurements as well as an error due to the finite
number of samples collected. The following takes a Bayesian approach to the estimation
problem as done by Bonato et al. [128] where the plots in Figure 5.4 are interpreted
as likelihood functions L (S|T,Bz) which give the probability of detecting a photon of
polarisation S given that the exciton was initialised in state T and the field strength
Chapter 5. Monitoring the nuclear spin environment of a coupled quantum dot 123
was Bz. The initial prior P (Bz) is uniform for all Bz, meaning to begin with there is no
information about Bz. If pumped with polarisation T , the system will evolve according
to the above and the photon mode will be measured, resulting in a click in one of the
detectors labelled S. The posterior distribution is then calculated according to Bayes’
rule. Repeated pump and measurement cycles continue to update the posterior, where
the posterior distribution P (Bz)n+1 becomes the prior for the next cycle, as shown in
(5.16)
P (Bz)n+1 = P (Bz)n × L (S|T,Bz) (5.16)
The effect is to narrow the posterior distribution around the most probable value of the
field (defined as the position of the maximum of the posterior). This is demonstrated
in Figure 5.6 which shows shows the normalised posterior distribution after several
detection events, following (5.16). The purple curve (with most events) is strongly
peaked around the true value of Bz marked by the black dashed line.
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Figure 5.6: Demonstration of how the probability distribution changes with increasing
numbers of detection events. Starting with the uniform prior, as more detection events
occur the posterior distribution peaks around the true field at 1.5 µeV (dashed vertical
line).
Chapter 5. Monitoring the nuclear spin environment of a coupled quantum dot 124
Increasing the number of trials shrinks the peak in the posterior around the true value.
To estimate the realistic error in this scheme the posterior is evaluated for different
values of the field Bz and total counts N = NH/V + ND/A. For each event 1 to N , a
detection channel is randomly selected from H, V, D or A according to the distribution
{12PrH , 12PrV , 12PrD, 12PrA} which emulates randomly choosing to measure in the H/V
or D/A basis. Each time the prior is multiplied by the selected likelihood function. This
is repeated for a range of fields. Figure 5.7a shows how the maximum error between
the most probable and true values of Bz varies with the total number of events N , for
different field ranges. As N increases the probabilities pS estimated from measurements
become better estimates of the true likelihoods PrS and so the prediction error decreases
(the peak of the posterior gets closer to the true value). Figure 5.7b shows the uncer-
tainty in the prediction, calculated as the standard deviation of the most probable value
over several simulations for each Bz and N . For small fields the variance in the pS
decreases as N is increased due to the larger number of statistics. The improvement is
slower for larger fields likely because the likelihoods vary more slowly at high fields.
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Figure 5.7: Detection events are randomly generated according to the likelihood func-
tions. The detection events are then used in the Bayesian update routine to construct
the posterior distribution over the field strength. (a) shows the maximum error (across
all fields) between the most likely value of the field according to the reconstructed pos-
terior, and the true field. (b) shows the variation in the most likely field value over 30
repeats of statistics generation and reconstruction routine.
A typical exciton g-factor of 1 results in a splitting of ∼ 2 µeV for a magnetic field of
35 mT. According to the figures above, to measure this field to within 0.4 µeV ≡ 7 mT
would require ∼ 1000 measurements. In the quantum dot devices used in this thesis, the
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radiative lifetime is typically around 1 ns. The collection efficiency of the experimental
setup used described in Chapter 4 is < 0.1%. In micro-pillar devices the collection can
be as high as 66% and Purcell enhancement can reduce the radiative lifetime to 84 ps
[134]. Given an experimental collection of γc, photon detection efficiency of γdet and a
radiative lifetime of τrad, detecting N photons will take approximately
tmeasure =
Nτrad
γcγdet
(5.17)
Using the latter parameters as well as a typical photon detection efficiency of 10%, such
a measurement would take ∼ 1000× 84ps/ (0.66× 0.1) ≈ 1.3µs.
5.1.3 Exciton state preparation
The analysis so far has assumed that the exciton can instantaneously be initialised
anywhere on the Bloch sphere. This is an appropriate assumption when initialised by
a very short laser pulse, with a spectral width smaller than the splitting between the
exciton eigenstates. For reasonable values of the Overhauser field, this corresponds
to sub-nanosecond pulse widths. If the pulse is not short compared to the precession
period, the model must include not only the exciton precession but also the coupling
of the system to a classical laser field. To include this a classical laser interaction
Hamiltonian is added to the system
Hint =
1
2
Ωu (t)
(∣∣0〉〈 ↓⇑ ∣∣+ ∣∣ ↓⇑ 〉〈0∣∣) (5.18)
+
1
2
Ωd (t)
(∣∣0〉〈 ↑⇓ ∣∣+ ∣∣ ↑⇓ 〉〈0∣∣) (5.19)
where Ωu (t) = f (t)Rα0 and Ωd (t) = f (t)Rβ0 are the time dependent Rabi couplings
for the right and left-hand circularly polarised components of the laser field. R is a num-
ber which controls the power and global phase of the laser, and f (t) is a pulse envelope
function. The laser is assumed to always be tuned to the zero field exciton transition
energy. The laser drives population into the exciton state (5.2) whilst spontaneous
emission drives the system back to the ground state.
Setting the Rabi frequency R to 1 µeV, the simulation to derive the likelihoods is re-
peated for different pulse lengths τpump. For simplicity the pulse envelope used is just a
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square pulse with length τpump. Figure 5.8 shows the results of such a scan when driving
the system with an H polarised laser (α0 = β0 = 1/
√
2).
Figure 5.8: Probability of detecting a photon in various bases when pumped with an
H polarised laser, as a function of the field strength along zˆ, and the duration of the
pump.
When the pulse is very short (compared to the precession period and radiative life-
time) the situation is very similar to the one above where the exciton is instantaneously
initialised. Slices along each of the plots for small τpump would be similar to the cor-
responding figures in Figure 5.4. As the pulse length increases, the peak compresses
around Bz = 0. Since the pump power is kept constant, in the case of small τpump
little exciton population is generated so few counts would be observed. However, for
most of the system evolution (until the excited state population decays) only the Bz
field is present and so the situation reverts back to the previous case of instantaneous
initialisation. The statistics are the same since they are normalised.
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5.1.4 Continuous wave experiment
As the results of the previous section suggest, similar results can be obtained by per-
forming a continuous wave experiment, i.e. with the laser constantly on. This simplifies
the experimental demonstration considerably since access to a pulse laser is not required.
This also means that the steady state of the system can be used to predict the relevant
statistics. To confirm this a master equation is solved which includes a constant driving
laser and exciton decay via spontaneous emission. The photon detection statistics are
found by applying the same photon projectors from the previous section to the steady
state solution ρss. The statistics are qualitatively the same as before.
5.1.5 Sensing magnetic fields in arbitrary directions
For external field sensing, the 1D results above could be acceptable depending on the
particular application. However the Overhauser field fluctuates in all directions. In this
section the model is extended to the case of an arbitrary field direction.
Model and likelihoods
To do this, the total field Btot is explicitly represented in polar coordinates as
Btot =


B sin θ cosφ
B sin θ sinφ
B cos θ

 (5.20)
where B is the magnitude of the field expressed in energy, θ is the polar angle and φ is
the azimuthal angle. The likelihoods are calculated as a function of the parameters B,
θ and φ in the same way as in Section 5.1.1. The one dimensional likelihoods of Figure
5.4 are now replaced by a three dimensional stack shown in Figure 5.9.
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Figure 5.9: Likelihoods calculated for B, φ and θ.
Figure 5.10 shows some of these likelihoods for H excitation with detection in the H,
R and D bases for two different field values. To make sense of them a few select
cases can be examined. For example the red crosses in the PrH likelihoods are points
where the field lies along the xˆ axis (θ = 90◦, φ = 0◦ and 180◦). Since the exciton
is initialised along this axis by the H excitation, it does not precess under the field
and the probability of later detecting an H photon remains 1. The white crosses show
positions where the field lies along the yˆ axis (θ = 90◦, φ = 90◦ and 270◦) so now any
field will cause the exciton to precess away from H, lowering the detection probability.
Finally at the green cross the field is along the zˆ axis (θ = φ = 0◦) so any field will
again lower the detection probability. At first glance there would seem to be a problem
since in all the likelihoods several combinations of B, θ and φ give the same probability.
It is not immediately obvious whether there is enough information in the likelihoods to
unambiguously determine the values of the parameters and thus find a reliable prediction
for Btot.
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(a)
(b)
Figure 5.10: Likelihoods for photon detection in channels H, R and D when pumping
the system with H polarised light in the presence of a field of strength (a) 58 neV and
(b) 6.9 µeV. The angles θ and φ give the direction of the field vector.
Unambiguous field determination
To tackle this question the problem is approached in the same way as demonstrated in
Figure 5.5. For a given parameter combination (B, θ, φ) the likelihoods predict values
for PrTS , the probability of detection in basis S when exciting with polarisation T . The
task is to estimate PrTS from experimental data obtained by exciting and detecting in
various polarisation bases, and use the estimates to work back to the values of B, θ
and φ. Having hypothetically performed an experiment similar to the one in Section
5.2 and found estimates for PrTS , all the likelihoods are searched to find all possible
combinations of B, θ and φ that give the same values for PrTS within some margin ǫTS .
The error margin allows for inevitable noise in the estimates for the PrTS . An example
of this searching method is shown in Figure 5.11.
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(a) (b) (c)
Figure 5.11: Likelihoods for photon detection in channels (a) H and (b) R for a field
of strength of 0.79 µeV. The credible regions corresponding to a field of 0.79 µeV at
angles 90◦ and 234◦ are shown in red with the true field location shown by the black
cross. (c) the combination of credible regions from (a) and (b).
As an example the likelihoods for a magnetic field described by parameters (13.6mT, 90◦, 234◦)
give probabilities 0.719 and 0.825, for PrHH and PrHR respectively. The location of these
parameters is shown by the black cross in Figure 5.11. Figures 5.11a and 5.11b show the
likelihoods for 0.79µeV with all the regions where the probabilities are equal to PrHH
and PrHR shaded in red. These are the credible regions predicted by these likelihoods.
Figure 5.11c shows both credible regions combined (pale red) and the overlapping re-
gions (red). Using the same reasoning shown in Figure 5.5, the true values of θ and φ
must lie somewhere in the red region. The same is done for all the likelihoods in the
stack for different values of B and the result is a volume in (B, θ, φ) space where all the
parameter values within it could give rise to the observed data.
It follows that if more likelihoods are added to the search (which have different structure)
then the overlap of the credible regions will get smaller and smaller. It turns out that in
order to consistently have a single credible region and thus an unambiguous estimation
for B, θ and φ, all excitation and measurement combinations from the bases H, R and
D are required (the likelihoods for V , L and A give the same information so are not
required). All the likelihoods taken together do allow unambiguous determination of the
parameters.
Usage and performance
To connect this to experiment the search process is evaluated for different combinations
of B, θ and φ. The experiment is assumed to be shot noise limited with N photon
detection events spread over each pair of detectors. The error margins ǫTS are then
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calculated in the same way as (5.23) with the photon counts on channel S equal to
N × PrTS .
Remarkably, for N > 1000 and B > 0.35 µeV the angles θ and φ are always accurately
predicted to within the simulation accuracy of ±2.25 and ±9 degrees respectively. This
is because of the large variation in the structure of the likelihoods with θ and φ as
shown for example in Figure 5.10. For smaller fields the likelihoods vary by a very small
amount in θ and φ (note the small ranges in Figure 5.10a) which causes large spread in
the credible values of θ and φ. The magnitude B is not so accurately predicted because
the likelihoods vary slowly in the B dimension. This is visible by the gradual slope at
large field in the one dimensional likelihoods shown in Figure 5.4 which are after all just
slices of these more general likelihoods along θ = φ = 0. Thus the predicted field vectors
tend to lie along a line from the origin.
In the spirit of compensating for this field using the upcoming ideas of Section 5.3 the
estimated zˆ component of the field is calculated for different parameter combinations.
The spread in the credible values of B˜z is found by finding the zˆ components of all
the fields that lie within the credible region. Figure 5.12a shows the spread in B˜z for
N = 10, 000. The behaviour is independent of the angle φ which is to be expected given
the symmetry of the system. Up until a field strength of around 10 µeV a single credible
region exists (only one of the grid squares in Figure 5.11c would be red) and so the
uncertainty is limited by the simulation resolution (1.7 mT step size in field strength,
2.25◦ step size in θ, and 4.5◦ step size in φ). For higher fields the credible region grows in
size and uncertainty increases due to this. The steps are caused by the discritization size
of the simulation, which could be reduced at the expense of increasing the simulation
time.
This process is repeated for several N and the maximum spread across all angles is shown
in Figure 5.12b. There is again a minimum linear increase in uncertainty common to all
N which is caused by the simulation resolution. Generally, having more detection events
lowers the error margins ǫTS which in turn decreases the size of the credible region and
decreases the uncertainty.
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Figure 5.12: (a) Spread in the credible values of B˜z for N = 10000. (b) Maximum
spread over all angles θ for different numbers of photon detections N .
To put this into real terms, a g-factor of 1 results in a splitting of ∼ 2 µeV for a
magnetic field of 35 mT. Figure 5.12b shows that with N = 1000 the zˆ component of
Btot could be estimated to within the simulation accuracy of 0.1 µeV ≡ 1.7 mT. N
is the number of photon detection events across detection pairs of detection bases but
nine combinations were used in the above simulations, so the actual number of detection
events required to obtain this accuracy is 9000. Using again an exciton lifetime of 84
ps and combined collection and detection efficiency of 6.6%, such a measurement would
take ∼ 9000 × 84 ps/0.066 ≈ 11.5 µs. This is comparable to the numbers found in
Section 5.1.2.
5.1.6 Using singlet-triplet states in coupled dots
Using a neutral exciton as the ‘probe’ brings with it two disadvantages. Most impor-
tantly, the bright X0 states are split and mixed by the anisotropic-exchange interaction.
This interaction with a typical energy of around 10 µeV was neglected in the previous
discussion, but it acts like a built in in-plane magnetic field for the exciton that can
easily overwhelm a small Overhauser field [130]. Another issue is that due to the neutral
exciton’s very simple level scheme, it is not possible to spectrally separate the resonant
excitation laser from the quantum dot emission. Typically, a crossed-polariser scheme
is used to suppress the excitation laser by around six orders of magnitude, giving access
to the quantum dot resonance fluorescence. However, this is not an option in this case,
since field sensing requires access to the polarisation state of the quantum dot photons.
Chapter 5. Monitoring the nuclear spin environment of a coupled quantum dot 133
Both these issues can be solved by using a two-electron coupled quantum dot featuring
singlet-triplet (S−T ) ground states [115]. To use this system, a dot pair must be found
that exhibits the X2− charging region with accessible S and T ground states. At small
magnetic field the relevant part of the X2− level scheme simplifies to a Λ scheme as
shown in Figure 5.13a.
Excited states
Triplets
∣∣S〉
(a)
∣∣ ↓, ↑↓⇑ 〉 ∣∣ ↑, ↑↓⇑ 〉
∣∣ ↓, ↑↓⇓ 〉 ∣∣ ↑, ↑↓⇓ 〉
∣∣ ↓, ↓ 〉 ∣∣T0〉 ∣∣ ↑, ↑ 〉
∣∣S〉
(b)
Figure 5.13: (a) A simplified level scheme in the X2− system at zero field. Optical
transitions between the triplets and the singlet (
∣∣S〉) are efficient. (b) A magnetic
field splits the triplet and excited manifold revealing the full 8 levels. The straight
arrows represent the possible transitions from the singlet when driving them with a
laser. Wavy arrows represent paths of radiative emission from the excited states to the
triplet (
∣∣T0〉).
A magnetic field along zˆ splits the triplet manifold into three and the excited state
manifold into four as shown in Figure 5.13b. The
∣∣S〉 = 1√
2
[∣∣ ↑, ↓ 〉− ∣∣ ↓, ↑ 〉] state
plays the role of the ground state in the previous analysis. The role of the excited states
is played by
∣∣ ↓, ↑↓⇑ 〉 and ∣∣ ↑, ↑↓⇓ 〉. Transitions from ∣∣S〉 to ∣∣ ↑, ↑↓⇑ 〉 and ∣∣ ↓, ↑↓⇓ 〉 are
forbidden if the magnetic field is along the z-axis.
In this system, the optically excited states consist of a spin singlet plus an unpaired
electron and hole in separate quantum dots, so that the electron-hole interaction is
negligible. This means no built-in effective field is present. Furthermore, if the tunnel
barrier between the two dots is sufficiently thin, the S and T ground states can be split
by a large energy of ∼ 1 meV [82]. Therefore, the dot can be driven with a laser on
the singlet transition, spectrally separate from the triplet channel (in which half the
dot emission occurs), allowing the two to be separated with a grating without affecting
the polarisation of the dot light. It has been shown that a fast effective relaxation
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from triplet to singlet states can be engineered in coupled quantum dots by keeping the
tunnel barrier between the reservoir and the quantum dot layer less than 50 nm [82],
so that after emission in the triplet channel, the system is quickly reset (within a few
nanoseconds) to the singlet ground state. This ‘reset’ time should be fast compared to
the radiative lifetime (around 1 ns) in order to increase the measurement rate. Finally,
by choosing which of the two quantum dots of a pair to excite, the nuclear field in either
the left or right quantum dot can be probed. Due to the advantages mentioned above,
it is decided to use this system to experimentally demonstrate the field sensing scheme.
5.2 Field sensing demonstration
With the basic principle understood an experimental demonstration can be attempted.
To perform a proof of concept experiment an external magnetic field in the zˆ (growth)
direction is used to emulate the Overhauser field. By varying the strength of the ex-
ternal field and recording the photon count in a particular basis for a known driving
polarisation, the experiments conducted in silico above can be performed in the lab.
To facilitate the experiment, the microscope setup of Chapter 4 is modified slightly as
shown in Figure 5.14.
Spectral suppression stage
Silicon APD
X
Y
Z
Monochromator
1
2
Figure 5.14: The experimental setup used for the field sensing experiment. The
elements of the spectral suppression stage and microscope are described elsewhere in
this thesis. The quarter wave plate in the microscope setup (green rectangle) is moved
from position 1 to position 2 depending on the exact experiment at hand.
Wavelength and power stabilised light from the setup detailed in Section 4.1.4 is sent
through the spectrometer working in monochromator mode to further suppress the laser
side bands (it was demonstrated in Section 4.4 that this gives an additional factor of
10 suppression when using the spectral suppression setup). The light then passes via
Chapter 5. Monitoring the nuclear spin environment of a coupled quantum dot 135
fibre to the microscope. One change to the microscope is that the quarter wave plate
(green rectangle in the schematic) is moved from the excitation arm to the collection
arm, depending on the desired collection and excitation basis. Additionally one of the
excitation pathways is removed, which allows the first beam sampler in Figure 4.4 to be
removed. This ensures that the polarisation of the excitation light is not altered by the
beam sampler’s birefringence. The light collected from the microscope is passed to the
spectral suppression stage where the excitation light is filtered out. Finally this filtered
light is passed to a silicon avalanche photo-diode (APD).
This setup allows a quantum dot to be excited with light of arbitrary polarisation, and
the fluorescence analysed in any polarisation so long as it is spectrally detuned from the
excitation light.
5.2.1 Dot characterisation
By searching the sample and inspecting the PL, a dot is found which exhibits the required
X2− charging region with the singlet triplet states accessible. It is identified by looking
for the characteristic shape of the X2− transitions in a PL gate sweep, as determined in
Chapter 3. The dot is first characterised using the techniques of Chapter 4.
Mapping out the S − T transitions
The PL gate sweep for this dot is the one shown and fitted in Figure 3.20 of Chapter 3.
Figure 5.15 shows the peak positions extracted from the PL gate sweep in theX2− region,
and the calculated singlet triplet splitting. The red and blue transitions correspond to
the red and blue arrows in Figure 5.13a. There is another set of 4 excited states not
shown in Figure 5.13a where the hole is in the left-hand dot, with a corresponding
emission that is around 70 meV higher in energy (the energy difference is due to the
difference in sizes of the quantum dots in the pair). For this reason, dots R and L are
also referred to as the red and blue dots respectively.
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Figure 5.15: The energies of the singlet and triplet transitions in the (a) blue and
(b) red dot extracted from the photo-luminescence (PL) gate sweep. The difference
between the singlet and triplet transition energies has a minimum at the sweet-spot
which occurs at the dashed line in the blue (c) and red (d) dots.
The system’s ‘sweet-spot’ is found at the minimum of the S − T splitting, which occurs
here around −180 mV. At this voltage the singlet and triplet states are to first order
insensitive to the magnetic and electric field fluctuations [115]. The S and T transitions
are separated by around 0.7 nm, which would allow a suppression of ∼ 2.6×106 between
light at the singlet and triplet wavelengths using the spectral suppression setup described
previously.
In non-resonant PL measurements, the generation of charges around the quantum dot
causes the dot transitions to shift in energy and gate voltage. To find the unperturbed
transition energies, resonant dT gate scans of the singlet and triplet are performed. Gate
scans of the red dot are shown in Figures 5.16a and 5.16b.
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(a)
(b)
Figure 5.16: dT gate scans of the triplet (a) and singlet (b) transitions at 0 T.
Given the Λ level scheme in Figure 5.13 one would expect strong spin pumping when
driving the S or T transitions with a single laser. Essentially, driving the singlet tran-
sition would quickly result in the system being shelved in the triplet state, where it is
no longer resonant with the driving laser. This means that the resonant signal should
show negligible contrast; however this is not observed in the measurements here. The
reason for the maintained contrast is fast co-tunnelling with the reservoir accross the
whole gate voltage range, which acts as a fast relaxation channel from the triplet to the
singlet ground states, as has been seen in similar samples previously [82]. The fact that
at a temperature of 4 K relaxation from T down to S is much faster than in the opposite
direction, means that shelving in the T state is not as efficient as in the S state. This is
reflected in the 10 times lower contrast of the T transition (Figure 5.16a) compared to
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the contrast of the S transition (Figure 5.16b).
Choosing which transition to pump
Either the singlet transition (blue) can be driven, and fluorescence detected on the triplet
transition (red), or the other way around. To decide between the two options, saturation
and photoluminescence excitation (PLE) type experiments are performed.
Figure 5.17 shows the data from saturation experiments on the singlet and triplet tran-
sitions. Fitting these plots by the expressions in Section 4.3.7 allows extraction of the
relation between power and Rabi frequency (as done in Section 4.3.7).
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Figure 5.17: Saturation measurements of the singlet and triplet transitions performed
with differential transmission. The peak heights of the triplet (a) and singlet (b) transi-
tions, and the linewidth of the singlet (c) are extracted from these measurements. The
linewidth of the triplet cannot be extracted due to low signal-to-noise.
The singlet linewidth of 2.4 µeV can be extracted from the saturation width but a low
signal-to-noise ratio prevents extraction of the triplet width in this way. Instead a triplet
Chapter 5. Monitoring the nuclear spin environment of a coupled quantum dot 139
linewidth of 6.7 µeV is extracted from Figure 5.16a. These measurements show that the
absorption contrast of the triplet is ∼ 10 less than for the singlet.
This can be investigated further by comparing PLE for both the singlet and triplet. In
these experiments the excitation laser is linearly polarised and strongly attenuated by
an analyser. The experiment in Section 4.4 is repeated by scanning the gate in a small
region around where the singlet and triplet are resonant. Figure 5.18 shows two data
sets: one where the laser is resonant with the singlet (right), and one where the laser
is resonant with the triplet (left). The figure shows the half of each data set containing
the PL signal from the dot and not the laser.
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Figure 5.18: Comparison of the photoluminescence excitation (PLE) signal when
driving either the singlet or triplet transition.
Driving the triplet and observing the singlet gives a count rate of ∼ 100 ± 20 Hz com-
pared to ∼ 1000 ± 100 Hz the other way round, giving a contrast of around 10. This
is consistent with the difference in contrast in the dT scans, and also with previous
observations of S − T states in these quantum dots [82]. For the sensing experiment it
is advantageous to have bright transitions, and so in the implementation the singlet is
driven and fluorescence collected from the triplet.
Characterisation of magnetic response and anomalous transitions
To demonstrate a proof of concept of the field sensing scheme using an external magnetic
field, the magnetic properties of the quantum dots should be known in advance. To
investigate this, dT gate scans of the singlet are taken at various magnetic fields. From
the level scheme in Figure 5.13b, it is clear that the singlet should split into two lines
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corresponding to the red and blue straight arrows. In fact, Fig. 5.19 shows that the
singlet is split into three lines, the expected red and blue branches plus an unexpected
middle branch. Even more surprisingly, at higher fields the middle line is only present
in a restricted range of gate voltages. The range of gate voltage in which it appears,
depends on the laser wavelength and the direction in which the gate is swept.
(a) (b)
Figure 5.19: dT gate sweeps of the singlet transition at (a) 500 mT and (b) 600 mT.
At 500 mT the middle transition is present throughout the entire range of gate volt-
ages. However, from ∼ 600 mT upwards it only appears for certain gate voltages and
wavelengths. To extract the g-factor and diamagnetic shifts of the transitions, the line
position is extracted directly by scanning the laser wavelength across the transitions at
a fixed gate voltage for different magnetic fields. The fitted peaks from the dT traces
are shown in Figure 5.20.
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Figure 5.20: Transition energies extracted from dT sweeps at different magnetic fields.
Peaks are manually assigned to either the red or blue Zeeman transitions, or the middle
anomalous transition. Red and blue lines show parabolic fits to red and blue Zeeman
transitions respectively. A fit to the middle anomalous transition is shown by the blue
dashed line. Magenta points are additional, anomalous peaks seen in the data which
are not assigned to any transition.
The peaks are assigned to either the blue, middle or red transition and parabolas are
fitted to them to extract the g-factors and diamagnetic shifts. The fitting parameters
are shown in Table 5.1.
linear coefficient diamagnetic coefficient
Blue line 0.25± 0.05 14.11± 2.03
Middle line 0.01± 0.08 12.27± 4.42
Red line −0.22± 0.17 13.08± 6.38
Table 5.1: The g-factors and diamagnetic coefficients extracted from parabolic fits to
the peak positions.
All three lines are consistent with a diamagnetic shift of 14 µeV/T2. The red and
blue lines are consistent with an effective exciton g-factor of around 0.5 and fitting the
difference between the red and blue line directly results in an even tighter estimation
of 0.49± 0.02. In addition to the red, blue and middle lines, some additional peaks are
observed which are shown in magenta on Figure 5.20. The origin of the middle transition
and its detailed behaviour are explored further in Section 5.2.3.
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5.2.2 Field sensing demonstration
Method
To demonstrate the field sensing mechanism the laser is tuned near to the singlet tran-
sition. The spectral suppression stage is aligned such that it passes quantum dot light
at the wavelength of the triplet transition, whilst suppressing the reflected driving laser
light. The output of the suppression stage is sent to the APD. Typically 80% of the
signal on the APD comes from the quantum dot and the rest from the remaining un-
suppressed laser light. The count rate is recorded whilst the gate voltage is swept over
the singlet resonance. This is repeated at magnetic fields from −700 mT to +700 mT.
Figure 5.21a shows a typical dataset generated by this experiment. The color scale gives
the count rate on the APD. To understand the pattern in this data, the cartoon in 5.21
shows the singlet transitions (blue lines) as a function of gate voltage, for zero field,
−400 mT and −600 mT. For zero field all the excited sates are degenerate and so only
one transition is seen. As the gate is swept the singlet moves into resonance at two
different voltages (magenta circles) and so two peaks are seen in the count data. When
the field strength is increased to −400 mT the singlet splits into three transitions, but
they are still sufficiently close that the laser intersects with each of them at two different
voltages, leading to six resonances in total. At −600 mT the blue transition has been
moved to such high energy that laser never intersects it. The middle and red Zeeman
lines still intersect the laser twice, and so a total of four resonances are seen.
This experiment is repeated for different combinations of excitation and collection polar-
isation, following the simulations in Section 5.1.1. To connect this data to the theoretical
predictions of Section 5.1, the height of the peaks is extracted since these are related to
the detection probabilities. From the peak height, the likelihood functions in Figure 5.4
can be recreated.
Results
The data for exciting and detecting in the H and V bases are shown in Figures 5.22.
The data points in each figure show the extracted count rate of the middle peak. The
red lines shows the count rates predicted from a phenomenological steady state model
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Figure 5.21: (a) A typical field-sweep dataset from the field sensing experiment,
collected with excitation and collection in the H basis. (b) As the magnetic field
increases, the singlet transitions (blue lines) move with respect to the laser (red line)
giving rise to several resonance in the data (magenta circles).
described in Section 5.2.3 which uses information extracted from the characterisation
steps. To match the data, the simulation results are scaled and an offset is added to
account for stray laser counts.
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(a) H excitation, H detection
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(b) H excitation, V detection
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(c) V excitation, H detection
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Figure 5.22: Data collected when exciting and detecting in the H and V bases. Blue
points are the extracted peak heights and the red lines are predictions from the model.
The simulation results are qualitatively similar with those in Section 5.1. The peak
height in the case of identical excitation and collection bases, is much reduced and the
data fit this, although the contrast is poor due to the remaining unsuppressed laser
light. There is significant disagreement between the data and the model for orthogonal
excitation and collection bases, even taking measurement error into account.
The data for collection in the D and A bases are shown in Figure 5.23. Here the
agreement is much better although the large field data sometimes diverge from the
simulation. The data recreate the unambiguous asymmetry in count rate with respect
to magnetic field, predicted by both the simple and 8-level model.
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(a) H excitation, D detection
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(c) V excitation, D detection
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(d) V excitation, A detection
Figure 5.23: Data collected when exciting in the H and V bases, and detecting in
the D and A bases. Blue points are the extracted peak heights and the red lines are
predictions from the model.
The data for R and L detection are shown in Figure 5.24. For these collection bases,
only data for excitation in H was recorded. Both the simulation and the data show no
change in the detection probability with field.
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(b) H excitation, R detection
Figure 5.24: Data collected when exciting in the H basis and detecting in the R and
L bases. Blue points are the extracted peak heights and the red lines are predictions
from the model.
Finally, the data (not shown) for exciting in R and L and detecting in any linear basis
showed no variation in the count rate with field as predicted by both the simple and
8-level model.
The deviations from theory are most likely related to the appearance of the anomalous
middle transition in Figures 5.19a and 5.19b. Whilst the data do not completely follow
the predictions, they do so closely enough that the system can still be used as a field
sensor. The next section details how this can be done.
Usage and performance as a field sensor
Given the system as characterised above, only the A and D collection statistics under
linear excitation show the expected variation for the sensing mechanism. Nevertheless
there is still sufficient information to use the system to measure magnetic or Overhauser
fields up to ∼ 60 mT with an alteration to the sensing procedure. Since only one of
the two curve ‘types’ in Figure 5.5 is known for this system, the Bayesian estimation
routine cannot be used. Instead, the detection events on channel H and D together (for
normalisation) can be used to directly calculate the estimate of the field.
For illustrative purposes the count rate in detection channels A and D is assumed to
follow the modelled curves (red) in Figures 5.23a and 5.23b exactly, referred to in the
following as cA(Bz) and cD(Bz) respectively. To get the probability that a photon is
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detected in either the D or A channel the count rates should be normalised to give
PrA =
cA
cA + cD
(5.21)
PrD =
cD
cA + cD
(5.22)
where the Bz argument has been suppressed for clarity. These curves could be measured
in a known static magnetic field beforehand to calibrate the system, to account for the
variation in g-factor between quantum dots for example. Following a measurement run
where nA photons are counted in the A channel, and nD photons in the D channel, an
estimate for the value of PrA is given by pA = nA/ (nA + nD). Given this, the predicted
value of the field can be read off of the calibration curve, which in Figure 5.25a is labelled
B˜.
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Figure 5.25: (a) Mapping from the observed A detection probability PrA to a pre-
dicted value of the field B˜. Errors in the former (black arrows) map onto errors in the
latter (red arrows). (b) How the absolute error in the field σB˜ changes with the applied
field and number of observed photons. Each line corresponds to a different number of
photon detection events (as shown in the legend).
Note that any error in pA (σpA , black arrows) is mapped straightforwardly onto an error
in B˜ (σB˜, red arrows). To quantify this it is assumed that nA and nD are shot noise
limited and so σnA =
√
nA and σnD =
√
nD. Then it can be shown that the error on
the estimated probability is
σpA =
1
N
√
n2DnA + n
2
AnD (5.23)
where N = nA + nD is the total number of photons counted across both channels.
Chapter 5. Monitoring the nuclear spin environment of a coupled quantum dot 148
To find the corresponding upper and lower bounds on B˜, the values of the field which
correspond to pA + σpA and pA − σpA are found, as shown in the figure. In general
the bounds will not be symmetric as the gradient of the calibration curve PrA is not
constant. Figure 5.25b shows how the absolute error in the predicted value varies as a
function of the real magnetic or Overhauser field present, and crucially on the number of
observed detection events across both channels. The error in B˜ is smallest around zero
field, because the gradient of PrA is highest here. As the field increases, the magnitude
of the gradient of PrA decreases and so errors in pA map into larger errors in B˜. The
artefacts at large field are cause by the upper (lower) error margin in pA moving above
(below) the maximum (minimum) of cA. When this happens there is no value of cA to
match the upper error margin of pA and so the field that maximises cA is predicted.
Figure 5.25b shows that to achieve a measurement uncertainty of around 0.2 mT for a
field of < 50 mT requires N = 10, 000 photon events. Using again a collection efficiency
of 66%, detection efficiency of 10% and radiative lifetime of 84 ps, such a measurement
would take 10, 000× 84 ps/ (0.66× 0.1) ≈ 12.7 µs.
In the next section the anomalous system behaviour is documented in detail. The 8-level
model used to model the field sensing data is built and motivated by observations in the
data. Two possible explanations for the observed anomalies are given.
5.2.3 Anomalous behaviour and 8-level model
The anomalies seen in the data all revolve around the appearance of a middle unexpected
transition line. Its behaviour is used to inform the model of the system used in Section
5.2.2 which has some success at explaining the features.
Anomalous singlet behaviour
The routine dT gate sweeps performed to characterise the singlet transition showed the
appearance of a middle line, deviating from the expected two lines expected from the
level diagram in Figure 5.13b. Figure 5.19a showed a dT gate sweep at 500 mT where
the middle line was clearly visible. The line is also visible in the magnetic field sweep
data set shown in Figure 5.21a, as well as the wavelength sweeps used to extract the
g-factors and diamagnetic shifts. The g-factor extracted for this peak both from the
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data in Figure 5.20 and from the dT sweeps was consistent with 0. The middle line also
had the same diamagnetic shift as the red and blue Zeeman lines.
One of the most striking effects is the sudden disappearance of the middle line during
dT gate sweeps at higher magnetic fields. Up to 500 mT (Figure 5.19a) all three lines
are consistently present throughout the dT sweep, irrespective of gate sweep direction.
At 600 mT (Figure 5.19b) the middle line switches off abruptly when the wavelength
is increased. This occurs for both scan directions but the the critical wavelengths are
different. From 750 mT upwards (Figures 5.26b and 5.26a) this effect intensifies and the
middle line only turns on in one half of the figure, determined by the sweep direction.
(a) (b)
(c) (d)
Figure 5.26: dT gate sweeps of the singlet transition at 750 mT scanning the gate
from (a) low to high voltage, and (b) high to low voltage. Fits to the extracted peaks
are shown in (c) and (d). The magenta curve in (c) and (d) is fit to the middle line.
The green curve is fit to the points on the low energy line when the middle transition
is ‘on’. The red and magenta arrows in (a) are referred to in the text.
At 750 mT and 1 T (not shown) the red Zeeman line subtly shifts to slightly higher
energy when the middle transition appears. This is shown by the green curves in Figures
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5.26c and 5.26d which are fits to the red Zeeman line in the wavelength range where the
middle transition is seen. In this region the red Zeeman line shifts up in energy by 3.2
µeV when the gate is scanned from low to high voltage (left to right). The same occurs
when scanning from high to low voltage (right to left) but the shift is only 1.8 µeV. The
same shift is seen at 1 T, with a low to high shift of 3.5 µeV and high to low shift of 1.8
µeV.
At fields greater than 1.25 T the middle transition doesn’t appear at all, regardless of
the direction of the gate sweep (left to right). Instead, a new feature appears in the
form of ‘satellite’ transitions (additional transition lines) slightly below the red and blue
Zeeman lines. These are shown by the dashed lines in Figures 5.27c and 5.27d for fields
1.25 T and 1.5 T.
(a) (b)
(c) (d)
Figure 5.27: dT gate sweeps of the singlet transition at (a) 1.25 T and (b) 1.5 T.
The data for each field are fitted in (c) and (d) respectively, showing more clearly the
smaller satellite peaks (red and blue dashed lines).
For both fields, the satellite spitting in the upper line is ∼ 4.55 µeV, and for 1.5 T
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the satellite splitting in the red line is ∼ 7.1 µeV. (The red satellite splitting at 1.25 T
cannot be reliably identified).
The final piece of evidence is provided by the field sweeps taken under circularly polarised
excitation. These data sets are shown in Figure 5.28. It is seen that at a critical field
magnitude around 300 mT (marked by the dashed black line), the system switches
abruptly in one field direction from displaying the middle line only, to displaying the
blue line only. When excited with R polarised light the middle transition remains the
only transition from −700 mT up to +300 mT at which point it turns off and the blue
transition turns on. When excited with L polarised light the middle transition is the
only transition from +700 mT down to around −300 mT at which point it turns off and
the blue transition turns on over the space of around 40 mT. In both cases the middle
transitions is broadened in the direction of the gate sweep.
(a) (b)
Figure 5.28: Data collected when (a) exciting in R and collecting in V, and (b)
exciting in L and collecting in D.
The origin and detailed behaviour of the unexpected middle transition is not fully un-
derstood at present. Nevertheless, we can shed light on some of the anomalous features
by extending the simple model of Section 5.1.1 to include all 8 levels of the single and
triplet system shown in Figure 5.13b.
8-level model
A Hamiltonian to describe the relevant levels is built up using the methods in Chapter
3. The singlet energies are set by using a fit to one of the dT traces and other electro-
static energies are derived from them to ensure accurate matching to the data. A laser
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interaction Hamiltonian is added to this, which reads (in a rotating frame)
Hint =
ΩR
2
(∣∣S〉〈 ↓, ↑↓⇑ ∣∣+ f ∣∣S〉〈 ↑, ↑↓⇑ ∣∣)+ (5.24)
ΩL
2
(∣∣S〉〈 ↑, ↑↓⇓ ∣∣+ f ∣∣S〉〈 ↓, ↑↓⇓ ∣∣)+H.c. (5.25)
where ΩR and ΩL are Rabi frequencies of the the right and left-hand circularly polarised
components of the laser interaction, and f is a factor which controls the forbidden
transition strength relative to the dipole allowed ones (normally f would be very small).
The steady state of the system is found using a steady state master equation solver [135]
with collapse operators to describe spontaneous emission, mixing between the excited
state manifold, and mixing between the singlet and triplet states. The latter is known
to be present due to the lack of spin pumping.
The experiments are emulated as closely as possible by stepping the magnetic field and
sweeping the gate voltage, and at each point calculating the dT contrast and photon
detection probability from the steady state solution ρss. The dT contrast is proportional
to the imaginary part of the coherences between the ground and excited state of a
transition [62]
dT
T
∝ Im[〈S| ρss |↑, ↑↓⇓〉+ 〈S| ρss |↓, ↑↓⇑〉]+ (5.26)
Im[〈S| ρss |↑, ↑↓⇑〉+ 〈S| ρss |↓, ↑↓⇓〉] (5.27)
The photon count rate is extracted by applying projectors similar to those in Section
5.1.1. For example the count rate when detecting in the H basis is proportional to
〈H| ρss |H〉+ 〈Hf | ρss |Hf〉 (5.28)
where the projectors are constructed in a similar way to before as
∣∣H〉 = 1√
2
(∣∣ ↓, ↑↓⇑ 〉+ ∣∣ ↑, ↑↓⇓ 〉) (5.29)
∣∣Hf〉 = 1√
2
(∣∣ ↑, ↑↓⇑ 〉+ ∣∣ ↓, ↑↓⇓ 〉) (5.30)
With f set to 0 this model recreates the ‘standard’ two Zeeman split transitions.
Two hypotheses are given below to explain first how the forbidden transitions in the
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system might be responsible for the observed peak, and secondly how nuclear spin po-
larisation may be the cause.
Dark state hypothesis
In this first hypothesis the middle line is assumed to arise from the usually forbidden
singlet transitions (i.e. the two S transitions marked by arrows in Figure 5.13). It is
known from earlier measurements that the red and blue Zeeman lines are split according
to a g-factor of 0.5, and the middle line has g-factor of 0. The splitting of the bright
excitons is equal to the difference of the electron and hole g-factor so these are constrained
to |gLe − gRh | = 0.5. Setting gLe = −0.25 and gRh = 0.25 satisfies this constraint and also
aligns both forbidden transitions with the middle transition. Putting f = 1 turns on
the forbidden transitions giving rise to a strong middle transition which is brighter than
the individual allowed transitions since it consists of two overlapping resonances. These
g-factors are in range of those previously measured in similar systems [80, 136, 137].
The dT simulation using these parameters as well as peak positions extracted from
the data in Section 5.2.2 are shown in Figure 5.29a. The peak positions from the dT
simulation are then extracted and plotted on top of the data in Figure 5.29b (black
crosses). The laser wavelength in the simulation is tuned so that the peaks at zero field
match up with the data.
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(a)
(b)
Figure 5.29: Comparison between the simulated field-sweep experiments and the
experimentally collected data. (a) Experimental data (points and lines) is plotted on
the simulated differential transmission gate scan. The simulated peaks are labelled
according to what excited state they involve. (b) Peaks extracted from the simulation
in (a) (black crosses) are plotted on one of the data sets used for the field sensing
demonstration. The peaks in the data are labelled with their polarisation which agrees
with the simulation.
There is agreement on the position of the middle and blue peaks as well as the polarisa-
tion of all the peaks. However this simulation cannot predict the kink in the behaviour
nor the position or broadening of the red Zeeman line (outer transition in Figure 5.29b).
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Nevertheless this model has some success in predicting the photon count data in Section
5.2.2. In this model the ‘forbidden’ transitions contribute to the count rate and dT
contrast, though they do not strictly take part in the field sensing mechanism since their
effective g-factor is zero.
Since this hypothesis can reproduce some of the behaviour it is worth exploring how it
could come about in experiment. In particular; what could be the mechanism that allows
the ‘forbidden’ transitions to become strongly allowed? Figures 5.30 show the effect of
a coherent mixing term that couples
∣∣ ↑, ↑↓⇓ 〉 ↔ ∣∣ ↓, ↑↓⇓ 〉 and ∣∣ ↑, ↑↓⇑ 〉 ↔ ∣∣ ↓, ↑↓⇑ 〉.
This causes the excited states to hybridise such that the dark states pick up some light
component.
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Figure 5.30: Photon counts at 0 T (a) and dT gate scan simulations at (b) 0 T and (c)
500mT of one of the singlet transitions for different values of the excited state mixing
term. The forbidden transition factor is set to zero.
Figure 5.30a shows the effect on the simulated photon count rate. When the mixing
term is zero the simulation fits the data well, however as the coupling is increased the
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zero field splitting becomes larger than admissible by the data. This is also the case
for the simulated dT line shown in Figure 5.30b at a different wavelength (and hence a
difference gate voltage). Figure 5.30c shows that the coupling does indeed brighten the
dark states (the middle line lights up when the coupling is increased) however this only
occurs for coupling strengths ruled out by the lack of zero field splitting. Even then, the
strength of the middle transition is insufficient to explain the data. A constant coupling
thus cannot be the cause, but a field dependent coupling that is zero at 0 T is not ruled
out, since this would still fit the data at 0 T.
Dragging hypothesis
A second hypothesis is that the middle line consists of the bright transitions which are
dragged into the middle by an Overhauser field generated whilst dragging over the blue
Zeeman branch. In this hypothesis, when the laser is scanned across the blue Zeeman
transition, it generates nuclear polarisation through the dragging mechanism (see Sec-
tion 2.6.2) which opposes the external field, and thus decreases the Zeeman splitting.
Eventually the Overhauser field is sufficiently strong to completely cancel the Zeeman
splitting so the red and blue Zeeman transitions lie on top of each other, appearing as
a single middle line. Complete cancellation of an external field and switching similar to
that seen in Figure 5.28 has been previously observed in InGaAs quantum dots [137]. A
dynamic Overhauser field phenomenologically added to the model can reduce the sin-
glet splitting and recreate the peak positions seen in the dT data. This model produces
data qualitatively similar to that in Section 5.2.2 but again predicts the large dip for
orthogonal excitation and collection bases, which is not seen in the data (for example,
in Figure 5.22b).
The involvement of the nuclear spins is strongly hinted at by the abrupt turn on of the
middle transition and by the plateaus seen in the dT gate scans, examples of which are
shown in Figure 5.31. These plateaus are reminiscent of the line dragging seen in single
quantum dots [99, 100]. The traces in Figure 5.31a correspond to the two consecutive
traces in Figure 5.26a highlighted by arrows of the same colour.
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Figure 5.31: Selected dT traces from the dT gate sweeps at (a) 750 mT and (b) 1
T, showing the middle transition and unusual line-shapes. In both figures the gate was
scanned from low voltage (left) to high voltage (right).
If there is any nuclear polarisation remaining after passing the middle transition this
would decrease the Zeeman splitting and so could explain the shift of the red Zeeman line
to higher energies. The difference in the magnitude of this shift when scanning the gate
voltage to the left or to the right could be related to the fact that the singlet transition
minimum is not quite in the centre of the X2− charging region. Because of this, the
co-tunnelling rate with the back contact is not equal on either side of the minimum,
and it is known that co-tunnelling has a large effect on the presence and magnitude of
dynamic nuclear polarisation.
With the middle line and other anomalies potentially related to the nuclear polarisation
this leaves the dark states free to explain other features. A dark-bright exciton splitting
(δ2) coupled with fine tuning of the ratio between the electron and hole g-factors can
place the forbidden transitions at roughly the locations of the satellite peaks seen in
Figure 5.27 (shown through simulations).
So although this hypothesis can qualitatively explain some of the data, a microscopic
explanation still remains to be found. A particular failure of this hypothesis is that
if dragging is responsible, it is not clear why there is no evidence of this effecting the
red Zeeman lines. It is noted that the bright transitions that give rise to the singlet
transitions are similar in some ways to those in the X0 . In both cases the ground state
has zero spin and the excited state has a single unpaired but well defined spin state (an
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unpaired electron in dot L). This could suggests that the same mechanism for generating
polarisation in the X0 case would work for the X2− .
5.3 Gate controlled effective field
Finally this section develops a compensation scheme complementary to the field sensing
already described. This scheme is designed around the singly charged coupled quantum
dot. The idea is based on the fact that by operating the device in the region near a
tunnelling anti-crossing, the electron wavefunction can be distributed in a controllable
way between either of the dots. Starting with a pair of tunnel coupled dots, a strong
Overhauser field is generated in the left (L) dot. The gate voltage can be tuned such
that the electron wavefunction is mainly in dot L where it would feel the full effect
of the Overhauser field. The spin states would then be split by the Overhauser field.
Alternatively, the voltage can be tuned the other way such that the electron wavefunction
is mainly in the right (R) dot. Far enough away from the anti-crossing it would feel
a negligible effect of the Overhauser field, since its wavefunction would only extend
minimally into dot L. In between these two cases the electron is distributed between
dots L and R and so the effective field strength that it feels can be continuously tuned.
5.3.1 Field cancellation
To quantify this idea the model of Chapter 3 is invoked again. Interaction of the electron
with the Overhauser field is modelled by adding an additional term
1
2
A
(
σL · IL + σR · IR
)
(5.31)
to the ground state Hamiltonian in (3.8). Term A governs the hyperfine coupling
strength and IL and IR are vectors specifying the nuclear polarisation in each dot.
The Pauli matrices are those defined in (3.7). An Overhauser field of strength 3 meV is
applied. This splitting is far larger than that obtainable in InGaAs quantum dots, but
is used here to make the effects more obvious. Figure 5.32 shows the energies (top) and
the two lowest energy ground states in the system (bottom) labelled
∣∣G1〉 and ∣∣G2〉.
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Figure 5.32: Sweeping the gate voltage of a coupled double quantum dot charged
with a single electron a strong Overhauser field in dot L. The arrows in (a) denote the
magnitude and and gate voltage positions of the anti-crossings.
Far to the right the ground state splitting is only 16 µeV since they are almost purely∣∣0, ↑ 〉 (99.5%) and ∣∣0, ↓ 〉 (99.3%) respectively. The vast majority of the electron wave-
function is in dot R where there is no field and so the splitting is negligible. Far to the
left the states change so that the electron wavefunction is mainly in dot L (98.6%
∣∣ ↑, 0〉
and 99.2%
∣∣ ↓, 0〉 respectively). Now the full effect of the field is felt and the two states
are split by around 3 meV. Between these limits the electron feels some fraction of the
field depending on the gate voltage. Through this mechanism the ground state splitting
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Figure 5.33: Demonstration of the field cancellation in a pair of coupled dots.
of a spin qubit in the states
∣∣G2〉 and ∣∣G1〉 be continuously varied.
The compensation mechanism is demonstrated by adding a nuclear polarisation in dot
R by setting of strength 1 meV in the opposite direction to dot L. This emulates the
instantaneous zˆ component of the Overhauser field arising from uncontrolled thermal
fluctuations. (This is again around 3 orders of magnitude larger than typical values in
order to illustrate the idea better). Figure 5.33 shows the system energy levels in this
scenario.
Far on the right the ground states are no-longer degenerate because of the Overhauser
field fluctuation. However, it is clear from the figure that a gate voltage exists (shown
by the dashed black line) where the splitting of the ground states is zero. At this gate
voltage the artificially generated field in dot R has been used to cancel out the field in
dot L.
5.3.2 Transitions
The field cancellation mechanism can be monitored by looking at the transition energies
of the quantum dot. Figure 5.34 shows the X1− transitions with an Overhauser field
in dot L in the +zˆ direction, and an Overhauser field along dot R in the −zˆ direction.
(The field strengths are exaggerated as before.)
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Figure 5.34: Transitions in the 1 electron coupled dot system in the presence of an
Overhauser field in both dots in opposite directions.
The black and magenta lines show transitions from the ground states
∣∣G1〉 and ∣∣G2〉
to two of the excited states
∣∣G1〉 and ∣∣G2〉. At low and high voltages the transitions
are split owing to the Overhauser field. The gate voltage where the fields in dot L and
R cancel out is shown by the dashed black line. These transitions provide a means of
monitoring the effective ground state splitting (along with a small contribution from the
hole hyperfine interaction).
5.3.3 Anti-crossing separation
It is visible in Figure 5.32 that the ground state anti-crossings do not occur at exactly
the same gate voltage. This is problematic for a spin qubit stored in states
∣∣G1〉 and∣∣G2〉 because the coherent tunnelling induced oscillations would not occur at the same
frequency for each, thus the qubit would eventually dephase. The separation of the anti-
crossings is proportional to the difference in Zeeman splitting between the two uncoupled
dots, so as long as the applied fields are low this problem can be alleviated.
5.3.4 Experimental demonstration
With the model built and mechanism understood, an experimental demonstration would
use line dragging to generate an Overhauser field in dot L of a coupled dot pair, and then
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use the transitions of Section 5.3.2 to determine that the effective splitting could be tuned
by varying the gate voltage. Unfortunately no evidence of nuclear spin polarisation could
be seen when attempting to drag transitions lines of the dot chosen for the experiment.
Therefore the demonstration could not be achieved since the key element (a large enough
Overhauser field) could not be generated. It was concluded that fast co-tunnelling with
the back contact was responsible for the lack of nuclear polarisation, supported by the
lack of any observed spin pumping in dT measurements of the X1− transitions [82].
5.4 Conclusion
The aim of this chapter was to develop procedures for rapidly measuring the Overhauser
field, and then actively compensating for it with the aim of improving the coherence time
of a spin qubit. In Section 5.1 a procedure was devised to use quantum dot excitons
to measure the strength of an Overhauser field along the growth direction, by exciting
the system with a polarised laser, and observing the number of photons emitted by the
system in different polarisation bases.
By leveraging the additional energy level structure of coupled quantum dots a proof of
concept experiment was performed in Section 5.2 that showed some hallmarks of the
predicted behaviour. Even though the system did not behave exactly as expected, the
sensing scheme was still shown to be possible. In particular, it was shown that fields of
up to ∼ 60 mT could be unambiguously sensed in time-scales of around 100 µs. Two
hypotheses were suggested to explain the departure of the system from the expected
behaviour, but no complete understanding of the effect has been reached to date.
Finally in Section 5.3 a system was designed where an effective magnetic field could be
rapidly applied to a spin qubit in another dot by changing only the gate voltage. An
experiment was performed to demonstrate this effect by finding a dot exhibiting the
X1− charging region, and dragging one of the lines in the left hand dot to build up
nuclear polarisation. Unfortunately the experiment was not successful since no evidence
of nuclear polarisation could be seen.
Chapter 6
Towards generating photonic
cluster states using quantum dots
In 2009 Lindner and Rudolph [37] proposed that linear photonic cluster states can be
generated by sequential optical excitation and rotation of an electron spin in a single
InGaAs quantum dot. In their original proposal, dubbed the ‘photonic machine gun’,
the electron spin is excited using a fast optical pulse and the spin rotation comes from
an external in-plane magnetic field. The proposal was picked up by several groups, but
the only experimental demonstration so far comes from Schwartz et al. [40], who in 2016
used dark exciton states in InGaAs quantum dots to demonstrate the generation of a
linear cluster state showing entanglement persisting over a cluster length of five photons.
In their implementation, the electron spin of the original proposal was replaced by the
spin of a dark exciton [138]. The spin rotation was provided by the dark exciton’s
electron-hole exchange splitting so no external magnetic field was required.
Although the Schwartz experiment provided a compelling proof-of-principle of the pho-
tonic machine gun, the choice of system suffers from several drawbacks that will hinder
its use for generating practically useful photonic cluster states. Firstly, the use of the
electron-hole exchange as a built-in magnetic field means the spin rotation rate is fixed
by properties of the quantum dot and cannot be tuned. In practice, in the experiment
the rate was too fast compared to the photon emission rate of 330 ps, which limited
the fidelity of the cluster states and the corresponding entanglement length. Secondly,
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the dark exciton states have a finite lifetime of around 1 µs (before decaying to the real
quantum dot ground state), fundamentally limiting the ultimate length of cluster states
that can be created by this method.
Ideally a matter qubit like the electron spin would be used but the dynamics are com-
plicated by interactions with the quantum dot nuclear spins. The Overhauser field
influences the precession and causes decoherence. In this chapter, two implementation
of the photonic machine are proposed to attempt to overcome these problems. The first
proposal makes use of the flexibility and tunability provided by coupled quantum dots.
A level scheme is designed that allows all-optical initialisation and manipulation of a
spin qubit, and features the necessary transitions to generate spin-photon entanglement
required for cluster state generation. The second proposal uses the spin of a defect atom
such as Manganese (Mn) in the quantum dot as the qubit from which the photonic
cluster state is generated.
In Section 6.1 the Lindner and Rudolph proposal is revisited. Its basic operation is
described and it is numerically simulated in order to gather information about how the
fidelity of the scheme could be quantified in an experiment. In Section 6.2 a level scheme
for generating photonic cluster states in a coupled quantum dot system is proposed and
analysed using a theoretical model. Then in Section 6.3 the second proposal of using
the spin of a defect atom is designed and simulated to investigate its behaviour.
6.1 The photonic machine gun
6.1.1 The protocol
The machine gun protocol begins with a single electron confined in a quantum dot
initialised into a Pauli X eigenstate
∣∣+ 〉 = ∣∣ ↑ 〉 + ∣∣ ↓ 〉. Excitation of the quantum
dot with a linearly polarised optical pulse and subsequent spontaneous radiative decay
generates a photon whose polarisation is entangled with the electron spin. The electron
spin is then rotated around the Y axis by an angle of π/2. This process is depicted in
Figure 6.1
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Figure 6.1: The electron spin is initialise in the state
∣∣+ 〉 = ∣∣ ↑ 〉+ ∣∣ ↓ 〉. (a) A single
H polarised laser pulse drives both optical transitions to generate an exciton from each
branch of the ground state (red arrows) according to the Faraday geometry selection
rules. (b) the exciton recombines (blue and red arrow arrows) emitting a photon whose
polarisation is entangled with the electron spin. (c) The electron spin is rotated by an
angle of π/2 around the Y axis.
The state of the system evolves according to
∣∣ ↑ 〉+ ∣∣ ↓ 〉→ ∣∣ ↓↑⇑ 〉+ ∣∣ ↑↓⇓ 〉→ ∣∣ ↑ 〉∣∣R〉+ ∣∣ ↓ 〉∣∣L〉
→ (∣∣ ↑ 〉+ ∣∣ ↓ 〉) ∣∣R〉+ (−∣∣ ↑ 〉+ ∣∣ ↓ 〉) ∣∣L〉 (6.1)
where
∣∣R〉 and ∣∣L〉 are right and left-hand circularly polarised photons respectively.
Normalisation and global phase factors are ignored in the remainder of this chapter. By
repeating this process a chain of photons is generated which are in a linear cluster state
with the electron. For instance the state after two rounds is
∣∣ ↑ 〉∣∣R〉∣∣R〉− ∣∣ ↑ 〉∣∣R〉∣∣L〉− ∣∣ ↑ 〉∣∣L〉∣∣R〉− ∣∣ ↑ 〉∣∣L〉∣∣L〉 (6.2)
+
∣∣ ↓ 〉∣∣R〉∣∣R〉− ∣∣ ↓ 〉∣∣R〉∣∣L〉+ ∣∣ ↓ 〉∣∣L〉∣∣R〉+ ∣∣ ↓ 〉∣∣L〉∣∣L〉
A projective measurement of the electron spin disentangles it leaving the photons in a
linear cluster state [7]. To investigate the state of the photons after running the protocol,
a method is required to compare the results of the photonic machine with the desired
linear cluster state. One metric that can be used is the fidelity [139] between the desired
state and the photonic state that is generated by the machine gun. For this, the density
matrix that describes the photonic state is required. A way of obtaining this through
measurements is quantum state tomography.
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6.1.2 Tomography
Quantum state tomography is a way to experimentally determine a quantum state from
measurements. Tomography can be performed on an arbitrary state
∣∣ψ〉 of N qubits
by measuring it in all combinations of Pauli bases
∣∣M1〉 ⊗ ∣∣M2〉 ⊗ ... ⊗ ∣∣MN〉 where
Mi ∈ {
∣∣+X〉, ∣∣−X〉, ∣∣+Y 〉, ∣∣−Y 〉, ∣∣+Z〉, ∣∣−Z〉} which are the eigenstates of the Pauli
operators [140]. These measurements can be used to reconstruct the density matrix
either directly or using statistical methods. This can be applied to the photonic state
of the machine gun by noting that the photons are generated one by one, and are
thus temporally and spatially separated. To perform the measurements required to
reconstruct the photonic state, each photon can be sent into the tomography setup
shown in Figure 6.2.
By sending many copies of the photonic state into the tomography setup it will be
measured along every possible combination of the Pauli bases. The statistics gathered
from many such measurements can then be used to perform quantum state tomography
to reconstruct the density matrix of the original photonic state. To estimate the number
of copies required, a simulation is performed where the photonic state is generated by
the machine gun protocol and each photon is sent into the tomography setup. Since
only the measurement process is to be evaluated no spin decoherence is included, the
selection rules are perfectly obeyed and the rotation direction and angle is exactly as
required.
The first part of the simulation involves creating the linear cluster state following the
machine gun protocol. The spin starts in the state
∣∣ ↑ 〉+ ∣∣ ↓ 〉 and the process of optical
excitation and decay is effected by applying the rectangular operator
∣∣ ↑ 〉∣∣R〉〈 ↑ ∣∣ +∣∣ ↓ 〉∣∣L〉〈 ↓ ∣∣ which creates a new photon. The spin is then rotated by applying the
operator exp (−iσY π/4) where σY is the Pauli Y matrix. This is repeated n times and
the electron spin is projected out to generate a photonic cluster state of n photons in
the state
∣∣ψn〉.
The action of the tomography setup is simulated by randomly sending each photon in∣∣ψn〉 down path 1, 2, or 3 in Figure 6.2 and applying the appropriate Jones matrices.
The detector that clicks is randomly selected from the probability distribution found by
applying each detectors’ projectors onto
∣∣ψn〉. This process is repeated N times for the
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Figure 6.2: An optical setup which can probabilistically perform all the measurements
required for quantum state tomography of a photonic state
∣∣ψ〉. A click on detector∣∣S〉 signals that a measurement has been made in the basis ∣∣S〉. A photon entering
from the left passes through a quarter-wave-plate (QWP) at −45◦ to the vertical axis.
This rotates the
∣∣R〉 = 1√
2
(∣∣H〉+ i∣∣V 〉) component of the photon to ∣∣V 〉 and the∣∣L〉 = 1√
2
(∣∣H〉+ i∣∣V 〉) component to ∣∣H〉. The combined action of the two non-
polarising beam splitters (NPBS) is to send the photon down path 1, 2, or 3 with
equal probability. If it goes down path 1 then the polarising beam splitter (PBS) and
detectors measure
∣∣ψ〉 in the basis ∣∣R〉/∣∣L〉. If it goes down path 2 then a second QWP
at an angle of +45◦ and the PBS measure
∣∣ψ〉 in the basis ∣∣H〉/∣∣V 〉. If it goes down
path 3 then a half-wave-plate (HWP) at an angle of 22.5◦ and the PBS measure
∣∣ψ〉 in
the basis
∣∣D〉/∣∣A〉 where ∣∣D〉 = 1√
2
(∣∣R〉+ i∣∣L〉) and ∣∣A〉 = 1√
2
(∣∣L〉+ i∣∣R〉). Global
phases have been discarded.
same
∣∣ψn〉 (so N copies of the state are used up). The result is a matrixM of detection
events of size
n︷ ︸︸ ︷
6× 6× ...× 6 where the number at index (i1, i2, ..., in) in the matrix is
the number of times that photon 1 was detected on detector i1, photon 2 was detected
on detector i2, ... and photon n was detected on detector in (where ix is H, V , D,
A, R or L). M is used together with a maximum likelihood estimation (MLE) routine
to estimate the density matrix of the system ρMLE. Finally, the fidelity is calculated
between ρMLE and
∣∣ψn〉.
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The whole simulation is repeated to get 10 values of the fidelity for each N (each calcu-
lated using different statistics M). The average value of the fidelity as a function of N
is shown in Figure 6.3a. The errorbars, shown again in Figure 6.3b for clarity, are the
standard deviation in the fidelity calculated for each repetition.
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Figure 6.3: The fidelity between the real state generated by the photonic machine
gun and the state reconstructed via quantum tomography using a maximum likelihood
routine. N is the number of copies of the photonic state that were measured. The
mean (a) and standard deviation (b) in the fidelity when the simulation is repeated 10
times.
The figures show that for ∼ 6000 measured states the fidelity is greater than 0.99 and
the standard deviation between runs is below 10−3. The conclusion is that for N ≥∼
6000 the MLE routine gives a very good estimate of the quantum state and is robust
against sampling noise. The time taken for an experimental characterisation run can be
estimated, given typical values for InGaAs quantum dots. The time taken to generate
a photon and perform the following spin rotation is defined as tg, and the combined
photon collection and detection efficiency is η. The required number of samples for a
reliable tomography is nt. Then for a cluster state of n photons, the time required for a
successful tomography is
T =
nttgn
ηn
(6.3)
Figure 6.4 demonstrates T as a function of η using nt = 6, 000 and tg ∼ 2 ns to allow
for any delays caused by the rotation mechanism.
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Figure 6.4: Time required to collect sufficient statistics to estimate the density matrix
as a function of the combined photon collection and detection efficiency η. The black
dashed line shows the efficiency possible using the highest values of photon collection
and detection available in the literature. The red dashed line shows the efficiency in
the experiment by Schwartz et al. [40].
Photon collection efficiency for quantum dots embedded in micro-pillars can be up to
66% and photon detection efficiency can be as high as 90% for photons around 900 nm
[134]. The combined efficiency of around 59% is shown by the black dashed line in the
figure. The overall detection efficiency in the Schwartz experiment was around 0.14%
and is shown by the red dashed line. This graph show that a cluster state of up to
30 photons could be characterised by MLE quantum state tomography in a day using
highly optimised samples and detectors. For larger states tomography is not a feasible
approach due to the exponentially increasing time so other methods must be used, such
as the localizable entanglement measure [141] or entanglement witnesses [142] which
require fewer measurements to verify entanglement.
The generation step in the simulations above was ideal, in that spin decoherence and
Zeeman splitting was not included, nor the effects of random spontaneous emission
time. The effects of decoherence can be mitigated if the time-scale of the excitation
and rotation steps in the protocol is shorter than the spin decoherence time. This was
the case in the Schwartz experiment where the dark exciton had a decoherence time of
around 100 ns and spin rotations took place within several nanoseconds [41]. The spin
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rotation mechanism (be it a magnetic field or electron-hole exchange) would necessarily
split the ground and excited states meaning the two photon polarisations would have
a different energy. Each component in the cluster state (6.2) therefore has a different
energy and builds up phase at a different rate. These phases can only be taken into
account if the photon detection times are tracked to within the Larmour periods of the
ground and excited states.
The next section covers work that was done to see if coupled quantum dots could offer
a different level scheme that would allow the photonic machine gun to be implemented
whilst solving some of these problems.
6.2 Designing a coupled quantum dot qubit with Λ schemes
plus recycling transitions
To use spin qubits in quantum dots for generating photonic cluster states three basic
process must at least be possible: initialisation, single qubit rotations and readout.
In a single quantum dot the Faraday selection rules provide recycling transitions for
readout, but no Λ scheme for optical rotation. On the other hand, the Voigt selection
rules facilitate rotation but have no recycling transitions. Before embarking on the
research in this section some time was spent investigating whether the selection rules in
the Voigt geometry would nonetheless allow generation of linear cluster states without
modification, but ultimately it became clear that this was not possible.
Kim et al. have demonstrated that coupled quantum dots can provide a qubit where
optical initialisation, manipulation and readout can all be performed with the same
magnetic field orientation [79]. However in their scheme the recycling transitions had
the same polarisation and different energies. To generate photonic cluster states using
the photonic machine gun the recycling transitions should have orthogonal polarisation.
In addition it is desirable to have degenerate ground states and photon transition energies
to avoid the build up of phase between terms in the cluster state.
In this section a system using coupled quantum dots is theoretically designed where
where spin initialisation, rotation and entanglement generation required by the photonic
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machine gun, can all be done optically. The combination of an external magnetic field
and a strong prepared Overhauser field generate a double Λ system, whilst keeping the
orthogonally polarised recycling transitions of the Faraday geometry. Initially it was
though that the level scheme would allow for spin rotations on the picosecond time-
scale which would have allowed the generation of hundreds of entangled photons within
the homogeneous coherence time of the electron. However it was later realised that
picosecond rotations are not possible due to the nature of the exited states of the system.
Nevertheless the system provides advantages over the Kim scheme by operating at lower
magnetic fields, having orthogonally polarised recycling transitions, and allowing optical
rotations within a few tens of nanoseconds [143].
6.2.1 Model
To investigate this system the model of the singly charged coupled quantum dot built
in Chapter 3 is used. To take into account the interaction of the electron spin with the
Overhauser field, the following term is added to the ground state Hamiltonian
Hoh = A
(
σL · IL + σR · IR
)
(6.4)
where A governs the coupling strength and I(L/R) are vectors specifying the nuclear
polarisation in each dot. The Pauli matrices σ(L/R) are those defined in (3.7). A similar
term is added to the excited state Hamiltonian to describe the interaction of electrons
and holes with the Overhauser field
Hoh = A
(
σLe · IL + σRe · IR
)
(6.5)
+
∑
j=L,R
(
Ah,p
(
σjh,xI
j
x + σ
j
h,yI
j
y
)
+Ah,zσ
j
h,zI
j
z
)
(6.6)
where the hole also feels an Overhauser field with anisotropic coupling. The in and out
of plane hole coupling strengths are given by Ah,p and Ah,z respectively. The electron
coupling term A is set equal to 1 so that the magnitude of the effect is governed only
by I(L/R). Ah,z is set to −0.1 to reflect that the Overhauser effect for holes is about one
tenth of that for the electrons and dominated by an Ising interaction term [19, 45, 91].
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6.2.2 Ground states
The ground states of the system are first investigated by diagonalising the Hamiltonian.
An in-plane Overhauser field of strength 35 T is turned on in dot L and an external field
of strength −690 mT is applied in both dots along the growth direction (in the Faraday
geometry). This Overhauser field is far in excess of the possible field in InGaAs quantum
dots (around 5 T) [144–146] but serves to better illustrate the idea. The electron and hole
tunnelling strengths are set to te = 0.4 meV and th = 25 µeV respectively, corresponding
to a quantum dot previously investigated in the literature [115]. Figure 6.5 shows the
energy levels of the system (top) and states (bottom) of the two lowest energy ground
states of the system, labelled
∣∣G1〉 and ∣∣G2〉.
At −4 V the electron wavefunction is almost entirely in dot L (the combined populations
of the
∣∣0, ↑ 〉 and ∣∣0, ↓ 〉 states is less than 1%) so it feels the in-plane Overhauser field
as well as the external field. In this case the Overhauser field is much stronger than the
external field and so the eigenstates are linear combinations of the Faraday geometry
eigenstates. At 0 V the electron wavefunction is almost entirely in dot R. It only feels
the external field so the eigenstates remain
∣∣0, ↑ 〉 and ∣∣0, ↓ 〉. In between, the tunnelling
and in-plane field mix all four states together.
The Overhauser field strength is now reduced to a more realistic 86 mT, and the external
field is reduced to −340 mT. This reduces the splitting on either side of the anti-crossing.
The electron tunnelling strength is reduced to 0.2 meV which corresponds to a tunnel
barrier thickness of around 30 nm [114]. The effect of both is to ensure that from −2 V
to 0 V the ground states
∣∣G1〉 and ∣∣G2〉 are almost purely made up of basis states ∣∣0, ↑ 〉
and
∣∣0, ↓ 〉 respectively (the population of other basis states is less than 1%). To store a
spin qubit in this system it should be operated above −2 V. In this gate voltage range
the ground states can therefore be approximated as
∣∣G1〉 ∼ ∣∣0, ↑ 〉 and ∣∣G2〉 ∼ ∣∣0, ↓ 〉,
and are split by an energy ∆G = 10 µeV. Next the excited states of the system are
calculated that give rise to the necessary transitions. Hole tunnelling in the excited
states is not important since the anti-crossings that it generates are over 2 V away from
the gate voltage region of interest.
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Figure 6.5: The energy levels (top) of system ground states with an exaggerated
Overhauser field strength of 35 T present in dot L, and an external magnetic field in
the Faraday geometry of strength −690 mT. The states of two of the eigenstates ∣∣G1〉
(bottom left) and
∣∣G2〉 (bottom right) over the same gate voltage range. Anti-crossing
positions are denoted by the dashed black lines. The ground state splitting on the right
is ∆G.
6.2.3 Recycling transitions
Generating entanglement between the polarisation of a spontaneously emitted photon
and a spin qubit in states
∣∣G1〉 and ∣∣G2〉 requires orthogonally polarised recycling tran-
sitions like those of a charged exciton in the Faraday geometry. Two excited states of the
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system are labelled
∣∣R1〉 and ∣∣R2〉 which are over 95% ∣∣0, s⇑ 〉 and ∣∣0, s⇓ 〉 respectively
over the whole gate voltage range. They are split by an energy ∆R = 44 µeV which is
just the hole Zeeman splitting in dot R.
∣∣G1〉 can be excited to ∣∣R1〉 by a right-hand
circularly polarised photon, whilst
∣∣G2〉 can be excited to ∣∣R2〉 by a left-hand circularly
polarised photon. The orthogonal polarisation of these transitions allows generation of
entanglement between the spin and photon polarisation. The energy of these transitions
is shown in Figure 6.6.
Figure 6.6: The energy of the transitions between ground states
∣∣G1〉 and ∣∣G2〉, and
the excited states
∣∣R1〉 and ∣∣R2〉.
The slope towards −2 V is caused by the anti-crossing in the ground state. The difference
in transition energies ∆RT is equal to µB
∣∣∣gRe − gRh,z
∣∣∣Bz which is the sum of the Zeeman
splitting due to the hole and electron in dot R (with a negligible correction due to the
weak mixing of other basis states). In this case it amounts to 54 µeV however it can be
tuned by finding a different coupled quantum dot with a different g-factors.
The gray transitions shown in the figure are not allowed by the selection rules. In this
model their strength is over 7 orders of magnitude less than the allowed transitions due
to the purity of the ground and excited states. In reality their strength would be only
∼3 orders of magnitude lower due to mechanisms that relax the selection rules.
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6.2.4 Lambda transitions
The pico-second time-scale electron spin rotations possible in the Voigt geometry are
enabled by excited states that can be reached by optical transitions from both ground
states. In single quantum dots the Faraday geometry selection rules do not allow such
a shared excited state. It is now shown that the combination of the Overhauser and
external field mix the excited states to form excited states state which can be reached
from
∣∣G1〉 and ∣∣G2〉 by allowed optical transitions. Figure 6.7 shows the energy (top)
and states (bottom) of two of the system’s excited states, labelled
∣∣L1〉 and ∣∣L2〉.
The states
∣∣L1〉 and ∣∣L2〉 anti-cross at a gate voltage of −381 mV (dotted line). Near
the anti-crossing
∣∣L1〉 is an equal superposition of ∣∣ ↓⇑, ↑ 〉 (purple area) and ∣∣ ↓⇑, ↓ 〉
(pink area) with the populations of other basis states less than 1.4% (dark excitons in
dot L).
∣∣L2〉 is an equal and opposite (shown by the shaded lines) superposition of the
same basis states with the population of other basis states totalling to less than 1.1%.
Thus
∣∣L1〉 ∼ ∣∣ ↓⇑, ↓ 〉+ ∣∣ ↓⇑, ↑ 〉 and ∣∣L2〉 ∼ ∣∣ ↓⇑, ↓ 〉− ∣∣ ↓⇑, ↑ 〉.
The ground state
∣∣G1〉 (∼ ∣∣0, ↑ 〉) can be excited to the state ∣∣ ↓⇑, ↑ 〉 by a right-hand
circularly (R) polarised photon, and
∣∣G2〉 (∼ ∣∣0, ↓ 〉) can be excited to the state ∣∣ ↓⇑, ↓ 〉
by a the same process. Since
∣∣L1〉 and ∣∣L2〉 both contain ∣∣ ↓⇑, ↑ 〉 and ∣∣ ↓⇑, ↓ 〉 they
can both be reached from both
∣∣G1〉 and ∣∣G2〉. They are both therefore shared excited
states which form a double Λ scheme. The energy of the transitions between the ground
states and these two excited states is shown in Figure 6.8.
The transitions between all 4 states are shown by the coloured lines labelled by the
ground and excited state that they come from. The other gray lines in the figure are
other transitions in the system. These are not relevant since they are all at-least 34
µeV away from the transitions of interest and the closest two have a relative transition
strength of less than 0.4%.
Ideally these transitions could be driven by a fast detuned optical pulse to perform
picosecond spin rotations [77]. Since the separation between the lambda transitions
∆LT is small compared with the quantum dot linewidth and detuning used in such spin
rotation schemes, they would both be driven simultaneously. Since the excited states
are symmetric and antisymmetric superpositions, driving both Λ schemes at once with
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Figure 6.7: The energy levels (top) of the shared excited states of the system. The
states of two of the eigenstates
∣∣L1〉 (bottom left) and ∣∣L2〉 (bottom right) over the same
gate voltage range. The position of the anti-crossing caused by the in-plane Overhauser
field and electron tunnelling is shown by the black dashed line. At the anti-crossing the
levels are separated by ∆L. The gray line labelled a is another excited state which is
irrelevant since it is far detuned from
∣∣L1〉 and ∣∣L2〉.
a pulse would result in destructive interference. It is still possible to use this system
for spin rotations via stimulated Raman transitions (SRTs) by tuning two phase locked
lasers to between the two transitions on each branch [143]. Such a laser is detuned from
each excited state, so each Λ scheme generates a SRT (see Section 2.5.2). By tuning
the laser between the two excited states, the SRTs interfere constructively. Rotations in
this way could be performed within tens of nano-seconds.
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Figure 6.8: The energy of the transitions that together form the two Λ schemes. The
dashed line is at the anti-crossing gate voltage of −381 mV where these transitions have
equal strength. The separation between transitions ∆LT is around 0.5 µeV. Gray lines
are other transitions in the system.
6.2.5 Summary
It has been shown that an in-plane Overhauser field of 86 mT and external field of −340
mT in the Faraday geometry lead to system eigenstates in a single electron coupled dot
that simultaneously allow all-optical initialisation, rotation and entanglement generation
between spin state and photon polarisation. The ground states
∣∣G1〉 and ∣∣G2〉 were
almost stationary states split by 10 µeV. The recycling transitions were strong and
separated by around 54 µeV but this was dependent on the hole and electron g-factors
in dot R which could be effectively tuned by moving to a different dot. The energy
difference between the two arms of each of the two Λ schemes was ∼ 10µeV due to the
splitting of the ground state. The transition energies of the two Λ schemes were too
close to allow individual addressing so destructive interference ruled out the possibility
of using a fast optical pulse to drive them. Slower rotations by stimulated Raman
transitions were still possible [143].
Figure 6.9 shows the transitions that connect these states along with their polarisation.
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Figure 6.9: The relevant transitions in the system which present recycling transitions
and two Λ transitions. Blue and red arrows show right (R) and left-hand (L) circularly
polarised transitions. The splittings are ∆L = 0.5 µeV, ∆G = 10 µeV, ∆R = 44 µeV.
The approach of this section was to try to design a system where the effects of spin de-
coherence could be mitigated by manipulating the spin faster than the spin decoherence
time. The idea of the next section is to replace the electron spin with a different matter
qubit whilst still taking advantage of the optical properties of quantum dots.
6.3 Replacing the electron spin
The original photonic machine gun protocol used the spin of an electron and optical
transitions in a quantum dot to generate photonic cluster states. The electron interacts
strongly with the nuclear spins in the quantum dot leading to fast decoherence. The
Schwartz experiment [40] replaced the electron spin with the spin of a dark exciton
which suffers less from decoherence but is metastable with a lifetime of around 1 µs. A
solution to both these problems is to find a new replacement for the ‘seed’ spin in the
photonic machine gun.
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This section investigates a system where the spin can be replaced by a two level system,
referred to throughout as the host spin, that interacts with the excitons of the quan-
tum dot through an Ising exchange interaction. A candidate is the total spin of a Mn
atom doped in Cadmium telluride/Zinc telluride (CdTe/ZnTe) quantum dots. In these
systems the spin of the Mn atom interacts with the electron and hole through Ising in-
teractions to first approximation [147]. Ignoring the dark excitons, the total interaction
is an Ising interaction between the pseudo-spin of the exciton and the Mn atom. It has
been shown that the Mn spin can be optically manipulated and act as a qubit [148].
To investigate whether the photonic machine gun could be implemented in this system,
a model is built and the system is numerically simulated. The simulation is sufficiently
general that the results can be applied to other host spins that interact with excitons
in the same way. The performance of the scheme is assessed by varying the important
system parameters and comparing the final state with the ideal cluster state. The
numerical propagation method described in Section 6.3.5 is somewhat different to the
one typically employed in the literature. The method used to derive the comparison is
also a new development as far as the author is aware.
6.3.1 Ising interaction
In order to create the entanglement in Lindner and Rudolph’s cluster state proposal [37],
it is necessary to map from the spin states to the photon polarisation states. In the single
electron dot in the Faraday geometry it is essentially the Pauli exclusion principle that
allows this through the blocking of diagonal transitions. In this section it is shown how
the Ising interaction between the host spin and the excitons also allows entanglement
generation. The host spin is represented by the states
∣∣ ↑ 〉 and ∣∣ ↓ 〉. The bright neutral
excitons with total spin +1 and −1 are written as ∣∣ ↓⇑ 〉 and ∣∣ ↑⇓ 〉 respectively, and
the empty dot with no exciton is written as
∣∣0X〉. Figure 6.10 shows 3 of the 6 spin
configurations.
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Figure 6.10: Three of the possible 6 spin configurations in the system. The spin
state is shown beneath each image. The other three states are
∣∣ ↓ 〉∣∣0X〉, ∣∣ ↓ 〉∣∣ ↑⇓ 〉 and∣∣ ↓ 〉∣∣ ↓⇑ 〉.
The host spin is represented by the orange circle, and the electron and hole of the exciton
are shown by the yellow and red circles. The arrow inside each circle indicates the spin
of the particle. The interaction between the exciton pseudospin and the host spin is
shown by the black arrows [147]. Figure 6.11 shows the energy levels in this system
where the energy splitting of the excited states due to the Ising interaction is denoted
by Ec.
Figure 6.11: The energy levels in the system with no magnetic field or electron-hole
exchange. A horizontally polarised laser can drive both the right (R) and left-hand (L)
circularly polarised transitions allowed by the Faraday geometry selection rules.
In the absence of any magnetic field or electron-hole exchange interaction,
∣∣ ↑ 〉∣∣ ↓⇑ 〉
and
∣∣ ↓ 〉∣∣ ↑⇓ 〉 are degenerate. ∣∣ ↑ 〉∣∣ ↑⇓ 〉 and ∣∣ ↓ 〉∣∣ ↓⇑ 〉 are also degenerate but are
lower in energy by Ec. This system is essentially the same as a neutral exciton since
the host spin does not occupy the quantum dot levels. As such the system can be
optically excited following the red and blue arrows. A laser tuned to energy Eh and
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polarisation
∣∣H〉 = ∣∣R〉 + ∣∣L〉 will strongly drive the system into states ∣∣ ↑ 〉∣∣ ↓⇑ 〉 and∣∣ ↓ 〉∣∣ ↑⇓ 〉 (thicker arrows) and only weakly drive transitions to ∣∣ ↑ 〉∣∣ ↑⇓ 〉 and ∣∣ ↓, ↓⇑ 〉
(thinner arrows) because of the detuning Ec. After the radiative lifetime of the exciton
the excited states will decay back down to the ground states via the arrows in Figure
6.12. Each excited state decays into a different photon mode
∣∣Rh〉, ∣∣Lh〉, ∣∣Rl〉 or ∣∣Ll〉
where the label reflects the polarisation and energy.
Figure 6.12: The possible transitions in the system with no magnetic field or electron-
hole exchange. Each exciton/host spin excited state decays into a different photon mode∣∣Rh〉, ∣∣Lh〉, ∣∣Rl〉 or ∣∣Ll〉 of polarisation R or L, and energy Eh or El.
Considering only the strongly driven transitions, a system starting in the state a
∣∣ ↑ 〉∣∣0X〉+
b
∣∣ ↓ 〉∣∣0X〉 will evolve like
a
∣∣ ↑ 〉∣∣0X〉+ b∣∣ ↓ 〉∣∣0X〉 → a∣∣ ↑ 〉∣∣ ↓⇑ 〉+ b∣∣ ↓ 〉∣∣ ↑⇓ 〉 → a∣∣ ↑ 〉∣∣Rh〉+ b∣∣ ↓ 〉∣∣Lh〉
(6.7)
which has created the entanglement between the host spin and the photon necessary for
implementing the photonic machine gun. These transitions are referred to as ‘desirable’
since they directly map the state from the host spin onto the photon polarisation. The
weakly driven transitions will evolve like
a
∣∣ ↑ 〉∣∣0X〉+ b∣∣ ↓ 〉∣∣0X〉 → a∣∣ ↑ 〉∣∣ ↑⇓ 〉+ b∣∣ ↓ 〉∣∣ ↓⇑ 〉 → a∣∣ ↑ 〉∣∣Ll〉+ b∣∣ ↓ 〉∣∣Rl〉 (6.8)
These transitions are referred to as ‘undesirable’ since they represent the wrong mapping.
This system can be used to generate photonic cluster states following the same process of
repeated optical excitation and host spin rotation as in the photonic machine gun. The
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advantage is that now the electron in the original scheme can be replaced by any two
level system which interacts with the exciton spin via an Ising interaction. To investigate
further, a model of the system is built and used to simulate the photonic machine gun
protocol. The system’s performance is then explored as a function of several system
parameters.
6.3.2 Model
Including all of the host spin and exciton states the Hilbert space is 6-dimensional,
spanned by the basis vectors
∣∣ ↑, 0X〉 ∣∣ ↓, 0X〉 (6.9)∣∣ ↑, ↓⇑ 〉 ∣∣ ↓, ↓⇑ 〉 (6.10)∣∣ ↑, ↑⇓ 〉 ∣∣ ↓, ↑⇓ 〉 (6.11)
States (6.9) have no exciton, states (6.10) have a spin-up exciton and states (6.11) have
a spin-down exciton. Each of the 4 states with an exciton can decay radiatively into
a different photon mode according to Figure 6.12. For a single excitation the system
will evolve into a general mixture of states (6.10) and (6.11) which can decay into the
photon modes
∣∣Rh〉, ∣∣Lh〉, ∣∣Rl〉 and ∣∣Ll〉. The Ising interaction can be described by the
Hamiltonian
Hc =
1
2
EcS
h
z · SXz (6.12)
where Shz and S
X
z are the host and exciton spins respectively (treating both as pseudo
spin-1/2 particles). An external magnetic field in the Z direction can be included via
the Hamiltonian
Hz =
1
2
ghBzS
h
z +
1
2
gXBzS
X
z (6.13)
where gh and gX are g-factors of the host spin and exciton respectively, and Bz is the
magnetic field strength. The Bohr magneton has been left out so the field is expressed
in terms of energy. The horizontally polarised driving laser is included in the rotating
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frame through the interaction Hamiltonian
Hint =
1
2
Ω (t)
(∣∣0X〉〈 ↓⇑ ∣∣+ ∣∣ ↓⇑ 〉〈0X ∣∣+ ∣∣0X〉〈 ↑⇓ ∣∣+ ∣∣ ↑⇓ 〉〈0X ∣∣) (6.14)
where Ω (t) is the Rabi frequency governing the strength of the interaction along with an
envelope function which determines the time behaviour. In this frame the bare exciton
energy is described by
H0 = −δω
(∣∣ ↓⇑ 〉〈 ↓⇑ ∣∣+ ∣∣ ↑⇓ 〉〈 ↑⇓ ∣∣) (6.15)
The detuning is δω =
1
2Ec so that the laser is always resonant with the desirable transi-
tions as in Figure 6.11. The total Hamiltonian is then
Htot = Hc +Hz +H0 +Hint (6.16)
6.3.3 Simulating the system
To estimate the performance of the scheme, the dynamics of the Hamiltonian constructed
in the previous section are solved using the quantumMonte Carlo (QMC) solver provided
by the QuTip python package [149]. The quantum jump formalism [150] augments the
Schro¨dinger equation with a non-Hermitian term composed of collapse operators for
dephasing and relaxation in a system. The system is said to collapse when this non-
Hermitian term reduces the norm of the wavefunction to below a random number chosen
from a uniform distribution on [0, 1] [151]. The system is initialised into the ground state
(∣∣ ↑ 〉+ ∣∣ ↓ 〉)⊗ ∣∣0X〉 (6.17)
where the host spin has been prepared in the state
∣∣+ 〉 and the exciton is in the
vacuum mode (no excitation). Spontaneous emission is taken into account with collapse
operators
C1 =
√
γsp
∣∣ ↑, 0X〉〈 ↑, ↓⇑ ∣∣
C2 =
√
γsp
∣∣ ↑, 0X〉〈 ↑, ↑⇓ ∣∣
C3 =
√
γsp
∣∣ ↓, 0X〉〈 ↓, ↓⇑ ∣∣ (6.18)
C4 =
√
γsp
∣∣ ↓, 0X〉〈 ↓, ↑⇓ ∣∣
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where γsp is the spontaneous emission rate set to 1GHz. A collapse matrix is added to
include dephasing of the host spin which is written as [152]
Cdp =
√
γdp
(∣∣ ↑ 〉〈 ↑ ∣∣− ∣∣ ↓ 〉〈 ↓ ∣∣) (6.19)
where γdp = 1/T2 is the dephasing rate. A typical trajectory of the system is shown in
Figure 6.13. Under the action of the laser the populations of the
∣∣ ↓, 0X〉 and ∣∣ ↑, 0X〉
components decrease and the populations of the
∣∣ ↓, ↓⇑ 〉 and ∣∣ ↑, ↑⇓ 〉 components rise.
In addition the populations of the
∣∣ ↑, ↑⇓ 〉 and ∣∣ ↓, ↓⇑ 〉 states rises since although they
are detuned from the laser by Ec they are still very weakly driven. As a result of the
detuning the oscillations in their populations are faster and the population never reaches
more than around 0.1. At τpump = 0.2 ns the pump is turned off and so all driving ceases.
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Figure 6.13: Populations of the six states during a typical trajectory. The black
dashed line shows when the pump laser is switched off. The system decays sponta-
neously just after 0.47 ns.
The sharp jump in the populations around 0.47 ns indicates that a collapse has occurred
and one of the collapse operators has been applied to the wavefunction. In a normal
QMC simulation, after a collapse at time ti one of the collapse operators is applied
and the wavefunction is renormalised. In the case above a spontaneous emission event
has occurred and after the collapse all the excited state population is transferred to
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the vacuum state, in this case
∣∣ ↓, 0X〉. This application of a collapse operator destroys
coherence in the wavefunction. To investigate the photonic state generated by this
system, it could be repeatedly simulated in this way by changing the basis of the collapse
operators to gather measurement statistics sufficient for quantum state tomography
(with the collapse operators representing photon detection). However it was found in
Section 6.1.2 that for a state of 3 photons 6000 measurements were required to obtain a
reliable (> 99% fidelity) estimate of the density matrix. Simulating all these trajectories
would take an infeasible amount of time, so instead the full photonic state should be kept
which can then be quickly compared with the desired state by calculating the fidelity.
To do this the system is integrated up until the point of collapse at time ti. If the
collapse was due to the dephasing operator (6.19), the operator is applied to the system
wavefunction and the integration is continued. If the collapse was due to any of the
spontaneous emission operators (6.18) then the system is rewound to the time t−i just
before the collapse. The operator
Up =
∣∣ ↑ 〉〈 ↑ ∣∣⊗ ∣∣0X〉(〈 ↓⇑ ∣∣⊗ ∣∣Rh〉+ 〈 ↑⇓ ∣∣⊗ ∣∣Ll〉+ ∣∣0X〉⊗ ∣∣0γ〉)+ (6.20)∣∣ ↓ 〉〈 ↓ ∣∣⊗ ∣∣0X〉(〈 ↓⇑ ∣∣⊗ ∣∣Rl〉+ 〈 ↑⇓ ∣∣⊗ ∣∣Lh〉+ ∣∣0X〉⊗ ∣∣0γ〉)
is applied to the state just before the collapse,
∣∣ψ (t−i ) 〉. This rectangular operator Up
enacts the radiative decay paths indicated in Figure 6.12
∣∣ ↑ 〉∣∣ ↓⇑ 〉→ ∣∣ ↑ 〉∣∣0X〉∣∣Rh〉∣∣ ↑ 〉∣∣ ↑⇓ 〉→ ∣∣ ↑ 〉∣∣0X〉∣∣Ll〉∣∣ ↓ 〉∣∣ ↓⇑ 〉→ ∣∣ ↓ 〉∣∣0X〉∣∣Rl〉∣∣ ↓ 〉∣∣ ↑⇓ 〉→ ∣∣ ↓ 〉∣∣0X〉∣∣Lh〉∣∣ ↑ 〉∣∣0X〉→ ∣∣ ↑ 〉∣∣0X〉∣∣0γ〉∣∣ ↓ 〉∣∣0X〉→ ∣∣ ↓ 〉∣∣0X〉∣∣0γ〉
where the empty photon mode
∣∣0γ〉 has been included. Crucially, the application of this
operator maintains the coherence of the state. For example, the above operator would
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transform
a
∣∣ ↑ 〉∣∣ ↓⇑ 〉+ b∣∣ ↓ 〉∣∣ ↑⇓ 〉 → a∣∣ ↑ 〉∣∣0X〉∣∣Rh〉+ b∣∣ ↓ 〉∣∣0X〉∣∣Lh〉 (6.21)
After this, the exciton is reduced to the ground state and the Hilbert space has increased
to contain 5 photon modes
∣∣Rh〉, ∣∣Lh〉, ∣∣Rl〉, ∣∣Ll〉 and ∣∣0γ〉. The state
∣∣ψ (ti) 〉 = Up∣∣ψ (t−i ) 〉 (6.22)
is further integrated until the end of the repetition period τrep by the QMC routine. The
pump laser is turned off during this period, and only the dephasing collapse operator
is present. In addition a Hamiltonian is added to describe the different energies of the
photon modes
HP =
1
2
(
+EhBz + E
X
Bz + Ec
) ∣∣Rh〉 (6.23)
1
2
(
+EhBz − EXBz − Ec
) ∣∣Ll〉
1
2
(
−EhBz + EXBz − Ec
) ∣∣Rl〉
1
2
(
−EhBz − EXBz + Ec
) ∣∣Lh〉
where EhBz = gnBz and E
X
Bz
= gXBz are the Zeeman energies of the host spin and
exciton respectively. This free evolution period is important to capture any phase built
up between photon components between pumping cycles. At the end of the period τrep
the host spin is rotated around the Y axis by an angle of π/2.
At this point one of the optical excitation and spin rotation cycles of the photonic
machine gun has been performed. To generate more photons and increase the size of the
linear cluster state, the above process is repeated with the final state of each round passed
on to be the initial state of the next round. After a spontaneous emission collapse event
in each round, the size of the Hilbert space increases to include the newly generated
photon, and a new photon Hamiltonian is added to the total system Hamiltonian to
describe the dynamics of the new photon. Each round the newly generate photon modes
form a new node in the linear cluster state.
After N rounds the system is in a linear cluster state with N+1 nodes, where the first is
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the host spin and the rest are the generated photons. The host spin is more susceptible to
decoherence than the photons and should be removed from the cluster state. This can be
done by directly measuring it in the Z basis which severs any connections between it and
other qubits in the cluster state [37]. However a faster way is to generate N +1 photons
and not rotate the host spin after the final pumping procedure. A Z measurement of
the final photon’s polarisation then removes it from the cluster state and leaves the host
spin and photon cluster state in a product state. The host spin, exciton and final photon
are traced then out of the system (which has no effect on the remaining photonic part
since the latter is in a product state with them) leaving just the photonic part
∣∣ΨP 〉 = ∣∣Ψ(t1, t2, ..., tN ) 〉 (6.24)
6.3.4 Fidelity with cluster state
To quantify the fidelity of the scheme, each photon mode must be transformed from the
4 level system that it is in now (ignoring the vacuum mode), to a 2 level (qubit) system
in which the desired cluster state can be expressed. One option is to simply throw away
the undesirable photon models (
∣∣Rl〉 and ∣∣Ll〉), however this neglects any impact that
they might have and may be difficult to do experimentally. Instead the entire photonic
state is taken into account by emulating a full photon state tomography. The process,
referred to as broadband tomography, is described next.
It is imagined that the whole photonic state (6.24) is sent, photon by photon into the
tomography setup in Figure 6.2. The question is, what density matrix would be recon-
structed from quantum state tomography given an infinite number of measurements?
Note that that each 4-level photon mode impinges on a broad band detector with tim-
ing resolution better than h/ (2Ec). To calculate the outcome, projectors onto the 4D
photon subspace are required which correspond to each of the 6 possible outcomes (for
each of the 6 detectors). The problem of a multi-coloured photon mode detected on a
colour-blind detector has been previously studied [153–155] and applied to a V system
[132]. Extending these ideas, the photon polarisation states that the detectors project
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onto are replaced according to
∣∣R〉→ (∣∣Rl〉+ ∣∣Rh〉) (6.25)∣∣L〉→ (∣∣Ll〉+ ∣∣Lh〉)∣∣H〉→ (∣∣Hl〉+ ∣∣Hh〉)∣∣V 〉→ (∣∣Vl〉+ ∣∣Vh〉)∣∣D〉→ (∣∣Dl〉+ ∣∣Dh〉)∣∣A〉→ (∣∣Al〉+ ∣∣Ah〉)
where the photon polarisation components at each energy are related as usual by
∣∣Rl〉 = ∣∣Hl〉+ i∣∣Vl〉 ∣∣Rh〉 = ∣∣Hh〉+ i∣∣Vh〉 (6.26)∣∣Ll〉 = ∣∣Hl〉− i∣∣Vl〉 ∣∣Lh〉 = ∣∣Hh〉− i∣∣Vh〉∣∣Dl〉 = ∣∣Hl〉+ ∣∣Vl〉 ∣∣Dh〉 = ∣∣Hh〉+ ∣∣Vh〉∣∣Al〉 = ∣∣Hl〉− ∣∣Vl〉 ∣∣Ah〉 = ∣∣Hh〉− ∣∣Vh〉
Photonic state tomography could now be performed by random sampling as it was in
Section 6.1.2, using projectors (6.25) in place of the ordinary polarisation projectors.
The probability of a click on detector i for photon j of the cluster state is calculated in
the same way as Prij = 〈i|ΨP 〉 where
∣∣i〉 is now one of the states in (6.25) (tensored
with j − 1 identities in the appropriate positions). However it was found that using the
MLE tomography method, 6000 measurements were required to get an estimate of the
true state to fidelity above 0.99. The MLE routine is also computationally expensive.
Instead of evaluating discrete detection events and using these to run the MLE routine,
the probabilities are used to calculated the Stokes parameters of the photonic state.
However there are 6 probabilities for each photon (from the 6 detectors) and so they can
be used to calculate the Stokes parameters for a multi-qubit state. From these Stokes
parameters the density matrix can be directly reconstructed [140]. This multi-qubit
density matrix can then be easily compared with the ideal linear cluster state.
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6.3.5 Performance
To assess the performance of the scheme, the fidelity [139] of the final state
∣∣ΨP 〉 with
the desired linear cluster state is calculated. Since
∣∣ΨP 〉 depends on the collapse times
t1, t2, ..., tN which are random, to truly asses the scheme it must be repeated many
times and the fidelities from each run averaged. Due to computational constraints a
cluster state of size N = 3 is generated and the simulation is repeated 64 times for
each setting. The repetition time τrep and pumping time τpump are set to 2.5 ns and 0.2
ns, respectively. For each combination of parameters, the optical power Ω is optimised
to obtain the highest ratio between the desirable and undesirable exciton components
at time τpump. It is assumed that each pumping step results in a single photon being
generated, that is, there are no multi-photon nor photon loss events and the quantum
dot doesn’t blink (photon loss events can be accounted for by error correction schemes
[156]).
Coupling energy
Firstly the most crucial part of the system is inspected, the coupling strength Ec between
the host spin and the exciton. No magnetic field is present and spin dephasing is ignored
(γdp = 0). The results are shown in Figure 6.14. The line and points show the average
of all of the fidelities, and the shaded area gives the standard deviation of the fidelities
for each setting.
For Ec greater than around 20 µeV the undesirable transitions are so far detuned from
the laser that they are barely populated at all. Thus the generated state is near perfect.
The finite standard deviation is caused by the random collapse times. This results in the
population of the undesirable states being different for each of the 64 repeats (because
the collapse can occur within τpump). It also means that the phase between the photon
components generated by (6.23) is random and different for each of the repeats. Overall
this results in a reduction in the fidelity.
At Ec = 0 the fidelity is exactly 0.5 and the variance is zero. The photons have the
same energy and all 4 exciton transitions are driven equally. As a result the collapse
time is not important since the relative population and phase between the excited states
Chapter 6. Towards generating photonic cluster states using quantum dots 190
Figure 6.14: Variation of the fidelity of the final photonic cluster state with the
coupling strength between the host spin and the exciton.
is always identical. Here, the photonic state generated is
(∣∣Rh〉1 + ∣∣Rl〉1 + ∣∣Lh〉1 + ∣∣Ll〉1)⊗ (∣∣Rh〉2 + ∣∣Rl〉2 + ∣∣Lh〉2 + ∣∣Ll〉2)⊗ ... (6.27)
which has 0.5 overlap with the desired linear cluster state, and contains no entanglement
since the host spin and exciton are not coupled at all.
For Ec between 0 and 20 µeV the behaviour is more complicated and is caused by
evolution of the photon modes under HP . The oscillations are caused by the phase
evolution of the undesirable photons with respect to the desirable ones. Increasing τrep
increases the amount of time that HP has to generate phase between the photons, and
this changes the structure of the oscillations. The effects of photon phase evolution are
more prominent in this region of Ec because the population of the undesirable photon
modes is higher on account of the small detuning between the undesirable transitions
and the laser. In CdTe/ZnTe quantum dots doped with Mn atoms the exchange energy
between the exciton and Mn spin is around 150 µeV (the strength increases with exciton
quantum confinement) [147].
Host spin dephasing
In a real system there will be some dephasing acting on the spin. Figure 6.15 shows the
fidelity as a function of the dephasing time T2 = 1/γdp.
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Figure 6.15: Variation of the fidelity of the final photonic cluster state with dephasing
time of the host spin, for different values of the coupling constant Ec.
For very long dephasing times the system reverts back to the ideal case as in the previous
example. The asymptotic values for each Ec are just those in Figure 6.14. As T2 becomes
comparable to the radiative lifetime of the excitons τrad =
1
γsp
(in this case set to 1 ns)
the fidelity starts to drop. Once T2 becomes much shorter than the radiative lifetime
the generated state is essentially random and so any further decrease in T2 has no effect.
When Ec becomes larger than around 330 µeV the ‘undesired’ transition are driven
three orders of magnitude less than the desired transitions and so the system behaves
like the single electron in the original photonic machine gun. Data for such high Ec
(not shown) are quantitatively similar to the data for Ec = 40 µeV within the error
bars of the simulation. The electron T2 in InGaAs dots is on the order of several
microseconds [77] and so it is expected that in the absence of inhomogeneous dephasing
or a magnetic field, the electron based photonic machine gun could reach fidelities close
to 1. If inhomogeneous dephasing is included then the effective coherence time drops to
around 1 ns in the absence of any preparation of the nuclear spin ensemble [47]. In this
case the figure shows that a fidelity of over 70% is achievable.
Magnetic field
A magnetic field is immediately problematic since it splits the two desirable and unde-
sirable transitions and so causes the build-up of phase between the photonic parts of the
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cluster state, with some jitter that depends on the collapse time. The Zeeman splitting
of the host spin adds to this phase. To investigate this, the exciton g-factor gX is set to
1 such that the exciton splitting is varied directly. Figure 6.16 shows how the fidelity
changes with the splitting for different values of the host spin g-factor gh. Since gX = 1,
gh = E
h
Bz
/EXBz . For these results no spin dephasing was included and Ec was set to 40
µeV.
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Figure 6.16: Variation of the fidelity of the final photonic cluster state with exciton
Zeeman splitting. The host spin g-factor gh is varied from 1 to 0.01, where 1 results
in the same splitting as the exciton. (a) shows the results in higher resolution for a
splitting of 0− 0.5 µeV. (b) shows a larger range of splitting from 0− 3 µeV.
Figure 6.16a shows that the fidelity is very sensitive to the magnetic field, especially
when both the exciton and host spin states are split. For some larger fields shown in
Figure 6.16b the fidelity rises again; these recoveries correspond to fields where the total
phase on each component integrates to near zero. These results show that in the worst
case considered where gh = 1, a splitting of 0.04 µeV reduces the fidelity to 90%. This
splitting is equivalent to a spin rotation time of around 17 ns which together with the
radiative lifetime of the exciton would allow on the order 50 photons to be generated
within the electron coherence time in InGaAs quantum dots. This rotation time is
over two orders of magnitude slower than the jitter of state-of-the-art single photon
detectors so the phases built up could be tracked and taken into account, though the
state would necessarily be measured and thus used up. In the Mn scenario the results
could be improved by using picosecond optical pulses to perform rotations rather than
a magnetic field [157].
Chapter 6. Towards generating photonic cluster states using quantum dots 193
Electron-hole exchange
Lastly the issue of electron-hole exchange is addressed. It introduces a splitting at
zero field (small Bz and Ec) but also changes the system eigenstates from the circularly
polarised heavy-hole states to linearly polarised superposition of them. At non-zero field
the eigenstates become elliptically polarised. If the scheme is continued regardless then
the exchange splitting has a very detrimental effect on the fidelity. However, these effects
can be easily taken into account by simply changing the excitation and collection bases
from circularly to elliptically polarised. In this case the
∣∣ ↑⇓ 〉 and ∣∣ ↓⇑ 〉 states represent
these new elliptically polarised eigenstates (unequal superpositions of the original heavy
hole excitons), and the exchange splitting manifests as a constant magnetic field along
the quantisation axis. In addition the photonic states
∣∣Rh〉, ∣∣Rl〉, ∣∣Lh〉 and ∣∣Ll〉 change
from being circularly polarised to elliptically polarised.
6.4 Conclusion
The theme of this chapter was to examine ways of implementing Lindner and Rudolph’s
cluster state proposal in quantum dots, whilst mitigating the effects of electron spin
decoherence. This was first investigated by theoretically designing a coupled quantum
dot system where, like in the Kim [79] scheme, a spin qubit could exist with both Λ
transitions and recycling transitions. It was shown that by using coupled quantum
dots with an in-plane Overhauser field a system could be designed which maintained
the orthogonally polarised recycling transitions required for the cluster state proposal.
Unfortunately the shared excited states meant that picosecond spin rotations [77] could
not be performed, however slower rotations on the order of 10s of nanoseconds via SRTs
would still be possible [143].
Next the photonic machine gun scheme was theoretically extended to the system of Mn
atoms doped in quantum dots. It was shown by numerical investigation that the coupling
scheme did indeed allow the generation of photonic cluster states and the performance
of the system with respect to various system parameters was determined. Whilst the
Mn system was considered in particular, the treatment was sufficiently general that the
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results could be applied to any other system with an Ising interaction between the host
and exciton spin.
Unfortunately it was not possible to experimentally demonstrate either of these schemes
in the lab due to lack of necessary equipment and samples. Nevertheless the simulation
results in this chapter have demonstrated the merit in both approaches.
Chapter 7
Conclusions and outlook
This thesis has put forward several new ideas and practical protocols for using coupled
quantum dots to sense and ultimately control the fluctuating nuclear spin environment,
with the aim of making them suitable as deterministic sources of photonic cluster states.
7.1 Experimental setup
Since the setup was built from scratch, many lessons were learnt and problems solved
involving polarisation suppression, mechanical stability and alignment. The configura-
tion of the microscope head in particular underwent many evolutions over the course of
the thesis work, starting out as a lightweight cage system and eventually arriving at the
form shown in Chapter 4. The move from cage systems to a platform in particular solved
many issues with reliability, allowing the microscope to be operated for weeks with little
realignment necessary. The addition of the CCD camera after the final analyser also
helped since the lobes of described in Section 4.3.3 now made rough polariser alignment
very fast.
The spectral suppression stage built in the last part of this chapter performed well
and again was stable enough to allow operation over days without realignment. The
setup was made as modular as possible by using optical fibres to guide light between
different parts of the setup, which meant that misalignment of one section would not
affect another. This also helped a great deal in relaxing constraints on the physical
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layout of the system, although one has to weigh the benefits of a modular system with
the increased loss due to additional fibre couplings. This extra loss is visible in the
reduced count rate in the data in Section 5.2.2 compared to the resonance fluorescence
characterisation measurement in Section 4.3.7.
The principal limiting factor of the experimental setup was the low collection efficiency
in the range of 0.1%, caused mainly by the sample design. The planar sample surface
and large refractive index of GaAs limit the amount of light that can escape the sample
due to total internal reflection. A solid immersion lens placed on the sample can increase
the photon extraction efficiency by around 5 times [158–161]. In modern state-of-the-art
devices it has become a standard practice to grow distributed Bragg reflector (DBR)
layers below (and possibly above) the quantum dots to form a lossy cavity around them
[162]. This can help direct the emission along the collection axis so that the light can
more easily make its way out of the sample and be gathered by the lens. Cavities for
increased collection efficiency have also been formed between bottom DBR layers in
the device and the coated surface of an optical fibre positioned just above the sample
surface [163, 164]. More elaborate devices use photonic crystal cavities built around
the quantum dot, or etch the region above the dot into structures to again direct the
fluorescence along the optical axis [165]. Such modifications have demonstrated photon
extraction efficiencies of up to 66% [134]. It is also noteworthy that superconducting
photo-detectors have been developed in recent years that allow detection of near-infrared
photons with an efficiency of over 93% [166, 167].
7.2 Monitoring the Overhauser field
Chapter 5 described the development of a scheme for fast measurement of the Overhauser
field. The modelling in this chapter investigated the proposed protocol and demonstrated
that it might be possible to measure both the magnitude and direction of the Overhauser
field in real-time, i.e. before it changes substantially. It was then shown how coupled
quantum dots could again provide an advantage over single quantum dots by allowing the
fluorescence holding the information about the Overhauser field to be spectrally isolated
from the reflected laser light used to drive the quantum dot transition. Use of the spectral
suppression stage built and characterised in Chapter 4 allowed sufficient suppression of
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the laser for the scheme to be experimentally demonstrated. Anomalous behaviour was
observed, but nonetheless it was shown that the system could still be used to act as a
field sensor to measure a field of < 50 mT to within a value of 0.2 mT. Using idealised
device characteristics it was argued that with optimised samples this measurement could
be made in around 100 µs. This is faster than the typical Overhauser field fluctuations
in a frozen fluctuation model [89]. However recent investigations of the effects of the
quadropolar interaction in highly strained self-assembled quantum dots indicate that
at small external magnetic fields the nuclear spin bath may vary at shorter time-scales
[111]. This is to be contrasted with quantum dots in unstrained systems [168] where the
nuclear spin dynamics are expected to be on the time-scale of 100 µs.
Whilst originally developed with the aim of measuring the Overhauser field this method
also works for external magnetic fields. Hence the use of this scheme also allows quantum
dots to act as sensitive magnetometers.
During the experimental investigation of the sensing protocol, an anomalous feature
was discovered in resonant measurements. The intriguing experimental behaviour doc-
umented in Section 5.2.3 has not been previously seen in investigations of other systems
[115]. Although a model was able to reproduce some of these results, a further investi-
gation of similar quantum dots, likely along with more complex modelling of the nuclear
spin ensemble, will be required for a fuller explanation.
Having shown it could be possible to sense the Overhauser field, a complementary
method of compensating for it was developed in the end of Chapter 5. The basic mech-
anism for applying an effective field to a spin qubit in one dot of a coupled pair was
demonstrated through modelling of the system. An experiment was attempted to show
the proposal in action, but was unsuccessful since the sample did not allow a significant
nuclear spin polarisation to be built up due to fast co-tunnelling to the back contact.
7.2.1 Future Work
Changes in the sample structure to afford an increase in detection efficiency might allow
real-time estimation of the field. In the proof of concept experiment the integration
time was significantly longer than Overhauser field fluctuations so only the effects of
total average field were seen. Better collection efficiency would allow shorter integration
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times which would then allow real-time fluctuations to be observed. Even with access
to shot-by-shot information, the sensing scheme used average statistics of the photon
detections to perform its prediction. Using a pulsed laser source would also allow tim-
ing information to be extracted which could allow faster predictions by narrowing the
probability distribution more quickly. Timing information can be directly incorporated
into the scheme, possibly allowing fields to be sensed on a sub-microsecond time-scale.
For example, time resolved measurements have been used in gate defined dots and NV
centres to perform nuclear and magnetic field sensing by determining the spin precession
time [128, 129].
Demonstration of the field compensation mechanism should be fairly straightforward
with an appropriate sample, since line dragging is a routinely observed phenomenon in
InGaAs quantum dots. Expansion in this direction would just mean moving to a sample
with a thicker barrier layer to the back contact, suppressing co-tunnelling.
Further investigation of the anomalous features of Section 5.2.3 should be performed, as
well as further microscopic modelling of the nuclear spin ensemble. The involvement of
the nuclear spins could be proven by driving them with a nearby coil or micro-strip line
to depolarise them during the experiment. This would alter or quench the anomalous
features giving additional insight into the system.
Finally, the ultimate extension of this chapter would be to combine the all of the ideas
within it to perform real-time sensing and compensation of the Overhauser field. Ob-
servation of an increase in coherence time, by enhanced visibility of fringes in a Ramsey
experiment for example, would vindicate the work done here. Together it is hoped
that these ideas will help to further the field of quantum information processing using
quantum dots.
7.3 Cluster state generation
The ultimate goal of this thesis is tackling decoherence of the electron spin due to inter-
action with the nuclear spins. A first approach to this problem was covered in Chapter 6.
That chapter considered the specific case of using quantum dots for generating photonic
cluster states using Lindner and Rudolph’s photonic machine gun proposal [37]. A brief
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investigation of the photonic machine gun showed that a simple passive setup allows the
collection of necessary statistics to fully reconstruct the photonic state. The advantage
of this characterisation mechanism is that no fast switching or change of measurement
settings is necessary so long as the required number of optical elements and detectors
are available. It showed that characterisation of cluster states of up to 30 photons was
possible within a measurement time of a day. However the time-scales were estimated by
assuming rotations could be performed quickly which, as it was mentioned in Chapter
2, can not be done in current systems without sacrificing the ability to generate spin
photon entanglement of the kind required for the photonic machine gun.
Instead, motivated by the work of Kim et al. [79], a coupled quantum dot system con-
taining one resident electron was investigated for the purpose of providing all of the
necessary transitions. Motivated again by observations during the course of developing
the models in Chapter 3 and the work of Makhonin et al. [103] and Hansom et al. [45],
it was realised that the generation of an in-plane Overhauser field in one of the quantum
dots of a coupled pair was both possible and would enable the transitions required for
fast rotation of the electron spin and those required to generate spin-photon polarisa-
tion entanglement. Further investigation of this model showed that the transitions were
spectrally separated enough to be individually addressed and so could be used for an
implementation of the photonic machine gun, but in this case with all optical rotations.
This system, together with Overhauser field preparation [47] and dynamic decoupling
pulses [169] (now possible thanks to the Λ schemes) could in principle allow the gen-
eration of a useful number of entangled photons within the decoherence time of the
quantum dot spin.
Leading on from this another interesting avenue was identified, again centred around
the photonic machine gun but now with the aim to avoid the spin decoherence by
completely replacing the electron with a more coherent spin, such as that provided by a
dopant inside the quantum dot [170]. To this end the interaction mechanism that allows
the generation of spin photon polarisation entanglement in quantum dots was replaced
by a novel mechanism using a spin dependent shift of the exciton energy. A theoretical
model of this system was built and numerically simulated in order to assess how well
the new system performs at generating photonic cluster states. It was shown that under
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suitable conditions near-unity fidelities are achievable. Even with non-unity fidelity it
has been shown that errors in the graph state can be probabilistically recovered [10, 37].
The theoretical handling of the simulation in this approach is different in some respects to
what has been previously used in the literature. Application of this propagation method
allows a simple way of simulating systems where the quantum state of spontaneously
emitted photons is of interest. In addition, as far as the author is aware the broadband
tomography method is also a new way of treating multi-coloured photonic states.
7.3.1 Future Work
The ideas in this project could be applicable to the case of quantum dots doped with
manganese (Mn) atoms. In these systems the Mn atoms couple strongly to the carrier
dynamics through an exchange interaction. The interaction allows optical manipulation
of the Mn spin state which would allow its use as a qubit [148]. The interaction between
the exciton is largely Ising-like in CdTe/ZnTe [147] and CdTe [148, 157] exactly as
required to implement the proposal [171, 172]. The ideas in this chapter could be
experimentally tested using such samples, in an experimental setup similar to that used
by Schwartz et al. [40].
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