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New Geometric Flows on Riemannian Manifolds and
Applications to Schro¨dinger-Airy Flows
Xiaowei Sun∗and Youde Wang†
Abstract
In this paper, we define a class of new geometric flows on a complete Riemannian mani-
fold. The new flow is related to the generalized (third order) Landau-Lifishitz equation. On
the other hand it could be thought of a special case of the Schro¨dinger-Airy flow when the
target manifold is a Ka¨hler manifold with constant holomorphic sectional curvature. We
show the local existence of the new flow on a complete Riemannian manifold with some
assumptions on Ricci tensor. Moreover, if the target manifolds are Einstein or some certain
type of locally symmetric spaces, we obtain the global results.
1 Introduction
Let (N,h) be a Riemannian manifold equipped with a metric h. Then there is a Levi-Civita
connection associated to h. Denote the Levi-Civita connection on (N,h) by ∇ and the corre-
sponding curvature operator on (N,h) by R, which is a (1, 3)-tensor.
The Ricci curvature Ric is the trace of the curvature operator R. It is well-known that Ric
is a symmetric bilinear form. If for any tangent vector fields X,Y on (N,h) there holds
Ric(X,Y ) = kh(X,Y ),
then (N,h) is said to be an Einstein manifold with Einstein constant k.
For any smooth map u(x, t) from S1×R into (N,h), Let ∇x denote the covariant derivative
∇ ∂
∂x
on the pull-back bundle u−1TN induced from the Levi-Civita connection ∇ on N . For the
sake of convenience, we always denote ∇xu and ∇tu by ux and ut respectively.
For the maps from a unit circle S1 or a real line R into N , we define a class of new geometric
flows as follows:
∂u
∂t
= ∇2xux + ρRic(ux, ux)ux,
where ρ is a positive constant. If (N,h) is an Einstein manifold, the new geometric flow is an
energy conserved system.
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Obviously, if the target manifold is Euclidian space Rn, the new flow then reduces to the
vector Airy equation
ut = uxxx.
We should mention that solutions to the scalar Airy equation may be expressed in terms of
so-called Airy functions, which are named after the astronomer George Biddell Airy(1801-1892)
and are solutions to the differential equation
yxx(x)− xy(x) = 0.
One of the related problems with our new flow is the so-called generalized Landau-Lifishitz
equation written by
ut = uxxx +
3
2
(|ux|
2u)x, |u|
2 = 1.
Here u : S1( or R) × R → Sn ⊂ Rn+1 and | · | denotes the standard metric in Rn+1 (see
[4, 17, 30]). If n = 2, it is just the third order Landau-Lifshitz equation. It is easy to see that
this equation can be rewritten by a geometric version as follows:
ut = ∇
2
xux +
1
2
|ux|
2ux,
where ∇x = ∇ ∂
∂x
denotes the Levi-Civita connection on the standard unit sphere Sn. For detail
we refer to [26]. Furthermore, we may intrinsically write the equation by
ut = ∇
2
xux +
1
2(n− 1)
Ric(ux, ux)ux,
where Ric(·, ·) is the Ricci tensor (operator) on Sn.
In fact, from the integrable system point of view the following generalized Landau-Lifshitz
equation was considered in [12, 17, 29]
ut = ∇
2
xux +
1
2
|ux|
2ux +
3
2
〈u,A(u)〉ux, (1.1)
where u : R × R → Sn ⊂ Rn+1 and A is a constant symmetric (n + 1) × (n + 1) matrix. It
was shown that this equation is integrable by the inverse scattering method for any n and A.
One has known that this equation also defines an infinitesimal symmetry for the well-known C.
Neumann system [17, 32]
uxx + |ux|
2u = A(u) − 〈u,A(u)〉u, |u|2 = 1
describing the dynamics of a particle on the unit sphere under the influence of field with the
quadratic potential
P =
1
2
〈u,A(u)〉.
Recently, Song and Yu in [26] employed the geometric energy method established in [7, 8]
to show the global well-posedness of the corresponding Cauchy problem from S1×R→ Sn. We
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also mention that the stationary solution of the geometric flow defines an interesting kind of
curves on Sn (see [25]).
On the other hand, if (N,J, h) is a Ka¨hler manifold, where J is a compatible complex
structure with h, in [28] we introduced a class of geometric flows for the maps from a unit circle
S1 or a real line R into (N,J, h), geometric Schro¨dinger-Airy flow, as follows:
∂u
∂t
= α
(
∇2xux +
1
2
R(ux, Juux)Juux
)
+ βJu∇xux + γ|ux|
2ux, (1.2)
where α, β and γ are real constants, R is the Riemannian curvature tensor on N and Ju ≡ J(u).
In [28] we have shown that the Schro¨dinger-Airy flows relate closely to several important and
well-known physical or mechanical systems [10, 11, 12, 13, 15, 16, 18, 19, 21, 23]. This flow
is hybrid of geometric KdV flow [5, 27] and geometric Schro¨dinger flow [1, 2, 3, 6, 7, 24], and
relates closely to derivative nonlinear Schro¨dinger equation[28, 33].
If β = 0, the Schro¨dinger-Airy flow on a Ka¨hler manifold with constant holomorphic sectional
curvature K becomes
∂u
∂t
= α
(
∇2xux +
1
2
K|ux|
2ux
)
+ γ|ux|
2ux. (1.3)
By scaling with respect to the time variable, we can change the above flow into
∂u
∂t
= ∇2xux + ρ|ux|
2ux.
This is just our new geometric flow on a Ka¨hler manifold with constant holomorphic sectional
curvature. However, by our knowledge one has not obtained any global existence results for
(1.3). Thus, by choosing N specially, the new flow could be regarded as special cases of the
Schro¨dinger-Airy flow. But in general cases, these two flows differ a lot since the new geometric
flow is defined on all Riemannian manifolds while the Schro¨dinger-Airy flow is only defined on
Ka¨hler manifolds.
In this paper, we mainly discuss the local existence for the Cauchy problem of the new
geometric flow on a complete Riemannian manifold (N,h) defined by{
ut = ∇
2
xux + ρRic(ux, ux)ux, x ∈ S
1;
u(x, 0) = u0(x).
(1.4)
Furthermore, when N is some kind of special locally symmetric spaces, we could obtain some
results on global existence of (1.4). The method we use here is the geometric energy method
which is also adopted to discuss the KdV geometric flow in [27]. But technically speaking,
the processes differ greatly especially in proving the existence of the two geometric flows. By
utilizing the Ricci curvature tensor, we introduce a new geometric norm which would help us
to obtain the estimates we need.
Before stating our main results, we need to introduce several definitions on Sobolev spaces
of sections with vector bundle value on M . Let (E,M, π) be a vector bundle with base manifold
M . If (E,M, π) is equipped with a metric, then we may define so-called vector bundle value
Sobolev spaces as follows:
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Definition 1.1. Hm(M,E) is the completeness of the set of smooth sections with compact
supports denoted by {s| s ∈ C∞0 (M,E)} with respect to the norm
‖s‖2Hm(M,E) =
m∑
i=0
∫
M
|∇is|2dM.
Here ∇ is the connection on E which is compatible with the metric on E.
Definition 1.2. Let N be the set of positive integers. For m ∈ N ∪ {0}, the Sobolev space of
maps from S1 into a Riemannian manifold (N,h) is defined by
Hm+1(S1;N) = {u ∈ C(S1;N)| ux ∈ H
m(S1;TN)},
where ux ∈ H
m(S1;TN) means that ux satisfies
‖ux‖
2
Hm(S1;TN) =
m∑
j=0
∫
S1
h(u(x))(∇jxux(x),∇
j
xux(x))dx < +∞.
We usually use W k,p(M,N) to denote the space of Sobolev maps from M into N , and
W k,p(M,Rl) to denote the space of Sobolev functions.
Our main results are as follows:
Theorem 1.1. Let (N,h) be a complete Riemannian manifold with parallel Ricci tensor, i.e.
∇Ric ≡ 0. If the Ricci curvature on N has a positive lower bound λ > 0 (or a negative upper
bound −λ < 0), then the local solutions u ∈ L∞([0, T ],Hk(S1, N)) (k ≥ 4) of the Cauchy
problem (1.4) with the initial map u0 ∈ H
k(S1, N) is unique. Moreover, the local solution is
continuous with respect to the time variable, i.e., u ∈ C([0, T ],Hk(S1, N)).
Theorem 1.2. Let (N,h) be a complete Riemannian manifold with parallel Ricci tensor, i.e.
∇Ric ≡ 0 and the Ricci curvature on N has a positive lower bound λ > 0 (or a negative upper
bound −λ < 0). Then, for any integer k ≥ 4 the Cauchy problem of (1.4) with the initial
value map u0 ∈ H
k(S1, N) admits a unique local solution u ∈ C([0, T ],Hk(S1, N)), where
T = T (N, ||u0||H4). Moreover, besides the assumptions on N , if the Riemmainan curvature on
N satisfies |∇lR| ≤ Bl(l = 0, 1, 2, 3) where Bl are positive constants, then if the initial value map
u0 ∈ H
3(S1, N), the Cauchy problem of (1.4) admits a local solution u ∈ L∞([0, T ],H3(S1, N)),
where T = T (N, ||u0||H3).
Theorem 1.3. Assume that (N,h) is a complete locally symmetric space on which the Ricci
curvature has a positive lower bound λ > 0 (or a negative upper bound −λ < 0). Then for any
integer k ≥ 4 the Cauchy problem (1.4) with the initial map u0 ∈ H
k(S1, N) admits a unique
global solution u ∈ C([0,∞),Hk(S1, N)).
It is worthy to point out that in this work, we still employ the parabolic approximation and
the geometric energy method developed in [7, 8] to show the local existence problems. The
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process is similar but different with that about the KdV geometric flow in [27]. In fact, to show
the local existence, we first obtain a local solution uε of the following approximated problem{
ut = −ε∇
3
xux +∇
2
xux + ρRic(ux, ux)ux, x ∈ S
1;
u(x, 0) = u0(x) ∈ H
k(S1, N).
(1.5)
Then we have to derive the uniformly bound of ||uεx||
2
Hm which is independent of ε such that
we could obtain a limit u(x, t) of the sequence {uε} in suitable spaces as ε goes to zero and
it remains to show that the limit u(x, t) is a solution of the Cauchy problem (1.4). However,
because the different structure between the new flow and KdV geometric flow, we could not
obtain the bounds of ||uεx||
2
Hm by calculating
d
dt
||uεx||
2
Hm directly as we did in [27]. Precisely,
if we differentiate ||∇2xuεx||
2
L2
with respect to t and substitute (1.5), after integrating by parts,
one would get terms as follows∫
S1
h
(
∇3xuεx, uεx
)
Ric(∇2xuεx, uεx)dx,
which could not be bounded by ||uεx||
2s
H2
for s ∈ Z+. Hence we have to try different ways to get
those estimations. We find that, for a Riemannian manifold N with parallel Ricci curvature,
i.e. ∇Ric ≡ 0, if the Ricci curvature has a positive lower bound λ > 0 (or a negative upper
bound −λ < 0), the Ricci tensor Ric(·, ·) will have very nice properties which are similar with
that of the metric h(·, ·). Instead estimating ||uεx||
2
Hk
, we could estimate
Im(uεx) =
m∑
i=0
∫
S1
Ric(∇ixuεx,∇
i
xuεx)dx
and derive the uniform bounds of Im on a time interval (0, T ) where both the bounds and T
are independent of ε. Then we would obtain the uniform bounds of ||ux||
2
Hm since
||ux||
2
Hm ≤
1
λ
Im(uεx)
(
or ||ux||
2
Hm ≤ −
1
λ
Im(uεx)
)
.
These estimations will be derived in next section. In one word, the condition on the Ricci
curvature of N helps us obtain the uniform estimations about the approximated solution and
its high order co-variant derivatives. Then, standard arguments are adopted to derive the local
existence of (1.4).
Remark 1. It is well known that all irreducible symmetric spaces are Einstein. We should note
that all the above results hold true on Einstein manifolds with a positive Einstein constant or a
negative Einstein constant. However, if N is Ricci flat, i.e. Ric ≡ 0, the new geometric flow
then changed to
∂u
∂t
= ∇2xux,
the method to discuss the existence in this work is ineffective. In this case, we could only obtain
the local existence of the new flow via the same arguments as that in [27].
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To prove the global existence we need to exploit some conservation laws and semi-conservation
law. We define
E1(u) ≡
∫
Ric(ux, ux)dx;
E2(u) ≡
∫
Ric(∇xux,∇xux)dx−
ρ
2
∫
Ric(ux, ux)
2dx;
E3(u) ≡ 6
∫
Ric(∇2xux,∇
2
xux)dx− 20ρ
∫
Ric(∇xux, ux)
2dx
− 10ρ
∫
Ric(∇xux,∇xux)Ric(ux, ux)dx
− 4
∫
Ric(∇xux, R(∇xux, ux)ux)dx. (1.6)
If N is a locally symmetric space, for the smooth solution u to the Cauchy problem (1.4) we
will establish the following in Sec.4:
d
dt
E1(u) = 0,
d
dt
E2(u) = 0.
Moreover, if N is a locally symmetric space on which the Ricci curvature has a positive lower
bound λ > 0 (or a negative upper bound −λ < 0), then we have
d
dt
E3(u) 6 C(N,λ,E1(u0), E2(u0))(1 + E3). (1.7)
We could make use of the above conservation laws with respect to E1(u) and E2(u) to derive a
uniform a priori bound of ||∇xux||L2 independent of T . By virtue of (1.7), we will obtain the
global existence results.
This paper is organized as follows: In Section 2 we employ the geometric energy method
to establish the local existence of the new geometric flow. Since the conservation and semi-
conservation laws mentioned before are crucial for us to establish the global existence of the
Cauchy problem of the geometric flow. We give a detailed calculation in Section 3. The global
existence of the geometric flow on sepcial locally symmetric spaces is proved in Section 4.
2 Local Existence and Uniqueness
In this section we establish the local existence and the uniqueness of solutions for the Cauchy
problem of the new geometric flow (1.4) on a complete Riemannian manifold on which the Ricci
curvature is parallel and has a positive lower bound λ, i.e. Ric ≥ λ > 0 (or a negative upper
bound Ric ≤ −λ < 0). We adopt the language that Ric ≥ λ > 0 if all eigenvalues of Ric(X) are
≥ λ. In (0, 2) language this means more precisely that Ric(X,X) ≥ λh(X,X) for all X ∈ TN .
Moreover, if Ric ≥ λ > 0 on a complete Riemannian manifold N , then by Myers-Cheng’s
theorem we have N is compact.
As in [27], to show the local existence of (1.4), we use the approximate method and discuss
the following Cauchy problem:{
ut = −ε∇
3
xux +∇
2
xux + ρRic(ux, ux)ux, x ∈ S
1;
u(x, 0) = u0(x),
(2.1)
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where ε > 0 is a small positive constant.
We could imbed N into a Euclidean space Rn for some large positive integer n. Then N
could be regarded as a submanifold of Rn and u : S1 × R → N ⊂ Rn could be represented as
u = (u1, · · · , un) with ui being globally defined functions on S1 so that the Sobolev-norms of u
make sense. We have
||u||2Wm,2 =
m∑
i=0
||Diu||2L2 ,
whereD denotes the covariant derivative for functions on S1. The equation (2.1) then becomes a
fourth order parabolic system in Rn. In the appendix of [27], we have shown that the parabolic
equation admits a local solution uε ∈ C([0, Tε),W
k,2(S1, N)) if the initial value map u0 ∈
W k,2(S1, N) where k ≥ 3.
Thus, in order to show the local existence of (1.4), we would find a uniform positive lower
bound T of Tε and uniform bounds for various norms of uε(t) in suitable spaces for t in the time
interval [0, T ). Once we get these bounds it is easy to check that uε subconverge to a strong
solution of (1.4) as ε→ 0 via standard arguments.
Before proving the local existence, we shall introduce the properties about the Ricci curvature
tensor and the Riemannina curvature R on a Ricci parallel Riemannian manifold. We have
Proposition 2.1. Let N be a Riemannian manifold with parallel Ricci curvature tensor, i.e.
∇Ric ≡ 0. Then for X,Y,Z,W ∈ Γ(TN), the Ricci curvature tensor and the Riemannian
curvature tensor satisfy the following properties:
(1) Z
(
Ric(X,Y )
)
= Ric(∇ZX,Y ) +Ric(X,∇ZY );
(2) Ric(X,R(Z,W )Y ) = −Ric(X,R(W,Z)Y ) = Ric(Z,R(X,Y )W ). (2.2)
These properties will be adopted frequently in the calculation throughout this paper. The
process to show them is almost the same with proof of the symmetric and skew-symmetric
properties of R(X,Y,W,Z), we omit the details. Note that if X ∈ Γ(u−1TN) we have in local
coordinates
(∇xX)
α =
∂Xα
∂x
+ Γαβγ(u)
∂uβ
∂x
Xγ
and for X = ux we have
(∇tux)
α =
∂2uα
∂t∂x
+ Γαβγ(u)
∂uβ
∂t
∂uγ
∂x
.
It is easy to see that ∇tux = ∇xut.
Now we start the proof of the local existence of (1.4). Here we mainly discuss the case that
Ric ≤ −λ < 0 on N here. For the case Ric ≥ λ > 0, we could get the same results via easier
arguments.
To begin with, let u = uε be a solution of (2.1). We have the following results:
Lemma 2.2. (i) Assume that N is a complete Riemannian manifold with parallel Ricci tensor,
(i.e. ∇Ric ≡ 0). If N has negative upper bounds on the Ricci curvature (Ric ≤ −λ < 0)
7
and uniform bounds on the curvature tensor R and its covariant derivatives of any order (i.e.,
|∇lR| ≤ Bl, l = 0, 1, 2, · · · ), and u0 ∈ H
k(S1, N) with an integer k ≥ 3. Then there exists a
constant T = T (||u0||H3), independent of ε ∈ (0, 1), such that if u ∈ C([0, Tε),H
k(S1, N)) is a
solution of (2.1) with ε ∈ (0, 1), then T (||u0||H3) ≤ Tε and ||u(t)||Hm+1 ≤ C(||u0||Hm+1) for any
integer 2 ≤ m ≤ k − 1.
(ii) Assume that N is a complete Riemannian manifold with parallel Ricci tensor and N
has negative upper bounds on the Ricci curvature. Let u0 ∈ H
k(S1, N) with an integer k ≥ 5.
Then there exists a constant T = T (||u0||H5) > 0, independent of ε ∈ (0, 1), such that if
u ∈ C([0, Tε),H
k(S1, N)) is a solution of (2.1) with ε ∈ (0, 1), then T (||u0||H5) ≤ Tε and
||u(t)||Hm+1 ≤ C(||u0||Hm+1) for any integer 2 ≤ m ≤ k − 1.
Proof. First fix a k ≥ 3 and let m be any integer with 2 ≤ m ≤ k − 1. We may assume that
u0 is C
∞ smooth. Otherwise, we always choose a sequence of smooth functions {ui0} such that
ui0 → u0 with respect to the norms ‖ · ‖Hk where k ≥ 3.
As N may not be compact we let, we let Ω , {p ∈ N : distN (p, u0(S
1)) < 1}, which is an
open subset of N with compact closure Ω. Let
T ′ = sup{t > 0 : u(S1, t) ⊂ Ω}.
Now we prove that if k = 3, for all t ∈ [0, Tε]
d
dt
(
−
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)
≤ C(Ω, λ)
4∑
l=2
(
−
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)l
. (2.3)
To see this, we first differentiate
∫
Ric(ux, ux)dx with respect to t and we have:
d
dt
∫
Ric(ux, ux)dx
= 2
∫
Ric(∇tux, ux)dx = 2
∫
Ric(∇xut, ux)dx.
Integrations by parts and substituting (2.1) yields
d
dt
∫
Ric(ux, ux)dx = −2
∫
Ric(ut,∇xux)dx
= 2ε
∫
Ric(∇3xux,∇xux)dx− 2
∫
Ric(∇2xux,∇xux)dx
− 2ρ
∫
Ric(Ric(ux, ux)ux,∇xux)dx
= −2ε
∫
Ric(∇2xux,∇
2
xux)dx− 2
∫
∇x
(
Ric(∇xux,∇xux)
)
dx
−
ρ
2
∫
∇x
(
|Ric(ux, ux)|
2
)
dx
= −2ε
∫
Ric(∇2xux,∇
2
xux)dx
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Hence by the condition Ric ≤ −λ < 0 we have
d
dt
(
−
1
λ
∫
Ric(ux, ux)dx
)
=
2ε
λ
∫
Ric(∇2xux,∇
2
xux)dx
≤ −2ε
∫
|∇2xux|
2dx ≤ 0. (2.4)
Considering
∫
Ric(∇xux,∇xux)dx we have:
d
dt
∫
Ric(∇xux,∇xux)dx = 2
∫
Ric(∇t∇xux,∇xux)dx
= 2
∫
Ric(∇x∇tux,∇xux)dx+ 2
∫
Ric(R(ut, ux)ux,∇xux)dx
= 2
∫
Ric(∇2xut,∇xux)dx+ 2
∫
Ric(ut, R(∇xux, ux)ux)dx
= 2
∫
Ric(ut,∇
3
xux)dx+ 2
∫
Ric(ut, R(∇xux, ux)ux)dx.
Thus, substituting (2.1) into above we have
d
dt
∫
Ric(∇xux,∇xux)dx
= −2ε
∫
Ric(∇3xux,∇
3
xux)dx+ 2
∫
Ric(∇2xux,∇
3
xux)dx
+ 2ρ
∫
Ric(ux, ux)Ric(ux,∇
3
xux)dx
− 2ε
∫
Ric(∇3xux, R(∇xux, ux)ux)dx+ 2
∫
Ric(∇2xux, R(∇xux, ux)ux)dx
+ 2ρ
∫
Ric(ux, ux)Ric(ux, R(∇xux, ux)ux)dx. (2.5)
It is easy to see that the second term and the last term on the right hand side vanish since
2Ric(∇2xux,∇
3
xux) = ∇x
(
Ric(∇2xux,∇
2
xux)
)
and
Ric(ux, R(∇xux, ux)ux) ≡ 0.
Moreover, for the fifth term on the right, we have
2
∫
Ric(∇2xux, R(∇xux, ux)ux)dx
= −2
∫
Ric(∇xux, (∇xR)(∇xux, ux)ux)dx− 2
∫
Ric(∇xux, R(∇
2
xux, ux)ux)dx,
which implies that
2
∫
Ric(∇2xux, R(∇xux, ux)ux)dx = −
∫
Ric(∇xux, (∇xR)(∇xux, ux)ux)dx.
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For the left terms of (2.5), after integration by parts we get
2ρ
∫
Ric(ux, ux)Ric(ux,∇
3
xux)dx
= −2ρ
∫
Ric(ux, ux)Ric(∇xux,∇
2
xux)dx− 4ρ
∫
Ric(∇xux, ux)Ric(ux,∇
2
xux)dx
= 6ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)dx;
and
− 2ε
∫
Ric(∇3xux, R(∇xux, ux)ux)dx
= 2ε
∫
Ric(∇2xux, (∇xR)(∇xux, ux)ux)dx+ 2ε
∫
Ric(∇2xux, R(∇
2
xux, ux)ux)dx
+ 2ε
∫
Ric(∇2xux, R(∇xux, ux)∇xux)dx.
Hence we obtain that
d
dt
(
−
1
λ
∫
Ric(∇xux,∇xux)dx
)
−
2ε
λ
∫
Ric(∇3xux,∇
3
xux)dx
= −
1
λ
(
2ε
∫
Ric(∇2xux, (∇xR)(∇xux, ux)ux)dx+ 2ε
∫
Ric(∇2xux, R(∇
2
xux, ux)ux)dx
+ 2ε
∫
Ric(∇2xux, R(∇xux, ux)∇xux)dx−
∫
Ric(∇xux, (∇xR)(∇xux, ux)ux)dx
+6ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)dx
)
≤ C(Ω, ρ, λ)
(∫
|∇2xux||∇xux||ux|
3dx+
∫
|∇2xux|
2|ux|
2dx+
∫
|∇2xux||∇xux|
2|ux|dx
+
∫
|∇xux|
2|ux|
3dx+
∫
|∇xux|
3|ux|dx
)
. (2.6)
Utilizing Ho¨lder inequality and the following interpolation inequalities
||ux||L∞ ≤ C(Ω)
(
||∇xux||
2
L2 + ||ux||
2
L2
) 1
4 ||ux||
1
2
L2
;
||∇xux||L∞ ≤ C(Ω)
(
||∇2xux||
2
L2 + ||∇xux||
2
L2
) 1
4 ||∇xux||
1
2
L2
, (2.7)
we obtain that
d
dt
(
−
1
λ
∫
Ric(∇xux,∇xux)dx
)
−
2ε
λ
∫
Ric(∇3xux,∇
3
xux)dx ≤ C(Ω, ρ, λ)||ux||
4
H2 .
(2.8)
Now to show (2.3), we need compute d
dt
∫
Ric(∇2xux,∇
2
xux)dx and we have
d
dt
∫
Ric(∇2xux,∇
2
xux)dx = 2
∫
Ric(∇t∇
2
xux,∇
2
xux)dx
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= 2
∫
Ric(∇x∇t∇xux,∇
2
xux)dx+ 2
∫
Ric(R(ut, ux)∇xux,∇
2
xux)dx
= −2
∫
Ric(∇2xut,∇
3
xux)dx− 2
∫
Ric(∇3xux, R(ut, ux)ux)dx
+ 2
∫
Ric(∇2xux, R(ut, ux)∇xux)dx
= −2
∫
Ric(ut,∇
5
xux)dx− 2
∫
Ric(ut, R(∇
3
xux, ux)ux)dx
+ 2
∫
Ric(ut, R(∇
2
xux,∇xux)ux)dx. (2.9)
Substituting (2.1) into (2.9) and noting that∫
Ric(∇3xux,∇
5
xux)dx = −
∫
Ric(∇4xux,∇
4
xux);
∫
Ric(∇2xux,∇
5
xux)dx = 0∫
Ric(ux, R(∇
3
xux, ux)ux)dx =
∫
Ric(ux, R(∇
2
xux,∇xux)ux) ≡ 0,
we have
d
dt
(
−
1
λ
∫
Ric(∇2xux,∇
2
xux)dx
)
−
2ε
λ
∫
Ric(∇4xux,∇
4
xux)dx
= −
1
λ
(
2ε
∫
Ric(∇3xux, R(∇
3
xux, ux)ux)dx− 2ε
∫
Ric(∇3xux, R(∇
2
xux,∇xux)ux)dx
− 2ρ
∫
Ric(Ric(ux, ux)ux,∇
5
xux)dx− 2
∫
Ric(∇2xux, R(∇
3
xux, ux)ux)dx
+2
∫
Ric(∇2xux, R(∇
2
xux,∇xux)ux)dx.
)
(2.10)
For the first two terms of (2.10) on the right , integrating by parts yields
2ε
∫
Ric(∇3xux, R(∇
3
xux, ux)ux)dx− 2ε
∫
Ric(∇3xux, R(∇
2
xux,∇xux)ux)dx
= −2ε
∫
Ric(∇3xux, (∇xR)(∇
2
xux, ux)ux)dx− 2ε
∫
Ric(∇4xux, R(∇
2
xux, ux)ux)dx
− 2ε
∫
Ric(∇3xux, R(∇
2
xux, ux)∇xux)dx
− 4ε
∫
Ric(∇3xux, R(∇
2
xux,∇xux)ux)dx. (2.11)
Hence for any δ > 0,
−
1
λ
(
2ε
∫
Ric(∇3xux, R(∇
3
xux, ux)ux)dx− 2ε
∫
Ric(∇3xux, R(∇
2
xux,∇xux)ux)dx
)
≤
εδ
λ
∫
|∇4xux|
2dx+
4εδ
λ
∫
|∇3xux|
2dx
+
εC(Ω)
2δλ
{∫
|(∇xR)(∇
2
xux, ux)ux|
2dx+
∫
|R(∇2xux, ux)ux|
2dx
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+∫
|R(∇2xux, ux)∇xux|
2dx+ 2
∫
|R(∇2xux,∇xux)ux|
2dx
}
≤
εδ
λ
∫
|∇4xux|
2dx+
4εδ
λ
∫
|∇3xux|
2dx
+
C(Ω)
2δλ
∫
|∇2xux|
2(|ux|
6 + |ux|
4 + |∇xux|
2|ux|
2)dx
≤
εδ
λ
∫
|∇4xux|
2dx+
4εδ
λ
∫
|∇3xux|
2dx+
C(Ω)
2δλ
(||ux||
4
H2 + ||ux||
6
H2 + ||ux||
8
H2)
≤ −
εδ
λ2
∫
Ric(∇4xux,∇
4
xux)dx−
4εδ
λ2
∫
Ric(∇3xux,∇
3
xux)dx
+
C(Ω)
2δλ
(
||ux||
4
H2 + ||ux||
6
H2 + ||ux||
8
H2
)
. (2.12)
For the third term of (2.10), integrating by parts yields
−
∫
Ric(Ric(ux, ux)ux,∇
5
xux)dx
=
∫
Ric(∇4xux,∇xux)Ric(ux, ux)dx+ 2
∫
Ric(∇4xux, ux)Ric(∇xux, ux)dx
= −
∫
Ric(∇3xux,∇
2
xux)Ric(ux, ux)dx− 4
∫
Ric(∇3xux,∇xux)Ric(∇xux, ux)dx
− 2
∫
Ric(∇3xux, ux)Ric(∇
2
xux, ux)dx− 2
∫
Ric(∇3xux, ux)Ric(∇xux,∇xux)dx
= 5
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx+ 10
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx
≤ C(Ω)
∫
|∇2xux|
2|∇xux||ux|dx ≤ C(Ω)||∇xux||L∞ ||ux||L∞
∫
|∇2xux|
2dx. (2.13)
Thus by (2.7) we have
2ρ
λ
∫
Ric(Ric(ux, ux)ux,∇
5
xux)dx ≤ C(Ω, ρ, λ)||ux||
4
H2 . (2.14)
It is easy to check that the other two terms of (2.10) are also bounded by by C(Ω)||ux||
4
H2
via
the similar argument, we omit the detail. This together with Ineq.(2.4), (2.8) and (2.10)-(2.14)
yields
0 <
d
dt
∫
(−
1
λ
)
{
Ric(∇2xux,∇
2
xux) +Ric(∇xux,∇xux) +Ric(ux, ux)
}
dx
−
(
2ε
λ
−
εδ
λ2
)∫
Ric(∇4xux,∇
4
xux)dx−
(
2ε
λ
−
4εδ
λ2
)∫
Ric(∇3xux,∇
3
xux)dx
≤ C(Ω, ρ, λ)
(
1
2δ
+ 1
)(
||ux||
4
H2 + ||ux||
6
H2 + ||ux||
8
H2
)
. (2.15)
Thus, let δ = λ8 , we have
0 <
d
dt
(
−
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)
≤ C(Ω, ρ, λ)
4∑
l=2
||ux||
2l
H2 . (2.16)
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Furthermore, by the assumption that the Ricci curvature on N has a negative upper bound −λ,
we have
||ux||
2
H2 =
2∑
s=0
∫
|∇sxux|
2dx ≤ −
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx.
Hence from (2.16) we could obtain that
d
dt
(
−
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)
≤ C(Ω, ρ, λ)
4∑
l=2
(
−
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)l
.(2.17)
If k ≥ 4, then for 3 ≤ m ≤ k − 1, by the similar argument, we could get
d
dt
(
−
1
λ
m∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)
≤ C(Ω, ρ, λ,Qm−1)
(
−
1
λ
) m∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx,
(2.18)
where
Qm−1(u) = −
1
λ
m−1∑
i=0
∫
Ric(∇ixux,∇
i
xux)dx ≥ 0,
C(Ω, ρ, λ,Qm−1) only depends on Qm−1, ρ, λ, the bounds on the Ricci curvature and the bounds
on the curvature R and its covariant derivatives ∇lR with l ≤ m on Ω ⊂ N . We omit the details
of the proof. We should note that by the definition of Qm−1(u) we have
Qm−1(u) ≤ C(Ω, λ)
m−1∑
i=0
∫
|∇ixux|
2dx = C(Ω)||ux||
2
Hm−1 .
Thus, if we let
f(t) = −
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx+ 1,
then we have
df
dt
≤ C(Ω)f4, f(0) = −
1
λ
2∑
s=0
∫
Ric(∇sxu0x,∇
s
xu0x)dx+ 1. (2.19)
It follows from (2.19) that there exists constants T0 > 0 and C0 > 0 such that
||ux||
2
H2 ≤ −
1
λ
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx ≤ C0, t ∈ [0,min(T0, T
′)].
Now let T = min(T0, T
′). If m = 3, by the Gronwall inequality, we can obtain from (2.18):
||ux||
2
H3 ≤ −
1
λ
3∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx ≤ C1 (Ω, λ, T,Q3(u0)) , for all t ∈ [0, T ].
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Then by induction we have that there exists a constant Cm−2(Ω, λ,Qm(u0)) > 0, such that for
any 3 ≤ m ≤ k − 1
ess supt∈[0,T ]||ux||
2
Hm ≤ Cm−2 (Ω, λ,Qm(u0)) ≤ Cm−2 (Ω, λ, ||u0x||Hm) . (2.20)
If N is of uniform bounds on the curvature tensor and its derivatives ∇lR with l ≤ m, it is
easy to see from the above arguments that T = T0 since the coefficients of the above differential
inequalities depend only on the bounds on Ricci curvature, the Riemann curvature tensor R
and its covariant derivatives ∇lR of order l ≤ m on N . That is T = T (N,Q3(u0), λ) depends
only on N , u0 and λ, not on 0 < ε < 1.
Now we consider the case N is a noncompact, complete Riemannian manifold with parallel
Ricci tensor and the Ricci curvature has a negative upper bound −λ < 0. Note that a positive
lower bound of T ′ can also be derived from (2.20) when k ≥ 5. Indeed, It is easy to see from
the approximate equation (2.1) and the interpolation inequalities (see Theorem 2.1 in [8] for
details) that (2.20) implies
ess supt∈[0,T ]||ut||L2(S1,TN) ≤ C(Ω, λ,Q3(u0)) ≤ C(Ω, λ, ||u0x||H3).
On the other hand, from the approximate equation of the geometric flow (2.1) we have
∇xut = −ε∇
4
xux +∇
3
xux + ρ∇x(Ric(ux, ux)ux).
Hence, when k ≥ 5 we infer from (2.20) and the interpolation inequality that
ess supt∈[0,T ]||ut||H1(S1,TN) ≤ C(Ω, ‖u0x‖H4).
Moreover, for some 0 < a < 1 the following interpolation inequality holds
||ut(s)||L∞ ≤ C||ut(s)||
a
H1 ||ut(s)||
1−a
L2
.
This implies that, for some M > 0, there holds true
ess supt∈[0,T ]||ut||L∞ ≤M.
Thus we have
sup
x∈S1
dN (u(x, t), u0(x)) ≤Mt, for t < T.
If T ′ > T0 we get the lower bound, so we may assume that T
′ ≤ T0. Then letting t → T
′ in
the above inequality we get MT ′ ≥ 1. Therefore, if we set T = min{ 1
M
, T0}, then the desired
estimates hold for t ∈ [0, T ].
It is easy to find that the solution to (2.1) with ε ∈ (0, 1) must exist on the time interval
[0, T ]. Otherwise, we always extend the time interval of existence to cover [0, T ]. Hence we
always have Tε ≥ T and then we complete the proof of this lemma.
Here we should point out that if the ricci curvature of a complete Riemannian manifold N
has a positive lower bound, i.e. Ric ≥ λ > 0, then by Myers’s theorem N must be compact.
Hence in this case we have the following corollary via easier arguments than that in Lemma 2.2.
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Corollary 2.3. Assume that N is a complete Riemannian manifold with parallel Ricci tensor,
(i.e. ∇Ric ≡ 0). If N has positive lower bounds on the Ricci curvature (Ric ≥ λ > 0)
and u0 ∈ H
k(S1, N) with an integer k ≥ 3. Then there exists a constant T = T (||u0||H3),
independent of ε ∈ (0, 1), such that if u ∈ C([0, Tε),H
k(S1, N)) is a solution of (2.1) with
ε ∈ (0, 1), then T (||u0||H3) ≤ Tε and ||u(t)||Hm+1 ≤ C(||u0||Hm+1) for any integer 2 ≤ m ≤ k−1.
We omit the details of the proof since the process is similar and in this case N is compact.
Here we point out that instead of showing (2.3), it is suffices to show
d
dt
(
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)
≤ C(Ω, λ)
4∑
l=2
(
2∑
s=0
∫
Ric(∇sxux,∇
s
xux)dx
)l
.
Following Lemma2.2, we could obtain the following local existence results of the Cauchy
problem (1.4).
Lemma 2.4. Let (N,h) is a complete Riemannian manifold with parallel Ricci tensor. If the
Ricci curvature has a negative upper bound −λ < 0 and the curvature tensor R and its covariant
derivatives of any order have uniform bounds (i.e., |∇lR| ≤ Bl, l = 0, 1, 2, · · · ), then, for any
integer k ≥ 3 the Cauchy problem of (1.4) with the initial value map u0 ∈ H
k(S1, N) admits a
local solution u ∈ L∞([0, T ],Hk(S1, N)), where T = T (N, ||u0||H3).
Before proving Lemma 2.4, we remark that in [8], Ding and Wang have shown that the Hm
norm of section ∇u is equivalent to the usual Sobolev Wm+1,2 norm of the map u. Precisely,
we have
Lemma 2.5. ([8]) Assume that N is a compact Riemannian manifold with or without boundary
and m ≥ 1. Then there exists a constant C = C(N,m) such that for all u ∈ C∞(S1, N),
‖Du‖Wm−1,2 ≤ C
m∑
i=1
‖∇u‖iHm−1,2
and
‖∇u‖Hm−1,2 ≤ C
m∑
i=1
‖Du‖iWm−1,2 .
Now we turn to the proof of Lemma 2.4. The process goes similar with the proof of Lemma
3.3 in ([27]) which is about the local existence of the KdV geometric flow .
Proof. Assume N is compact and we imbed N into Rn. If u0 : S
1 → N is C∞, then from
Lemma 2.2 we have that the Cauchy problem (2.1) admits a smooth solution uε which satisfies
the estimates in Lemma 2.2. Hence by Lemma 2.2 and Lemma 2.5, for any integer p > 0 and
ε ∈ (0, 1] we have:
sup
t∈[0,T ]
||uε||W p,2(N) ≤ Cp(N,u0), (2.21)
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where Cp(N,u0) does not depend on ε. Hence, by sending ε → 0 and applying the embedding
theorem of Sobolev spaces to u, we have uε → u ∈ C
p(S1 × [0, T ]) for any p. It is easy to check
that u is a solution to the Cauchy problem (1.4).
If u0 : S
1 → N is not C∞, but u0 ∈ W
k,2(S1, N), we may always select a sequence of C∞
maps ui0 : S
1 → N , (i = 1, 2, · · · , n · · · ), such that
ui0 → u0 in W
k,2, as i→∞.
Thus following from Lemma 2.5 we have
||∇xui0||Hk−1 → ||∇xu0||Hk−1 , as i→∞.
Thus there exists a unique, smooth solution ui, defined on time interval [0, Ti], of the Cauchy
problem (2.1) with u0 replaced by ui0. Furthermore, from Lemma 2.2 we could obtain that if i
is large enough, then there exists a uniform positive lower bound of Ti, denoted by T , such that
the following inequality holds uniformly with respect to large enough i:
sup
t∈[0,T ]
||∇ui(t)||Hk−1 ≤ C(T, ||u0x||Hk−1).
Hence from Lemma 2.5 we deduce
sup
t∈[0,T ]
||Dui(t)||W k−1,2 ≤ C(T, ||u0x||W k−1,2), (2.22)
and by (2.1) we have
dui
dt
∈ L2([0, T ],W k−3,2(S1, N)).
By Sobolev theorem, it is easy to see that ui ∈ C
0, 1
2 ([0, T ],W k−3,2(S1, N)).
Interpolating the spaces L∞([0, T ],W k,2(S1, N)) and C0,
1
2 ([0, T ],W k−3,2(S1, N)) yields that
ui ∈ C
0,γ([0, T ],W k−6γ,2(S1, N)) for γ ∈ (0,
1
2
). (2.23)
Therefore when letting γ small while using Rellich’s theorem and the Ascoli-Arzela theorem,
from (2.22) and (2.23) we obtain that there exists
u ∈ L∞([0, T ],W k,2(S1, N)) ∩ C([0, T ],W k−1,2(S1, N))
such that
ui → u [weakly
∗] in L∞([0, T ],W k,2(S1, N)),
ui → u in C([0, T ],W
k−1,2(S1, N))
upon extracting a subsequence and re-indexing if necessary.
It remains to verify that u is a strong solution to (1.4). We need to check that for any
v ∈ C∞(S1 × [0, T ],Rn) there holds∫ T
0
∫
S1
〈ut, v〉dxdt =
∫ T
0
∫
S1
〈∇2xux, v〉dxdt+ ρ
∫ T
0
∫
S1
〈Ric(u)(ux, ux)ux, v〉dxdt.
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First we always have that for each ui∫ T
0
∫
S1
〈uit, v〉dxdt =
∫ T
0
∫
S1
〈∇2xuix, v〉dxdt + ρ
∫ T
0
∫
S1
〈Ric(ui)(uix, uix)uix, v〉dxdt..
For each y ∈ N ⊂ Rn, let P (y) be the orthogonal projection from Rn onto TyN , we have
∇xux = P (u)uxx,
∇2xux = P (u)(P (u))xuxx + P (u)uxxx, (2.24)
∇2xuix = P (ui)(P (ui))xuixx + P (ui)uixxx. (2.25)
Hence we have∫ T
0
∫
S1
|〈∇2xux, v〉 − 〈∇
2
xuix, v〉|dxdt
≤
∫ T
0
∫
S1
|〈
(
P (u)− P (ui)
)
uxxx, v〉|dxdt +
∫ T
0
∫
S1
|〈P (ui)
(
uxxx − uixxx
)
, v〉|dxdt
+
∫ T
0
∫
S1
|〈
(
P (u)(P (u))x − P (ui)(P (ui))
)
x
uxx, v〉|dxdt
+
∫ T
0
∫
S1
|〈P (ui)(P (ui))x
(
uxx − uixx
)
, v〉|dxdt. (2.26)
Moreover, ∫ T
0
∫
S1
|〈Ric(u)(ux, ux)ux, v〉 − 〈Ric(ui)(uix, uix)uix, v〉| dxdt
≤
∫ T
0
∫
S1
|Ric(u)(ux, ux)ux −Ric(ui)(uix, uix)uix||v|dxdt. (2.27)
Since N is compact, it is obviously that
||P (·)D(P (·))||L∞(N) <∞|; ||Ric(·)||L∞(N) <∞.
Hence we obtain that each term on the right hand side of (2.26) and (2.27) converges zero as i
goes to infinity. This implies that
lim
i→∞
∫ T
0
∫
S1
〈∇2xuix, v〉dxdt =
∫ T
0
∫
S1
〈∇2xux, v〉dxdt;
lim
i→∞
∫ T
0
∫
S1
〈Ric(ui)(uix, uix)uix, v〉dxdt =
∫ T
0
∫
S1
〈Ric(u)(ux, ux)ux, v〉dxdt.
On the other hand, we also have
lim
i→∞
∫ T
0
∫
S1
〈uit, v〉dxdt = −
∫ T
0
∫
S1
〈u, vt〉dxdt+
∫
S1
(〈u(T ), v(T )〉 − 〈u0, v(0)〉)dx.
Thus, from the above equalities we have∫ T
0
∫
S1
〈∇2xux, v〉dxdt + ρ
∫ T
0
∫
S1
〈Ric(ux, ux)ux, v〉dxdt
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= −
∫ T
0
∫
S1
〈u, vt〉dxdt+
∫
S1
(〈u(T ), v(T )〉 − 〈u0, v(0)〉)dx. (2.28)
Note that ∇2xux ∈ L
2(S1 × [0, T ],Rn), thus (2.28) implies ut ∈ L
2(S1 × [0, T ],Rn). Therefore
for any smooth function v we always have∫ T
0
∫
S1
〈ut, v〉dxdt =
∫ T
0
∫
S1
〈∇2xux + ρRic(ux, ux)ux, v〉dxdt,
which means that u is a strong solution of (2.1).
It is easy to see that if N is a noncompact manifold with bounded geometry and the domain
is S1, we could find a compact subset of N , denoted by Ω, such that u0(S
1) ⊂ Ω ⊂ Rn. Therefore
we could repeat the same process as in the case N is compact then we obtain the same results
and complete the proof.
Now we could show the uniqueness of the solutions and prove Theorem 1.1.
Proof of Theorem 1.1. Without loss of generality, we always assume that N is compact,
since u(x, t) ∈ L∞([0, T ],H4(S1, N)) implies that {u(x, t) : (x, t) ∈ S1 × [0, T ]} ⊂⊂ N . We
regard N as a submanifold of Rn. Let u, v : S1 × [0, T ] → N ⊂ Rn be two solutions of (1.4)
such that u(x, 0) = v(x, 0) = u0 and u, v ∈ L
∞([0, T ],W k,2(S1, N)) for k ≥ 4. Let w = u − v
which makes sense as a Rn-valued function. It is worthy to point out that the Ricci curvature
Ric here should be regarded as operators on Rn, such that Ric(u)(ux, ux)ux −Ric(v)(vx, vx)vx
makes sense in Rn.
From (2.24) we have that
∇2xux = P (u)uxxx + P (u)(P (u))xuxx.
Thus
ut = P (u)uxxx + P (u)(P (u))xuxx + ρRic(u)(ux, ux)ux.
Hence we have
wt = P (u)wxxx + [P (u)− P (v)]vxxx
+P (u)(P (u))xwxx +
(
P (u)(P (u))x − P (v)(P (v))x
)
vxx
+ ρ
(
Ric(u)(ux, ux)ux −Ric(v)(vx, vx)vx
)
. (2.29)
We could proove that there exists a constant C which depends only on N and ||u||W 4,2 and
||v||W 4,2 such that
d
dt
||w||2W 1,2 ≤ C||w||
2
W 1,2 , (2.30)
then by Gronwall’s inequality we could obtain that w ≡ 0 and obtain the uniqueness of the
solutions. To see this, we start by calculating
1
2
d
dt
∫
|wx|
2dx = −
∫
〈wxx, wt〉dx
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= −
∫
〈wxx, P (u)wxxx〉dx−
∫
〈wxx, [P (u) − P (v)]vxxx〉dx
−
∫
〈wxx, P (u)(P (u))xwxx〉dx−
∫
〈wxx, [P (u)(P (u))x − P (v)(P (v))x]vxx〉dx
− ρ
∫
〈wxx,
(
Ric(u)(ux, ux)ux −Ric(v)(vx, vx)vx
)
〉dx. (2.31)
Then, similar with the process in [27], for the first four terms of (2.31), we have :
−
∫
〈wxx, P (u)wxxx〉dx−
∫
〈wxx, [P (u) − P (v)]vxxx〉dx
−
∫
〈wxx, P (u)(P (u))xwxx〉dx−
∫
〈wxx, [P (u)(P (u))x − P (v)(P (v))x]vxx〉dx
≤ C
(∫
|wx|
2dx+
∫
|wx||w|dx + ||w||L∞
∫
(|wx|+ |w|)|vxxx|dx+
∫
|wx|
2|vxxx|dx
)
≤ C||w||2W 1,2 , (2.32)
where C depends on N , ||u||W 3,2 and ||v||W 4,2 . The calculations about these estimates are same
with that in [27] and we omit the details here. For the last term of (2.31), we have
−
1
2
∫
〈wxx,
(
Ric(u)(ux, ux)ux −Ric(v)(vx, vx)vx
)
〉dx
= −
1
2
∫
Ric(u)(ux, ux)〈wxx, wx〉dx
−
1
2
∫ (
Ric(u)(ux, ux)−Ric(v)(vx, vx)
)
〈wxx, vx〉dx
=
1
4
∫
Dx(Ric(u)(ux, ux))〈wx, wx〉dx
+
1
2
∫ (
Ric(u)(ux, ux)−Ric(v)(vx, vx)
)
x
〈wx, vx〉dx
+
1
2
∫ (
Ric(u)(ux, ux)−Ric(v)(vx, vx)
)
〈wx, vxx〉dx
≤ C
(∫
|wx|
2dx+
∫
|wx||vx|dx+
∫
|wx||vxx|dx
)
≤ C||w||2W 1,2 , (2.33)
where C depends on N , ||u||W 3,2 and ||v||W 3,2 .
Combining (2.32) and (2.33) yields
d
dt
∫
|wx|
2dx ≤ C||w||2W 1,2 , (2.34)
where C depends on N , ||u||W 3,2 and ||v||W 4,2 .
Moreover, by a similar argument we could obtain that
d
dt
∫
|w|2dx ≤ C||w||2W 1,2 , (2.35)
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where C depends on N , ||u||W 3,2 and ||v||W 3,2 . We omit the detail.
Hence we have
d
dt
||w||2W 1,2 ≤ C||w||
2
W 1,2 ,
where C depends on N , ||u||W 4,2 and ||v||W 4,2 . This implies that w ≡ 0 since w(x, 0) = 0, i.e.
the solution is unique.
Thus it suffices to show that∇k−1x ux ∈ C([0, T ];L
2(S1, TN)) for k ≥ 4. In the proof of
Lemma 2.4 we have seen that the solution u ∈ L∞([0, T ],Hk(S1, N)) ∩ C([0, T ],Hk−1(S1, N)),
thus by the discussion about (2.21), (2.22) and the equation of the new geometric flow, we could
easily get that
d
dt
||∇k−1x ux||
2
L2 ≤ C,
which implies that
||∇k−1x ux(t, x)||
2
L2(S1,TN) ≤ ||∇
k−1
x ux(0, x)||
2
L2(S1,TN) + Ct.
Hence we obtain
lim
t→0
sup ||∇k−1x ux(t, x)||
2
L2(S1,TN) ≤ ||∇
k−1
x ux(0, x)||
2
L2(S1,TN).
On the other hand, u ∈ L∞([0, T ],Hk(S1, N)) ∩ C([0, T ],Hk−1(S1, N)) implies that, with
respect to t, ∇k−1x ux(t, x) is weakly continuous in L
2(S1, TN), we have
||∇k−1x ux(0, x)||
2
L2(S1,TN) ≤ limt→0
inf ||∇k−1x ux(t, x)||
2
L2(S1,TN).
Thus,
lim
t→0
||∇k−1x ux(t, x)||
2
L2 = ||∇
k−1
x ux(0, x)||
2
L2 ,
which implies that ∇k−1x ux(t, x) is continuous in L
2(S1, TN) at t = 0. Now by the uniqueness
of u(t, x), we get that ∇k−1x ux(t, x) is continuous at each t ∈ [0, T ], i.e. u ∈ C([0, T ],H
k(S1, N))
for all k ≥ 4. Thus we complete the proof of Theorem 1.1. However, if k ≤ 3, we could not get
the continuity of ||u||Hk about t on [0, T ] without the uniqueness of the solutions. ✷
We are now ready to proof Theorem 1.2.
Proof. We only discuss the case that Ric ≤ −λ < 0 here. For Ric ≥ λ > 0, the process is easier.
To show the existence of the Cauchy problem (1.4) with an initial map u0 ∈ H
4(S1, N), we first
consider the following Cauchy problems:{
ut = ∇
2
xux + ρRic(ux, ux)ux, x ∈ S
1;
u(x, 0) = ui0(x).
(2.36)
Here ui0 ∈ C
∞(S1, N) and ‖ui0 − u0‖H4 → 0. By (ii) in Lemma 2.2 we know that for each i
and any k ≥ 5, (2.36) admits a local solution ui ∈ L∞([0, Tmaxi ),H
k(S1, N)), where Tmaxi =
Tmaxi (S
1, ‖ui0‖H5) is the maximal existence interval of u
i.
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As N may not be compact, we let Ωi , {p ∈ N : distN (p, u
i
0(S
1)) < 1}, which is an open
subset of N with compact closure Ω¯i. Denote
Ω∞ , {p ∈ N : distN (p, u0(S
1)) < 1} and Ω0 , {p ∈ N : distN (p,Ω∞) < 1}.
Since ‖ui0 − u0‖H4 → 0, then Ωi ⊂⊂ Ω0 as i is large enough. Let
T ′i = sup{t > 0 : u
i(S1, t) ⊂ Ωi}.
By the same argument as in Lemma 2.2 we can show that there holds true for all t ∈ [0, Ti]
d
dt
(
−
1
λ
2∑
s=0
∫
Ric(∇sxu
i
x,∇
s
xu
i
x)dx
)
≤ C(Ω0, λ)
4∑
l=2
(
−
1
λ
2∑
s=0
∫
Ric(∇sxu
i
x,∇
s
xu
i
x)dx
)l
.
If we let f i(t) = − 1
λ
∑2
s=0
∫
Ric(∇sxu
i
x,∇
s
xu
i
x)dx+ 1 and g
i(t) = ||uix||
2
H2
+ 1, then we have
df i
dt
≤ C(Ω0)(f
i)4. (2.37)
Moreover, since Ωi ⊂⊂ Ω0 and Ω0 is compact, we have
f i(0) = −
1
λ
2∑
s=0
∫
Ric(∇sxu
i
0x,∇
s
xu
i
0x)dx+ 1 ≤ C(Ω0, λ)||u
i
0x||
2
H2 + 1.
It follows from the above differential inequality (2.37) that there holds true
gi(t) ≤ f i(t) ≤
(
(f i(0))3
1− 3(f i(0))3C(Ω0, λ)t
) 1
3
,
as
t <
1
3(f i(0))3C(Ω0, λ)
.
Then, there exists constants
0 < T i0 = T
i
0 (Ω0, ||u0x||H2 , λ)
=
1
4(λ||u0x||
2
H2
+ 1)3C(Ω0, λ)
≤
1
4(f i(0))3C(Ω0, λ)
,
and Ci0 = 4
1
3 f i(0) > 0 such that
λ||uix||
2
H2 ≤
2∑
s=0
∫
Ric(∇sxu
i
0x,∇
s
xu
i
0x)dx ≤ C
i
0 ≤ C˜
i
0, t ∈ [0,min(T
i
0, T
′
i )],
where C˜i0 = 4
1
3
(
C(Ω0, λ)||u
i
0x||
2
H2
+ 1
)
.
For k ≥ 3, there exists
0 < Cik−2 = Ck−2
(
λ,−
1
λ
k∑
s=0
∫
Ric(∇sxu
i
0x,∇
s
xu
i
0x)dx
)
≤ C˜k−2
(
λ,Ω0, ||u
i
0x||H2
)
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such that for t ∈ [0,min(T i0, T
′
i )]
||uix||Hk ≤ −
1
λ
k∑
s=0
∫
Ric(∇sxu
i
0x,∇
s
xu
i
0x)dx ≤ C
i
k−2 ≤ C˜k−2
(
λ,Ω0, ||u
i
0x||H2
)
.
Since ‖ui0 − u0‖H4 → 0, when i is large enough we have
T0 =
1
4(‖u0x‖2H2 + 1 + δ0)C(Ω0)
< T i0,
where δ0 is a small positive number. It is easy to see that, as i is large enough,
C˜i0 ≤ C˜0(‖u0x‖H2) + δ0 and C˜
i
1 ≤ C˜1(‖u0x‖H3) + δ0. (2.38)
Note that we always have Tmaxi > min(T0, T
′
i ) when i is large enough. Otherwise, by Lemma
2.4 we can find a time-local solution u1 of (1.4) and u1 satisfies the initial value condition
u1(x, T
max
i − ǫ) = u(x, T
max
i − ǫ),
where 0 < ǫ < Tmaxi is a small number. Then by the local existence theorem, u1 exists on
the time interval (Tmaxi − ǫ, T
max
i − ǫ + η) for some constant η > 0. The uniform bounds on
||ux||H2 and ||∇
m
x ux||L2 (for all m > 2) implies that η is independent of ǫ. Thus, by choosing ǫ
sufficiently small, we have
T ei = T
max
i − ǫ+ η > T
max
i .
By the uniqueness result, we have that u1(x, t) = u(x, t) for all t ∈ [T
max
i − ǫ, T
e
i ). Thus we
get a solution of the Cauchy problem (1.4) on the time interval [0, Te), which contradicts the
maximality of Tmaxi .
Now we need to show that T ′i have a uniform lower bound as i is large enough. For each
large enough i, if T ′i ≥ T0 we obtain the lower bound. Otherwise, by the same argument as in
Lemma 2.2 we have
T ′i ≥
1
Mi
where
Mi = sup
[0,min(T0,T ′i )]
||uit||L∞ ≤ C sup
[0,min(T0,T ′i )]
||uit||
a
H1 sup
[0,min(T0,T ′i )]
||uit||
1−a
L2
≡Mi.
It should be pointed out that to derive the estimates L∞ estimates on ||uit(s)||L2 and ||u
i
t(s)||H1
we need only to have ui ∈ L∞([0,min(T0, T
′
i )],H
4(S1, N)), since the equation of the geometric
flow (1.4) is a third-order dispersive equation. It is not difficult to see from (2.38) that there
exists a positive constant M(Ω0, ||u0x||H3) such that, as i is large enough,
Mi(Ω0, ||u
i
0x||H3) ≤M(Ω0, ||u0x||H3),
since ‖ui0 − u0‖H4 → 0.
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Let T ∗ = min(T0,
1
M
). As i is large enough, we always have ui ∈ L∞([0, T ∗],H4(S1, N)).
By letting i → ∞ and taking the same arguments as in Lemma 2.4, we know there exists
u ∈ L∞([0, T ∗],H4(S1, N)) such that
ui → u [weakly∗] in L∞([0, T ∗],H4(S1, N))
and u is a local solution to (1.4). Theorem 1.1 guarantees that the local solution is unique and
it is continuous with respect to t, i.e., u ∈ C([0, T ∗],H4(S1, N)). Thus, we finish the proof of
the theorem.
3 Conversation Laws
In this section, we let (N,h) be a locally symmetric space with metric h. Then it is easy to see
that ∇Ric ≡ 0 on N since ∇R ≡ 0. Then for a smooth solution u(x, t) : S1× (0, T )→ N of the
Cauchy problem (1.4), we will derive in this section the conservation laws E1(u), E2(u) and the
semi-conservation law E3(u) introduced in Sec.1.
Precisely, we have the following results:
Lemma 3.1. Assume N is a locally symmetric space. If u : S1 × (0, T ) → N is a smooth
solution of the Cauchy problem of the new geometric flow (1.4), then
dE1
dt
=
d
dt
∫
Ric(ux, ux)dx = 0,
in other words, E1(u) = E1(u0) for all t ∈ (0, T ).
Proof. With the assumption of N , we have ∇Ric = 0. Hence
dE1
dt
=
d
dt
∫
Ric(ux, ux)dx = 2
∫
Ric(∇tux, ux)
= 2
∫
Ric(∇xut, ux)dx = −2
∫
Ric(∇xux, ut).
Substituting (1.4) into above yields
dE1
dt
= −2
∫
Ric(∇xux,∇
2
xux)dx− 2ρ
∫
Ric(∇xux, ux)Ric(ux, ux)dx
= −
∫
∇x(Ric(∇xux,∇xux))−
ρ
2
∫
∇x
(
Ric(ux, ux)
2
)
= 0.
This completes the proof.
Lemma 3.2. Assume N is a locally symmetric space. If u : S1 × (0, T ) → N is a smooth
solution of the Cauchy problem of the new geometric flow (1.4) and let
E2(u) =
∫
Ric(∇xux,∇xux)dx−
ρ
2
∫
Ric(ux, ux)
2dx.
Then E2(u) is conserved and we have
d
dt
E2(u) = 0.
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Proof. We start by differentiating each term of E2(u) with respect to t. For the first term of
E2, after integrating by parts, we have
d
dt
∫
Ric(∇xux,∇xux)dx = 2
∫
Ric(∇t∇xux,∇xux)dx
= 2
∫
Ric(∇x∇tux,∇xux)dx+ 2
∫
Ric(R(ut, ux)ux,∇xux)dx
= 2
∫
Ric(∇2xut,∇xux)dx+ 2
∫
Ric(R(ut, ux)ux,∇xux)dx
= 2
∫
Ric(∇3xux, ut)dx+ 2
∫
Ric(ut, R(∇xux, ux)ux)dx.
Substituting the equation (1.4) we get
d
dt
∫
Ric(∇xux,∇xux)dx
= 2
∫
Ric(∇3xux,∇
2
xux)dx+ 2
∫
Ric(∇2xux, R(∇xux, ux)ux)dx
+ 2ρ
∫
Ric(Ric(ux, ux)ux, R(∇xux, ux)ux)dx
+ 2ρ
∫
Ric(∇3xux, ux)Ric(ux, ux)dx. (3.1)
The first three terms of right hand side of (3.1) vanish. In fact
2
∫
Ric(∇3xux,∇
2
xux)dx =
∫
∇x
(
Ric(∇2xux,∇
2
xux)
)
dx = 0
and ∫
Ric(∇2xux, R(∇xux, ux)ux)dx =
1
2
∫
∇x (Ric(∇xux, R(∇xux, ux)ux)) dx = 0
since ∇xRic = ∇xR = 0 and R(∇xux,∇xux) = 0.
For the third term of (3.1), by the property of Ricci curvature we obtained before, we have∫
Ric(Ric(ux, ux)ux, R(∇xux, ux)ux)dx
=
∫
Ric(ux, R(∇xux, ux)ux) · Ric(ux, ux)dx = 0.
Thus, for the last term of (3.1), integrating by parts yields
d
dt
∫
Ric(∇xux,∇xux)dx = 2ρ
∫
Ric(∇3xux, ux)Ric(ux, ux)dx
= −2ρ
∫
Ric(∇2xux,∇xux)Ric(ux, ux)dx− 4ρ
∫
Ric(∇2xux, ux)Ric(∇xux, ux)dx
= 6ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)dx. (3.2)
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Now we consider the second term of E2 and differentiate it with respect to t
d
dt
∫
Ric(ux, ux)
2dx
= 4
∫
Ric(∇tux, ux)Ric(ux, ux)dx = 4
∫
Ric(∇xut, ux)Ric(ux, ux)dx
= −4
∫
Ric(ut,∇xux)Ric(ux, ux)dx− 8
∫
Ric(ut, ux)Ric(∇xux, ux)dx.
Substituting (1.4) yields
−
ρ
2
d
dt
∫
Ric(ux, ux)
2dx
= 2ρ
∫
Ric(∇2xux,∇xux)Ric(ux, ux)dx+ 4ρ
∫
Ric(∇2xux, ux)Ric(∇xux, ux)dx
+ 6ρ2
∫
Ric(ux,∇xux)|Ric(ux, ux)|
2dx. (3.3)
Note that after integrating by parts we have
2ρ
∫
Ric(∇2xux,∇xux)Ric(ux, ux)dx = −2ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)dx
= 2ρ
∫
Ric(∇2xux, ux)Ric(∇xux, ux)dx;
while
6ρ2
∫
Ric(ux,∇xux)|Ric(ux, ux)|
2dx = ρ2
∫
∇x
(
Ric(ux, ux)
3
)
dx = 0.
This together with (3.3) yields
−
ρ
2
d
dt
∫
Ric(ux, ux)
2dx = −6ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)dx. (3.4)
Combining (3.3) and (3.4) we have
dE2
dt
=
d
dt
∫
Ric(∇xux,∇xux)dx−
ρ
2
d
dt
∫
Ric(ux, ux)
2dx = 0.
This completes the proof.
Remark 2. It is worthy to point out that the two conservation laws hold with the assumption
that N is a locally symmetric space. We do not need the condition that the Ricci curvature on
N has a positive lower bound or a negative upper bound. However, this condition is required
such that the following semi-conservation law would hold true.
Precisely, we have
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Lemma 3.3. Assume N is a locally symmetric space and the Ricci curvature on N has a
positive lower bound λ > 0 (or a negative upper bound −λ < 0). If u : S1 × (0, T ) → N is a
smooth solution of the Cauchy problem of the new geometric flow (1.4) and let
E3(u) = 6
∫
Ric(∇2xux,∇
2
xux)dx− 20ρ
∫
Ric(∇xux, ux)
2dx
− 10ρ
∫
Ric(∇xux,∇xux)Ric(ux, ux)dx− 4
∫
Ric(∇xux, R(∇xux, ux)ux)dx. (3.5)
Then we have
dE3
dt
≤ C(E3 + 1),
where C is a constant depends on N , λ, E1(u0) and ||∇xux||L2 .
Proof. For simplicity, we denote
E3(u) = A1F1 +A2F2 +A3F3 +A4F4, (3.6)
where A1 = 6, A2 = −20ρ,A3 = −10ρ,A4 = −4 and
F1 =
∫
Ric(∇2xux,∇
2
xux)dx;
F2 =
∫
Ric(∇xux, ux)
2dx;
F3 =
∫
Ric(∇xux,∇xux)Ric(ux, ux)dx;
F4 =
∫
Ric(∇xux, R(∇xux, ux)ux)dx. (3.7)
To begin with, we calculate d
dt
F1:
d
dt
F1 =
d
dt
∫
Ric(∇2xux,∇
2
xux)dx = 2
∫
Ric(∇t∇
2
xux,∇
2
xux)dx
= 2
∫
Ric(∇x∇t∇xux,∇
2
xux)dx+ 2
∫
Ric(R(ut, ux)∇xux,∇
2
xux)dx
= 2
∫
Ric(∇3xut,∇
2
xux)dx+ 2
∫
Ric(∇x(R(ut, ux)ux),∇
2
xux)dx
+ 2
∫
Ric(R(ut, ux)∇xux,∇
2
xux)dx.
Integrating by parts and substituting (1.4) yields
d
dt
∫
Ric(∇2xux,∇
2
xux)dx
= −2
∫
Ric(∇5xux,∇
2
xux)dx− 2ρ
∫
Ric(Ric(ux, ux)ux,∇
5
xux)
− 2
∫
Ric(R(∇2xux, ux)ux,∇
3
xux)dx
+ 2
∫
Ric(R(∇2xux, ux)∇xux,∇
2
xux)dx. (3.8)
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Here we used the property R(Ric(ux, ux)ux, ux) ≡ 0. After integrating by parts, we could see
that the firs term of (3.8) on the right vanishes, while the third term is equal to the fourth term,
i.e.
−2
∫
Ric(R(∇2xux, ux)ux,∇
3
xux)dx = 2
∫
Ric(R(∇2xux, ux)∇xux,∇
2
xux)dx.
For the second term of (3.8) , by the calculation of (2.13) we have
− 2ρ
∫
Ric(∇5xux, Ric(ux, ux)ux)
= 20ρ
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx
+ 10ρ
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx. (3.9)
Hence we have
d
dt
F1 =
d
dt
∫
Ric(∇2xux,∇
2
xux)dx
= 20ρ
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx+ 10ρ
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx
+ 4
∫
Ric(R(∇2xux, ux)∇xux,∇
2
xux)dx. (3.10)
For the second term of E3, we calculate
d
dt
F2 =
d
dt
∫
Ric(∇xux, ux)
2dx
= 2
∫
Ric(∇t∇xux, ux)Ric(∇xux, ux)dx+ 2
∫
Ric(∇xux,∇tux)Ric(∇xux, ux)dx
= 2
∫
Ric(∇2xut, ux)Ric(∇xux, ux)dx+ 2
∫
Ric(∇xux,∇xut)Ric(∇xux, ux)dx
+ 2
∫
Ric(R(ut, ux)ux, ux)Ric(∇xux, ux)dx. (3.11)
Note that the last term of (3.11) vanishes since
Ric(R(ut, ux)ux, ux) = Ric(R(ux, ux)ux, ut) = 0.
Substituting (1.4) into (3.11) we have:
d
dt
F2 =
d
dt
∫
Ric(∇xux, ux)
2dx
= 2
∫
Ric(∇4xux, ux)Ric(∇xux, ux)dx+ 2
∫
Ric(∇3xux,∇xux)Ric(∇xux, ux)dx
+ 2ρ
∫
Ric(∇2x(Ric(ux, ux)ux), ux)Ric(∇xux, ux)dx
+ 2ρ
∫
Ric(∇x(Ric(ux, ux)ux),∇xux)Ric(∇xux, ux)dx. (3.12)
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After integrating by parts, we obtain
2
∫
Ric(∇4xux, ux)Ric(∇xux, ux)dx
= −2
∫
Ric(∇3xux,∇xux)Ric(∇xux, ux)dx− 2
∫
Ric(∇3xux, ux)Ric(∇
2
xux, ux)dx
− 2
∫
Ric(∇3xux, ux)Ric(∇xux,∇xux)dx
= 2
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx
+ 8
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx
+ 4
∫
Ric(∇2xux,∇xux)Ric(∇xux,∇xux)dx.
= 2
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx
+ 8
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx. (3.13)
Similarly, for the other three terms in (3.12), we could get the follow results:
2
∫
Ric(∇3xux,∇xux)Ric(∇xux, ux)dx
= −2
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx− 2
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx
− 2
∫
Ric(∇2xux,∇xux)Ric(∇xux,∇xux)dx; (3.14)
2ρ
∫
Ric(∇2x(Ric(ux, ux)ux), ux)Ric(∇xux, ux)dx
= 2ρ
∫
|Ric(∇xux, ux)|
3dx− 2ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)Ric(ux, ux)dx;(3.15)
and
2ρ
∫
Ric(∇x(Ric(ux, ux)ux),∇xux)Ric(∇xux, ux)dx
= 4ρ
∫
|Ric(∇xux, ux)|
3dx+ 2ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)Ric(ux, ux)dx.(3.16)
In view of (3.12)−(3.16) we have
d
dt
F2 =
d
dt
∫
Ric(∇xux, ux)
2dx
= 6
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx+ 6ρ
∫
|Ric(∇xux, ux)|
3dx. (3.17)
Next we compute d
dt
F3.
d
dt
F3 =
d
dt
∫
Ric(∇xux,∇xux)Ric(ux, ux)dx
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= 2
∫
Ric(∇t∇xux,∇xux)Ric(ux, ux)dx+ 2
∫
Ric(∇xux,∇xux)Ric(∇tux, ux)dx
= 2
∫
Ric(∇2xut,∇xux)Ric(ux, ux)dx+ 2
∫
Ric(∇xux,∇xux)Ric(∇xut, ux)dx
+ 2
∫
Ric(R(ut, ux)ux,∇xux)Ric(ux, ux)dx. (3.18)
Substituting (1.4) into (3.18) and integrating by parts yield
d
dt
F3 =
d
dt
∫
Ric(∇xux,∇xux)Ric(ux, ux)dx
= 6
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx− 4ρ
∫
|Ric(∇xux, ux)|
3dx
+ 10ρ
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)Ric(ux, ux)dx
− 4ρ
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx. (3.19)
For the fourth term of E3(u), computing
d
dt
F4 yields
d
dt
F4 =
d
dt
∫
Ric(∇xux, R(∇xux, ux)ux)dx
= 2
∫
Ric(∇t∇xux, R(∇xux, ux)ux)dx+ 2
∫
Ric(∇xux, R(∇xux, ux)∇tux)dx
= 2
∫
Ric(∇2xut, R(∇xux, ux)ux)dx+ 2
∫
Ric(R(ut, ux)ux, R(∇xux, ux)ux)dx
+ 2
∫
Ric(∇xux, R(∇xux, ux)∇xut)dx
= 2
∫
Ric(∇2xut, R(∇xux, ux)ux)dx+ 2
∫
Ric(R(ut, ux)ux, R(∇xux, ux)ux)dx
− 2
∫
Ric(∇2xux, R(∇xux, ux)ut)dx− 2
∫
Ric(∇xux, R(∇
2
xux, ux)ut)dx. (3.20)
We substitute (1.4) into each term of (3.20) on the right and obtain that:
for the first term of (3.20)
2
∫
Ric(∇2xut, R(∇xux, ux)ux)dx
= 2
∫
Ric(∇4xux, R(∇xux, ux)ux)dx+ 2ρ
∫
Ric(∇2x(Ric(ux, ux)ux), R(∇xux, ux)ux)dx
= −2
∫
Ric(∇3xux, R(∇
2
xux, ux)ux)dx− 2
∫
Ric(∇3xux, R(∇xux, ux)∇xux)dx
+ 2ρ
∫
Ric(∇2xux, R(∇xux, ux)ux)Ric(ux, ux)dx
+ 8ρ
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx
= 4
∫
Ric(∇2xux, R(∇
2
xux, ux)∇xux)dx+ 6ρ
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx.
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(3.21)
For the last three terms of (3.20) we have
2
∫
Ric(R(ut, ux)ux, R(∇xux, ux)ux)dx− 2
∫
Ric(∇2xux, R(∇xux, ux)ut)dx
− 2
∫
Ric(∇xux, R(∇
2
xux, ux)ut)dx
= 2
∫
Ric(R(∇2xux, ux)ux, R(∇xux, ux)ux)dx− 2
∫
Ric(∇xux, R(∇
2
xux, ux)∇
2
xux)dx
− 2ρ
∫
Ric(∇2xux, R(∇xux, ux)ux)Ric(ux, ux)dx
− 2ρ
∫
Ric(∇xux, R(∇
2
xux, ux)ux)Ric(ux, ux)dx
= 2
∫
Ric(∇2xux, R(∇
2
xux, ux)∇xux)dx− 2
∫
Ric(R(∇xux, ux)∇xux, R(∇xux, ux)ux)dx
+ 4ρ
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx. (3.22)
Combining (3.20), (3.21) and (3.22) yields
d
dt
F4 =
d
dt
∫
Ric(∇xux, R(∇xux, ux)ux)dx
= 6
∫
Ric(∇2xux, R(∇
2
xux, ux)∇xux)dx− 2
∫
Ric(R(∇xux, ux)∇xux, R(∇xux, ux)ux)dx
+ 10ρ
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx. (3.23)
Hence by (3.10), (3.17), (3.19) and (3.23) we obtain
d
dt
E3(u) =
d
dt
(
4∑
i=1
AiFi)
= (20ρA1 + 6A2)
∫
Ric(∇2xux,∇xux)Ric(∇
2
xux, ux)dx
+ (10ρA1 + 6A3)
∫
Ric(∇2xux,∇
2
xux)Ric(∇xux, ux)dx
+ (4A1 + 6A4)
∫
Ric(∇2xux, R(∇
2
xux, ux)∇xux)dx
+ 2ρ(5A4 − 2A3)
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx
+ 2ρ(3A2 − 2A3)
∫
|Ric(∇xux, ux)|
3dx
+ 10ρA3
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)Ric(ux, ux)dx
− 2A4
∫
Ric(R(∇xux, ux)∇xux, R(∇xux, ux)ux)dx. (3.24)
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Since A1 = 6, A2 = −20ρ, A3 = −10ρ, A4 = −4 , it easy to see that the first three terms of
(3.24) vanish. Hence
d
dt
E3(u) = −80ρ
2
∫
|Ric(∇xux, ux)|
3dx
40ρ(−1 + ρ)
∫
Ric(∇xux, R(∇xux, ux)ux)Ric(∇xux, ux)dx
− 100ρ2
∫
Ric(∇xux,∇xux)Ric(∇xux, ux)Ric(ux, ux)dx
+ 8
∫
Ric(R(∇xux, ux)∇xux, R(∇xux, ux)ux)dx
≤ C(N, ρ)
∫
|∇xux|
3|ux|
3dx
≤ C(N, ρ)||ux||
3
L∞
∫
|∇xux|
3dx.
Using the following interpolation inequalities (see [8] for details)
||ux||L∞ ≤ C(N)(||∇xux||
2
L2 + ||ux||
2
L2)
1
4 ||ux||
1
2
L2
≤ C(N, ||∇xux||L2 , E1(u0)); (3.25)
||∇xux||
3
L3 ≤ C(N)(||∇
2
xux||
2
L2 + ||∇xux||
2
L2)
1
4 ||∇xux||
5
2
L2
≤ C(N, ||∇xux||L2)
(
1 + ||∇2xux||
2
L2
)
,
we have
dE3
dt
≤ C
(
1 +
∫
|∇2xux|
2dx), (3.26)
where C = C(N, ||∇xux||L2 , E1(u0), ρ) > 0 only depends on N , E1(u0) and ||∇xux||L2 . By the
assumption, if Ric ≥ λ > 0, we have∫
|∇2xux|
2dx ≤
1
λ
∫
Ric(∇2xux,∇
2
xux)dx ≤ C1E3 + C2,
where C1, C2 only depend on N,λ and ||∇xux||L2 . This together with (3.26) yields
dE3
dt
≤ C
(
1 + E3), (3.27)
where C = C(N,λ, ||∇xux||L2 , E1(u0)) > 0 only depends on N ,λ, E1(u0) and ||∇xux||L2 .
It is easy to check that for the case the Ricci curvature on N has a negative upper bound
−λ < 0, we could also get the result via a same argument. Hence we complete the proof of the
lemma.
4 Global existence
In this section we derive the global existence of the Cauchy problem (1.4) and prove Theorem
1.3. Since u0 ∈ H
4(S1, N), we can always choose a sequence of smooth maps u0i ∈ C
∞(S1, N)
such that, as i→∞,
‖u0i − u0‖H4 → 0.
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By the arguments in Theorem 1.2, we get that the Cauchy problem (1.4) with the initial map
u0i admits a unique smooth local solution u
i such that
ui ∈ C([0, T (N, ‖u0i‖H4)],H
k(S1, N)))
for any k ≥ 4. Obviously, it is easy to see that T (N, ‖u0i‖H4) have a uniform lower bound.
Hence, letting i→∞, we obtain the local solution to the Cauchy problem of the new geometric
flow with the initial map u0 ∈ H
4(S1, N). Thus, to prove Theorem 1.3, we only need to consider
the case u0 is a smooth map from S
1 into N .
Let u be the local smooth solution of (1.4) which exists on the maximal time interval [0, T ).
We only discuss the case that T < ∞ and we assume the Ricci curvature on N has a positive
lower bound λ > 0.
From Lemma 3.1, we know that the energy is bounded by E1(u0) because
0 ≤
∫
|ux|
2dx ≤
1
λ
E1(u(t)) =
1
λ
E1(u0), for any t ∈ [0, T ).
Moreover, from Lemma 3.2 we know that E2 is preserved, that is
E2(u) =
∫
Ric(∇xux,∇xux)dx−
ρ
2
∫
Ric(ux, ux)
2dx = E2(u0)
Thus we have
||∇xux||
2
L2 ≤
1
λ
∫
Ric(∇xux,∇xux)dxRic
=
1
λ
(
E3(u0) +
ρ
2
∫
Ric(ux, ux)
2dx
)
≤ C(N,λ, ρ)
(
E3(u0) +
∫
|ux|
4dx
)
≤ C(N,E1(u0), λ,E3(u0), ρ), (4.1)
note that here we used the interpolation inequality
||ux||
4
L4 ≤ (||∇xux||
2
L2 + ||ux||
2
L2)
1
2 ||ux||
3
L2
≤
1
2
||∇xux||
2
L2 + C(E1(u0), λ).
Then, (4.1) together with Lemma 3.3 yields
dE3
dt
≤ C(N,E1(u0), E2(u0), ρ)
(
1 + E3
)
.
By Gronwall inequality, we get that E3(u(t)) is uniformly bounded on [0, T ). Hence, we obtain
6λ
∫
||∇2xux||
2dx ≤ 6
∫
Ric(∇2xux,∇
2
xux)dx
= E3(u) + 10
∫
Ric(∇xux, ux)
2dx
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+ 5
∫
Ric(∇xux,∇xux)Ric(ux, ux)dx
+ 4
∫
Ric(∇xux, R(∇xux, ux)ux)dx
≤ C(N,λ,E1(u0), E2(u0), E3(u0), ρ) + C(N)||ux||
2
L∞ ||∇xux||
2
L2 . (4.2)
In view of (3.25), (4.1) and the boundedness of E3, we see that ||∇
2
xux||L2 is uniformly
bounded on [0, T ). Hence we have
sup
t∈[0,T )
||ux||H2 ≤ C(N,λ,E1(u0), E2(u0), E3(u0), ρ).
It follows from the proof of Lemma 2.2 that for m > 2
sup
t∈[0,T )
||∇mx ux||L2 ≤ C(N, ||u0x||L2 , ||∇xu0x||L2 , ||∇
2
xu0x||L2 , · · · , ||∇
m
x u0x||L2 , ρ).
Thus, if T is finite, we can find a time-local solution u1 of (1.4) and u1 satisfies the initial
value condition
u1(x, T − ǫ) = u(x, T − ǫ),
where 0 < ǫ < T is a small number. Then by the local existence theorem, u1 exists on the
time interval (T − ǫ, T − ǫ+ η) for some constant η > 0. The uniform bounds on ||ux||H2 and
||∇mx ux||L2 (for all m > 2) implies that η is independent of ǫ. Thus, by choosing ǫ sufficiently
small, we have
T1 = T − ǫ+ η > T.
By the uniqueness result, we have that u1(x, t) = u(x, t) for all t ∈ [T − ǫ, T1). Thus we
get a solution of the Cauchy problem (1.4) on the time interval [0, T1), which contradicts the
maximality of T .
For the case that the Ricci curvature on N has a negative upper bound −λ < 0, we still
could obtain the results via the same arguments and we omit the details. Thus we complete the
proof of Theorem 1.3. ✷
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