Distortion in an object due to the unavailability of some Fourier components in a cone-shaped region is analyzed. The results throw light on the factors that limit the accuracy in reconstructing objects from limited-angle input in practice. It is also shown that norm-or entropy-relatedreconstruction methods are not expected to improve the fidelity of the reconstructed images; only more a priori knowledge of exact nature on the object can serve this purpose.
INTRODUCTION
In many radiation imaging applications, such as X-ray computerized tomography, nuclear medicine, and electron microscopy, it may be necessary or advantageous to image an object from a restricted angular range. It has been shown that in such cases the Fourier components of an object that can be measured directly are those outside a cone-shaped region in the Fourier space [1, 2] . In principle, all the missing Fourier components can be recovered completely if the object is known to be finite in extent [1, 2] . In this paper we explore the practical limits to the recovering operations. In conformity with our previous terminology, we shall refer to the region in Fourier space where the Fourier components of an object are measured directly as the "allowed cone", and where they are not known as the "missing cone Information Contained in Limited-Angle Data In this section we derive an expression for the distorted object obtained by setting the Fourier components of an object in the missing cone to zero, which throws light on the practical limits to restricted-angle reconstructions.
An iteration algorithm has been proposed in our previous papers [1, 2] to recover the missing-cone Fourier components of an object distribution. The algorithm is shown in Fig. 1 . After initially setting its missing-cone components to zero, the object is manipulated back and forth between the object space (x-space) and the Fourier space (k-space) via Fourier transformations, being corrected in each step by its known finite spatial extent P. and the measured Fourier components inside the allowed cone Ra which are schematically shown in Fig. 2 
where R(k) is the Fourier transform of the object. It has been shown in 13] that equation (1) can be written in terms of the orthonormal set of eigenfunctions {1i(k)}of the composite operator BA and the corresponding set of eigenvalues {AiJ,
where the a s are the expansion coefficients of the object R(k) in terms of the pis,
Now from equation (1) (2) this distorted object is given by: components in the allowed cone. We note that a relation similar to equation (4) was also derived in a recent paper by Rushforth and Frost [5] for onedimensional band-limited signals.
In practice, however, the eigenfunction components corresponding to the small eignevalues are very difficult to recover because of the instability due to noise amplification by 1/A.. Figure 3 shows a plot of the spectra of Ai for various half-angles of the allowed cone for a 9 pixels by 9 pixels square-shaped object boundary in a 21 x 21 reconstruction region. Each spectrum can be roughly divided into two regions:
one in which the Ais are close to unity, and the other in which the Ais are close to zero. It is these small Ais which make the inversion problem unstable in the presence of noise.
Even in the hypothetical situation of noise free input data, some of the eigenfunction components corresponding to very small eigenvalues are lost in practical computation. This is due to the fact that all computing devices have a finite accuracy 6, which means that if Xiai <6 it cannot be registered, and consequently ai cannot be determined by any means. Such indetermiacy is to be expected from the meaning of Ai: the eigenfunction component aipi(k) cannot be recovered if it is too weakly represented in the data as to be of any practical use. Similar conclusion was also arrived at by Klug and Crowther (6] .
As an illustration consider the above mentioned Fourier(iteration algorithm in Fig. 1 . The truncation error Ekt (k) in terminating the iteration after n steps is tobtained from equation (2): [7] . However,except for the constraint of positivity which has been shown to be of little help in reconstructing extended objects [8] , no other constraints of anexactnature are available for general objects.
There are a number of algorithms which attempt to reconstruct an object by imposing some extremum property on the object as additional information. Among these algorithms are norm minimization [9] cases; the magnitude of the residual rms error decreases with increase in the allowed-cone angle. The behavior of these rms error curves can be expected from the shape of the spectra of eigenvalues shown in Fig. 3 . As mentioned in the previous section, the finite residual error is due to the small eigenvalues whose error terms aN (l-A.) ni (k) approach zero very slowly or not at all. As the allowed cone angle increases, Fig. 3 shows that the proportion of small eigenvalues decreases, so does the residual error.
As for the entropy of the reconstructed images, it increases rapidly with decrease in rms error during the first -20 iterations, and then converges to the entropy value of the original object after the rms error settles to a steady level 
