In this paper, the (p, q)-derivative and the (p, q)-integration are investigated. Two suitable polynomials bases for the (p, q)-derivative are provided and various properties of these bases are given. As application, two (p, q)-Taylor formulas for polynomials are given, the fundamental theorem of (p, q)-calculus is included and the formula of (p, q)-integration by part is proved.
Introduction
The Taylor formula for polynomials f (x) evaluates the coefficients f k in the expansion
It is possible to generalize (1) by considering other polynomial bases and suitable operators. The fundamental theorem of calculus can be stated as follows. 
Theorem 1. If f is a continuous function on an interval (a; b), then f has an antiderivative on (a; b). Moreover, if F is any antiderivative of f on (a;
The q version of this theorem was stated in [5] as follows.
Theorem 2. If F(x) is an antiderivative of f (x) and if F(x) is continuous at x
Here the q-integral is defined by
In this paper, two generalizations of (1) are given and a generalization of (3) is stated. The paper is organised as follows.
• In Section 2, we introduce and give relevant properties of the (p, q)-derivative. The (p, q)-power basis is given and main of its properties are provided. The properties of the (p, q)-derivative combined with those of the (p, q)-power basis enable to state two (p, q)-Taylors for polynomials. It then follows connection formulas between the canonical basis and the (p, q)-power basis.
• In Section 3, the (p, q)-antiderivative, the (p, q)-integral are introduced and sufficient condition for their convergence are investigated. Finally the fundamental theorem of (p, q)-calculus is proved and the formula of (p, q)-integration by part is derived.
The (p, q)-derivative and the (p, q)-power basis
In this section, we introduce the (p, q)-derivative, the (p, q)-power and provide some of their relevant properties. Two (p, q)-Taylor formulas for polynomials are stated and some consequences are investigated.
The (p, q)-derivative
Let f be a function defined on the set of the complex numbers.
Definition 1.
The (p, q)-derivative of the function f is defined as (see e.g. [4, 1] )
and
It happens clearly that D p,q x n = [n] p,q x n−1 . Note also that for p = 1, the (p, q)-derivative reduces to the Hahn derivative given by
As with ordinary derivative, the action of the (p, q)-derivative of a function is a linear operator. More precisely, for any constants a and b,
The twin-basic number is a natural generalization of the q-number, that is
The (p, q)-factorial is defined by
Let us introduce also the so- 
Proof. From the definition of the (p, q)-derivative, we have
This proves (10). (11) is obtained by symmetry. 
Proof. The proof of this statements can be deduced using (10).
The (p, q)-power basis
Here, we introduce the so-called (p, q)-power and investigate some of its relevant properties.
is called the (p, q)-power. These polynomials will be useful to state our Taylor formulas.
Proposition 3.
The following assertion is valid.
Proof. The proof follows by a direct computation.
Proposition 4. Let γ be a complex number and n ≥ 1 be an integer, then
Proof. The proof is done exactly as the proof of (15).
We now generalize (15) in the following proposition.
Proposition 5. Let n ≥ 1 be an integer, and 0 ≤ k ≤ n, the following rule applies
Proof. The prove is done by induction with respect to k.
Remark 1. For the classical derivative, it is known that for any complex number α, one has
In what follows, we would like to state similar result for the D p,q derivative as done for the D q derivative in [5] .
Proposition 6. Let m and n be two non negative integers. Then the following assertion is valid.
(
In Proposition 6, if we take m = −n, then we get the following extension of the (p, q)-power basis.
Definition 2. Let n be a non negative integer, then we set the following definition.
Proposition 7. For any two integers m and n, (18) holds.
Proof. The case m > 0 and n > 0 has already been proved, and the case where one of m and n is zero is easy. Let us first consider the case m = −m ′ < 0 and n > 0. Then,
If m ≥ 0 and n = −n ′ < 0, then
Lastly, if m = −m ′ < 0 and n = −n ′ < 0,
Therefore, (18) is true for any integers m and n.
It is natural to ask ourselves if (15) is valid for any integer as well. But before trying to answer this question, let us generalise the twin-basic number as follows.
Definition 3.
Let α be any number,
Proposition 8. For any integer n,
Proof. Note that [0] = 0. The result is already proved for n ≥ 0. For n = −n ′ < 0, we use (12) and (19) to get the result.
Proposition 9. The following relations are valid:
Proof. The proof follows by direct computations.
Proposition 10. Let n ≥ 1 be an integer, and 0 ≤ k ≤ n, we have the following
(p, q)-Taylor formulas for polynomials
In this section, two Taylors formulas for polynomials are given and some of their consequences are investigated.
Theorem 3. For any polynomial f (x) of degree N, and any number a, we have the following (p, q)-Taylor expansion:
Proof. Let f be a polynomial of degree N, then we have the expansion
Let k be an integer such that 0 ≤ k ≤ N, then, applying D k p,q on both sides of (27) and using (17), we get
thus we get
This proves the desired result.
Corollary 1.
The following connection formula holds. 
Let k be an integer such that 0 ≤ k ≤ N, then, applying D k p,q on both sides of (30) and using (25), we get
Corollary 2.
The following connection formula holds.
Corollary 3. The following connection formulas hold.
Remark 2. If one takes b = ab in (32), then one gets
Now, take x = 1 and p = 1, the following well known q-binomial theorem follows
Then, (32) is an obvious generalization of (34).

Corollary 4.
The following expansion holds.
Note that (35) is the (p, q)-analogue of the Taylor's expansion of f (x) = 1 (1 − x) n in ordinary calculus. Note also that when p → 1, (35) becomes the well known Heine's binomial formula. (p, q)-antiderivative and the (p, q)-integral 
The
The (p, q)-antiderivative
Note that we say "a" (p, q)-antiderivative instead of "the" (p, q)-antiderivative, because, as in ordinary calculus, an antiderivative is not unique. In ordinary calculus, the uniqueness is up to a constant since the derivative of a function vanishes if and only if it is a constant. The situation in the twin basic quantum calculus is more subtle. D p,q ϕ(x) = 0 if and only if ϕ(px) = ϕ(qx), which does not necessarily imply ϕ a constant. If we require ϕ to be a formal power series, the condition ϕ(px) = ϕ(qx) implies p n c n = q n c n for each n, where c n is the coefficient of x n . It is possible only when c n = 0 for any n ≥ 1, that is, ϕ is constant. Therefore, if
a n x n is a formal power series, then among formal power series, f (x) has a unique (p, q)-antiderivative up to a constant term, which is
The (p, q)-integral
We define the inverse of the (p, q)-differentiation called the (p, q)-integration. Let f (x) be an arbitrary function and F(x) be a function such that
. This relation leads to the formula
By adding these formulas terms by terms, we obtain
Assuming p q < 1 and letting n → ∞, we have
Similarly, for p q > 1, we have
Therefore, we give the following definition.
Definition 4.
Let f be an arbitrary function. We define the (p, q)-integral of f as follows: 
which tends to F(x) − F(0) as N tends to ∞, by the continuity of F(0) at x = 0.
Let us emphasize on an example where the (p, q)-derivative fails. Consider
we have 1
However, the formula (38) gives
The formula fails because f (x)x α is not bounded for any 0 ≤ α < 1. Note that ln x is not continuous at x = 0. We now apply formula (38) to define the definite (p, q)-integral. [2] .
