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Abstract
Let p be a prime number, V a complete discrete valuation ring of unequal caracteris-
tics (0, p), G a smooth affine algebraic group over Spec V . Using partial divided powers
techniques of Berthelot, we construct arithmetic distribution algebras, with level m,
generalizing the classical construction of the distribution algebra. We also construct the
weak completion of the classical distribution algebra over a finite extension K of Qp .
We then show that these distribution algebras can be identified with invariant arithmetic
differential operators over G, and prove a coherence result when the ramification index
of K is < p− 1.
Re´sume´
Soient p un nombre premier, V un anneau de valuation discre`te complet d’ine´gales
caracte´ristiques (0, p), G un groupe alge´brique affine lisse sur Spec V . En utilisant les
techniques de puissances divise´es de niveau m de Berthelot, nous construisons dans
ce cadre des alge`bres de distributions arithme´tiques, avec des niveaux m, ge´ne´ralisant
la construction classique. Nous construisons aussi la comple´tion faible de l’alge`bre des
distributions classique sur une extension finie K de Qp. Nous montrons alors que ces
alge`bres de distribution s’identifient aux ope´rateurs diffe´rentiels arithme´tiques invariants
sur G et donnons un the´ore`me de cohe´rence si l’indice de ramification de K est < p− 1.
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1 Introduction
Soient p un nombre premier, V une Z(p)-alge`bre noetherienne, S = Spec V , et G un sche´ma
en groupes affine et lisse sur S. On suppose dans la suite que S est connexe. C’est un re´sultat
classique de Demazure-Gabriel [DG70] que l’alge`bre de distributions de G, Dist(G), s’identifie
aux ope´rateurs diffe´rentiels globaux sur G qui sont G-invariants. Rappelons que l’alge`bre
Dist(G) joue un roˆle central dans la the´orie des repre´sentations de G. Si, en outre, S est
un corps de caracte´ristique 0, l’alge`bre enveloppante de l’alge`bre de Lie de G s’identifie a`
l’alge`bre de distributions de G. Pour tout niveau m, Berthelot a construit des faisceaux
d’ope´rateurs diffe´rentiels arithme´tiques D
(m)
G . Dans cet article, nous construisons des alge`bres
de distributions sur G canoniquement isomorphes aux ope´rateurs diffe´rentiels arithme´tiques
de niveau m invariants sous l’action de G. Par analogie a` la caracte´ristique 0, on peut donc
voir ces alge`bres de distributions comme des analogues arithme´tiques de niveau m de l’alge`bre
enveloppante de Lie(G) sur une base arithme´tique S. Nous construisons aussi des alge`bres de
distributions p-adiquement comple`tes de niveau m pour un sche´ma formel en groupes, G, sur
le spectre formel d’un anneau de valuation discre`te complet d’ine´gales caracte´ristiques (0, p).
Dans ce cas, on peut aussi passer a` la limite sur m et construire une alge`bre de distributions
faiblement comple`te correspondant aux ope´rateurs diffe´rentiels arithme´tiques sur G qui sont
G-invariants.
Une motivation importante de ces constructions re´side dans le cas du comple´te´ formel
d’un sche´ma en groupes re´ductif connexe de´ploye´ sur V . Dans ce contexte, nous utilisons ces
alge`bres ([HS15]) pour montrer une version arithme´tique, i.e. une version pour les D-modules
arithme´tiques de Berthelot, du the´ore`me de localisation classique de Beilinson-Bernstein
[BB81].
Classiquement, l’alge`bre Dist(G) est de´finie en dualisant les fonctions sur les voisinages
infinite´simaux de la section unite´ de G. L’ide´e de notre construction de l’alge`bre des distri-
butions de niveau m est de remplacer ces voisinages infinite´simaux par les m-PD voisinages
infinite´simaux de la section unite´ de G, au sens des puissances divise´es partielles de niveau m
de Berthelot.
Indiquons maintenant brie`vement la structure de notre article.
Dans la section 2, nous rappelons la the´orie des puissances divise´es partielles et la construc-
tion des ope´rateurs diffe´rentiels arithme´tiques. Nous expliquons le formalisme des ope´rateurs
diffe´rentiels twiste´s par un faisceau inversible dans le cadre des D-modules arithme´tiques
de Berthelot et donnons quelques proprie´te´s de base. Ces faisceaux twiste´s jouent un roˆle
important en the´orie des repre´sentations et c’est ce qui motive la construction cristalline faite
ici, valable sur une base arithme´tique.
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Dans la section 3, nous rappelons quelques ge´ne´ralite´s sur les faisceaux e´quivariants sur les
sche´mas munis d’une action du sche´ma en groupes G, qui sont e´parpille´es dans la litte´rature.
Nous appliquons ces conside´rations aux versions arithme´tiques des faisceaux de parties prin-
cipales, aux alge`bres syme´triques et aux ope´rateurs diffe´rentiels dans le cas d’un sche´ma en
groupes G lisse sur S. Nous montrons en particulier que ces faisceaux sont G-e´quivariants.
Dans la section 4, nous e´tudions syste´matiquement les alge`bres de distributions D(m)(G),
ainsi que les modules sur ces alge`bres. Nous montrons ainsi que la construction des alge`bres
D(m)(G) est fonctorielle enG. D’autre part, ces alge`bres sont filtre´es par la filtration par l’ordre
et le gradue´ associe´ a` cette filtration est commutatif (4.1.8) et s’identifie a` l’alge`bre syme´trique
de niveau m de Lie(G), l’alge`bre de Lie du groupe G. On dispose en particulier d’un the´ore`me
du type Poincare´-Birkhoff-Witt pour D(m)(G) en termes d’une V -base de Lie(G). De plus, les
anneauxD(m)(G) sont noetheriens a` gauche et a` droite. Nous donnons une description explicite
de ces alge`bres dans le cas du groupe additif et du groupe multiplicatif, et introduisons la
notion de PD stratification de niveau m en 4.2, permettant de de´crire plus facilement les
D(m)(G)-modules.
En outre, si X est un S-sche´ma muni d’une action de G (a` droite), nous donnons en 4.3
et 4.4 une interpre´tation ge´ome´trique des alge`bres D(m)(G) en montrant qu’il existe un homo-
morphisme d’anneaux de D(m)(G) vers l’alge`bre des sections globales sur X du faisceau des
ope´rateurs diffe´rentiels de niveau m sur X : D
(m)
X . De plus, et c’est un re´sultat tre`s important
pour les applications, nous montrons que cet homomorphisme d’anneaux est surjectif si X est
un espace homoge`ne. Enfin, dans le cas ou` X = G, ces constructions permettent d’identifier
D(m)(G) avec les ope´rateurs diffe´rentiels sur G, G-invariants. Tous ces re´sultats sont aussi
valables en caracte´ristique finie, ou si V posse`de de la torsion. Pour re´sumer on dispose du
The´ore`me 4.4.9.2. Soit D
(m)
G le faisceau des ope´rateurs diffe´rentiels arithme´tiques de Ber-
thelot sur G, Γ(G,D
(m)
G )
G les sections globales G-invariantes, alors il existe un isomorphisme
d’alge`bres canonique Γ(G,D
(m)
G )
G ≃ D(m)(G).
Au de´but de la section 5, nous e´tablissons des analogues des re´sultats pre´ce´dents dans
le cas ou` V est un anneau de valuation discre`te complet d’ine´gales caracte´ristiques (0, p) et
pour un sche´ma formel en groupes (cette notion e´tant de´finie en 5.1). Soit G un S-sche´ma
formel en groupes, alors on peut construire des alge`bres de distributions comple´te´es de niveau
m : D̂(m)(G). En passant a` la limite inductive sur m, on en de´duit une alge`bre D†(G)Q. Dans
l’e´nonce´ qui suit Γ(G, D̂
(m)
G )
G de´signe les sections globales G-invariantes de D̂
(m)
G .
The´ore`me. 5.2.3 Il existe des isomorphismes canoniques d’alge`bres filtre´es, entre les alge`bres
D̂(m)(G) et Γ(G, D̂
(m)
G )
G (resp. entre les alge`bres D†(G)Q et Γ(G,D
†
G,Q)
G).
En 5.3 et 5.4, nous relions ces constructions a` la the´orie des repre´sentations p-adiques dans
le cas ou` V est l’anneau des entiers d’un corps local p-adique. Nous introduisons un certain
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groupe analytique rigide G◦ dont le groupe des points rationnels G◦(K) est e´gal au ’premier
groupe de congruence’ de G(V ). Son alge`bre des distributions analytiques rigides Dan(G◦) est
le dual continu de l’espace des sections globales de G◦, muni du produit de convolution. Nous
montrons que l’inclusion de Lie(G◦) dans Dan(G◦) s’e´tend naturellement en un isomorphisme
entre D†(G)Q et D
an(G◦), ce qui ge´ne´ralise [PSS13, 2.3.3.] dans le cas V = Zp et GL(2). Un
re´sultat d’Emerton [Em04] implique alors que l’anneau D†(G)Q est cohe´rent, si l’indice de
ramification e de K/Qp satisfait e < p− 1. Pre´cise´ment, nous obtenons les re´sultats suivants
Proposition. 5.3.1 L’application U(Lie(G◦))→ Dan(G◦) s’e´tend en un isomorphisme d’an-
neaux topologiques D†(G)Q
≃
−→ Dan(G◦).
Corollaire. 5.3.2 Soit e l’indice de ramification de K sur Qp. Si e < p − 1, alors l’anneau
D†(G)Q est cohe´rent.
Nous introduisons ensuite les cate´gories des repre´sentations analytiques rigides des groupes
de Lie G◦(K) et G(V ) ainsi que leurs sous-cate´gories de repre´sentations admissibles. Par
construction, ces dernie`res sont anti-e´quivalentes aux cate´gories de modules de pre´sentation
finie sur Dan(G◦).
Les alge`bres de distributions arithme´tiques avaient e´te´ de´finies ad hoc par Kaneda et Ye
([KY07]), sans utiliser un formalisme conceptuel et fonctoriel comme ici, et qui ne les ont pas
e´tudie´es syste´matiquement. Remarquons aussi que, dans le cas GL(2) et V = Zp, ces alge`bres
sont de´finies ad hoc par Patel, Schmidt et Strauch [PSS13] pour calculer des sections globales
des ope´rateurs log-diffe´rentiels arithme´tiques sur certains mode`les formels semistables de la
droite projective.
Notons aussi que Le Stum et Quiros ont introduit les m-PD-enveloppes de la section unite´
d’un groupe G dans [LSQ08].
Le premier auteur remercie Michel Gros, et Adriano Marmora pour leurs encouragements
a` re´diger ce travail, ainsi que King Fai Lai pour l’avoir initie´e a` ces proble`mes. Nous remercions
d’autre part Pierre Berthelot pour ses re´ponses a` nos questions.
Le second auteur remercie Deepam Patel et Matthias Strauch pour quelques conversations
inte´ressantes sur certains points de ce travail.
Le second auteur a accompli une partie de ce travail alors qu’il e´tait laure´at d’une bourse
Heisenberg attribue´e par la Deutsche Forschungsgemeinschaft. Il tient a` remercier cette ins-
titution pour son soutien.
Notations : V de´signe toujours une Z(p)-alge`bre noetherienne et S = Spec V est connexe.
Si, plus particulie`rement, V est un anneau de valuation discre`te complet d’ine´gales ca-
racte´ristiques (0, p) (note´ AVDC dans la suite), nous noterons π une uniformisante de V ,
K = Frac(V ) et k le corps re´siduel de V . Si V est un AVDC, on e´crit S = Spf V . Un S-
sche´ma formel est un sche´ma formel localement noethe´rien X sur S, tel que πOX soit un ide´al
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de definition. Si X est un S-sche´ma formel, alors Xi sera le S-sche´ma X ×S Spec(V/π
i+1V ).
Si X est un S-sche´ma quelconque, le S-sche´ma formel obtenu par comple´ter X le long de
l’ide´al πOX , sera toujours note´ X .
Tous les sche´mas conside´re´s dans cet article sont localement noetheriens.
2 Rappels sur les ope´rateurs diffe´rentiels arithme´tiques
2.1 Enveloppes a` puissances divise´es partielles
Nous utiliserons dans la suite le formulaire (1.1.3 de [Ber96]).
2.1.1 De´finitions
Fixons un entier m. Pour un entier k ∈ N, qk est le quotient de la division euclidienne de k
par pm. Berthelot introduit les coefficients suivants pour deux entiers k, k′ avec k ≥ k′
{
k
k′
}
=
qk!
qk′!qk′′ !
∈ N,
〈
k
k′
〉
=
(
k
k′
){
k
k′
}−1
∈ Zp
ou` k′′ = k − k′. On peut ge´ne´raliser ces coefficients pour des multi-indices en posant pour
k = (k1, . . . , kN) ∈ N
N ,
qk! = qk1 ! · · · qkN !,
et {
k
k′
}
=
qk!
q
k′
!qk′′ !
∈ N,
〈
k
k′
〉
=
(
k
k′
){
k
k′
}−1
∈ Zp.
S’il y a lieu, on pre´cisera dans ces notations le niveau m en indice.
On se re´fe`re ici a` 1.3.5 de [Ber96]. Soit A une Z(p)-alge`bre commutative, (I, J, γ) un m-PD-
ide´al. Par de´finition, cela signifie que (J, γ) est un ide´al a` puissances divise´es (un PD-ide´al)
et que I est muni de puissances divise´es partielles, c’est-a`-dire que, pour tout entier k qui se
de´compose k = pmqk + r (avec r < p
m), il existe une ope´ration de´finie pour tout x de I par
x{k} = xrγk(x
pm).
Quand nous voudrons pre´ciser le niveau m, nous noterons q
(m)
k l’entier qk que nous venons de
de´finir. On a ainsi la relation
qk!x
{k} = xk,
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et le formulaire
∀x ∈ I, x{0} = 1, x{1} = x, ∀k ≥ 1, x{k} ∈ I, ∀k ≥ pm, x{k} ∈ J
∀x ∈ I, ∀a ∈ A, ∀k ∈ N, (ax){k} = akx{k},
∀x, y ∈ I, ∀k ∈ N, (x+ y){k} =
∑
k′+k′′=k
〈
k
k′
〉
x{k
′}y{k
′′},
∀x ∈ I, ∀k′, k′′ ∈ N, x{k
′}x{k
′′} =
{
k′ + k′′
k′
}
x{k
′+k′′}.
Un homomorphisme d’alge`bres ϕ entre deux m-PD-alge`bres (A, I, J, γ) et (A′, I ′, J ′, γ′) est
un m-PD-morphisme si ϕ(I) ⊂ I ′ et si ϕ : (A, J, γ) → (A′, J ′, γ′) est un PD-morphisme,
autrement dit γ′(ϕ(x)) = ϕ(γ(x)) pour tout x de J . Dans cette situation, on a donc, pour
tout x ∈ I,
ϕ
(
x{k}
)
= (ϕ(x)){k} .
Ces notations seront aussi utilise´es avec des multi-indices k = (k1, . . . , kN) ∈ N
N et les
conventions habituelles, pour des multi-indices k et k′ de longueur N avec k ≥ k′〈
k
k′
〉
=
N∏
i=1
〈
ki
k′i
〉
,
{
k
k′
}
=
N∏
i=1
{
ki
k′i
}
.
Enfin, on notera |k| = k1 + · · ·+ kN .
2.1.2 Enveloppes a` puissances divise´es d’un faisceau d’ide´aux
Avec ce formalisme, les m-PD-enveloppes a` puissances divise´es sont construites de fac¸on
analogue aux PD-enveloppes a` puissances divise´es (1.4.2 de [Ber96]). Ces constructions se
faisceautisent.
On dit qu’un ide´al I d’une V -alge`bre commutative A est re´gulier si I/I2 est un V = A/I-
module libre de rang fini. En ce cas, si t1, . . . , tN ∈ I sont tels que modulo I
2, ces e´le´ments
forment une base de I/I2, on dit que t1, . . . , tN forment une suite´ re´gulie`re d’e´le´ments de I.
Suivant 1.5.3 de [Ber96] (que nous appliquons avec R = V et A/I = V ), si I est un ide´al
re´gulier d’une V -alge`bre A et (t1, . . . , tN) est une suite re´gulie`re de parame`tres de I, alors la
m-PD-enveloppe de I, note´e P(m)(I), est un V -module libre de base les e´le´ments
t{k} = t
{k1}
1 · · · t
{kN}
N ,
ou` qi!t
{ki}
i = t
ki
i . Sous ces hypothe`ses, ces alge`bres sont inde´pendantes du choix de la m-PD-
structure compatible sur la base V . Ces alge`bres sont munies d’une filtration de´croissante par
les ide´aux I{n}, tels que
I{n} =
⊕
|k|≥n
V · t{k}. (1)
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Les quotients P n(m)(I) := P(m)(I)/I
{n+1} sont donc engendre´s comme V -module par les
e´le´ments t{k} pour |k| ≤ n.
Une base duale des t{k} sera note´e η〈k〉. Ces e´le´ments ve´rifient formellement
η〈k〉 =
∏
i
η
〈ki〉
i , ou`
ki!
qki !
η
〈ki〉
i = η
ki
i . (2)
2.2 Faisceaux d’ope´rateurs diffe´rentiels
2.2.1 Faisceaux gradue´s de parties principales
Nous reprenons ici des constructions de [Huy97]. Soient Y un S-sche´ma, E un faisceau loca-
lement libre sur Y , S(E) l’alge`bre syme´trique associe´e au faisceau E , I l’ide´al des e´le´ments
homoge`nes de degre´ 1 de cette alge`bre, on de´finit ci-dessous
Γ(m)(E) = PS(E),(m)(I), (3)
ou` PS(E),(m)(I) est le faisceau de m-PD-enveloppes de l’alge`bre syme´trique S(E) pour l’ide´al
I et,
Γn(m)(E) = Γ(m)(E)/I
{n+1}. (4)
Ces alge`bres sont gradue´es
Γn(m)(E) =
⊕
n′≤n
Γ(m),n′(E). (5)
Si E admet localement pour base ξ1, . . . , ξN , on a la description locale suivante
Γ(m),n′(E) ≃
⊕
|k|=n′
OY ξ
{k}, ou` qi!ξ
{ki}
i = ξ
ki
i . (6)
De´finissons maintenant par dualite´
S(m)(E) =
⋃
n
HomOY (Γ
n
(m)(E
∨),OY ). (7)
On obtient ainsi une alge`bre commutative gradue´e
S(m)(E) =
⊕
n
S(m)n (E).
Soient ξ1, . . . , ξN une base locale de E , ξ
〈k〉 la base duale des e´le´ments ξ{k} de 6. On a alors la
description suivante
S(m)n (E) ≃
⊕
|k|=n
OY ξ
〈k〉, ou`
ki!
qki!
ξ〈ki〉 = ξki. (8)
Quand le contexte sera clair on omettra parfois de noter le sche´ma Y en indice.
Appliquons maitenant la de´finition d’enveloppe a` puissances divise´es partielles dans le cas
des faisceaux de parties principales (1.5.3 et 2.1 [Ber96]) de niveau m sur un S-sche´ma lisse
Y .
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2.2.2 Faisceaux de parties principales
On note PnY,(m) le faisceau des parties principales de niveau m et d’ordre n de Y relativement a`
S : ce sont les enveloppes a` puissance divise´es partielles de niveaum de l’ide´al I de l’immersion
diagonale Y →֒ Y × Y . Par construction, il existe un morphisme canonique de OS-alge`bres
rm : OY×Y → P
n
Y,(m). (9)
On dispose de 2 morphismes canoniques induits par a 7→ a⊗1, note´ OY,g et par a 7→ 1⊗a note´
OY,d sur P
n
Y,(m), qui munissent ce faisceau d’alge`bres de 2 structures de OY -module. Lorsque
le contexte sera clair les mentions d et g ne figureront pas dans les notations. L’application
rm est OY -line´aire pour la structure de OY,g-module de P
n
Y,(m).
Si (y1, . . . , yN) est un syste`me de coordonne´es locales sur Y , et si τi = 1⊗yi−yi⊗1 ∈ OY×Y ,
on dispose localement d’un isomorphisme de OY -modules
PnY,(m) ≃
⊕
|k|≤n
OY τ
{u1}
1 · · · τ
{uN}
N , ou` qi!τ
{ki}
i = τ
ki
i . (10)
L’ide´al I{k} est l’ide´al engendre´ par les e´le´ments τ {u} avec |u| ≥ k.
Ces de´finitions ont un sens pour m = ∞ ou` l’on trouve que PnY,(∞) = OY /I
n+1. Le cas
m = 0 correspond a` l’alge`bre a` puissances divise´es classique de l’ide´al d’une V -alge`bre A.
En appliquant les re´sultats de 1.1.5 de [Huy97], on voit que l’alge`bre gradue´e associe´e
a` la filtration m-PD-adique de PY,(m), s’identifie a` la m-PD-alge`bre gradue´e Γ(m)(I/I
2) =
Γ(m)(Ω
1
Y ) (cf 2.2.1). Plus pre´cise´ment, on dispose d’un isomorphisme canonique de m-PD-
alge`bres
d∗m : Γ(m)(Ω
1
Y )
∼
→ gr•PY,(m). (11)
Dans la suite, on note plus simplement
ΓnY,(m) = Γ
n
(m)(Ω
1
Y ) (resp. sans n). (12)
Donnons maintenant une description en coordonne´es locales de ces alge`bres. Avec les
notations pre´ce´dentes, notons ξi la classe de τi dans I/I
2, alors localement les faisceaux Γn(m)
sont des OY -modules libres de base les e´le´ments ξ
{u} = ξ
{u1}
1 · · · ξ
{uN}
N avec
∑
ui ≤ n. Soit
f un morphisme de S-sche´mas lisses : Y → X , alors il existe un homomorphisme canonique
OY -line´aire note´ df : f
∗PnX,(m) → P
n
Y,(m) (2.1.4 de [Ber96]). De plus, on a df(1⊗ h− h⊗ 1) =
1⊗f−1(h)−f−1(h)⊗1 si h est une section locale de OX . On peut ainsi ve´rifier que si g est un
morphisme de S-sche´mas lisses : Z → Y , alors le morphisme d(f ◦g) : (f ◦g)∗PnX,(m) → P
n
Z,(m)
co¨ıncide avec dg ◦ g∗df . Conside´rons le cas ou` Y = Z × X et ou` p1 et p2 sont les deux
projections. On dispose aussi d’une projection r2 : Y × Y → X ×X . L’application canonique
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r−12 OX×X → OY×Y , envoie l’ide´al diagonal de X vers l’ide´al diagonal de Y . Par la proprie´te´
universelle des m-PD enveloppes, on a donc un morphisme canonique, pour tout n
dp2 : p
∗
2P
n
X,(m) → P
n
Y,(m).
De meˆme on dispose de dp1 : p
∗
1P
n
Z,(m) → P
n
Y,(m), et si JZ est lem-PD-ide´al de lam-PD-alge`bre
PnZ,(m), on dispose d’un m-PD-morphisme
s2 : P
n
Y,(m) ։ P
n
Y,(m)/p
∗
1(JZ). (13)
De´crivons localement ces morphismes. Supposons que t′1, . . . , t
′
M , t1, . . . , tN soient des coor-
donne´es locales sur Z etX respectivement, notons τ ′i = 1⊗t
′
i−t
′
i⊗1, resp. τi = 1⊗ti−ti⊗1, de
sorte que les e´lements p∗1(t
′
1), . . . , p
∗
1(t
′
M), p
∗
2(t1), . . . , p
∗
2(tN) forment un syste`me de coordonne´es
locales de Y . Localement, on peut donc identifier
PnY,(m) ≃ ⊕|l1|+|l2|≤nOY p
∗
1(τ
′{l1}
1 )p
∗
2(τ
{l2}
2 ),
et p∗1(JZ) avec le sous OX -module engendre´ par les e´le´ments p
∗
1(τ
′{l1}
1 )p
∗
2(τ
{l2}
2 ) pour lesquels
|l1| ≥ 1, ce qui donne
PnY,(m)/p
∗
1(JZ) ≃ ⊕|l2|≤nOY p
∗
2(τ
{l2}
2 ).
Or, avec ce choix de coordonne´es locales, on a aussi
PnX,(m) ≃ ⊕|l2|≤nOXτ
{l2}
2 ,
en d’autres termes, s2 ◦ dp2 est un m-PD-isomorphisme d’alge`bres, note´ λ2. On pose donc
q2 = λ
−1
2 ◦ s2 : P
n
Y,(m) → p
∗
2P
n
X,(m). (14)
Avec les identifications pre´ce´dentes, on a
q2
∑
l1,l2
al1,l2p
∗
1(τ
′{l1}
1 )p
∗
2(τ
{l2}
2 )
 =∑
l2
a0,l2p
∗
2(τ
{l2}
2 ).
On ve´rifie ainsi localement que q2 est une section canonique de dp2.
Le raisonnement qui pre´ce`de peut aussi s’appliquer aux faisceaux d’alge`bres ΓnX,(m) et Γ
n
Y,(m)
si Y = Z × X . Comme on a un isomorphisme Ω1Y ≃ p
∗
1Ω
1
Z
⊕
p∗2Ω
1
X , la proposition 1.2.2 de
[Huy97], implique que l’on a un isomorphisme canonique ΓZ×X,(m) ≃ p
∗
1ΓZ,(m)⊗OY p
∗
2ΓX,(m). En
proce´dant exactement comme ci-dessus, on voit qu’il existe un m-PD-morphisme canonique
p∗2Γ
n
X,(m) → Γ
n
Z×X,(m),
et une section a` ce morphisme, qui est aussi un m-PD-morphisme
q′2 : Γ
n
Z×X,(m) → p
∗
2Γ
n
X,(m).
10
En coordonne´es locales, et avec les notations pre´ce´dentes, notons ξ′i la classe de 1⊗ t
′
i− t
′
i⊗ 1
dans ΓZ,(m) (resp. ξi la classe de 1⊗ ti − ti ⊗ 1 dans ΓX,(m)). On peut alors identifier
ΓnZ×X,(m) ≃ ⊕|l1|+|l2|≤nOY p
∗
1(ξ
′{l1}
1
)p∗2(ξ
{l2}
2
), ΓnX,(m) ≃ ⊕|l|≤nOXξ
{l}
2
),
et avec ces identifications
q′2
∑
l1,l2
al1,l2p
∗
1(ξ
′{l1}
1
)p∗2(ξ
{l2}
2
)
 =∑
l2
a0,l2p
∗
2(ξ
{l2}
2
).
2.2.3 Faisceaux d’ope´rateurs diffe´rentiels
Soit X un S-sche´ma lisse, on de´finit le faisceau D
(m)
X,n des ope´rateurs diffe´rentiels d’ordre n et
de niveau m, comme
D
(m)
X,n = HomOX (P
n
X,(m),OX),
le dual e´tant pris pour la structure gauche de OX -module sur le faisceau P
n
X,(m). Le faisceau
des ope´rateurs diffe´rentiels de niveau m est D
(m)
X = lim−→n
D
(m)
X,n.
Le faisceau D
(m)
X est muni d’une structure d’anneau de la fac¸on suivante (2.2.1 de [Ber96]).
L’application OX×X → OX×X ⊗OX OX×X , qui envoie a⊗ b sur a⊗ 1⊗ 1⊗ b, induit un unique
m-PD morphisme de m-PD-alge`bres
δn,n
′
: Pn+n
′
X,(m)
δn,n
′
→ PnX,(m) ⊗OX P
n′
X,(m), (15)
ou` le produit tensoriel est donne´ par la structure de OX -module a` gauche de P
n′
X,(m) et par la
structure de OX -module a` droite de P
n
X,(m).
Soient P ∈ D
(m)
X,n, P
′ ∈ D
(m)
X,n′, l’ope´rateur PP
′ est obtenu comme compose´
Pn+n
′
X,(m)
δn,n
′
→ PnX,(m) ⊗ P
n′
X,(m)
Id⊗P ′
→ PnX,(m)
P
→ OX . (16)
Nous renvoyons a` 2.3 de [Ber96] pour le fait que se donner sur un OX -module E une
structure de D
(m)
X -module revient a` se donner une m-PD stratification. En dualisant, on
de´duit facilement de l’isomorphisme d∗m de 11, comme en 1.3.7.3 de [Huy97], l’isomorphisme
canonique d’alge`bres commutatives
dm : gr•D
(m)
X
∼
→ S(m)(TX) (17)
ou` TX de´signe le faisceau tangent de X . En particulier, l’alge`bre gr•D
(m)
X (U) est noetherienne
sur les ouverts affines U de X , et donc aussi D
(m)
X (U) par un argument classique.
Sur X le comple´te´ formel de X , nous introduirons
D̂
(m)
X = lim←−
i
D
(m)
X /π
i+1D
(m)
X , et D
†
X ,Q = lim−→
m
D̂
(m)
X ,Q.
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Si x1, . . . , xN est un syste`me de coordonne´es locales sur X sur un ouvert U , τi = 1⊗ xi −
xi ⊗ 1, on note ∂
〈k〉 la base duale des τ {k} de 10, et ∂
[ki]
i = ∂
ki
i /ki!. Alors, ∂
〈ki〉
i = qki !∂
[ki]
i . On
a la description locale suivante sur l’ouvert U
D
(m)
X |U ≃ ⊕kOU∂
〈k〉 (18)
La structure de D
(m)
X -module de OX est donne´ par le compose´ suivant, pour P une section
locale de D
(m)
X,n,
OX
ud // PnX,(m)
P // OX
f ✤ // 1⊗ f.
(19)
Pour les ope´rations cohomologiques pour les D
(m)
X (resp. D̂
(m)
X , D
†
X ,Q)-modules cohe´rents,
nous nous re´fe´rons aux chapitres 2 et 4 de [Ber02]. Nous utiliserons ces ope´rations pour des
complexes de la cate´gorie de´rive´e des D
(m)
X -modules, a` cohomologie borne´e et cohe´rente, que
nous noterons Dbc(D
(m)
X ). Notons que si f : Y → X est un morphisme de S-sche´mas lisses, le
foncteur image inverse f ! va de la cate´gorie de´rive´e Dbc(D
(m)
X ) vers D
b
c(D
(m)
Y ).
Soit E un D
(m)
X -module cohe´rent (vu comme complexe en degre´ 0), alors, comme OY -
module, f !E s’identifie a` OY ⊗
L
f−1OX
f−1E (4.2 de chap.VI de [Bor87]). Mais comme f est
plat, la cohomologie de ce complexe est concentre´e en degre´ 0, ou` il est isomorphe a` f ∗E .
Dans la suite de ce texte la notation H0f !E de´signera donc, si f est lisse et E est un D
(m)
X -
module cohe´rent, un D
(m)
Y -module cohe´rent isomorphe, comme OY -module, a` f
∗E .
Nous aurons aussi besoin du fait suivant. Soit I l’ide´al de l’immersion diagonale X →֒
X ×X , alors, on a une suite exacte
0→ I{1}/I{2} → P1X,(m) → OX ,
ou` on identifie OX a` l’alge`bre P
0
X,(m). Or, comme I
2 ⊂ I{2}, on a une fle`che canonique
I/I2 → I{1}/I{2}. Il re´sulte de 1 que I{1} = I + I{2}, et on voit aussi que cette fle`che est
un isomorphisme en coordonne´es locales donc un isomorphisme. D’autre part, l’application
canonique OX → P
1
X,(m) donne un scindage de la suite exacte ci-dessus, qui fournit un
isomorphisme
P1X,(m)
∼
← OX
⊕
Ω1X . (20)
En dualisant, on trouve donc des isomorphismes
Bm : D
(m)
X,1
∼
→ OX
⊕
TX , et Bm : D
(m)
X,1/D
(m)
X,0
∼
→ TX et B
∗
m : I/I
2 ∼→ gr1PX,(m), (21)
ou` B
∗
m est obtenu en dualisant Bm.
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Si V est un AVDC, S = Spf V et si X est un sche´ma formel lisse sur S, nous introduirons
D̂
(m)
X = lim←−
i
D
(m)
Xi
, et D†X ,Q = lim−→
m
D̂
(m)
X ,Q.
Si x1, . . . , xN est un syste`me de coordonne´es locales sur X sur un ouvert formel U , τi =
1⊗xi−xi⊗1, on note ∂
〈k〉 la base duale des τ {k} de 10, et ∂
[ki]
i = ∂
ki
i /ki!. Alors, ∂
〈ki〉
i = qki!∂
[ki]
i .
On a la description locale suivante sur l’ouvert affine U
Γ(U , D̂
(m)
X ) =
∑
k∈NN
ak∂
〈k〉, ak ∈ OX (U) | vp(ak)→ +∞ si |k| → +∞
 (22)
Γ(U ,D†X ,Q) =
∑
k∈NN
ak∂
[k], ak ∈ OX ,Q(U) | ∃c ∈ R, η > 0, tels que vp(ak) > η|k|+ c
 .
(23)
Ici, vp de´signe la valuation p-adique sur V -alge`bre plate OX (U) et aussi la valuation induite
sur Q-alge`bre OX ,Q(U) = OX (U)⊗Q.
2.2.4 Faisceaux d’ope´rateurs diffe´rentiels twiste´s
Nous aurons besoin d’une version twiste´e par un faisceau inversible des constructions
pre´ce´dentes. Nous commencerons par de´finir les faisceaux de parties principales twiste´s. Re-
prenons ici les hypothe`ses de la sous-section pre´ce´dente 2.2.3. Soit L un OX -module inversible
sur X . Introduisons le faisceau twiste´ des parties principales
tPnX,(m) = L
−1 ⊗OX,g P
n
X,(m) ⊗OX,d L.
La notation OX,d (resp. OX,g) signifie que l’on prend la structure de OX -module a` droite (resp.
a` gauche) sur PnX,(m) de´crite en 2.2.2.
Remarque : les faisceaux tPnX,(m) ne sont pas des faisceaux d’alge`bres, sauf si L est trivial.
De´finissons sur X les faisceaux d’ope´rateurs diffe´rentiels twiste´s d’ordre infe´rieur a` n tD
(m)
X,n
par
tD
(m)
X,n = HomOX,g(
tPnX,(m),OX)
≃ HomOX,g(P
n
X,(m) ⊗OX,d L,L).
Identifions L−1 a` HomOX (L,OX). Alors on dispose d’un isomorphisme canonique
HomOX,g(P
n
X,(m),OX)⊗OX,d L
−1 ∼ //HomOX,g(P
n
X,(m) ⊗OX,d L,OX)
Q⊗ ϕ ✤ // (T ⊗ l 7→ Q(T · (1⊗ ϕ(l)))
,
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qui nous donne finalement, apre`s tensorisation sur OX,g par L un isomorphisme canonique
HomOX,g(P
n
X,(m) ⊗OX,d L,L) ≃ L⊗OX,g D
(m)
X,n ⊗OX,d L
−1,
et donc
tD
(m)
X,n ≃ L⊗OX,g D
(m)
X,n ⊗OX,d L
−1. (24)
On de´finit aussi
tD
(m)
X = lim−→
n
tD
(m)
X,n
≃ L⊗OX,g D
(m)
X ⊗OX,d L
−1.
Observons que le m-PD-morphisme δn,n
′
de 15 est OX,g × OX,d-line´aire pour la structure
de OX,d-module sur P
n′
X,(m) (resp. P
n+n′
X,(m)), et la structure de OX,g -module sur P
n
X,(m) (resp.
Pn+n
′
X,(m)), de sorte que l’on peut conside´rer l’application
tδn,n
′
: L−1 ⊗OX,g P
n+n′
X,(m) ⊗OX,d L
// L−1 ⊗OX,g P
n
X,(m) ⊗ P
n′
X,(m) ⊗OX,d L
defini par Id⊗ δn,n
′
⊗ Id. Autrement dit, on dispose d’un m-PD-morphisme
tδn,n
′
: tPn+n
′
X,(m)
tδn,n
′
// tPnX,(m) ⊗
tPn
′
X,(m). (25)
Le faisceau tD
(m)
X est alors un faisceau d’anneaux comme dans le cas classique. Soient P ∈
tD
(m)
X,n, P
′ ∈ tD
(m)
X,n′ , l’ope´rateur PP
′ est obtenu comme compose´
tPn+n
′
X,(m)
tδn,n
′
// tPnX,(m) ⊗
tPn
′
X,(m)
Id⊗P ′ // tPnX,(m)
P // OX . (26)
Soient a une section locale de OX , τ une section locale de l’ide´al diagonal I, alors (a⊗ 1)τ =
τ(1 ⊗ a) et donc les structures de OX,g et OX,d-modules co¨ıncident sur I/I
2. En particulier,
on dispose d’un isomorphisme
L−1 ⊗OX,g Γ(m)(Ω
1
X)⊗OX,d L ≃ Γ(m)(Ω
1
X).
D’apre`s 11, l’alge`bre gradue´e pour la filtration I-adique de tPnX,(m) s’identifie a`
L−1 ⊗OX,g Γ(m)(Ω
1
X)⊗OX,d L ≃ gr
t
•P
n
X,(m),
ce qui, compte tenu de la remarque pre´ce´dente, donne un isomorphisme canonique
Γ(m)(Ω
1
X)
∼
→ gr•
tPX,(m). (27)
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En dualisant, cet isomorphisme donne un isomorphisme canonique pour l’alge`bre gradue´e des
ope´rateurs diffe´rentiels twiste´s
gr•
tDX,(m)
∼
→ S(m)(TX). (28)
De ce fait le gradue´ associe´ a` la filtration par l’ordre des ope´rateurs diffe´rentiels est commutatif
et noetherien sur les ouverts affines. Comme dans le cas classique, on en de´duit que le faisceau
tD
(m)
X est cohe´rent et a` sections noethe´riennes sur les ouverts affines.
Soient x1, . . . , xN un syste`me de coordonne´es locales sur un ouvert U de X , τi = 1⊗ xi −
xi⊗1. On suppose de plus que L|U est engendre´ par un e´le´ment u. En reprenant les notations
de 10 et 18, on dispose des isomorphismes suivants sur cet ouvert U
tPnX,(m) ≃
⊕
|k|≤n
OX u
−1 ⊗ τ {k} ⊗ u, (29)
tDX,(m) ≃
⊕
|k|
OX u⊗ ∂
〈k〉 ⊗ u−1. (30)
De plus, les e´le´ments u⊗ ∂〈k〉 ⊗ u−1 forment la base duale de la base constitue´e des e´le´ments
u−1 ⊗ τ {k} ⊗ u.
Si V est un AVDC, S = Spf V , X un sche´ma formel lisse sur S, nous introduisons
tD̂
(m)
X = lim←−
i
tD
(m)
Xi
, et tD†X ,Q = lim−→
m
tD̂
(m)
X ,Q.
On dispose alors de la
Proposition 2.2.4.1. (i) Les faisceaux comple´te´s tD̂
(m)
X sont cohe´rents, a` sections
noethe´riennes sur les ouverts affines.
(ii) Le faisceau tD†X ,Q est cohe´rent.
De´monstration. Le (i) se de´montre comme dans le cas classique, a` partir du fait que les
faisceaux tDX,(m) sont a` sections noetheriennes sur les ouverts affines, et des proprie´te´s du
passage au comple´te´ p-adique.
Pour le (ii), on peut en outre remarquer que si u est un ge´ne´rateur local de L sur un ouvert
affine U , on dispose d’un isomorphisme d’alge`bres de´fini localement sur U par
D†X ,Q|U
// L ⊗D†X ,Q ⊗ L
−1
|U
P ✤ // u⊗ P ⊗ u−1.
(31)
De cette fac¸on, on voit que tD†X ,Q est cohe´rent puisque c’est le cas de D
†
X ,Q. Nous aurions
aussi pu utiliser un argument du meˆme type pour le (i).
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2.2.5 Comple´ments sur les faisceaux d’ope´rateurs diffe´rentiels twiste´s
Reprenons les notations et hypothe`ses de la sous-section pre´ce´dente 2.2.4. De´finissons en
suivant les notations de 2.2.1 le fibre´ vectoriel associe´ a` L
Y = Spec S(L),
et q le morphisme canonique : Y → X . Nous identifierons dans la suite PnX,(m) ⊗OX,d L au
sous-PnX,(m)-module de q∗P
n
Y,(m) engendre´ par 1 ⊗ L via T ⊗ f 7→ T · (1 ⊗ f), pour f ∈ L et
T ∈ PnX,(m).
Introduisons aussi D
(m)
Y (L), le sous-faisceau de OX -modules constitue´ des ope´rateurs
diffe´rentiels sur Y qui se restreignent en des ope´rateurs diffe´rentiels agissant sur X et L,
c’est-a`-dire
D
(m)
Y,n (L) = {P ∈ q∗D
(m)
Y |P (P
n
X,(m)) ⊂ OX et P (P
n
X,(m) ⊗OX,d L) ⊂ L}, (32)
et
D
(m)
Y (L) = lim−→
n
D
(m)
Y,n (L).
Si P ∈ D
(m)
Y,n (L), on de´finit
rL(P ) = idL−1 ⊗ P|Pn
X,(m)
⊗L ∈
tD
(m)
X,n,
qu’on appelle morphisme de restriction a` L.
Soient x1, . . . , xN des coordonne´es locales sur un ouvert U de X , tel que L|U soit un
OU -module libre engendre´ par u. Alors x1, . . . , xN , u forment un syste`me de coordonne´es
sur l’ouvert q−1(U) ⊂ Y . Notons ∂〈k〉x les ope´rateurs sur U correspondant aux coordonne´es
x1, . . . , xN sur X , et ∂
〈lu〉
u les ope´rateurs de D
(m)
Y correspondant a` la coordonne´e u sur q
−1(U).
Reprenons les notations de 29. Le faisceau D
(m)
Y est muni de la filtration par l’ordre des
ope´rateurs diffe´rentiels. On dispose alors d’isomorphismes canoniques 17 gr•D
(m)
Y ≃ S
(m)(TY )
(resp. sur X). Comme Y est un fibre´ vectoriel sur X , on a un projecteur q∗TY → TX , qui est
une section du morphisme canonique TX → q∗TY . On en de´duit un projecteur q∗S
(m)(TY )→
S(m)(TX), et donc via les isomorphismes canoniques pre´ce´dents un projecteur λq : gr•D
(m)
Y →
gr•D
(m)
X . On a la description locale suivante
Proposition 2.2.5.1. (i) P est dans D
(m)
Y (L)(U) si et seulement si il existe ak, bk ∈
OX(U), ck,lu ∈ q∗OY (U) tels que
P =
∑
k∈NN
ak∂
〈k〉
x +
∑
k∈NN
bk∂
〈k〉
x u∂u +
∑
k∈NN ,lu≥2
ck,lu∂
〈k〉
x ∂
〈lu〉
u .
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(ii) Si P est dans D
(m)
Y (L)(U) et s’e´crit comme pre´ce´demment, alors
rL(P ) =
∑
k∈NN
ak u⊗ ∂
〈k〉
x ⊗ u
−1 +
∑
k∈NN
bk u⊗ ∂
〈k〉
x ⊗ u
−1.
(iii) L’application rL est filtre´e, surjective, et n’est pas injective.
(iv) L’application gradue´e gr•rL induite par rL sur gr•D
(m)
Y (L) est e´gale au projecteur λq
(restreint a` gr•D
(m)
Y (L)).
De´monstration. Soient τi = 1 ⊗ xi − xi ⊗ 1, τu = 1 ⊗ u− u⊗ 1. Nous utilisons les notations
de 2.2.2. Soit P ∈ q∗D
(m)
Y (L). Nous avons alors le
Lemme 2.2.5.2. P est dans D
(m)
Y (L)(U) si et seulement si
P (PnX,(m)) ⊂ OX et ∀l ∈ N
N , P (τ {l}τu) ∈ L.
De´montrons ce lemme. Soient a ∈ OX(U), l ∈ N
N et P ve´rifiant les conditions du lemme.
Comme P est q∗OY -line´aire a` gauche, la condition du lemme implique
P (PnX,(m)τu) ∈ L.
Notons T = τ {l}(1⊗ a) ∈ PnX,(m), alors
P (τ {l}(1⊗ a)) = P (T (1⊗ u))
= P ((u⊗ 1)T + Tτu)
= P (T )u+ P (Tτu) ∈ L,
de sorte que P ∈ D
(m)
Y (L). Re´ciproquement, si P ∈ D
(m)
Y (L), alors
P (τ {l}τu) = P (τ
{l}(1⊗ u))− P (τ {l})u ∈ L,
de sorte que P ve´rifie les conditions du lemme.
Revenons a` la de´monstration de la proposition. Soit P ∈ q∗D
(m)
Y . Ecrivons
P =
∑
k,lu
dk,lu∂
〈k〉
x ∂
〈lu〉
u ,
avec dk,lu ∈ OY . Alors dk,0 = P (τ
{k}) ∈ OX et dk,1 = P (τ
{k}τu) ∈ L, ce qui donne le (i).
Pour le (ii), il suffit d’utiliser la base locale de tPnX,(m) constitue´e des e´le´ments u
−1⊗τ {k}⊗u
donne´e en 29. Or, on a
∂〈k〉x (τ
{l} ⊗ u) = ∂〈k〉x (τ
{l}τu + (u⊗ 1)τ
{l})
= u∂〈k〉x (τ
{l})
= uδk,l,
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ou` δk,l de´signe le symboˆle de Kronecker. De fac¸on analogue,
u∂〈k〉x ∂u(τ
{l} ⊗ u) = u∂〈k〉x ∂u(τ
{l}τu + (u⊗ 1)τ
{l})
= uδk,l,
d’ou` le (ii) du lemme. Passons a` (iii). L’application rL est filtre´e par de´finition. Le reste se
ve´rifie localement. Or on a une section locale de rL en posant, pour P ∈ D
(m)
X (U), rL(u⊗P ⊗
u−1) = P ∈ D
(m)
Y (L)(U). De plus rL(∂
〈2〉
u ) = 0, de sorte que rL n’est pas injectif. L’affirmation
(iv) est une conse´quence imme´diate de (ii) .
Sur la description locale de D
(m)
Y (L), on voit que c’est un sous-faisceau de OS-alge`bres (et
de OX -modules) de q∗D
(m)
Y . On a plus pre´cise´ment la
Proposition 2.2.5.3. (i) Le faisceau D
(m)
Y (L) est un sous-faisceau d’alge`bres du faisceau
q∗D
(m)
Y .
(ii) La fle`che de restriction rL : D
(m)
Y (L) →
tD
(m)
X est un homomorphisme surjectif de
faisceaux d’alge`bres.
De´monstration. Commenc¸ons par (i). Soient P, P ′ ∈ D
(m)
Y (L). Rappelons que le produit PP
′
est donne´ par le compose´ suivant 16
q∗P
n+n′
Y,(m)
q∗δ
n,n′
→ q∗P
n
Y,(m) ⊗ q∗P
n′
Y,(m)
Id⊗P ′
→ q∗P
n
Y,(m)
P
→ q∗OY ,
ou` δn,n
′
est induit par a ⊗ b 7→ a ⊗ 1 ⊗ 1 ⊗ b. Ainsi, on a q∗δ
n,n′(1 ⊗ L) ⊂ 1 ⊗ 1 ⊗ 1 ⊗ L,
et (id ⊗ P ′)(1 ⊗ 1 ⊗ 1 ⊗ L) ⊂ 1 ⊗ L, si bien que PP ′(1 ⊗ L) ⊂ L. De plus, les faisceaux
PnX,(m)⊗P
n′
X,(m)⊗OX,d L sont des sous-faisceaux de q∗(P
n
Y,(m)⊗P
n′
Y,(m)), et les morphismes δ
n,n′
sont des m-PD-morphismes. Le fait que PP ′(1 ⊗ L) ⊂ L entraˆıne donc formellement que
PP ′(PnX,(m) ⊗OX,d L) ⊂ L. Il est d’autre part clair que PP
′(PnX,(m)) ⊂ OX et ceci montre (i).
D’apre`s le (i), le compose´ PP ′ est donne´ en restriction a` (1⊗ L) par
Pn+n
′
X,(m) ⊗OX,d L
δn,n
′
→ PnX,(m) ⊗ P
n′
X,(m) ⊗OX,d L
Id⊗P ′
→ PnX,(m) ⊗OX,d L
P
→ L.
En tensorisant ce diagramme a` gauche (sur OX,g) par L
−1, on retrouve exactement le dia-
gramme 26 de´finissant le produit dans tD
(m)
X , ce qui montre que rL est un homomorphisme
d’anneaux. La surjectivite´ a e´te´ e´tablie dans la proposition pre´ce´dente 2.2.5.1.
3 Faisceaux e´quivariants
3.1 Notations-Rappels
Soient D une V -alge`bre commutative, A, B des D-modules, C une D-alge`bre, u (resp. v) un
homomorphisme D-line´aire : A→ C, (resp. v :B → C),m l’application produit : C⊗DC → C
telle que m(a⊗ b) = ab. On note alors u⊗v = m ◦ (u⊗ v) : A⊗D B → C.
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Soient G un sche´ma en groupes affine et lisse sur S, µ : G×G→ G l’application produit,
e : S →֒ G l’e´le´ment neutre. Les applications de´duites de µ et e au niveau des faisceaux
structuraux seront note´es µ♯ et εG.
Un G-comodule M est un V -module M muni d’une action a` droite de G, c’est-a`-dire que
pour toute V -alge`bre R, R ⊗V M est un G(R)-module a` droite. Comme G est affine, cela
revient a` se donner une application de comodule dual ∆M : M → V [G] ⊗V M , ve´rifiant les
deux e´galite´s suivantes :
(idV [G] ⊗∆M ) ◦∆M = (µ
♯ ⊗ idM) ◦∆M (33)
(εG⊗idM) ◦∆M = idM . (34)
Notons que cette de´finition diffe`re de celle de G-module de Jantzen (I 2.8 de [Jan03]) qui de´crit
la relation de comodule sur un V -module M , pour laquelle M ⊗V R est un G(R)-module a`
gauche pour toute R-alge`bre V .
Nous aurons besoin de petits lemmes techniques qui font l’objet de la sous-section suivante.
3.2 Lemmes techniques
On rappelle quelques faits classiques.
Lemme 3.2.1. Soient f, g deux morphismes de OX-modules cohe´rents F → G sur un S-
sche´ma X localement noethe´rien. Pour x un point ferme´ de X, on note ix l’immersion :
{x} →֒ X. On suppose que pour tout point ferme´ de X, les morphismes induits f(x), g(x) :
i∗xF → i
∗
xG co¨ıncident. Alors f = g.
De´monstration. On peut supposer que X est affine et noethe´rien. Soit H un OX -module
cohe´rent sur X tel que i∗xH = 0 pour tout point ferme´ x de X . Alors le support de H est
ferme´ et s’il est non vide, il correspond a` un sous-sche´ma ferme´ re´duit de X contenant un
point ferme´ x. Par hypothe`se, i∗xH est nul, donc Hx est nul par le lemme de Nakayama, ce
qui est absurde : cela montre que H est nul. Soit I le faisceau cohe´rent image de f − g. La
remarque pre´ce´dente applique´e a` I donne le re´sultat.
Si on applique cette meˆme remarque aux faisceaux cohe´rents Ker(f) et G/Im(f) on
obtient aussi le re´sultat suivant.
Lemme 3.2.2. Sous les hypothe`ses et notations pre´ce´dentes, soit f un morphisme de OX-
modules cohe´rents : F → G. Alors f est surjectif (resp. un isomorphisme, resp. injectif) si
et seulement si en tout point ferme´ x de X, l’homorphisme induit f(x) est surjectif (resp. un
isomorphisme, resp. injectif).
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3.3 Faisceaux G-e´quivariants
Il s’agit ici essentiellement de faire quelques rappels.
3.3.1 De´finitions
Dans cette section, X est un S-sche´ma, muni d’une action a` gauche σX : G×S X → X . On
note σ♯ : σ−1OX → OG×X l’application qu’on en de´duit au niveau des faisceaux structuraux.
L’application σX sera tout simplement note´e σ lorsqu’il n’y aura pas ambiguite´. De plus, le
produit fibre´ ×S sera note´e ×. On note p2 la deuxie`me projection : G × X → X , t1, t2, t3 :
G×G×X → G×X de´finies respectivement par t1(g1, g2, x) = (g1, g2x), t2(g1, g2, x) = (g1g2, x),
t3(g1, g2, x) = (g2, x). Suivant [MFK94], un faisceau de OX -modules E est G-e´quivariant, s’il
existe un isomorphisme Φ : σ∗E ≃ p∗2E , qui ve´rifie les conditions de cocycles (cf [Kas89]),
c’est-a`-dire tel que le diagramme suivant commute :
t∗2σ
∗E
t∗2(Φ) //
≀

t∗2p
∗
2E
≀

t∗1σ
∗E
t∗1(Φ)// t∗1p
∗
2E = t
∗
3σ
∗E
t∗3(Φ) // t∗3p
∗
2E .
(35)
Par exemple, le faisceau OX est G-e´quivariant, ainsi que tous les faisceaux “diffe´rentiels”
sur X , comme nous le ve´rifierons en 3. Si L est un faisceau de OX-modules localement libres,
L est G-e´quivariant si et seulement si le fibre´ vectoriel associe´ a` L est muni d’une action de
G compatible a` l’action de G sur X .
3.3.2 Proprie´te´s
On a la description suivante des faisceaux de OX -modules G-e´quivariants. Soient R une V -
alge`bre, g, g′ ∈ G(R), XR = Spec(R) ×X , σR l’application de´duite de σ par ce changement
de base, LR le tire´ en arrie`re de L sur XR. L’ope´rateur de translation Tg : XR → X donne´
par Tg = σ ◦ (g × idX) s’e´tend canoniquement en un ope´rateur toujours note´ Tg : XR →
XR. On dispose d’une famille d’isomorphismes OX -line´aires Φg : T
∗
gLR ≃ LR, ve´rifiant la
condition Φgg′ = Φg′ ◦T
∗
g′(Φg), provenant de la condition de cocycle. Ces applications induisent
pour tout ouvert U des applications Φg,U : LR(gU)→ LR(U), semi-line´aires par rapport aux
applications : T−1g : OXR(gU) ≃ OXR(U). Par de´finition, on a l’e´galite´ T
∗
g′(Φg,U) = Φg,g′U , de
sorte que la relation de cocyle se traduit par Φgg′,U = Φg′,U ◦ Φg,g′U . Si U est le sche´ma XR,
notons Φg = Φg,XR , pour e ∈ Γ(XR,LR), on de´finit une action a` droite de G(R) sur Γ(XR,LR)
en posant g · e = Φg(e), graˆce a` la relation Φgg′ = Φg ◦ Φg′ . Nous verrons en 4.4 que cette
action a` droite correspond a` une structure de comodule dual sur Γ(XR,LR).
Enfin, nous aurons besoin des propositions classiques suivantes.
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Proposition 3.3.2.1. Soit L un faisceau de OX-modules localement libres de rang fini G-
e´quivariant, alors HomOX (L,OX) est un faisceau de OX-modules localement libres de rang
fini G-e´quivariant.
De´monstration. Il suffit d’utiliser le fait que pour un faisceau localement libre de rang fini,
on a un isomorphisme canonique et fonctoriel :
σ∗HomOX (L,OX)
∼
→HomOG×X (σ
∗L,OG×X),
de sorte que tΦ−1, c’est-a`-dire l’application transpose´e de l’isomorphisme Φ−1, de´finit la
structure G-e´quivariante sur HomOX (L,OX). L’action a` droite de G(R) sur les sections
globales de HomOXR (LR,OXR) est donc aussi donne´e par
tΦ−1g et donc, si e est une section
globale de LR, ϕ une section locale de HomOXR (LR,OXR), alors pour tout g de G(R) on a
(ϕ · g)(e) = ϕ(e · g−1).
Proposition 3.3.2.2. Soient L et L′ deux faisceaux de OX-modules quasi-cohe´rents, G-
e´quivariant, alors L ⊗OX L
′ est un faisceau de OX-modules quasi-cohe´rent, G-e´quivariant.
De´monstration. On a un isomorphisme fonctoriel : σ∗(L ⊗OX L
′)→ σ∗L ⊗OG×X σ
∗L′.
Conside´rons maintenant un sche´ma formel X tel que pour tout i ∈ N, le sche´ma Xi soit
muni d’une action du sche´ma en groupes Gi. Nous poserons alors αi : Xi →֒ X , γi : Gi×Xi →֒
Gi+1 ×Xi+1.
De´finition 3.3.2.3. Un faisceau E de OX -modules complets pour la topologie p-adique sera
dit G-e´quivariant si, pour tout i ∈ N, le faisceau Ei = α
∗
i E est un faisceau de OXi-modules
G-e´quivariants tel que les diagrammes suivants soient commutatifs
p∗2,iEi
∼
Φi
// σ∗2,iEi
γ∗i p
∗
2,i+1Ei+1
≀
OO
∼
γ∗i (Φi+1)
// γ∗i σ
∗
2,i+1Ei+1,
≀
OO
.
Dans le cas ou` E est un faisceau de OX -modules cohe´rents, cette de´finition e´quivaut au
fait que l’on se donne un isomorphisme Φ : σ∗E ≃ p∗2E ve´rifiant les conditions de cocycles
e´nonce´es en 35, ce qui nous ame`ne a`
De´finition 3.3.2.4. Un faisceau E de OX ,Q-modules cohe´rents sera dit G-e´quivariant s’il
existe un isomorphisme Φ : σ∗E ≃ p∗2E ve´rifiant les conditions de cocycles e´nonce´es en 35.
Si E est un faisceau de OX -modules cohe´rents G-e´quivariant, alors EQ := E ⊗ Q est un
faisceau de OX ,Q-modules cohe´rents G-e´quivariant.
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Pour les faisceaux e´quivariants deD-modules nous demandons en outre que les applications
soient compatibles avec la structure de D-module, ce qui nous ame`ne a` la de´finition suivante,
pour laquelle nous remplac¸ons les morphismes images inverses au sens des faisceaux de OG×X-
modules par les images inverses au sens des D
(m)
G×X , suivant les explications qui seront donne´es
en 2.2.3.
De´finition 3.3.2.5. Un faisceau E de D̂
(m)
X ,Q-modules cohe´rents (resp. D
†
X ,Q-modules) sera dit
G-e´quivariant s’il existe un isomorphisme Φ : σ!E ≃ p!2E ve´rifiant les conditions de cocycles
e´nonce´es en 35 (ou` l’on remplace tous les morphismes s∗ par H0s!, s! e´tant l’image inverse
au sens des D-modules).
3.3.3 Structures G-e´quivariantes a` droite
On conside`re ici un S-sche´ma X muni d’une action a` droite d’un sche´ma en groupes G donne´e
par un morphisme de sche´mas τ : X × G → X . Une structure G-e´quivariante a` droite sur
un faisceau de OX -modules E consiste en la donne´e d’un isomorphisme de OX×G-modules
Φ :τ ∗E
∼
→ p∗1E , ve´rifiant la condition de cocyle suivante. Soient t1, t2, t3 : X×G×G→ X×G
de´finis par t1(x, g1, g2) = (xg1, g2), t2(x, g1, g2) = (x, g1g2), t3(x, g1, g2) = (x, g1). On demande
que Ψ ve´rifie t∗2(Ψ) = t
∗
3(Ψ)◦t
∗
1(Ψ). Ainsi, pour toute V -alge`bre R, pour tout g ∈ G(R) on a un
ope´rateur de translation Tg :XR → XR. Pour tout ouvert U de XR, on dispose d’applications
ΨU,g : ER(Ug)→ ER(U) semi-line´aires par rapport aux applications T
−1
g :OXR(Ug)→ OXR(U)
telles que ΨU,g1g2 = Ψg1 ◦ Ψg2,Ug1. Ainsi, l’application g ∈ G(S) 7→ Ψg de´finit une action a`
gauche de G(S) sur Γ(X, E) pour tout faisceau G-e´quivariant. Soit enfin l’involution inv×idX :
G × X → G × X , ou` inv est l’application de passage a` l’inverse G → G. L’application
σ = inv × idX ◦ τ de´finit une action a` gauche de G sur X . Un faisceau E est G-e´quivariant
(pour τ) si et seulement si E est G-e´quivariant pour σ. L’isomorphisme Φ de´finissant cette
e´quivariance est alors donne´ par Φ = (inv × idX)
∗(Ψ) (et Ψ = (inv × idX)
∗(Φ)).
3.4 Action de G sur les faisceaux de parties principales
Dans cette partie, on suppose que X est un S-sche´ma lisse, muni d’une action a` gauche de
G et on note ΓnX,(m) = Γ
n
(m)(Ω
1
X) 12 et S
(m)
X = S
(m)(TX) de 7. Nous allons montrer d’abord
que les faisceaux de parties principales PnX,(m) sont G-e´quivariants, puis par dualite´, que les
faisceaux D
(m)
X,n sont G-e´quivariants comme en 3.3.1, et enfin que les faisceaux comple´te´s D̂
(m)
X
sont G-e´quivariants.
Enonc¸ons a` pre´sent le re´sultat de cette sous-section. Pour l’alge`bre syme´trique S
(m)
X de
niveau m et les proprie´te´s de base de cette alge`bre, nous nous re´fe´rons a` [Huy97].
Proposition 3.4.1.
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(i) Les faisceaux PnX,(m) et Γ
n
X,(m) sont des faisceaux de OX-modules G-e´quivariants.
(ii) Les faisceaux D
(m)
X,n et S
(m)
X sont des faisceaux de OX-modules G-e´quivariants.
(iii) Les faisceaux D̂
(m)
X sont des faisceaux de OX -modules G-e´quivariants.
De´monstration. L’assertion (ii) provient de (i) par passage a` la dualite´. Ensuite, par (ii) les
faisceaux D
(m)
Xi
sont G-e´quivariants de fac¸on compatible pour diffe´rentes valeurs de i, de sorte
que les faisceaux D̂
(m)
X sont G-e´quivariants par passage a` la limite projective sur i. Donc (ii)
entraˆıne (iii). Dans la suite nous montrons donc (i). Le cas des alge`bres gradue´es ΓnX,(m) se
traitera comme celui des faisceaux PnX,(m) (en utilisant q
′
2 au lieu de q2) ou encore la structure
de G-equivariance de Ω1X . Dans la suite, on se restreint donc a` la G-line´arite´ des faisceaux
PnX,(m).
Soit dσ le morphisme obtenu par fonctorialite´ : σ∗PnX,(m) → P
n
G×X,(m). On de´finit alors
Φ = q2 ◦ dσ : σ
∗PnX,(m) → p
∗
2P
n
X,(m). Le morphisme Φ est un m-PD-morphisme. L’alge`bre
P0X,(m) est isomorphe a` OX . Pour voir que Φ est un isomorphisme, il suffit de le ve´rifier en les
points ferme´s de G×X d’apre`s 3.2.
Soient g un point de G, de corps re´siduel k(g), evg l’e´valuation : OG → k(g) (qui a` l ∈ OG
associe l(g)), ig l’immersion ferme´e : g×X →֒ G×X , σg = σ ◦ ig, p2,g = p2 ◦ ig. Le morphisme
i∗gΦ est obtenu comme morphisme compose´
σ∗gP
n
X,(m)
i∗gdσ
→ i∗gP
n
G×X,(m)
i∗gq2
→ p∗2,gP
n
X,(m) ≃ k(g)⊗V P
n
X,(m).
Il suffit alors de constater que le morphisme i∗gΦ co¨ıncide avec le morphisme dσg, qui est un
isomorphisme d’inverse dσg−1. Ve´rifions pour cela que le diagramme ci-dessous est commutatif
σ∗gP
n
X,(m)
i∗gdσ // i∗gP
n
G×X,(m)
i∗gq2 // i∗gq
∗
2P
n
X,(m)
σ∗gP
n
X,(m)
dσg // PnX,(m) ⊗V k(g).
Soient u ∈ OX , τ = 1 ⊗ u − u ⊗ 1 ∈ P
n
X,(m). Ecrivons σ
♯(u) =
∑
l kl ⊗ fl, avec kl ∈ OG et
fl ∈ σ
−1OX . Alors
dσg(1⊗ τ) =
∑
l
kl(g)(1⊗ fl − fl ⊗ 1),
dσ(1⊗ τ) =
∑
l
(1⊗ fl)(1⊗ kl − kl ⊗ 1) +
∑
l
(kl ⊗ 1)(1⊗ fl − fl ⊗ 1) ∈ P
n
G×X,(m),
i∗gdσ(1⊗ τ) =
∑
l
fl(1⊗ kl − kl ⊗ 1) +
∑
l
kl(g)(1⊗ fl − fl ⊗ 1),
i∗gq2 ◦ i
∗
gdσ(1⊗ τ) =
∑
l
kl(g)(1⊗ fl − fl ⊗ 1)
= dσg(1⊗ τ).
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Les morphismes dσg et i
∗
gq2 ◦ i
∗
gdσ sont des m-PD-morphismes OX ⊗V k(g)-line´aires qui
co¨ıncident sur les e´le´ments 1 ⊗ τ . Comme les e´le´ments 1 ⊗ τ engendrent σ∗gP
n
X,(m) comme
m-PD-alge`bre, on voit ainsi que dσg et i
∗
gq2 ◦ i
∗
gdσ sont e´gaux.
La condition de cocycle t∗2(Φ) = t
∗
3(Φ) ◦ t
∗
1(Φ) se ve´rifie aussi sur les fibres g1 × g2 × X
ou` g1, g2 sont deux points de G, de´finis sur une certaine alge`bre A, et revient a` montrer que
Φg1g2 = Φg2 ◦σ
∗
g2
Φg1 , ce qui re´sulte de la fonctorialite´ rappele´e en 2.2.2 puisque Φg1 = dσg1.
4 Alge`bres de distributions arithme´tiques a` un niveau
fini
4.1 De´finition, proprie´te´s a` un niveau fini
Reprenons les notations de l’introduction : V est une Z(p)-alge`bre noetherienne et G est un
sche´ma en groupes affine et lisse sur S = Spec V de dimension relative N . Soit e : S →֒ G la
section unite´. Notons I le faisceau d’ide´aux noyau du morphisme de V -alge`bres εG : OG →
e∗OS, V [G] = Γ(G,OG), I = Γ(G, I) = Ker(V [G]։ V ). Soient P
n
(m)(G) la m-PD-enveloppe
a` puissances divise´es partielles de niveau m et d’ordre n, de l’ide´al I de V [G]. Comme G est
lisse sur S, l’ide´al I est localement re´gulier sur S, c’est-a`-dire que I/I2 est localement libre
sur S.
Soit S ′ = Spec V ′ un ouvert affine de S sur lequel I/I2 est libre de base t1, . . . , tN , avec
ti ∈ V
′ ⊗V I pour tout i. On dira dans ce cas que les ti forment une suite re´gulie`re de
parame`tres de I(V ′) = V ′⊗V I. On conside`re le groupe G
′
S = G×S S
′ obtenu par changement
de base du groupe G. Par 1.5.3 de [Ber96], les V ′-alge`bres P n(m)(GS′) sont des V
′-modules
libres de base les t{k} pour |k| ≤ n en reprenant les notations de 2.1.1. La formation des
m-PD-alge`bres commute aux changements de base plats (1.4.6 de [Ber96]), ce qui implique
que P n(m)(GS′) ≃ V
′ ⊗V P
n
(m)(G) et nous donne finalement la
Proposition 4.1.1. Pour S ′ = Spec V ′ un ouvert de S, et t1, . . . , tN une suite re´gulie`re de
parame`tres de V ′ ⊗V I, on a un isomorphisme de V
′-modules
V ′ ⊗V P
n
(m)(G) ≃
⊕
|k|≤n
V ′t{k}.
Une conse´quence de cet e´nonce´ est que l’on peut faisceautiser la construction des alge`bres
P n(m)(G) en des faisceaux sur S, cohe´rents et localement libres.
Dans le cas d’un AVDC (ou d’un quotient), les alge`bres P n(m)(G) sont des V -modules libres
de rang fini. Si κ est le point ferme´ de V , e(κ) est un point ferme´ de G, encore note´ κ, OG,κ
de´signe alors l’anneau local de G en ce point, et Iκ le localise´ de I en κ. On dispose alors de
la
24
Proposition 4.1.2. Si V est un AVDC, ou un quotient d’un AVDC, de point ferme´ κ, alors
l’alge`bre P n(m)(G) est la m-PD-enveloppe de Iκ ⊂ OG,κ. En particulier ces alge`bres sont des
V -modules libres et en utilisant des parame`tres t1, . . . , tN de Iκ, on retrouve la description
ci-dessus de 4.1.1.
De´monstration. Comme V est un AVCD ou un quotient d’un AVCD, alors V est local et
principal, I/I2 est un V -module libre de rang fini et on peut appliquer 4.1.1.
Il re´sulte aussi de 4.1.1 que
V ≃ P 0(m)(G).
Notons Lie(G) = HomV (I/I
2, V ). Sur un ouvert de S ′ = Spec V ′ sur lequel I admet une suite
re´gulie`re de ge´ne´rateurs t1, . . . , tN , le V
′-module V ′ ⊗V Lie(G) est libre de base ξ1, . . . , ξN ,
que l’on de´finit comme la base duale des t1, . . . , tN .
En particulier dans le cas ou` V est un AVDC (ou un quotient), l’alge`bre Lie(G) est un
V -module libre de base ξ1, . . . , ξN .
En proce´dant comme pour 20, on voit qu’on a des isomorphismes
P 1(m)(G)
∼
← V
⊕
I/I2. (36)
En effet, cet isomorphisme se montre par un calcul local sur un ouvert sur lequel I est muni
d’une suite re´gulie`re de ge´ne´rateurs.
Nous introduirons le niveau m en indice de l’exposant dans cette notation, lorsque nous
voudrons pre´ciser le niveau.
Enfin, on note ρm l’application canonique
ρm : V [G]→ P
n
(m)(G), (37)
qui munit P n(m)(G) d’une structure de V [G]-module.
Pour m′ ≥ m, d’apre`s la proprie´te´ universelle des alge`bres a` puissances divise´es, on trouve
des homomorphismes d’alge`bres filtre´es ψm,m′
ψm,m′ : P(m′)(G)→ P(m)(G), (38)
qui donnent par passage au quotient des homomorphismes d’alge`bre
ψnm,m′ : P
n
(m′)(G)→ P
n
(m)(G).
Si I admet sur S une suite re´gulie`re de ge´ne´rateurs t1, . . . , tN (par exemple si V est un
AVDC ou un quotient), on a :
ψnm,m′(t
{k}(m′)) =
q
(m)
k !
q
(m′)
k !
t{k}(m) .
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On de´finit maintenant les alge`bres de distributions de niveau m : la structure d’alge`bre
est explique´e apre`s la de´finition et provient, comme dans le cas classique, de la structure de
groupe. Commenc¸ons par de´finir les faisceaux de distributions sur S.
De´finition 4.1.3. Les distributions de niveau m et d’ordre n de G sont :
D(m)n (G) := HomV (P
n
(m)(G), V )
et le V -module des distributions de niveau m est :
D(m)(G) := lim
−→
n
D(m)n (G).
Remarquons que la relation 36 nous donne les isomorphismes
Am : D
(m)
1 (G)
∼
→ V
⊕
Lie(G), Am : gr1D
(m)(G)
∼
→ Lie(G), (39)
obtenue par dualite´ a` partir de Am.
On dispose d’une action de D(m)(G) sur V [G]. Si P ∈ D(m)(G), l’action de P est de´finie
par
V [G]
ρm // P n(m)(G)
P // V
f ✤ // P (ρm(f)).
(40)
Pour un entier m′ ≥ m, les morphismes d’alge`bres ψnm,m′ de 38 donnent par passage a` la
dualite´ des applications line´aires
Φnm,m′ : D
(m)
n (G)→ D
(m′)
n (G) et Φm,m′ : D
(m)(G)→ D(m
′)(G).
On a Φm′,m′′ ◦ Φm,m′ = Φm,m′′ pour m
′′ ≥ m′ ≥ m. Pour comparer les alge`bres D(m)(G) avec
des distributions classiques on de´finit
Distn(G) := D
(∞)
n (G) := HomV (V [G]/I
n+1, V ). (41)
Alors,
Dist(G) := lim
−→
n
Distn(G)
est l’alge`bre de distributions classiques d’un sche´ma en groupes sur S, de´finie en II.§4.6.1 de
[DG70] et Distn(G) est l’espace de distributions d’ordre n.
On voit, en proce´dant comme en 39 qu’on a l’isomorphisme
Dist1(G) ≃ Lie(G)
⊕
V.
L’application canonique V [G]/In+1 → P n(m)(G) induit une application line´aire
Φm,∞ : D
(m)(G)→ Dist(G)
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compatible avec les applications Φm,m′ .
Nous donnons maintenant un e´nonce´ de changement de base. Soient V ′ une V -alge`bre
plate, S ′ = Spec V ′, GS′ = G×S S
′. Alors on a la
Proposition 4.1.4. On dispose d’isomorphismes canoniques
D
(m)
n (GS′) ≃ D
(m)
n (G)⊗V V
′, resp. D(m)(GS′) ≃ D
(m)(G)⊗V V
′.
De´monstration. Sous nos hypothe`ses, d’apre`s 1.5.3 de [Ber96], la formation des alge`bres
P n(m)(G) commute aux changements de base plats et les faisceaux OS ⊗V P
n
(m)(G) sont des
OS-modules cohe´rents localement libres de rang fini sur S, donc OS⊗V D
(m)
n (G) est isomorphe
a` HomOS(OS ⊗V P
n
(m)(G),OS), ce qui permet de montrer l’e´nonce´.
Supposons que I admette sur S une suite re´gulie`re de ge´ne´rateurs t1, . . . , tN . Notons ξ
〈k〉
les e´le´ments de la base duale de la famille t{k} = t
{k1}
1 · · · t
{kN}
N , |k| ≤ N , ξ
[k] := ξ〈k〉∞ (de sorte
que les e´le´ments ξ[k] forment la base duale de la famille tk11 · · · t
kN
N ). Soit m ∈ N ∪ {∞}. On
obtient par construction la proposition suivante.
Proposition 4.1.5. (i) Comme V -module, D
(m)
n (G) est libre de base les e´le´ments ξ
〈k〉 avec
|k| ≤ n.
(ii) On a les relations
k!ξ[k] = ξ〈k〉0 (42)
ξ〈k〉m =
q
(m)
k !
q
(m+1)
k !
ξ〈k〉m+1 (43)
si k = (k1, . . . , kN), et,∀i ≤ N, ki ≤ p
m, ξ〈k〉m = ξ[k]. (44)
On notera tout simplement ξl = ξ
[1]
l = ξ
〈1〉m
l .
En particulier, si V est un AVDC ou d’un quotient d’un AVDC, on a la
Proposition 4.1.6. Sous l’hypothe`se ci-dessus, le module D
(m)
n (G) est libre de base les
e´le´ments ξ〈k〉 avec |k| ≤ n. Ces e´le´ments satisfont la relation (ii) de la proposition pre´ce´dente.
On de´duit de la dernie`re formule de (ii) que les applications Φm,∞ induisent un isomor-
phisme line´aire
lim
−→
m
D(m)(G)
≃
−→ Dist(G).
Il existe un morphisme canonique D(0)(G)→ Dist(G).
Supposons que V est un AVCD, et soit t1, . . . , tN une suite re´gulie`re de ge´ne´rateurs de I,
alors ce morphisme envoie ξ〈k〉m sur q
(m)
k !ξ
[k]. Comme Lie(G) = HomV (I/I
2, V ) les e´le´ments ξl
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forment une V -base de Lie(G). Il suit de la premie`re formule de (ii) de 4.1.6 que D(0)(G)⊗K =
Dist(G)⊗K et donc D(m)(G)⊗K = Dist(G)⊗K pour tout m. Ce qui montre que D(m)(G)
est une forme entie`re de Dist(G) ⊗ K = U(Lie(G) ⊗ K), ou` U(Lie(G) ⊗ K) est l’alge`bre
enveloppante universelle de Lie(G)⊗K. En ge´ne´ral, I est localement re´gulier sur S et toutes
les contructions commutent aux extensions plates de la base d’apre`s 4.1.4, ce qui montre que
D(m)(G) est une forme entie`re de Dist(G)⊗K = U(Lie(G) ⊗K) si V est un AVCD.
Supposons de nouveau que I admette sur S une suite re´gulie`re de ge´ne´rateurs t1, . . . , tN .
La base des ξ〈k
′〉 est duale de celle des t{k
′}, et par de´finition de l’action de D(m)(G) sur V [G],
on a la
Proposition 4.1.7. Soit f ∈ V [G], on a la formule de Taylor
ρm(f) =
∑
|k|≤n
ξ〈k〉(f)⊗ t{k}. (45)
Nous donnons maintenant un e´nonce´ important sur la structure d’alge`bre de D(m)(G)
(sans supposer que I admet une suite re´gulie`re de ge´ne´rateurs sur S).
Proposition 4.1.8. Le module D(m)(G) est une V -alge`bre filtre´e par les sous-modules
D
(m)
n (G). L’alge`bre gradue´e associe´e a` cette filtration est commutative.
De´monstration. L’application µ♯ induit une application V [G] → V [G] ⊗V V [G], qui envoie
l’ide´al I dans I⊗V [G]+V [G]⊗ I d’apre`s I 7.7 de [Jan03]. D’autre part, en proce´dant comme
en 2.1.3 de [Ber96], on voit qu’il existe une unique m-PD-structure sur P n(m)(G) ⊗ P
n′
(m)(G)
telle que I ⊗ P n
′
(m)(G) + P
n
(m) ⊗ I soit un m-PD-ide´al. On conside`re alors l’application δ ◦ µ
♯ :
V [G]
µ♯
→ V [G]⊗V V [G]
δ
→ P n(m)(G)⊗V P
n′
(m)(G),
ou` δ est l’application canonique ρm ⊗ ρm : V [G]⊗V V [G]→ P
n
(m)(G)⊗V P
n′
(m)(G).
Comme µ♯ applique tout e´lement de I dans un m-PD-ide´al, cette application se factorise
d’une unique fac¸on par un m-PD-morphisme δn,n
′
δn,n
′
: P(m)(G)
δn,n
′
→ P n(m)(G)⊗ P
n′
(m)(G). (46)
On notera e´ventuellement δn,n
′
(m) lorsqu’on voudra pre´ciser le niveau m de ce morphisme.
Soient (u, v) ∈ D
(m)
n (G)×D
(m)
n′ (G), on de´finit u · v comme la compose´e
u · v : P(m)(G)
δn,n
′
→ P n(m)(G)⊗ P
n′
(m)(G)
u⊗v
→ V.
Il nous reste a` montrer que u · v s’annule sur I{n+n
′+1} et de´finit donc une application :
P n+n
′
(m) (G)→ V . La ve´rification est locale sur S et nous pouvons supposer que I admet sur S
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une suite re´gulie`re de ge´ne´rateurs t1, . . . , tN . Nous utilisons les notations de 4.1.5. Il nous faut
montrer que δn,n
′
s’annule sur les e´le´ments t{k} = t
{k1}
1 · · · t
{kr}
r avec |k| ≥ n+n′+1, en utilisant
les notations 2.1.2, et passe au quotient en une application : P n+n
′
(m) (G)→ P
n
(m)(G)⊗P
n′
(m)(G).
Toujours d’apre`s I 7.7 de [Jan03], on peut e´crire
µ♯(ti) = 1⊗ ti + ti ⊗ 1 +
hi∑
s=1
ai,s ⊗ bi,s,
avec ai,s et bi,s des e´le´ments de I. Dans le cas du groupe additifGa, on a µ
♯(ti) = 1⊗ti+ti⊗1.
En appliquant les formules 2.1.1, on trouve
δn,n
′
(t
{ki}
i ) =
ki∑
αi=0
〈
ki
αi
〉
t
{αi}
i ⊗ t
{ki−αi}
i + γki avec γki ∈
∑
s+t≥ki+1
I{s} ⊗ I{t}.
Dans cette somme, les termes correspondant a` des αi ≥ n + 1 ou tel que ki − αi ≥ n
′ + 1 ou
a` des e´le´ments γki de I
{s} ⊗ I{t} avec s ≥ n + 1 ou t ≥ n′ + 1 sont en fait nuls. De plus, la
premie`re somme est un tenseur syme´trique. En effectuant le produit, cela donne
δn,n
′
(t{k}) =
∑
α≤k
〈
k
α
〉
t{α} ⊗ t{k−α} + γk avec γk ∈
∑
s+t≥|k|+1
I{s} ⊗ I{t}.
Dans cette somme, les termes correspondant a` des |α| ≥ n+1 ou tels que |k−α| ≥ n′+1 ou
a` des e´le´ments γk de I
{s} ⊗ I{t} avec (s ≥ n + 1 ou t ≥ n′ + 1) sont nuls.
Montrons maintenant que uv est d’ordre ≤ n + n′. Il suffit pour cela de montrer que
uv(t{k}) = (u⊗ v) ◦ δn,n
′
(t{k}) = 0 pour tout k tel que |k| = n+ n′ + 1. Reprenons la formule
pre´ce´dente. L’e´le´ment δn,n
′
(t{k}) s’e´crit comme somme d’e´le´ments des ide´aux I{s} ⊗ I{t} avec
s+ t ≥ n+n′+1, i.e. s ≥ n+1 ou t ≥ n′+1. Le re´sultat est donc bien nul puisque u s’annule
sur I{n+1} et v sur I{n
′+1}.
Montrons que uv − vu est d’ordre ≤ n + n′ − 1. Il faut montrer que le re´sultat du calcul
suivant est nul pour un k fixe´ tel que |k| = n+ n′,
(uv − vu)(t{k}) = (u⊗ v) ◦ δn,n
′
(t{k})− (v ⊗ u) ◦ δn
′,n(t{k})
= (u⊗ v)
∑
α≤k
〈
k
α
〉
t{α} ⊗ t{k−α} + γk
− (v ⊗ u)
∑
α≤k
〈
k
α
〉
t{α} ⊗ t{k−α} + γ′k
 . (47)
On remarque que tous les e´le´ments (u⊗ v)(γk), et (u⊗ v)(γk′) sont nuls pour tous les multi-
indices k et k′ intervenant dans les sommes pre´ce´dentes car chaque e´le´ment γk ou γk′ est dans
un ide´al du type I{s} ⊗ I{t}, avec s ≥ n + 1 ou t ≥ n′ + 1. Il vient donc finalement
(uv − vu)(t{k}) =
∑
α≤k
〈
k
α
〉
u
(
t{k}
)
v
(
t{k}−{α}
)
− v
(
t{α}
)
u
(
t{k}−{α}
)
= 0.
L’associativite´ du produit provient, comme dans le cas classique, de l’associativite´ de la
loi de groupe et de la proprie´te´ universelle des alge`bres a` puissances divise´es.
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Proposition 4.1.9. L’application Φm,m′ : D
(m)(G) → D(m
′)(G) est un homomorphisme
d’alge`bres filtre´es pour m,m′ ∈ N ∪ {∞}. De plus, on a l’e´galite´ lim
−→m
D(m)(G) = Dist(G)
comme alge`bres filtre´es.
De´monstration. Par la proprie´te´ universelle des m-PD-enveloppes d’un ide´al, il existe une
unique fle`che P(m′)(G)→ P(m)(G) pour m
′ ≥ m qui rend commutatif le diagramme suivant
P(m′)(G)

δ
n,n′
(m′)// P n(m′)(G)⊗ P
n′
(m′)(G)

P(m)(G)
δ
n,n′
(m) // P n(m)(G)⊗ P
n′
(m)(G).
On en tire formellement la proposition.
Dans l’e´nonce´ suivant nous donnons quelques proprie´te´s de fonctorialite´ de D(m)(·).
Proposition 4.1.10. Soient H,G deux sche´mas en groupes sur S.
(i) Soit f : H → G un morphisme de S-sche´mas qui est compatible avec les sections unite´
εH , εG, i.e. f ◦ εH = εG. Il induit un homomorphisme D
(m)(f) de V -modules filtre´s
D(m)(H) → D(m)(G). Si f est un morphisme de sche´mas en groupes, alors D(m)(f)
(resp. D(m)(f)) est multiplicatif.
(ii) Il existe un isomorphisme de V -alge`bres filtre´es D(m)(H) ⊗V D
(m)(G) ≃ D(m)(H × G)
(resp. D(m)(H) ⊗V D
(m)(G) ≃ D(m)(H × G)) ou` le terme de gauche est muni de la
filtration produit tensoriel.
De´monstration. Soient f ♯ : V [G] → V [H ] le morphisme d’alge`bres associe´ a` f , IH et IG les
ide´aux de V [H ] et V [G] de´finissant les sections unite´s de G et de H . L’hypothe`se faite sur
H implique que f ♯−1(IH) = IG, de sorte que f induit un morphisme P
n
(m)(G)→ P
n
(m)(H). En
dualisant on trouve une application V -lineaire D
(m)
n (H) → D
(m)
n (G). On obtient D(m)(f) en
passant a` la limite sur n. Cela montre (i). Maintenant, d’apre`s (i), les morphismes H×eG and
eH×G induisent des homomorphismes D
(m)(G)→ D(m)(H×G) et D(m)(H)→ D(m)(H×G).
Ces derniers homomorphismes induisent un homomorphisme h : D(m)(H) ⊗V D
(m)(G) →
D(m)(H × G). La question de savoir si ce morphisme est un isomorphisme (filtre´) est locale.
Quitte a` restreindre S, on peut supposer que IG et IH sont engendre´s par une suite re´gulie`re de
parame`tres. Choisissons une suite re´gulie`re de ge´ne´rateurs t1, ..., tN de l’ideal IH×G constitue´e
de suites regulie`res pour les ide´aux IH et IG. Alors la proposition 4.1.6 implique que h est un
isomorphisme filtre´.
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Donnons maintenant deux exemples. D’abord dans le cas du groupe additif GNa , muni des
coordonne´es t1, . . . , tN , dont la loi de groupe est de´finie par µ
♯(ti) = 1⊗ ti + ti ⊗ 1, pour tout
1 ≤ i ≤ N . On note ∂〈k〉 les ope´rateurs diffe´rentiels relatifs au choix des ti. On a alors
Proposition 4.1.11. Dans D(m)(GNa ), on a la relation
ξ〈k
′〉 · ξ〈k
′′〉 =
〈
k′ + k′′
k′
〉
ξ〈k
′+k′′〉.
De´monstration. Il nous faut en effet calculer
(ξ〈k
′〉 · ξ〈k
′′〉)(t{r}) = (ξ〈k
′〉 ⊗ ξ〈k
′′〉)
(∑
α≤r
〈
r
α
〉
t{α} ⊗ t{r−α}
)
= δr,k′+k′′
〈
k′ + k′′
k′
〉
, (48)
ce qui donne l’e´nonce´ recherche´.
Dans le cas N = 1 on en de´duit les formules suivantes pour un entier k ≥ 1
si k 6= 0 [pm], kξ〈k〉 = ξξ〈k−1〉
si k = 0 [pm], pmξ〈k〉 = ξξ〈k−1〉,
dont on de´duit la formule suivante pour tout k ≥ 0
k!
qk!
ξ〈k〉 = ξk.
On ve´rifie au passage, que si f ∈ V [T1, . . . , TN ],
ξ〈k〉(f) = ∂〈k〉(f)(0). (49)
En particulier, dans le case m = 0, on a ξ〈k〉(0) = ξk pour tout k.
Maintenant, dansGm, qu’on identifie a` Spec V [T, T
−1], le faisceau d’ide´aux I est engendre´
par τ = T − 1. La loi de groupe est donne´e par µ♯(τ) = τ ⊗ 1 + 1⊗ τ + τ ⊗ τ.
Proposition 4.1.12. Dans D(m)(Gm), on a les relations
ξ〈k
′〉 · ξ〈k
′′〉 =
∑
max{k′,k′′}≤l≤k′+k′′
qk′! qk′′! l!
ql! (k′ + k′′ − l)! (l − k′)! (l − k′′)!
ξ〈l〉.
De´monstration. Calculons, en appliquant 2.1.1,
µ♯(τ (l)) =
l∑
r=0
{
l
r
}
(τ ⊗ 1 + 1⊗ τ){r}τ {l−r} ⊗ τ l−r
=
l∑
r=0
r∑
s=0
ql−r!
{
l
r
}{
r
s
}{
s+ l − r
s
}{
l − s
r − s
}
.
Cela nous permet de calculer ξ〈k
′〉 ⊗ ξ〈k
′′〉δk
′,k′′(µ♯(τ (l))) et nous donne l’e´nonce´.
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On en de´duit les formules suivantes pour un entier k ≥ 1
si k 6= 0 [pm], kξ〈k〉 = (ξ − k + 1)ξ〈k−1〉
si k = 0 [pm], pmξ〈k〉 = (ξ − k + 1)ξ〈k−1〉,
dont on de´duit la formule suivante pour tout k ≥ 0
k!
qk!
ξ〈k〉 = (ξ − k + 1)(ξ − k + 2) · · · (ξ − 1)ξ. (50)
En particulier, dans le cas m = 0, on a ξ〈k〉(0) = (ξ − k+ 1)(ξ− k+ 2) · · · (ξ − 1)ξ pour tout k
et alors ξ〈k〉(0) 6= ξk pour k ≥ 2. On constate aussi dans ce cas pour f ∈ V [T, T−1]
ξ〈k〉(f) = ∂
〈k〉
T (f)(1). (51)
Revenons maintenant au cas d’un sche´ma en groupes ge´ne´ral G, et rappelons que
Lie(G)∗ := I/I2 et que l’alge`bre syme´trique de niveau m, S(m)(Lie(G)), est construite en 7.
Proposition 4.1.13. (i) Il existe un isomorphisme canonique de V -alge`bres gradue´es
cm : gr•D
(m)(G) ≃ S(m)(Lie(G)).
(ii) Les alge`bres gr•D
(m)(G) et D(m)(G) sont noetheriennes.
(iii) Si I est engendre´ par une suite re´gulie`re de parame`tres sur S, l’alge`bre D(m)(G) est
engendre´e par les e´le´ments ξ〈p
i〉 pour i ≤ m de´crits en 4.1.5.
De´monstration. Montrons la premie`re proposition. La filtration de´croissante de l’alge`bre
P (m)(G) par les ide´aux I{n} permet de conside´rer l’alge`bre gradue´e
gr•P
(m)(G) =
⊕
n≥0
I{n}/I{n+1},
dont l’ide´al I/I2 est muni d’une m-PD-structure. Le module Lie(G)∗ = I/I2 = gr1P
(∞)(G)
s’envoie vers gr1P
(m)(G) pour tout entier m (36). On dispose donc d’une fle`che Lie(G)∗ →
gr•P
(m)(G) et, par la proprie´te´ universelle des alge`bres syme´triques, d’un morphisme
d’alge`bres commutatives S(Lie(G)∗)→ gr•P
(m)(G), qui envoie Lie(G)∗ dans un m-PD-ide´al,
de sorte que cette application se factorise d’une unique fac¸on en un homomorphisme de m-
PD-alge`bres :
c∗m : Γ(m)(Lie(G)
∗)→ gr•P
(m)(G).
Voir que cette application est un isomorphisme est une question locale sur S : on peut donc
supposer que I est engendre´ par une suite re´gulie`re de parame`tres t1, . . . , tN . En reprenant la
description donne´e en 2.1.2, on voit que ces deux alge`bres sont des V -modules libres gradue´s de
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base les e´le´ments t{r}. Or le morphisme conside´re´ envoie l’e´le´ment note´ t{r} de Γ(m)(Lie(G)
∗)
(Thm. 3.9 in [BO78]) sur l’e´le´ment note´ de la meˆme fac¸on de gr•P
(m)(G), donc c’est un
isomorphisme gradue´.
En dualisant, cette application donne un isomorphisme V -line´aire
cm : HomV (gr•P(m)(G), V )→ S
(m)(Lie(G)).
On a des suites exactes courtes
0→ I{n}/I{n+1} → P n+1(m) (G)→ P
n
(m)(G)→ 0.
En dualisant on trouve des injections
grn+1D
(m)(G) →֒ HomV (I
{n}/I{n+1}, V ).
Voir que cette fle`che est un isomorphisme est une question locale sur S : on peut donc supposer
que I a une suite re´gulie`re de parame`tres, et dans ce cas l’assertion est claire. Comme cette
fle`che est un isomorphisme, on trouve l’assertion (i) de l’e´nonce´.
Ve´rifions maintenant que cette application est un homomorphisme d’alge`bres. De nouveau,
cela se ve´rifie localement sur S et on peut supposer que I a une suite re´gulie`re de parame`tres,
t1, . . . , tN . On reprend les notations de 4.1.5. Dans l’alge`bre syme´trique de niveau m, on a
l’e´galite´
ξ〈k
′〉 · ξ〈k
′′〉 =
〈
k′ + k′′
k′
〉
ξ〈k
′+k′′〉.
Effectuons le calcul dans l’alge`bre gr•D
(m)(G). Le produit ξ〈k
′〉 · ξ〈k
′′〉 est d’ordre ≤ |k′|+ |k′′|.
Il suffit donc de calculer, pour |r| = |k′|+ |k′′|
(ξ〈k
′〉 · ξ〈k
′′〉)(t{r}) = (ξ〈k
′〉 ⊗ ξ〈k
′′〉)
(∑
α≤r
〈
r
α
〉
t{α} ⊗ t{r−α}
)
+ γr = δr,k′+k′′
〈
k′ + k′′
k′
〉
, (52)
puisque l’e´le´ment γk′+k′′ est dans
∑
s+s′≥|k′+k′′|+1 I
{s}⊗I{s
′}, de sorte que (ξ〈k
′〉⊗ξ〈k
′′〉)(γr) = 0.
On voit ainsi que la formule du produit est exactement la meˆme pour les deux alge`bres
conside´re´es et donc qu’on a l’isomorphisme d’alge`bres annonce´.
L’assertion (iii) provient de l’isomorphisme pre´ce´dent et de l’observation (1.3.6 de [Huy03])
que l’alge`bre syme´trique de niveau m, S(m)(Lie(G)), est engendre´e par les e´le´ments ξ
〈pi〉
l avec
i ≤ m et ξl les e´le´ments d’une base de Lie(G). Finalement, gr•D
(m)(G) ≃ S(m)(Lie(G)) est
un anneau noetherien, car c’est une V -alge`bre de type fini. Par un argument standard, on en
de´duit que D(m)(G) est noetherien (e.g. [MR87], Thm. 1.6.9). Cela montre (ii) et (iii).
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4.2 PD-stratifications de niveau m
Nous retournons au cas ou` G est un sche´ma en groupes quelconque affine et lisse sur S.
Graˆce au formalisme pre´sente´ ici, nous pouvons de´crire la donne´e d’une structure de D(m)(G)-
module de fac¸on analogue au cas classique en utilisant la notion de stratification. Il s’agit
essentiellement de reproduire le 2.3 de [Ber96].
De´finition 4.2.1. Soit E un V -module. On appelle G-m-PD-stratification sur E la donne´e
d’une famille compatible d’isomorphismes, P n(m)(G)-line´aires,
εn : P
n
(m)(G)⊗V E
∼
→ E ⊗V P
n
(m)(G),
tels que
(i) ε0 = IdE,
(ii) pour tous n, n′, le diagramme suivant
P n(m)(G)⊗V P
n′
(m)(G)⊗V E
δn,n
′
∗(εn+n′) //
q
n,n′∗
1 (εn+n′)
∼
++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
E ⊗V P
n
(m)(G)⊗V P
n′
(m)(G)
P n(m)(G)⊗V E ⊗V P
n′
(m)(G),
q
n,n′∗
0 (εn+n′ )
∼
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
dont les fle`ches sont obtenues par extension des scalaires a` partir des applications δn,n
′
(46) et des applications
qn,n
′
0 : P
n+n′
(m) (G)։ P
n
(m)(G)→ P
n
(m)(G)⊗V P
n′
(m)(G),
et
qn,n
′
1 : P
n+n′
(m) (G)։ P
n′
(m)(G)→ P
n
(m)(G)⊗V P
n′
(m)(G),
est commutatif.
On dispose de la caracte´risation suivante de la structure de D(m)(G)-module.
Proposition 4.2.2. Soit E un V -module. Il y a e´quivalence entre
(i) se donner une structure de D(m)(G)-module sur E prolongeant sa structure de V -module,
(ii) se donner une famille compatible d’homomorphismes V -line´aires
θn : E → E ⊗V P
n
(m)(G),
telle que θ0 = IdE, et pour tous n, n
′ le diagramme suivant soit commutatif
E ⊗ P n+n
′
(m) (G)
Id⊗δn,n
′
// E ⊗ P n(m)(G)⊗ P
n′
(m)(G)
E
θn′ //
θn+n′
OO
E ⊗ P n
′
(m)(G),
θn⊗Id
OO
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(iii) se donner une G-m-PD-stratification sur E.
De plus, un homomorphisme V -line´aire λ : E → F entre deux D(m)(G)-modules a` gauche
est D(m)(G)-line´aire si et seulement s’il commute aux homomorphismes θn (resp. aux isomor-
phismes εn). Dans ce cas, on dit qu’il est horizontal.
(iv) Nous avons un e´nonce´ analogue pour les D(m)(G)-modules. Dans ce cas, se donner une
G-m-PD-stratification sur un D(m)(G)-module M revient a` se donner une famille compatible
d’homomorphismes V -line´aires θn : M →M⊗V P
n
(m)(G), tels que les diagrammes analogues
a` ceux ci-dessus soient commutatifs.
La de´monstration de ces re´sultats est rigoureusement identique a` celle de Grothendieck
dans le cas des ope´rateurs diffe´rentiels usuels (cf. proposition 2.3.2 de [Ber96]) et nous ne la
donnons pas. Signalons seulement comment sont de´finis les θn. Si E est un D
(m)(G)-module,
l’homomorphisme θn est obtenu comme le compose´
θn : E → HomV (D
(m)(G), E)
∼
→ E ⊗ P n(m)(G).
Remarquons que comme d’habitude, le deuxie`me isomorphisme provient du fait que les V -
modules conside´re´s sont localement libres sur S.
La commutativite´ du diagramme impose´e dans la proposition pre´ce´dente correspond alors
a` l’associativite´ de l’action de D(m)(G) sur E.
Supposons que I soit engendre´ sur S par une suite re´gulie`re de parame`tres, et reprenons
les notations de 4.1.6, on voit que si x ∈ E,
θn(x) =
∑
|k|≤n
ξ〈k〉x⊗ t{k},
et que les isomorphismes εn obtenus par extension des scalaires ont un inverse de´fini par
ε−1n (x⊗ 1) =
∑
|k|≤n
(−1)|k|t{k} ⊗ ξ〈k〉.
Cette description en termes de G-m-PD-stratification pour les D(m)(G)-modules nous
donne le corollaire suivant comme en 1.2.3.3 de [Ber96].
Corollaire 4.2.3. Supposons que I soit engendre´ sur S par une suite re´gulie`re de parame`tres,
et reprenons les notations de 4.1.6. Soient E, F deux D(m)(G)-modules a` gauche. Alors
(i) Il existe sur E ⊗V F une unique structure de D
(m)(G)-module a` gauche telle que, pour
tout k et x ∈ E, y ∈ F , on ait
ξ〈k〉 · (x⊗ y) =
∑
l≤k
〈
k
l
〉
ξ〈l〉x⊗ ξ〈k−l〉y.
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(ii) Il existe sur HomV (E, F ) une unique structure de D
(m)(G)-module a` gauche telle que,
pour tout k, tout morphisme ϕ : E → F , tout x ∈ E, on ait
(ξ〈k〉ϕ)(x) =
∑
l≤k
(−1)|l|
〈
k
l
〉
ξ〈k−l〉(ϕ(ξ〈l〉x)).
Corollaire 4.2.4. Sous les hypothe`ses 3.1, on dispose d’un foncteur de la cate´gorie des G-
modules vers la cate´gorie des D(m)(G)-modules.
De´monstration. Soit M un G-module dont la structure est de´finie par une application ∆M
M → M ⊗ V [G] ve´rifiant 33. Il suffit de montrer que l’on peut munir M d’une G-m-PD-
stratification. Pour cela on ve´rifie le crite`re de la proposition 4.2.2 (pour lesD(m)(G)-modules),
en posant
θn = (IdM ⊗ ρm) ◦∆M : M →M ⊗ P
n
(m)(G).
Pour n = 0, l’alge`bre P n(m)(G) est e´gale a` V et on ve´rifie comme dans le cas classique que
θ0 = IdM en utilisant les relations 33. Nous ve´rifions a` pre´sent que le diagramme donne´ en
(ii) de la proposition 4.2.2 commute, en utilisant la commutation du diagramme ci-dessous
(par de´finition de l’application δn,n
′
46)
V [G]
µ♯ //
ρm

V [G]⊗ V [G]
ρm⊗ρm

P n+n
′
(m) (G)
δn,n
′
// P n(m)(G)⊗ P
n′
(m)(G),
et les e´galite´s qui suivent, lesquelles font intervenir les relations ve´rifie´es par l’application ∆M
Id⊗ δn,n
′
◦ (IdM ⊗ ρm) ◦∆M = (IdM ⊗ (ρm ⊗ ρm) ◦ µ
♯) ◦∆M
= (IdM ⊗ (ρm ⊗ ρm)) ◦ (∆M ⊗ idV [G]) ◦∆M
=
(
(IdM ⊗ ρm) ◦∆M ⊗ IdPn′
(m)
(G)
)
◦ (IdM ⊗ ρm) ◦∆M .
Toutes les constructions sont fonctorielles.
Remarque : de fac¸on analogue aux stratifications, nous pouvons donner une description des
D(m)(G)-modules a` droite en de´finissant la notion de costratification comme dans le chapitre
1 de [Ber00]. Nous n’entrerons pas dans ces de´tails ici.
4.3 Liens avec les faisceaux diffe´rentiels sur G.
Soient G un sche´ma en groupes lisse sur S, ∆ l’immersion diagonale G →֒ G×G, de´finie par
l’ide´al I∆, eG = e× idG, c’est-a`-dire
eG : G
  // G×G
g ✤ // (e, g).
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Alors on a pour t ∈ V [G], (εG⊗ Id)(1⊗ t− t⊗ 1) = t− εG(t) ∈ I, si bien que (eG)
∗(I∆) = I,
et le diagramme suivant est carte´sien
S 
 e //
 _
e


G _
∆

G 

eG
// G×G.
(53)
Conside´rons la m-PD-enveloppe de V [G] pour l’ide´al I de´finissant e, P n(m)(G) introduite au
de´but de 4. Le faisceau I∆/I
2
∆ est localement libre sur G. Par la proprie´te´ de changement de
base dans le cas re´gulier de 1.5.3 de [Ber96] par le morphisme e, on dispose de la
Proposition 4.3.1. Il existe des isomorphismes canoniques de m-PD-alge`bres
V [G]/I ⊗V [G] Γ(G,P
n
G,(m)) ≃ P
n
(m)(G),
pour cet isomorphisme Γ(G,PnG,(m)) est un V [G]-module via f 7→ f ⊗ 1.
On en de´duit des surjections
sm : Γ(G,P
n
G,(m))։ P
n
(m)(G). (54)
Soit rm 9 le morphisme canonique V [G] ⊗ V [G] → Γ(G,P
n
G,(m)), d1 : V [G] → V [G] ⊗ V [G]
donne´ par d1(f) = 1⊗f et reprenons ρm de 37. L’e´nonce´ se comple`te de l’observation suivante,
qui re´sulte directement du changement de base car (εG ⊗ id)(1⊗ f) = f pour f ∈ V [G].
Proposition 4.3.2. Le diagramme suivant de V [G]-modules est commutatif
V [G]
d1 //
ρm

Γ(G,PnG,(m))
smxxxx♣♣♣
♣♣
♣♣
♣♣
♣♣
P n(m)(G).
Fixons un entier m. En dualisant les isomorphismes de la proposition 4.3.1, on obtient la
Proposition 4.3.3. Il existe des isomorphismes de V -modules
βm : D
(m)
n (G) ≃ V [G]/I ⊗V [G] Γ(G,D
(m)
G,n), resp. D
(m)(G) ≃ V [G]/I ⊗V [G] Γ(G,D
(m)
G ).
Remarque. La surjection : Γ(G,D
(m)
G,n) → D
(m)
n (G) qui re´sulte de ces applications n’est
pas un morphisme d’anneaux. Par exemple, dans le cas ou` m = 0, p 6= 2, G = Gm =
Spec V [T, T−1], T − 1 est une coordonne´e locale au voisinage de 1, et aussi un ge´ne´rateur de
Iκ. Ainsi, τ = 1⊗ T − T ⊗ 1, et e
∗(τ) = T − 1, ce qui donne e∗(∂T ) = ξ
〈1〉 = ξ. Dans ce cas,
∂
〈2〉
T = ∂
2
T . Or, on a aussi e
∗(∂
〈2〉
T ) = ξ
〈2〉. Et on calcule
e∗(∂2T ) = ξ
〈2〉 6= ξ2,
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d’apre`s la formule 50.
Soit P ∈ Γ(G,D
(m)
G ), on note P (e) l’image de P par la surjection canonique :
Γ(G,D
(m)
G )։ V [G]/I ⊗V [G] Γ(G,D
(m)
G ). (55)
De meˆme, soit f ∈ V [G], on note f(e) = εG(f) l’image de f par la surjection εG :
V [G]։ V de´finissant la section identite´ de G, l’action de P n(m)(G) se fait via ρm. Alors on a
Proposition 4.3.4. Soient f une section locale de V [G] et P ∈ Γ(G,D
(m)
G ). Alors
(P (e))(f) = (P (f))(e).
De´monstration. Notons d0 : V [G] → V [G] ⊗V V [G] l’application de´finie par d0(f) = f ⊗ 1.
L’e´nonce´ re´sulte du diagramme suivant. Par de´finition, dans ce diagramme, le carre´ de droite
est commutatif, et le carre´ du milieu est commutatif car provient du changement de base par
eG.
V [G]
Id
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
d0// V [G]⊗V V [G]
rm //
εG⊗Id

Γ(G,PnX,(m))
P //

V [G]
εG

V [G]
ρm // P n(m)(G)
P (e) // V.
4.4 Ope´rateurs diffe´rentiels sur des G-sche´mas
Nous nous plac¸ons toujours sous les hypothe`ses 3.1. Le but est de montrer le the´ore`me 4.4.9.2.
On commence par construire, dans le cas ou` un sche´ma en groupes G agit a` gauche sur
un S-sche´ma lisse X , un anti-homomorphisme du faisceau d’alge`bres des distributions de
G, D(m)(G) vers le faisceau d’alge`bres Γ(X,D
(m)
X ). Dans le cas d’une action a` droite, la
construction analogue fournit un homomorphisme entre ces deux alge`bres, cf. II.§4. No.4.5
de [DG70]. On en de´duit un homomorphisme d’alge`bres de l’alge`bre des distributions de G,
D(m)(G), vers l’alge`bre des ope´rateurs diffe´rentiels globales de niveau m sur X .
On rappelle qu’on note l’action σ : G×X → X et σ♯ le morphisme de faisceaux
σ♯ : OX → V [G]⊗V OX .
Proposition 4.4.1. Soient X un S-sche´ma lisse sur lequel G agit a` gauche, et m un entier.
Il existe un anti-homomorphisme d’alge`bres filtre´es Qm de l’alge`bre D
(m)(G) vers l’alge`bre des
sections globales sur X du faisceau D
(m)
X . Si X est muni d’une action a` droite, on trouve un
homomorphisme d’alge`bres filtre´es de l’alge`bre D(m)(G) vers l’alge`bre des sections globales sur
X du faisceau D
(m)
X .
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De´monstration. Pour la de´monstration, on traite le cas de l’action de G a` gauche sur X , le
cas a` droite e´tant syme´trique. Soit σ : G×X → X l’action de G sur X . On de´compose
idX : X
  eX // G×X
σ // X
x ✤ // (e, x).
Rappelons que d’apre`s 14, on dispose d’un projecteur q1, qui est un m-PD-morphisme, q1 :
PnG×X,(m) ։ p
∗
1P
n
G,(m). Conside´rons le compose´
q1 ◦ dσ : σ
∗PnX,(m) → P
n
G×X,(m) ։ p
∗
1P
n
G,(m) (56)
ou` dσ est lem-PD morphisme qui apparaˆıt dans la preuve de Prop. 3.4.1. Comme idX = σ◦eX ,
on trouve en appliquant e∗X au morphisme pre´ce´dent un morphisme de faisceaux d’alge`bres
PnX,(m) → e
∗
Xp
∗
1P
n
G,(m). On voit que p1 ◦ eX = e ◦ stX ou` stX est le morphisme structural de X
vers S, de sorte que
e∗Xp
∗
1P
n
G,(m) ≃ OX ⊗V e
∗PnG,(m)
≃ OX ⊗V P
n
(m)(G) d’apre`s 4.3.1.
Avec cette identification, on voit que la fle`che p∗1P
n
G,(m) → eX∗OX ⊗V P
n
(m)(G) est la fle`che
p∗1sm ou` sm est donne´e en 54. Ceci nous donne finalement une application
σ(n)m : P
n
X,(m) → OX ⊗V P
n
(m)(G). (57)
La remarque suivante sera utile dans la suite.
Proposition 4.4.2. Le faisceau OX ⊗V P
n
(m)(G) est un faisceau de OX-modules localement
libres.
En effet, le faisceau OS ⊗V P
n
G,(m) est localement libre sur S. Supposons que sur S, l’ide´al
I soit engendre´ par une suite re´gulie`re d’e´le´ments t1, . . . , tN , alors P
n
(m)(G) est libre de base
les e´le´ments t{k} pour |k| ≤ n et le faisceau OX ⊗V P
n
(m)(G) est un OX -module libre de base
les e´le´ments
1⊗ t{k}, tels que |k| ≤ n. (58)
Introduisons ρm (resp. rm) est l’application canonique de 37 (resp. 9).
Dans la suite, on munitOX⊗V P
n
(m)(G) de lam-PD-structure provenant de celle de P
n
(m)(G).
Les proprie´te´s de σ
(n)
m sont de´crites par la
Proposition 4.4.3. (i) L’application σ
(n)
m est un m-PD-morphisme.
(ii) Le morphisme σ
(n)
m est OX-line´aire pour la structure de OX-module a` gauche de P
n
X,(m).
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(iii) Soit b ∈ OX , tel que σ
♯(b) =
∑
i ci ⊗ di, avec ci ∈ V [G], et di ∈ OX , alors
σ(n)m (1⊗ b) =
∑
i
ρm(ci)⊗ di ∈ P
n
(m)(G)⊗OX ,
ou` ρm est l’application canonique de 37 (resp. 9).
(iv) Les applications σ
(n)
m sont compatibles entre elles pour n et m variables.
De´monstration. Le (i) provient du fait que l’application q1 ◦ dσ, defini dans la preuve de
la proposition pre´ce´dente, est un m-PD morphisme et du fait que la formation des m-PD-
enveloppes commute aux extensions de base dans le cas ou` on conside`re des ide´aux re´guliers.
La OX-line´arite´ de (ii) est automatique car q1 et dσ sont OG×X-line´aires. Montrons (iii).
Dans la suite, graˆce a` la section canonique 1 de PnX,(m), on identifie V [G] ⊗V p
−1
2 OX , a` un
sous-faisceau de
σ∗PnX,(m) ≃ (V [G]⊗OX)⊗σ−1OX σ
−1PnX,(m).
On a
dσ(1⊗ 1⊗ (1⊗ σ−1(b)) =
∑
i
(ci ⊗ 1) · (1⊗ di).
Calculons maintenant le projecteur q1 sur les e´le´ments du type 1 ⊗ di. Soient x1, . . . , xM
un syste`me de coordonne´es locales sur X , x′1, . . . , x
′
N des coordonne´es locales sur G, τi =
1⊗xi−xi⊗1, τ
′
j = 1⊗x
′
j−x
′
j⊗1. Les ope´rateurs diffe´rentiels relatifs a` ce choix de coordonne´es
sont alors note´s ∂〈k
′〉∂〈k〉 tandis que les e´le´ments τ {k
′}τ {k} forment une base locale de PnG×X,(m)
pour |k|+ [k′| ≤ n. Reprenons les notations de l’e´nonce´, la formule de Taylor donne
1⊗ di =
∑
|k|≤n
∂〈k〉(di)τ
{k} ∈ PnG×X,(m),
de sorte que q1(1⊗ 1⊗ 1⊗ di) = 1⊗ di ∈ p
∗
1P
n
G,(m) et donc par les proprie´te´s de line´arite´ des
applications conside´re´es, q1(1 ⊗ 1⊗ ci ⊗ di) = (1 ⊗ ci)(1⊗ di) ∈ p
∗
1P
n
G,(m). Il re´sulte de 4.3.2,
que sm(1⊗ ci) = ρm(ci), ce qui de´montre la formule de (iii). L’assertion (iv) est claire.
Dans la situation (iii) de la proposition, on notera dans la suite plus simplement
σ(n)m (1⊗ b) =
∑
i
ci ⊗ di.
Indiquons maintenant comment calculer l’application gradue´e en degre´ 1 de σ
(n)
m pour sa
filtration m-PD-adique. Soient gr1 q1 et gr1 dσ les gradue´s de degre´ 1 des m-PD morphismes
q1 et dσ. Donc, on dispose de
gr1 q1 ◦ gr1 dσ = gr1 (q1 ◦ dσ) : σ
∗Ω1X → Ω
1
G×X → p
∗
1Ω
1
G.
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Alors l’application gr1σ
(n)
m est obtenue comme la compose´e :
gr1σ
(n)
m : Ω
1
X
e∗Xgr1 dσ−→ e∗XΩ
1
G×X
e∗Xgr1 q1−→ e∗Xp
∗
1Ω
1
G ։ I/I
2 ⊗V OX , (59)
ou` la dernie`re fle`che est la surjection naturelle.
Soit maintenant u un e´le´ment de D
(m)
n (G), on lui associe l’ope´rateur diffe´rentiel Qm,n(u) ∈
Γ(X,D
(m)
X,n) suivant (de´fini localement)
Qm,n(u) : P
n
X,(m)
σ
(n)
m→ P n(m)(G)⊗OX
u⊗Id
→ OX .
Ces applications Qm,n passent a` la limite inductive sur m pour m variable en un morphisme
filtre´ V -line´aire
Qm : D
(m)(G)→ Γ(X,D
(m)
X ). (60)
Constatons enfin que Qm(1) = 1. En effet, P
0
(m)(G) ≃ V et σ
(0)
m : OX → OX est OX-line´aire
et unitaire, donc vaut idOX . Ainsi Qm(1) = 1.
Pour comple´ter la preuve de la proposition 4.4.1, il nous reste a` ve´rifier le
Lemme 4.4.4. L’application Qm : D
(m)(G) → Γ(X,D
(m)
X ) est un anti-homomorphisme
d’alge`bres, i.e. Qm(uv) = Qm(v)Qm(u).
Soient u ∈ D
(m)
n (G), v ∈ D
(m)
n′ (G), les applications Qm(uv) et Qm(v)Qm(u) vus comme
e´le´ments de HomOX (P
n+n′
X,(m),OX) sont OX -line´aires (pour l’action a` gauche sur P
n
X,(m)). Pour
les comparer, nous calculons d’abord Qm(uv)(1 ⊗ b) pour b ∈ OX . De´composons σ
♯(b) =∑
i ci ⊗ di, avec ci ∈ V [G], di ∈ OX .
Rappelons que δn,n
′
est de´finie en 46. Pour calculer Qm(uv)(1 ⊗ b), nous conside´rons
l’application Rm, obtenue comme le compose´ suivant
Pn+n
′
X,(m)
σ
(n+n′)
m // P n+n
′
(m) (G)⊗V OX
δn,n
′
⊗Id// P n(m)(G)⊗V P
n′
(m)(G)⊗V OX
1⊗ b ✤ //
∑
i ci ⊗ di
✤ //
∑
i µ
♯(ci)⊗ di,
qui est un m-PD-morphisme comme compose´ de m-PD-morphismes.
Reprenons la de´finition du produit des ope´rateurs diffe´rentiels de 16, qui fait intervenir
δn
′,n : Pn+n
′
X,(m) → P
n′
X,(m) ⊗OX P
n
X,(m), tel que δ
n′,n(a⊗ b) = a⊗ 1⊗ 1⊗ b.
Si Pn
′
X,(m) est muni de la structure de OX donne´e par la multiplication a` droite, nous
identifions dans le diagramme qui suit Pn
′
X,(m) ⊗OX P
n
(m)(G) ⊗V OX a` P
n
(m)(G) ⊗V P
n′
X,(m) en
envoyant (a⊗ b)⊗ (c⊗ d) sur c⊗ (a⊗ db). Pour calculer Qm(v)Qm(u) notons Sm le compose´
Pn+n
′
X,(m)
δn
′,n
// Pn
′
X,(m) ⊗OX P
n
X,(m)
Id⊗σ
(n)
m // P n(m)(G)⊗V P
n′
X,(m)
Id⊗σ
(n′)
m// P n(m)(G)⊗V P
n′
(m)(G)⊗V OX
1⊗ b ✤ // 1⊗ 1⊗ 1⊗ b ✤ //
∑
i ci ⊗ (1⊗ di)
✤ //
∑
i ci ⊗ σ
♯(di),
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qui est un m-PD-morphisme.
La relation de comodule 33 applique´e a` OX dit exactement que Rm(1⊗b) = Sm(1⊗b) pour
tout b de OX , et par OX-line´arite´, on voit que Rm(1⊗ b− b⊗ 1) = Sm(1⊗ b− b⊗ 1). Comme
Rm et Sm sont des m-PD-morphismes, ils co¨ıncident donc pour tout e´le´ment x = 1⊗b−b⊗1,
sur les e´le´ments x{q}, pour tout entier q. Ces e´le´ments engendrent PnX,(m) comme OX -alge`bre
(1.4.4 de [Ber96]) de sorte que les m-PD-morphismes Rm et Sm sont e´gaux.
Soient u, v deux e´le´ments de D(m)(G), et Φu,v = Id⊗u⊗v l’homomorphisme d’e´valuation
OX ⊗V P
n
(m)(G) ⊗V P
n′
(m)(G) → OX . L’ope´rateur diffe´rentiel Qm(uv) est e´gal a` Φu,v ◦ Rm et
Qm(v)Qm(u) est e´gal a` Φu,v ◦ Sm, d’ou` l’e´galite´ Qm(uv) = Qm(v)Qm(u).
Donnons maintenant une variante a` droite de ce lemme, dans le cas ou` G agit a` droite sur
un S-sche´ma lisse X . Dans ce cas la de´finition de Qm est tout a` fait analogue et on obtient le
Lemme 4.4.5. Si G agit a` droite sur un S-sche´ma lisse X, l’application Qm : D
(m)(G) →
Γ(X,D
(m)
X ) est un homomorphisme d’alge`bres, i.e. Qm(uv) = Qm(u)Qm(v).
Dans la suite, on se donne une action a` gauche de G sur un S-sche´ma lisse X . La version a`
droite s’obtient facilement a` partir de la version a` gauche. Les raisonnements faisant intervenir
les gradue´s des alge`bres D(m)(G) et Γ(X,D
(m)
X ) sont comple`tement identiques.
Reprenons maintenant les notations de 4.1.6 et de 2.2.2.
Corollaire 4.4.6. (i) Γ(X,OX) est un D
(m)(G)-module, dont la structure est compatible
avec sa structure de Γ(X,D
(m)
X )-module.
(ii) On suppose que l’ide´al I est engendre´ par une suite re´gulie`re d’e´le´ments t1, . . . , tN , alors
D(m)(G) est libre de base les e´le´ments ξ〈k〉 et on peut conside´rer ξ〈k〉
X
= Qm(ξ
〈k〉). On
dispose du formulaire suivant pour k tel que |k| ≤ n, et i tel que |i| ≤ n,
∀f ∈ OX , σ
(n)
m (1⊗ f) =
∑
|l|≤n
t{l} ⊗ ξ〈l〉
X
(f) (Formule de Taylor), (61)
∀τ ∈ PnX,(m), σ
(n)
m (τ) =
∑
|l|≤n
t{l} ⊗ ξ〈l〉
X
(τ), (62)
ξ〈k〉
X
f =
∑
k′+k′′=k
{
k
k′
}
ξ〈k
′〉
X
(f)ξ〈k
′′〉
X
∈ D
(m)
X . (63)
De´monstration. Commenc¸ons par (i). La structure de D(m)(G)-module de OX est donne´e par
le morphisme compose´, pour u ∈ D(m)(G),
OX // P
n
X,(m)
Qm(u) // OX
f ✤ // 1⊗ f
,
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et est donc par de´finition compatible avec l’anti-homomorphisme de faisceaux d’alge`bres
D(m)(G)→ Γ(X,D
(m)
X ).
Montrons (ii). Comme ξ〈k〉 est la base duale de t{k}, on a
σ(n)m (1⊗ f) =
∑
|l|≤n
t{l} ⊗Qm(ξ
〈l〉)(f),
ce qui donne 61. C’est exactement la meˆme chose pour la formule suivante. Pour la dernie`re
formule, il suffit de comparer ces deux ope´rateurs diffe´rentiels sur les sections locales τ de
PnX,(m). Soit τ une section locale de P
n
X,(m),
(ξ〈k〉
X
f)(τ) = (ξ〈k〉 ⊗ Id)
(
σ(n)m ((1⊗ f)τ)
)
.
Or on a(
σ(n)m ((1⊗ f)τ)
)
= σ(n)m (1⊗ f)σ
(n)
m (τ) (64)
=
∑
|k′|≤n
t{k
′} ⊗ ξ〈k
′〉
X
(f)
 ∑
|k′′|≤n
t{k
′′} ⊗ ξ〈k
′′〉
X
(τ)
 d’apre`s 61 (65)
et donc
(ξ〈k〉 ⊗ Id)
(
σ(n)m ((1⊗ f)τ)
)
=
∑
k′+k′′=k
{
k
k′
}
ξ〈k
′〉
X
(f)ξ〈k
′′〉
X
(τ), (66)
ce qui montre la dernie`re formule.
Soit D(m)(G)op l’alge`bre oppose´e a` D(m)(G) (i.e munie du produit PQ = QP dans
D(m)(G)). Conside´rons A
(m)
X = D
(m)(G)op ⊗V OX . L’application Qm qui est un homomor-
phisme d’alge`bres D(m)(G)op → D
(m)
X , s’e´tend par OX-line´arite´ en une application Qm,X :
A
(m)
X → D
(m)
X . Dans la suite, nous utilisons la notion de OX -anneau en sens de Beilinson
[Beil84]. Nous utilisons toujours les notations de 4.1.6. Nous tirons de la proposition 4.4.1 et
du corollaire pre´ce´dent le
Corollaire 4.4.7. (i) Le faisceau A
(m)
X est un faisceau de OX-modules localement libres.
(ii) Il existe une unique structure de OX-anneau filtre´ sur A
(m)
X compatible avec la structure
d’alge`bre de D(m)(G)op et telle que si l’ide´al I est engendre´ par une suite re´gulie`re de
parame`tres t1, . . . , tN , on ait, pour f ∈ OX ,
(1⊗ f)(ξ〈k〉 ⊗ 1) =
∑
k′+k′′=k
{
k
k′
}
ξ〈k
′′〉 ⊗ ξ〈k
′〉
X
(f).
De plus, Qm,X : A
(m)
X → D
(m)
X est un homomorphisme de OX-anneaux filtre´s.
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(iii) Il existe un isomorphisme canonique de OX-alge`bres gradue´es
c∗m,X : gr•A
(m)
X ≃ S
(m)(Lie(G))⊗V OX .
En outre, les faisceaux A
(m)
X resp. gr•A
(m)
X sont des faisceaux de OX-anneaux resp. de
OX-alge`bres cohe´rents, a` sections noethe´riennes sur les ouverts affines.
De´monstration. Le (i) vient du fait que
A
(m)
X = D
(m)(G)⊗V OX ,
comme faisceau de groupes abe´liens et du fait que OS ⊗V D
(m)(G) est localement libre sur S.
Passons au (ii). On observe que Qm,X(ξ
〈k〉⊗1) = Qm(ξ
〈k〉) et si f ∈ OX , Qm,X(1⊗f) = f .
On de´finit une multiplication twiste´e sur le produit tensoriel A
(m)
X en utilisant l’application
Qm et l’action naturelle de D
(m)
X sur OX . Cette multiplication induit sur A
(m)
X une structure
de OX -anneau. En particulier, on peut former les produits (1⊗ f)(ξ
〈k〉 ⊗ 1) pour f ∈ OX . Et
puisque, par de´finition, ξ〈k〉
X
= Qm(ξ
〈k〉), la formule de l’e´nonce´ implique que
Qm,X
(
(ξ〈k〉 ⊗ 1)(1⊗ f)
)
=
∑
k′+k′′=k
{
k
k′
}
ξ〈k
′〉
X
(f)ξ〈k
′′〉
X
(67)
= ξ〈k〉
X
f d’apre`s 63 (68)
= Qm,X(ξ
〈k〉 ⊗ 1)Qm,X(1⊗ f) (69)
Le OX -anneau A
(m)
X est filtre´e par les sous-OX -modules A
(m)
X,n = D
(m)
n (G) ⊗V OX , et, par
de´finition du produit, la structure de OX-anneau est compatible a` cette filtration. D’autre
part, l’application Qm e´tant filtre´e, c’est aussi le cas de Qm,X . Comme OX est plat sur V ,
on voit que gr•A
(m)
X ≃ gr•D
(m)(G)⊗OX et l’isomorphisme cherche´ suit alors de 4.1.13. Il en
re´sulte que gr•A
(m)
X est une OX-alge`bre de type fini, donc noetherienne sur les ouverts affines
car X est noetherien, de sorte que A
(m)
X est aussi noetherien sur les ouverts affines par un
argument standard. De plus, pour tout couple d’ouverts affines U, V de X tels que V ⊂ U ,
OX(V ) est plat sur OX(U), si bien que A
(m)
X (V ) est plat a` droite et a` gauche sur A
(m)
X (U).
Les deux conditions du crite`re 3.1.1 de [Ber96] sont donc remplies, ce qui montre que A
(m)
X
est un faisceau cohe´rent sur X . Le meˆme raisonnement s’applique au faisceau gr•A
(m)
X .
4.4.8 Etude du gradue´ de Qm,X
Comme le morphisme Qm,X est filtre´, il induit par passage aux gradue´s un morphisme
gr•Qm,X : gr•A
(m)
X → gr•D
(m)
X .
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En particulier, on dispose de gr1Qm,X : gr1Dm(G) ⊗V OX → gr1D
(m)
X . On en de´duit via les
identifications Am de 39 et Bm de 21 que gr1Qm,X induit une unique application Qm,1 faisant
commuter le diagramme suivant
gr1D
(m)(G)⊗V OX
gr1Qm,X//
Am⊗Id≀

gr1D
(m)
X
Bm≀

Lie(G)⊗V OX
Qm,1 // TX .
Nous avons alors le
Lemme 4.4.8.1. Pour tout m, les applications Qm,1 co¨ıncident en une meˆme application
Q1 : Lie(G)⊗V OX → TX .
De´monstration. Notons IX l’ide´al diagonal de X , A
∗−1
m la fle`che obtenue par dualite´ a` partir
de Am de 39 et Sm,1 : IX/I
2
X → I/I
2⊗V OX , obtenu comme le compose´, apre`s les identifica-
tions 21,
Sm,1 : IX/I
2
X
B
∗
m // gr1P
n
X,(m)
gr1σ
(n)
m// gr1P
n
(m)(G)⊗V OX
A
∗−1
m ⊗Id // I/I2 ⊗V OX .
Alors l’application Qm,1 est donne´e par le diagramme suivant
Lie(G)⊗V OX // TX
u ✤ // u ◦ Sm,1.
Il suffit donc de montrer que ces applications Sm,1 sont e´gales a` une meˆme application S1, ce
qui provient du fait que les morphismes σm sont compatibles pour m variable, de sorte que
les gr1σm sont tous e´gaux.
Reprenons l’isomorphisme dm de 17 : gr•D
(m)
X
∼
→ S(m)(TX), construit de fac¸on analogue a`
cm en 4.1.13 et qui provient par dualite´ de l’isomorphisme canonique de m-PD-alge`bres d
∗
m :
ΓX,(m)(I/I
2)
∼
→ gr•PX,(m) de 11. On a alors la
Proposition 4.4.8.2. (i) Le diagramme suivant est commutatif.
gr•A
(m)
X
cm,X≀

gr•Qm,X // gr•D
(m)
X
dm≀

S(m)(Lie(G))⊗V OX // S
(m)(TX),
ou` la seconde fle`che horizontale est l’application S(m)(Qm,1).
(ii) Si X est un espace homoge`ne sous l’action de G, alors gr•Qm,X est surjectif.
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De´monstration. On a les e´galite´s
gr•D
(m)
X = HomOX
(⊕
n
I
{n}
X /I
{n+1}
X ,OX
)
et gr•D
(m)(G) = HomV
(⊕
n
I{n}/I{n+1}, V
)
.
Les applications σ
(n)
m induisent une application
gr•σm :
⊕
n
I
{n}
X /I
{n+1}
X →
⊕
n
I{n}/I{n+1} ⊗V OX ,
de sorte que l’application gr•Qm,X est donne´e par dualite´
gr•A
(m)
X
// gr•D
(m)
X
u ✤ // u ◦ gr•σm.
De meˆme l’application gr1Qm,X est donne´e par
gr1A
(m)
X
// gr1D
(m)
X
u ✤ // u ◦ gr1σm.
La commutativite´ du diagramme de l’e´nonce´ revient donc a` la commutativite´ du dia-
gramme suivant ⊕
n I
{n}
X /I
{n+1}
X
gr•σm //
⊕
n I
{n}/I{n+1} ⊗V OX
ΓX,(m)(IX/I
2
X)
id⊗c∗m ≀
OO
Γ(m)(S1)// Γ(m)(I/I
2)⊗V OX .
d∗m ≀
OO
Nous devons comparer d∗m◦Γ(m)(S1) et gr•σm◦(id⊗c
∗
m), qui sont desm-PD-morphismes dem-
PD-alge`bres gradue´es. En degre´ 1, d∗m = B
∗
m (resp. c
∗
m = A
∗
m), si bien que ces morphismes sont
e´gaux en degre´ 1 par de´finition de S1. Comme la m-PD-alge`bre ΓX,(m)(I/I
2) est engendre´e
par les e´le´ments de degre´ 1, on voit ainsi que les morphismes d∗m ◦Γ(m)(S1) et gr•σm ◦ (id⊗c
∗
m)
sont e´gaux.
Observons pour (ii) que Q1 est l’application habituelle Lie(G) ⊗V OX → TX , qui est
surjective si X est un G-espace homoge`ne, par un argument classique refait en 1.6 de [NH09].
Ceci montre par (i) que l’application gr•Qm,X est surjective.
4.4.9 Ope´rateurs diffe´rentiels invariants sur G
On suppose ici que G est un sche´ma en groupes affine et lisse sur S. On rappelle les de´finitions
pour le cas d’une action a` droite X × G → X . Ces de´finitions s’adaptent de fac¸on e´vidente
pour le cas d’une action a` gauche.
Comme G est plat, le morphisme de projection p1 : X ×G→ X est affine et plat. Soit E
un faisceau de OX -modules G-e´quivariant par un isomorphisme Φ : σ
∗E
∼
→ p∗1E . La formule
de Ku¨nneth donne un isomorphisme pour tout k ∈ N
Hk(X ×G, p∗1E) ≃ H
k(X, E)⊗V V [G].
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L’application compose´e suivante ukG(Φ), seulement note´e uG pour k = 0 :
Hk(X, E)→ Hk(X ×G, σ∗E)
Hk(Φ)
→ Hk(X ×G, p∗1E)
donne donc finalement un morphisme ∆k, seulement note´e ∆ pour k = 0 :
∆k : Hk(X, E)→ Hk(X, E)⊗V V [G],
dont le lecteur pourra ve´rifier qu’il de´finit une structure de G-module (a` gauche) surHk(X, E).
Les relations de co-module viennent des relations de cocycles.
De´finition 4.4.9.1. Les e´le´ments G-invariants de Γ(X, E) sont les e´le´ments P de Γ(X, E)
tels que ∆(P ) = P ⊗ 1. Le sous-espace de Γ(X, E) forme´ par des e´le´ments G-invariants est
note´ Γ(X, E)G.
En particulier, on dispose des espaces Γ(X,PnX,(m))
G, Γ(X,D
(m)
X )
G et Γ(X,D
(m)
X,n)
G etc.
Si X est e´gal a` G, l’action des translations a` droite de G sur lui-meˆme (g ∈ G ope´re par
h 7→ hg) va donner une action a` gauche sur Γ(G,D
(m)
G ) et Qm est alors a` valeurs dans les
ope´rateurs diffe´rentiels invariants pour cette action, ce qui e´tend la proposition classique (II,
par. 4, no 6 de [DG70]) suivante. Pour e´noncer cette proposition, on conside`re les applications
Qm de 4.4.1, ainsi que l’application d’e´valuation eve : Γ(G,D
(m)
G )
G → D(m)(G) qui est de´finie
par P 7→ P (e), cf. 55.
The´ore`me 4.4.9.2. Les applications canoniques Qm et eve sont des isomorphismes d’alge`bres
filtre´es, inverses l’un de l’autre entre Γ(G,D
(m)
G )
G et D(m)(G). Ces applications induisent des
bijections canoniques entre Γ(G,D
(m)
G,n)
G et D
(m)
n (G).
De´monstration. Montrons d’abord l’e´nonce´ a` un ordre n fixe´, le cas de D(m)(G) s’en de´duit
par passage a` la limite. Observons d’abord que si u ∈ D
(m)
n (G), alors Qm(u) est invariant.
Soit P ∈ Γ(G,D
(m)
G,n), et Φ : µ
∗PnG,(m) → p
∗
1P
n
G,(m) l’isomorphisme donnant la G-
e´quivariance des faisceaux PnG,(m) pour l’action des translations a` droite de G sur G. La
condition d’invariance de P s’e´crit
∀τ ∈ µ−1PnG,(m), P (τ)⊗µ−1OX 1⊗ 1 = (P ⊗p1−1OX 1⊗ 1)(Φ(τ ⊗ 1⊗ 1)) ∈ OG×G,
ou encore pour tout τ ∈ µ−1PnG,(m)
µ♯(P (τ)) = (P ⊗p1−1OX 1⊗ 1)(Φ(τ ⊗ 1⊗ 1)) ∈ OG×G.
Conside´rons le m-PD-morphisme compose´ Um
µ−1PnG,(m)
µ−1µ
(n)
m
→ P n(m)(G)⊗V µ
−1V [G]
Id⊗µ♯
→ P n(m)(G)⊗V OG×G,
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que nous e´tendons par µ−1OG line´arite´ en un m-PD-morphisme
Um : µ
∗PnG,(m) → P
n
(m)(G)⊗V OG×G.
Ici, l’application µ
(n)
m est de´finie en 57 pour X := G et σ := µ. Conside´rons a` pre´sent le
m-PD-morphisme compose´ V m
µ−1PnG,(m)
Φ // p∗1P
n
G,(m)
p−11 µ
(n)
m ⊗p−11 V [G]
IdG×G
// P n(m)(G)⊗V OG×G,
que nous e´tendons par µ−1OG line´arite´ en un m-PD-morphisme
Vm : µ
∗PnG,(m) → P
n
(m)(G)⊗V OG×G.
Nous observons que pour tout τ ∈ µ−1PnG,(m), et P = Qm(u)
Qm(u)(τ)⊗µ−1OX 1⊗ 1 = (u⊗ Id⊗ Id) ◦ Um,
(Qm(u)⊗p1−1OX ⊗1⊗ 1)(Φ(τ ⊗ 1⊗ 1)) = (u⊗ Id⊗ Id) ◦ Vm.
Nous sommes donc ramene´s a` montrer que Um et Vm co¨ıncident, et, comme ce sont des m-
PD-morphismes OG×G-line´aires, a` montrer que Um(τ ⊗ 1 ⊗ 1) = Vm(τ ⊗ 1 ⊗ 1) pour tout
τ = 1⊗ t− t⊗1, ou` t ∈ V [G]. Dans ce cas le calcul provient en fait d’un calcul a` valeurs dans
V [G]⊗V OG×G et on compose avec ρm⊗ IdG×G pour l’avoir a` valeurs dans P
n
(m)(G)⊗V OG×G.
Posons µ♯(t) =
∑
i ai ⊗ bi, si bien que
Φ(τ ⊗ 1⊗ 1) =
∑
i
(1⊗ ai − ai ⊗ 1)(1⊗ bi) ∈ p
∗
1P
n
G,(m),
Um(τ ⊗ 1⊗ 1) = (ρm ⊗ IdG×G) ◦ (Id⊗ µ
♯)
(∑
i
ai ⊗ bi − 1⊗ t
)
= (ρm ⊗ IdG×G)
(∑
i
bi ⊗ µ
♯(ai)− 1⊗ µ
♯(t)
)
,
Vm(τ ⊗ 1⊗ 1) =
∑
i
µm(1⊗ ai − ai ⊗ 1)⊗p−11 V [G] (1⊗ bi)
= (ρm ⊗ IdG×G)
(∑
i
(µ♯(ai)− 1⊗ ai)⊗p−11 V [G] (1⊗ bi)
)
= (ρm ⊗ IdG×G)
(∑
i
µ♯(ai)⊗ bi −
∑
i
1⊗ ai ⊗ bi
)
= (ρm ⊗ IdG×G)
(∑
i
µ♯(ai)⊗ bi − 1⊗ µ
♯(t)
)
,
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d’ou` l’e´galite´ cherche´e.
Ainsi l’application Qm est a` valeurs dans l’alge`bre Γ(G,D
(m)
G,n)
G. Construisons mainte-
nant une application re´ciproque Γ(G,D
(m)
G,n)
G → D
(m)
n (G) pour terminer la de´monstration du
the´ore`me.
Soit P un ope´rateur diffe´rentiel de Γ(G,D
(m)
G,n), qui de´finit une application V [G]-line´aire a`
gauche PnG,(m) → V [G]. Comme en 4.3.3, on note P (e) l’e´le´ment de D
(m)
n (G), induit par ε∗GP .
Observons tout de suite que si u ∈ D
(m)
n (G), alors
Qm(u)(e) = u.
L’ope´rateur Qm(u) est en effet donne´ par le diagramme
PnG,(m)
µm
→ P n(m)(G)⊗ V [G]
u⊗Id
→ V [G],
et donc Qm(u)(e) par le diagramme
ε∗GP
n
G,(m) ≃ P
n
(m)(G)
u
→ V,
ce qui montre notre assertion.
Soit maintenant P un e´le´ment de Γ(G,D
(m)
G,n)
G, nous allons ve´rifier que
Qm(P (e)) = P.
Conside´rons e×IdG : G→ G×G, qui envoie g sur (e, g) introduit en 4.3. Alors le faisceau
(e× IdG)
∗(p∗1P
n
G,(m)) est e´gal a` P
n
(m)(G)⊗V V [G] et (e× IdG)
∗(p∗1P
n
G,(m)) a` P
n
G,(m). Reprenons
le m-PD-morphisme Φ : µ∗PnG,(m) → p
∗
1P
n
G,(m) donnant la G-e´quivariance des faisceaux P
n
G,(m)
et le m-PD-morphisme µ
(n)
m de 57 (pour X := G et σ := µ). Nous disposons alors du lemme
suivant.
Lemme 4.4.9.3. Les applications (e× IdG)
∗Φ et µ
(n)
m co¨ıncident.
De´monstration. Comme on doit comparer deux m-PD-morphismes OG-line´aires, de P
n
G,(m) →
P n(m)(G)⊗V V [G], il suffit de comparer ces applications sur les e´le´ments τ avec τ = 1⊗ t− t⊗1
et t une section locale de V [G]. Posons µ♯(t) =
∑
i ai ⊗ bi. Calculons
(ε∗G ⊗ IdG)
∗ ◦ Φ(τ ⊗ 1⊗ 1) = (ε∗G ⊗ IdG)
∗
(∑
i
(1⊗ ai − ai ⊗ 1)⊗p−11 V [G] (1⊗ bi)
)
= (ρm ⊗ IdG)
(∑
i
(ai − ai(e))⊗V bi
)
= (ρm ⊗ IdG)
(
µ♯(t)− 1⊗ t
)
,
qui est bien e´gal a` µ
(n)
m (τ), comme cela a de´ja` e´te´ calcule´.
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Conside´rons maintenant le diagramme suivant, ou` P est un ope´rateur diffe´rentiel sur G
PnG,(m)
P // V [G]
µ∗PnG,(m)

Φ //
OOOO

p∗1P
n
G,(m)

P⊗IdG×G //

OG×G
OOOO

PnG,(m)
µ
(n)
m // P n(m)(G)⊗V V [G]
P (e)⊗IdG// V [G].
Les fle`ches de la ligne du haut et de la ligne du bas se de´duisent de la ligne du milieu par
application de ε∗G⊗ IdG. Le carre´ en bas a` gauche est commutatif graˆce au lemme pre´ce´dent,
le carre´ en bas a` droite est commutatif par de´finition de P (e). La ligne du bas calcule donc
Qm(P (e)).
Supposons que P est invariant, alors pour toute section locale τ de PnG,(m), on a
µ♯(P (τ)) = (P ⊗ 1⊗ 1) ◦ Φ(τ ⊗ 1⊗ 1).
Comme P (τ) = (ε∗G⊗IdG)◦µ
♯(P (τ)), la condition d’invariance dit pre´cise´ment que le rectangle
du haut est commutatif.
Et donc, si P est invariant, on a bien P = Qm(P (e)).
Comme l’application d’e´valuation restreinte a` Γ(G,D
(m)
G )
G est un inverse de Qm, il est
automatique que cette application est un homomorphisme d’alge`bres. Ceci montre finalement
le the´ore`me.
Terminons par deux exemples. D’abord le cas du groupe additif de dimension 1, Ga =
Spec V [T ], ∂〈k〉 les ope´rateurs diffe´rentiels relatifs au choix de la coordonne´e T .
Proposition 4.4.9.4. Reprenons la base de D(m)(Ga) de 4.1.11. Alors
Qm(ξ
〈k〉) = ∂〈k〉.
De´monstration. Notons u = T ⊗ 1, v = 1 ⊗ T ∈ V [T ] ⊗ V [T ], τ = 1 ⊗ T − T ⊗ 1 ∈ PnG,(m),
τu = 1⊗1⊗u−u⊗1⊗1, τv = 1⊗1⊗v−v⊗1⊗1 ∈ P
n
G×G,(m). On note t = T de´finissant l’ide´al
de l’e´le´ment neutre de Ga. Ainsi les e´le´ments t
{k} forment une base de P n
Ga,(m)
. Rappelons
l’application q1 ◦ dµ de (56) pour σ := µ e´gal a` l’action a` droite de Ga sur lui-meˆme.
Comme la loi de groupes est donne´e par µ♯(T ) = 1⊗ T + T ⊗ 1, on a
dµ(τ) = τu + τv
dµ(τ {k}) = (τu + τv)
{k}
=
∑
k′+k′′=k
〈
k
k′
〉
τ {k
′}
u τv{k
′′} par 2.1.1,
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et donc q1 ◦ dµ(τ
{k}) = τ
{k}
u , ce qui, en appliquant la description explicite de β˜m de 4.3.1,
donne
µ(n)m (τ
{k}) = tk ⊗ 1 ∈ P nGa,(m) ⊗ V [T ].
Par de´finition, les ξ{l} sont la base duale des T k, ce qui implique que les Qm(ξ
{l}) sont la base
duale des τ {k}, d’ou` l’e´nonce´.
Prenons maintenant G = Gm, qu’on identifie a` Spec V [T, T
−1]. Soit t = T − 1, I =
tV [T, T−1] est l’ide´al de´finissant l’e´le´ment neutre. Soient ∂〈k〉 les ope´rateurs diffe´rentiels relatifs
au choix de la coordonne´e T .
Proposition 4.4.9.5. Reprenons la base de D(m)(Gm) donne´e en 4.1.12. Alors
Qm(ξ
〈k〉) = T k∂〈k〉.
De´monstration. Notons u = T ⊗ 1, v = 1⊗ T ∈ V [T, T−1]⊗ V [T, T−1], τ = 1⊗ T − T ⊗ 1 ∈
PnG,(m), τu = 1⊗ 1⊗ u− u⊗ 1⊗ 1, τv = 1⊗ 1⊗ v− v⊗ 1⊗ 1 ∈ P
n
G×G,(m). Avec ces notations,
l’immersion ferme´e eG correspond a` la surjection
εG ⊗ idG : V [u, u
−1, v, v−1] // // V [T, T−1]
u ✤ // 1
v ✤ // T.
Comme la loi de groupes est donne´e par µ♯(T ) = T ⊗ T , on a
dµ(τ) = (v + τv)τu + uτv
q1 ◦ dµ(τ
{k}) = vkτ {k}u .
Et finalement on trouve
µ(n)m (τ
{k}) = t{k} ⊗ T k ∈ P nGm,(m) ⊗ V [T, T
−1],
ce qui permet de montrer la formule de l’e´nonce´.
Passons a` une variante twiste´e de ce qui pre´ce`de.
4.5 Ope´rateurs diffe´rentiels twiste´s sur des G-sche´mas
Reprenons ici la situation de la sous-section pre´ce´dente 4.4 : G agit a` gauche sur un sche´ma
X , lisse sur S, via un morphisme σ : G×X → X . On note aussi p2 : G×X → X la deuxie`me
projection. Supposons de plus que X est muni d’un faisceau inversible L, G-e´quivariant.
Suivant 2.2.4, nous conside´rons les faisceaux d’ope´rateurs diffe´rentiels twiste´s par L
tD
(m)
X ≃ L⊗OX,g D
(m)
X ⊗OX,d L
−1.
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Dans cette sous-section, nous allons de´montrer que tous les e´nonce´s pre´ce´dents restent vrais
dans le cas de ces faisceaux. Pour ce faire, de´finissons en suivant les notations de 2.2.1, le fibre´
vectoriel associe´ a` L
Y = Spec S(L),
et q le morphisme canonique : Y → X . Comme L est e´quivariant, il existe d’apre`s 3.3.1 un
isomorphisme ΦL : σ
∗L ≃ p∗2L ve´rifiant certaines conditions de cocycle. Cet isomorphisme
s’e´tend en un isomorphisme gradue´ Φ : σ∗S(L) ≃ p∗2S(L), qui permet de de´finir une action
a` gauche σY : G × Y → Y . On notera p
′
2 la deuxie`me projection, p
′
2 : G × Y → Y . Par
de´finition, Φ|σ−1OX est le morphisme σ
♯ : σ−1OX → OG×X donnant l’action de G sur X . Le
faisceau D
(m)
Y est G-e´quivariant d’apre`s la proposition 3.4.1. De meˆme, le faisceau twiste´
tD
(m)
X
est G-e´quivariant comme produit tensoriel de faisceaux G-e´quivariants d’apre`s les re´sultats
de 3.3.
Introduisons sur X le faisceau de OX-modules D
(m)
Y (L) de 32 avec son morphisme de
restriction rL.
Proposition 4.5.1. (i) Le faisceau D
(m)
Y (L) est un sous-faisceau G-e´quivariant de q∗D
(m)
Y ,
ce faisceau e´tant vu comme faisceau de OX-modules G-e´quivariant.
(ii) Le morphisme de restriction rL est un morphisme de G-faisceaux e´quivariants, c’est-a`-
dire qu’il commute a` l’action de G.
De´monstration. Soient q′ = idG × q : G× Y → G×X , ΨX : σ
∗PnX,(m) ≃ p
∗
2P
n
X,(m), de´crivant
l’action de G sur PnX,(m). Comme σY , (resp. p
′
2) est lisse, on dispose d’isomorphismes cano-
niques q′∗σ
∗
YD
(m)
Y ≃ σ
∗q∗D
(m)
Y , (resp. q
′
∗p
′∗
2D
(m)
Y ≃ p
∗
2q∗D
(m)
Y ). Comme D
(m)
Y est G-e´quivariant,
il existe un isomorphisme σ∗YD
(m)
Y ≃ p
′∗
2D
(m)
Y , ve´rifiant les conditions de cocycle 35. Par
fonctorialite´, on en de´duit un isomorphisme ΦY : σ
∗q∗D
(m)
Y ≃ p
∗
2q∗D
(m)
Y de´finissant la structure
de G-module e´quivariant de q∗D
(m)
Y . Pour montrer (i), il suffit de montrer que ΦY induit un
isomorphisme σ∗D
(m)
Y (L) ≃ p
∗
2D
(m)
Y (L). La ve´rification est formelle. Montrons par exemple
que si P ∈ D
(m)
Y (L),
Φ−1Y (1⊗ P )(σ
∗(PnX,(m) ⊗L)) ⊂ σ
∗L,
l’autre ve´rification e´tant analogue. Le morphisme Φ−1Y s’obtient apre`s application de
Homq∗OY (·, q∗OY ) a` ΨY : σ
∗q∗P
n
Y,(m) ≃ p
∗
2q∗P
n
Y,(m), de´crivant l’action de G sur q∗P
n
Y,(m). Par
de´finition de ΨY , P
n
X,(m) ⊗ L est un sous-G-module e´quivariant de q∗P
n
Y,(m). Finalement, si
T ∈ PnX,(m) ⊗L,
Φ−1Y (1⊗ P )(1⊗ T ) = Φ
−1 ((1⊗ P )(ΨY (1⊗ T ))) .
Or, ΨY (1 ⊗ T ) ∈ p
∗
2(P
n
X,(m) ⊗ L), donc (1 ⊗ P )(ΨY (1 ⊗ T )) ∈ p
∗
2L, et le terme de droite de
l’e´galite´ pre´ce´dente appartient a` Φ−1(p∗2L) ⊂ σ
∗L. Finalement, on voit que Φ−1Y (1⊗P ) ve´rifie
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la condition annonce´e. Le fait que rL est un morphisme de G-modules e´quivariants provient
du fait que ψY , restreint a` P
n
X,(m) ⊗L, est induit par ΨX et Φ.
Nous en de´duisons le
Corollaire 4.5.2. Soient X un S-sche´ma lisse sur lequel G agit a` gauche, et m un entier. Il
existe un anti-homomorphisme d’alge`bres filtre´es tQm de l’alge`bre D
(m)(G) vers l’alge`bre des
sections globales sur X du faisceau tD
(m)
X .
De´monstration. Comme le fibre´ vectoriel Y est muni d’une action de G, on dispose
d’apre`s 4.4.1 d’un anti-homomorphisme d’anneaux : Qm,Y : D
(m)(G)→ Γ(Y,D
(m)
Y ). Montrons
que Qm,Y est a` valeurs dans D
(m)
Y (L). Reprenons pour cela la construction de loc. cit. ainsi
que le morphisme de m-PD-alge`bres 57 q∗σ
(n)
m,Y : q∗P
n
Y,(m) → P
n
(m)(G)⊗V q∗OY , resp. σ
(n)
m,X sur
le sche´ma X . On rappelle que si u ∈ D
(m)
n (G), Qm,n(u) est le compose´
Qm,n(u) : P
n
Y,(m)
σ
(n)
m→ P n(m)(G)⊗OY
u⊗Id
→ OY .
Pour montrer que Qm,n(u) ∈ D
(m)
Y (L), il suffit donc de montrer les deux inclusions
σ
(n)
m,Y (P
n
X,(m)) ⊂ P
n
(m)(G)⊗V OX , (70)
σ
(n)
m,Y (P
n
X,(m) ⊗ L) ⊂ P
n
(m)(G)⊗V L.
La premie`re inclusion re´sulte du fait que la construction est fonctorielle et donc
q∗σ
(n)
m,Y |Pn
X,(m)
= σ
(n)
m,X .
Pour la deuxie`me inclusion, comme σ
(n)
m,Y est un morphisme dem-PD-alge`bres et par la formule
ci-dessus 70, il suffit de ve´rifier que pour tout f ∈ L, σ
(n)
m,Y (1 ⊗ f) ∈ p
∗
2(L). Or, c’est le cas,
puisque, par construction, σ
(n)
m,Y (1⊗ f) = ΦL(1⊗ f) ∈ p
∗
2(L). Notons a` pre´sent
tσ
(n)
m,X = q∗σ
(n)
m,Y |Pn
X,(m)
(1⊗L)
, (71)
qui est OX -line´aire, puisque σ
(n)
m,Y est OY -line´aire. On de´finit maintenant
tQm = rL ◦Qm, qui
de´finit un anti-homomorphisme d’alge`bres filtre´es
tQm : D
(m)(G)→ Γ(X, tD
(m)
X ).
Remarque : par de´finition, tσ
(n)
m,X est aussi de´fini comme suit. Soient T ∈ P
n
X,(m), f ∈ L,
alors
tσ
(n)
m,X(T ⊗ f) = σ
(n)
m,X(T )ΦL(1⊗ f),
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ou` on prend le produit dans la OY -alge`bre P
n
(m)(G)⊗V OY , produit qui est en fait a` valeurs
dans P n(m)(G) ⊗V L. Reprenons le faisceau A
(m)
X = OX ⊗V D
(m)(G)op de 4.4.7. Comme tQm
est filtre´, il induit une application gr•
tQm : gr•A
(m)
X → gr•
tD
(m)
X . Nous avons vu en 28, que
gr•
tD
(m)
X est canoniquement isomorphe a` gr•D
(m)
X . Montrons maintenant la
Proposition 4.5.3. Via l’isomorphisme canonique de 28, on a l’e´galite´ gr•
tQm = gr•Qm. En
particulier, si X est un G-espace homoge`ne, le morphisme gradue´ gr•
tQm est surjectif.
De´monstration. Nous reprenons les notations de 4.4.8. Soient tQm,1 l’application induite sur
les gradue´s de degre´ 1 par tQm, soit
tQm,1 : Lie(G)⊗V OX
⊗tQm,1⊗Id
−→ TX .
Alors, en refaisant la de´monstration de 4.4.8.2, on voit qu’on a un diagramme commutatif
gr•A
(m)
X
cm,X≀

gr•
tQm,X // gr•
tD
(m)
X
tdm≀

S(m)(Lie(G))⊗V OX // S
(m)(TX),
ou` la seconde fle`che horizontale est l’application S(m)(tQm,1). Pour conclure, il suffit donc
ve´rifier que tQm,1 = Qm,1. Soient
hm : Ω
1
X ⊗ L
gr1σ
(n)
m,Y
−→ Iκ/I
2
κ ⊗ L,
et gm = idL−1⊗hm : Ω
1
X → Iκ/I
2
κ. Alors la fle`che
tQm,1 s’obtient apre`s application de
HomOX (·,OX) a` la fle`che gm. Il suffit donc finalement de montrer que gm = gr1σ
(n)
m,X . Or,
σ
(n)
m,Y est OY line´aire. Soient ω ∈ Ω
1
X , f ∈ L,
gr1σ
(n)
m,Y (ω ⊗ (1⊗ f)) = gr1σ
(n)
m,Y ((f ⊗ 1)ω)
= gr1σ
(n)
m,X(ω)⊗ f,
ce qui donne bien que gm = gr1σ
(n)
m,X .
Comme gr•Qm est surjectif si X est un G-espace homoge`ne par (ii) de 4.4.8.2, on trouve
que gr•
tQm est surjectif dans ce cas.
Remarque : on peut retrouver ce re´sultat a` partir de (iv) de 2.2.5.1, en utilisant la des-
cription locale de rL.
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5 Alge`bres de distributions arithme´tiques (faiblement)
comple´te´es
Dans toute cette section, V est un AVDC. Rappelons que S = Spec V et S = Spf V . Dans
ce cas p-adique ou dans le cas d’un quotient de V , nous avons de´ja` remarque´ que les alge`bres
de distributions D
(m)
n (G) sont des V -modules libres 4.1.6, dont une base s’exprime facilement
a` partie d’une base de Lie(G).
5.1 De´finitions
Soit G un S-sche´ma formel. On dit que G est un S-sche´ma formel en groupes, si tous les
S-sche´mas Gi sont des sche´mas en groupes, et si tous les morphismes Gi+1 →֒ Gi sont des
morphismes de sche´mas en groupes. Dans la suite, on suppose que G est un S-sche´ma formel
en groupes affine et lisse, i.e., tous les Gi sont des sche´mas en groupes affines et lisses sur
S (de la meˆme dimension relative). Ainsi, l’alge`bre des sections globales O(G) := Γ(G,OG)
est une alge`bre topologiquement de type fini sur V et donc π-adiquement comple`te. On a
G = Spf O(G) comme S-sche´ma formel, et les O(G)/πi+1O(G) sont les alge`bres des groupes
Gi, i.e. O(G)/π
i+1O(G) = V [Gi].
Un cas particulier est le comple´te´ formel G d’un sche´ma en groupes affine et lisse G→ S
le long de sa fibre spe´ciale.
Donnons maintenant les de´finitions des alge`bres de distributions comple`tes et faiblement
comple`tes pour G, un S-sche´ma formel en groupes affine et lisse. Le morphisme Gi+1 →֒ Gi
induit un homomorphisme D(m)(Gi+1)→ D
(m)(Gi), cf. 4.1.10.
De´finition 5.1.1. On pose D̂(m)(G) := lim
←−i
D(m)(Gi).
Soient t1, . . . , tN une suite re´gulie`re de ge´ne´rateurs de l’ide´al complet
I = Ker
(
O(G)
εG
։ V
)
.
Nous pouvons alors reprendre les notations 4.1, et on a
D̂(m)(G) =
∑
k
akξ
〈k〉 | ak ∈ V, vp(ak)→ +∞ si |k| → +∞
 .
Si m′ ≥ m, on dispose de morphismes d’alge`bres canoniques D̂(m)(G) → D̂(m
′)(G), ce qui
permet de donner la de´finition des alge`bres de distributions suivantes.
De´finition 5.1.2. On pose D†(G) := lim
−→m
D̂(m)(G) et D†(G)Q := D
†(G)⊗Q.
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L’alge`bre D†(G) est se´pare´e et est faiblement comple`te comme limite inductive d’alge`bres
comple`tes (voir par exemple la remarque (ii) de [Huy03]). C’est naturellement une sous-alge`bre
de la comple´tion π-adique
D̂ist(G) := lim
←−
i
Dist(G)/πi+1Dist(G) ≃ lim
←−
i
Dist(Gi)
de l’alge`bre des distributions classiques Dist(G) sur G. Cette comple´tion est de´crite explici-
tement par
D̂ist(G) =
∑
k
akξ
[k] | vp(ak)→ +∞ si |k| → +∞

en utilisant les notations de 4.1.6. La proposition suivante est dans l’esprit de la proposition
2.4.4 de [Ber96] et montre que les e´le´ments de la sous-alge`bre D†(G) ⊆ D̂ist(G) peuvent eˆtre
caracte´rise´s par des conditions de croissance des coefficients ak qui sont du type de Monsky-
Washnitzer [MW68].
Proposition 5.1.3. Pour
P =
∑
k
akξ
[k]
dans D̂ist(G), soit Pi ∈ Dist(Gi) sa re´duction modulo π
i+1 . Les conditions suivantes sont
e´quivalentes :
(i) L’e´le´ment P appartient a` D†(G).
(ii) Il existe des constantes re´elles α, β avec α > 0 ayant la proprie´te´ : ord(Pi) ≤ αi + β
pour tout i. Ici, ord(Pi) designe l’ordre fini de la distribution Pi.
(iii) Il existe des constantes re´elles c, η avec η > 0 ayant la proprie´te´ : vp(ak) ≥ η|k|+ c pour
tout k.
De´monstration. D’apre`s la proposition 4.1.6 on a ξ〈k〉(m) = q
(m)
k !ξ
[k]. On peut donc utiliser les
arguments donne´s dans la de´monstration de la proposition 2.4.4 of [Ber96].
Remarque : Il est imme´diat d’apre`s la fonctorialite´ 4.1.10 e´tablie a` un niveau fini que la
formation des alge`bres D†(G) et D̂(m)(G) est fonctorielle par rapport au groupe G.
5.2 Liens avec les faisceaux diffe´rentiels sur un G-sche´ma
Nous revenons ici a` la situation de 5.1. On note encore e l’immersion ferme´e de sche´mas
formels de´finissant l’e´le´ment neutre : S →֒ G. Nous donnons d’abord les e´nonce´s reliant les
alge`bres de distributions et les ope´rateurs diffe´rentiels invariants. Il s’agit de passer a` la limite
pour tous les re´sultats obtenus a` un niveau fini.
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Fixons un entier m. En passant a` la limite projective sur i a` partir de 4.3.3, on trouve
l’e´nonce´ suivant
Proposition 5.2.1. (i) Il existe un isomorphisme de V -modules βm : D̂
(m)(G) ≃
O(G)/I ⊗O(G) Γ(G, D̂
(m)
G ).
(ii) Il existe un isomorphisme de V -modules β† : D†(G)Q ≃ O(G)/I ⊗O(G) Γ(G,D
†
G,Q).
Notons que le (ii) s’obtient par passage a` la limite inductive sur m a` partir de (i). Ceci
permet d’introduire la morphisme d’e´valuation eve.
On de´finit P (e) la distribution obtenue par P (e) = β−1m (e
∗P ) (resp. P (e) = β†
−1
(e∗P )). On
de´duit alors de 4.3.4 par passage au comple´te´ p-adique, puis par passage a` la limite inductive
sur m la
Proposition 5.2.2. Soit P ∈ Γ(G, D̂
(m)
G ) (resp. P ∈ Γ(G,D
†
G,Q)). Alors
∀f ∈ O(G), (P (e))(f) = (P (f))(e).
Supposons maintenant que X est un S-sche´ma lisse muni d’une action a` droite de G et
X est le sche´ma formel obtenu par comple´tion le long de πOX . Donc, X est un S-sche´ma
lisse muni d’une action a` droite de G. En passant a` la limite a` partir des homomorphismes
d’alge`bres Qm de 4.4.5, on voit aussi qu’il existe des homomorphismes d’alge`bres toujours
note´s Qm
Qm : D̂
(m)(G)→ Γ(X , D̂
(m)
X ). (72)
En passant a` la limite sur m et en tensorisant par Q, on trouve un homomorphisme d’alge`bres
Q : D†(G)Q → Γ(X ,D
†
X ,Q). (73)
Les faisceaux D̂
(m)
X sont alors G-e´quivariants (au sens ou` les faisceauxD
(m)
Xi
sont Gi-e´quivariants
pour tout i et de fac¸on compatible). Par passage a` la limite inductive sur m, les faisceaux
D†X ,Q sont eux aussi G-e´quivariants.
D’apre`s 4.4.9, on dispose donc d’applications
Γ(Xi,D
(m)
Xi
)→ Γ(Xi,D
(m)
Xi
)⊗Vi Vi[Gi],
qui, en passant a` la limite projective sur i donnent un morphisme ûG : lim←−i
(Γ(Xi,D
(m)
Xi
)) →
lim
←−i
(Γ(Xi, p
∗
1,iD
(m)
Xi
)), et, compte tenu de l’identification habituelle une fle`che
ûG : Γ(X , D̂
(m)
X )→ Γ(X ,H
0p!1D̂
(m)
X ).
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On notera ι l’injection canonique Γ(X , D̂
(m)
X ) →֒ Γ(X ,H
0p!1D̂
(m)
X ). En passant a` la limite sur
m et en tensorisant par Q, on obtient une application
u†G : Γ(X ,D
†
X ,Q) →֒ Γ(X ,H
0p!1D
†
X ,Q).
On continue de noter ι l’injection canonique Γ(X , D̂
(m)
X ) →֒ Γ(X ,H
0p!1D̂
(m)
X ) (resp.
Γ(X ,D†X ,Q) →֒ Γ(X ,H
0p!1D
†
X ,Q)). Ceci nous permet de de´finir les e´le´ments G-invariants de la
fac¸on suivante.
De´finition 5.2.2.1. (i) Les e´le´ments G-invariants de Γ(X , D̂
(m)
X ) sont les e´le´ments P de
Γ(X , D̂
(m)
X ,Q) tels que ûG(P ) = ι(P ).
(ii) Les e´le´ments G-invariants de Γ(X ,D†X ,Q) sont les e´le´ments P de Γ(X ,D
†
X ,Q) tels que
u†G = ι(P ).
Plac¸ons-nous maintenant dans le cas ou` X = G et G ope`re sur lui-meˆme par translation
a` droite. Comme au niveau fini, Qm et Q sont en fait des homomorphismes d’alge`bres a`
valeurs dans les modules des ope´rateurs diffe´rentiels invariants sur G. Par passage a` la limite
projective sur i, puis limite inductive sur m, on dispose, a` partir de 4.4.9.2 du
The´ore`me 5.2.3. Les applications canoniques Qm et eve sont des isomorphismes d’alge`bres
filtre´es, inverses l’un de l’autre entre les alge`bres D̂(m)(G) et Γ(G, D̂
(m)
G )
G (resp. les applications
canoniques Q et eve sont des isomorphismes d’alge`bres filtre´es, inverses l’un de l’autre entre
les alge`bres D†(G)Q et Γ(G,D
†
G,Q)
G).
Retournons au cas ge´ne´ral et supposons donne´ sur X (muni d’une action a` gauche) un
faisceau inversible de OX -modules L. On note Li le faisceau induit sur Xi par L. Supposons de
plus que L est G-e´quivariant au sens ou` pour tout i ≥ 0, les faiceaux Li sont Gi-e´quivariant,
de fac¸on compatible pour tout i. On dispose alors des faisceaux d’ope´rateurs diffe´rentiels G-
e´quivariants tD̂
(m)
X = L ⊗OX,g D̂
(m)
X ⊗OX,d L
−1, resp. tD†X ,Q = L ⊗OX,g D
†
X ,Q ⊗OX,d L
−1. En
passant a` la limite projective sur i a` partir du corollaire 4.5.2, on dispose de la
Proposition 5.2.4. Il existe un anti-homomorphisme d’alge`bres filtre´es tQm : D̂
(m)(G) →
Γ(X ,t D̂
(m)
X ) (resp.
tQ : D†(G)Q → Γ(X ,
tD†X ,Q)).
Si X est muni d’une action a` droite, on obtient un homomorphisme d’alge`bres filtre´es.
5.3 Distributions analytiques rigides
Nous supposons ici que V est un AVDC dont le corps des fractions K = Frac(V ) est une
extension finie de Qp. Nous utiliserons [Schn02] pour des notions e´le´mentaires d’analyse fonc-
tionelle non-archime´dienne. Soit G le comple´te´ formel d’un sche´ma en groupes affine et lisse
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G→ S le long de sa fibre spe´ciale Gκ. Soit O(G) l’alge`bre affine de G. Soit Ĝ la comple´tion de
G relativement au point ferme´ correspondant a` l’e´le´ment neutre de Gκ. Donc, Ĝ un sche´ma
en groupes affine formel sur S (mais pas un S-sche´ma formel car, en ge´ne´ral, πO
Ĝ
n’est pas
un ide´al de de´finition !). On e´crit
G◦ := Ĝrig
pour sa fibre ge´ne´rique au sens de Berthelot, cf. 7.1 de [dJ96]. C’est un groupe analytique
rigide, en ge´ne´ral non-affino¨ıde, sur K avec Lie(G◦) = Lie(G) ⊗ K. On peut de´crire ces
objects comme suit. Prenons t1, ..., tN une suite regulie`re de ge´ne´rateurs de Iκ qui engendrent
V [G] comme V -alge`bre, i.e. V [G] = V [t1, ..., tN ] et O(G) = V 〈t1, ..., tN〉. Il suit que O(Ĝ) =
V [[t1, ..., tN ]] est isomorphe a` l’anneau des se´ries formelles sur V en N variables et l’espace
G◦ est isomorphe au disque unite´ ouvert de dimension N , cf. Lemma 7.4.3 de [dJ96]. En
particulier, il existe un recouvrement admissible croissant forme´ par des ouverts affinoides
(G◦)r = Sp(Ar), r < 1 qui sont associe´s aux alge`bres de Tate
Ar :=
∑
k
bk t
k : bk ∈ K, |bk|r
|k| → 0
 ,
si |k| → ∞. Il en re´sulte que O(G◦) = lim
←−r<1
Ar est une alge`bre de Fre´chet nucle´aire sur K,
cf. Prop. 19.9 de [Schn02]. Remarquons que t1, ..., tN ∈ O(G
◦) sont des sections globales sur
G◦. On note
Dan(G◦) := O(G◦)′ := HomctK(O(G
◦), K)
le dual continu de l’espace Fre´chet O(G◦). On e´quipe Dan(G◦) avec la topologie forte, i.e.
Dan(G◦) = O(G◦)′b au sens de [Schn02], §6. Cette topologie est e´gale a` la topologie limite
inductive via l’isomorphisme canonique et topologique
(lim
←−
r<1
Ar)
′
b
≃
−→ lim
−→
r<1
(Ar)
′
b,
cf. Prop. 16.5 de [Schn02]. La topologie forte sur (Ar)
′
b est simplement la topologie de Banach,
Remark 6.7 de [Schn02]. Par conse´quent, Dan(G◦) est un espace localement convexe de type
compact et le produit de convolution fait de Dan(G◦) une K-alge`bre topologique, cf. 5.2 de
[Em04]. Il y a un homomorphisme canonique δ : G◦(K) →֒ Dan(G◦)× du groupe des points de
G◦ a` valeurs dansK dans le groupe des e´le´ments inversibles ou` δg est la forme line´aire continue
f 7→ f(g) de O(G◦). De plus, a` ξ ∈ Lie(G◦) on peut associer la forme line´aire continue
f 7→ ξ.f :=
d
dt
f(etξ)|t=0 (74)
de O(G◦) ou` e est l’application exponentielle de G◦ de´finie pre`s de 1 ∈ G◦. Il en re´sulte un
homomorphisme d’anneaux U(Lie(G◦))→ Dan(G◦).
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D’un autre coˆte´, chaque D̂(m)(G) est muni de la topologie π-adique. Munissons D̂(m)(G)Q
de la topologie d’espace de Banach dont D̂(m)(G) est la boule unite´. La limite inductive D†(G)Q
est alors une K-alge`bre topologique sur un espace localement convexe.
Proposition 5.3.1. L’application U(Lie(G◦))→ Dan(G◦) s’e´tend en un isomorphisme d’an-
neaux topologiques
D†(G)Q
≃
−→ Dan(G◦).
De´monstration. Nous ge´ne´ralisons les arguments de 2.3.3 de [PSS13] dans le cas G = GL2 et
V = Zp. On reprend les notations de 5.1. Soit ξ1, ..., ξN la base de Lie(G) duale de t1, ..., tN .
Par de´finition des e´le´ments ξ[k],
ξ[k].tk
′
=
{
1 , k = k′
0 , k 6= k′
.
Par conse´quent, on peut identifier l’espace dual A′r, avec le produit convolution, via l’appli-
cation U(Lie(G◦))→ Dan(G◦), a` l’alge`bre de Banach forme´e des sommes infinies
λ =
∑
k
akξ
[k]
avec ak ∈ K et |ak| ≤ Cr
|k| pour tout k et une certaine constante C = C(λ) de´pendant sur
λ. Il re´sulte alors de (iii) de 5.1.3 que la limite inductive des A′r est e´gale a` D
†(G)Q.
Corollaire 5.3.2. Soit e l’indice de ramification de K sur Qp. Si e < p − 1, alors l’anneau
D†(G)Q est cohe´rent.
De´monstration. Soient G◦(K) ⊂ G(K) les groupes des points de G◦ et G a` valeurs dans K.
Le groupe de Lie p-adique G◦(K) est un groupe standard au sens de III.§7.3 dans [B-L]. La
hypothe`se sur e implique que G◦(K) = exp(πLie(G)) ou` exp est l’application exponentielle
du groupe de Lie G(K), cf. III.§7. Prop. 14 dans [B-L]. Donc, le sous-groupe G◦(K) ⊂ G(K)
est un ≪ good analytic subgroup ≫au sens de 5.2 dans [Em04] et Dan(G◦) est cohe´rent, cf.
5.3.12 de [Em04].
Remarques :
1. Pour chaque m, il existe un m′ > m tel que que la fle`che naturelle D̂(m)(G)Q →
D̂(m
′)(G)Q soit une application line´aire compacte entre espaces de Banach. En fait, par
la proposition, cette application se factorise par une application (Ar)
′
b → (Ar′)
′
b avec
r′ > r convenable et on peut appliquer Rem. 16.7 de [Schn02].
2. Dans le cas ou` G est le comple´te´ formel d’un groupe alge´brique G re´ductif et de´ploye´
sur S, on peut montrer que l’anneau D†(G)Q est cohe´rent sans hypothe`se sur l’indice
de ramification de V .
60
Soit Grig la fibre ge´ne´rique de G au sens usuel de Raynaud [BL93]. Ainsi, Grig est un
groupe affino¨ıde sur K avec Grig(K) = G(V ) comme groupe de points a` valeurs dans K.
L’inclusion naturelle V 〈t1, ..., tN〉 →֒ V [[t1, ..., tN ]] induit une immersion ouverte G
◦ ⊆ Grig.
Cette immersion e´tablit une bijection de G◦(K) avec le sous-groupe des points de G(V ) qui
se spe´cialisent en 1κ ∈ Gκ (i.e. avec les S-morphismes f : S → G qui ayant la proprie´te´
que fκ factorise via l’immersion 1κ →֒ Gκ). On dit que G
◦(K) est le ≪ premier groupe de
congruence ≫ de G(V ).
Par exemple, si G = GLn est le groupe line´aire ge´ne´ral et Mn son alge`bre de Lie, on a
G◦(L) = 1 + Mn(mL) pour toute extension de corps value´s complets K ⊆ L ou` mL de´signe
l’ide´al maximal de l’anneau de valuation de L. Donc, G◦(K) = 1 + πMn(V ) est le premier
groupe de congruence de GLn(V ) au sens usuel.
5.4 Repre´sentations analytiques rigides
Nous utilisons les notations de la section pre´ce´dente et supposons encore que le corps K est
une extension finie de Qp. Nous donnons ici une interpre´tation de la cate´gorie des D
an(G◦)-
modules de pre´sentation finie en termes de certaines repre´sentations π-adiques du groupe
π-adique G◦(K), (groupe des points de G◦ a` valeurs dans K). Rappelons comment est de´finie
la topologie π-adique sur G(V ). L’espace V n
2
est muni de la topologie produit, qui induit
la topologie produit sur l’ouvert GLn(V ) ⊂ V
n2. La topologie π-adique sur G(V ) est de´finie
comme la topologie induite relative a` une immersion ferme´e G →֒ GLn quelconque. Cette
topologie est plus fine que la topologie de Zariski et elle est localement compacte parce que
V est localement compact, e.g. 0.6 de [La96]. Finalement, G◦(K) ⊂ G(V ) ainsi muni de la
topologie induit.
Remarquons que l’involution τ : g 7→ g−1 sur G◦ s’etend par fonctorialite´ en un anti-
automorphisme de Dan(G◦). On a donc une e´quivalence entre les Dan(G◦)-modules a` gauche
et a` droite et on va conside´rer seulement des modules a` gauche dans la suite. Le groupe G
agit a` gauche sur lui-meˆme par conjugaison (i.e. g agit par h 7→ g−1hg) et par fonctorialite´
sur G◦ et Dan(G◦). Nous notons cette action ≪ adjointe ≫par g 7→ Ad(g). Nous appelons
(Dan(G◦), G(V ))-module de pre´sentation finie un Dan(G◦)-module M de pre´sentation finie
qui est aussi muni d’une action K-line´aire ρ du groupe G(V ), qui est compatible au sens que
pour tous x ∈ Dan(G◦), g ∈ G(V ), m ∈M ,
xρ(g)m = ρ(g)(Ad(g)x)m.
Du coˆte´ des repre´sentations, pour un sous-groupe ouvert H de G(V ) et un K-espace
vectoriel topologique W , nous appelons action topologique de H sur W une action du groupe
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H sur W par des applications line´aires et continue, cf. (0.11) de [Em04]. En particulier, pour
chaque w ∈ W on a une application ow : H → W de´finie par h 7→ hw. Suivant 2.1.18/19 de
[Em04], nous introduisons l’espace des fonctions analytiques rigides sur G◦ en valeurs dans
un espace Fre´chet W quelconque,
Can(G◦,W ) := O(G◦)⊗ˆKW.
Ici, on prend comme produit tensoriel topologique le produit tensoriel projectif, cf. 17.B de
[Schn02]. Par e´valuation aux points de G◦(K) ⊂ G◦, on obtient une inclusion de Can(G◦,W )
dans l’espace des fonctions (continues) G◦(K) → W , cf. 2.1.20 de [Em04]. En fait, comme
G◦ est isomorphe a` un polydisque ouvert, l’ensemble G◦(K) est Zariski-dense dans G◦. Nous
avons la de´finition suivante, cf. The´ore`me 3.4.3 et De´finition 3.6.1 de [Em04].
De´finition 5.4.1. Soit W un espace nucle´aire Fre´chet avec une action topologique de G◦(K)
ou` G(V ). On appelle W une repre´sentation G◦-analytique (ou simplement : analytique) si,
pour tout w ∈ W , la fonction ow : G
◦(K)→ W est dans l’espace Can(G◦,W ).
Soit W une repre´sentation analytique de G◦(K). Nous notonsW ′ := HomctK(W,K) le dual
continu deW . En appliquant [Em04], Cor. 5.1.8 a` un recouvrement affinoide convenable de G◦
on voit que W ′ est un module sur l’anneau des distributions Dan(G◦) de la manie`re suivante
〈λ(w′), w〉 := λ(w′ ◦ ow)
pour w ∈ W,w′ ∈ W ′, λ ∈ Dan(G◦). Ici, w′ ◦ ow est vu comme e´le´ment de l’espace
Can(G◦, K) = O(G◦). Supposons maintenant que l’anneau Dan(G◦) est cohe´rent. C’est vrai
dans la situation de 5.3.2, et nous espe´rons que ce resultat reste vrai en ge´ne´ral. En suivant la
strate´gie de Schneider et Teitelbaum de [ST03] nous disons que la repre´sentation analytique
W est admissible, si W ′ est de pre´sentation finie comme Dan(G◦)-module. On dit qu’une
repre´sentation analytique de G(V ) est admissible, si elle l’est comme repre´sentation de G◦(K).
Les morphismes dans ces cate´gories sont par de´finition les applications K-line´aires continues
et e´quivariantes.
Proposition 5.4.2. Le foncteur W 7→ W ′ donne une anti-e´quivalence de cate´gories entre
des repre´sentations analytiques admissibles de G◦(K) et les Dan(G◦)-modules de pre´sentation
finie. Le foncteur induit une e´quivalence entre les sous-cate´gories des G(V )-repre´sentations
analytiques admissibles et celle des (Dan(G◦), G(V ))-modules de pre´sentation finie.
De´monstration. Le corps K est complet relativement a` une valuation discre`te et il est donc
sphe´riquement complet, cf. Lemma 1.6 de [Schn02]. Le passage au dual fort est donc une anti-
e´quivalence involutive entre les espaces nucle´aires Fre´chet et les espaces de type compact, cf.
[ST03], Cor. 1.4. Si M est un Dan(G◦)-module de type fini, engendre´ par des ge´ne´rateurs
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x1, ..., xn, on pose Mm :=
∑
i D̂
(m)(G)Qxi ⊆M . Comme D̂
(m)(G)Q est une alge`bre de Banach
noethe´rienne,Mm a une unique structure de D̂
(m)(G)Q-module de Banach et l’inclusionMm →
Mm′ , pour m
′ > m, est continue et compact. Munissons M = lim
−→m
Mm de la topologie limite
inductive. Il est facile de voir que cette topologie ne de´pend pas du choix des ge´ne´rateurs
xi pour M , et qu’elle fait de M un D
an(G◦)-module se´pare´ment continu sur un espace de
type compact. De plus, chaque application Dan(G◦)-line´aire entre deux modules M,M ′ de
type fini est automatiquement continue. Soit maintenant W := M ′b le dual fort de M . Par les
arguments dans Cor. 3.3 de [ST01] l’espace W est un Dan(G◦)-module se´pare´ment continue
via la structure contragredient
〈λ.w, x〉 := w(λτ .x)
pour w ∈ W, x ∈ M et λ ∈ Dan(G◦). Utilisant l’inclusion naturelle δ : G◦(K) →֒ Dan(G◦)×
on a une action topologique de G◦(K) sur W donne´ par
〈g.w, x〉 := w(δg−1.x)
pour w ∈ W, x ∈ M . Par construction l’application ow s’etend a` une application line´aire
continue Dan(G◦)→W . L’isomorphisme canonique
Can(G◦,W ) = O(G◦)⊗ˆKW ≃ Hom
ct
K(O(G
◦)′b,W ),
[Schn02], Cor. 18.8, implique que ow ∈ C
an(G◦,W ) pour w ∈ W . Cela montre que W est
une repre´sentation analytique de G◦(K). Par re´flexivite´ on a W ′ = M et la correspondance
M 7→ W induit donc un quasi-inverse pour le foncteur W 7→ W ′ conside´re´ dans l’assertion.
La proposition en re´sulte.
Remarque : soit ZK le centre de l’alge`bre enveloppante U(Lie(GK)) de Lie(GK). Comme
G est connexe, l’action adjointe de G sur Lie(GK) stabilise les e´le´ments de ZK , cf. [DG70],
II.§6.1.5. Si θ est un caracte`re de ZK a` valeurs dans K, on voit que l’action g 7→ Ad(g) donne
une action de G sur l’anneau quotient
Dan(G◦)θ := D
an(G◦)/(ker θ)Dan(G◦).
Finalement, Lie(GK) agit sur une repre´sentation analytique W par une formule analogue
a` (74), cf. [Em04], p. 69, et on voit que W est a` caracte`re infinite´simal θ si et seulement
si le Dan(G◦)-module W ′ est en fait un module sur Dan(G◦)θ. Dans cette situation, on a
une version e´vidente de la proposition pre´cedente pour des repre´sentations ayant θ comme
caracte`re infinite´simal.
On de´duit imme´diatement de cette proposition le
Corollaire 5.4.3. La cate´gorie des repre´sentations analytiques admissibles de G◦(K) est
abe´lienne.
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Terminons par quelques examples. Conside´rons le groupe fini de type de Lie G(k) ou`
k est le corps re´siduel de V , dans ce cas les G(k)-repre´sentations de dimension finie sont
analytiques admissibles (en fait, on a G(k) ≃ G(V )/G◦(K)). Comme premiers examples de
dimension infinie sur K, notons qu’il y a un foncteur de la cate´gorie des U(Lie(GK))-modules
de type fini M vers celle des Dan(G◦)-modules de pre´sentation finie, qui a` M associe M 7→
Dan(G◦)⊗U(Lie(GK )) M . Ce foncteur est donc a` valeurs dans la cate´gorie des repre´sentations
analytiques admissibles. Pour des repre´sentations alge´briques de dimension finie du sche´ma
en groupes G, ce foncteur est simplement la restriction aux points rationels G(V ) ⊂ G.
Re´fe´rences
[AW13] Konstantin Ardakov et Simon Wadsley. On irreducible representations of compact
p-adic analytic groups. Ann. of Math. (2), 178(2) :453–557, 2013.
[Beil84] A. Beilinson Localization of representations of reductive Lie algebras. Proceedings of
ICM Warsaw 1983, Vol. 1, 2 :699–710, 1984.
[BB81] A. Beilinson et J. Bernstein. Localisation de g-modules. Comptes-rendus Acad. Sc.,
292, p. 15–18, 1981.
[Ber96] P. Berthelot. D-modules arithme´tiques I. Ope´rateurs diffe´rentiels de niveau fini.
Ann. scient. E´c. Norm. Sup., 4e se´rie, t. 29, p.185–272, 1996.
[Ber00] P. Berthelot. D-modules arithme´tiques II descente par Frobenius. Bull. Soc. Math.
France, Me´moire 81, p. 1–135, 2000.
[Ber02] P. Berthelot. Introduction a` la the´orie arithme´tique des D-modules. Bull. Soc. Math.
France, Cohomologies p-adiques et applications arithme´tiques II, Aste´risque No. 279,
2002.
[Ber89] P. Berthelot. Cohomologie rigide et the´orie des D-modules. In : p-adic analysis
(Trento, 1989) Springer Lecture Notes in Math., 1454 :80–124, 1990.
[BL93] S. Bosch et et W. Lu¨tkebohmert. Formal and rigid geometry. I. Rigid spaces. Math.
Ann., 295, No. 2, p. 291–317, 1993.
[BO78] Pierre Berthelot et Arthur Ogus. Notes on crystalline cohomology. Princeton Uni-
versity Press, Princeton, N.J., 1978.
[Bor87] A. Borel et al. Algebraic D-modules. Perspectives in Math., Academic Press, 2,
1987.
64
[B-L] N. Bourbaki E´le´ments de mathe´matique. Fasc. XXXVII. Groupes et alge`bres de Lie.
Chap. II/III. Act.Sci. et Ind., No. 1349, 1972.
[dJ96] A. J. de Jong. Crystalline Dieudonne´ module theory via formal and rigid geometry.
Inst. Hautes E´tudes Sci. Publ. Math., (82) :5–96 (1996), 1995.
[DG70] Michel Demazure et Pierre Gabriel. Groupes alge´briques. Tome I : Ge´ome´trie
alge´brique, ge´ne´ralite´s, groupes commutatifs. Masson & Cie, E´diteur, Paris, 1970.
[Em04] M. Emerton. Locally analytic vectors in representations of locally p-adic analytic
groups. Preprint. To appear in : Memoirs of the AMS.
[Gro60] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. I. Le langage des sche´mas. Inst.
Hautes E´tudes Sci. Publ. Math., (4) :228, 1960.
[Gro65] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des sche´mas et
des morphismes de sche´mas. II. Inst. Hautes E´tudes Sci. Publ. Math., 24 :231, 1965.
[Gro67] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. IV. E´tude locale des sche´mas et
des morphismes de sche´mas IV. Inst. Hautes E´tudes Sci. Publ. Math., 32 :361, 1967.
[Huy97] C. Huyghe. D†-affinite´ de l’espace projectif, avec un appendice de P. Berthelot.
Compositio Mathematica, 108, No. 3, p. 277–318, 1997.
[Huy03] C. Huyghe. Un the´ore`me de comparaison entre les faisceaux d’ope´rateurs diffe´rentiels
de Berthelot et de Mebkhout-Narvaez-Macarro. Journal of Algebraic Geometry, 12,
No. 1, p. 147–199, 2003.
[Jan03] J.C. Jantzen. Representations of algebraic groups, volume 107 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, second
edition, 2003.
[Jan87] J.C. Jantzen. Restricted Lie algebra cohomology. In : Algebraic groups. Utrecht
1986 Springer Lecture Notes in Math., 1271 : 91–108, 1987.
[Kas89] Masaki Kashiwara. Representation theory and D-modules on flag varieties.
Aste´risque, 173-174 :9, 55–109, 1989. Orbites unipotentes et repre´sentations, III.
[La96] E. Landvogt. A compactification of the Bruhat-Tits building. Springer Lecture Notes
in Math., 1619, 1996.
[LSQ08] Bernard Le Stum et Adolfo Quiro´s. The filtered Poincare´ lemma in higher level
(with applications to algebraic groups). Nagoya Math. J., 191 :79–110, 2008.
65
[KY07] Masaharu Kaneda et Jiachen Ye. Equivariant localization of D-modules on the flag
variety of the symplectic group of degree 4. J. Algebra, 309(1) :236–281, 2007.
[MFK94] D. Mumford, J. Fogarty, et F. Kirwan. Geometric invariant theory, volume 34 of
Ergebnisse der Mathematik und ihrer Grenzgebiete (2). Springer-Verlag, Berlin, third
edition, 1994.
[MW68] P. Monsky et G. Washnitzer. Formal cohomology I. Ann. of Math., 88(2) : 181–217,
1968.
[MR87] J. C. McConnell et J. C. Robson. Noncommutative Noetherian rings. Pure and
Applied Mathematics (New York). John Wiley & Sons Ltd., Chichester, 1987.
[NH09] Christine Noot-Huyghe. Un the´ore`me de Beilinson-Bernstein pour les D-modules
arithme´tiques. Bull. Soc. Math. France, 137(2) :159–183, 2009.
[HS15] C. Huyghe et T. Schmidt. Localisation d’alge`bres de distributions via les D-modules
arithme´tiques. En pre´paration.
[PSS12] D. Patel, T. Schmidt, et M. Strauch. Locally analytic representations and sheaves
on the Bruhat-Tits building. Algebra and Number Theory, 8(6) :1365–1445, 2014.
[PSS13] D. Patel, T. Schmidt, et M. Strauch. Integral models of P 1 and analytic distribution
algebras for GL2. Mu¨nster J. Math., 7 :241–271, 2014.
[Schn02] P. Schneider. Nonarchimedean functional analysis. Springer Monographs in Mathe-
matics. Springer-Verlag, Berlin, 2002.
[ST01] P. Schneider, J. Teitelbaum Locally analytic distributions and p-adic representation
theory, with applications to GL2. J. Amer. Math. Soc., 15 : 443–4468, 2001.
[ST03] P. Schneider, J. Teitelbaum Algebras of p-adic distributions and admissible represe-
nations. Invent. Math, 153 : 145–196, 2003.
Christine Huyghe
IRMA, Universite´ de Strasbourg
7, rue Rene´ Descartes
67084 Strasbourg cedex FRANCE
me´l huyghe@math.unistra.fr
http://www-irma.u-strasbg.fr/˜ huyghe
66
Tobias Schmidt
IRMAR, Universite´ de Rennes 1
Campus de Beaulieu
35042 Rennes cedex FRANCE
me´l Tobias.Schmidt@univ-rennes1.fr
67
