Abstract. This paper treats the classical problem for the longitudinal motion of a piston separating two viscous gases in a closed cylinder of finite length. The motion of the gases is governed by singular initial-boundary-value problems for parabolic-hyperbolic partial differential equations depending on a small positive parameter ε, which characterizes the ratios of the masses of the gases to that of the piston. (The equation of state giving the pressure as a function of the specific volume need not be monotone and the viscosity may depend on the specific volume.) These equations are subject to a transmission condition, which is the equation of motion of the piston. The specific volumes of the gases are shown to have a positive lower bound at any finite time. This bound leads to the theorem asserting that (under mild smoothness restrictions) the initial-boundaryvalue problem has a unique classical solution defined for all time. The main emphasis of this paper is the treatment of the asymptotic behavior of solutions as ε 0. It is shown that this solution admits a rigorous asymptotic expansion in ε consisting of a regular expansion and an initial-layer expansion. The reduced problem, for the leading term of the regular expansion (which is obtained by setting ε = 0), is typically governed by an equation with memory, rather than by an ordinary differential equation of the sort governing the motion of a mass on a massless spring. The reduced problem nevertheless has a 2-dimensional attractor on which the dynamics is governed precisely by such an ordinary differential equation. Key words and phrases. 1-dimensional gas dynamics, piston, viscous gas, quasilinear parabolichyperbolic system, asymptotics, transmission, attractors. The work of the first author was supported in part by NSF Grant # DMS-0204505. The work of the second author was supported in part by NSF Grant DMS-0407361. E-mail address: ssa@math.umd.edu E-mail address: pwilber@math.uakron.edu 1. Introduction. We study the classical problem for the forced or free longitudinal motion of a heavy piston (a rigid body) separating two viscous gases in a closed cylinder of finite length. The motion of the gases is governed by singular initial-boundary-value problems for parabolic-hyperbolic partial differential equations depending on a small positive parameter ε, which characterizes the ratios of the masses of the gases to that of the piston. These equations are subject to a transmission condition, which is the equation of motion of the piston. A straightforward energy estimate leads to standard bounds. These are used in a slightly tricky proof that the specific volumes of the gases have positive lower and upper bounds at any finite time. The former bound leads to the theorem asserting that (under mild smoothness restrictions) the initial-boundary-value problem has a unique classical solution defined for all time.
1. Introduction. We study the classical problem for the forced or free longitudinal motion of a heavy piston (a rigid body) separating two viscous gases in a closed cylinder of finite length. The motion of the gases is governed by singular initial-boundary-value problems for parabolic-hyperbolic partial differential equations depending on a small positive parameter ε, which characterizes the ratios of the masses of the gases to that of the piston. These equations are subject to a transmission condition, which is the equation of motion of the piston. A straightforward energy estimate leads to standard bounds. These are used in a slightly tricky proof that the specific volumes of the gases have positive lower and upper bounds at any finite time. The former bound leads to the theorem asserting that (under mild smoothness restrictions) the initial-boundary-value problem has a unique classical solution defined for all time.
We then study the asymptotic behavior of solutions as ε 0. We show that (i) the solution of the initial-boundary-value problem admits a rigorous asymptotic expansion in ε consisting of a regular expansion and an initial-layer expansion, (ii) the reduced problem, governing the leading term of the regular expansion (which is obtained by setting the densities of the fluids equal to zero, i.e., by setting ε = 0), is typically governed by an equation with memory, rather than by an ordinary differential equation of the sort governing the motion of a mass on a massless spring (this equation has a globally defined solution), (iii) the reduced problem nevertheless has a 2-dimensional attractor on which the dynamics is governed precisely by such an ordinary differential equation.
This problem is mathematically similar to the formidable problem for the longitudinal motion of a heavy mass on a light nonlinearly viscoelastic spring [3, 4, 27, 28] . The main mathematical novelty of our piston problem vis-à-vis that for the spring is that the governing equations of motion for the gas are subject to a dynamical transmission condition, which is the equation of motion of the piston. Our study accordingly emphasizes the formulation of the governing equations and the analysis of those novel aspects of the problem due to the transmission condition. Its treatment differs considerably from that for the mass on a spring treated as a 1-dimensional continuum. We are fortunately able to invoke a number of technical results from [27, 28] to handle many of the remaining aspects of the problem.
For this problem we are able to treat a large family of constitutive equations (equations of state) for the pressure and the viscosity as functions of the specific volume (or, equivalently, of the density). For a discussion of the experimental evidence for such functions, see Bridgman [7] . We note that piston problems have played a fundamental role in gas dynamics (see [8, 18] , e.g.).
Notation. We occasionally denote the function u → f (u) by f (·) and denote the composite function u → f (g(u)) by f • g. The partial derivative of a function f with respect to a scalar argument t is denoted by either f t or ∂ t f . The operator ∂ t is assumed to apply only to the term immediately following it. Obvious analogs of these notations will also be used.
We let c and C denote typical positive constants that are supplied as data or that can be estimated in terms of data. Their meanings usually change with each appearance (even in the same equation or inequality; indeed, C may be regarded as increasing and c as decreasing with each appearance). Similarly, t → γ(t) and t → Γ (t) denote typical positive-valued continuous functions depending on the data. Tacit in the statement of an inequality of the form u ≤ C is an assertion that there exists a positive number C such that this estimate holds.
Throughout this paper we use without comment the Cauchy-Bunyakovskiȋ-Schwarz inequality and the elementary inequality 2|ab| ≤ ca 2 +b 2 /c for real a, b and for positive c. We may use the convention just discussed to write this last estimate as 2|ab| ≤ ca 2 +Cb 2 .
Formulation of the governing equations.
A piston of scaled mass 1 moves in a cylinder of finite length under the action of the two viscous gases that it separates. (See Figure 1. ) We begin this section with a brief formulation of the object of our study: the dimensionless form of the governing initial-boundary-value problem for the purely longitudinal motion of this system under simplifying symmetry assumptions. We then derive these equations from their dimensional form without the simplifying assumptions, an exercise that is not completely trivial, which shows that our analytic methods can handle this general case. The reader interested primarily in the analysis can skim over this material. We take the reference configuration of this system to be one in which the piston is centered between the regions occupied by the gases. We identify a typical material section (material point) of the gas to the left of the piston by the scaled coordinate x ∈ (−1, 0) and a typical material section of the gas to the right of the piston by the scaled coordinate x ∈ (0, 1). (Thus x is a material = Lagrangian coordinate.) We shall show that we can ignore the dimensions of the piston and accordingly take its reference position to be at 0. We assume that the reference density of the gas, to the left and right of the piston, is a small positive constant ε. Let w(x, t) denote the position of the material section x of the gas at time t. We denote the position of the piston at time t by w(0, t). The specific volume of the gas (which is the local ratio of deformed to reference length) at (x, t) is denoted u(x, t) := w x (x, t). The velocity of the gas at (x, t) is v(x, t) := w t (x, t). Thus u and v must satisfy the compatibility equation
Let p(u) be the scaled pressure in the gas due to the specific volume u. Let ν(u) be the scaled viscosity of the gas, allowed to depend on the specific volume. We set
We assume that
Our assumptions imply that ψ has a positive derivative everywhere and that ψ strictly increases from −∞ either to a positive number or to ∞ as u increases from 0 to ∞. For much of our work, we require neither that p be decreasing (so that we allow van der Waal's gases) nor that ν be constant. The usual forms taken for p, ν, ψ are
These clearly satisfy (2.3) and (2.4). We assume that the gases to the left and right of the piston are the same compressible Newtonian fluids. Thus the internal contact force (stress) at time t exerted by the gas to the right of the material section x on that to the left is
We assume for simplicity of exposition that there are no body forces acting on the gas. The momentum equation for the gas is the 1-dimensional Navier-Stokes equation in the material (= Lagrangian) formulation:
The piston is assumed to be subject not only to the contact forces exerted by the gases but also to an external force f , assumed to be a locally bounded function of t. The equation of motion of the piston is
. This equation is a transmission condition for the partial differential equations (2.1) and (2.7) at x = 0. The requirement that the gas at the ends of the piston stay in contact with the ends leads to the boundary conditions
The requirement that the gas at the piston stay in contact with the piston yields another transmission condition
These conditions imply that
We supplement (2.1), (2.7), (2.8), (2.11)-(2.13) with the initial conditions
subject to the restriction that 15) so that the initial conditions are compatible with (2.13). We require that the initial conditions be compatible with the boundary conditions (2.11)-(2.12) to whatever order is required in the analysis. We omit the details, referring to [28] . Our initial-boundary-value problem consisting of (2.1), (2.7), (2.8), (2.11)-(2.14) should be regarded as an abbreviation for a precise version of the Principle of Virtual Power, which is essentially equivalent to the weak formulation of these equations [4] . Note that the disposition of the small parameter ε in the evolution equations (2.1) and (2.7) is just like that which is standard for many asymptotic problems for ordinary differential equations.
Derivation of the general initial-boundary-value problem. As we shall show, our standard assumptions on the constitutive equations for the pressure ensure that the governing system admits at least one equilibrium configuration with the specific volume and density in each gas constant. We take one of these equilibrium configurations as a reference configuration. Let α ∈ (0, 1], L > 0, R > 0. We identify each material section of the gas to the left or right of the piston by its position ξ ∈ [−L(1 + α), −Lα] or ξ ∈ [Rα, R(1 + α)] in this configuration. The length of the piston is (L + R)α and the length of the cylinder is (L + R) (1 + α) . Let ρ L and ρ R be the constant densities of the gases (masses per length) to the left and right of the piston in the reference configuration. Let ω(ξ, t) denote the position of material section ξ at time t. See Figure 1 .
(2.16) The specific volume of the gas (local ratio of deformed to reference lengths) at (ξ, t) is ω ξ (ξ, t). It should be positive everywhere.
Let u → π L (u), π R (u) and λ → µ L (u), µ R (u) be the constitutive functions giving the pressures and viscosities of the gases to the left and right of the piston as functions of the specific volumes for the gases. We assume that π L and π R have the same properties as p in (2.3) and that µ L and µ R have the same properties as ν in (2.4).
We assume that each gas is a compressible Newtonian fluid, so that the internal contact force at material section ξ ∈ [−L(1 + α), −Lα] exerted by the gas to the right of the section on that to the left at time t is 17) etc. We assume for simplicity of exposition that there are no body forces acting on the gas. In this case, the momentum equations are
The piston of mass m, which is assumed to be subject not only to the contact forces exerted by the gases but also to an external force 
The requirement that the gas at the ends stay in contact with the ends leads to the boundary conditions
The requirement that the gas at the piston stay in contact with the piston yields the transmission condition
We shall be especially concerned with problems in which the piston is heavy, i.e., in which the masses of the gases are small with respect to the mass of the piston. We accordingly begin the nondimensionalization of our equations by introducing the dimensionless mass ratio ε and two unimportant dimensionless weight factors
We assume that t is a dimensionless time. We introduce dimensionless independent coordinates and position variables by
(2.23) (These variables indicate that without loss of generality we can regard the piston as occupying a single section.) We define dimensionless pressures and viscosities by
Then (2.18)-(2.21) reduce to
27)
Let us pause to show that our initial-boundary-value problem admits an equilibrium solution, which we chose to be the reference configuration and which we used to establish our original coordinate system. Let us denote the restriction of w to [−1, 0) by w L and the restriction of w to (0, 1] by w R . Clearly, the equations of (2.25) are satisfied by constant specific volumes ∂ x w L = A and ∂ x w R = B, so that w L and w R have the forms w L = Ax + M and w R = Bx + N . Requiring that these linear functions satisfy conditions (2.27) and (2.28) gives A = M + 1 and
with M ∈ (−1, 1) to ensure that these constant specific volumes are positive. Then (2.3) ensures that this equation has at least one solution M ∈ (−1, 1), and if these pressures are strictly decreasing functions of the specific volumes, then this equation has exactly one solution.
Solely for the purpose of simplifying notation, we assume that the reference states and the gases on each side of the piston are identical, so that
and ν L = ν R = ν. In this case, (2.29) always has a solution M = 0, and we take the reference position of the piston to be x = 0. Then u = w x and v = w t satisfy the initial-boundary-value problem formulated at the beginning of this section.
Energy estimate.
The global existence and regularity theory for parabolic-hyperbolic systems like (2.1), (2.7) can be achieved by several approaches, such as the FaedoGalerkin method [17, 29] in Sobolev spaces [5, 6] or the Leray-Schauder theory [11, 15] in Hölder spaces [9] or semigroup theory [30] . These methods each rely on suitable a priori estimates. In this section we obtain the elementary energy estimate. In the next section, we use it to obtain much trickier estimates precluding the states of total compression and vacuum (the difficulty arising from the dynamic transmission condition (2.8)). This preclusion is central for the demonstration of existence and regularity.
Let
We assume that the behavior of p for large u is such that ϕ is bounded below:
so that we could vary ϕ by a constant to ensure that ϕ(u) > 0 for u > 0. In particular, for the standard assumption of (2.5) that p(u) = Ku −σ , we have
We multiply (2.7) by v, integrate the product with respect to x by parts over (−1, 0) and (0, 1) using (2.11) and (2.12), combine the result with the product of (2.8) with v(0, t), and use (2.1) to obtain
Since f is locally bounded, it is locally square-integrable. Thus
Then the Gronwall inequality applied to v(0, t) 2 implies that
Note that if f = 0, then the Γ on the right-hand side of (3.8) can be replaced by a constant C. For ε > 0, (3.8) immediately yields
4. Bounds on the specific volume.
Analogously we obtain (4.2) and (4.4) for x = η 1 , y = η 2 with 0 < η 1 ≤ η 2 < 1. Thus (4.2) holds for all x, y, t with −1 < x, y < 1 and with g appropriately defined. The inequality (3.8) implies that
with Γ ≤ C when f = 0.
Our basic result is
Theorem 4.1. Let (2.3) and (2.4) hold, so that ψ has the properties stated after (2.2), which ensure that ψ is invertible. Let p furthermore differ from a function that is nowhere increasing by a bounded function. Let (u, v) be a classical solution of the initial-boundary-value problem (2.1), (2.7), (2.8), (2.11)-(2.14) defined for
Then there is a function γ depending on the data such that
then there is a function Γ depending on the data such that
Thus (4.2) has the form χ(y, t) = χ(x, t) + Π(y, t) − Π(x, t) + g(x, y, t). (4.11)
We operate on this equation with p • ψ −1 to get
Note that the domain of definition of
differs from a nowhere increasing function by a function whose absolute value is ≤ C.
First suppose that Π(y, t)−Π(x, t)+g(x, y, t)
. Under our modification of the requirement that p•ψ −1 be nowhere increasing, we obtain instead from (4.12) that
Likewise,
Since we are limiting our attention to classical solutions, the function t → Π(y, t) − Π(x, t) + g(x, y, t) is continuous for any fixed x and y. Thus the sets on which this function is positive and on which it is negative are unions of countably many disjoint open intervals. Let (t 1 , t 2 ) be one such interval on which Π(y, t) − Π(x, t) + g(x, y, t) is positive, say. Then the integration of (4.13) 1 over (t 1 , t) yields
for t ∈ (t 1 , t 2 ). Accounting for the set where Π(y, t) − Π(x, t) + g(x, y, t) = 0, we thus find that
It then follows from (4.9) 1 and (4.11) that
Let δ be a small positive number. Suppose that there were a material point x and a time T at which
This means that u(y, T ) < 1 for all y, which contradicts the requirement (2.13).
, which is (4.6). Likewise, suppose there were a material point x and a time T at which ψ(u(x, T )) ≥ ψ(1 + δ) + 2Γ (T ). We could only be assured that such an inequality could hold when
For the usual case that ψ(u) = ln u ν and p(u) = Ku −σ , we can give a more computational proof of this theorem: We define
which is equivalent to
Let us set H(x, t) := e σΠ(x,t)/ν , so that (4.21) is equivalent to
Note that (4.19) implies that H(x, t) and H t (x, t) are positive for all x and t. For any fixed x and y, the mapping t → (H(x, t), H(y, t)) defines a curve in the plane that starts at (1, 1) and, as a consequence of (4.22), moves rightward and upward. The integration of (4.22) with respect to time from 0 to t yields 25) which is (4.18). Note that this ψ(u) → ∞ as u → ∞.
Note that Theorem 4.1 is valid for ε = 0. It is a much easier exercise to show that the vanishing of u at one point is impossible. But for the purpose of analyzing our initial-boundary-value problem, we need the a priori estimate (4.6). The estimate (4.9) is helpful but not crucial because it does not correspond to singular behavior in the problem.
The estimate (4.6) supports a global existence and regularity theorem for our initialboundary-value problem for any ε > 0. The proof of this theorem follows by a straightforward adaptation of any of several works [1, 2, 5, 6, 10, 14, 19] devoted to systems of the form (2.1), (2.7) (or to generalizations thereof) with different boundary conditions, but subject to the requirements that u > 0 and that the system becomes singular at u = 0.
The reduced problem.
We now study the dependence of solutions of the system (2.1), (2.7), (2.8), (2.11)-(2.14) on the small parameter ε. We first study the reduced problem obtained by setting ε = 0 in this system: From (2.1) and (2.7) we obtain
In view of (2.11), these equations are equivalent to
We evaluate (5.2) at ξ = 0 and η = 0 to get alternative expressions for h L and h R :
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Using (2.1), we replace (5.1) and (2.8) with
where we have employed (2.1). These equations form a system of "ordinary differential u t (x, t) dx = 0, in consonance with (2.13).) These are subject to the relevant initial conditions of the form (2.14), namely,
We integrate (5.4) from 0 to t and use (2.14) to get corresponding integral equations for u and v(0, ·): Note that we could have used the invertibility of ψ to replace the variable u with ψ(u) to simplify (5.1), but doing so complicates (2.1) and its consequences in this section.
6. The impossibility for the motion of the piston to be governed by the standard ordinary differential equation. For the reduced problem, the gas has no inertia, so we might expect that it merely transmits elastic and viscous forces to the piston. We accordingly ask whether the motion of the piston for the reduced problem can be governed by a (nonlinear) ordinary differential equation of traditional type for the mass on a (nonlinearly elastic) spring (with internal dissipation) for any initial conditions governing the piston. Let us express (2.8) as
This would be an ordinary differential equation for w(0, ·) of the usual form if we could "cancel" the x-derivatives, i.e., if there were a function w → j(w) such that
We substitute (6.2) into (5.2) evaluated at ξ = 0 = η, t = 0, and denote v(0, 0) ≡ w t (0, 0) by µ and w(0, 0) by λ, obtaining
dx,
dx.
Since we allow any initial conditions on the piston, these equations must hold for all µ and all λ. Since ψ (u) > 0 for all u, the differentiation of (6.3) with respect to µ yields the contradiction that j w (λ) must be both positive and negative. This conclusion is a consequence of the presence of the viscosity (cf. [3] ). This viscosity, however, will enable us to produce a meaningful ordinary differential equation to approximate (5.4) and to give a precise mathematical position to the reduced problem.
7.
Bounds for the solution of the reduced problem. Our immediate objective is to relate the reduced problem (5.4) to an appropriate ordinary differential equation. Specifically, we shall show in the next section that the dynamical system generated by (5.4) has a global attractor, which is contained in a finite-dimensional invariant manifold on which the dynamics is governed by a second-order ordinary differential equation like that governing the motion of a damped spring. For this purpose, we shall employ Theorem 7.9, which asserts the existence of uniform upper and lower bounds for solutions of (5.4). The proof of this theorem depends on a complicated sequence of elementary lemmas.
We strengthen several of our constitutive hypotheses solely for the analysis in this and the next section: We assume that
Condition (7.1) 1 is a consequence of (2.4) (and (2.24)). Condition (7.1) 2 was invoked in (4.7). Conditions (7.2) are standard; cf. (2.5) and (3.2). We also strengthen our hypotheses on the external force f by assuming that f has period 1 and mean value 0. This periodicity is not essential but simplifies the dynamical-systems theory we shall apply. (We could get by with the assumption that | t 0 f (τ ) dτ | ≤ C.) These assumptions are tacitly assumed to hold in this and the next section.
Our immediate goal is to prove several lemmas that lead to a uniform boundedness result for solutions of (5.4). The first lemma provides estimates on the evolution of the difference between the specific volumes at two material sections. 
there are numbers ξ 
Proof. For any fixed ξ
on [0, ∞). Since (7.1) 2 implies (4.8), we need not worry about ψ (z(t)) approaching 0. We treat h L as a given function of t, which is valid because of Theorem 5.1 on existence of the solution of the reduced problem. Thus the usual uniqueness theory for ordinary differential equations implies (7.3). The existence of ξ + , ξ − ∈ [−1, 0] such that (7.4) holds follows immediately from (7.3). Equation (5.4) 1 and the Mean Value Theorem imply that
( 7.7) (Note that the integral of (7.7) over time from 0 to t leads to an easy alternative proof of (7.3) and (7.4).) For a solution (u, v) to (5.4), the next lemma, a specialization of Theorem 4.1, bounds u uniformly from above for all t ≥ 0. Proof. Because u is nowhere negative and
u(x, t) dx = 2 for all t ≥ 0, inequality (7.4) implies that
. By (7.5), (7.2) 1 , and (7.4), H t ≤ 0 and hence H(ξ, t) ≤ H(ξ, 0) for all t ≥ 0. Note that we can bound H(ξ, 0) by a constant depending only on u * , u * . Since ψ is increasing, (7.8) implies that
Hypothesis (7.1) 2 completes the proof. We still need a uniform lower bound for u and a uniform bound on |v|. To establish these, we need several additional lemmas. After the first two, which are technical, follow several lemmas used in Theorem 7.9 to make phase-plane arguments that lead to uniform bounds.
t) ≤δ(µ). An analogous result holds for u on [0, 1].
Proof. We defineH(µ, δ) := ψ(µ + δ) − ψ(µ) for µ, δ > 0. The properties (7.1) of ψ imply that
for δ has a solution for each µ > 0. The positivity ofH δ ensures that this solution is unique. We denote it byδ(µ). It satisfiesH(µ,δ(µ)) =H(u * , u * − u * ). The Local Implicit-Function Theorem then implies thatδ is continuously differentiable withδ (µ) > 0 for all µ > 0,δ(µ) → 0 as µ 0, and
H(µ, δ) ≤H(µ,δ(µ)) if and only if 0 ≤ δ ≤δ(µ). (7.12)
Now we suppose that u(ξ − , t) ≤ µ ≤ u * . We set
By (7.5), (7.12), (7.11) , and the hypotheses of this lemma, we obtain
(7.14)
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Finally, another application of (7.12) yields
Lemma 7.4. Let (u, v) satisfy (5.4). Letδ be the function from Lemma 7.3, and let µ L and µ R be positive constants that satisfy
]. An analogous statement holds with the roles of ξ and η reversed.
( 7.17) Now suppose that the conclusion were false, so that there would be anη ∈ [0, 1] with u(η, t) < µ R . Lemma 7.3 would then imply that
Inequalities (7.16) and (7.17) would then be contradictory. (7.20) in contradiction to (7.4) and (7.5) . The proofs of the other cases are similar.
Proof. Suppose that v(0, t) ≤ 0 and that u(ξ
Likewise, u t (η − , t) ≥ 0 when v(0, t) ≤ 0, and therefore h R (t) + p(u(η − , t)) ≥ 0. Let us now fix a µ R such that 0 < µ R +δ(µ R ) < 2. Then Lemma 7.4 implies that there is a µ L so small that u(η
Conditions (5.4) 3 , (7.21), and (7.22) yield
Since µ +δ(µ) 0 as µ → 0, condition (2.3) 2 implies that the right-hand side of (7.23) is positive for µ L sufficiently small. The proof of the other case is analogous. 
Proof. System (5.4) implies that
We integrate (7.24) with respect to time from t 0 to t ∈ [t 0 , t 1 ] to get
in the (u, v) phase plane. We need only find U * so that these curves stay to the right of the line {u = U * } in this plane. Let t 0 be the first time at which either (u L , v) or (u R , v) hits the line {u = µ}. (If there is no such time t 0 , then we are done.) Suppose that v(0, t 0 ) < 0, i.e., that both (u L (t), v(t)) and (u R (t), v(t)) lie below the u-axis. By Lemma 7.5, (u R , v) moves from left to right below the u-axis, and hence it must be (u L , v) that hits {u = µ} at t 0 . Because If t 1 = ∞, i.e., if (u L , v) stays in the strip below the u-axis and to the left of {u = µ} for all t ≥ t 1 , then we are done. Otherwise, (u L , v) must leave this strip at a finite time t 1 and does so by crossing {u = µ} below the u-axis or by crossing the u-axis.
Suppose first that (u L , v) moves back to the right of {u = µ} at t 1 and that (u L (t 1 ),v(t 1 )) and (u R (t 1 ), v(t 1 )) are below the u-axis. We let t 2 denote the next time at which either (u L , v) or (u R , v) hits the line {u = µ}. An argument like that of the previous paragraph shows that both (u L , v) and (u R , v) stay to the right of {u = U * } until both are to the right of {u = µ} or until both cross the u-axis.
Suppose instead that (u L , v) and (u R , v) cross the u-axis at t 1 . Because (u R , v) is crossing the u-axis from below to above, Lemma 7.6 implies that (u R , v) is to the right of the line {u = µ}. Lemma 7.5 implies that as long as (u L , v) stays above the u-axis, (u L , v) moves from left to right and hence stays to the right of the line {u = U * }. Now, arguments like those of the previous two paragraphs show that as long as (u L , v) and (u R , v) stay above the u-axis, both points stay to the right of {u = U * }. If (u L , v) and (u R , v) later cross the u-axis from above to below, Lemma 7.6 implies that (u L , v) is to the left of {u = µ}, and we can repeat the arguments given above to control (u L , v) and (u R , v) while they remain below the u-axis. Continuing in this fashion shows that (u L , v) and (u R , v) stay to the right of {u = U * } for all t ≥ 0.
8. An attracting ordinary differential equation for the reduced problem. In this section we find a global attractor lying on an invariant manifold for the dynamical system generated by (5.4). Note that the reduced problem (5.4) is obtained by first formulating the governing equations when the gas in the cylinder has inertia and then letting this inertia go to zero. The attracting ordinary differential equation (8.4) , on the other hand, can be directly based on the model that the gas is an inertialess spring that serves only to transmit elastic and viscous forces to the piston. We use abstract dynamical-systems theory to prove Theorem 8.2, which connects the dynamics of (5.4) to the dynamics on the invariant manifold. (The approach of this section is analogous to that in [27] , which relates the reduced problem for the motion of a heavy mass on a light nonlinearly viscoelastic rod to an ordinary differential equation describing the motion of a particle on a massless spring. However, because of both the transmission condition and the changes in constitutive equations necessary for describing a viscous gas rather than a viscoelastic solid, the treatment here differs in important ways from that of [27] .)
To discover this invariant manifold, suppose that (5.4) has a solution of the form
This function satisfies (2.13) and
The requirement that |w(0, t)| < 1 implies that 0 < ζ(t) and 2 − ζ(t) < 2 for all t ≥ 0. Equation (5.3) yields
which, along with the corresponding relation between h R and 2 − ζ(t), shows that the first two equations in (5.4) are satisfied automatically, while the third equation in (5.4) requires that ζ satisfy
Note that the system of two first-order ordinary differential equations equivalent to (8.4) is defined on the strip
of the (ζ,ζ) phase plane. We have just shown that equation (8.4) must be satisfied by any solution to (5.4) with a spatially constant specific volume. Conversely, it is straightforward to show that given ζ satisfying (8.4), one can construct a solution (u, v) to (5.4) with the property that for all t > 0, u(ξ, t) = ζ(t) for ξ ∈ [−1, 0) and u(η, t) = 2 − ζ(t) for η ∈ (0, 1]. We call such solutions constant-volume solutions.
To define an appropriate dynamical system, we consider (5.4) as an ordinary differential equation on the set 
We endow X with this distance function. for all nonnegative integers m. Hence the dynamical system (X , T) describes the dynamics of (5.4). Now define
(8.10) We note that a point (y L , y R , z) ∈ X 0 can be identified with the point (ζ,ζ) = (y L (0), z) in the subset S of the (ζ,ζ)-plane. We consider (5.4) with initial data in X 0 . As noted above, we can use (8.4) to construct a constant-volume solution to (5.4) satisfying these initial data. By uniqueness, it follows that X 0 is invariant for (5.4), and if we define T 0 as T restricted to X 0 , then the dynamical system (X 0 , T 0 ) is determined by (8.4) .
The following theorem enables us to exploit the relation between solutions to (5.4) and solutions to (8.4).
Theorem 8.1. There is a compact set C 0 ⊂ S with the property that for any compact set K 0 ⊂ S, there is a time τ that depends only on K 0 such that if (ζ(·), ζ t (·)) is a solution to (8.4) with (ζ(0), ζ t (0)) ∈ K 0 , then (ζ(t), ζ t (t)) ∈ C 0 for all t ≥ τ .
Sketch of
Proof. Theorem XI.8.1 in Lefschetz [16] is a version of this result for an ordinary differential equation with the same structure as (8.4) but for functions P and Q that are defined on R. To exploit Lefschetz's theorem, we note that P (1) = 0, that hypotheses (2.3) 2 and (7.2) 2 imply that 11) and that hypotheses (7.1) 1 and (2.4) 2 imply that
These coercivity properties and our hypotheses on the external force f stated at the beginning of Section 7 support a straightforward exercise to check that the proof of Theorem XI.8.1 in [16] applies here mutatis mutandis. Some of the abstract theory for dynamical systems enables us to connect the dynamics of (X 0 , T 0 ) to that of (X , T). Let Y be a complete metric space with metric d. Let Theorem 8.2. Let (7.1) and (7.2) hold. The dynamical system (X , T) generated by (5.4) has a maximal, compact, invariant set A 0 that attracts each set B ⊂ X with the boundedness property. The set A 0 is contained in X 0 and equals the n≥0 T n C 0 , where C 0 is the set introduced in Theorem 8.1.
Sketch of Proof.
The proof is essentially the same as the proof of Theorem 4.6 in [27] , so we omit the details. There are two basic steps: (i) the use of Theorem 7.9 together with (2.15) and (7.5) to show that if B is any set of initial conditions with the boundedness property, then the distance between T n B and X 0 goes to 0 as n → ∞; (ii) the use of standard ideas from dynamical systems theory to show that n≥0 T n C 0 is the global attractor for the dynamics restricted to X 0 . See [12, Lemma 2.4.2].
Theorem 8.2 says that the long-term dynamics for the reduced problem is determined by (8.4) , which governs the dynamics on the invariant manifold X 0 . It thus gives a precise mathematical relation between the reduced problem and the ordinary differential equation that one would expect to govern the motions of a piston in a viscous gas with no inertia.
For a discretization of the problem treated in [27] , which is closely related to the problem treated here, the question of how the invariant manifold X 0 for the reduced problem perturbs to an invariant manifold for the governing equations when 0 < ε << 1 is addressed in [26] .
Asymptotic representation of solutions.
In this section we assume that the data have as much regularity as is needed in the analysis. E.g., the second perturbation for the regular expansion is governed by (9.6), which involves p , so in using this perturbation, we are tacitly assuming that p has two derivatives.
We introduce the stretched time variable τ by t = ετ.
We seek asymptotic representations of the solutions (u, v) of the initial-boundary-value problem (2.1), (2.7), (2.8), (2.11)-(2.14) in the form
with k a nonnegative integer. We shall precisely interpret (9.2) in terms of various norms. The presence of the extra factor ε in (9.2) 2 is merely for computational convenience. Here (u 
where
. . , is a collection of partial derivatives depending on k that enter the analysis. We require the regular expansion (u (9.5) and
All the subsequent problems for the terms of the regular expansion are nonhomogeneous versions of the linear system (9.5) with the nonhomogeneous terms depending on the solutions of lower-order systems. We discuss the initial conditions for the regular expansion below.
Of course, we require the solution (u(·, ·, ε), v(·, ·, ε)) to satisfy the full initial-boundaryvalue problem, so that the initial-layer expansion (
In (9.11), the arguments of the u R , v R are (x, ετ ; ε) and those of u L , v L are (x, τ ; ε).
, etc., we find equations for (U j , V j ) from (9.7)-(9.13) by the same process by which we found the equations for the regular expansion:
and
Note the linearity of (9.14). All subsequent initial-layer expansions are nonhomogeneous versions of this system. Note also that (9.14) 2 is just the heat equation (with a nonuniform conductivity).
For the reduced problem to be self-contained, i.e., for it to have a unique solution, we must prescribe for it the initial conditions (9.14) 6 and v 0 (0, 0) =v(0). As follows from Section 5, this condition gives v 0 . Thus (9.14) 7 then gives an initial condition for V 0 . From (9.14) 5 we then find V 0 (0, τ) = V 0 (0, 0) = 0. System (9.14) thus yields two well-posed initial-boundary-value problems for V 0 , one for x ∈ [−1, 0] and one for x ∈ [0, 1].
We avoid using initial data for the U j by exploiting (9.4) to deduce from (9.14) 1 that
whence we obtain U 0 (s, 0), which can now be inserted into (9.15) 6 to give an explicit initial condition for u 1 . The same methods handle the higher-order problems. The evolution equations (2.1), (2.7), (2.8), when viewed as ordinary differential equations in a Banach space, have a form that is standard for the asymptotic analysis of initial-value problems for the usual systems of ordinary differential equations (cf. [21, 23] , e.g.). For our partial differential equations, there are, however, serious technical obstacles in obtaining the exponential bounds (9.4) and the essential error bounds of (9.2), upon which rests the justification of the asymptotics. Fortunately, these technical problems were resolved for the more complicated partial differential equations in [28] . There, e.g., our linear equation (9.14) 2 is replaced by a quasilinear equation. To demonstrate that its solution and many derivatives of its solution have exponential decay required a complicated modification of techniques based on the maximum principle for parabolic equations developed in [24] . (These were inspired by methods of S. N. Bernstein described in [15] . The equation in [28] is quasilinear because the tensile force depends nonlinearly on the strain rate (= velocity gradient) u t = v x .) The corresponding treatment for our problem is far simpler. Indeed, much of it can be based on the generalizations of the maximum principle given by [11] . We accordingly just informally state the fundamental theorem:
Theorem 9.1. Let constitutive restrictions (2.3) and (2.4) hold. Let the initial functions u andv of (2.14) be sufficiently smooth and satisfy compatibility conditions of sufficiently high order. Let f be sufficiently smooth. Then for each ε > 0 the initial-boundary-value problem (2.1), (2.7), (2.8), (2.11)-(2.14) has a classical solution (u, v) defined for all time with a level of smoothness corresponding to that of the data, and u The global existence of solutions depends crucially on the bounds of Sections 3 and 4 (cf. [1, 2, 5, 6, 14, 22] ). The justification of the asymptotics in (9.17) depends on simplified versions of the proofs in [28] that the initial-layer expansion decays exponentially in time. It can be shown that other derivatives of the errors satisfy bounds just like (9.17); cf. [28] .
10. Comments. Our work has exhibited the intricate relationship between the solution of the full initial-boundary-value problem for the parabolic-hyperbolic system (2.1), (2.7); the solution of reduced equations, which form a system with memory; and their attractor, which is governed by a standard second-order ordinary differential equation for the damped motion of a mass-spring system. It is important to note that the reduction effected by setting ε = 0 annihilates some but not all the inertia of the physical problem. Mechanical problems in which all the inertia is thus annihilated typically have asymptotic expansions in which there is an initial layer, but the behavior of the system differs considerably from ours.
Our effort in this paper was devoted to establishing the bounds for the general problem in Section 4 and for the reduced problem in Section 7. We then exploited available tools to establish the relationships between the full problem, the reduced problem, and its attractor.
Our methods could no doubt handle the motion of many pistons in a single cylinder. When combined with the methods of [28] , they could handle the motion of a mass on two springs with their other ends attached to fixed points, with the springs treated as 1-dimensional nonlinear viscoelastic solids. They could presumably treat the motion of one or several mass points connected by several such springs.
