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Abstract
Hypernetworks are neural networks that generate weights for another neural net-
work. We formulate the hypernetwork training objective as a compromise between
accuracy and diversity, where the diversity takes into account trivial symmetry
transformations of the target network. We explain how this simple formulation
generalizes variational inference. We use multi-layered perceptrons to form the
mapping from the low dimensional input random vector to the high dimensional
weight space, and demonstrate how to reduce the number of parameters in this map-
ping by parameter sharing. We perform experiments and show that the generated
weights are diverse and lie on a non-trivial manifold.
1 Introduction
In recent years, generative methods such as Variational Autoencoders(VAEs)[1] and Generative
Adversarial Networks(GANs)[2] have shown impressive results in generating samples from complex
and high-dimensional distributions. The training of these generative models is data driven, and
an essential requirement is the existence of a rich enough data set, which faithfully represents the
underlying probability distribution. A trained VAE decoder or GAN generator is a neural network
which is operated by feeding it with an input (usually random), and it outputs an array of numbers,
which represent, for example, pixel intensities of an image.
It is natural to suggest that this idea be extended from images to neural networks, such that a
trained generator would output numbers which represent weights for a neural network with a fixed
target architecture and a fixed task, such as classifying a specific type of data (By “weights” we
are referring to any trainable parameter of a neural network, including bias parameters). After all,
just like images, a neural network is a structured array of numbers. Indeed, this was carried out in
recent works[3, 4]. The term hypernetwork was coined[5, 3] for a neural network that acts as such a
generator. Applications include ensemble creation and Bayesian inference. Hypernetworks can also
serve as a tool for a researcher to explore the loss function surface.
A hypernetwork cannot be trained in a data driven manner in the same sense as the aforementioned
generative methods, since there is no rich data set of neural networks for each given target architecture
and each task. Thus, there is no underlying probability distribution of neural networks. We therefore
take a different approach, where we decide upon useful properties that such a distribution would have,
and express them as loss function terms. The two useful properties are accuracy and diversity. The
former implies that the generated neural networks achieve high accuracy in performing their intended
tasks. The diversity property means that the hypernetwork could generate a big number of essentially
different networks. Two networks are considered essentially different if their weights differ by more
than just trivial symmetry transformations.
Previous work [3, 4] are set up in a Bayesian context, require a probabilistic interpretation of the target
neural network’s output, and harness variational inference(VI)[6–8] to approximate the posterior of
the weights given the data and sample from it. This approach has some drawbacks, which our method
addresses. First, we do not require a probabilistic interpretation of the target network, which allows
us to apply our method to a broader range of neural network types. Second, our loss function has an
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Figure 1: The hypernetwork on a toy problem in two dimensions. (a) Points generated by hypernet-
work, where the background shades are the values of the Gaussian mixture. The curve (composed
of points) is the hypernetwork’s output for 400 uniformly spaced points z in the range [−1, 1]. The
points were colored so that they can be easily matched with their z values in the other graphs in this
figure. (b) The values of the Gaussian mixture (solid curve, left axis) along the path, and the distance
of each point to its nearest neighbor (dashed curve, right axis).
explicit hyperparameter that can be tuned to balance between the accuracy and diversity. Lastly, our
formalism allows different forms for the diversity loss term, while VI forces the use of entropy. Our
formalism has VI as a private case, for specific choices of the hyperparameter and the diversity loss
term.
The main contributions of this work:
• We provide a simple template for hypernetwork loss functions, which have VI as a private
case. The loss function is applicable to any type of neural network task - not only to networks
with a probabilistic interpretation.
• We show how to make the measure of the diversity of the generated networks more mean-
ingful by taking symmetry transformations into account.
• We describe a parameter sharing architecture which reduces the size of the hypernetwork.
• We demonstrate for the first time (to our knowledge) a hypernetwork that can generate all the
weights of a deep neural network, in such a way that all weights are statistically dependent.
We show that the set of generated networks lies on a highly non-trivial manifold in weights
space.
• We show that ensembles of generated networks can improve the response to adversarial
examples.
2 Related Work
Bayesian hypernetworks(BHNs)[3] and multiplicative normalizing flows with Gaussian
posterior(MNFGs)[4] both transform a random input into the weights of a target neural network.
These works formalize the problem in a Bayesian setting and use VI[6–8] to get approximate samples
from the posterior of the target network’s weights. A key ingredient used by both is a normalizing
flow(NF)[9], which serves as a flexible invertible function approximator. A NF requires that the
input size is equal to the output size, and thus scales badly with the target networks’ size. To reduce
the number of parameters in the hypernetwork, BHNs and MNFGs employ reparameterizations
of the weights. In BHN, the chosen reparameterizaion is weight normalization[10], and the NF
produces samples only of the norms of the filters. The remaining degrees of freedom are trained to
be constant (non-random). MNFG models the weights as a diagonal Gaussian when conditioned
on the NF, with trainable means and variances. The NF acts as scaling factors on the means, one
scale factor per filter (in the case of convolutional layers). The sources of randomness are thus the
NF input and the per-weight Gaussian. The weights for different layers are generated independently.
This limits the diversity of generated networks, since each layer needs to learn how to generate
weights which give good accuracy without having any information about the other layers’ weights. In
contrast, in the current work we don’t use a NF, relying instead on MLPs and convolutions to create
a flexible distribution. This makes it possible to use a small vector as the latent representation of
primary network, while generating all of its weights, without the need to use a restrictive model (e.g
Gaussian). The downside of this approach is that the MLPs are not invertible, which might cause the
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Figure 2: Histograms of accuracies of generated networks. (a) Our hypernetwork, λ = 105 (b) Our
hypernetwork, λ = 103 (c) MNFG
output manifold to have a lower dimension than the input, and which makes it necessary to use an
approximation for the entropy of the output.
There are more examples of prior work done on using auxiliary neural networks for the task of
obtaining the weights of a target network. Here we discussed the two that are most relevant to our
work. In Appendix A.1 we review additional papers. Common to most of these papers is that there is
no attempt for the generated weights to be diverse.
3 Methods
3.1 Hypernetworks
Let T (x; θ) : X ×Θ→ Y be the neural network whose weights we want generated, where X is the
input domain, Y is the output domain and Θ is the set of trainable weight vectors of the network. We
refer to T as the target network architecture, or more shortly as the target network. Let L(θ|pdata)
be the loss function associated with the target network, where pdata (x, y), defined on X × Y , is
the data distribution. The standard practice for obtaining useful weights θ is to minimize L using
backpropagation, where the gradients of L are estimated using batches of samples from the training
data set. The outcome of this process is a single optimal vector of weights θ∗. The set of possible
outcomes may be very large, due to the prevalence of local minima and flat regions in the loss function
surface[11, 12] and due to symmetry transformations, such as permutation between filters and scaling
of weights, which keep the network output unchanged.
The approach offered here is different. Instead of obtaining θ∗ by directly minimizing L, we obtain
θ∗ as the output of a hypernetwork, which is a generator neural network G (z;ϕ) : Z × Φ → Θ,
where Z is some input domain and Φ is the space of parameters (To reduce confusion, we refer to θ
as “weights” and to ϕ as “parameters”; We occasionally use the notation G (z) as a shorthand for
G (z;ϕ)). We will draw the values for z from a simple probability distribution pnoise. We train G by
minimizing a loss function L(ϕ|pnoise, pdata) that depends on the combined network T (x;G(z;ϕ)).
3.2 Loss Function
3.2.1 Two Components: Accuracy and Diversity
To benefit from having a trained hypernetwork, it is not enough that T (x;G (z;ϕ∗)) yields low
values for L. It is also important that the hypernetwork can generate essentially different networks
(we define this in 3.2.2). This forces us to let the hypernetwork G(z) generate also sub-optimal
weights, since as a continuous function its image cannot contain only optimal weights without a
continuous path in weight space between them (see [13–15] for discussions of optima connectivity).
Thus, we train ϕ∗ by minimizing over a loss function which includes two terms:
L (ϕ|pnoise, pdata) = λLaccuracy (ϕ|pnoise, pdata) + Ldiversity (ϕ|pnoise) , (1)
where Laccuracy depends on L. An obvious choice for Laccuracy is
Laccuracy (ϕ|pnoise, pdata) = Ez∼pnoiseL (G (z;ϕ) |pdata) . (2)
Ldiversity should ensure that there is high diversity in the results of G as a function of z, obviating the
risk of undergoing “mode collapse”. λ > 0 is a hyperparameter that balances the two losses (Strictly
3
speaking, λ should not be called a hyperparameter, since it is not a variable such as the number of
layers or a regularization coefficient which should be tuned so as to minimize the validation loss. λ is
an essential part of the validation loss function itself. However, we do not make this distinction in the
following).
For the diversity term, we will use (the negative of) the entropy of the generated weights. Other
possibilities include the variance, or diversity terms that are used in texture synthesis[16] and feature
visualization[17]. During training, we estimate the entropy of a minibatch of generated weights using
a modified form of the Kozachenko-Leonenko estimator[18, 19] (see Appendix A.5).
The loss function in equation (1) is heuristically simple to justify. However, it is illuminating to
see how it can also be obtained in another way, as the relaxation of an optimistic choice for the
distribution of G(z). This is described in Appendix A.2.
3.2.2 Taking Symmetries Into Account
An increase in entropy may not always translate to an increase in diversity, since the diversity that we
are interested in is that of essentially different outputs. Two weight vectors θ1, θ2 ∈ Θ are considered
essentially different if there is no trivial symmetry transformation that transforms θ1 into a close
proximity of θ2, where the proximity is measured by some metric on Θ. Symmetry transformations
are functions S : Θ→ Θ such that T (x; θ) = T (x;S(θ)) for all x ∈ X and all θ ∈ Θ. The trivial
symmetry transformations include any composition of the following:
• Scaling - If the target network is a feed-forward convolutional network with piecewise-linear
activations such as ReLU[20, 21] or leaky-ReLU[22], then scaling the weights of one filter
by a positive factor, while unscaling the weights of the corresponding channel in all filters in
the next layer by the same factor, keeps the output of the network unchanged (we consider
the weights at the input of a fully connected neuron as a filter, whose receptive field is the
entire previous layer).
• Logits’ bias - If a network produces logit values which are fed into a softmax layer, then
adding the same number to all logit values does not change the values of the softmax
probabilities.
• Permutation - Permuting the filters in a layer, while performing the same permutation on
the channels of the filters in the next layer.
A hypernetwork that generates weight vectors that differ only by a trivial symmetry transformation
should not score high on diversity, even though it may have high entropy. To deal with this problem,
we use gauge fixing (a term borrowed from theoretical physics), which breaks the symmetry by
choosing only one representative from each equivalence class of trivial symmetry transformations.
This can be realized by a function G : Θ→ Θ which transforms any weight vector to its equivalence
class representative: G(θ1) = G(θ2) if and only if θ1 and θ2 are related by a trivial symmetry
transformation. Therefore, we use the following form for the entropy in the diversity term:
Ldiversity (ϕ|pnoise) = −Hz∼pnoise [G (G (z;ϕ))] , (3)
where H is the entropy of its argument.
We choose G to break the symmetries in scaling and in logits’ bias. The former is broken by requiring∑
k (θl,i[k])
2
= nl,i, where θl,i[k] is the k’th element of the i’th filter of the l’th layer, and nl,i is the
number of elements in the filter, including the bias term. The sum is over all elements of the filter. This
constraint is applied to the layers 1 ≤ l ≤ m− 1 where m is the number of layers, and for all filters i
in the layer. It is imposed on all but the last layer, since this is the freedom we have under the scaling
symmetry transformation. To see this, we can take an arbitrary network, and repeat the following
process, starting with l = 1 and then incrementing l by 1: we scale the filters of the l’th layer to obey
the constraint, and unscale the filters of the l + 1 layer accordingly to keep the output unchanged.
This process cannot be performed when l = m, since for the last layer there is no next layer to do
the unscaling on. The logits’ bias symmetry is broken by requiring
∑
i θm,i[bias] = 0, where the
summand is the bias term of the filter. Incorporating permutation symmetry is also possible, for
example by lexicographically sorting filters in a layer. However, we decide to ignore this symmetry,
due to implementation constraints. Note that the permutations form a discrete group, and it is harder
for a continuous generator to fail by generating discrete transformations.
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Figure 3: Examples of samples of filter slices. Each of the four figures contains 25 samples for one
specific filter slice. (a) first layer. (b) first layer (different filter). (c) second layer. (d) third layer.
3.2.3 The Case of Classification, and the Relation to Variational Inference
In section 4 we describe experiments where the target network performs classification. In this case,
the outputs of the target network are probability distributions over the finite set of classes. Thus,
T (x; θ)i is the probability for the i’th class for input x. We can rewrite this as p(i|x; θ). Typically,
the loss function is taken to be the negative mean log likelihood:
L(θ|pdata) = −E(x,y)∼pdata log p(y|x; θ), (4)
where for simplicity we assumed here that the data set contains only deterministic distributions y, i.e.
y is a one-hot encoding of a class, and we can identify between y and its class.
Combining equations (1 - 4) while ignoring the gauge fixing function and setting λ = n, where n is
the size of the data set, we obtain:
L (ϕ|pnoise, pdata) = −Ez∼pnoise,(x,y)∼pdatan log p(y|x;G (z;ϕ))−Hz∼pnoise [G (z;ϕ)] . (5)
This is very similar to the VI objective [3, 4], as we describe in Appendix A.3. However, equation
(1) is more general in that it does not require the outputs of the target network to be probability
distributions, it allows us to use diversity terms other than entropy, which could include gauge fixing,
and it incorporates the hyperparameter λ that enables us to control the balance between accuracy
and diversity (However, we believe that the appearance of λ is consistent with VI, as we explain in
Appendix A.4).
3.3 Architecture
z
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c1,2
W1
θ1,1
…
…
E
W1
θ1,2
cm -1,2
…
cm -1,1
Wm -1
θm -1,1
Wm -1
θm -1,2
cm Wm
θm,:
Figure 4: Architecture block diagram.
We assume that the target network T is convolutional with
m layers, where within each layer the filters have the same
size. θl,i are the weights for the i’th filter of the l’th layer.
If the hypernetwork G were a fully connected multilayer
perceptron (MLP), it would scale badly with the dimension
of the weights of T . We therefore utilize parameter sharing
in G by giving it a convolutional structure, see Fig. 4. The
hypernetwork input z is fed into a fully-connected sub-
network E, which we call the extractor, whose output is
a set of codes cl,i, where l = 1, ..,m. The code cl,i is a
latent representation of θl,i. The code cl,i is then fed into
the weight generator Wl, which is another fully connected
network which generates the weights θl,i. We emphasize
that the same weight generator is re-used for all filters in a
certain layer of T . Wl can be seen as a convolutional non-
linear filter with a receptive field that is a single code for
the layer l. To allow a flexible use of high level features,
we treat all weights in the last layer of T as one “filter”,
thus using Wm only once.
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Figure 5: Examples of samples of filter slices for MNFG. Each of the three figures contains 25
samples for one specific filter slice. (a) first layer. (b) first layer (different filter). (c) second layer.
4 Experiments
All code used to run the experiments can be found online at https://github.com/sliorde/
generating-neural-networks-with-neural-networks. Please refer to the code for a full
specification of hyperparameter values and implementation details.
4.1 Toy Problem
We start with a toy problem which is easy to visualize. Instead of generating weights for a neural
network, we generate a two dimensional vector. The goal is for the generated vectors have high
values on a specified Gaussian mixture, and also to obtain high diversity. We take the input z to the
hypernetwork to have dimension 1, to demonstrate the case where the hypernetworks output manifold
has a lower dimensionality than the weight space. This problem does not have symmetries, so we
do not include gauge fixing in the loss. Instead, we use a conventional `2 regularization loss. The
hypernetwork is taken as a MLP whose hidden layers have sizes 30, 10 and 10. The final distribution
learned by the hypernetwork is displayed in Fig. 1. We see that the one dimensional distribution is
supported on a path which passes through all peaks of the Gaussian mixture. Inevitably, the path
must pass through regions with low values of the Gaussian mixture. However, in these regions the
density is lower.
4.2 MNIST
We take the target network architecture T to be a simple four layer convolutional network for
classifying images of the MNIST data set[23]. The full target network specification is displayed in
Appendix A.6. The total number of weights in the network is 20018. This network can easily be
trained to achieve an accuracy of over 99% on the validation set.
For the hypernetwork, we take the input vector z to be 300 dimensional, drawn from a uniform
distribution. The extractor and weight generators have three layers each. The total number of
parameters is 633640. For a detailed specification, including training details, see Appendix A.7.
We compare our results to MNFG[4]. We used code that is available online at https://github.
com/AMLab-Amsterdam/MNF_VBNN, and modified it so that it generates the same target networks as
our hypernetwork.
4.2.1 Accuracy
The validation set accuracy of generated networks depends on the hyperparameter λ. Figs. 2a and 2b
display histograms of the accuracies of the generated weights, for λ = 105 and λ = 103 respectively.
We also show the corresponding histogram for MNFG in Fig. 2c. From now on, we will use λ = 103,
which yields lower accuracies, but they are more comparable to the results of MNFG and therefore
form a good basis for comparison.
4.2.2 Diversity
We explore the diversity in a few different ways. The histograms in Fig. 2 give an initial indication of
diversity by showing that there is variance in the generated networks’ accuracies.
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Figure 6: Scatter plots of the generated weights for a specific second layer filter, in PCA space. The
(i, j) scatter plot has principal component i against principal component j.
Visual Inspection. In Fig. 3 we show images of different samples of the generated filters. By
visual inspection we see that different samples can result in different forms of filters. However, it
is noticeable that there are some repeating patterns between samples. For comparison, we show
corresponding images for MNFG in Fig. 5, where we gauged the filters generated by MNFG just
as our own. We see that MNFG yields high diversity for most filters (e.g. Fig. 5a), but very low
diversity for others (Fig. 5b), mainly in the first layer. We see this phenomena also in our generated
filters only to a lesser extent. We hypothesize that a possible mode of failure for a hypernetwork is
when it concentrates much of its diversity in specific filters, while making sure that these filters get
very small weighs in the next layer, thereby effectively canceling these filters. Future work should
consider this mode of failure in the diversity term of the loss function.
Scatter. One may wonder whether our method of weight generation is equivalent to trivially
sampling from N (θ0,Σ), for some optimal weight vector θ0 and constant Σ. To see that this is not
the case, we view the scattering of the weight vectors using principle component analysis (PCA).
This is shown in Fig. 9 and in Appendix A.8. We see that the hypernetwork learned to generate a
distribution of weights on a non-trivial manifold, with prominent one dimensional structures. Scatter
graphs for MNFG are displayed in Appendix A.9.
The construction of connected regions in weight space, with low accuracy loss values, was recently
discussed in [13–15] for the case of one dimensional regions. Here we see that this can be done also
for higher dimensional manifolds.
Paths in Weight Space. For two given input vectors z1 and z2, we define two paths which coincide
in their endpoints: The direct path {G(z1)t+G(z2)(1− t) | t ∈ [0, 1]}, and the interpolated path
{G(z1t+ z2(1− t)) | t ∈ [0, 1]}. We expect high accuracy along the interpolated path. Whether the
direct path has high accuracy depends on the nature of the generated manifold. For example, if the
diversity is achieved only via random isotropic noise around a specific weight vector, the direct path
would have high accuracy. In Fig. 7 we see that this is not the case. The analogous graph for MNFG,
displayed in Appendix A.10, shows that for MNFG the direct path does give high accuracy.
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Figure 7: Accuracies along three paths, with end points z1, z2 sampled at random. The dashed lines
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Figure 8: The success probability of adversarial examples created with the fast gradient method with
a given perturbation size, against an ensemble of 100 generated networks. The dashed lines are the
single classifier, and the solid lines are ensembles. (a) our hypernetwork. (b) MNFG.
Ensembles. We compare the accuracy of the generated networks with the accuracy of ensembles of
generated networks. If the generated classifiers are sufficiently different, then combining them should
yield a classifier with reduced variance[24], and therefore lower error. We created 20 ensembles, each
of size 200, and we take their majority vote as a classification rule. The result is that the average
accuracy of the ensembles on the validation set was 99.14%, which is higher than typical results
that we see in the histogram in Fig. 2. For MNFG, the same experiment gives an average ensemble
accuracy of 99.28%.
4.2.3 Adversarial Examples
As an application of hypernetworks, we show that using ensembles of generated networks can help
reduce the sensitivity to adversarial examples [25, 26]. The experiment was conducted by following
these steps: 1) Use the hypernetwork to generate a weight vector θ. 2) Sample a pair (x, y) of image
and label from the validation set. 3) Randomly pick a new label y′ 6= y to be the target class of the
adversarial example.4) Use the fast gradient method[26] to generate adversarial examples. Do this
for perturbation sizes  in the range 0 to 0.24, as fractions of the dynamic range of an image (8 bits of
grayscale). 5) Test which values of  yield adversarial examples that fool the classifier with weights θ.
6) Use the hypernetwork to generate an ensemble of 100 classifiers, and test for which values  the
adversarial examples created in step 4 fool the ensemble. We repeat this experiment over all images
in the validation set. The results are shown in Fig. 8, together with results for MNFG. We see that the
probability of success for an adversarial attack is reduced when using ensembles.
5 Discussion
In this work we’ve shown how a hypernetwork can be trained to generate accurate and diverse weight
vectors. Important directions of further inquiry are: Is there a certain gauge which yields better
training? What are the performances of other diversity terms? How should diversity be evaluated?
What are good methods for initializing parameters for the hypernetwork? In answering the latter
question, one should notice that popular methods (for example, [27, 28]), use the fanin and fanout of a
unit, but in the case of a weight generator sub-network in our architecture, we may want to take into
account also the fanin and fanout of the generated filter.
It is critical to find architectures for hypernetworks which scale better with the size of the target
network. Ideally, hypernetworks will have fewer parameters than their target networks, and therefore
could be used as a compressed version of the target network.
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A Appendix
A.1 Additional Related Work
There are many methods of using auxiliary neural networks for the task of obtaining the weights of a
target network. An early example is fast weights[29], where the target network is trained together with
an auxiliary memory controller(MC) network, whose goal is to drive changes in the weights of the
target network. Although the overall architecture of this approach is quite similar to hypernetworks
as presented here, the approach differs in two important aspects: (a) Fast weights are designed
specifically as alternatives to recurrent networks for temporal sequence processing, and therefore the
MC can never be decoupled from the target network, even after the MC has done a computation; (b)
The input to the MC is just the input to the target network, and there is no attempt to generate diverse
iid samples of the target network weights.
Under the paradigm of learning to learn, the works[30, 31] have trained auxiliary neural networks to
act as optimizers of a target network. The optimizers apply all the updates to the target network’s
weights during its training. As opposed to the method presented here, these trained optimizers can
generate weights to the target network only by receiving a long sequence of batches of training
examples. On the other hand, these optimizers can generalize to various loss functions and problem
instances.
In [32], the auxiliary network is used for one-shot learning: It receives as input a single training
example, and produces weights for the target network. This is different from hypernetworks, where
the input is a latent representation of the target network, and the generated weights are not seen as
a generalization from a single training example. A related method is dynamic filter networks[33],
where the auxiliary network is fed with the same input as the target network, or with a related input
(such as previous frames of a video). The goal is to make the target network more adaptive to the
instantaneous input or task, rather than to generate diverse versions of the target network which are
on an equal footing.
It has been shown[34] that for common machine learning tasks, there is a redundancy in the raw
representation of the weights of several neural network models. [5] exploits this fact to train a small
neural network that generates the weights for a larger target network. This has the advantage of
reduced storage size in memory, and can also be seen as a means of regularization. However, the
weight generating network in [5] does not have a controllable input, and therefore it cannot be used
to generate diverse random samples of weights.
In [35], a hypernetwork is presented whose input are hyperparameter values, and it generates weights
for the target network, which correspond to the hyperparameter.
In HyperNEAT [36] an auxiliary neural network is evolved using a genetic algorithm. This auxiliary
network encodes the weights of the target network in the following way: The neurons of the target
network are assigned coordinates on a grid. The weight between every pair of neurons is given by the
output of the auxiliary network whose input are the coordinates of the two neurons. Generating the
weights for the entire target network requires reapplication of the auxiliary network to all pairs of
neurons. The goal of HyperNEAT is to generate networks with large scale that exhibit connectivity
patterns which can be described as functions on low dimensions. There is no emphasis on generating
a diverse set of such networks.
In [37], the auxiliary neural network is a recurrent network, trained via reinforcement learning to
generate an optimal target architecture. The weights of the target network are obtained by standard
training, not by generation.
Neural networks that generate their own weights have been discussed in [38, 39]. These may have
interesting implications, such as the ability of a netowrk to self-introspect or self-replicate.
There are also Bayesian approaches for weight generation, which do not use a neural network as
a generator. Markov Chain Monte Carlo[40, 41] use a Markov chain in the weight space with
equilibrium distribution that equals the required posterior. In [7, 42], the posterior is approximated as
a diagonal Gaussian with trainable means and variances, and the VI[6, 8] objective is used. Another
VI method is [43], which approximates the posterior of the weights as proportional to Bernoulli
variables, which is equivalent to the dropout regularization technique[44].
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A.2 Another Way to Obtain the Hypernetwork Loss Function
Here we demonstrate how the loss function (1) arises from another consideration. We denote by
pϕ (θ) the probability distribution over Θ of θ = G (z;ϕ). We also denote by p (θ|pdata) the required
distribution over Θ, which we would like pϕ (θ) to be equal to. An optimistic choice for p (θ|pdata)
would be the following:
p (θ|pdata) =
{
1
Z if L (θ|pdata) = minθ′ L (θ′|pdata)
0 otherwise
(6)
where Z is a normalization constant. In other words, this distribution chooses only from the global
optima, with equal probabilities. We can relax this optimistic form by turning it into a Gibbs
distribution:
p (θ|pdata) = exp(−λL (θ|pdata))
Z
, (7)
The hyperparameter λ > 0 controls how close this distribution is to the optimistic form, which is
recovered for λ → ∞. The relaxation is required so that there is higher connectivity between the
mode regions of p (θ|pdata) . This will make it possible for pϕ (θ) to become close to p (θ|pdata).
Achieving this can be done by minimizing a loss function which is the Kullback-Leibler divergence
between them:
L = DKL(pϕ (θ) ‖p(θ|pdata)) =
∫
pϕ (θ) log
(
pϕ(θ)
p(θ|pdata)
)
dθ (8)
(This integral can be defined also when pϕ(θ) is supported on a low dimensional manifold. In this
case, pϕ(θ) can be written as a product of a delta function distribution and a finite distribution, where
the delta serves as the restriction to the low dimensional manifold. The integration is understood to be
only over this manifold, using the finite component of pϕ(θ). It can be seen from (6) that p(θ|pdata)
never vanishes on this manifold). Inserting (7) into (8) we get:
L = λEθ∼pϕL (θ|pdata) + Eθ∼pϕ log pϕ(θ) + logZ. (9)
Noticing that logZ is a constant (does not depend on pϕ), we see that (9) is of the form of (1), where
the diversity term is taken as the negation of the entropy.
A.3 Relation to Variational Inference
The objective function for hypernetworks using VI [3, 4] is:
L˜VI (ϕ|pnoise, D) = −Ez∼pnoise [log p(D|G (z;ϕ))− log pprior(G (z;ϕ)) + log p(G (z;ϕ))] , (10)
where D = {(x1, y1), ..., (xn, yn)} is a data set of size n, pprior is a prior. The last term on the
right hand side of equation (10) is the probability distribution induced by the hypernetwork. The
first term is the probability computed by the target network. Assuming iid samples and conditional
independence, we have:
log p(D|G (z;ϕ)) ≡ log p(y1, ..., yn|x1, ..., xn;G (z;ϕ)) =
n∑
i=1
log p(yi|xi;G (z;ϕ)). (11)
We see that log p(D|G (z;ϕ)) is an unbiased estimate of nE(x,y)∼pdata log p(y|x;G (z;ϕ)). Writing
the objective in terms of “true” (as opposed to estimated) terms, we get:
LVI (ϕ|pnoise, D) = −Ez∼pnoise,(x,y)∼pdata [n log p(y|x;G (z;ϕ))− log pprior(G (z;ϕ)) + log p(G (z;ϕ))] ,
(12)
The last term in this equation is the differential entropy of the generated weights. We see that equation
(12) differs from equation (5) only in the presence of the prior term. However, we note that differential
entropy is not a correct generalization of Shannon entropy, and it has some undesired properties[45].
Generalizing from the discrete case to the continuous case requires either binning of the sample space,
or using a reference probability distribution. The later approach yields the relative entropy (which is
identical to the Kullback-Leibler divergence). Therefore, equation (12) can be seen as equivalent to
equation (5) if the entropy H in equation (5) is measured with respect to a reference distribution pprior.
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A.4 The Hyperparameter λ in Variational Inference
In this section, we explain why the hyperparameter λ that appears in equation 1 could have also
appeared in the objective for hypernetworks derived from VI[3, 4].
We look first at the non-Bayesian case. Denote by pθ(y|x) the probability distribution computed
by the target network. pθ(y|x) is a function approximator, with weights θ. In other words, pθ(y|x)
represents a family of models parametrized by θ. A main idea in machine learning is to use a flexible
function approximator, such that some weights θ∗ yield good approximations to the “true” probability
distribution (This is in contrast with other fields, such as physics, where a mininal model is preferred,
derived from an underlying theory and assumptions). For predictive applications, it does not matter
what the ontological interpretation of the model pθ∗(y|x) is, so long as it gives good approximations.
In the Bayesian case, the weights are considered random variables, with a prior distribution p(θ).
To emphasize this, we promote the subscript θ in pθ(y|x) to the argument of the target network:
p(y|x; θ). Notice that this is not a function approximator anymore - it is one single specific model
that describes how θ and x are combined to form the distribution over y (The distributions p(θ)
and p(y|x; θ) jointly form a generative model). There are no parameters to optimize so as to get a
“better” model. Moreover, this model is observed only for one (unknown) sample of θ. What is the
ontological status of this model? If we treat this model as “true”, then we can infer the posterior
distribution using Bayes’ law: log p(θ|D) = log p(D|θ) + log p(θ)− logZ for a normalizing factor
Z (D is the data set, see Appendix A.3). But usually the model p(y|x; θ) was not chosen on the
basis of a theory or assumptions about the data, and for almost all values of θ it is meaningless to
speak of the validity of p(y|x; θ) as a model. It follows that we should treat the model as a mere
approximation. When inferring the posterior, we should take into consideration the amount of trust
that we have in the model. One way of doing this is by adding the hyperparameter λ to Bayes’ law
log p(θ|D) = λ log p(D|θ) + log p(θ)− logZ, and the hyperparameter λ would also appear in the
VI objective.
A.5 Entropy Estimation
To backpropagate through the entropy term, using minibatches of samples of z, we will need to use
an estimator for differential entropy. We use the Kozachenko-Leonenko estimator[18, 19]. For a set
of samples θ1, θ2, ..., θN , the estimator is:
Hˆ = ψ(N) +
d
N
N∑
i=1
log(i), (13)
where ψ is the digamma function, d is the dimension of the samples, which we take to be the
dimension of z, and i is the distance from θi to its nearest neighbor in the set of samples. The
original estimator takes d to be the dimension of θ. However, as explained in Appendix A.2, we are
interested in an estimation of the differential entropy only on the manifold defined by G(z), stripping
away the delta functions that restrict θ to the manifold. We are using the Euclidean metric on the
space Θ, although a better estimator would use the metric induced on the lower dimensional manifold.
We don’t do this due to the complications that it introduces. We omit terms in the definition of the
estimator which are constants that do not matter for optimization (The reason that we did keep the
terms ψ(N) and dN is that N represents the batch size during training, but it also represents the size
of the validation set during validation. If we want the entropy units to be comparable between the
two, we need to keep the dependence on N , even though it does not matter for the optimization).
This estimator is biased[46] but consistent in the mean square.
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A.6 MNIST Target Network Architecture
Table 1: The target network architecture. Note that all layers also have bias parameters. See [47, 48]
for definitions of the various terms.
layer name layer components number of weights output size
input image 28× 28× 1
layer1
convolution: 5 × 5, stride: 1 × 1,
padding: ‘SAME’, number of filters:
32 832
activation: ReLU
max pool: 2×2, stride: 2×2, padding:
‘SAME’ 14× 14× 32
layer2
convolution: 5 × 5, stride: 1 × 1,
padding: ‘SAME’, number of filters:
16 12816
activation: ReLU
max pool: 2×2, stride: 2×2, padding:
‘SAME’ 7× 7× 16
layer3 fully-connected, number of filters: 8 6280
activation: ReLU 8
layer4 fully-connected, number of filters: 10 90
softmax 10
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A.7 MNIST Hypernetwork Architecture and Training
The specifications of the architecture for the hypernetwork are given in Table 2. We choose the input
z to the network to be a 300 dimensional vector, drawn from a uniform distribution over [−1, 1]300.
The code sizes for the weight generators are chosen to be 15 for all four layers. The extractor and
the weight generators are all MLPs with leaky-ReLU activations[22]. Batch normalization[49] is
employed in all layers besides the output layers of each sub-network. We do not use bias parameters
in the hypernetwork, since our empirical evidence suggests (albeit inconclusively) that this helps for
diversity. The total number of parameters in G is 633640.
We trained the hypernetwork using the Adam optimizer[50]. The gradients of the loss were estimated
using minibatches of 32 samples of z, and 32 images per sample of z (we use different images for
each noise sample). We found that this relatively large batch size is a good operating point in terms of
the tradeoff between estimator variance and learning rate. We trained on a total of 13000 minibatches,
and this took about 30 minutes on a single NVIDIA Tesla K80 GPU.
Table 2: The layer structures for each of the fully-connected sub-networks of the hypernetwork.
The layer structures are in the format (input size) → (first layer size) → (second layer size) →
(output size). The sub-networks do not include bias terms. The number of parameters shown here
does not include the batch normalization parameters.
sub-network layer structure number of parameters
E 300→ 300→ 300→ 855 = 15 · (32 + 16 + 8 + 1) 436500
W1 15→ 40→ 40→ 26 = 5 · 5 + 1 3240
W2 15→ 100→ 100→ 801 = 5 · 5 · 32 + 1 91600
W3 15→ 100→ 100→ 785 =
(
(282)/(42)
) · 16 + 1 90000
W4 15→ 60→ 60→ 90 = (8 + 1) · 10 9900
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A.8 PCA Scatter Plots
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Figure 9: Scatter plots of the generated weights for a specific first layer filter, in PCA space. The
(i, j) scatter plot has principal component i against principal component j.
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Figure 10: Scatter plots of the generated weights for a specific third layer filter, in PCA space. The
(i, j) scatter plot has principal component i against principal component j.
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Figure 11: Scatter plots of the generated weights for the entire first layer, in PCA space. The (i, j)
scatter plot has principal component i against principal component j.
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Figure 12: Scatter plots of the generated weights for the entire second layer, in PCA space. The (i, j)
scatter plot has principal component i against principal component j.
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Figure 13: Scatter plots of the generated weights for the entire third layer, in PCA space. The (i, j)
scatter plot has principal component i against principal component j.
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Figure 14: Scatter plots of the generated weights for the entire fourth layer, in PCA space. The (i, j)
scatter plot has principal component i against principal component j.
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Figure 15: Scatter plots of the generated weights for the entire target network, in PCA space. The
(i, j) scatter plot has principal component i against principal component j.
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A.9 PCA Scatter Plots - MNFG
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Figure 16: Scatter plots of the generated weights for the entire first layer, in PCA space, for MNFG.
The (i, j) scatter plot has principal component i against principal component j.
21
145.8
216.9
179.4
190.9
184.4
192.8
185.5
198.8
131.8 170.2
208.1
213.5
114.0 185.1 147.0 158.5 151.4 159.8 151.9 165.2 171.2 176.6
Figure 17: Scatter plots of the generated weights for the entire second layer, in PCA space, for
MNFG. The (i, j) scatter plot has principal component i against principal component j.
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Figure 18: Scatter plots of the generated weights for the entire third layer, in PCA space, for MNFG.
The (i, j) scatter plot has principal component i against principal component j.
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Figure 19: Scatter plots of the generated weights for the entire fourth layer, in PCA space, for MNFG.
The (i, j) scatter plot has principal component i against principal component j.
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Figure 20: Scatter plots of the generated weights for the entire target network, in PCA space, for
MNFG. The (i, j) scatter plot has principal component i against principal component j.
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A.10 Paths in Weight Space - MNFG
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Figure 21: Accuracies along paths, with end points z1, z2 sampled at random, for MNFG. Each
graph corresponds to a different sampled pair of endpoints. The dashed lines are the direct paths, and
the solid lines are the interpolated paths.
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