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Let G denote an unbounded domain of Euclidean n-space E”, n k 2, with 
smooth unbounded boundary aG. Let I denote the operation defined in 
CCF?(G)Y’ by 
lu = -Au + Au, 
where: u = (ui ,..., u,)~ is an m-vector; A = (a,(x)) denotes an m x m sym- 
metric matrix; and A is the Laplacian. This paper deals with the connection 
between the nonoscillation of the form B, associated with 1, and the 
finiteness of the lower spectrum of the Friedrich’s operator L associated 
with I, B. 
In the case m = 1 it is known that if the coefficients of 1 are suitably 
regular then S-(L), the negative spectrum of L, is finite iff B is non- 
oscillatory. Detailed proofs of this and related results may be found, in par- 
ticular, in [ 1, 2, 9, 10, 131, while explicit oscillation and nonoscillation 
criteria may be found, e.g., in [S, 141. We intend to extend this connection 
to the system operation generated by 1. Unlike the scalar case, however, we 
shall need to impose some restrictions on the relative behaviour of the 
elements of A near infinity. We illustrate our results by stating as an exam- 
ple the following theorem whose proof we shall obtain in the sequel under 
regularity conditions to be stated below. 
THEOREM 0. Assume m =2, and set: q= ( -a12, (az2 -u11)/2), 
Q=q/lqL where 1 1 denotes the vector Euclidean norm, and domain 
Q 4 {xlq(x)#O}. A ssume that there exists a neighbourhood N of infinity 
such that {Q(x) 1 x E N n (domain Q)} IS contained in an arc which subtends 
an angle < n. Then S ~ (L) is finite iff B is nonoscillatory. 
Observe that the conditions on Q are satisfied if either ulz or uz2 -a,, 
have fixed sign near infinity. Furthermore, the finiteness of S _ (L) is unaf- 
fected by perturbations in compact subsets of G. 
Our method of proof will be based on an extension to systems of the two 
key elements used in the scalar proof: first, the demonstration of the 
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existence of a positive vector solution in the nonoscillatory case and, 
second, the establishment of a Picone Identity for systems. We shall merely 
exhibit a suitable Picone Identity in the proof of Theorem 1, but we remark 
that such an identity can also be obtained by a careful scrutiny of earlier 
arguments of Protter, [12], for the related problem of spectral bounds. 
These two elements of our proof seem to give rise unavoidably to restric- 
tions on the coefficients, as is illustrated by the assumptions on Q given in 
Theorem 0. Indeed, it does not appear known whether the nonoscillation of 
B is equivalent to the finiteness of S ~ (L) in the general case. 
We also briefly observe that an obvious way of obtaining finiteness con- 
ditions for S(L) is to compare 1 with the scalar expression f,(w) = 
-dw + ;I, w, where Ai denotes the least eigenvalue of A. It is immediate 
from the scalar theory and the Spectral Theorem that if 1, is nonoscillatory 
then S-(L) is finite. Clearly, if A is diagonal then this method gives 
optimal results. It is not difficult, however, to construct examples where I,, 
is oscillatory and yet S (L) is finite. This observation was one of the main 
motivations of this paper. 
Now, we formulate our assumptions on the regularity of the coefficients. 
Let B,={xI Ixlcp}; B,,s={x~p<~x~<s}; G,,,=GnB,; GP,,,= 
G n B,,, ; G,,, =Gn {x 1 1x1 >p}, G,,,s domains, where p<s and p large 
enough so that Gn BP #@. We assume that a, E L’(G,,) with 
r = r(p, s) > n, and that aii E C”(M n Bp,s), for some neighbourhood M of 
aG, with c1= a(p, s), 0 < p < s. It will be clear from an examination of our 
proofs that these assumptions could be weakened somewhat, at the expense 
of complicating the presentation, if we took advantage of more general 
known results for the case m = 1 (see, e.g., [ 1, 2, 131 and the references 
therein). In particular, --A could be replaced by a more general elliptic 
expression, more general smoothness conditions could be imposed on A in 
different subregions of G and aG, etc. 
Unless otherwise mentioned we shall also impose the condition: 
a&x) 6 0 if i # j and x near infinity. (2) 
Condition (2) is a classic necessary condition imposed to ensure the 
validity of a component maximum principle for systems (see, e.g., [ 111, 
and, more recently, [7, 81). 
If system (1) can be reduced into decoupled subsystems, then what 
follows may be separately applied to each subsystem. We therefore consider 
explicitly only situations where A is irreducible near co. To be specific, it 
suffices, but is not necessary, to assume that there exists a permutation 71 of 
{L..., m} such that a,~,~,,~,~ and a,~,~,a~i+ ,) are not identically zero near 
infinity, for i= l,..., m - 1. The irreducibility of A at any specific point(s) is 
irrelevant in the following discussion. 
For any domain S we shall denote by H”o,“(S), H”,“(S) the usual Sobolev 
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spaces, with norm 11 w  II$JS) = js C, G p 1 D”o Ik. We shall write u E H”,“(S) 
or u E H@‘(S) for a vector function u iff this holds for each component, and 
set jl u llk,JS) = Cy! r 11 ui Il,k,JS). Let S be a smooth bounded subdomain of 
G. We denote by B(& w, S) the form defined on H1,2(S) x IYI’,~(S) by 
where ( , ) represents the vector inner product and 0, = a/ax,, B (or I) is 
nonoscillatory iff there exists p0 such that B(h 9, G,,) >Y(& 9) = 
Y jGp,, (d,6>, for 4 E CF(Gp,A Y = Y(P, s) > 0, and p. 6 P < 3. 
The ordering u <v shall mean ui < vi for i = l,..., m. 
Finally, if a set S is clear from the context, we shall write H’ for H’(S), 
B($, v) for B(I$, w, S), etc. We shall not distinguish in notation between 
functions and equivalence classes, nor between sequences and suitably 
chosen subsequences. Different constants, whose precise value is irrelevant, 
will be denoted by the same letter. The same procedure will be followed for 
domains and suitably chosen subdomains. 
Our first lemma represents a collection of results which are either known 
or are immediate consequences of known results. A brief indication of the 
proof is given for the reader’s convenience. 
LEMMA 
UE H’(S) 
(4 
(b) 
1. Let S be a smooth bounded subdomain of Gp,,Y, p large. Let 
satisfy B(u, +) = 0 for all $ E C,“(S). Then: 
u E C’(S). 
If T c c (as) n (aG) with u = 0 on T then for all x0 E T there is a 
neighbourhood N(x,) such that u E C2[G n N(x,)]. 
(c) Zf u > 0 in S then for each ball Kc c S there exists a constant 
k = k(K) > 0 such that, in K, 
sup(Cy ui) <k inf(Cy ui), and tf the irreducibility assumption 
holds in S either ui > 0 for all i or u = 0 in S. 
(d) Zfu > 0 in S and T is as in (b), then (au/&)(x,) >O for all x0 in T, 
where n is the inward normal. 
Proof (a) This is establish in [6] (see, in particular, p. 404). 
(b) Observe that u E C”[G n N(x,)] n C’(G n N(x,)) also by results 
in [6]. Let 4 E C,“(N(x,)), 4 = 1 near x0. Then -d(bui) E C”[G n N(x,)] 
and dui E C2[G n N(x,)] by [3, p. 1051. 
(c) Set o = C” ui(x). Then 
Co = 0, 
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where 
Then o satisfies the scalar Harnack inequality (see, e.g., [ 3, p. 1891) and 
the first estimate follows. Next, 
-Aui + ai,ui 3 0 
by condition (2). Consequently, if uiO(xO) = 0 with x0 E S, then ui, = 0 in S 
(see, [3, p. 1841). By the irreducibility assumption, u = 0 in S. Note that 
this is false if A is reducible. 
(d) Let B be a ball centered at x0 and u a C2 function such that 
-Au +a,,u = 0 in B, u > 0 in B. Then o = u,/u satisfies the strong 
maximum principle at x0 (see, [ 11, p. 721). That is, 0 < (i3o/&)(x,) = 
(w)(wan). 
LEMMA 2. Let B be nonoscillatory. Then there exists a function 
u E C’( G,,) such that B(u, $, G,,S) = 0 for all 0 E C,“(G,,); u > 0 in G,,, ; 
u=O on 8G; ugC2 near dGforp, <p<s. 
Proof Choose a point x0 E G, E > 0, such that 1 x0 1 = p - c/2 and the 
ball R centered at x,, and of radius E has its closure in G n M. Choose 0 < 
f E C,“(R) such that fi # 0 if 1 x -x0 1 < s/2, f = 0 otherwise. Let w  solve the 
problem -Ao+Ao=f in R, o=O on aR. By Lemmal, o~C’(z)n 
H2*2(R). Let oi = o+ - 0~7 for i = l,..., m and o ~ = (w, ,..., w; )T. By con- 
dition (2) we observe: B(o -, o ~ ) < 0. Hence o B 0 and by Lemma 1, 
o > 0 in R. Set u = [.s2 - 1 x-x0 1 2]t for a positive constant t, and note that 
for almost all x in the annulus: s/2 < Ix- x0 I <E we have 
-A(m) + A(ou) = o( -Au) - 2XDjwDjv. Since o satisfies ao/dn > 0 on 
aR, as may be seen by the procedure of Lemma l(d), [3, p. 1881 and [ll, 
p. 721, and o > c > 0 in 1 x -x,, I < E’ for some constant c, E’ < E, we choose 
t large enough and find r = - ou is in C’ n H22( 1 x -x0 I < E), Lz $ 0 a.e. 
in ~12 < I x -x0 I < E. 
Now let us ~ff%G~,~) solve &us, 4, G,,) =sc ($, Lz), OE Ci.T(Gp,,) for 
s = p + 2,.... Again observe that B(u;, u; ) ~0 and B((u, - u,~) -, 
(ur-us)-, Gp+l,s )<O for p+l <s<r. Hence O<u,<u, in G,,, by 
Lemma 1. Since B is nonoscillatory, II $ II: = B(+, $) defines a norm on 
[C,“(G,- ,,,,)]“. Clearly, f(4) = i (4, Lz) = B($, r) defines a bounded 
linear functional on this space. We thus have a structure similar to that 
encountered in [ 1, Theorem 11, and we conclude that {ur} is a Cauchy 
sequence with respect to 11. )I ,+ That is B(u, -u,, u, -u,, G,,) -+ 0 as s, 
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r + 00 and, furthermore, B(u,, u,, G,,) = jG (II,, Lt ) is bounded. The 
monotonicity of {u,} and the positivity of Lz then imply that {u,} is 
L’(G,,m n { 42 < 1 x - x,, 1 < E’})-Cauchy. Choosing new functions for t by 
changing x0 shows as in [ 1,2], that {us} is locally L’-Cauchy in G,,, near 
R. If we next set u = sup u, then 0 < u, < u implies inf, 1 u, 1 < inf, 1 u 1 <c 
for some constant c = c(S) where S c c G, m n M. The Harnack inequality 
of Lemma 1 then shows that u, are uniformly bounded in the com- 
pacta of G,, ,,m. To deal with the boundary-patch properties, 
let x,, E aG n a(G,+ ,,a)). Ch oose a smooth domain PC G such that 
{x 1 I x-x0 1 <E; x E aG} c aP, and let w  = (u2,..., u2), where u > 0 satisfies 
-Au + (C lag I)u= Au in P, u=O on aP. The construction of w  implies 
that Lw is of fixed sign near aP, and w  E H$2(P). We repeat the earlier 
argument in this proof, and conclude that { (II,, Lw ) } is L’ Cauchy in P. 
However, since {ur} is L’-Cauchy in any proper subdomain of P, it follows 
that {u,} is L’-Cauchy in P by the positivity of Lw near aP and the 
monotonicity of {u,}. Let v, = C:= 1 (u,), be the sum of the components of 
u,. Then o, satisfies: -Au, + qv, = f, where 
q = C; j= 1 a,(q), 
u,+l ’ 
f = -Cyj= 1 a&uj), 
u,+l . 
Clearly q, f are uniformly bounded in L”(P), while u, is uniformly boun- 
ded in L’(P). We now apply a fundamental solution argument (see [ 11, 
p. 1871) to conclude II u, 1) a, (P) I K. Hence II u, II ,(P) is also bounded. We 
conclude that {u,} is bounded in L”(G,+ l,s) for all s >p + 1. Now let 
~C?(B,+,,, ) with supp(grad4) near {x 1 Ixl=p+l}u{xl Ixl=t}. 
Then we find 
B(d(ur -Us)> #(Ur -Us))= Jo Cur -U,, Ur -U.y > 1 (Did)’ 
+ B(d’(ur -us), (u, - u,)) 
= 
s 
G Cur -u.~3 ur -us > 1 toid)‘. 
Since B is equivalent to II II f,2 on G,, I,r we conclude that (&I~} is 
HlX2(G,+ ,,,)-Cauchy. Hence @I E H$‘(G,+ l,,), and the properties of u 
follow from Lemma 1. 
Since du/&z, > 0, we repeat the arguments of [2, Lemma 31 and con- 
clude that if H is any smooth surface which intersects aG at right angles 
then supXEHnG I ( l/ui(x))(aui/an,) I < Ci, for some constants C, ,..., C, 
dependent on u. 
THEOREM 1. Zf 1 is nonoscillatory and (2) holds then there exists 
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functions (w,}p= 1 in L2( G) such that B(+, 4) 2 0 for all 4 E C?(G), 
(99 Vj) = 0. 
ProoJ: Let u = (u, ,..., u,,,)= be the positive solution of Theorem 1, $ = 
(di,..., 4m)T~ C:(G), and let H be a surface which intersects G at right 
angles, with F the domain bounded by aG and H. We observe the Picone 
identity: 
= B(t), $, G - F) - B(z, u, G - F), (3) 
where t = (4:/u, ,..., c+Qu,,,)‘. Since u E Hif b y [6, p. 4051, we apply the 
divergence theorem to B(z, u, G - F), and use condition (2) to conclude: 
OsB(b,+,G-F)+ jH(~.&)dS-jrm /T, -Au++. 
Estimating the surface integral by the bound in the remark proceeding 
this theorem and observing that -Au + Au = 0, we obtain 
for some constant M, while by compactness: 
if (4, v,)=O for {v,)$‘=, in L’(G). Adding (4) and (5) gives the result. 
COROLLARY 1. S (L) is finite ijjf B is nonoscillatory. 
Proof: If B is nonoscillatory then Theorem 1 and the Spectral Theorem 
imply that S . (L) is finite. Conversely, if in G,,, the Dirichlet problem has 
least eigenvalue 0 and A is irreducible then in G, ~ r,., + , the least eigenvalue 
is negative. Since, assume the contrary and let o,, o2 be the corresponding 
eigenfunctions. Observe that B( 1 q 1, 10~ I) 5 B(q, oi) where here we set 
1 oi I = o+ + WI, i = 1,2, and consequently we choose oj > 0 by Lemma 1 
and the Courant min-max principle. We now apply (3) with u (resp. $) 
replaced by w2 (resp. oi ) and G - F replaced by Gp,s, and conclude that 
since the integrand on the left-hand side of (3) is a nonnegative form, we 
obtain for any compact set Kc Gp,s, 
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where we set w, = (z~,..., z,) and w2 = (u I ,..., u,). This identity implies that 
V(z,/v,)=O in Gp,*, i.e., zi = ciui for some constants c ,,..., c,. Hence w2 
vanishes on aGP,s, which contradicts the positivity of w2 throughout 
G p- l,s+ 1. Again by the spectral theorem, we conclude that if B is 
oscillatory then S _ (L) is infinite. 
We next show how condition (2) may be weakened. Let C be an 
orthogonal matrix and let L, = -d + CTAC. Various explicit choices can 
be made for C and, as an illustration we give: 
Proof of Theorem 0. Choose an angle tl such that ((cos(~cx), sin(2a)), 
( - a127 (a22 - a1,)/2)) I 0 near infinity, and set: 
c= 
( 
sin(a) - cos(a) 
cos(a) ) sin(a) ’ 
Since CTAC has nonpositive (1, 2)-elements the result follows from 
Corollary 1, once we observe that B(C$, C$) = B,(+, I$), where B, is the 
form associated with L,, and C: Cr + Cr is unitary in L2. 
Similar procedures can be adapted to obtain analogous results in the 
general case m > 2, possibly also using variable orthogonal matrices. 
REFERENCES 
1. W. ALLEGRETTO, Positive solutions and spectral properties of second order elliptic 
operators, Pacific J. Math. 92 (1981), 15-25. 
2. W. ALLEGRETTO, Positive solutions of elliptic equations in unbounded domains, J. Math. 
Anal. Appl. 84 (1981), 372-380. 
3. D. GILBARG AND N. S. TRLJDINGER, “Elliptic Partial Differential Equations of Second 
Order,” Springer-Verlag, Berlin, 1977. 
4. G. HELLWIG, “Partial Differential Equations,” Blaisdell, New York, 1964. 
5. K. KEITH, “Oscillation Theory,” Lecture Notes in Mathematics, Vol. 324, Springer- 
Verlag, Berlin, 1973. 
6. 0. LADYZENSKAYA AND N. URALTSEVA, “Linear and Quasilinear Elliptic Equations,” 
Academic Press, New York, 1968. 
7. F. MADRAS, Principio di massimo debole per sottosoluzioni di sistemi lineari ellittici 
debolmente accoppiatti, Boll. Un. Mat. It&. A 13 (1976), 592400. 
8. F. MADRAS, Diseguaglianza di Harnack per sistemi ellittici debolmente accoppiati, Boll. 
Un. Mat. Ital. A 14 (1977), 313-321. 
9. W. Moss AND J. PIEPENBRINK, Positive solutions of elliptic equations, Pacific J. Marh. 75 
(1978), 219-226. 
10. J. PIEPENBRINK, A conjecture of Glazman, J. Differential Equations 24 (1977), 173-177. 
11. M. PROTTER AND H. WEINBERGER, “Maximum Principles in Differential Equations,” 
Prentice-Hall, Englewood Cliffs, N.J., 1967. 
12. M. PROTTER, The generalized spectrum of second order elliptic systems, Rocky Mountain 
J. Math. 9 (1979), 503-518. 
13. B. SIMON, Schrodinger semigroups, Bull. Amer. M&h. Sot. 7 (1982), 447-526. 
14. C. A. SWANSON, “Comparison and Oscillation Theory of Linear Differential Equations,” 
Academic Press, New York, 1968. 
