1. Introduction. Classical thermodynamics tells us that in order to maximize the efficiency of a heat engine it is necessary to employ a quasi-static cycle, i.e., one performed at an infinitesimal rate, for, it is asserted with some degree of plausibility, noninfinitesimal rates always entail a reduction in efficiency.
If the assertion is correct, it ought to be possible to use information about the frequency spectrum of a cycle in order to construct an upper limit on its efficiency.
The main purpose of the present article is to prove a result of this type by showfng that when the spectrum is bounded and bounded away from zero-thus ruling out both arbitrarily large and arbitrarily small frequencies-the efficiency cannot exceed a certain fraction of the theoretical maximum. The fraction depends upon just the spectrum and the working material of the heat engine.
I am able to carry through the argument only within a very limited context, viz. one-dimensional linearised thermoelasticity with the effects of inertia ignored. Simplified and approximate though this theory is, it is nonetheless a genuine field theory of material behaviour, and one which takes account of heat conduction, thermomechanical coupling, and the possible inhomogeneity of the body.
It may be helpful to think of the body which forms the working material of the heat engine as occupying a slab 0 < x < 1, of unit thickness, * being a Cartesian coordinate. The vectors of displacement and heat flux are taken to be parallel to the x-axis and, therefore, orthogonal to the faces x = 0 and x = \. Henceforth, the body is identified with the unit interval [0,1 ] of the real line. It is supposed that there are no external body forces and no external sources of heat supply; the sole mechanism by which the body exchanges heat with its environment is conduction of heat across the faces of the slab.
The governing equations [Carlson, 1 ] are, in the absence of inertia, an approximate momentum equation r] = n(x)ux + ^(0 -0o).
where u(x,t) is the displacement, 6(x,t) is the absolute temperature, o(x,t) is the stress, rj(x.t) is the entropy density, and q{x,t) is the heat flux. The positive constant do is the reference temperature, P(x) is an elastic modulus, n{x) is the stresstemperature modulus, c(x) is the specific heat at constant strain, and k(x) is the thermal conductivity. Two minor questions of sign call for comment. First, q(x, t) is the heat flux from [x, 1] into [0,.x]; this convention removes a minus sign from the last of the constitutive relations (Fourier's law of heat conduction). Second, n is the negative of what Carlson calls the stress-temperature modulus. Since fi can be expected to be positive there is a slight advantage in adopting our convention.
It will be necessary to restrict the coefficients P(x), fi(x), c(x), k(x) and it will be enough, for the moment, to take each to be positive and continuous on [0, 1] .
According to the momentum equation, the stress is independent of x and may be written as a{t). The constitutive relation for the stress implies, as P(x) vanishes nowhere, that the strain
and when we substitute for tj, q, ux into the energy equation we find the temperature to be a solution of the equation
It is assumed that the body is immersed in an environment whose temperature is spatially homogeneous at each instant but may vary with time. Thus, the temperature is required to satisfy boundary conditions of the form 0(0, /) = 0(1, t) = 0o + <t>(t) (-00 < t < oo).
In what follows, we regard (p and a as being at our disposal, i.e., we suppose that we can adjust both the temperature of the environment and the stress to which the body is subjected.
It will be convenient to work not with 0 directly but with the difference y/(x,t) = 6{x,t) -0O -<t>(t), which is a solution of the differential equation The boundary conditions on d force y/ to satisfy the homogeneous boundary conditions^( 0,0 = ^(1,0 = 0 (-00 < t < oo).
( 1.2)
The rate of working of the body upon its environment is W = o(t)ut{0, t) -a(t)ut{l,t).
On writing W as Jo and noting that the strain-rate Ux,~ J + f 9'-~p + F0'h + t0by/twe obtain the equation
Jo P VO Jo P0 Jo The net heat flux into the body from its environment is
and, on integrating (1.1) with respect to x, we have
The net heat flux can be expressed as the difference Q = Q+ -Q~, between the rate of absorption of heat, which is Q+ = Max(g, 0), and the rate of emission of heat, which is Q~~ --Min(g, 0). Neither Q+ nor can be negative, but Q may be positive, negative, or zero.
The usual discussions of heat engines operating in a cycle envisage that </>, a, 6, u, y are all periodic in their dependence upon t, with a common period p say, and that 4> is varied within certain limits: m~ < <t>(t) < m+ (-oo < t < oo).
The problem is to choose <j> and a in such a way as to maximize the efficiency, which is the ratio of the work done in a period to the heat absorbed in a period.
I shall, in fact, consider a more general situation in which <j>, a, 6, u, y are almost periodic, but not necessarily periodic. Only the more elementary parts of the theory of almost periodic functions are required, and all are to be found in Bohr [2] , Each of the first four can be proved by verifying the corresponding result for an appropriate sequence of partial sums and then invoking the uniform convergence of the partial sums and the convergence of the series which appear in the formula. The last formula follows from the identity
It will be convenient to write U = (JS(Q), the union being taken over all spectra il. If m+ and m~ are any real numbers with m+ > m", we write m+, m~) for the collection of trigonometric sums / which belong to 5 (£2) and satisfy m~ < /(/) < m+ (-00 < t < 00), and we write U(m+, m~) = IJ5(£2, m+, m~), the latter union also being taken over all spectra.
In order to be assured of an adequate supply of almost periodic solutions, we must record two features of the boundary value problem
in which the prime stands for the operator d/dx. The first feature is existence and uniqueness of the solution, i.e., if a> is any positive real number, and if F(x) is any complex-valued function which is continuous on [0,1], the boundary value problem has one and only one complex-valued solution *F(.x).
The verification rests upon the fact that the boundary value problem is equivalent to an integral equation The second feature of the boundary value problem is that there are positive constants Qi, c*2, Q3, depending upon the coefficients k(x) and a(x) only, such that In order to obtain these estimates, we start by defining the positive constant A to be the greatest lower bound of the ratio J k(x)h'(x)2 dx J J a(x)h{x)2dx, (2.5) in which the real-valued functions h(x) are required to be continuous and piecewise continuously differentiable and to satisfy h{0) = h(\) = 0. We might equally well define X as the least eigenvalue associated with the Sturm-Liouville problem
Next, we multiply (2.1) through by to obtain (WW)' = k\V|2 + /wa|¥|2 + FV, and when we integrate and appeal to the boundary conditions (2.2) we find To prove the second inequality we split each of the integrals in the integral equation (2.3) into a sum /* + /j, differentiate with respect to x, and cancel terms involving K(x,x) to find that 4"(x) = -f Kx{x,y){i(oa{ymy) + F{y))dy.
Jo Upon estimating the right-hand side and appealing to the first of (2.4) we arrive at the second. and so y/(x, t) is well-defined, being the sum of a series which converges uniformly with respect to both x and t.
Furthermore, the series [4] , but the arguments of that article are somewhat different for they take inertia into account and deal with periodic, rather than almost periodic, solutions.
The first result says that the efficiency is always strictly less than the bound (m+ -m~)/9o: if </> belongs to U(m+,m~), if a belongs to U, and if M(Q+) > 0 then d0M{W) <(m+-m~)M{Q+).
The bound is nonetheless the least upper bound, as the second result tells us: if e is an arbitrarily small positive number, there is a cf> belonging to U(m+,m~) and there is a a belonging to U, such that M(Q+) > 0 and
doM{W)>(\-e)(m+ -m~)M{Q+). (3.2)
These conclusions are not quite what one would expect to be true, for the temperature of the environment, which is d0 + (j){t), is not greater than 60 + m+ and is not less than do + m~. Classical thermodynamics leads us to suppose, therefore, that the correct least upper bound should be (do + m+) -(9q + m~) _ m+ -md o + m+ do + m+ but, as I have pointed out in [4] , the approximations involved in deriving the linearised theory of thermoelasticity distort the truth to the extent of replacing the denominator d0 + m+ by do. (The distortion arises from having approximated a term dt]t in the exact energy equation by the term dot],.) The third, and chief, result is of the type referred to in the Introduction in that it uses information about the spectrum in order to produce an improved upper bound on the efficiency.
The spectrum will be required to be bounded above; thus the sequence of frequencies must converge to a limit cOoo = lim,,-^ con and the entire spectrum is confined to the compact interval [w\, Woo], It will also be necessary to place a restriction on the body itself. The restriction arises from asking in what circumstances the temperature of the body coincides with the temperature of the environment, at every point x and at every instant t. Such It should be noted that, in the context of our simplified and approximate theory at least, the hypothesis forces the body to be genuinely inhomogeneous. If the body were homogeneous the coefficients p{x), n(x), c(x), k(x) would all be constant and so a(x) and b(x) would be constant and, therefore, linearly dependent.
The third result is that: if a( The sum enclosed within square brackets is a bounded function of t, and on integrating both sides with respect to t over the interval [0, T], dividing through by T, and taking the limit as T -» oo, we arrive immediately at (4.1).
The initial step in the proof of (4.2) is to multiply the differential equation (1.1) through by <// to obtain (<//ky/x)x = kiyj + Q-VWt + (a<t> + bd)i//.
Next, we integrate with respect to x, and take account of the boundary conditions (1.2), to find that 0= f kt//2 dx + \r^r [ at//2 dx + [ (a<j) + dx.
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On the other hand, (1.3) and (1.4) imply that 5. Impossibility of reducing the bound in every case. Although it is envisaged that the series which define <f>, a, y/ need be neither finite sums nor periodic in t, it is enough, for the purpose of proving (3.2), to take <j>, a, ^ to be finite sums which share a common period p. The frequencies of the underlying spectrum will be con = {4n -2)it/p.
(5.1)
At a later stage in the argument we shall be led to consider what happens in the limit as p -► oo; one implication of taking this limit is that the lowest frequency coi = 2n/p -> 0. We start by showing that if <f>, a, y/ are periodic in t, with period p, then
Jo Jo Jo Jo a where X is the eigenvalue introduced earlier, i.e., the greatest lower bound of the ratio (2.5).
To verify this, let us differentiate (1.1) throughout with respect to t to obtain (kwxt)x = ayu + aft + bo. Next, let f(s) and g(s) be real, finite, trigonometric sums which are periodic in 5, with unit period; specific choices of / and g will be made later. Let p be any positive number and let <t>{t) = f(t/p), er(t) = g(t/p). Clearly, and o(t) are real, finite, trigonometric sums of period p.
According to (1.3), the rate of working W(t) = ~^g(t/P)g(t/P) Jo jdx--^g[tlp)f(tlp) j bdx-^-g(tfp) J by, dx.
Upon integrating with respect to t over [0, p] , and making the change of variable t = ps in the first two integrals on the right-hand side, we see that the work done
Because g(s) has unit period, the first term on the right-hand side vanishes and, therefore, If we set 4>{t) = f(t/p) and a(t) = g(t/p) and use the identities cos {cot) = Re[exp(/|<y|/)], sin (cot) = Re[-/sgn<yexp(/|&>|;)], we see that </> and a are indeed sums of the form (2.6) and (2.7), with the frequencies a>n drawn from the spectrum (5.1). The sums are finite in this case, for An = 0 if n > 1, and Bn = 0 if n > (N + l)/2. Hence, <f> and a belong to U. In fact, (j) belongs to U(m+,m~) since m+ and m~ are, respectively, the maximum and minimum values that </> attains.
