Abstract. An exact sequence resolving the Euler operator of the calculus of variations for polynomial differential equations in one independent and one dependent variable is described. This resolution provides readily verifiable necessary and sufficient conditions for such a polynomial differential equation to be the Euler equation for some Lagrangian. An explicit construction of the Lagrangian is given.
1. The main result. In the calculus of variations the Euler operator E plays a fundamental role. If / = \L(x, u, ux, uxx, .. . ) dx is a variational problem with Lagrangian L, then the Euler equation E(L) = 0 forms a necessary condition for an extremal of /. Conversely, suppose we are given a polynomial differential equation P(x, u, ux, uxx, ... ) = 0. In this paper we derive a necessary and sufficient condition for this equation to be the Euler equation for some Lagrangian L.
Let R [u] denote the ordinary differential algebra consisting of all differential polynomials in the dependent variable u and its various derivatives with respect to the independent variable x. We distinguish two cases: when the polynomials all have constant coefficients, and when the polynomials have arbitrary smooth functions as coefficients. The results to be described hold equally well in both cases.
For convenience abbreviate u¡ = d'u/dx'. Given a multi-index / = (/,, i2, . . . , /"), where 0 < i} G Z, let u, denote the monomial u¡u¡ • • • u¿. If / = (i'" .. ., /"), define #1 = n. Let Rn be the subspace of R {»} spanned by all «-monomials; i.e., R" = Span!«,: #1 = n), n > 1.
The (total) derivative, d/dx, acting on R{u) is the operator
Similarly, the Euler operator is This theorem solves a problem posed by I. M. Gel'fand in a series of lectures delivered at Harvard University and MIT in June, 1976. A subsequent paper, in preparation, will generalize Theorem 1 to differential algebras in several independent and dependent variables. In fact, if P satisfies (4), then the Lagrangian L can be explicitly given as
This can be directly verified as follows:
Substituting in (5), we have
as another Lagrangian for P. Indeed,
The proof of Theorem 1 will be done here just for the case of constant coefficient polynomials. The main tool is a transform due to Gel'fand and Dikiï, which is described in §2. An analogous proof of the result for polynomials with arbitrary smooth functions as coefficients can be constructed using the Fourier transform; for the sake of brevity this will be omitted. Examples. For the differential polynomial P = uxx E Rx the Gel'fandDikiï transform is ^(P) = e\ E 51. For the differential polynomial Q = UxUxxx + 3""xx G R2 the transform is %(Q) = {-[ex O e¡ + e3x o e2 + 3e2x + 3e\\ E S2.
Finally, the transform of a constant monomial c is just the same constant considered as an element of S° = R.
Theorem 4 [1] . The Gel'fand-Dikiï transform gives a linear isomorphism *$:
Rn A SS, n>0.
If P G R {u) is a differential polynomial, then we shall denote 'S(P) = P, in analogy with the Fourier transform of classical analysis. Similarly, if O: R {«} -» R {u) is a map, then Ô: S$ -* S* will be the unique map satisfying $(P) =^(P), P e R{u). 
