Abstract
Introduction
A view synthesis is a process to construct other views of a 3D object from a number of 2D views with known poses of the 3D object. Linear combination method is a popular technique for view synthesis and has been applied for face recognition [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . To construct a new view using linear combination method, a large number of facial points are required. In turn, two hard problems have to be solved. The first problem is the detection of the facial feature points while the second one is on the correspondence problem. 3D face model [11] , which is a wired framework of a face, has been extensively used in the computer animation [12] . In computer graphics, we want to construct a 3D face model for a person so as to simulate his/her facial expressions and views from different angles. Recently, this model is also used in model-based image coding. In this framework, the face model is determined from a frontal face image. Human intervention is usually involved. We propose to use generic 3D face model for view synthesis from a single image with known pose. The paper also addresses the problem of view synthesis with the application on face recognition. Figure 1 shows the block diagram of the proposed method, which consists of four steps, namely, face feature extraction, mask orientation adjustment and virtual face view synthesis. The first step is to locate three facial landmarks, which are the two outer eye corners and the center of the mouth and determines the face orientation of the input face image using the three landmarks and anthropological standard. In the second step, the mask is rotated based on the detected face orientation. The rotated 3D mask is overlaid on the face image. As the mask will not be perfectly matched with the face image, a refinement process has to be performed in the third step. Once the precise 3D face model of that person is obtained, the virtual face with other orientations can be synthesized by rotating the 3D mask. The organization of this paper is as follows. Section 2 introduces a method for features extraction, mask adjustment and mask refinement. We introduce a virtual face synthesis in section 3. In section 4, we present our experimental results. Finally, we conclude in section 6.
Feature Extraction

Landmarks Detection and Estimation of Face Orientation
The objective of this section is to estimate the pose of the input face image. In [13] We select two outer eye corners and the mid-point of the line joining the two mouth corners as the three facial landmarks. To detect the eye corners, we apply the eye detection algorithm for detecting all eye corners and the mouth corners. The center of the mouth is midpoint of the line joining the two mouth corners. Once, the three landmarks are detected as show in Figure 2 , the orientation of the face image can be estimated using anthropological standard under scaled orthographic projection.
Mask Orientation Adjustment
The generic 3D face wire mask has been extensively used in computer graphics. In this paper, we use the generic mask for view synthesis and make three modifications on the generic mask. First, we reduce the number of nodes from 477 to 57 in order to reduce the computational load while preserving a good quality of the synthesized views. The second modification is on the representation of the mask. The original mask is represented by tetrahedral while the modified mask is represented by triangle. The reasons are (1) under scaled orthographic projection, three points are sufficient to determine the transformation parameters; (2) triangulation is more popular and has been proved to be an effective technique for approximation of surface. The third modification is on the connection between two node points. We modify the connection as an "Elastic-wire" so that node points can "move" to the appropriate locations. A detail on the third modification is discussed in next section. 
Mask Refinement
When the mask is overlaid on the face image, there may have a small deviation from the actual positions because; 1) the mask is only an average of a number of faces, 2) there may have facial expressions and, 3) There is orientation estimation error.
Thus, it is necessary to refine the facial mask. In order to refine facial mask, the Elastic-wire-based Face Model (EBFM) is proposed. In this model, the mask is regarded as being constituted by nodes connecting with elastic-wire as shown in Figure 5 . Each node is regarded as a particle with mass , which can move when force is acted. The connection between two nodes is supposed as an elastic-wire with force, which is proportional to the change of elastic-wire length. The nodes in EBFM will move to the position with high image energy field until it arrives at equilibrium. The equilibrium points usually at the edge points. The objective of the node relocations is to ensure that each triangle mesh becomes a homogenous texture region. This idea was successfully used to describe facial expression [14] and the facial muscle movement [15] . 
Obviously, the real part of its Eigen solution satisfies the condition . 0 ) Re( < λ Thus, the autonomous system is asymptotic stable. This node is nearly at equilibrium. Furthermore, at the equilibrium, we have the
This equation shows that the node will stop at the point at which the internal force is equal to external force. 
Virtual Face Synthesis
In fact, virtual image synthesis is to project the texture from a given image to reconstructed spatial mesh. Usually, the process comprises two steps. The first step is to set the spatial transformation between corresponding meshes on given image and virtual image. Then the texture for each block is mapped from An Efficient Face Reconstruction Framework for Face Recognition Systems Rerkchai Fooprateepsiri and Werasak Kurutach the original image to virtual image. The detailed description can be referred in [16] .
Spatial transformation
In our system, mesh is triangle. We assume The three point-pairs can determine the unknown parameters
Texture mapping
In this section, the inverse mapping strategy and incremental scan-line algorithm are applied so that each pixel on virtual image can be computed, i.e. lest there are holes on virtual face. The texture on each pixel on virtual image is employed the relationship 
Experimental Results
The proposed virtual face synthesis method using 3D elastic-wire-based face model has been tested using 491 face images. These images come from two sources. The first database is from Yale University, which contains 135 images of 15 persons with 15 various poses. The second database is from the CSC-MUT, in which we select 256 images of 15 persons with different pose variations and facial expressions. All virtual faces are synthesized automatically according to the proposed method. All virtual faces are synthesized automatically according to the proposed method. Figure 8 (b) show a set of virtual faces synthesized from corresponding image in Figure 8 Form the experiments, the conventional method used only the frontal faces at pose-27 for training and the other faces are all used for testing. The comparison experiments have been conducted to evaluate the effectiveness of the virtual faces from constructed 3D-face model for face recognition with arbitrary pose, illumination and expression. We used two traditional methods, Principal Component Analysis (PCA) and Linear Discriminate Analysis (LDA), to perform dimensionality reduction, and we used the Nearest Neighbors (NN) as similarity matching approach for classification. The results using PCA and LDA are illustrated in Fig. 9 (a) and Fig. 9 (b) .
Conclusions
Experimental evaluation of face reconstruction for face recognition have illustrated that the proposed fully International Journal of Digital Content Technology and its Applications Volume 3, Number 3, September 2009 automatic system is efficient accurate and robust. Compared with other related works, this framework has the following highlights: 1) only one single frontal face is required for face recognition and the outputs are realistic images with variant pose, illumination and expression for the individual of the input image, which avoids the burdensome enrollment work; 2) the synthesized face samples provide the capability to conduct recognition under difficult conditions of complex pose, illumination and expression; and 3) the proposed 2D-to-3D integrated face reconstruction approach is fully automatic is fully automatic and more efficient.
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(a) (b) Figure 9 Accuracy rate comparisons between face recognition with / without virtual face using (a) PCA (b) LDA.
