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Time synchronization for wireless sensors is important for a proper interpretation of
measurements, particularly for acceleration measurements to estimate mode-shapes.
This paper presents a new time synchronization method working independently on each
node without exchanging time-sync packets among nodes. This stand-alone operation
can make field measurement campaigns very time-efficient without constructing and
validating the wireless sensor network. The proposed method firstly time-stamps
measurements using the accurate time-source from a GPS module on each node,
and secondly re-samples the time-stamped data to get time-synchronized data. The
time-stamping method proposed in the study utilizes Pulse-Per-Second (PPS) signals
and NMEA (National Marine Electronics Association) sentences generated by a low-cost
GPS module, and the internal timer/counter unit of Arduino. Error analysis on the
proposed time-stamping method was carried out and derived an analytical expression
for the maximum variance of time-stamping error of the proposed method. Four
experiments have been carried out to observe (1) the long-term operational stability of
the GPS module, (2) the accuracy of the PPS signals, (3) the accuracy of the proposed
time-stamping method, and (4) the validity of the proposed time-synchronization method
for output-only modal analysis on a laboratory floor structure. The GPS module was
found to operate or to resume operating stably for the entire test period of 7 days even
with the limited field of view to the sky. The relative time errors of two PPS signals from
four GPS modules were found to be within ±400 ns. The time-stamping error measured
by two identical time-stamping Arduinos for common trigger signals was found to have
a standard deviation of 40.8 ns, which agreed well with the maximum value of 42.0
ns predicted by the error analysis. From the output-only modal analysis, the estimated
modal parameters were found to agree well with that from the wired acceleration sensors.
The phase angle of the cross spectral density of the two wireless accelerations showed
that there was no apparent time-synchronization error observable. These observations
indicated a successful operation of the proposed time-synchronization method.
Keywords: time-synchronization, wireless sensors, GPS module, Arduino, pulse-per-second signal, NMEA
sentence, field measurement system
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1. INTRODUCTION
Wireless sensors are highly necessary for a field measurement of
a civil infrastructure, to avoid the expensive, time consuming and
labor intensive installation of wired sensors. An extensive review
on the developmental history of wireless sensors is found (Lynch
and Loh, 2006). While wireless sensors have their advantages,
they have brought a technical problem during the transition
from the wired to the wireless, i.e., time-synchronization among
sensors. Time synchronization for wireless sensors is important
especially when using high sampling-frequency sensors such as
acceleration sensors or dynamic strain sensors to getmode shapes
or strain mode shapes correctly (Krishnamurthy et al., 2008;
Abdaoui et al., 2017).
Possible time-synchronization methods known to be available
are (not limited to): (1) time-sync packet based methods, (2)
terrestrial time broadcasting radio based method, and (3) GPS
modules based method.
The first approach has been one of the important
research topics in the computer science research community
(Sundararaman et al., 2005; Sadler and Swami, 2006; Lasassmeh
and Conrad, 2010). Notable time synchronization algorithms
are Reference Broadcasting Synchronization (RBS) (Elson
et al., 2002; Sim et al., 2010), Timing-sync Protocol for Sensor
Networks (TPSN) (Kumar and Srivastava, 2003), and Flooding
Time Synchronization Protocol (FTSP) (Maróti et al., 2004).
Time synchronization errors of RBS, FTSP, and TPSN
were reported to be within 20 µs. However, with the root-
based or tree-based topology, their accumulative errors can
be up to 5 ms in a period of 6 s (Krishnamurthy et al.,
2008). To overcome such accumulation, the consensus-based
time synchronization protocols were introduced (Olfati-Saber
et al., 2007; Maggs et al., 2012). Compared to the root-based
or tree-based time-synchronization, the consensus-based time-
synchronization doesn’t require a single time reference.
In civil engineering research community, a notable
development with a proven time-sync capability is the
imote2-based HW/SW system developed by the Illinois SHM
Project (http://www.shm.cs.illinois.edu) which implemented
FTSP for clock time-synchronization with accuracy of 80 µs and
developed the resampling technique for data synchronization
(Nagayama and Spencer, 2007; Nagayama et al., 2007).
Their research has formed Embedor Technologies (http://
embedortech.com) and developed Xnode smart sensors with
a real-time operating system (FreeRTOS) on NXP’s LPC4357
micro-controller (Spencer et al., 2017). Time-sync performance
specification is not available yet, but it is reasonable to expect
the same accuracy of 80 µs or better due to the real-time OS
reducing uncertainty of task execution timings.
The second approach uses the radio signals sent from time
broadcasting radio stations scattered all over the world (Ikram
et al., 2010). This approach consumes less power than GPS
modules and is not limited to line-of-sight range, but the accuracy
is around a few tens of milliseconds, which may be not good
enough for acceleration sensor nodes.
The third approach is to use the GPS module’s accurate time
source, which is a byproduct of the GPS technology. It has been
known that the GPS modules can perform time-synchronization
with a resolution of 100 ns or smaller (Sazonov et al., 2010). The
GPS modules has been commonly used for time-synchronization
on wired Ethernet networks, using Network Time Protocol
(NTP), or Precision Time Protocol (PTP) (Volgyesi et al., 2017).
In the Illinois SHM Project, a GPS module were used on the
gateway node for time-synchronization of leaf nodes in the sub-
network (Kim et al., 2016). This research is similar with the
contents of this paper in terms of using a GPS module and its
PPS signals, but only on gateway nodes not each node. This
paper uses an Oven Controlled Crystal Oscillator (OCXO) to
avoid problems related to the clock frequency fluctuation and
achieved an extreme time-stamping accuracy. The direct use of
a GPS module on each leaf node has been largely ignored by
the research communities due to having a relatively high power-
consumption and cost. However, for a short-term vibration
measurement campaign on a civil infrastructure, this approach
can be a sound option, since power consumption can be deal with
using a large capacity battery pack, and a low-cost GPS module,
retailing at around 40 USD (as of 2018) which is worth investing
in as opposed to expensive and labor intensive wired sensor
systems. However, the GPS module based method has a clear
limitation that it needs a clear view to the sky for receiving GPS
signals. However, this requirement is often satisfied for many
field measurement campaigns of civil infrastructures.
Time-synchronization using a GPS module on each node
brings a possibility of a highly time-efficient field measurement
campaign on an operational bridge under constrains in access
time and area. As the proposed time-synchronization occurs
independently without sending/receiving time-sync packets
among nodes, this approach doesn’t require the wireless network
to be formed and validated before starting measurement. For
long-span bridges, creating and validating the wireless network
can be challenging and time-consuming, due to long distances
or steel obstacles. This approach provides the place and measure
FIGURE 1 | Low-cost GPS module: Adafruit Ultimate GPS v3.
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strategy where a sensor node is started to measure just after
placement at a designated location. Proper operation of the
sensor node can be confirmed by real-time graphs on the screen
of the node. By repeating the place and measure strategy for
all the sensor nodes, the installation process can be very time-
efficient.
In this study, a new standalone time-synchronization method
using a low-cost GPS module on each node was proposed. Error
analysis on the proposed time-stamping method was carried out,
followed by four experiments to validate the proposed time-
synchronization method.
2. THEORY
2.1. GPS: Accurate Time Source
A GPS receiver apparently estimates the current position of the
receiver in Latitude, Longitude, and Height on Earth. However,
in the background, the GPS receiver actually tries to estimate not
only the three position variables, but also the variable for the time
offset between the receiver’s internal clock-source and the atomic
clocks in the GPS satellites. After a successful estimation, the GPS
receiver has an extremely accurate internal clock, synchronized
with the atomic clocks in the GPS satellites. This accurate time-
source can be used for time-synchronization of wireless sensors
installed anywhere with a clear view to the sky.
Each GPS satellite has an atomic clock and all atomic
clocks in the GPS satellites are synchronized periodically by the
control segment of the GPS, which monitors clock errors and
updates them to maintain the accuracy of the GPS system. Each
GPS satellite transmits its own unique PRN (Pseudo Random
Number) which identifies the satellite itself at the exact start of
each millisecond. A GPS receiver on the surface of Earth needs
at least four PRNs to fix its position. For more details of GPS
theory and operation can be found (Guochang, 2003; Kaplan and
Hegarty, 2005).
Figure 1 shows the input/output pins of the Adafruit Ultimate
GPS v3 module. The RX pin is where the module receives
configuration commands from a Micro Processor Unit (MPU):
Arduino Mega 2560 in this study. The TX pin is for outputting
NMEA (National Marine Electronics Association) sentences
from the module to the MPU. NMEA sentences are the standard
format for GPS to output results about receiver locations and
accurate time as shown in Figure 2. The PPS (Pulse Per Second)
pin is where a square wave comes out at the exact start of
each second as shown in Figure 3. The square-wave has a high
signal for the first 100 ms after the exact start of each second
FIGURE 3 | Pulse-Per-Second (PPS) signal waveform.
FIGURE 2 | Examples of NMEA sentences.
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and is repeated every second. NMEA sentences are received
roughly in themiddle of two adjacent PPS signals, which provides
the absolute timing information showing the year, month, day,
hour, minute, and second of the current time. By combining the
absolute time information fromNMEA sentences and the precise
relative timing of the PPS signals, it is possible to get a very
accurate time-source for time-stamping.
2.2. Arduino: Open-Source Electronic
Prototyping Platform
Arduino (http://www.arduino.cc) is an open-source electronics
prototyping platform providing several board variants from the
simplest Arduino UNO, to the enhanced Arduino Mega 2560
and the Internet of Things YUN. ArduinoMega 2560 is shown in
Figure 4. Arduino has advantages over other platforms in terms
of its ease of use for beginners. Arduino does not require special
hardware for programming, but simply a USB port in a PC.
Arduino is cheap (Arduino Mega 2560 board costs around 43
USD as of 2018). Arduino is available with easy-to-use recipe-
like instructions on what to buy, what to wire with Arduino,
and how to program Arduino for enormous parts and devices
including sensors and actuators as well as computer IO devices
such as Ethernet, Wifi, and SD memory. Arduino has a large user
community where people share their own developments freely,
FIGURE 4 | Arduino Mega2560: an electronics prototyping board in Arduino
product family.
FIGURE 5 | Proposed timestamping method.
which helps the wide usage and rapid growth of Arduino. The
low-cost GPS module used in this study (40 USD as of 2018)
also has a recipe-like instruction. Arudino makes it possible for
non-electronic engineers to build their own sensor systems by
assembling sensors, DAQ, and wireless communication to meet
their special needs.
Arduino Mega 2560 has an Atmel ATmega2560 Micro-
Processor-Unit (MPU) at its core. A MPU is conceptually a small
computer on a single chip with a small programming space,
memory space, and special hardware components to enable
connection with other integrated circuit (IC) chips of various
tasks. ATmega2560 has 256kB Flash Memory for programming,
8kB SRAM for RAM, 16 Analog Input Pins, 54 Digital
Input/Output Pins in the clock-speed of 16 MHz. ATmega2560
MPU is limited in computational capability in comparison
with modern PCs, but capable enough in many electronics
applications such as the time-synchronized acceleration sensors
used in this study.
Three useful hardware components in ATmega2560 for this
study are UART (Universal Asynchronous Receiver-Transmitter)
RX/TX pins, four 16-bit timers/counters, and their input capture
units. The UART RX/TX pins are used to communicate with
the GPS module. ATmega2560 MPU sends control commands to
the GPS module through TX pin and receives NMEA sentences
through the RX pin.
The 16-bit timer/counter is an internal memory of
ATmega2560 to store a value which starts from zero and
increases by one per single oscillation of the crystal oscillator
(XO) attached to ATmega2560. As the Arduino Mega 2560 has
a 16 MHz crystal oscillator, the value increases by 16 × 106
per second in theory. However, there is a maximum value to be
stored for the timer/counter 216 − 1, which is a typical value
for a 16-bit timer. Whenever it reaches the maximum, it resets
and starts from zero again. By reading a timer/counter value at
different times, relative timing information becomes available.
Each 16-bit timer/counter has an input capture unit which has
its own internal memory to store the timer/counter value when a
pulse signal arrives on the input capture pin. By wiring the PPS
output pin of the GPS module to the input capture pin of the
timer/counter, a relative timing measurement of the PPS signal
becomes available.
3. PROPOSED TIME-STAMPING METHOD
Figure 5 shows the proposed time-stamping method in a
simplified way. tPI (k) and tPI (k + l) denote the times of the
two ideal PPS signals arriving at the k-th and (k + l)-th second,
respectively. Here tPI (k + l) − tPI (k) = l (sec). As discussed in
the previous section, tPI (k) and tPI (k + l) can be identified from
the NMEA sentences that arrived just before arrival of the PPS
signals. In addition, CPA (k) and CPA (k+ l) are the timer/counter
values captured at the arrivals of the two PPS signals through
the input capture unit connected to the PPS output pin of the
GPS module. CDA (m) denotes the timer/counter value read at
the time of the m-th measurement. Fclk is the clock-frequency
of the crystal oscillator. Then the time of the m-th measurement
Frontiers in Built Environment | www.frontiersin.org 4 January 2019 | Volume 4 | Article 82
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tˆ(m) is estimated by the linear interpolation on the two points
(tPI (k),CPA (k)) and (tPI (k + l),CPA (k + l)) for CDA (m) as shown
in Equation (1).
tˆ(m) = tPI (k)+
CDA (m)− CPA (k)
CPA (k+ l)− CPA (k)
× l (sec) (1)
The procedure for the proposed time-stamping method is
summarized as follows.
1. Read the timer/counter value of the input capture unit
captured when the k-th PPS signal arrives and store it into
CPA (k).
2. Identify the time tPI (k) as 1 s later from the time shown in the
NMEA sentence received just before the k-th PPS.
3. Read the timer/counter CDA (m) when the m-th measurement
is made.
4. Repeat Steps (1)–(2) when the (k + l)-th PPS signal arrives.
5. Calculate the time of the m-th measurement tˆ(m) by
linear-interpolation on the two points (tPI (k),CPA (k)) and
(tPI (k+l),CPA (k+l)) for CDA (m) as shown in Equation (1).
4. ERROR ANALYSIS ON PROPOSED
TIME-STAMPING METHOD
The error of the proposed time-stampingmethod by Equation (1)
is investigated analytically. An ideal GPS receiver produces a PPS
signal at the exact start of each second. However, the actual time
of the PPS signal at the k-th second tPA (k) can be different from
FIGURE 6 | Error analysis on proposed timestamping method.
FIGURE 7 | Re-sampling on time-stamped data: (A) before re-sampling with irregular starting times, and (B) after re-sampling.
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Algorithm 1: Pseudo code of the implemented resampling.
Data: Timestamps tˆ(m) and corresponding data y(m) for
m = 0, 1, 2, · · ·
Result: Resampled data ysync(q) on the regular
timestamps tsync(q) for q = 0, 1, 2, · · ·
initialization;
tˆ(0)← the timestamp of the first measurement in
second;
y(0)← the measurement value of the first
measurement;
tsync(0)← floor(tˆ(0))+ 1; resampling starts from the
exact start of the next second;
m← 1; measurement index;
q← 0; resampling index;
while True do
tˆ(m)← the timestamp of them-th measurement in
second;
y(m)← the measurement value of them-th
measurement;
if tˆ(m− 1) ≤ tsync(q) < tˆ(m) then
ysync(q) =
y(m− 1)+ tsync(q)−tˆ(m−1)
tˆ(m)−tˆ(m−1) × (y(m)− y(m− 1));
tsync(q+ 1)← tsync(q)+1Ts;1Ts is the
resampling time interval;
q← q+ 1;
end
m← m+ 1;
end
the ideal time tPI (k) by time error εtP (k) as shown in Figure 6 and
Equation (2). εtP (k) is assumed to be a random variable having the
mean valueµtP = 0 and the standard deviation σtP . According to
the datasheet of the GPS module used in the study, σtP is known
to typically be 10 ns (GlobalTop Technology Inc, 2012).
tPA (k) = tPI (k)+ εtP (k) (2)
The timer/counter value of the Arduino is an integer and a
discontinuous step function of time as shown in Figure 6. The
exact timer/counter value corresponding to tPA (k) needs to be
represented in a real value CPI (k) ideally, but in an integer CPA (k)
resulting in the timer/counter error εCP (k) as shown in Figure 6
and Equation (3).
CPA (k) = CPI (k)+ εCP (k) (3)
where εCP (k) is assumed to be a random variable having a
uniform distribution on [0, 1).
For the (k + l)-th time-step, the ideal and actual PPS times, and
the timer/counter values have following relationships.
tPA (k+ l) = tPI (k+ l)+ εtP (k+ l) (4)
CPA (k+ l) = CPI (k+ l)+ εCP (k+ l) (5)
where tPI (k+ l)− tPA (k) = l. εCP (k) and εCP (k+ l) are assumed
to be independent and identically distributed (i.i.d.) random
variables and so are εtP (k) and εtP (k+ l).
The timer/counter value of the m-th data acquisition ideally
needs to be represented in a real value CDI (m), but in an integer
CDA (m) resulting in the timer/counter error εCD (m) as follows.
CDA (m) = CDI (m)+ εCD (m) (6)
where εCD (m) is assumed to be an i.i.d. random variable with
εCP (k).
The detailed error analysis of the proposed method is
presented in the Appendix and the main result of the time-
stamping error εtˆ(m) on them-th measurement is given below.
εtˆ(m) = εtP (k)(1− A)+ εtP (k+ l)A
+ εCP (k)(1− A)+ εCP (k+ l)A− εCD (m)
Fclk
where A is a constant in the range of (0, 1) as defined in the
Appendix.
One assumption of the analysis is that the clock frequency
Fclk of the MPU is a constant. It is well-known that
the clock frequency fluctuates with ambient temperature
FIGURE 8 | Experimental setup for long-term operational stability of GPS module.
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change which requires a post-processing to reduce time-
synchronization error (Li et al., 2016). However, in this study, this
problem was tackled by an Oven Controlled Crystal Oscillator
(OCXO) which is a XO in a temperature controlled miniature
oven. With a cost of the additional hardware, an excellent
FIGURE 9 | Long-term operational reliability of GPS module.
time-synchronization performance is achieved without the post-
processing.
Themean value of εtˆ is obtained usingµεtP (k) = µεtP (k+l) = 0,
and µεCP (k) = µεCP (k+l) = 0.5 as following.
µεtˆ = E[εtP (k)](1− A)+ E[εtP (k+ l)]A
+ E[εCP (k)](1− A)+ E[εCP (k+ l)]A− E[εCD (m)]
Fclk
= 0
The variance of εtˆ is
σ 2εtˆ
= E[εtP 2(k)](1− A)2 + E[εtP 2(k+ l)]A2
+ E[εCP
2(k)](1− A)2 + E[εCP 2(k+ l)]A2 − E[εCD2(m)]
Fclk
2
= σ 2εtˆP
(
(1− A)2 + A2
)
+
σ 2εC
(
(1− A)2 + A2
)
+ σ 2εC
Fclk
2
The maximum variance is obtained using (1− A)2 + A2 6 1 for
0 6 A < 1, and σ 2εC = 112 .
σ 2εtˆ
6 σ 2εtˆP
+ 2σ
2
εC
Fclk
2
= σ 2εtˆP +
(
1
/√
6
Fclk
)2
(7)
The variance σ 2εtˆ
has two sources of uncertainty: the variance
of the PPS signals and the variance related to the clock-period
1/Fclk. The standard deviation σεtˆP
is known to be 10 (ns)
from the datasheet and the standard deviation related to the
clock-period is 1/(
√
6Fclk) = 40.8 ns based on a 10 MHz
OCXO. The maximum standard deviation of σεtˆ combined by
the two uncertainties was predicted to be 42.0 ns. This value was
compared with an experimental estimation in section 6.3.
5. RESAMPLING TECHNIQUE AND
IMPLEMENTATION
In wireless sensor nodes, it is challenging to start and repeat
to sample data at the exact times simultaneously among all the
sensor nodes, due to deviations of the XO clock frequencies under
changing ambient temperature. Alternatively, it may be simpler
to allow the wireless sensor nodes to have different starting
times with deviations in the sampling intervals, but to resample
data on regular time points from accurately time-stamped data.
Resampling technique was proposed by Nagayama and Spencer
(2007) and Figure 7 shows an illustrative example before and
after resampling. In Figure 7A data-sampling starts in different
times among the sensor nodes, and data-sampling intervals may
have deviations due to that of the XOs. But, resampling can be
carried out to have data points at the regular time points, starting
from the exact start of a second, repeated with the exact original
sampling time-interval. More detail of resampling technique can
be found in Nagayama and Spencer (2007).
Implementation of the proposed time-stamping method
involves challenges on the resource limited ATmega2560 MPU
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as well as a high programming complexity. The first challenge
was the multitasking to parse NMEA sentences together with
reading data from the MEMS accelerometer. If a measured
acceleration value is not read by ATmega2560 from the sensor
on time, it will be overwritten by the next measured value on the
sensor. However, it turned out parsing NMEA sentences takes
a long time causing such data-overwritings. This problem was
overcome by parsing NMEA sentences only once at the boot
time of ATmega2560 and incrementing TPI (k) by 1 s whenever
a PPS arrives. The second challenge was the multitasking to
read data from the accelerometer together with time-stamping
measurements by Equation (1). In the proposed time-stamping
method, the time-stamping tˆ(m) can be carried out only after the
arrival of tPI (k + l). This means all the measurements between
tPI (k) and tPI (k+ l) need to be stored and time-stamped after the
arrival of tPI (k + l) as a block of data for the last l seconds. This
involves a relatively complex datamanagement operations as well
as a long operation time. To simplify this, the term l/(CPA (k+l)−
FIGURE 10 | Errors of PPS signals in multiple GPS modules.
FIGURE 11 | Experimental setup for measuring accuracy of PPS signals.
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CPA (k)) in Equation (1) which has the meaning of the inverse
of the clock frequency is equivalently estimated by p/(CPA (k) −
CPA (k−p)) where CPA (k−p) is the timer/counter value captured
at the arrival of the PPS at tPI (k− p). This alternative expression
allows the time-stamping immediately after a measurement.
FIGURE 12 | Accuracy of PPS signals from a single GPS module: (top)
1C
1,1
PA
, (middle) 1C2,2
PA
, and (bottom) distribution of 1Ci,i
PA
deviation for
i = 1, 2, 3, 4.
Implementation of the resampling technique was carried out
as shown in the pseudocode in Algorithm 1 . The inputs were
the time-stamped data y(m) on the timestamps tˆ(m) for m =
0, 1, 2, · · ·, and the outputs were the resampled data ysync(q) on
the regular time-stamps tsync(q) for q = 0, 1, 2, · · ·. An efficient
FIGURE 13 | Accuracy of PPS signals between two GPS modules: (top)
1C
1,2
PA
, (middle) 1C1,3
PA
, and (bottom) distribution of 1C
1,j
PA
deviation for
j = 2, 3, 4.
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resampling strategy was used by linear interpolation on the most
recent two measurements only.
In this study, ATmega2560 was programmed to transmit
tPI (0), CPA (k), CDA (m), and y(m) for k,m = 0, 1, 2, · · ·, through
the UART TX port wired to a Raspberry Pi and a Python code
in the Raspberry Pi receiving UART data was used to perform
timestamping and resampling.
This implementation assumes that the sensor nodes have
different starting times. After completing a measurement
campaign, the resampled timestamps common in all the sensor
nodes are identified. Then, the data corresponding to the
common timestamps in each node are copied into a single data
file to complete the time-synchronized data acquisition. This
process can be done over the wireless network if available.
FIGURE 14 | Experimental setup for measuring time-stamping accuracy.
FIGURE 15 | Distribution of time-stamp difference for common trigger signals.
6. EXPERIMENTS
Four experiments were carried out. The first two experiments
were to validate the two fundamental assumptions of the
proposed method that (1) GPS modules successfully operates
stably to output NMEA sentences and PPS signals during the
operation of wireless sensors, and (2) PPS signals are highly
accurate. The third experiment was carried out as an attempt to
measure time-stamping error. The last experiment was for an
output-only modal analysis with the four acceleration sensors
where the proposed time-stamping method and their modal
parameters were compared with that from the wired counterpart.
6.1. Experiment #1: Long-Term Stability of
GPS Module
The operation of the GPS module was observed for a week, using
an Arduino Mega 2560 connected to the GPS module as shown
FIGURE 16 | Laboratory floor structure.
FIGURE 17 | Wireless and Wired sensor: (top-right) wired QA700
accelerometer, and (bottom-middle) wireless ADXL362 MEMS sensor.
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in Figure 8. The UART TX/RX pins of the GPS modules were
connected to the RX/TX pins of the Arduino Mega 2560, while
the PPS output pin was connected to an input capture unit of the
Arduino. The antenna of the GPS module was installed in such
a way that it saw only the southern half of the sky, in order to
create a limited visibility which may be encountered in a field
measurement campaign. The Arduino was connected to a PC
through a USB cable and NMEA sentences from the GPS module
were recorded on the PC.
Figure 9 showed various outputs found in the NMEA
sentences. The number of satellites visible to the GPS module
varied mostly from 4 to 13. There were five occasions where the
number of satellites dropped to 0, which may have happened due
to the limited visibility. The Horizontal Dilution Of Precision
(HDOP) indicates the magnitude of uncertainty about fixing
the position and time. A large HDOP indicates large errors in
position and time estimates when the number of satellites visible
at the time decreases or satellites are densely located in a certain
region of sky rather than spread out across the whole sky. The
measured HDOP was clearly shown to be inversely proportional
to the number of satellites. On the occasions where there were
no visible satellites, the GPS failed to fix the location and time,
resulting in a rebooting of the module. Then, the GPS module
resumed to work properly in about 40–60 s as seen in 1T and
1C1,1PA . This observation indicates the importance of having a
clear line of sight to the sky for the successful operation of time-
stamping by the GPS. However, with the given half visibility
to the sky, the GPS module had operated successfully for the
entire week, either working or resuming work after a few down-
times. In summary, the GPS module showed a relatively robust
and reliable operation for the test period even under the limited
visibility.
6.2. Experiment #2: Accuracy of PPS
Signals
Figure 10 shows the definitions of time errors in PPS signals
coming from multiple GPS modules. εitP (k) denotes the
time error of the PPS signal from the i-th GPS module
at k-th second. Direct measurement of εitP (k) requires an
accurate clock source such as an atomic clock. However,
in this study, an indirect way of measuring its accuracy
was carried out measuring the relative timer/counter
differences of PPS signals coming from a single GPS
module or multiple GPS modules, as shown in Equations
(8)–(9).
1Ci,iPA (k) = CiPA (k+ 1)− CiPA (k) (8)
1C
i,j
PA
(k) = CiPA (k)− C
j
PA
(k), i 6= j (9)
where CiPA (k + 1) and CiPA (k) are the timer/counter values of
the i-th GPS module at the (k + 1)-th and k-th time-steps,
respectively. C
j
PA
(k) is the timer/counter value of the j-th GPS
module at the k-th time-step. For ideal error-free GPS modules,
1Ci,iPA (k) and 1C
i,j
PA
(k), i 6= j, are close to Fclk and zero,
respectively.
Figure 11 shows the experimental setup. Four GPS
modules were attached to a modified Arduino Mega
2560, where the crystal oscillator was replaced by an 10
MHz OCXO which cost was 37 USD as of 2018. This
was to minimize measurement inaccuracy due to a clock
frequency fluctuation of the XO under ambient temperature
change.
TABLE 1 | Natural frequencies from wireless and wired systems.
Mode Wireless sensors Wired sensors Relative error
(Hz) (Hz) (%)
B11 6.416 6.417 −0.01
B21 14.005 14.002 0.02
B12 14.825 14.839 −0.09
B22 23.339 23.334 0.02
B31 23.862 23.862 0.00
FIGURE 18 | Sensor positions.
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Four PPS signal pins were wired to four 16-bit timers/counters
of the Arduino to capture the timer/counter value whenever
a PPS signal arrives. Figure 12 shows 1C1,1PA (k), 1C
2,2
PA
(k), and
their distributions. The average value was 9,999,927. It was very
close to the nominal frequency of the OCXO 10 MHz. As shown
in Figure 12, the maximum deviation was found to be 2 clock
counts, which corresponds to 200 ns (1 clock count corresponds
to 100 ns = 1/10MHz). Figure 13 showed1C1,2PA (k),1C
1,3
PA
(k) and
their distributions. It was found that the maximum differences
varied from−4 to 2 clock-counts, which corresponds to−400 to
+200 ns. These observations showed promising accuracy in the
PPS signals.
6.3. Experiment #3: Accuracy of Proposed
Method on Trigger Signals
This experiment was an attempt to measure the accuracy
of the proposed time-stamping method, in an indirect way.
Two identical time-stamping Arduinos were built, each
using a GPS module and an OCXO, and common trigger
signals generated from a function generator were fed to
the two Arduinos, as shown in Figure 14. The function
generator produced a trigger signal every second for 30 hours.
The time-stamps made for a common trigger signal were
compared to estimate the error of the proposed time-stamping
method.
FIGURE 19 | Mode shapes from Wireless sensors and Wired sensors: (A) Mode B11, (B) Mode B12, (C) Mode B21, and (D) Mode B22.
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The two time-stamps made by the two Arduinos for the m-th
trigger signal are denoted by tˆ1(m) and tˆ2(m), and are represented
as follows.
tˆ1(m) = t1true(m)+ ε1tˆ (m) (10)
tˆ2(m) = t2true(m)+ ε2tˆ (m) (11)
The difference between them was the quantity measured in the
experiment.
1tˆ(m) = tˆ1(m)− tˆ2(m)
= ε1
tˆ
(m)− ε2
tˆ
(m)
The variance of 1tˆ(m) is represented as follows, based on the
assumption that ε1
tˆ
(m) and ε2
tˆ
(m) are i.i.d. with εtˆ(m).
σ 2
1tˆ(m)
= σ 2εtˆ + σ
2
εtˆ
= 2σ 2εtˆ
The standard deviation of the proposed time-stamping method
is estimated as follows.
σεtˆ =
1√
2
× σ1tˆ(m) (12)
The difference between the two time-stamps was calculated and
shown in Figure 15. The standard deviation of 1tˆ(m) was 57.68
ns. Using Equation (12), the standard deviation of the proposed
time-stamping method σεtˆ was found to be 40.8 ns. It is worth
noting that this value agrees well with the predicted maximum of
42.0 ns by Equation (7) with 3% error.
6.4. Experiment #4: Output-Only Modal
Analysis
Output-only modal analysis was carried out on a laboratory floor
structure (Figure 16) using four wireless acceleration sensors
built with the proposed time-stamping method and the re-
sampling technique.
Each wireless acceleration sensor uses an ADXL362 MEMS
accelerometer as shown in Figure 17. An Arduino Mega 2560
compatible board was developed to integrate the ADXL362
sensor, the GPS module, and the ATmega2560 MPU in a single
printed circuit board. The ADXL362 sensor was connected to
the Atmel ATmega2560 MPU through SPI (Serial Peripheral
Interface). The Arduino Mega 2560 compatible board was sitting
on top of a Raspberry Pi 3 Model B (RPI) powered by and
communicated through GPIO (General Purpose Input/Output)
pins of the RPI. AGPS antenna was connected to the GPSmodule
and a USB battery pack was connected to power the RPI. The
battery pack of 20 Ah with 3.85V was able to support more than
10 hours of the system operation consuming roughly 700mA. For
the wired counterpart, four QA700 servo-type accelerometers
were used with the Data-Physics Signal Mobilizer DAQ system.
Acceleration response under ambient vibration of human
walking was measured for 10 min, using 100 Hz sampling
FIGURE 20 | Cross spectral density using Sensor #2 and #3.
frequency for both wireless and wired sensors as shown
in Figure 18. The covariance-driven SSI (Stochastic Subspace
Identification) (Peeters and De Roeck, 2001) was used for output-
only modal analysis. The results were shown in Table 1 and
Figure 19. Table 1 showed that both frequencies were very close
to each other. The maximum frequency error was −0.09%.
Figure 19 showed that the first four mode shapes agreed well
each other, confirming successful operation of the proposed
time-stamping method and re-sampling technique.
The phase angle of the cross spectral density of two
acceleration signals can be used to estimate the time-
synchronization error in the signals. A slope in the phase
angle is proportional to the time-synchronization error and
can be converted to a time-sync error estimation in seconds
(Nagayama and Spencer, 2007). This approach requires that
the two signals were measured from a common reference clock.
However, in this study, the wired and wireless systems were
completely independent measurement systems with no common
reference clock. Instead, the cross spectral density of the two
wireless accelerations from Position #2 and #3 was shown in
Figure 20. As shown in Figure 20 there was no linear trend
observable, indicating no apparent time-synchronization error
between the nodes. The sensors at position #2 and #3 were
chosen as they had moderate mode-shape amplitudes away from
zero. Fluctuations of the phase angle below 3 Hz and over 18 Hz
might be due to the small magnitude of the signals causing a low
signal-to-noise ratio.
7. CONCLUSION
The time-synchronization method for wireless acceleration
sensors highly optimal for field measurement campaigns
was proposed using the accurate time-stamping built on
the GPS technology and the re-sampling technique working
independently on each node. Analytical and experimental
investigations revealed the following.
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• The GPS module was found to be operating reliably, or to
resume doing so for the entire seven days of the test-period,
even though there was only half the visibility to the sky.
However, to minimize down-times, it is recommended to
ensure a clear visibility to the sky as much as possible.
• The PPS signals were found to be accurate, with maximum
relative time errors of 300 ns for two adjacent PPS signals
from a single module and 400 ns for two PPS signals from two
different GPS modules.
• The analytical investigation on the proposed time-stamping
method derived the expression of the standard deviation of the
time-stamping error. The expression revealed two sources of
uncertainties: one from PPS signal errors and the other related
to themagnitude of the clock-period. The expression predicted
themaximum standard deviation of the time stamping error to
be 42.0 ns.
• The time-stamping error was measured by comparing two
time-stamps made by the two identical time-stamping
Arduinos for common trigger signals. The standard deviation
of the proposed time-stamping method was estimated to be
40.2 ns which agreed well with the analytical prediction of 42.0
ns with 3% error.
• Output only modal analysis was carried out on a laboratory
floor structure, using wireless acceleration sensors equipped
with the proposed time-stampingmethod and the re-sampling
technique. Identified natural frequencies and mode shapes
agreed well with those from wired acceleration sensors.
• The phase angle of the two wireless accelerations showed that
there was no apparent time-synchronization error observable,
indicating a successful time synchronization by the proposed
method.
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A. APPENDIX: EXPRESSION OF
TIME-STAMPING ERROR OF PROPOSED
METHOD
The time difference between tPA (k+ l) and tPA (k) is expressed as
tPA (k+ l)− tPA (k)
= {tPI (k+ l)+ εtP (k+ l)}− {tPI (k)+ εtP (k)}
= {tPI (k+ l)− tPI (k)}+ {εtP (k+ l)− εtP (k)}
= l+ εtP (k+ l)− εtP (k) (A1)
The difference between the timer/counter values CPI (k + l) and
CPI (k) is expressed in terms of the clock frequency Fclk of the
MPU as follows.
CPI (k+ l)− CPI (k) = Fclk
(
tPA (k+ l)− tPA (k)
)
= Fclk
(
l+ εtP (k+ l)− εtP (k)
)
1= Fclk′ × l (A2)
The true time-stamp of them-th data acquisition CDI (m) is
ttrue(m) = tPA (k)+
CDI (m)− CPI (k)
CPI (k+ l)− CPI (k)
× (tPA (k+ l)− tPA (k))
= tPA (k)+
CDI (m)− CPI (k)
CPI (k+ l)− CPI (k)︸ ︷︷ ︸
1=A
×(l+ εtP (k+ l)− εtP (k))
(A3)
Note that the termA above is a constant in the range of [0, 1) (see
Figure 6).
The proposed time-stamp of the m-th data acquisition in
Equation (1) is re-written for convenience.
tˆ(m) = tPI (k)+
CDA (m)− CPA (k)
CPA (k+ l)− CPA (k)︸ ︷︷ ︸
1=B
×l (A4)
The term B in the above equation is expressed as
B =
(
CDI (m)+ εCD (m)
)− (CPI (k)+ εCP (k))(
CPI (k+ l)+ εCP (k+ l)
)− (CPI (k)+ εCP (k))
=
(
CDI (m)− CPI (k)
)+ (εCD (m)− εCP (k))(
CPI (k+ l)− CPI (k)
) (
1+ εCP (k+l)−εCP (k)
CPI (k+l)−CPI (k)
)
By using the definitions of A and F′
clk
, and the approximation
1
1+x ≃ 1− x for a small x,
B ≃
(
A+ εCD (m)− εCP (k)
F′clkl
)
×
(
1− εCP (k+ l)− εCP (k)
F′clkl
)
By expanding the above equation and ignoring the 2nd order
term
(
1
F′clkl
)2
negligible w.r.t. the other terms,
B ≃ A+ εCD (m)− εCP (k)
F′clkl
− AεCP (k+ l)− εCP (k)
F′clkl
The term B is further modified using the approximation on
1
F′clk
≃ 1Fclk (1−
εtP (k+1)−εtP (k)
l
),
B ≃ A+
(
εCD (m)− εCP (k)
Fclkl
− AεCP (k+ l)− εCP (k)
Fclkl
)
×
(
1− εtP (k+ 1)− εtP (k)
l
)
By expanding the above equation and ignoring the cross-terms
of εC(·) (·)× εtP (·) negligible to the other terms,
B ≃ A+ εCD (m)− εCP (k)
Fclkl
− AεCP (k+ 1)− εCP (k)
Fclkl
(A5)
The error of the proposed time-stamping method is
εtˆ(m) = ttrue(m)− tˆ(m)
= tPA (k)+ A× (l+ εP(k+ l)− εP(k))
−
(
tPI (k)+
(
A+ εCD (m)− εCP (k)
Fclkl
− AεCP (k+ l)− εCP (k)
Fclkl
)
× l
)
By using tPA (k)− tPI (k) = εtP (k),
εtˆ(m) = εtP (k)(1− A)+ εtP (k+ 1)A
+εCP (k)(1− A)+ εCP (k+ 1)A− εCD (m)
Fclk
(A6)
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