] be the admissible closure of the Martin-Solovay tree and let M 1,∞ be the direct limit of M 1 via countable trees. We show that L κ 3 [T 2 ] ∩ V uω = M 1,∞ |u ω .
Introduction
Canonical models naturally arise in models of determinacy. Moschovakis et al. [12, Section 8G] started the investigation of the models H Γ and L[T Γ ] if AD holds and Γ is a scaled pointclass closed under ∀ R . These models have set-theoretical identity which are useful in further study of regularity properties of sets of reals. At projective levels, when Γ is Π 1 2n+1 , the model is
], shown by Becker-Kechris [3] , where T 2n+1 is the tree of the Π 1 2n+1 -scale on a good universal Π 1 2n+1 set. The next obvious question to ask is the internal structure of H Γ , e.g. does GCH hold? For projective levels, Steel [15] shows that L[T 2n+1 ] is a mouse. Let M L δ 1 2n+1 [T 2n+1 ]. This paves the way for the study of the canonical model L[T 2n+1 ] using inner model theory. It is a strong evidence that M 2 is the correct model to work with for further investigation of Σ 1 4 sets. What about M 1 ? What does its direct limit M 1,∞ look like? A partial result was by Hjorth [6] , that δ 1,∞ = u ω . This paper shows that the structure of M 1,∞ has a canonical characterization from descriptive set theory. The odd levels and even levels can now be unified with the following scope.
Assume AD. Consider the Suslin cardinals. The first few are ω, ω 1 , u ω , δ , etc. Consider the associated lightface pointclass in each case and consider a nice coding system of each Suslin cardinal. We can build canonical models associated to each Suslin cardinal in the following way:
1. Ordinals in ω 1 have a Π 1 1 -coding system, namely WO, the set of wellorderings on ω. WO is a Π 1 1 set and |·| is a Π 1 1 -norm of W O onto ω 1 . Define the universal Σ 1 2 set of ordinals in ω 1 relative to this coding: 2. Ordinals in u ω have a ∆ 1 3 -coding system, namely WO ω , the set of sharp codes for ordinals in u ω . |·| is a ∆ 1 3 -norm of WO ω onto u ω . Define the universal Σ 1 3 set of ordinals in u ω relative to this coding:
]. By Q-theory and Kechris-Martin [9, 3, 7, 8] 
].
We mention without the proof that this paper routinely generalizes to the higher levels based on [18, 19, 20, 21] . Under AD, for arbitrary n, there is a ∆ 1 2n+1 coding system of ordinals in (δ 1 2n+1 ) − which generalizes the WO ω coding of u ω . Define O Σ 1 2n+1 , the universal Σ 1 2n+1 subset of (δ 1 2n+1 ) − relative to this coding. Then
This unification of odd and even levels should hopefully isolate the correct questions. For instance, the model L[T 2 ], and its generaizations, L[T 2n ], were considered "canonical" [1, 4] . The uniqueness of L[T 2n ] was asked in [1] and solved by Hjorth [5] for n = 1 and Atmai [2] for arbitrary n. Atmai-Sargsyan [2] proves that
However, it is hard and unnatural to investigate this model, the fundamental reason being that this model is the result of constructing on top of a non-sound mouse M 
2. There is an effective map ϕ → ϕ * that sends a Σ 1
This anti-Σ 1 3 -correctness result is comparable to the
Under AD, there should be a canonical model associated to every Suslin cardinal. The next Suslin cardinal beyond projective is δ
. The suitable initial segment of an M 1 -like N is called N − . The set of reals coding countable, suitable premice is ∆ 1 3 . If T is a normal iteration tree on a suitable P, then 1. T is short iff either T has a last model M α such that M α is suitable or [0, α] T drops, or T has limit length , Q(T ) exists, and
2. T is maximal iff T is not short.
If P is suitable, then P is short tree iterable iff whenever T is a short tree on P, then 1. if T has a last model, then it can be freely extended by one more ultrapower, that is, every putative normal tree U extending T and having length lh(T ) + 1 has a wellfounded last model, and moreover this model is suitable if the branch leading to it does not drop, 2. if T has limit length and T is short, then T has a cofinal wellfounded branch b, and moreover
It is shown in [14] that every suitable P is short tree iterable. If P is suitable, Q is called a pseudo-normal-iterate of P iff Q is suitable, and there is a normal tree T on P such that either Q is the last model of T , or T is maximal and Q is the suitable initial segment of
Suppose s is a finite set of ordinals. We define s − = s \ max(s) and
This is a useful consequence of the zipper argument in [16, Theorem 6.10] . It is used by Hjorth [6] to show that u ω = δ M 1,∞ .
4 Kunen's ∆ 1 3 coding of subsets of u ω
From now on, we assume ∆
This section uses the effective version of [13] , Kunen's ∆ Recall that by Theorem 2.1,
We begin with a quick review of [13] . If A is a set of ordinals, A [n] denotes the set of strictly increasing n-tuples from A. W n is the n-fold product L-measure of the L-club measure on ω 1 concentrating on ω
is the ultrapower map using functions in L.
[F ] Wn is the member in the ultrapower represented by F . Let m ≥ 0 and k ≥ 1. Let
S ⊆ u ω is simple iff there are m, j, k and an
, then A is a countable union of simple sets.
The proof of [13, Theorem 3.6] almost carries over to Theorem 4.1. The only difference is that instead of taking a surjection h : R → P(u ω ) in [13, Lemma 3.7] under AD by Moschovakis Coding Lemma, we take a surjection h :
determinacy is needed in order to argue that any ∆ 1 3 subset of reals closed under ≡ T either contains or is disjoint from a cone.
Under ZF , from ordinals ξ 1 < · · · < ξ m+1 we define
and Skolem terms τ 1 , . . . , τ k with
Finally, cf
We let
The full direct limit M 1,∞ Definition 5.1. We define a fixed binary Skolem term ρ as follows. If P is a countable, suitable premouse, n < ω, for countable ordinals α 1 < · · · < α n , define the bad-sequence relation
< P α 1 ,...,αn is ∆ 1 1 in the codes of P and α 1 , . . . , α n . The bad sequence argument in [6] shows that < P α 1 ,...,αn is wellfounded for any countable α 1 < · · · < α n . Hence, the rank of < α 1 ,...,αn is smaller than the smallest (P, α n )-admissible. By Shoenfield absoluteness, for any ν < γ P {α 1 ,...,αn} , the rank of (∅, J αn [P] , ν) in < P α 1 ,...,αn is the same in any proper class model W of ZFC satisfying that (P, α 1 , . . . , α n ) ∈ HC W . There is a fixed Skolem term ρ such that for ν < γ P {α 1 ,...,αn} ,
. This fixed term ρ is thus allowed to apply on uncountable ordinals α 1 , . . . , α n as well. Just carry out the same definition of < P α 1 ,...,αn in any universe containg P and α n in its hereditarily countable part. For instance, when P is still countable in V ,
interprets the rank of (∅, J un [P] , ν) in < P u 1 ,...,un in the universe L[P] Coll(ω,un) . In particular, we have by indiscernability that
In this paper, by "a countable iterate of M 1 ", we mean an iterate of M 1 via a hereditarily countable stack of normal iteration trees according to the canonical strategy of M 1 . If N is a countable iterate of M 1 and the iterateon map π M 1 ,N on the main branch exists, "a countable iterate of N " means an iterate of N via a hereditarily countable stack of normal iteration trees according to the canonical strategy of N . If N is a countable iterate of M 1 , π N,∞ denotes the tail of the direct limit map from N to M 1,∞ .
Lemma 5.2. If N is a countable iterate of M 1 and P is a further iterate of N with iteration map π N P , ν < γ N {u 1 ,...,un} , then
Proof. π N P moves the left hand side to the right hand side. So we automatically have the ≤ direction.
On the other hand, whenever α 1 < · · · < α n are countable Silver indiscernibles for L[N − , P − , T ] where T is the countable tree leading from N to P , < P − α 1 ,...,αn embeds into < N − α 1 ,...,αn via
where T * is T construed as an iteration tree on N |α n . This embedding implies that
and hence the ≥ direction of the lemma by indiscernability.
Definition 5.3. P u 1 ,...,un is the set of α < u n+1 for which there is a countable iterate N of M 1 and ν < γ N {u 1 ,...,un} such that
Working in a model of the form L[x] for some x ∈ R, we say that
..,ηn} and 1. if T is a short tree on Q of length ≤ ω 1 with iteration map π T on its main branch, then π T (η 1 , . . . , η n ) = (η 1 , . . . , η n ) and for any β < γ
2. if T is a maximal tree on Q of length ≤ ω 1 , then there is a branch
. . , η n , u n+1 ) and for any β < γ
By Σ 1 1 -absoluteness and Lemma 5.2, for any countable iterate N of
We will show that
] by estimating the complexity. Recall in [6] the definition of the pointclass Γ 1,n . A ⊆ R is in Γ 1,n iff there is a formula ϕ such that
We have by Martin [11] (ωn-Π We now allow the pointclass to act on ordinals as well. A ⊆ R × u ω is said to be in Γ 1,n iff there is a formula ϕ such that
If C ⊆ R, G(C) is the infinite game on ω in which two players collabrate to produce a real x and I wins iff x ∈ C. If A ⊆ R × u ω , B is the set of α < u ω such that I has a winning strategy in G(A α ), where A α = {α < u ω : (x, α) ∈ A}. Naturally, B ⊆ u ω is said to be in Γ 1,n iff there is A ⊆ R × u ω in Γ 1,n such that B = A.
Lemma 5.4. P u 1 ,...,un is Γ 1,n+1 .
Proof. We claim that for α < u n+1 , α ∈ P u 1 ,...,un iff for a cone of x, L[x] satisfies that there is (Q, β) such that Q is (u 1 , . . . , u n , u n+1 )-iterable by ρ-value and
. This verifies the ⇒ direction.
⇐: Suppose α < u n+1 and for a cone of x ≥ T w, L[x] satisfies the above statement. Pick such an
1 , leading to a common pseudo-iterate R with δ R ≤ ω
Zhu in [18] proves the equality of pointclasses
on subsets of R. We produce a variant of this equality by allowing ordinal parameters. Recall the relavaent definitions. If α is an ordinal and A ⊆ α × X, then put
If B is either a subset of R or a subset of u ω , α ≤ u ω , then B is said to be α-Π 1 3 iff there is a Π 1 3 set A, a subset of either α × R or α × u ω respectively, such that B = Diff A. The variant of this equality of pointclasses on subsets of u ω is:
Lemma 5.5. Assume ∆ 1 2 -determinacy. Let B ⊆ u n+1 be Γ 1,n . Then B is u n+2 -Π 1 3 . Proof. We follow closely the proof in [18] . Suppose that B = A, A ⊆ R × u n+1 , and A is Γ 1,n . Fix a formula ϕ such that
For countable ordinals ξ, η 1 , . . . , η n , η such that max(ξ, η 1 , . . . , η n ) < η, we say that M is a Kechris-Woodin non-determined set with respect to (ξ, η 1 , . . . , η n , η) iff 1. M is a countable subset of R; 2. M is closed under join and Turing reducibility;
In clause 3, "∀σ ∈ M " is quantifying over all strategies σ for Player I that is coded in some member of M ; σ * v is Player I's response to v according to σ, and σ ⊗ v = (σ * v) ⊕ v is the combined infinite run. Similarly for clause 4, roles between two players being exchanged. Say that z is (ξ, η 1 , . . . , η n , η)-stable iff z is not contained in any KechrisWoodin non-determined set with respect to (ξ, η 1 , . . . , η n , η). z is stable iff z is (ξ, η 1 , . . . , η n , η)-stable for all ξ, η 1 , . . . , η n , η such that max(ξ, η 1 , . . . , η n ) < η < ω 1 . Being stable is a Π 1 2 -property. The following claim is extracted from the proof of the Kechris-Woodin determinacy transfer theorem in [10] that
Claim 5.6. There is a stable real.
Proof. Suppose otherwise. The set of (z, y) ∈ R such that for some (ξ, η 1 , . . . , η n , η), y codes a Kechris-Woodin non-determined set M y with respect to (ξ, η 1 , . . . , η n , η) and such that z ∈ M y is Σ 1 2 . By Σ 1 2 -uniformization, this set is uniformized by a Σ 1 2 function F . F is total by assumption. Thus, F is ∆ 1 2 . Denote the Kechris-Woodin non-determined set coded in F (z) by F * (z). For any z ∈ R, define (ξ z , η z 1 , . . . , η z n , η z ) as the lexicographically least tuple such that Consider the game in which I produces z 0 , x 0 , II produces z 1 , x 1 . Let
Let σ 0 be a strategy for I such thatσ * (w 0 , x 1 ) = (z 0 , σ 0 * x 1 ) for some z 0 . Of course, σ 0 ≤ T w 0 . Pick a real z ≤ T w 0 such that w 0 ∈ F * (z) and F * (z) is a KechrisWoodin non-determined set with respect to (ξ w 0 , η w 0 1 , . . . , η w 0 n , η w 0 ). However, we shall produce a contradiction to clause 3 of the definition of Kechris-Woodin non-determined set by proving that
Sinceσ is winning, we have
Thus, it suffices to show that (ξ z ′ , η z ′ 1 , . . . , η z ′ n , η z ′ ) = (ξ w 0 , η w 0 1 , . . . , η w 0 n , η w 0 ). We have the ≥ lex direction because z ′ ≥ T w 0 . To see the ≤ lex direction, just note that F * (z) contains z ′ and is already a Kechris-Woodin non-determined set with respect to (ξ w 0 , η w 0 1 , . . . , η w 0 n , η w 0 ). This finishes the proof of Claim 5.6.
Let < ξ,η 1 ,...,ηn,η be the following wellfounded relation on the set of z which is (ξ, η 1 , . . . , η n , η)-stable:
If z is (ξ, η 1 , . . . , η n , η)-stable, then < ξ,η 1 ,...,ηn,η ↾ {z ′ : z ′ < ξ,η 1 ,...,ηn,η z} is a Σ 1 1 wellfounded relation in the code of (ξ, η 1 , . . . , η n , η), hence has rank < ω 1 by Kunen-Martin. If z is stable, let f z be the function that sends (ξ, η 1 , . . . , η n , η) to the rank of z in < ξ,η 1 ,...,ηn,η . By Shoenfield absoluteness, there is a Skolem term τ in the language of set theory such that for all z ∈ R, if z is stable, then
The function z → β z α is ∆ 1 3 (α) in the sharp codes. We say that z is α-ultrastable iff z is stable and β z α = min{β z ′ α : z ′ is stable}. The same argument in [18] shows that:
Claim 5.7. If z is α-ultrastable, then z computes a winning strategy in G(A) for either of the players.
Proof. Suppose otherwise. Let w ∈ WO such that |w| = α. For each σ ≤ T z for either of the two Players in G(A), find a defeat y σ of σ. Let z ′ be Turing above w ⊕ z and above y σ for any σ ≤ T z. By indiscernability, whenever (ξ, η 1 , . . . , η n , η) are L[z ′ ]-indiscernibles and ξ < η i ↔ α < u i and ξ = η i ↔ α = u i for any 1 ≤ i ≤ n, we have z ′ < ξ,η 1 ,...,ηn,η z and hence
Therefore, β z ′ α < β z α , contradicting to α-ultrastableness of z.
We then let (α, γ, z) ∈ C iff z is α-stable and β z α = γ. C is ∆ 1 3 . Then B is u n+2 -Π 1 3 by the following definition:
By Lemmas 5.4-5.5, P u 1 ,...,un is u n+3 -Π 1 3 . By Theorem 2.1,
be the order preserving enumeration of
and hence by Theorem 2.1, there is µ n < u n+2 such that f n is ∆ 1 3 (µ n ). We fix this µ n and fix a Σ 1 3 set
The role of f n is to compute π N,∞ (α) for a countable iterate N of M 1 and α < γ N {u 1 ,...,un} : Lemma 5.8. Suppose that N is a countable iterate of M 1 and α < γ N {u 1 ,...,un} . Then
Proof. Define a map σ sending π N,∞ (α) to ρ N (α, {u 1 , . . . , u n }) for N a countable iterate of M 1 and α < γ N {u 1 ,...,un} . By comparison and Lemma 5.2, π is well defined and order preserving. By definition, the range of σ is exactly P u 1 ,...,un . Therefore, σ = f n . By Theorem 4.1, the code of f n is a countable union of simple sets. Let ϕ n (w, z, ψ , j, m, k) be a Σ 1 3 formula describing
where F ψ ,z is the function defined by ψ over L[z] from {u 1 , . . . , u n+1 } which sends a k-tuple to a pair. Thus,
be the partial function defined from u 1 , . . . , u 2n+1 , µ n . By upward Σ 1 and for any y ≥ T x,
Hence,
A countable iterate N of M 1 is said to be α-stable iff for any further countable iterate P of N with iteration map π N P , π N P (α) = α. If s is a finite set of ordinals, N is s-stable iff N is α-stable for any α ∈ s. The iterability of M 1 implies that for any finite set of ordinals s, there is a countable iterate N of M 1 which is s-stable. Let
where N is α-stable.
Lemma 5.9. Assume ∆ 1 3 -determinacy. Suppose that ϕ is a Σ 1 3 formula. Then for any α < δ n ,
Proof. Let N be {α, µ n }-stable such that π N,∞ (ᾱ) = α. Then by Lemma 5.8,
By elementarity, it suffices to show that
or in other words, iff
We have by assumption a Coll(ω, δ N )-generic filter g over N and v 0 ∈ N [g] such that
By upward Σ 1 3 absoluteness, ϕ(v 0 ) holds in V and f n (|v 0 |) = f n (α). Therefore, |v 0 | = α. v 0 verifies the existence quantifier in the conclusion of the ⇐ direction.
⇒: Let ϕ(v) be ∃yθ(v, y), where θ is Π 1 2 . Let |v 0 | = α and y 0 be such that θ(v 0 , y 0 ). Let v 1 be such that
Iterate N to some P so that v 0 , v 1 , y 0 is B P -generic over
Thus,
And pull it back via elementarity, using the fact that the iteration map from N to P fixesᾱ.
Proof. ⊆: By Lemma 5.9 and Hjorth [6] that sup n<ω δ n = u ω . ⊇: Suppose a ⊆ u n is in M 1,∞ . Let α 0 < u k , n < k < ω and ϕ be such that a = {α < u n : M 1,∞ |= ϕ(α, α 0 )}.
We show that a has a Γ 1,2k+1 (α 0 ) definition:
⇒: Suppose that α ∈ a. Iterate M 1 to N via a countable iteration such that for some β, β 0 ∈ N , π N,∞ (β, β 0 ) = (α, α 0 ). Let x 0 be a real coding N − . Then for any
This section proves an interesting result that for any n < ω, u n ∈ ran(π M 1 ,∞ ).
It requires an ingredient from Q-theory. A major feature of Qtheory is the discrepancy between ∆ 1 3 -degrees and Q 3 -degrees:
In the spirit of its proof, in [9, Lemma 8.2], we establish a series of results along the same line.
Define ∆
iff there is a Σ 1 -formula ϕ and an ordinal α < u n such that
W n is therefore ∆
Lemma 6.1. Assume ∆ 1 2 -determinacy. ν n equals to the supremum of the lengths of ∆ 1 3 (< u n ) wellorderings on u n .
Proof. Fix any γ ∈ W n . Let α < u n and let ϕ be Σ 1 such that
and for ( ψ , β),
. From ≤ A we can easily define a ∆ 1 3 (α) wellordering on u n of the same order type. This shows one direction of the lemma.
On the other hand, we need to show that if < * is a ∆ 1 3 (< u n )-wellordering of u n , then its length is smaller than ν n . We define a Σ
Suppose that f (β) for β < * α has been defined. We let f (α) be the smallest ξ > ξ 0 such that L ξ (T 2 ) |= "f (β) is defined for any β satisfying ϕ(T 2 , β, α)". By admissibility, f is a total function from u n into W n and is order preserving with respect to < * and <. This implies that the order type of < * is smaller than ν n .
Proof. Suppose that for α < u n ,
where ϕ is Σ 1 . Note that W n is ∆
This definition of A is uniformly ∆
The next lemma defines ν n from {u 1 , . . . , u n } in L[x] for a cone of x, uniformly. The defining formula is called ϕ v=νn (v, u 1 , . . . , u n ). (v, u 1 , . . . , u n ) ↔ v = ν n ).
Proof. The ∆ 1 3 (< u n ) subsets of u 2 n have a universal coding, indexed by a Π 1 3 set. That is, there is a Π 1 3 set A consisting of ( ϕ , ψ , α) satisfying that 1. ϕ, ψ are ternary Π 1 3 -formulas, uniform in the sharp codes in all coordinates, defining a ⊆ u 3 n and b ⊆ u 3 n respectively, 2. α < u n , and 3. c ( ϕ , ψ ,α) = DEF {(β, β ′ ) : (α, β, β ′ ) ∈ a} = u 2 n \{(β, β ′ ) : (α, β, β ′ ) ∈ b}, and such that for any ∆ 1 3 (< u n ) subset d ⊆ u 2 n , there is ( ϕ , ψ , α) ∈ A such that c ( ϕ , ψ ,α) = d. Therefore, ν n is the smallest ν with the Σ 1 3 -property that for any ( ϕ , ψ , α) ∈ A, if c ( ϕ , ψ ,α) is a wellordering on u n , then its length is smaller than ν n .
Extract a Σ 1 3 -formula ψ n (w) from this Σ 1 3 -property. That is, ψ n (w) holds iff w ∈ WO n+1 ∧ |w| ≥ ν n .
Pick w 0 ∈ WO n+1 with |w 0 | = ν n and pick x 0 witnessing the existence quantifier of the Σ 1 3 -definition of ψ n (w 0 ). Then for any x ≥ w 0 ⊕ x 0 , L[x] satisfies "ν n is the smallest ordinal such that for some w ∈ WO n+1 , |w| = ν n using (u 1 , . . . , u n ) to evaluate |w|, and ψ n (w) holds". This is the definition of ϕ v=νn .
Lemma 6.4. Suppose that N is a countable iterate of M 1 such that the iteration map on the main branch exists. Then for any n, ν n is uniformly definable over N from {u 1 , . . . , u n }.
Proof. Let P be a countable iterate of N via the iteration map π N P such that the base of the cone in Lemma 6.3 is in a Coll(ω, δ P )-extension of P . Then P Coll(ω,δ P ) |= ∀v (ϕ v=νn (v, u 1 , . . . , u n ) ↔ v = ν n ).
By elementarity, ν n ∈ ran(π N P ). Thus, if g is Coll(ω, δ N )-generic over N , there is w ∈ WO n+1 ∩ N [g] such that |w| = π −1 N P (ν n ) and ψ n (w) holds in N [g]. By Σ 1 3 -upward absoluteness, ψ n (w) holds in V . Thus, |w| ≥ ν n . Of course, π N P is non-decreasing. Thus, |w| = ν n = π N P (ν n ). The uniform definition of ν n is N Coll(ω,δ N ) |= ∀v (ϕ v=νn (v, u 1 , . . . , u n ) ↔ v = ν n ).
Conjecture 7.2. κ x 3 ≤ κ y 3 iff there is m < ω such that for any m < n < ω, (u
The uniqueness of L[T 2 ], solved by Hjorth in [5] , has a local version which is more to the point, as M 1,∞ is a mouse. Question 7.3. Suppose that (ψ n : n < ω) is a ∆ 1 3 -scale on a good universal Π 1 2 set such that each ψ n is (< ω 2 -Π 1 1 ). Define
