Visual attention is the cognitive process of directing our gaze on one aspect of the visual field while ignoring others. The mainstream approach to modeling focal visual attention involves identifying saliencies in the image and applying a search process to the salient regions. However, such inference schemes commonly fail to accurately capture perceptual attractors, require massive computational effort and, generally speaking, are not biologically plausible. This paper introduces a novel approach to the problem of visual search by framing it as an adaptive learning process. In particular, we devise an approximate optimal control framework, based on reinforcement learning, for actively searching a visual field. We apply the method to the problem of face detection and demonstrate that the technique is both accurate and scalable. Moreover, the foundations proposed here pave the way for extending the approach to other large-scale visual perception problems.
Introduction
Selective visual attention is the mechanism by which we can rapidly direct our gaze towards objects of interest in our visual environment [8] [10] [5] . From an evolutionary viewpoint, this rapid orienting capability is critical in allowing living systems to quickly become aware of possible preys, mates or predators in their cluttered visual world. It has become clear that attention guides where to look next based on both bottom-up (image-based) and topdown (task-dependent) cues [6] . As such, attention implements an information processing bottleneck, only allowing a small part of the incoming sensory information to reach short-term memory and visual awareness. That is, instead of attempting to fully process the massive sensory input in parallel, nature has devised a serial strategy to achieve near real-time performance despite limited computational capacity: Attention allows us to break down the problem of scene understanding into rapid series of computationally less demanding, localized visual analysis problems. With computer games, selective visual attention can allow for devices that direct attention to the player as needed, allowing for intelligent human-computer interaction.
The study of visual attention is relevant to a myriad of scenarios in which actions are based on visual information from the environment [7] . Efficient and reliable attentional selection is critical because various cues appear amidst a cluttered mosaic of other features, objects, and events. Attention mechanisms enable preferential processing of particular locations in the visual field or specific features of objects. To cope with the massive amounts of information which we are exposed to, the brain is equipped with a variety of attentional mechanisms. These serve two critical roles. First, attention can be used to select behaviorally relevant information and/or to ignore the irrelevant or interfering information. In other words, you are only aware of attended visual events. Second, attention can modulate or enhance this selected information according to the state and goals of the perceiver. With attention, the perceivers are more than passive receivers of information. They become active seekers and processors of information, able to interact intelligently with their environment.
In this paper, we introduce a novel visual attention paradigm that is framed as a learning process rather than an inference one. A reinforcement learning methodology is utilized in which state information is provided in the form of foveated vision, while the reward function motivating the learning process is defined as a reflection of the confidence the system has in recognizing various objects. Learning from experience, which is intrinsic to reinforcement learning, allows the agent to become highly proficient at finding objects of interest in large visual fields. As a result, an autonomous unsupervised framework is described, which scales to very large visual scenes and is generally invariant to the nature of the images processed.
The rest of the paper is structured as follows. Section II briefly reviews existing visual attention methods. Section III introduces the proposed learning-based approach to the visual search task. In Section IV simulation results are presented and discussed, while in Section V the conclusions are drawn.
Visual Search Methods
One method is to exhaustively search the image for a face. Viola and Jones demonstrated that an exhaustive search of an image using cascade classification techniques can detect objects belonging to a class, such as a face [16] [17] . While this method was demonstrated to be fast and robust, and to work quite well in some situations, exhaustively scanning an image can potentially be both error prone, and computationally expensive. Biological systems certainly do not exhaustively scan a field of view for a target, but rather rely on other cues from the environment to intelligently decide where to focus their gaze.
Saliency maps are another common way of approaching the problem of visual search. A saliency map is a two dimensional transform of the image, where areas of content should correspond to more salient regions. The actual features that make a region salient can vary depending on the type of target that is being searched.
There is some evidence that biological systems have neuron activations that correspond to specific types of saliencies, in particular the Difference of Gaussians (DoG) filter, which can be used as a measure of the variation on a local region, appears to correspond to neuron activations in the retina [4] . Similarly, the responses of orientation-selective neurons are usually obtained through convolution by Gabor Wavelets which resemble biological impulse response functions [9] .
While this evidence indicates that saliency maps may provide a biological foundation for an approach to visual search, an entirely bottom up saliency map approach seems incomplete for several reasons. First and foremost, saliency maps are inherently application specific. Consequently, a saliency map that is aimed at locating one type of feature in one type of environment may not work well when locating another type of feature in a different environment. Another reason is that saliency maps alone fail to provide a top down learning mechanism that is characteristic of biological systems. The saliency maps in use generally involve fixed filters that are not adaptive in the sense that they can identify different features. Finally, the entire image must be scanned in a winner take all approach when attempting to locate a target.
For these reasons, we argue that saliency maps provide only one piece of the puzzle. A top down reward driven process may provide the other piece, as there is evidence that visual attention is a reward driven process [6] . The method proposed here provides such a reward driven process by framing the problem as a reinforcement learning process. A similar scheme was described in [12] , where a small focal region of the image was extracted for deriving a state component, and actions were defined as saccades. However, that work was restricted to tabular form and histogram representation was used as a state construct, suggesting that it will not scale to multiple environments. This work advances the paradigm of using reinforcement learning for scalable visual search problems by exploiting neural networks for function approximation in concert with a foveated image model. By rewarding the agent for finding the target (or region of interest) we devise a training scheme that allows the system to become proficient at saccading to the target of interest.
3. Learning based Control Framework for Visual Attention
Model-Free Reinforcement Learning
Reinforcement learning problems are typically modeled as Markov Decision Processes (MDPs) [15] . An MDP is defined as a (S, A, P, R) tuple, where S stands for the state space, A contains all the possible actions at each state, P is a probability transition function S × A × S → [0, 1] and R is the reward function S × A → R. Also, we define π as the decision policy that maps the state set to the action set: π : S → A. Specifically, let us assume that the environment is a finite-state, discrete-time stochastic dynamic system. Let the state space S be S = (s 1 , s 2 , ..., s n ) and, accordingly, action space A be A = (a 1 , a 2 , ..., a m ). Suppose at episode k, the RL agent detects s k = s ∈ S, the agent chooses an action a k = a ∈ A(s k ) according policy π in order to interact with its environment. Next, the environment transitions into a new state s k+1 = s ∈ S with the probability P ss (a) and provides the agent with a feedback reward denoted by r k (s, a). The process is then repeated. The goal for the RL agent is to maximize the expected discounted reward, or state-value, which is represented as
where γ(0 ≤ γ < 1) is the discount factor and E π {} denotes the expected return when starting in s and following policy π thereafter. The equation above can be rewritten as
where R(s, π(s)) = E {r(s, π(s))} is the mean value of the reward r(s, π(s)). However, in many practical scenarios, as in our case, the transition probability P ss (a) and the reward function R(s, π(s)) are unknown, which makes it hard to evaluate the policy π. Q-learning [15] is one of the most effective and popular algorithms for learning from delayed rewards in absence of the transition probability and reward function. In Q-learning, policies and the value function are represented by a two-dimensional lookup table indexed by state-action pairs. Formally, for each state s and action a, we define the Q value under policy π to be:
as the expected discounted reward starting from s, taking the action a, and thereafter following policy π. In Qlearning, a learned action value function Q directly approximates the optimal value function through a process called value iteration. Correspondingly, the state-action value update rule is given by
the temporal difference error, and α the learning rate.
When addressing large state and/or action spaces, tabular methods are found inadequate. They do not scale in terms of both store capacity and processing speed, given that such schemes involve exhaustive sweep of the state-action space. Function approximation methods provide a practical solution for approximating the value function when large spaces are considered. In particular, multi-layer perceptron neural networks are commonly used as non-linear function approximators, effectively replacing that tabular form estimation of the value function (Q k (s, a)) with a neural network [15] . The underlying assumption is that proximity in state representation maps to similarity in state-action values -an assumption that holds true in many real-world applications. The neural network can be trained in a regular supervised learning manner, by defining the temporal difference error as the network error guiding weight adaptation.
In the proposed architecture, a feedforward neural network is utilized for value estimation and, indirectly, action selection, as illustrated in Figure 2 . The inputs to the network consist of visual information relative to the current focal region in concert with the action to be taken next. This action represents the direction (in radians) that the agent is to shift its focal point to during the next time step. The magnitude of the shift is fixed, while the angle defines the action taken. There are 32 actions assumed, quantizing the angular directions to steps of 11.25 degrees. During each time step, all 32 possible actions are sequentially provided as input to the network for which 32 state-action value estimates are being produced. We apply a soft-max action selection by choosing the greedy action (i.e. the one with the highest value function) with probability 0.90, while the rest of the time a randomly selected action (out of the 31 non-greedy actions) is selected. Such scheme guarantees that sufficient exploration takes place while the agent learns an adequate policy. The neural network is thus trained using backpropagation whereby the error on the value estimate is the temporal difference error.
Foveated Imaging
One striking feature of vision in most biological systems is that of foveated vision [14] . The latter facilitates the trade-off of obtaining high detail for the focal area (area at which gaze is directed), while retaining sufficient information about the peripheral view. Consequently, the detail diminishes with the distance from the focal region. We chose to employ a popular model for foveated vision known as log polar mapping [13] . Log polar mapping is a simple image transformation that captures high detail in the center, with the level of detail fading exponentially as the distance from the center increases. Assuming the focal point is at the origin, and x and y are given relative to the focal point, the log polar transformation can be described as a Cartesian to polar coordinate transformation with a radius that increases exponentially, such that
where ρ denotes the log radius and θ the angle to the origin.
Problem Formulation
In order to model visual search as a reinforcement learning problem, it is necessary to define the states, actions, and rewards considered. It would seem natural that the foveated image originating from a single fixation point would constitute a state. The actions would then be defined as movements away from the current fixation point (i.e. saccading in some direction). The reward construct can be defined in one of several ways. A scheme that offers reward for finding the target would seem the most natural. Ideally, under this framework, our agent could learn to find targets of a particular type across multiple images.
The state signal was defined as a function of log polar mapping with a radius of 128 pixels. Such mapping produced a 32x32 log polar image, yielding an input dimensionality that would have been too high for a single neural network to process. Thus, in order to reduce the dimensionality of the state space, we applied principal component analysis (PCA) to each input. To accurately determine the PCA matrix that would capture the most variance, it is necessary to first consider a set of typical observations. We chose to simply select a large random set of log polar images, across all training images, as the set of observations used in forming the PCA matrix. The goal of such selection is to capture as many variations as possible given the memory and run time requirements of the testing setup. This resulted in 32,768 random observations used. Once the PCA Figure 1 . Illustration of log polar transform applied to a fovea image. On the right is the original 32x32 image and on the left is the reconstructed image, after PCA reduction was applied. matrix was determined, it remained unchanged across the training and testing phases.
It was necessary to experiment with PCA to determine the appropriate number of principal components needed without losing too much information. Figure 1 depicts an example of a log polar image before and after PCA was applied. In order to generate these figures, we applied both inverse PCA and inverse log polar mapping. A criteria used for determining the appropriate number of principal components was retention of more than 95% of the signal variance. It was found that selecting the first 256 principal components met this criteria and resulted in recognizable reconstructed images, without loss of too much detail.
The action set represented 32 possible equidistant directions in which the gaze can be advanced. The distance of each saccade was fixed at 30 pixels. The image imposed a hard border preventing the agent from taking actions that would shift the gaze outside the image boundaries. Initially, a positive reward for finding the goal state and a reward of 0 otherwise was imposed. However, it was found that in early episodes the agent would often gravitate to the side of each image, or to one of its corners, and remain is these regions for prolonged periods of time. This was due, primarily, to a lack of direction or encouragement to adequately explore the image. By applying a small negative reward for attempting to move off the edge of the image, the agent was encouraged to remain within the bounds of the visual field until it identified the goal region, thus greatly reducing the duration of the initial episodes. Consequently, the revised reward function was given by r(t) =    −1 when reaching image border 10 when finding the goal 0 else
The goal region is defined by a circle with a radius of 20 pixels, the center of which is located between the eyes of each face. Figure 2 depicts the overarching data process flow in the proposed system. At its core, the system involves a feedback loop where by actions selected impact subsequent images processed. It is noted that there are no pre-determined features or image primitives provided to the system. As a result, the agent indirectly learns to capture regularities in face patterns in a completely autonomous manner.
Experimental Results
A face detection task was chosen to evaluated the proposed visual search process. All experiments performed referred to the BioID database [1] , which consists of 1,521 images of human faces. Images are grey-scaled with a resolution of 384×286 pixels. All images are annotated with eye positions facilitating easy configuration of the goal region. The data set was partitioned into 1,000 images for training and 521 images for testing and experiments consisted of first training the system (i.e. adapting the weights of the neural network) to produce value function estimates using Q-Learning, as described above. The standard Q-Learning update rule was employed. The feedforward neural network contained of a single hidden layer of 128 neurons, and an initial step size of .002. Stochastic Meta-Descent (SMD) [3] [11] was employed as an adaptive step size scheme for the gradient descent updates. Input to the neural network consisted of a concatenation of 256 state/observation signals and 32 action signals, for a total of 288 inputs. The action signal was encoded such that all inputs were set to −1 with the exception of the action taken, which was set to +1 (i.e. one-hot encoding). The network output was a single scalar representing the state-action value estimate.
Once the agent identified the goal region, the appropriate reward was issued and the episode was terminated. New episodes were initiated at random locations of the image. Figure 3 provides a typical representation of how the training process evolved by depicting the amount of steps taken to reach the target as a function of the first 100,000 episodes. To ensure the network reached an adequate level of proficiency, the training process was executed until it reached a sufficient steady state such that episode durations were all below 20 steps. Once the training process exceeded 150,000 episodes, the trained network was loaded into the testing environment. The test runs were set up in a similar manner to that of the training runs, with the exception that weights were kept unchanged For comparison to an existing method, the widely popular Viola Jones face detection method was used [16] [17]. OpenCV's built in traincascade utility was given a similar training set taken from the same 1,000 training images [2] . The positive examples were created from the eye positions by creating bounding boxes from the eye position data. The bounding boxes were created such that their width and height was 150% of the eye width, providing a consistent view of the upper half of the face and allowing the detector to be trained to find the position in between the eyes such that it could be compared with our detector.
Q-learning is essentially a stochastic process that depends on the number of steps we chose to run, as well as the starting position. To compare our method consistent results were needed. To achieve this, Episodes were initiated multiple times at random locations on the same image and ran for a fixed number (i.e. 50) of steps. The final point after running 50 steps was recorded. An average was taken of all of the final points after approximately 150 runs per image to remove any noise in the process. The position of this average final point was compared to the position in between the eyes where the detector was trained to locate. Table 1 summarizes the results. For the Viola Jones face detector, the center of the rectangle was used. If the detector found more than one rectangle in an image, only the largest one was used. This seemed reasonable given that in every image that was inspected with multiple rectangles, the largest one corresponded to the face. If the center of the rectangle fell within a certain pixel distance (first column in the Table 1 . Success rates of the Viola Jones face detector algorithm, compared to those of the proposed approach, as a function of various radii (measured in pixels) from a focal area of each face. be within a predefined pixel distance, it was considered a successful detection. The table summarizes the percentage of successes out of the 521 test images using various pixel distance metrics. 4 illustrates what different distance metrics correspond to in terms of one of the sample image. Five circles have been depicted around the center of the subject's eyes, with a radii of 10, 20, 30, 40, and 50 pixels, respectively. Note that the overall scale of the face does vary somewhat in the BioID dataset, and this is only one example. As can be observed from these results, the proposed method generally converges to the region of the face, suggesting that the network is accurately learning a generalized behavior for locating faces. It's important to note that optimality is not a direct goal of the proposed method. While saccading along an optimal trajectory on route to finding a target would be a desired goal, it is not perceived as a pragmatic one. It can be argued that even mammals do not exhibit optimal visual search in every setting. However, a consistently wellperforming, sub-optimal visual search engine that exhibits solid performance across different image domains, is a practical and notable achievement. A realistic aim for the visual attention mechanism described would be to yield search trajectories that are no more than 30% longer in duration to that of the optimal ones. Figure 5 illustrates the direction that the agent suggested taking at uniformly sampled locations in an image taken from the test set. The suggested direction to shift the gaze was obtained directly from the state-action value estimates. As can be observed, the actions direct the gaze to the center of the face, which is the desired outcome.
Conclusions
This paper introduced a novel approach to modeling visual attention processes -one that is based on framing the problem as a reinforcement learning task. The system hosts a feedfoward neural network for state-action value estimation in concert with a fovea vision model. The latter is a biologically plausible construct that resulted in modest state representation. The proposed framework has several key advantages relative to existing schemes. One advantage is that it does not require exhaustively processing the entire image, rendering it highly scalable. Another key advantage is that our method avoids the need for manually define saliencies and hand-crafting visual features, as is commonly required by existing saliency-based schemes. The framework does not preclude including saliency information as additional features, although that was not explored in this paper. The method introduced merely provides a rewarddriven, top down framework that was successfully applied to a face detection task, illustrating its potential in serving as a generic engine for active visual search. Moreover, the approach naturally scales to large visual fields and can be applied to other challenging machine vision tasks, such as object tracking and segmentation.
