Data sets that are gathered for industrial applications are frequently noisy and present challenges that necessitate use of different methodologies. We present a successful example of generating concise and accurate neural network models for multiple quality characteristics in injection molding. These models map process measurements to product quality. They are used for product and process design, addressing material and processing issues, and defining the operating window and its robustness. The models are developed based on data from designed and other experiments. Linear regression, decision tree induction, nonlinear regression, as well as "stepwise neural networks" were used for feature selection and model comparison. The final model consists of a neural network with three inputs, one hidden layer and five outputs, modeling five CTQ's (critical to quality variables) simultaneously with high accuracy. The neural network was visualized for validation and insight.
I. Introduction and Overview
Industrial applications are mostly characterized by noisy data sets and proxy information. Combined with the objective of the industrial organization -which is to solve the problem at hand, rather than producing generalizable algorithms, the important elements in industrial applications become a) the choice appropriate algorithms and their arrangement into a methodology that provides meaningful answers b) the choice of appropriate issues to include in the analysis to ensure coverage of important factors, c) the choice and creation of appropriate variables that represent these issues.
In this paper we present an industrial application that decidedly focuses more on methodology development for the particular problem by combining different algorithms, rather than improving particular algorithms.
A. Industry Background
Injection molding is a large industry that experiences fierce global competition for lower costs and higher quality. This industry consists of mainly small to medium-size facilities that cannot afford trained engineers or lengthy on-the-job training. Consequently, molded part quality is achieved by trial and error with delayed measurement and feedback.
Increased startup times and the "hidden factory" consisting of recycled/ wasted material increase the production costs and the time from concept to market.
GE Plastics has a program that aims at helping the customer mold a good part the first time and keep monitoring the process response variables rather than the delayed and sometimes hard-to-measure quality response for necessary adjustments, thus avoiding idle time and waste material. The customer's increased benefit ultimately gives GEP an advantage over competitors. This program is cast in the Design for Six Sigma (DFSS) framework, which is the product and process design portion of the GE Six Sigma Quality initiative. DFSS requires that we approach design issues in the following steps: Define-Measure-Analyze-Design-Verify. After the design requirements are defined (Define) and adequate measurement systems are ensured (Measure), the critical to quality characteristics (CTQ's) need to be modeled by the vital few variables that contribute most to its variation (Analyze). This model is then used to arrive at an optimal and robust design (Design). In some applications of the DFSS process the mechanism that produces the CTQ's are well understood; there may even be a finite element model or other simulators. However, there are many applications where this is not the case, and the models need to be created from scratch using designed experiments and other available data.
B. Overview of Task
During the injection molding process the thermoplastic resin is melted in the machine barrel and transferred to the nozzle end by a rotating screw. Next, it gets injected into the mold and cooled to make parts like computer housings or car bumpers.
The process responses are determined by the machine setpoints, the material characteristics, the equipment characteristics (for example screw type or barrel size), and other uncontrolled and unrecorded variables. The process responses along with the mold geometry are theorized to be sufficient to explain the quality characteristics. So we group the involved variables into three categories.
1. Inputs: machine control setpoints, material characteristics, equipment characteristics, mold geometry. Machine control set-points are knobs on the injection molding machine, such as hold pressure, injection speed, etc.
2. Process responses: sensor readings forming a time series of temperatures, pressures, etc. The process responses are recorded at several hertz, throughout the production of the part. Therefore, associated with each part there is a time series of responses: pressure, and temperature profiles at different locations in the barrel, at the nozzle and in the mold. Since the total number of the points in each profile is huge, features from these profiles are extracted for modeling purposes, e.g., mean, standard deviation of the features related to parts in the series, as well as the cycle length for the cyclical variables, energy to heater zones, and temperatures 3. Outputs: quality characteristics. Measurement of quality characteristics can be categorical (like surface appearance problems, which usually are associated with more subjective evaluation), or continuous (like shrinkage). Obviously, material characteristics (e.g., melt viscosity) and mold geometry (e.g., gate location and number), among other factors, affect measured process responses in the barrel and the mold as well as part quality. Data are mined to discover the machine-and mold-independent "fundamental variables" which govern the quality characteristics. "Fundamental variable" is a term we use for process responses to processing, material, and mold geometry characteristics that, going from one machine/mold platform to another, remain valid predictors of the quality characteristics. With those few variables we build a common predictive model for all quality characteristics. The same model is trained with data on a similar material to make sure that the model structure and the few variables singled out are capable of modeling similar materials.
Machine control
This paradigm relies very heavily on the existence and proper choice of "fundamental variables" that are an equivalent of sufficient statistics to infer the effect of material characteristics, molding conditions, and part geometry. In the reminder of the paper we focus on the discovery of a few fundamental variables and construction of a data-driven model that predicts the molded part CTQ's (critical to quality variables) given the levels of fundamental variables. The model structure and the set of fundamental variables that are input to the model remain the same going from one material grade to another, yet the model has to be retrained.
C. Literature Review of QC for Injection Molding Process
The process of injection molding is widely used for the manufacture of fabricated plastic products. The process is very complex because of the high degree of interaction of material, machine, and process variables. Continuous monitoring and precise control are necessary to ensure a quality product [6] . Constantly increasing demands on product quality, cost pressure from customers, and increased raw materials prices are forcing manufactures to explore novel ways of quality control. The objective is to monitor in-process data as a means of indicating the product quality, and therefore to be able to rapidly respond to unexpected process disturbances [15] [16] .
In recently years, statistical process control (SPC) methods have been increasingly used for monitoring product quality and machine and process parameters [21] . For instance, the effect of processing parameters on the visual quality of injection-molded parts was investigated experimentally using the Taguchi parameter design method [19] . These robust design methods are cost-effective in identifying main effects and high order interactions, but they are not capable of providing a predictive model relating process measurements to product quality [14] . Hence there is a need to introduce new methods of process monitoring and process control. Among several non-parametric regression methods, neural networks feature automated process learning and adaptation, and are a proven tool for a variety of applications [2] . A flavor of this applicability spectrum in chemical applications can be found in reference [17] .
II. Approach
Our approach to discovering fundamental variables and building models involves the following steps:
• Data collection including designing experiments in the processing conditions space
• Feature extraction from time profiles
• Ensuring validity of the collected data 
III. Data Collection
It is important in any learning exercise that the examples are well distributed in the input space:
• Correlation between the inputs can make it difficult to pinpoint which variable is really responsible for the observed effect.
• Learning from examples that are from few tight clusters leaving large portions of the space unexplored diminish the value of the model since its applicability to other conditions would be untested.
The ideal approach would have been to conduct experiments from the process response space. However, the large number of variables, and the fact that they are correlated and very difficult to set independently (there is no "knob" associated with them) made us design the experiments from the machine setpoints space.
Seven machine set point variables were considered: nozzle temperature, rpm, hold pressure, injection speed, cooling time, mold temperature, and temperature gradient. A central composite design was employed, which allowed each variable to be set at five different levels: very high, high, medium, low, very low. The design can be thought of as a hypercube with axes protruding. The cube corners, the end of protruding axes, and the middle point are where the experiments are conducted. Only half of the corners-determined through a fractional design-have experiments associated with them due to cost of experiments. This gave us a total of 72 different conditions. The design also had duplicate runs to be able to estimate the run-to-run difference under the same setpoint conditions. (We would like to make sure that the difference going from one condition to another is really due to the variables governed by the experiment and not due to some other uncontrolled and unregistered variables.)
Apart from these designed experiments, the engineers ran experiments at other interior points of the designed experiment space, based on their experience. We utilized these data points as well, getting a total of 142 different run conditions and 1323 parts.
In each "run" five to twenty parts were measured after the lineout, when the injection molding machine is in a transition stage. For each part two sets of outputs were recorded: 60 response variables, as explained above, and six part CTQ's (critical to quality characteristics): blush, burn, short shut, length, and width measurements. Out of these, the dimensions are the best-understood. Physics-based simulation programs are available to predict shrinkage of dimensions that take material, part geometry, and molding conditions into account. On the other extreme are blush and burn as examples of cosmetic surface quality, where no established physical model or other prediction mechanism is available. Blush, burn and short shot measurements were assessed by the same expert examining the part on a scale 0 to 3, where 0 expressed absence of the defect, and 3 very prominent defect. The length and width were measured in inches.
The integrity of the data was checked by • Making sure that the variability of CTQ's and the process responses under the same conditions was negligible as compared to change in CTQ's from condition to condition.
• Making sure that the replications of the same conditions gave similar results in terms of CTQ's and the process response variables as compared to other conditions. As a result of both investigations checking out, all points except obvious outliers (due to recording equipment malfunction, etc.) were kept in the database.
IV. Screening of Important Variables
In the presence of noise it is desirable to use as few variables as possible, while predicting well. There may be combinations (linear or nonlinear) of variables that are actually irrelevant to the underlying process, that due to noise in data appear to increase the prediction accuracy. It is a modeling bias in favor of smaller models, to trade the potential ability to discover better fitting models with protection from overfitting, i.e., "inventing features when there are none" [7] . This is definitely the more conservative approach compared with searching for the most effective combination of variables using methods like QR with pivoting or SVD [5] [4] . From the implementation point of view the risk of more variables in the model is not limited to the danger of overfitting. It also involves the risk of more sensors mulfunctioning and misleading the model predictions. In an academic setting, the risk return tradeoff may be more tilted toward risk taking for higher potential accuracy.
We started by reducing the candidate set for "fundamental variables" by using decision tree induction and linear regression techniques as a filter. For each CTQ, we have trained both C4.5 and CART trees [1] , and run linear regression analyses. The variables that were present in the top three layers of the trees and/or those that came in the regression as significant at the 0.05 level were kept.
Additionally, we examined the "matrix plots" of these shortlisted variables in order to eliminate the variables that behave very similarly to each other. The matrix plot for n variables would consist of n 2 scatter plots corresponding to each permutation of variable pairs. The scatter plots are arranged similar to the way a correlation matrix is arranged with plots replacing correlation coefficients. Linear relationships would be detected by using (Pearson) correlation coefficients as well. However, matrix plots help detect nonlinear and to some extent multiple variable relationships.
They also provide insight on the nature of the relationship.
These two filters brought the number of variables down to about 4-7 for each CTQ ( 
V. Predictive Model Building

A. Chosing the model familiy
The candidate models considered for predictive modeling were linear regression, nonlinear regression with quadratic terms, and neural networks. Background knowledge about the injection molding process suggested that nonlinear behavior would be expected. The results from the linear regression analyses showed that linear regression was not explaining enough of the variability even by using all the variables on training data. Especially for blush and short shots linear regression R 2 was unacceptable (Table 1) . R 2 is defined as follows
where p is the number of cases, and T i and O i are the i th targeted output and calculated output. The closer the R 2 value is to 1, the better the performance. R 2 is the traditional fit measure in statistics, and it is useful for back-propagation neural networks, since a back-propagation network learns relatively easily the pattern represented by the average target values of the output nodes. In the "worst case" scenario the neural network is "guessing" the correct output to be the average target value, and results in a value of R 2 of 0. As the patterns are learned, the value of R 2 moves toward 1.
The inadequacy of linear models led us to use nonlinear models. We tried two nonlinear model structures: regression with multiplicative interaction terms and three-layer neural networks. Regression with multiplicative interaction terms can only model a specific nonlinear behavior, namely linear combination of two way multiplicative effects. On the other hand, a three-layer perceptron is proven to have the ability to form arbitrarily complex decision regions. In other words, a three-layer perceptron-like artificial neural network can represent any nonlinear function, given that there is no restriction on the number of neurons in each layer. Our results showed that this additional flexibility in the model structure was warranted. Table 1 illustrates the R 2 values achieved by the regression and neural net for each CTQ with the same input variables. The performance for regressions and the neural net are not comparable, since the regression evaluation figures refer to the training data, and neural net evaluations are on unseen data. Even with that handicap, the neural net fared better for every CTQ.
B. Neural network model
In this section we describe the details of the neural network model. Blush is taken as an example to illustrate the process.
All the other CTQ's have undergone the same process to arrive at the respective models. There are three steps for preprocessing data for the neural network model: normalization, random shuffling, and data grouping.
First, the data set is normalized to have values between 0 and 1, to avoid saturation of the nodes on the NN input layer.
The following equation is used for normalization:
normalized value = nominal value -minimum value maximum value -minimum value where the minimum and maximum values are obtained across one specific field.
Then the data set is randomly permuted across all patterns, because we expect the NN to learn the underlying mapping of process responses to molding quality independent of the sequencing of observations.
Finally, the data set is divided into two halves, a training set and a testing set. The training set is used to train a neural network to learn how to predict the blush, and the test set is used to test the performance of the neural net in terms of predicting blush for data it has never seen before. This property is often labeled as "generalization."
C. Neural network architecture and fuzzy accelerator
A three-layer feed-forward neural network is constructed for blush prediction. The network architecture is 7×7×1. That is, seven input nodes, seven hidden nodes, and one output node. The activation function for both hidden and output nodes is sigmoid.
The training method employed in this paper is error back-propagation, which is a generalization of the Least Mean 
where W ij (l) is the weight between the ith neuron at the lth layer and the jth neuron at the (l − 1)th layer; E is the error between target and actual output, s is the iteration step, η is the learning rate (0.01 ~ 1.0), and α is the momentum coefficient (usually 0.9).
From the above equation, it is clear that the efficiency of weight updating depends on the selection of the learning rate as well as the momentum coefficient. In general, large η and α result in fast error convergence, but poor result accuracy.
On the contrary, small η and α lead to better accuracy but slow training [20] . Unfortunately, the selections are mainly ad hoc, i.e., based on empirical results or trial and error. In addition, the choice of activation function, f(x), could also influence the learning process:
f(x) = 1
where β is the steepness parameter of the activation function.
The Fuzzy Accelerator used here is similar to Kuo et al.'s [10] work in that all η, α, and β are tuned simultaneously.
However, the main difference is that we use both the total error and the total training time as fuzzy premise variables for adjusting β instead of only using total error. It is believed that total training time will provide the annealing effect which yields precise convergence [13] . Fuzzy rules for adjustment of η and α are listed in Table 2 , while fuzzy rules for β are shown in Table 3 . In Table 3 , the partitioning of total training error is the same as in 
D. Performance indices for the neural network predictor
Three performance indices were constructed for performance evaluation of the neural network.
MSE (Mean Squared Error)
2. ASAE (Average Sum of Absolute Error) 3. R 2 (Percent variance explained)
where p is the number of cases in training/testing, and T i and O i are the ith targeted output and calculated output, respectively. R 2 is defined as before. Both MSE and ASAE indicate deviation of prediction from targeted output, so the smaller the better. The difference between the two is mainly in the emphasis they put on observations with large errors -ASAE is more robust to those outliers whereas MSE highlights them.
E. Results of the neural network prediction
We used the Fuzzy Accelerator to speed up back-propagation training on a 7×7×1 neural network. One training cycle consisted of 2000 iterations, which took less than 2 minutes on a Sun Sparc 10. The following results were averaged over ten independent simulation runs, as each run used a different random seed to initialize the weight matrices of the neural net. The result is shown in the following tabular form for training and testing data, respectively. Table 4 . Accuracy of the 7×7×1 neural network model for blush.
Training data
VI.
Reducing the number of variables while maintaining prediction accuracy
A. The need
Up to this point, we have built a seven input NN model which explains about 98% of variability in Blush. However, we need to further reduce the size of input nodes while maintaining prediction accuracy for the following reasons.
• We have already mentioned two reasons in section IV: Any reduction of system complexity facilitates easier control and maintenance. In addition, fewer input variables mean fewer weights of NN, fewer degrees of freedom of the model and lower odds for over-fitting the data.
• Another consideration is enabling visualization of the learned model, which at this point is a "black box".
Visualization is desired for face-validation and communication of the model to the engineers and scientists who will use it as input for their efforts to come up with the physical models for the blush and other phenomena.
A brute-force approach to reducing the number of input variables while maintaining prediction accuracy would be to evaluate all possible NN models involving a combination of the original input variables. This would amount to building and evaluating 2 7 = 128 NN models for the Blush case where there are seven inputs. In most circumstances, it would be impossible to make a detailed examination of all possible NN models.
In this study, we employed the concept of Salient Analysis as proposed by Lee [11] to quantify trainability of multilayered feed-forward neural networks. That is, we used Salient Analysis to economize on computational efforts, as compared with the brute-force approach, while arriving at the "best" subset of input variables. where n is the number of points in the associated object [11] . Note that this essentially transforms an m-dimensional object with n point vectors into a point vector in an n(n-1)/2 dimensional space, regardless of the original dimension m (m equals 2 and n equals 4 in the above example). As a result, two states of the same training object but with different dimensions would transform into two point vectors with the same dimension. Also note that a distribution vector is unaffected if the entire object is translated or rotated in the associated space. However, if the overall size of the object is scaled by a factor, the associated distribution vector will be scaled by the same factor. In this heuristic approach, α measures the similarity of NN input and output objects. As similarity increases, α approaches zero. This in turn indicates NN trainability. The more similar the NN input and output objects, the easier to train the NN.
B. Hyper-reshaping interpretation of NN training
C. Salient analysis
The Salient Analysis is motivated by the well known forward stepwise regression procedure. The forward stepwise regression procedure sequentially develops the subset of input variables to be included in the regression model [12] . As mentioned earlier, the Salient Analysis was developed to economize on computational efforts while arriving at the "best" subset of input variables. Essentially, the Salient Analysis first computes the distribution angle α involving all input variables. It drops the variable that would yield the biggest change in α, and repeats the previous step; i.e. it calculates α's that would result if each of the remaining variables would be dropped. Thus using this method we need to evaluate
28 models as opposed to the 128 models in case of brute force method, when we have seven inputs to start with. Just like the stepwise regression, the salient analysis is a heuristic and has not been proven to be optimal.
D. Results of Salient Analysis
In case of Blush, we started with a NN of seven input nodes and one output node, the seven inputs being Mold Table 5 . α during the iterations in variable removal process for Blush NN. 
E. Results of the salient analysis assisted NN prediction
We used the Fuzzy Accelerator to speed up Back-propagation training on a 3×6×1 NN as suggested by the Salient Analysis. As described before, one training cycle consisted of 2000 iterations, which took less than 2 minutes on a Sun Sparc 10. The following results were averaged over ten independent simulation runs, as each run used a different random seed to initialize the weight matrices of the neural net.
The result is shown in the following tabular form for training and testing data, respectively. Table 7 . Blush 3×6×1 NN model accuracy.
VII. Visualize the Model
The next task involved visualizing the learned model in terms of the fundamental variables and the CTQ's. The purpose of visualization in this context is two-fold:
• "seeing" the degree of complexity of the fitted model as a diagnostic help to prevent over-fitting, and
• gaining insight into the learned relationships to help the physical scientist to come up with a physical model Neural networks have been criticized as black boxes in that it is difficult to gain an insight into the learned input-output relationship by simply examining its weights. One active area of hybrid intelligent systems which combines neural networks and symbolic reasoning models is knowledge-based neural networks [3] that aims to facilitate the interpretation of neural networks with production rules. In essence, knowledge-based neural networks use domain knowledge to determine the initial structure of the neural network. Towell et al. [17] demonstrated an approach whereuseful domain attributes and concepts are identified and linked in a way consistent with initial domain knowledge, and the links are weighted so as to maintain the semantics. Another way to interpret NN is to encode domain knowledge to a set of fuzzy rules, then use data to refine the shape of the corresponding membership functions as well as other fuzzy system parameters by Least Mean Squares (LMS) and gradient descent techniques [9] . It is advantageous to hybridize NN and fuzzy system: As a fuzzy system, it does not require a large data set and it provides transparency, smoothness and representation of prior knowledge. As a neural system, it provides parametric adaptability.
Our approach to gain insight is to plot the input variables against the output variables so as to visualize the model and its input-output relationship.
We use the 3×6×1 NN model with its learned weights as a simulator. This process is summarized step-by-step as follows.
1. Creating a 3-dimesional grid corresponding to the input range 2. Evaluating the quality characteristics in the grid through the model 3. Creating 3-D meshplots with the other two fundamental variables and the CTQ (in this case, the Blush) while holding the third variable constant at various levels.
4. Connecting these separate views by animation to get the unified view of the model. Figure 4 demonstrates the above process (except the animation part). Another visualization task was performed to ensure that the data points were well distributed in the input space of the model. Although designed experiments have been used to collect data, those experiments were designed from the machine control setpoints space, which does not necessarily result in reasonable coverage of the model input space which is a subset of process responses. We used 3D scatter plots to visually evaluate the dispersion of data points. In our case the scatter was reasonable; otherwise we would have either resorted to doing more experiments in the unexplored areas of the input space, or, if that was not possible, qualifying the model for the range of the input data. 
VIII. Combining individual models for each CTQ into one model with common and few input variables
We applied the same methodology described in sections IV and V to all five CTQ's under consideration and built neural net models that explained most of the variability with few variables, and visualized them. These models are useful for gaining an understanding of each CTQ on its own. The ultimate goal of this project though, is to make sure that parts are of good quality, which means they have none of the five quality problems. Finding the best spot to operate considering all CTQ's is a multiple criteria optimization task, for which the individual models are inadequate since they do not operate from a common set of fundamental variables. Nor are these fundamental variables that they employ orthogonal to each other, such that one could be easily changed without changing the other. The variables used in each model are found in Table 8 . Table 8 . The variables and structure of each individual CTQ neural network model.
The candidate input set for the common model for all CTQ's was taken to be the union of the individual CTQ model input variable sets. The procedure described in section VI was applied where the five CTQ's: -Blush, Burn, Short shot, Length, and Height.
The initial model was a 11×8×5 NN model with all the variables in Table 8 . Then three input variables, viscosity, hold pressure and melt temperature, were picked as a result of Salient Analysis. After that a number of different neural network topologies was trained with respect to the three input and the five output variables. The final model was a 3×15×5 NN model with three input variables: viscosity, hold pressure, and melt temperature, fifteen nodes in the hidden layer, and five outputs corresponding to the CTQ's.
The accuracy of this common model was actually better than the individual model in four out of the five CTQ's (Table   4) . Only in the case of blush the accuracy went down from 0.8 to 0.72. All others increased by 2 to 18 points. This Table 9 . The accuracy of the individual and common models.
IX. Future Work -Testing with other materials
One of the future work items on this model is to use it with similar materials to test the concept of portability of the model structure including the fundamental variables. The model would be retrained with new data and the goodness of fit would be observed.
X. Conclusions
In this paper we have described the process we have followed in getting a satisfactory model for multiple CTQ's with few Y's. in the injection molding context. The process involved designed experiments, but utilized other data as well.
Linear regression, decision tree induction, nonlinear regression, as well as "stepwise neural networks," were used for feature selection and model comparison. The final model consists of a neural network with three inputs, one hidden layer, and five outputs, modeling five CTQ's (critical to quality variables) simultaneously with high accuracy. The neural network was visualized for validation and insight. This model is used for product and process design, addressing design issues about material and processing variables, operating window, and its robustness.
