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We study the influence of information
structure on the salience of subjective ex-
pressions for human readers. Using an on-
line survey tool, we conducted an experi-
ment in which we asked users to rate main
and relative clauses that contained either a
single positive or negative or a neutral ad-
jective. The statistical analysis of the data
shows that subjective expressions are more
prominent in main clauses where they are
asserted than in relative clauses where they
are presupposed. A corpus study suggests
that speakers are sensitive to this differen-
tial salience in their production of subjec-
tive expressions.
1 Introduction
It is well known that subjectivity or sentiment
is a complex phenomenon. Not only do indi-
vidual subjective expressions such as handsome,
beautiful, ugly differ in intensity and polarity, but
also external factors impinge on subjective ex-
pressions, modulating their intensity and/or po-
larity. Accordingly, the best studied questions in
this area of research include methods for assign-
ing prior polarity (Hatzivassiloglou and McKe-
own, 1997) and for recognizing polarity in con-
text (Wilson et al., 2005; Moilanen and Pulman,
2007) ; methods for assigning out-of-context (or:
prior) polar intensity scores to adjectives (Shein-
man and Tokunaga, 2009; de Melo and Bansal,
2013; Ruppenhofer et al., 2014) and methods
for modeling the effects of degree modification
(Taboada et al., 2011). Negation and modality
have been studied by (Benamara et al., 2012;
Wiegand et al., 2010).
Greene and Resnik (2009) look at the influence
of what they call syntactic framing on subjec-
tivity, namely questions of causal responsibility,
affectedness and salience of new states resulting
from events.
What has, to our knowledge, not been inves-
tigated at all is the influence of information
structure on the salience of subjective ex-
pressions.1 Information structure (Lambrecht,
1996) is that part of linguistics that concerns itself
with the relation of sentence form to the linguistic
and extra-linguistic contexts in which sentences
are used to convey propositional information. Im-
portantly, sentences may contain the same propo-
sitional information, yet differ in terms of infor-
mation structure, as shown by examples (1-2).
(1) Peter, who is a really sweet guy, lives
next door.
(2) Peter, who lives next door, is a really
sweet guy.
Both sentences convey to the hearer new infor-
mation about a known topic, namely the referent
of Peter. Importantly, in each sentence the in-
formation in the relative clause is presupposed,
that is, presented as if it already is part of the
so-called common ground between speaker and
hearer. By contrast, the main clause predicate is
part of the focus, i.e. it is assumed to provide
1This work is licensed under a Creative Commons Attri-
bution 4.0 International License (CC BY 4.0). Page numbers
and proceedings footer are added by the organizers. License
details: http://creativecommons.org/licenses/by/4.0/
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new information about the topic. The question
that we investigate experimentally in this study is
whether subjective expressions that are asserted
as part of the focus are perceived more saliently
than subjective expressions that are embedded in
presupposed parts of sentences. In other words,
are speakers likely to rate (2) as more subjective
than (1) due to sweet being part of the focus in the
former but not the latter?
Our experiments show that there are clear and
stable differences between sentences that contain
all the same lexical material and all the same
propositions but which structure these proposi-
tions in different ways.
This paper is structured as follows. Section 2
presents related work. In section 3, we lay out
our experimental design. The results of our data
collection are analyzed and discussed in section
4. A supplementary corpus study is presented in
section 5 and we conclude in section 6.
2 Related Work
One type of related work looks at how evaluative
text is structured and where subjective expres-
sions may be found. Bieler et al. (2007) develop
a system for analyzing movie reviews into formal
(e.g. author, genre, legal-note etc.) and functional
parts (describe vs comment). Degaetano-Ortlieb
et al. (2012) study the type and distribution of sen-
timent expressions occurring in different sections
of texts. Their purpose is to study the similari-
ties and differences between related but different
scientific disciplines.
Wang et al. (2012) seek to incorporate informa-
tion about discourse relations such as Contrast,
Cause, etc. into the task of classifying reviews.
The knowledge they use is pragmatic in nature,
but it is orthogonal to information structure. Sim-
ilarly, Mukherjee and Bhattacharyya (2012) use
discourse relation information gleaned without
full discourse parsing to improve tweet polarity
classification.
Heerschop et al. (2011) use Rhetorical Struc-
ture Theory to divide a text into important and
less important text spans, subsequently using this
to improve the performance of a sentiment clas-
sifier. The discourse relations of RST concern
the propositional content of pairs of propositions.
By contrast, information structural notions such
as topic, focus, presupposition and assertion are
properties of individual clauses as they concern
the relation of a proposition to the knowledges
state of the speaker and hearer about the content
of that proposition. The effects of information
structure are thus distinct from the effects of the
kind of discourse structures that RST covers.
Wiebe and Riloff (2005) classify sentences as
subjective and objective based on extraction pat-
terns they learn. This work operates on the sen-
tence level but it looks at the detection of sub-
jectivity rather than its salience. It uses extrac-
tion patterns but does not model where they occur
within the sentences.
Our work can also be compared to work on de-
termining the intensity of subjective expressions,
some of which we referenced in the introduction.
We work on contextual effects. However, they are
effects on sentence subjectivity rather than the in-
tensity of subjective expressions, and we study in-
formation structure as an influence rather than the
effect of degree modification or negation.
Finally, Kabadjov et al. (2011) investigate the
suitability of very highly positive and negative
sentences for the purposes of text summarization.
They find that sentences found useful for summa-
rization are no different in terms of subjectivity
intensity than sentences that were not found simi-
larly useful. While this work looks for salient sen-
tences that are useful for the summaries, it does
not take into account how prominent subjective
expressions are within the sentences that are ei-
ther salient for summary purposes or not. Thus,
the issue that interests us is not addressed.
3 Experimental design
3.1 Selecting the clause types
The purpose of the study is to test the influence
of information structure on the salience of sub-
jective expressions. Information structure can be
signaled through various linguistic means, includ-
ing intonational and lexical means. Since we were
looking to perform a self-paced reading experi-
ment and wanted to avoid possible confounding
influences introduced by lexical cues to informa-
tion structure, we decided to focus on different
sentence types as signals of particular information
structures.
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We specifically contrast main clauses and rela-
tive clauses. We chose these two clause types be-
cause they were among the most common types
in a 250 sentence random sample taken from
the Huge German Corpus (HGC; Fitschen 2004),
which contains around 204M words of newspaper
text. The focus on these clause types is meant to
avoid any distortion of the results through low-
frequency structures. Note that we work only
with asserted indicative mood sentences so as to
exclude modality as a variable influencing our re-
sults.
We did not use complement clauses in our
study, although they were among the most fre-
quent clause types in our HGC sample. The
reasons for this choice are the following. First,
constructing complement clause stimuli would
mean using different/additional lexical material,
whereas main and relative clause pairs can be
constructed so they contain the same lexical mate-
rial (cf. 3–6). Second, since complement clauses
vary by the type of embedding predicate – e.g.
whether it is factive (e.g. know) or not (e.g. claim)
– one would need to control for the various sub-
types of complement clauses, which would in-
crease the amount of items to be rated and thus the
length of the survey. Third, complement clauses
with predicates of cognition or communication
present the additional difficulty that the source
of the subjective expression is an attributed one
rather than the sentence’s author, whereas for the
relative and main clause data the source is always
the implicit author. For this first study of informa-
tion structural influences on sentence subjectivity,
it was thus easier, both in terms of stimuli con-
struction and subsequent analysis, not to include
complement clauses.
3.2 Selecting the adjectives
Adjectives are a well-studied lexical class clearly
associated with evaluation and subjectivity (e.g.
(Bruce and Wiebe, 1999; Wiebe, 2000)). They
are often the largest class in polarity lexicons (e.g.
SoCAL (Taboada et al., 2011) or the Pittsburgh
subjectivity clues (Wilson et al., 2005)), and opin-
ion mining systems that limit themselves to use
only words of certain parts of speech as features
will tend to include adjectives. Accordingly, we
decided to focus our experiments on the salience
of adjectives in various configurations.
We created a pool of candidate adjectives by
merging the adjectives contained in two Ger-
man polarity dictionaries, SentiWS (Remus et
al., 2010) and German Political Clues (Waltinger,
2010). Since we wanted to control for the inherent
polarity strength of the adjectives, we decided to
select the adjectives in pairs such that both refer to
the same semantic scale but one has greater prior
intensity than the other. For example, spannend
’fascinating’ is more positive than interessant ’in-
teresting’ but both refer to the scale of mental
stimulation. Further, in order to control for the
influence of word familiarity on the results, we
evaluated the frequency of our candidate adjec-
tive pairs in two ways. First, we checked against
the dlexDB psycholinguistic database (Heister et
al., 2011) to make sure they had about the same
frequency of occurrence there. And second, we
checked that both adjectives were within the same
frequency band for adjectives in the HGC cor-
pus. Finally, to avoid results due to lexical id-
iosyncrasies, we constructed 5 positive and 5 neg-
ative pairs of adjectives. We also chose 8 different
control adjectives that we expected to be neutral
given that they were not listed in the two German
polarity lexicons we used.2 The chosen adjectives
are listed in Table 1. The polar adjective pairs are
indicated by way of horizontal lines.
3.3 Stimuli
We illustrate our experimental stimuli with the set
of examples in (3)–(7). The codes preceding the
examples are constructed as two-letter combina-
tions as follows: R = relative clause, M = main
clause, C = complement clause; W = weak prior
intensity, S = strong prior intensity; N = neutral.
In the interest of keeping the length of our survey
at around 20 minutes, we decided not to use RN
and MN stimuli, since we are most interested in
the behavior of the non-neutral adjectives across
conditions. We included the neutral sentences as
filler material. Note that sentences with polar ad-
jectives were constructed so they do not contain
any other subjective expressions.
(3) [RS] Ihr Bruder, der zu allen unfreundlich
2This expectation was not fully borne out in the experi-






ungeschickt clumsy -0.6087 -34.2576
doof daft -0.1562 -50.8333
unfreundlich unfriendly -0.3407 -62.3485
unho¨flich impolite -0.0048 -60.2727
einto¨nig humdrum -0.0378 -42.6212
langweilig boring -0.0228 -49.6970
entsetzlich appalling -0.477 -71.1509
scheußlich hideous -0.1834 -75.8868
dumm dumb -0.5901 -61.6038
blo¨d stupid -0.1593 -55.4528
hu¨bsch pretty 0.4629 56.8636
wunderscho¨n gorgeous 0.7048 78.0152
grandios grand 0.1843 80.1515
großartig great 0.4606 78.7879
freundlich friendly 0.6022 65.2830
nett nice 0.1405 49.2642
intelligent intelligent 0.1238 65.6038
klug smart 0.3532 64.5094
interessant interesting 0.2488 51.0377
spannend fascinating 0.7165 50.6415
geheim secret neutral -2.3940
gela¨ufig prevalent neutral 4.2576
wissenschaftlich scientific neutral 22.4848
ga¨ngig common neutral 5.3788




ha¨ufig frequent neutral 2.4340
du¨nn thin neutral 2.2453
Table 1: Adjectives used in human elicitation
ist, wohnt in Berlin. ‘Her brother, who is un-
friendly to everybody, lives in Berlin.’
(4) [RW] Ihr Bruder, der zu allen unho¨flich ist,
wohnt in Berlin. ‘Her brother, who is impo-
lite to everybody, lives in Berlin.’
(5) [MS] Ihr Bruder, der in Berlin wohnt, ist zu
allen unfreundlich. ‘Her brother, who lives
in Berlin, is unfriendly to everybody.’
(6) [MW] Ihr Bruder, der in Berlin wohnt, ist zu
allen unho¨flich. ‘Her brother, who lives in
Berlin, is impolite to everybody.’
(7) [CN] Sie erza¨hlt, dass ihr Bruder in Berlin
wohnt. ‘She says that her brother lives in
Berlin’.
3.4 Task
Our contained main task and distractor task items. The
main task consisted in rating sentences on a 7 point
scale ranging from strongly negative (-3) via neutral ∅
to strongly positive (+3). The survey was administered
to the subjects via the open-source LimeSurvey3 soft-
ware. The sentences were organized in groups (such
as (3)–(7)) and we randomized both the ordering of
the sentences within a given group as well as the or-
dering of the groups within the survey. This was done
to control biases that might arise due to learning, ha-
bituation or motivational effects in the course of an-
swering the survey questions. The sentences were dis-
played singly on the screen and subjects had to press a
continue-button to go on to the next item. They could
not return to a previous item. Though displaying mul-
tiple items per screen would have made completion of
the survey faster, grouped display is likely to result
in respondents viewing the items as a set and increas-
ing the correlation among them beyond what is due to
the stimuli themselves (cf. discussion by Couper et al.
(2001)).
In the distractor task, subjects were asked to rate the
polarity and intensity of adjectives that appeared in the
main task. The scale for the adjective intensity rating
ranged from -100 to +100. The purpose of the distrac-
tor task was to a) prevent participants from focusing
consciously too much on the sentence rating task; b)
check on the information available from the polarity
lexica ; and c) use values for prior adjective intensity
that actually fit our population of subjects.
Since we did not have funds to pay our subjects, we
tried to keep the duration of the survey within a 20-25
minute time window. Because a pre-test had shown
that our initial design took longer than 20 minutes for
many participants, we divided our main and distractor
task items across two non-overlapping versions A and
B for the actual run of the survey. Version A included 3
positive adjective pairs and 2 negative pairs, Version B
covered 2 positive adjective pairs and 3 negative ones.
Using two complementary surveys allowed us to elicit
ratings for the adjectives in the sentence rating task of
survey A in the distractor task of survey B, and vice
versa.
Besides keeping the survey short in the interest of
a higher completion rate, subjects also were shown a
progress bar on the screen so they would not abandon
surveys when they were already close to completion.
In addition, some extrinsic motivation to complete the
survey was provided by the chance for participants to
win one of three vouchers for use at a large online mer-
chant.
3.5 Subjects
Our subjects mainly are undergraduate students at
two German universities. These participants were re-
cruited from the friends and acquaintances of the au-
3Available at www.limesurvey.com/.
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thors and also via colleagues and referrals from partic-
ipants. We collected meta-data (gender, age, German
proficiency, place of birth and place of residence, oc-
cupation) on our subjects but do not use them in our
analysis below. Overall, 130 subjects completed the
survey altogether. 72 completed survey A and 58 sur-
vey B. Note that subjects were assigned randomly to
the two versions of the survey.
4 Results and discussion
4.1 Data cleanup
In order to eliminate the influence of participants who
might have had difficulty with the task, we proceeded
as follows. For each participant we calculated the av-
erage of their kappa values with every other subject.
Based on the mean and standard deviation of these
average kappa values, we excluded those participants
that lay outside 2 SDs of the average kappa of the aver-
age annotator. In addition, to err on the side of caution,
we also decided to exclude the ratings of participants
for whom German is not their native language. As a re-
sult, we retained the data of 110 participants, 64 from
version A and 46 from version B.
4.2 Analysis
Figure 1 shows two boxplots for the absolute adjective
ratings grouped by sentence type, with the results for
non-polar sentences on the left and for polar ones on
the right.4 These results seem in line with our expec-
tations: for non-polar adjectives there are no signifi-
cant differences. For polar ones, there are differences
among the main clauses and relative clauses.
Figure 2 shows plots of average word inten-
sity ratings against average absolute sentence ratings
with one dot representing each adjective. The plots
show that, as expected, higher adjective intensity goes
with greater sentence subjectivity in both relative and
main clauses. The comparison of the slopes in the
graphs also suggests that the relationship is somewhat
stronger in main clauses than in relative clauses.
Since each adjective has a unique absolute prior in-
tensity and each adjective appears with both sentence
types, we can draw an imaginary vertical line through
an adjective’s intensity value on the x-axis and see
how the adjective’s average sentence rating in main
clauses compares to its rating in relative claues. Do-
ing this shows that the average sentence ratings in the
main clauses are greater than the ratings in the relative
clauses for 19 of the 20 polar adjectives. The remain-
ing case is the adjective ungeschickt ’clumsy’ in the
lower left corner of the graph. For this item, which
was rated as the least intense adjective among the ones
that we had taken to be polar based on the polarity
4The black dots in the plots represent outliers.
Figure 1: Box plots: absolute sentence rating by sen-
tence type for non-polar (left) and polar (right) adjec-
tives
lexicons, the average scores are identical and the two
points lie atop each other.
If we compare the absolute values of individual
judges’ scores for main and relative clause instances
with polar adjectives, we find the pattern shown in Ta-
ble 2. The results for non-polar adjectives are shown
in Table 3.
0 1 2 3
0 36 45 28 5
1 23 259 191 30
2 3 48 252 59
3 1 4 14 102
Table 2: Confusion matrix for main (columns) and rel-
ative clauses (rows) with polar adjectives
For polar adjectives, if a judge does not rate the
main and relative clause instances the same, they are
3 times as likely to rate the main clause instance as
the more intense type than the relative clause instance.
Compare the sum of the cells above the diagonal in
Table 2 to the sum of the cells below the diagonal. A
chi-square test performed on the confusion matrix in
Table 2 is highly significant (X-squared = 733.9092,
df = 9, p-value < 2.2e-16).
For non-polar adjectives, the likelihood that main
and relative clause instances will be rated the same is
100
highest, too. However, if the two are not rated the
same, it seems the relative order is more or less ran-
dom: in half the cases, the relative clause instance was
rated as more strongly subjective, in the other half the
main clause instance. A chi-square test on the group-
ings displayed in Table 4 shows that the polar adjec-
tives and the non-polar ones differ significantly (X-
squared = 62.1251, df = 2, p-value = 3.234e-14).
0 1 2 3
0 249 40 8 1
1 48 55 10 0
2 7 8 9 1
3 0 0 3 1
Table 3: Confusion matrix for main (columns) and rel-
ative clauses (rows) with non-polar adjectives
polar non-polar Total
M>R 358 60 418
M=R 649 314 963
R<M 93 66 159
Total 1100 440 1540
Table 4: Relative magnitude of main (M) vs. relative
(R) clauses with the same adjective, both for polar and
non-polar adjectives
To study the relative influence of sentence type and
adjective intensity, we fit a cumulative link mixed
model to the data (Agresti, 2002). We use clmm2 from
R’s ordinal package for this purpose (Christensen,
2011).
Our dependent variable is the absolute sentence
subjectivity rating. We have two independent vari-
ables. The first of these is sentence type, that is, rela-
tive clauses versus main clause. The second is adjec-
tive intensity. Both these variables are treated as or-
dinal data. Sentence type has two levels, with class 0
corresponding to relative clauses and class 1 to main
clauses, where we expect greater salience of predi-
cates. Adjective intensity is treated as an ordinal vari-
able with four levels by assigning class 0 to adjectives
with scores in the range from 0-25, class 1 to adjec-
tives with scores in the range from 26-50, etc.5 We as-
sume the rater effects are independent and identically
distributed random variables.
For the maximum likelihood estimates of the pa-
rameters we use the adaptive Gauss-Hermite quadra-
ture method to compute the likelihood function. We
5We get very similar results even if we change the class
boundaries.
Figure 2: Average absolute sentence rating by average
absolute adjective intensity in relative (red dots) and
main (green triangles) clauses
use the default setting of 10 quadrature nodes. Signif-
icance of model terms was assessed using likelihood
ratio tests (a = 0.05), and models were compared with
the Akaike Information Criterion (AIC). The condition
number of the Hessian was used to assess model fit.
High condition numbers correspond to less well de-
fined models that could be simplified, or models where
possibly some parameters are not identifiable. As can
be seen from Figure (3), in our case the condition num-
ber of the Hessian (61.46202) does not indicate a prob-
lem with the model. Figure (3) shows that the coef-
ficients for sentence type (0.5967) and adjective in-
tensity (1.7088) are positive. This indicates that both
a sentence type with greater predicate salience and
greater intrinsic adjective intensity make a higher sen-
tence subjectivty rating more likely. Additional like-
lihood ratio tests using the anova method show that
sentence type and adjective intensity class are signifi-
cant terms. The same is true of the variance parameter,
rater.
4.3 Discussion
To sum up the analysis so far, we have seen that for
our stimuli it seems to be the case that absolute sen-
tence subjectivity ratings depend on sentence type, not
only on adjective intensity. Given that the sentences
we experiment with contain the same lexical material
as well as the same structure, we may conclude that
it is the positioning of the subjective expressions in
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clmm2 ( l o c a t i o n = a b s s e n t e n c e r a t i n g ˜
s e n t e n c e t y p e + a d j i n t c l a s s ,
random = r a t e r , d a t a = nudat ,
Hess = TRUE, nAGQ = 10)
Random e f f e c t s :
Var S td . Dev
r a t e r 0 .716407 0 .8464083
L o c a t i o n c o e f f i c i e n t s :
E s t i m a t e S td . E r r o r z v a l u e Pr (>|z | )
s e n t e n c e t y p e 0 .5967 0 .0723 8 .2504 < 2 . 2 2 e−16
a d j i n t c l a s s 1 .7088 0 .0471 36 .2611 < 2 . 2 2 e−16
No s c a l e c o e f f i c i e n t s
T h r e s h o l d c o e f f i c i e n t s :
E s t i m a t e S td . E r r o r z v a l u e
0|1 0 .9486 0 .1123 8 .4468
1|2 3 .5101 0 .1319 26 .6095
2|3 6 .0575 0 .1606 37 .7232
log−l i k e l i h o o d : −3071.166
AIC : 6154 .332
C o n d i t i o n number o f H e s s i a n : 61 .46202
Figure 3: Fitting a cumulative link mixed model to the
data
either the focal main clause or the presupposed rela-
tive clause that is responsible for the observed differ-
ences. This conclusion is strengthened by the fact that
we used multiple pairs of adjectives from different se-
mantic fields and matched the adjectives for frequency.
Through our data elicitation, we found that some of
the information in the polarity and intensity dictionar-
ies we used to select our adjectives did not match with
the results of our elicitation. For instance, for the polar
adjectives, Spearman’s rank correlation between the
elicited ratings and the information in SentiWS was
0.6782 (cf. Table 1). In addition, 3 of the adjectives
that we expected to be objective based on the polar-
ity lexicons behaved close to polar adjectives: objek-
tiv ’objective’, wissenschaftlich ’scientific’ and sach-
lich ’matter-of-fact’. In part, this may be due to the
background of our subjects: as college students they
are taught to value objectivity over subjectivity. Con-
versely, the item ungeschickt ’clumsy’ seems not to
have been perceived as polar by most subjects, based
on the evidence of the sentence subjectivity ratings,
even though it is quite strongly polar for SentiWS and
moderately so in our own elicitations. The lesson we
take away from this is that in future experiments, we
should first collect the intensity ratings ourselves be-
fore we try to construct pairs with specified differences
in intensity.
5 Corpus study
In the rating survey we elicited subjects’ perception
of the intensity of sentences differing only in terms
of information structure. We interpreted the results as
showing that sentence type influences perceived inten-
sity. However, since the experimental situation is an
artificial one–with constructed stimuli and a lack of
context–we are interested in complementary evidence
that would show that people use subjective and objec-
tive adjectives in a way that reflects the perceptions we
elicited. Accordingly, we performed a corpus study to
test the following hypothesis: because main-clause use
ensures greater salience of the expression, if speakers
want to express opinions with subjective adjectives,
they will use them as main clause predicates more of-
ten than they would objective adjectives, which do not
(directly) serve to express opinions.
We randomly selected 9 adjectives from our pool,
3 each of the negative, positive and objective sets.
For each adjective we collected 100 randomly chosen
predicative uses in finite clauses from a corpus of Ger-
man Amazon product reviews (Prettenhofer and Stein,
2010) and classified them as to clause type. Note that
we extracted only corpus instances whose word form
matched an adjective’s invariant predicative form in
the positive degree. That is, for e.g. dumm ’dumb’
we only looked for the word form dumm but not for
du¨mmer. We extracted the instances from a corpus of
reviews so that we could assume that the adjectives are
used in a context where the authors generally intend to
convey opinions.
We performed the classification manually so as to
avoid errors due to erroneous POS-tagging or parsing.
In Table 5 we present the results.6
main relative other
dumm 73 8 19
entsetzlich 56 1 1
unfreundlich 27 5 9
hu¨bsch 69 4 27
spannend 88 1 11
grandios 97 2 1
wissenschaftlich 79 7 14
geheim 50 21 29
gela¨ufig 59 30 11
Table 5: Main and relative clause occurrences per 100
predicative uses
We can aggregate the numbers for the positive, neg-
ative and objective adjectives, as shown in Table 6,
and perform a χ2-test on it. The difference in the
distribution of the different types of adjectives across
the clause types is highly significant (X-squared =
58.7103, df = 4, p-value = 5.413e-12). As the ex-
pected numbers in parentheses show, there are too few
instances of relative clause use for the negative and
6The “other” category includes e.g. uses in complement
clauses, subordinate clauses, etc. Note that entsetzlich ap-
palling’ and unfreundlich ‘unfriendly’ have fewer than 100
predicative uses in the data we use.
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main relative other
negative 156 (149) 14 (20) 29 (30)
positive 254 (225) 7 (30) 39 (45)
objective 188 (225) 58 (30) 54 (45)
Table 6: Aggregate results (expected numbers shown
in parentheses)
positive adjectives in the observed sample, while there
are too many relative clause uses for the objective ad-
jectives. With respect to main clause uses, objective
adjectives do not have enough of them, while espe-
cially positive adjectives have more of them than ex-
pected. This is also the case for negative adjectives,
but less so.
Thus, although the set of adjectives analyzed is
small, the results generally support the original hy-
pothesis: for subjective adjectives, placement in main
versus relative clauses matters much more than for ob-
jective adjectives. In line with that, subjective adjec-
tives are used in relative clauses much less often than
objective adjectives.
As shown by the counts in Table 5, wissenschaftlich
’scientific’ behaves exceptionally. For the polarity dic-
tionaries, this is an objective adjective. However, in
our human data elicitation we found that it behaves
much like a polar adjective. And this is also what we
find here, as can be seen in example (8) from our data:
(8) Dennoch sind die Beispiele und Erkla¨rung
esoterisch und nicht wissenschaftlich.
’Nonetheless, the examples and the explana-
tion are esoteric and not scientific’.
If we had treated wissenschaftlich as a non-
objective, positive adjective (as indicated by the
dashed line in Table 5), the results of the χ2-test would
have come out even more extreme than they have.
However, looking at the corpus data shows that it is
not clear that wissenschaftlich is inherently positive or
negative. Besides frequent uses such as (8), one finds
others where wissenschaftlich is used negatively.
(9) Das Buch ist natu¨rlich recht wis-
senschaftlich und daher dann und wann
vielleicht etwas trocken .
’However, the book is quite scientific and
therefore maybe a bit dry every now and
then.’
Given the existence of both uses like (8) and (9),
it seems correct to say that wissenschaftlich is inher-
ently an objective adjective. However, when it is used
in context to convey or imply evaluation, it behaves
distributionally like an inherently subjective adjective,
occurring more often in main clauses than expected
and less often in relative clauses.
6 Conclusion
In this paper, we presented the first study showing
that in addition to degree modification, negation and
modality, information structure has an influence of its
own on the salience of subjective expressions. We
probed this influence through an online experiment in
which we had subjects rate controlled stimuli differ-
ing only in information structure. In addition, we per-
formed a corpus study whose results indicate that the
differing salience of subjective expressions that was
found in the rating experiment also guides people’s
production of subjective expressions, at least in a con-
text that is geared towards the expression of opinions.
In future work, we plan to extend our study to the
occurrence of predicative adjectives in complement
clauses as well as to the occurrences of attributive ad-
jectives. Also, since information structure has not been
previously identified as a separate variable impacting
the perception of subjective expressions, we will want
to study in a controlled way how it interacts with other
well known variables such as degree modification. Fi-
nally, we want to follow up on the question pursued
by (Kabadjov et al., 2011) and investigate whether
differences in the salience with which an opinion is
expressed influence how helpful these opinions are in
opinion summarization.
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