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Two years ago, the authors conducted a major survey of IT projects in the UK to determine which methods, techniques and tools were being used to develop computer-based information systems. The survey also sought to establish a relationship between their usage, the types of system that developers were seeking to develop and the outcomes, successful or otherwise, of the development process.

The authors were particularly concerned to assess the extent to which the tools, techniques and principles of Object Technology (OT) had been adopted. The results of the survey indicated widespread use of OT and suggested that systems developers considered it to be a mature technology.

Two years on, the authors have conducted a second survey of IT projects in the UK. The intention was twofold: to take a snapshot of information systems development practices as the IT industry moves into the new millennium and to identify any trends that have developed during the last two years.





The last few years have seen a surge of interest in new methods and approaches to computer-based information systems development including Object-Oriented Systems Development and Rapid Application Development (RAD). Numerous authors have espoused the potential benefits of these new approaches (Yourdon, 1994; O’Callaghan, 1994; DSDM Consortium, 1995) but the identification and measurement of actual benefits has proved more difficult.

In the absence of much objective data, the authors decided to conduct a survey in 1997 of IT projects in the UK to determine which methods, tools and techniques information systems (IS) developers were using, for the development of which types of system and the outcomes of the development process.

The survey was conducted with the collaboration of Abraxas, an IT recruitment agency based in Central London which specialises in placing both contractors in short–term positions and permanent staff. Abraxas provided the authors with contact details of a large number of IT practitioners with recent IS development experiences.

The analysis of the survey responses (Cobham et al., 1997) revealed some interesting statistics. Object Technologies had been used in 20-25% of all projects. The comparative figure for the beginning of the 1990s was 3-5% (Yourdon, 1994). The technologies used included not just object-oriented (OO) programming languages and environments but also OO methodologies and OO analysis and design techniques. The only Object Technologies that appeared not to have made a significant impact were OOCASE tools and OODBMS, the use of which was rare. Furthermore, the use of OT was not confined either to particular sectors of industry or to certain types of application. 





The respondents who participated in the authors’ second survey, conducted in October 1998, were selected from the Abraxas database. As with the previous survey, the authors’ intention was not only to collect factual information about the methods, tools and techniques currently being used but also to elicit opinion about the management, conduct and ultimately the success of projects involving the development of information systems. Consequently the sample of respondents had to be selected from those who would be in a position to answer the questions judiciously and knowledgeably. Therefore, the filtering mechanism used in the previous survey was applied once more and the sample concentrated on graduates who had been actively involved in IS development in the recent past.

Both the first and second questionnaires were constructed with the assistance of Alun Matthias Associates, a company specialising in information mining, particularly in the field of market research and customer satisfaction. The second questionnaire contained only minor changes to the layout and question content of the original and was divided into four sections, namely project details, technology used, project outcome and project diagnosis. 

A total of 2498 questionnaires was distributed and some 248 valid returns were received (9.93%). As in our previous survey, the authors were delighted with the response given to what was a cold request for information. The vast majority of replies were received within two weeks. The quality of responses was excellent with many respondents being prepared to provide additional comments, especially where a "please specify" field was provided. In addition, a significant proportion (over 50%) were prepared to leave contact details for follow-up interviews. 





Respondents were asked to answer all questions with reference to the last complete project with which they had been involved.

Looking first at project details, about one half of all projects lasted for more than a year but there was a reasonable spread from short to longer projects. The project team size also varied with the median response being a team of 4-10 members (45% of all projects). 

Respondents categorised their responsibilities within the project as analysis (57% of all projects), design (57%), programming (56%) or other (52.4%). Clearly this was not a mutually exclusive choice. They were then asked to categorise the type of project. The results appear in Table 1 below.

Type of Project	Frequency	Valid Percent
New system development	123	50.2




Table 1 - Type of project reported

The scope of the projects varied from enterprise-wide (65% of all projects) to departmental (23%) and work group (8%). The respondents were then asked to consider the importance of the project to the sponsor. A large proportion deemed the project to be mission critical (58%) falling rapidly to projects considered important (38%), experimental (3%) or low risk (2%). The type of system developed revealed an encouraging spread of responses as shown in Table 2.











Table 2 - Type of system developed  (not mutually exclusive)
 















Table 3 - Sponsor's primary business

The respondents were then asked to consider the methodology and the various tools and techniques employed. The most popular type of methodology was Structured (41.7% of projects) followed by Object-Oriented (20.4%). Some 23.7% of respondents confessed to using no formalised methodology at all. This last figure is encouraging, compared with that found by Fitzgerald (Fitzgerald, 1997) who recorded a significantly higher figure (60%).

Of the named Structured methodologies, SSADM was most popular (used in 9.7% of all projects) followed by Jackson System Development (1.2%) and Yourdon (0.4%). 

Of the named OO methodologies, OMT was most widely used (used in 3.6% of all projects), followed by Objectory (1.6%) and Coad/Yourdon (0.8%).

Some 8.4% of all projects used a Rapid Application Development approach with DSDM accounting for 1/3 of these projects.

Iterative and sequential development approaches were almost equally used in projects (50.4% compared to 49.6% respectively).

The range of tools and techniques utilised was then considered. Table 4 shows the usage of techniques at the analysis and the design stages of the project.

Techniques employed	Analysis phase	Design phase
Entity Relationship Models	107 (44.0%)	91 (39.7%)
Data Flow Diagrams	105 (43.6%)	74 (32.3%)
Flow Charts	80 (33.1%)	65 (28.4%)
Normalisation	68 (28.1%)	55 (24.0%)
Class/Object Models	48 (19.8%)	46 (20.1%)
None	40 (16.6%)	35 (15.4%)
Pseudocode	39 (16.1%)	57 (24.9%)
Use Case Models	38 (15.3%)	26 (11.4%)
Formal Methods	32 (13.2%)	27 (11.8%)
Jackson Structure Diagrams	13 (5.4%)	14 (6.1%)
Other	20 (8.3%)	14 (6.1%)

Table 4 - Usage of development techniques (not mutually exclusive) 

CASE tools were used in 25.1% of projects and Database Management Systems were employed in 71.6% of projects. In terms of hardware platform, the most common implementation involved networked PCs (49% of all projects). Mini and mainframe platforms each accounted for 11% of all projects and heterogeneous networks were involved in 12% of projects surveyed. 

Respondents were then asked to consider the outcome of the project. A large proportion (87% of all projects) was deemed to be a success. A Likert scale was used to gather opinion in a variety of categories and an average of responses in each category was calculated. A score of 1 indicates strong agreement through to 3 indicating indifference up to a maximum of 5 indicating strong disagreement. The respondents considered that projects had been completed within budget (2.54), met the deadline (2.33), met the needs of the sponsor (1.72), fulfilled the specified requirements (1.72) and were robustly designed (2.37). It was also felt that the requirements had been adequately defined (2.8), the users were able to participate (2.34), the techniques facilitated communication (2.95) and the users accepted the system enthusiastically (2.54). Components were reused in 58% of all projects. 

It was generally believed that appropriate decisions were made in the selection of the development methodology (66% of all projects), the analysis techniques (78%), the design techniques (77%), the programming language (89%) and the database management system (73%). Where a CASE tool was used it was thought to have improved both quality and productivity in 50% of all projects.  The team size was thought to have been appropriate in a large proportion (73%) of projects.

The amount of time given to complete each of the development phases was considered to be adequate, namely analysis (66% of all projects), design (62%), coding (66%) and testing (57%). Much lower levels of satisfaction were reported for the adequacy of the resources provided (only 30% of projects), the experience of the team (34%), the existence of adequate quality criteria (45%) and the communications between developers and users (31%).


Comparison of projects by type of methodology

In the next phase of the analysis, the authors looked at the techniques employed within different system development methodologies. This serves a number of purposes; it helps to establish the level of usage of the various techniques, gives an indication of the "pureness" of the methodologies employed, and provides, to an extent, an internal validation of the responses given.

Techniques used at the analysis stage

Looking first at projects employing an Object Oriented methodology (hereafter referred to as OO projects), use case modelling was used by many (in 39% of OO projects) but class/object modelling was by far the most utilised technique (71%). A large number also indicated the use of entity relationship modelling (41%) and normalisation (27%). These projects involve the use of a relational database management system for the storage of persistent objects (projects incorporating an OO database in this survey, as in our previous one, were a rarity). The number of pure OO projects, that is those employing techniques that could be defined exclusively as OO, was small. A number of OO projects included techniques more traditionally associated with Structured approaches. The responses are summarised in Table 5 below.














Table 5 - Usage of techniques (as a percentage) within methodologies at the analysis stage

A null hypothesis was created stating that there was no relationship between choice of methodology and techniques employed in the analysis stage of the project selected. This null hypothesis could be rejected for use case modelling (1% significance, strength of correlation 0.429) and for class/object modelling (1%, 0.656). 

Turning to projects employing a Structured methodology (hereafter referred to as Structured projects), usage of techniques at the analysis stage was more predictable with very high responses for data flow diagrams (in 66% of Structured projects), entity relationship models (58%) but, more surprisingly, flowcharting (42%).

The null hypothesis outlined above was tested and could be rejected for data flow diagrams (1% significance, strength of correlation 0.347), entity relationship models (1%, 0.270) and Jackson Structure Diagrams (1%, 0.255). Weaker associations were established for normalisation (5%, 0.252) and flowcharts (5%, 0.200) but no association could be found for pseudocode.

Of the small number who professed to be using no methodology, data flow diagrams and entity relationship models were popular with the notoriously unstructured technique of flowcharting being the technique most used (29%).

Techniques used at the design stage

Moving from analysis to design, OO projects increased their use of class/object modelling (in 73% of OO projects) with entity relationship modelling (39%) and normalisation (27%) still featuring prominently.  Many projects were now progressed using pseudocode, presumably to develop methods within classes. 

A null hypothesis was created stating that there was no relationship between choice of methodology and the techniques employed in the design stage of the project selected. This null hypothesis could be rejected for use case modelling (5% significance, strength of correlation 0.230) and for class/object modelling (1%, 0.645). This reflects the relative importance of these techniques at the design stage, as the authors had anticipated. 

Turning to Structured projects, the range of techniques utilised in the design stage was more clustered than in the analysis stage with similar responses for data flow diagrams (in 44% of Structured projects), entity relationship models (47%) and flowcharting (35%). Again, these are techniques that one would associate with traditional Structured projects.

The null hypothesis outlined above was tested and could only be rejected for data flow diagrams (5%, 0.246) and Jackson Structure Diagrams (5%, 0.254). 

Amongst those who professed to be using no methodology, flowcharting was again popular (24%) at the design stage. The responses are summarised in Table 6.















Table 6 - Usage of techniques (as a percentage) within methodologies at the design stage

Project details and outcomes

Having satisfied themselves that the respondents had made reasoned responses to the question regarding choice of system development methodology, the authors then proceeded to investigate whether that choice led to any significant differences in the nature and type of project and its outcome.

Once again a null hypothesis was created stating that there was no relationship between choice of methodology and the nature, type or outcome of the project.

This null hypothesis could be rejected for the length of the project. Structured projects tended to last over 6 months and projects with no stated methodology unsurprisingly tended to be shorter (both at a 5% significance level). This finding would be consistent with the belief that larger projects are not being entrusted to Object Oriented approaches.

Team sizes tended to be smaller in projects employing OO methodologies (5% significance level) whereas larger teams were prevalent in Structured projects (1%). 

In terms of the type of project, the use of Structured methodologies was distributed fairly equally between new systems, new versions of existing systems and maintenance projects. There were slightly more maintenance projects but this result was not significant and no conclusions can therefore be drawn. OO projects included more new systems and versions of existing ones, but were less likely to entail maintenance activities. This result is consistent with the findings relating to the type of system, which for OO projects was biased towards leading edge development work (see below). 

The null hypothesis could not be rejected for the scope of the project. There was a slight emphasis towards enterprise-wide projects using structured methodologies and OO chosen for smaller (workgroup) projects but overall the distribution was fairly similar.

Similarly for the importance of the project there were few differences, the main one being that Structured methodologies were more likely to be used for mission critical applications. Again this would indicate a degree of caution towards the newer technologies and approaches.

Turning to the type of system developed, OO methodologies were slightly more prevalent in Web and Internet (1% significance level), Intranet/Groupware (0.5%), real time and embedded systems development. Structured methodologies were favoured for MIS/Decision support, OLDP (5%) and batch processing (5%). This last finding coincides with the position of other authors, such as Bennett et al. (1999) who state that ‘Some applications are not ideally suited to object-oriented development  [This] includes systems that are strongly database-oriented.' 

Structured and OO projects were fairly evenly distributed amongst different types of business and organisation with slightly higher usage of OO in engineering and IT sectors, and Structured projects more evident in the public and retail sectors.

Looking at project success, there was no statistical difference between the type of methodology chosen and project success. It would appear that choice of a particular type of methodology does not guarantee project success. Unsurprisingly, however, the lowest success rates were found in those projects with no declared system development methodology.

Similarly there was no correlation between the type of methodology chosen and reuse of components. In fact there was a slightly higher level of reuse in Structured projects, albeit of a more informal nature. This result surprised the authors as it contradicts the presumption that Object Orientation is more likely to promote reuse. There could be continued resistance amongst OO practitioners to trust the components designed by others, or it could be that the libraries necessary to facilitate effective reuse have still not materialised. It appears that the suggested guidelines (Lim, 1998; Jacobsen, 1997) have not been adopted. 

OO did not appear to be a factor in increasing robustness but Structured methodologies did appear to lead to more robust solutions (5% significance level). The null hypothesis could also be rejected for the choice of a Structured methodology aiding communications. This finding contradicts the conjecture that Object models are more comprehensible to users and project sponsors and may be a result of the lack of familiarity of developers with newer approaches. 

The choice of programming language used was found more likely to be appropriate for OO projects (although the sample size here was small). Conversely where a database management system was used, it was more often deemed to be appropriate in a  Structured project compared to those used in OO projects.

CASE Tools were thought more likely to have improved productivity in OO project, but created a product similar in quality regardless of the type of system development methodology.

In terms of team knowledge and experience, teams in Structured projects appeared to be well qualified and have sufficient experience. For teams in OO projects this was much less apparent.

Lastly it appeared that adequate quality criteria were in place for Structured projects, although there were clear concerns about quality criteria in OO projects (1% significance level). This mirrors the findings of the previous survey.


Comparison of current findings with the previous findings

The final part of the authors' work was to detect trends by comparing the current findings with the initial survey two years ago. Care must be taken in interpreting these figures as the profile of projects described in the two surveys differs in a number of ways. A larger number of projects took over one year to complete (up from 40% in the 1997 survey to 50% now). There were fewer new systems (down from 72% to 50%) compensated by more maintenance and new versions (up from 22% to 43%). The sample of projects included more of wider scope (enterprise wide systems increased from 57% to 65%) and more mission critical systems (up from 40% to 58%). To some extent, this changing profile does accord with the expectations of the authors. A significant proportion of current projects are focussed on millennium issues which could account for both the change in the size and type of project and in the importance of the product to the project sponsor. The direction of change is understandable, although the rate of change seems rather high. 

In order to make valid comparisons between the two surveys it will be necessary to factor out these differences. Further work is currently being undertaken in this direction. However, taking the global figures as presented the following changes have been observed.

The number of projects that purported to be undertaken without using a recognised methodology fell from 1/3 to 1/5 of all projects surveyed. The usage of Object Oriented approaches has remained stable at 20-25% of projects. The use of Structured methodologies is still the most common option and has even increased slightly. The authors suspect this could be a side effect of the increase in maintenance work caused by millennium problems. There has been an increased use of RAD over the last two years.

There have been across the board increases in usage of recognised techniques matching the increased use of methodologies outlined above. Greater usage of entity relationship models, data flow diagrams, flowcharts, class/object models and use case models was reported. There was a slight reduction in the use of Jackson Structure Diagrams.

Use of CASE tools has remained constant (about 25% of all projects). There has been a slight reduction in the use of Database Management Systems (from 77% to 71%) but use of Object Oriented Databases is still extremely low. 













Table 7 - Choice of Programming Language (% of projects)
* category did not appear

The figures indicate a resilience of more traditional languages such as COBOL and, less so, of C. With the millennium problems in mind, it was unsurprising that some 33% of maintenance projects used COBOL as a programming language. An increase in Visual Basic and in Java would have been relatively easy to forecast but the rate of change has been particularly marked. The fourfold increase in the usage of Java reflects the growth in Web/Internet/Intranet development (now nearly 10% of projects in this survey).  The current level of Java usage might appear to be lower than expected, but as many respondents supplied information relating to a project that started a year or more before the data was collected it is reasonable to expect a further increase will already have taken place.

Object Pascal, particularly as embodied in Delphi, appears to have found a niche but is not increasing its market share. 

Where CASE tools were employed there was an increase in reported improvements in both productivity and quality (up from 33% to 50%). This can, in part, be accounted for by the continued improvements in these products.

Similar results to those identified in the 1997 survey were reported in categories such as meeting deadlines, remaining within budget, meeting the sponsor’s needs, fulfilling requirements and whether adequate time and resources were given.





The results of the survey give an informative snapshot of the current state of Information Systems Development in the UK and provide some indication of changes that have taken place over the last two years.

Although usage of recognised methodologies and techniques has risen, it appears that selection of a particular development paradigm has no significant effect on project success. The survey demonstrates that traditional methodologies are well understood and trusted for larger and mission critical systems. Newer approaches are favoured for leading edge system development but are less likely to facilitate communications with users.

Most recognised methodologies are applied using a predictable set of techniques. However, the number of developers who adopt a purist approach is small. Many developers favour a hybrid approach that involves the use of those techniques normally associated with a particular type of methodology but also include others where appropriate. The scourge of the hacker using no methodology and few techniques remains but the likelihood of success is greatly reduced in these projects.
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