The ability to predict and reason about other people's choices is fundamental to social interaction. We propose that people reason about other people's choices using mental models that are similar to decision networks. Decision networks are extensions of Bayesian networks that incorporate the idea that choices are made in order to achieve goals. In our first experiment, we explore how people predict the choices of others. Our remaining three experiments explore how people infer the goals and knowledge of others by observing the choices that they make. We show that decision networks account for our data better than alternative computational accounts that do not incorporate the notion of goal-directed choice or that do not rely on probabilistic inference.
Introduction
People tend to assume that other people's behavior results from their conscious choices-for example, choices about what outfit to wear, what movie to watch, or how to respond to a question (Gilbert & Malone, 1995; Ross, 1977) . Reasoning about choices like these requires an understanding of how they are motivated by mental states, such as what others know and want. Even though mental states are abstract entities and are inaccessible to other people, most people find it natural to make predictions about what others will choose and infer why they made the choices they did. In this paper, we explore the computational principles that support such inferences.
Several models of how people reason about others' actions have been proposed by social and developmental psychologists (e.g., Gilbert, 1998; Jones & Davis, 1965; Malle & Knobe, 1997; Wellman & Bartsch, 1988) . Four examples are shown in Fig. 1. For instance, Fig. 1a shows a model of how people reason about others' actions. According to this model, a person's dispositional characteristics combine to produce an intention to take an action. Then, if that person has the necessary knowledge and ability to carry out the action, he or she takes the action, producing a set of effects. The other three models in Fig. 1 take into account additional variables such as belief and motivation. For example, Fig. 1b proposes that people take actions that they believe will satisfy their desires. The models in Fig. 1 are not computational models, but they highlight the importance of structured causal representations for reasoning about choices and actions. We show how representations like these can serve as the foundation for a computational account of social reasoning. 
