Precise prediction of wind power is important in sustainably integrating the wind power in a smart grid. The 10 need for short-term predictions is increased with the increasing installed capacity. The main contribution of 11 this work is adopting bagging ensembles of decision trees approach for wind power prediction. The choice of 12 this regression approach is motivated by its ability to take advantage of many relatively weak single trees to 13 reach a high prediction performance compared to single regressors. Moreover, it reduces the overall error and 14 has the capacity to merge numerous models. The performance of bagged trees for predicting wind power has 15 been compared to four commonly know prediction methods namely multivariate linear regression, support 16 vector regression, principal component regression, and partial least squares regression. Real measurements 17 recorded every ten minutes from an actual wind turbine are used to illustrate the prediction quality of the 18 studied methods. Results showed that the bagged trees regression approach reached the highest prediction 19 performance with a coefficient of determination of 0.982. The result showed that the bagged trees approach 20 is followed by support vector regression with Gaussian kernel, the same model when using a quadratic 21 kernel, and the multivariate linear regression, partial least squares, and principal component regression gave 22 the lowest prediction. The investigated models in this study can represent a helpful tool for model-based 23 anomaly detection in wind turbines. 24
blades, planetary/spur gear, generator with a speed max of 1800 U/min, and cut-in wind speed from 3.5m/s 123 to 25m/s of cut-out considering 14.5m of rated wind speed, converter and transformer, work in perfect 124 harmony. The desirable characteristics of this wind turbine are its capacity to produce a high energy 125 yield and also maintains noise emission low. The hub heights of this wind turbine of 80 meters make it a 126 choice for sites with height restrictions ( Table 1 ). The sampling frequency of the collected dataset is five Consider an input with n samples and m variables X ∈ R n×m and an output vector with n samples 138 y ∈ R n×1 (i.e., the active power). The linear regression model linking the input and the output variables is
x 11 x 12 · · · x 1m
x 21 x 22 · · · x 2m . . . . . . . . . . . .
It can expressed in the compact form as,
Ordinary least square (OLS) regression is one of the most commonly used estimation approaches, in which 141 the model parameters are obtained by the minimization of the following cost function [21, 22] ,
The estimatedβ coefficient vector of the least-squares is given by:
Principal Component Regression (PCR) 144
To predict y from X, the PCR method is performed into two steps: first, the input data matrix X is 145 decomposed using principal component analysis ( 
The least squares solution is expressed as:
Note that the PCR model when using all PCs becomes equivalent to OLS. 
where β is a regression matrix, and E represents a residual matrix. The response Y can now be expressed 177 as: is not acceptable. Indeed, in ordinary least squares regression, the aim is to minimize the error, whereas in 190 SVR modeling the goal is to fit the error within a certain threshold.
191
Basically, the SVR model projects the training data (
vector and y i is the target value into a high dimensional feature space based on a nonlinear mapping φ and 193 then apply a linear regression for estimating the following function in this feature space.
The weight vector w and the bias b can be obtained by solving the following minimization of convex quadratic
where the constant C > 0 defines the trade-off between the flatness of f and the margin of tolerance (i.e.,
198
the maximum deviations larger than to be tolerated. ξ and ξ * are the slack variables that measure the ,
Finally, the equation (11) can be expressed using the kernel function as
where
is the kernel, which is a function employed for mapping a lower-dimensional data into a higher-dimensional space. Here training vectors x i are mapped into a higher (maybe infinite) dimensional space by the function φ. In practice, the kernel function has a core role in the performance of the SVM classifier. As the classification performance of the SVM algorithm depends on the selected kernel function, in this study, SVM with three frequently used kernel functions (linear, Radial Basis Function (RBF), and polynomial kernels) are compared.
-Linear kernel:
-Polynomial kernel:
where d is the degree of polynomial kernel.
-RBF kernel:
where σ is the width of Gaussian kernel. to get a final prediction. The prediction of the bagging trees model is expressed as:
where each tree model f i is trained on bootstrap data i. The main steps utilized for computing the bagging 220 trees prediction are outlined in Algorithm 1.
221
It can be theoretically shown that the variance of prediction can be reduced to 1/n (n is the number of resulting from a given set of inputs and that the distribution p(x) is defined. Then, the error for each 227 regression function can be computed as
The mean squared error can be expressed as:
Then, the mean error over all the regression functions can be computed as
Let us assume that that the errors are unbiased and uncorrelated, that is
The regression function computed by averaging the individual functions is given as
Then, its mean squared error is computed as,
Thus, by averaging the individual answers, we reduced the mean squared error by a factor of n. Overall, the The wind power prediction based on regression models (i.e., OLS, PCR, PLSR, SVR, and BTs) is 242 performed into three stages as summarized in Figure 4 . In general, the aim of prediction is first to explore 243 the correlation between the input process variables and the output variable (or response) in the training 244 phase, then, provide us the predicted values of the output for the given unseen input data. More specifically, 245 first, the predictive model (e.g., BTs, SVR and LVR models) is constructed using the training input-output 246 data, (X and y). Second, for testing unseen input data, the build model is used to predict the input variable 247 (wind power). Finally, the performance of the prediction is checked. R-squared (R 2 ), mean absolute error 248 (MAE) and root mean squared error (RMSE) are the most commonly used metrics to check the quality of 249 prediction. These were calculated as follows:
where y t are the measured values,ŷ t are the corresponding predicted values by the regression model and n 253 is the number of observations. Here, the k-fold cross-validation (CV) technique, which is frequently performed to give a suitable esti-255 mation of a model's prediction error, is used to build the prediction models [39] . The training dataset is 256 divided into k portions (folds) where every portion is utilized as a testing data at some point ( Figure 5 ).
257
This permits the construction of a reliable prediction model. Figure 5 illustrates an example of a K-fold 258 cross-validation with K = 5. The available dataset is randomly divided into K equal subsets. As illustrated 259 in Figure 5 , in the first iteration, the first fold is used for testing and the rest for training. In the second 260 iteration, the second fold is utilized to test the model and the rest folds are used for training. This procedure 261 is repeated until ensuring that all folds are utilized as testing dataset. The mean square error is computed 262 for each testing sub-datasets, MSE i . The cross-validation error is calculated as the mean of the prediction 263 errors as:
In practice, cross-validation with K = 5 or K = 10 is typically used in model construction [39] . Indeed, datasets comprise sufficient variability so that the underlining distribution is described.
269
Generally speaking, wind turbines are designed for operating within an interval of wind speeds and 271 with maximum power. This power value is the nominal value of the generator, but it is rarely achieved.
272
The operation of the wind turbine depends on the wind speed. This wind speed will vary constantly as 273 shown in Figure 6(a) , which represents the evolution of wind speed and power production from the 2,05 274 MW Senvion MM82 wind turbine. The wind power curve, which represents the process from wind speed 275 to wind power (Figure 6(a) ), is usually used to detect abnormalities in wind turbines by comparing the 
Models design 295
The training dataset from September 1st, 2013 to May 14, 2014, are employed to build the prediction 296 models. Instead of displaying all observations of a dataset or only mean with standard deviation, Table 2 297 presents summary values of the training dataset: the minimum, the first quartile, the median, the third 298 quartile, the maximum, kurtosis, and skewness. Skewness and kurtosis are calculated to show the symmetry 299 and shape of the studied time series distributions. From Table 2 , we can conclude that several variables 300 were negatively skewed with relatively large kurtosis. The training set is normalized then used to construct 301 regression models. The training measurements are utilized to design prediction methods. As discussed above in this study 303 five prediction methods are investigated and compared for predicting wind power of an actual wind turbine.
304
procedure is used for wind power prediction due to its flexibility to deal with linear and nonlinear data 306 by using nonlinear kernels. There are numerous kernel functions that can be used in the SVR prediction 307 approach. In this study, we tested three commonly used kernels: linear, polynomial, and Gaussian function.
308
It should be noted that one important step in PCR and PLSR models development is to select the number of 309 PCs. For this purpose, the cumulative percentage variance(CPV) procedure is utilized due to its simplicity 310 and accuracy. Figure 8 (a-b) shows respectively the CPV explained in the input data X for both PLSR and 311 PCR and the CPV explained in the output for the PLSR model. From Figure 8(a-b) , It can be seen that 312 two PCs are sufficient to describe around 99% of the variability in X in the two models. As the prediction 313 purpose, it to predict the response, Figure 8 Also, to show clearly the accordance of the measured and predicted wind power from the explored models, 351 the scatter plots are displayed in Figure 11 . It can be seen that from Figures 10 and 11 that the bagging 352 trees predict well the wind power data.
353
The accuracy metrics of the six models previously designed using 5 and 10 folds in cross-validation, 354 when applied to unseen testing datasets, are summarized in Table 4 . In this study, linear models including which means that the model is able to explain 98% of the total variation in the testing data about the 367 average and 2% is in the residuals. Furthermore, results in Table 4 indicate a significant improvement of 368 the prediction performance of the bagged model over our individual models is reached in term of MAE and 369 RMSE. This flags the ability of the bagged for appropriately predicting wind power production. This fact 370 was attributed to the flexibility of BTs as an ensemble learning model and its ability to reduce the variance 371 of prediction error.Also, the results in Table 4 show that results obtained with models constructed using 5 372 and 10 folds in cross-validation are almost comparable, which suggests that 5 folds could be selected.
373
As discussed above, bagging trees model as an ensemble employs multiple predictors (decision trees) and 374 combine their output values to get the final prediction, which permits improving the prediction accuracy 375 
Conclusion

378
A reliable prediction of wind power production may be a tool for facilitating wind turbine integration 379 the smart grid. In this paper, we exploited the desirable characteristics of bagged trees approach to enabling 380 an improved prediction of wind power. As expected, using bagged trees as an ensemble model helps in 381 reducing the variance error and enhance the prediction quality. Furthermore, we provided a comparison of 382 the proposed model with four prediction models namely ordinary least square regression, support vector re-383 gression, principal components regression and partial least squares regression. This presented a comparative 384 study for predicting wind power has been performed using real SCADA dataset. The results revealed that 385 the bagged trees model achieved superior prediction quality. The designed prediction models when using 386 fault-free data mimics the nominal behavior of wind turbine can be very useful in designing monitoring 387 schemes to prevent faults before they occur and thus save money and unnecessary downtime. As future 388 work, it would be interesting to develop a statistical approach by combining these prediction models with 389 statistical quality control techniques to supervise wind turbine performances. 
