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ABSTRACT 
An attempt was made to predict categories of Hong Kong 
summer rainfall (from May to September)• The categories 
are classified as (1) below normal, (2) near normal and (3) 
above normal respectively. Classification equations were 
developed using discriminant analysis based on 90 years of 
historical data (1899—1988) in which the discriminating 
variables (predictors) are principal components of mean sea 
level pressure in winter over the Northern Hemisphere. 
Six separate sets of equations were developed for each 
month, from October to April. The dependent data set of 
years used to compute the classification equation varies 
They are 10 years (1949-1958) , 20 years (1939-1958), 30 
years (1929-1958), 40 years (1919-1958), 50 years (1909-
1958), and 60 years (1899-1958) respectively. 'Forecasts' 
made by each set of equation were compared with the 
observed categories of rainfall for the recent summer 
seasons of 30 years (1959-1988)• 
Using "January" as a key month to predict summer 
rainfall of Hong Kong, the prediction category was correct 
67冬 of the time over the 30 test summer seasons. The 
r二 1^ 1’ IS significantly better than chance expectation. 
Additionally, this method was also compared with the method 
currently adopted by the Royal Observatory of Hong Kong for 
long-range rainfall forecast. This result showed that the 
prediction method used in this study is significantly 
better than that derived by the Royal Observatory of Hong 
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Hong Kong (22.2% 114.1°E) is located at the largest 
monsoon region of the world. A large amount of her 
rainfall concentrates in summer which accounts for 80% of 
the total annual rainfall. This phenomenon is mainly the 
result of the prevailing monsoon system. In summer, when 
the south-west monsoon prevails, much hot and wet air is 
brought to the continent resulting in heavy rainstorm. On 
the contrary, when the north-east monsoon prevails in 
winter, it brings along cold and dry air from the core of 
the continent. So only a small amount of rainfall is 
resulted. Briefly speaking, it is the monsoon system which 
characterizes the "wet summer, dry winter" climate of Hong 
Kong. 
An analysis on historical rainfall data reveals that 
1 
not only monthly rainfall shows great variation but so does 
annual rainfall, for example, the rainfall of 1973 between 
May to September (2894 mm) tripled that of 1963 (834.5 mm). 
This clearly shows that the amount of annual rainfall does 
experience tremendous fluctuation. 
Basically, there is no large rivers, sizable lakes, or 
appreciable underground fresh water sources. Rainfall 
becomes the main natural source of water supply in Hong 
Kong. Consequently, the annual variation of rainfall makes 
Hong Kong residents suffering from water shortage in case 
of drought years. In addition, water supply from natural 
rainfall is insufficient to meet current demands. As we 
all know, there are not many reservoirs in Hong Kong. Land 
which can be used for reservoirs has already been fully 
utilized. Though Hong Kong has purchased water from China 
since 1960, and the amount of water purchased increases 
years by years, water supply is still inadequate. 
Moreover, the rapid increase in population aggravates the 
situation. So if a reliable prediction method of rainfall 
is adopted, it can provide much useful information to the 
government in order to make plans beforehand and take 
precaution against drought years. Undoubtedly, it would be 
beneficial to Hong Kong residents. 
2 
1.2 Significance of the Research 
According to the period of forecast, weather 
forecasting can be divided into three types : short-range 
prediction, medium—range prediction and long-range 
prediction (Long-range prediction is the one with a 
duration of more than one month) • As the rainfall is 
concentrated in summer (from May to September), it is more 
significant to study the long-range summer rainfall 
prediction of Hong Kong. 
The major area of apply long-range forecast of 
rainfall, in general, is in agriculture. Long-range 
forecast can help people make managerial decisions in 
farming and produce considerable benefits to farmers with 
increasing efficiency. it is possible to raise the level 
of average yields and at the same time, reduce the 
incidence of gluts and shortages. 
Since Hong Kong is a commercial and industrial city, 
the significance of local agricultural activity is 
diminishing. However, long-range forecast still has 
impacts on many areas of the economy other than the primary 
sector. An accurate long-range forecast can be used in the 
stock building and advertising planning in retail trade, 
because seasonal weather changes can affect business sales. 
Besides, if there is a reliable prediction on the amount of 
3 
rainfall, construction projects can also be benefited. 
Such a forecast enables the planning of a more efficient 
work schedule. 
For people's livelihood, an accurate long-range 
rainfall forecast report makes the decision—making about 
the use of water easier. For example, if the rainfall of 
the following summer is predicted to be less than normal, 
citizens should be advised to save water, and the Water 
Authority will implement water pricing on the usage of 
water. On the other hand, if the rainfall of the following 
summer is predicted to be more than normal, residents of 
the lowland areas should be reminded to take precaution on 
the possible occurrence of landslide and flooding. 
Besides, the Geotechnical Engineering Department should 
check the stability of the slopes near residential areas 
during the period. 
Although Hong Kong Government has bought much water 
from Guangdong, the importance of local reservoirs should 
not be neglected. One thing should be borne in mind that 
the water of Dongjiang has been badly polluted, whereas 
rainfall of Hong Kong provides clean, fresh and less 
polluted water. Rainfall forecast is no doubt an important 
factor for planning the use of water. It can help the 
government determine the volume of water that should be 
bought from China. 
4 
1.3 Objectives of the Research 
Among various techniques currently used by the Royal 
Observatory of Hong Kong for forecasting long-range summer 
rainfall, pressure index technique (Bell, 1976a) is 
considered to be a better one, and scores 60% accuracy 
(Lai, 1990)• In this technique, the pressure difference 
between Irkutsk and Tokyo is used to reflect the winter 
circulation. However, in order to obtain a better 
prediction performance, we need a method that can fully 
represent the whole winter circulation. The pressure index 
technique is inadequate in this aspect, as it only takes 
into account the pressure difference between two "points. 
In this study, the technique of Empirical Orthogonal 
Function analysis (or principal component analysis) which 
employs a matrix of sea surface pressures in the area of 
interest is attempted and hopefully will improve the 
pressure index technique for the long-range summer rainfall 
forecast of Hong Kong. 
1.4 Organization of the Research 
Besides this introductory chapter, this thesis 
consists of five other chapters. Chapter Two, is a review 
of relevant literature which outlines the long-range 
5 
forecast methodologies as well as the researches on Hong 
Kong rainfall. Chapter Three provides the background 
information for this research, the general characteristics 
of Hong Kong rainfall. In Chapter Four, the methodology of 
this research is discussed in detail• In Chapter Five the 
major findings of the research along with the accuracy of 
the forecast model are presented and discussed. In Chapter 
Six, a summary is made with the limitations and the 





The interest in forecasting seasonal temperature and 
precipitation anomalies has increased considerably in the 
past few years. Namias (1968) predicted that within 5—10 
years the following long-range forecast should be 
available: (1) prediction of monthly mean and other weather 
statistics, (2) prediction of general seasonal weather 
characteristics, (3) rough estimates of the character of a 
season one year ahead, and (4) estimates of average climate 
deviations from normal for a 5-year or possibly 10-year 
period. 
The development of observation techniques of 
meteorological satellites, electronic computer, applied 
mathematics and information system made Namias' prediction 
easier to achieve. In the past decade, an enormous amount 
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of work relevant to long-range weather forecasting was 
carried out. These studies strongly suggested that monthly 
and seasonal forecasts showed the real and useful skill are 
feasible (Nicholls, 1980)• 
This chapter, is a review of the development of long-
range weather forecasting method. 
2.2 Development of the Long-Range Forecasting Techniques 
The techniques of long-range weather forecasting 
started in the late 19th century. Most of the studies were 
concentrated on finding the persistence of meteorological 
phenomenons in different places. When Blanford was a 
weather reporter in India, he observed that heavy snow 
would repress the development of the Indian monsoon. He 
made use of this observation and predicted the summer 
rainfall of India (Blanford, 1873). Using the 
characteristics of large-scale system to predict the long— 
range weather was the main research topic in this period. 
From the early 1960s till now, most of the work done 
in the field of long-range forecasting, has been 
essentially statistical in nature. Extensive searches for 
lag relationships of value in prediction have been the 
common approach. Such relationships when discovered, had 
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either not been explained, or the explanations had been 
less than completely satisfactory. It was principally due 
to the lacking in knowledge of the causes of interannual 
climate fluctuations. 
During late 1970s, numerical models began to apply in 
the long-range forecast studies. Most of these examined 
the effects of anomalous sea surface temperature (SST)• 
Shukla (1975) found that a cold SST anomaly near the Somali 
coast drastically reduce the model rainfall in the Indian 
region. Numerical model has also been used to study the 
atmospheric effect of anomalies in other surface conditions 
such as surface moisture, and continental Northern 
Hemisphere snow line. However, the physical imderstanding 
of the effect of anomalies in the surface condition is too 
limited, and the task to develop a general model in routine 
operational production of the long-range forecasting is 
still far from completion. 
The techniques of long-range forecasting will be 
discussed in detail in the next section. 
2.3 Available Techniques of Long-Range Forecast 
There are a large number of different objective 
forecast techniques for long-range weather. With reference 
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to Nicholls (1980), these techniques are divided into five 
categories : 
1. analog and persistence, 
2. statistical modelling, 
3. atmosphere-ocean interaction, 
4. cycles and time series, and 
5. numerical modelling 
2.3.1 Analogs and persistence 
The technique of long-range forecasting consists of 
examining the past data, finding one or more month 
(season) that resembles the previous month (season), and 
then using the period following the analogs to predict 
the following month‘s (season's) weather. Although the 
use of analogs in forecasting has a long history in 
meteorology, the approach has been applied only to short-
range prediction, since it is believed that the size of 
data sample for the necessary predictors is too short for 
monthly or seasonal forecasting. 
In recent years, considerable number of studies on the 
use of analogs in long-range forecasting has been carried 
out (Nicholls, 1980). Many of these studies used the 
simplest analog selection technique, i.e. persistence, 
which was the examination of the variable to be predicted 
in the month or season prior to that prediction month or 
season. However, these studies (Gordon and Wells, 1976; 
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Mauley, 1974) cannot show a powerful technique in long— 
range forecasting. For example, Davis (1978) has used 
seasonal average temperature and rainfall to find the 
analogs and used these to predict winter temperature and 
rainfall some month ahead in England. Jolliffe (1979) 
examined the forecasts prepared by Davis from 1975-1979. 
He concluded that this study showed that simple 
persistence forecast methods can explain only a small 
portion of the variance of monthly and seasonal weather. 
In order to find a more practical and reliable long— 
range forecasting method, many researchers have 
investigated the use of data from a larger area to select 
more complex analogs. A typical example of these studies 
is Murray丨s (1972) prediction of the winter temperature 
and winter rainfall over England and Wales. Murray first 
examineci the Northern Hemisphere pressure anomaly pattern 
three months prior to wet and dry spring. Then, simple 
indices, which used to reflect anomalous circulation in 
"key area", are combined to produce several useful and 
objective rules for weather forecasting. However, the 
same technique is used in predicting the summer and 
spring rainfall and temperature in England. This 
prediction method gives different performances in various 
seasons. 
Harnack and Landsberg (1978) used the data of Northern 
Hemisphere TOOmb height, 1000 to TOOmb thickness, air 
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temperature, precipitation and sea surface temperature to 
set up both monthly and seasonal models. It was found 
that, for the most part, the analogs method were slightly 
better than random chance. However, the predictors have 
different performances in different seasons. 
In summary, it appears that the simplest analogue 
provides some skills for long-range forecasting but it 
is not sufficient. For the more complex analogs method, 
the accuracy of the prediction highly depend on the 
analogues themselves. Since the atmospheric state over 
large area and time is never exactly the same, it is 
often hardly to find "good" analogs (Lorenz, 1969)• 
Then, using complex analogs as operational method in 
long-range forecast may have some improvements. 
2.3.2 Statistical modelling 
There are a large number of statistical methods 
widely used in the studies of long-range weather 
forecast. Most of them, such as correlation analysis, 
regression analysis and discriminant analysis, try to 
find the relationship between weather factors and 
climatological phenomenons• Other methods, such as 
empirical orthogonal function analysis, are used to 
analyze the weather factors itself. 
The correlation forecast method is used to search for 
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lag relationships of variables in the atmosphere with 
other atmospheric variables or oceanic variables, usually 
from a different region. Schell (1975) found a 
correlation of about -0.5 between Hawaii winter rainfall 
and autumn pressure over the southwest North Pacific, 
using of 60 years data. Nicholls (1979a), found a good 
relationship between the number of tropical cyclones 
occurring in the Australian region in October and surface 
atmospheric pressure over northern Australia during the 
previous June-August from 1950 to 1975. It was also 
found that this predictor can be used to forecast 
January—April temperature over northern Austiralia. 
Bell (1976, 1977) found a correlation of about 
-0.82 between the summer rainfall of Hong Kong and the 
pressure difference between Irkutsk and Tokyo in the 
previous January over the period 1959-1973. Such a 
correlation is significant at 1% level. However, Bell 
(1976b) also pointed out that this correlation varied in 
the past century. For the 15 years around 189 0, the 
correlations were only-0.3. It is not known that how 
much of this variation is due to secular changes and how 
much due to sampling limitations. 
In the above discussion, it appears that regression 
techniques can provide long-range forecasts with some 
techniques in the prediction of some variables. However, 
many studies (Harnack, 1982; Bhalme and Jadhav, 1986) 
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suggested that the performance of the technique depends 
largely on the predictors that have been chosen. Also, 
it is found that the same prediction method will have 
different performances in different seasons. 
The application of empirical orthogonal function 
analysis (EOF, or principal component analysis) of 
atmospheric field as an aid of statistical forecasting 
can be dated back to the 1950s. It has been used 
extensively for climatological studies. It can reduce 
the dimensionality of intercorrelated data in a 
computationally efficient manner. A large part of the 
total variation of the intercorrelated grid—point data 
can be accounted for by a few independent eigenvectors 
(Maryon and Storey 1985)• On the other hand, the 
associated patterning of the scalar field may in some 
cases be given a physical interpretation (Kidson 1975)• 
Many studies used EOF analysis to study the spatial 
and temporal variation of the atmospheric variables. 
Kutzbach (1970) used empirical orthogonal function to 
study the covariation of sea level pressure anomaly 
features of Northern Hemisphere. The pattern of the 
first eigenvector of January indicated that the intensity 
and latitudinal position of the major circulation 
features over the north Atlantic are associated with 
those over the north Pacific. 
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Kidson (1975) performed a global analysis of a number 
of surface variables, such as means of surface pressure, 
temperature and rainfall, from data of a decade of World 
Weather Records. He found that the major pressure 
components can be predetermined by the meridional and 
land-sea temperature gradients, and they reflect a basic 
difference in the seasonal cycles in Northern and 
Southern Hemispheres. 
Sellers (1968), studied the spatial relationships of 
monthly precipitation over the western United States. 
The eigenvector pattern shows that the most important 
precipitation pattern is the one with a single large 
region of anomalous precipitation, cantered in southern 
California, Arizona, or Nevada in winter and in 
Washington, Idaho or Montana in summer. 
In the study of Sikka and Prasad (1981), mean monthly 
700inb geopotential height anomaly field over the Asiatic 
region for the four summer monsoon months based on 15-
year data (1964-1978) has been analyzed through an 
empirical orthogonal function technique. Correlations 
have been derived for the first three dominant functions 
of a month with corresponding functions of the other 
months. The correlation analyses show that the first 
function and its associated amplitude for June are 
significantly correlated with the corresponding functions 
and amplitudes of the other three months. Diaz and 
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Fulbright (1981) used eigenvector method to describe the 
principal anomaly patterns of winter temperature, 
precipitation and cyclone/anticyclone frequency over the 
contiguous United States. 
More recent applications of EOF to the long-range 
forecasting include Davis (1978), Maryon and Storey 
(1985), Barnett (1981), Harnack and Landsberg (1978), and 
Harnack (1979). Davis (1978) represented the potentially 
influencing fields of the sea level pressure anomalies 
over the north Pacific Ocean, sea level pressure and sea 
level temperature, in terms of empirical orthogonal 
functions. In his study, up to 20% of sea level pressure 
variance in autumn and winter can be predicted from 
linear models. 
Maryon and Storey (1985) tried to forecast anomalies 
of half-monthly mean surface pressure over the Northern 
Hemisphere. The eigenvector of sea level pressure, sea 
level pressure and 1000-500inb thickness were used as 
predictor. The discriminant analysis was also applied 
in their study. Colgate (1975) also investigated an 
eigenvector technique for predicting monthly surface 
pressure anomalies over the Northern Hemisphere. EOF 
showed significant result in both studies. 
Harnack and Landsberg (1978) used principal components 
in determining the predictors to forecast categories 
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winter season temperature for 19 cities in central and 
eastern United States by a discriminant analysis based on 
historical data of 23 years (1941-1971) • It was found 
that the derived function, both in two groups (above- and 
below-normal) mean temperatures for the 4-month season 
and three groups for the 3-month season, performed 
significantly better than chance. Almost the same 
technique was applied in a later study of Harnack (1979)• 
His study used the area-average mean winter temperature 
in place the individual station temperature and used the 
multiple linear regression analysis in place of the 
discriminant analysis. The results of this study showed 
that the forecasting of winter temperature categories 
improved as the length of the winter period used in the 
model increased. 
2 . 3 . 3 Atmosphere-ocean i n t e r a c t i o n 
Several studies have concentrated on the effect of the 
sea surface on the atmosphere. These studies were first 
carried by Bjerknes (1969) and Namias (1968, 1969, 1972). 
Bjerknes»s study mainly focused on the potential use of 
equatorial sea surface temperature (SST) anomalies in 
long-range forecasting. 
Several studies provided evidence that suggested sea 
surface temperature anomalies may prove useful in 
producing some long-range weather predictions, it is not 
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known if such predictions will be more reliable than 
predictions made from persistence on atmospheric 
teleconnections. For example, although Davis (1978) 
found that autumn and winter sea surface pressure 
anomalies in North Pacific could be predicted from prior 
observations of sea surface temperature, they could also 
be predicted from prior observations of pressure. Using 
both prior sea surface temperature and pressure does 
little to improve the prediction. If this is a general 
effect, then it may not be worthwhile attempting to use 
SST for long-range forecasting, since time series 
atmospheric data are longer and more reliable (Nicholls, 
1979b). 
2.3.4 Cycles and time series 
Several studies searched for a cyclic atmospheric 
behavior and used it for long-range forecasts. Ebdon 
(1975) and Wright (1977) found that the change of quasi-
biennial oscillation (QBO) occurred in the equatorial 
stratosphere from one phase to the other was fairly 
steady and predictable. Many studies used it to predict 
the onset of Indian monsoon. Except QBO in stratosphere, 
a variety of other periodicities have also been claimed 
to occur in meteorological data. Bradley (1976) reported 
an approximately 5-year cycle in winter precipitation in 
the western United States. Georgiades (1977) found a 
strong 4一 to 5-year cycle in temperature in the Canadian 
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prairies. Since the periodicities are obtained from 
statistical methods, most of them do not have strong 
physical support. So, the use of empirical cycles only 
to forecast the weather is unlikely to be successful 
(Nicholls, 1978). 
2.3.5 Numerical modelling 
Two approaches are used in the large-scale numerical 
models of the atmosphere in long-range forecasting: the 
boundary value approach and the initial value approach 
(Nicholls, 1980). 
The boundary value approach is that if we estimate how 
the sea surface temperature fields will differ from 
normal in the coining season on year (s) , then we should 
be able to use a numerical model of the atmosphere with 
the expected boundary condition imposed on it to 
determine how the atmospheric behavior will differ from 
normal (Holton, 1979). The initial value approach is 
that if we know today ‘ s atmospheric and oceanic data 
fields accurately, then we can integrate a numerical 
model from these initial condition out to a month or 
season ahead. If the model is sufficiently good and the 
hypothesis well founded, then such an integration can 
provide us with a long-range forecast. 
Studies that use the numerical models in long-range 
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forecasting, take the boundary value approach and most 
of them examined the effects of anomalous sea surface 
temperature. For example, Rowntree(1972, 1976) found 
that a warm sea surface temperature generally causes the 
models tropical atmospheric to decrease and the air 
temperature and rainfall to increase. However, some 
studies found sea surface temperature has little effect 
over the subtropical (Sikka and Raghavan, 1976)• 
Although the reaction is not strictly correct, the model 
atmosphere reacts to the sea surface temperature 
anomalies. It suggests that if the models can be 
improved and if some means can be found for predicting 
sea surface temperature a month or season in advance, 
then the model‘s reaction to the predicted sea surface 
temperature field might provide some guidance for long-
range predictions, but it does not yet show its potential 
use in the preparation of long-range forecasts. 
Some attempts have been made to use the initial value 
approach in long—range forecasts (Spar, 1977} Spar and 
Lutz, 1979). These studies have attempted to determine 
if a global general circulation can, when it is 
initialize the first day of a month, realistically 
simulate the mean state of the atmosphere for that month. 
It was concluded that the model can provide some modest 
improvement in climatology, at least in the prediction of 
SOOmb and SSOmb height field. No skill appeared to be 
shown in prediction of sea pressure or regional climatic 
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anomalies for the month (Spar and Lutz, 1979). 
Studies of the possible use of general circulation 
models of the atmosphere in long-range forecasting have 
provided encouraging results although they are less 
encouraging than many statistical studies quoted earlier. 
However, their use in routine operational production of 
such forecasts appear to be many years away. 
2.4 Rainfall Prediction in Hong Kong 
Most studies about rainfall prediction in Hong Kong 
were carried out by the Royal Observatory. These studies 
are mainly concentrated on the short-range prediction. 
Cheng and Kwok (1966) used two statistical methods, 
namely; frequency distribution and Gumbel‘s method, to 
calculate the extreme amounts or intensities of rainfall 
for various durations. It is found that, for return 
periods less than 10 years, frequency distribution gives a 
more satisfactory prediction. On the contrary, for return 
periods greater than 10 years, Gumbel»s method is more 
useful. Bell and Chin (1968) also performed a study to 
estimate probable maximum rainfall in Hong Kong. In their 
study, the Gumbel »s method was used and a traditional 
physical approach was applied. For long durations the 
21 
estimates given by both the physical and statistical 
approaches are more sufficient than using physical approach 
only for short durations. Chin (1971) constructed a linear 
regression model to predict the 5-day rainfall in July by 
using sea surface pressure in Hong Kong. Owing to the 
limitation on the amount of data to set up the regression 
equation, their study cannot provide satisfactory results. 
Peterson and Kwong (1987) updated Cheng and Kwok‘s 
(1966) work and concentrated on the characteristics of 
rainstorm profile by using a more general Jenkenson‘s 
method. 
Chan (1976) used daily satellite photographs to set 
up a model to forecast daily rainfall and found that the 
prediction was more reliable than purely statistical 
models. 
Lee (1983) attempted to compute conditional 
probabilities of rainfall based on the wind direction to 
see if useful information could be obtained to predict Hong 
Kong rainfall 4-hour ahead. However, the results showed 
that the probabilities are not large enough to offer any 
forecasting value in predicting rainfall. 
The only long-range forecasts for Hong Kong rainfall 
was done by G.J. Bell (1976a, b; 1977) . He found a 
correlation of about -0.82 significant at 1% level between 
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Hong Kong summer rainfall and the difference in pressure 
between Irkutsk and Tokyo in the previous January over the 
period 1959-1975. However, Bell (1976a) also pointed out 
that this correlation varied in the past century. The 
correlation was only-0.3 around 1890 for 15 years. 
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CHAPTER III 
RAINFALL OF HONG KONG 
3.1 Climatic Feature 
Hong Kong lies at the southeastern coast of Asiatic 
mainland, experiencing a monsoon climate which 
differentiates from other places of the same latitude. 
This monsoon climate causes a great variation of rainfall 
between winter and summer, in which the moist summer 
monsoon contributes most of the rainfall to Hong Kong. 
Therefore, it is important to predict Hong Kong summer 
rainfall. 
The summer monsoon which blows from the south or 
southwest prevails from mid-April to September. During 
this period, a warm damp air is brought over Hong Kong, and 
more than 80% of the annual rainfall occurs (as shown in 
Fig 3.1). This is because of the passages of monsoon 
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Fig 3.1 Monthly mean of rainfall 
for the 30 year, 1951-1980 “ 
Hong Kong which affect the continent. They bring a spell 
of unsettled weather, strong wind and heavy rain, between 
July and September (Chin 1986)• 
In contrast with the summer monsoon, the winter 
monsoon blows from the north or northeast. It normally 
occurs between September and mid-March but can persist 
until May. It brings dry and cold air v^ hich makes winter 
a dry cold season in the year. On the other hand, tropical 
cyclones seldom affect Hong Kong during winter months in 
history. Consequently, heavy rain is scarcely recorded in 
winter, but the moderate and almost continuous rain may 
occur occasionally due to the passage of upper-air 
disturbance (Chin, 1972). It is found that less than 15% 
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of the total annual rainfall is recorded from October to 
March. 
3-2 The causes of Hong Kong rainfall 
3.2.1 Tropical Cyclone 
Strong surface convergence with high moisture content 
of the tropical cyclone (TC) is the main cause of heavy 
rainfall in summer. The air mass from western Pacific or 
South China Sea reaches the Colony and rainfall is 
released from this unstable moist air. On the average, 
five TCs pass near Hong Kong every year and they 
contribute about 25% of annual rainfall (Lo, 1989) • 
The amount of rainfall caused by tropical cyclones in 
Hong Kong has been analysed by Chin (1972) and the result 
is shown in Table 3.1. It shows that the mean rainfall 
per TC reaches its maximum value in July, and the maximum 
of TC days occurs in August. It is also found that about 
42冬 of rainfall between July and October is contributed 
by TC. In spite of the high rainfall contribution per TC 
in June, the monthly rainfall percentage contributed by 
TC is relatively low (17%) . Chin (1971) pointed out that 
this phenomenon is caused by the fewer TC days and the 
increase of other rain-producing systems, such as monsoon 
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Table 3.1 Rainfall Contributed by Tropical Cyclones 
in Hong Kong ( 1884-1939 & 1947-1960 ) 
Month Mean Number Mean Number Normal Percent- Percent-
rainall of TC rainfall of Tg rainfall age of age of 
contri- per TC days monthly annual 
buted rainfall rainfall 
by TC contri- contri-
buted by buted by 
細 mm mm TC TC 
1 
Jan - - - 1 31.7 -
Feb 0.4 1 26.4 4 46.9 1.0 0.0 
Ma「 0.8 1 55.3 5 72.2 1.0 0.0 
Apr 1 1 135.8 - -
May 16.0 20 56.0 81 292.7 5.0 0.7 
Jun 69.1 48 100.8 219 401.2 17.0 3.2 
Jul 148.3 89 116.7 430 371.7 40.0 6.8 
Aug 123.5 98 88.2 503 370.8 33.0 5.7 
Sep 112.8 83 95.1 400 278.8 40.0 5.2 
Oct 42.6 45 66.3 230 99.2 43.0 2.0 
Nov 10.7 17 44.0 80 43.1 25.0 0.5 
Dec 1.8 5 24.6 21 24.9 7.0 0.1 
Year 526.0 408 90.2 1975 2168.8 24.0 24.0 
* A tropical cyclone day is defined as a day when a 
tropical cyclone was centred within 300 miles of Hong 
Kong. 
(Source: P.C.Chin (1971), Rainfall in Hong Kong, Unpub. 
PhD thesis in Geography, Hong Kong University) 
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troughs and thunderstorms, in this month. 
3.2.2 Trough or Front 
The monsoon front over the southeastern Chinese coast 
is not well defined in terms of atmospheric 
characteristics. However, it is often related with the 
pressure trough on synoptic chart to signify the 
widespread low-level convergence zone with strong 
atmospheric instability. Heavy rainfall will be expected 
when the accompanied moisture comes from warm sea. 
Using the rainfall data (1958 to 1967), Chin (1971) 
studied the seasonal rainfall distribution in relation 
with the trough located within 4。 latitude of Hong Kong. 
The result is shown in Table 3.2. The percentage of 
annual rainfall contributed by troughs is about 42%. It 
is more than the rainfall percentage contributed by 
tropical cyclones (24%)• The maximum contribution caused 
by troughs and fronts is found in June (when both the 
number of trough days and the mean rainfall per trough 
have reached a maximum) • It is also found that the 
percentage monthly rainfall contributed by troughs is 
much higher from March to June than that from July to 
October. This is due to the fact that the number of 
trough days from March to June is much more than that of 
July to October. 
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Table 3.2 Rainfall Contributed by Trough-type systems 
in Hong Kong ( 1957 - 1968 ) 
‘ 
Month Number of Mean rain- Total rain Percentage Percentage 
trough fall per fall recorded of monthly of annual 
days trough day in 1957-1968 rainfall rainfall 
contributed contributed 
mm mm by troughs by troughs 
Jan 66 0.9 234.6 25.8 0.2 
Feb 66 4.9 795.6 40.8 1.3 
Mar 126 3.5 700.2 62.6 1.7 
Apr 134 7.1 1550.2 61.5 3.7 
May 179 10.1 2870.7 62.7 6.9 
Jun 197 22.4 5689.2 77.4 17.0 
Jul 38 12.6 3707.1 12.9 1.8 
Aug 56 19.7 4512.3 24.4 4.2 
Sep 71 11.3 4224.8 19.0 3.1 “ 
Oct 64 5.5 1116.6 31.5 1.4 
Nov 73 1.3 453.8 20.7 0.4 
Dec 73 0.5 79.4 43.5 0.1 
Year 1143 9.5 25934.5 41.8 41.8 
* A trough day is defined as a day when a trough was 
located within 4° latitude of Hong Kong. 
(Source: P.C.Chin (1971), Rainfall in Hong Kong, Unpub. 
PhD thesis in Geography, Hong Kong University) 
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In summary, tropical cyclones (24%) and trough system 
(41.8%) contribute about 65% of the total annual rainfall 
of Hong Kong. To be more precise, the rainfall of Hong 
Kong is concentrated from May to September. As we 
mentioned above, tropical cyclones and troughs contribute 
65% of the total rainfall, the remaining 35% of the total 
rainfall is then contributed by the less significant 
synoptic systems, random convection, local features and 
disturbance which are not detectable on the synoptic scale. 
Here, we can conclude that tropical cyclones and monsoon 






In this study, an objective method is used to forecast 
the summer rainfall of Hong Kong. The procedure can be 
divided into two steps. In the first step, the spatial 
pattern of circulation variability over the Northern 
Hemisphere of mean sea level pressure based on 90-year data 
(1899-1988) is examined using empirical orthogonal function 
(EOF) analysis (or principal component analysis)• In the 
second step, classification equations were developed by 
using discriminant analysis in which discriminating 
variables (predictors) are principle components of the mean 
sea level pressure. They are used to predict the 
categories of summer rainfall of Hong Kong. The rainfall 
data during 1959—1988 will be used as experimental data to 




4.2 Empirical Orthogonal Function (EOF) Analysis 
4.2.1 What‘s EOF 
EOF analysis is used to reduce a set of 
variables, which presumably have much 
intercorrelation, to a set of principal components 
(Harnack & Landsberg, 1978). Lorenz (1956) was the 
first person to apply the EOF technique on climatic 
prediction. As described in the Chapter Two, this 
technique has been carried out by many investigators 
in climatological analysis. There are several reasons 
in using the technique. 
Firstly, it provides an efficient way of 
representing the variance of atmospheric variables in 
comparatively fewer independent coefficients. These 
coefficients are able to express the most important 
modes of variations of meteorological field with time 
(Craddock & Flood 1969)• Secondly, since the function 
is derived from the data themselves but not from 
mathematical representations such as Fourier series, 
Chebyshev polynomials, or harmonics analysis etc. 
(Sikka and Prasad, 1981)• The resulting patterns from 
EOF analysis may give better physical interpretation. 
Thirdly, the principal component score of each 
eigenvector varies from year to year, depending on how 
closely the eigenvector resembles the particular field 
32 
patterns. Seller (1968) pointed out that these 
principal component scores can be used for statistical 
forecasting. 
The advantages of using this method in creating 
a new set of composite variables from a large set of 
original variables are numerous. But there are some 
of the important advantages of using empirical 
orthogonal function analysis in this study. 
Firstly, a large proportion of the original 
variance is explained in the newly created variables, 
and some of the small-scale features or meteorological 
•noise' which have little predictive values for long-
range term on a synoptic scale may be excluded 
(Craddock and Flood, 1969)• Secondly, the 
observational errors or other errors, introduced by 
the procedure used for defining the original predictor 
variables, can also be eliminated by only retaining 
the first several components (Harnack and Landsberg, 
1978)• Finally, the physical meaning of a predictor, 
if incorporated later into the prediction model, is 
more obvious because it presents a pattern instead of 
a point value (Harnack, 1979; Craddock and Flood, 
1969). 
4.2.2 Why use EOF 
Heavy rainfall occurs in Hong Kong near the 
surface monsoon trough in May and June when there is 
a slow-moving trough in the SOOmb westerlies near 12 0°E 
(Bell, 1969) • It should therefore be expected that 
suminer rainfall is correlated with the circulation 
pattern. It is verified by Bell in 1969. He found 
that summer rainfall correlates with the SOOitib zonal 
index in May with a -0.51 correlation at a 1% 
significance level (see Table 4.1). 
Furthermore, some studies showed that the 
circulation pattern in summer can be predicted several 
months in advance (Colgate, 1975; Maryon and Storey, 
1985)• It is also expected that the summer rainfall 
in Hong Kong may be correlated with Northern 
Hemisphere circulation some months before. Actually, 
some studies (Bell, 1976a, b) showed that the 
circulation in winter really correlate with the 
subsequent summer rainfall. The most obvious one is 
the pressure difference between Irkutsk and Tokyo. A 
correlation of -0.86 is found between this pressure 
difference and Hong Kong summer rainfall over the 
period 1959-1973 (Bell, 1976b) (Table 4.1) . In the 
table, there are also some other indices of the 
Northern Hemisphere highly correlated with Hong Kong 
rainfall, such as SOOmb zonal index for 40° to 60°N, 90° 
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Table 4.1 The main correlations between circulation indices 
and Hong Kong rainfall 
Significance 
level 
• Period _r N "(per cent) 
January Irkutsk-Tokyo pressure “ “ ~ 
difference, Ap^ and H K rainfall 1959-73 一0.82 i <; n i 
January index 500 mb 40。to 60。N u 15 0.1 
90。to nO。E and H K rainfall , 1948-73 0.46 c 
January index 700 mb 35° to 55°N u 46 26 5 
三。t? 175°Wand H K rainfall ， 1948-73 n-Si , 
H K rainfall and May index 500 mb 0 51 26 1 
40° to 60。N’ 90。to 170°E 1947-73 —n.s, ” , 
January index and May index 500 mb ^ 27 1 
40。to60°N, 18(rEtol80。W 1947-73 一 o.4n 97 , 
January 500 mb anomaly 30° to 50°N u 叫 21 5 
120。to 150。E and H K rainfall , 1947—73 0.71 ” n t 
January 700 mb anomaly 30。to 50。N 。71 27 0.1 
120。to 150。E and H K rainfall , 1949-73 0 . 7 � . . 
January 200 mb Singapore-Kagoshima " 70 24 0-1 
shear and HK rainfall iq<o 7-, , , 
January 200 mb Singapore-Kagoshima ^^ ^ 
snw and HK April to October 
rainfall tckc ” ^ -
January 200 mb Singapore-Kagoshima —〜巧 16 O.i 
shear and January 500 mb index 
90。tol70。E igco 7. … … 
January 200 mb Singapore-Kagoshima —0.74 ^^ 0.1 
shear and the date of onset of 200 mb 
easterlies at HK 1958-74 — n it 
Canton sea-surface temperature trend 1950~67 一 5 
and the subsequent H K rainfall 1971-74 o-5Q iq ’ 
Canton sea-surface temperature trend u 19 1 
巧d the prior 700 mb August index 1950~67 
2(rto35。N’5°tol75。W 97^74 . ss 1。 c 
January 500 mb anomaly 30° to 50°N 19 5 
120。to 150。E and Jan Mayen June' 
rainfaJI l o q 7*5 _ 
January Greenland (60° to 80°N 0.50 23 5 
30° to 60°W) and Bergen air ’ 
temperature 1950-73 0.59 24 1 
(source: Bell G. j. (1976), Seasonal forecasts and 
31 二二 5 r 4 9 2 ) c i r c u l a t i。 n anomalies, 
35 
to 120°E and 7 00mb index for 3 5° to 55°N. 
However, there are some disadvantages of using 
these zonal or global circulation indices to represent 
the circulation pattern. Firstly, these indices are 
difficult to be combined into a comprehensive and 
quantitative picture of large-scale circulation 
variability in space and time (Kutzbach, 1970)• 
Secondly, using these indices to characterize the 
monthly atmospheric circulation will reduce or totally 
eliminates the information on the scale size of 
circulation variability. By using some of the ideas 
in the previous studies, an objective method of using 
the mean monthly sea surface pressure as predictor is 
developed. This method is EOF analysis. An attempt 
is made to use EOF patterns instead of circulation 
indices to represent the circulation pattern. 
4.3 Discriminant Analysis 
In this study, the newly created composite variables, 
which representing the principal components were screened 
and optimally combined to yield prediction equations for 
the summer rainfall of Hong Kong. This is done by using 
discriminant analysis. As stated in the Chapter Two, there 
are many statistical methods used in the long-range weather 
36 
forecasting. Among them, the discriminant analysis is one 
of the most popular methods used in forecasting. The 
discriminant analysis is a statistical method by which 
discriminating variables (the predictors) are combined 
linearly to distinguish among three groups taken from 
predictand variable (Harnack and Landsberg, 1978). 
Discriminant analysis was proved to be a better method than 
the linear regression and analog (Harnack and Cammarata, 
1985)• In order to generate prediction equations from a 
dependent sample, discriminant analysis is applied in this 
study instead of multiple linear regression. In the long— 
range weather forecasting, it is better for us to predict 
monthly rainfall in types than in quantities. Discriminant 
analysis provides a suitable method to make objective 
forecast of this type. 
4•4 Data Base 
The basic data used in this study consist of the 
monthly rainfall data of Hong Kong and the mean monthly sea 
level pressure of Northern-Hemisphere between 1899 and 
1988 • The rainfall data of Hong Kong are obtained from the 
Royal Observatory of Hong Kong while the mean sea level 
pressure of Northern Hemisphere are extracted from the 
magnetic tapes provided by the National Center for 
Atmospheric Research (NCAR) in the United States. 
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The sea level pressures of Northern Hemisphere 
consists of 432 grid points (5° * 5。）i and covers an area 
from 20。N to 80。N and 0° to 175。E (from 1889 to 1988) (as 
shown in Fig 4.1) . These grid points data are used to 
represent the sea surface pressure features in winter. 
However, there are some missing data in the 432 grid 
points. If the number of missing grid point in a 
particular year is less then 15, the missing data of a grid 
point will be estimated by the climatic mean of the 
corresponding grid point• If the number of missing grid 
point in a particular year, for example in the World War 工 
and World War II, is greater than 15, data in that year 
will be excluded. These are shown in Table 4.2. 
Table 4.2 Periods of missing data 
Year Jan Feb Mar Apr Oct Nov Dec 
1916 * * * * * * * 
1917 * * * 
1918 * * * * * * * 
1919 * * * * * * * 
1920 * * * * * * * 
1921 * 
1931 * 
1938 * • 
1939 * * * 
fO X 10° grid point data is used in the area from 70° 











































The rainfall data of Hong Kong from 1889 to 1958 are 
used to set up the prediction model while the data of the 
successive period (1959 to 1988) are being used as 
experimental data to test the performance of the model. 
4.5 Computation Procedures 
In the first step of computation, the raw data of mean 
sea surface pressure will be represented in terms of the 
smallest possible number of mutually independent variables. 
The mathematics of this technique can be found in standard 
text, e.g. Kendall, 1980. The procedures of analysis do 
need to be discussed in the followings. They are then 
represented by a flow chart listed in Fig 4.2. All the 
procedures are processed by a computer programme which is 
written in Fortran with the aid of subroutines called from 
the software package, IMSL. 
1) using the raw data to form a matrix of 432 (grid 
points) by 85 (years); 
2) using the data matrix to find the sample mean of 
each grid point; 
3) the data are normalized by subtracting out the 
sample mean from step 2 to form the new matrix 
F； 
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4) a variance-covariance matrix V of order 432 are 
computed from matrix F, 
V = FF-1 ; 
5) Jacobi‘s method is applied here in order to find 
the eigenvalue and the associated eigenvector 
Un of the variance-covariance matrix V in which n 
= 1 , 432; 
6) using the eigenvalue to compute the variance 
and cumulative variance explained by each 
eigenvector; 
V An 
Varn = ——— i = 1, 432 
a. 
7) computing the principal component score of each 
EOF in each year. “ 
Cn(k) = F(k) X Un 
Cn(k) : principal component score for the n^ ^ 
eigenvector in k^ ^ year, 
F(k) : grid points data in k^ ^ year, 
Un : nth eigenvector 
The above procedures will be repeated seven times in 
order to find the EOFs of different months from October to 
April. 
In the second step of computation, the observed 
rainfall data for the summers (as defined in Chapter Three, 
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Fig 4.2 Flow-chart of computing procedures 
Computing Procedures Results 
Collect Data Data Matrix 
Processing Data Sample mean of each grid pt. 
Variance covariance matrix 
EOF analysis Eigenvalues 
Eigenvectors 
Explained variance % 
Cumulative explained variance % 
Computing Principal 
Component Score Principal component scores 
Cn = F"^ *Un — 
； Predicted summer rainfall 
Discriminant analysis — class of each year 
(1958-1988) 
42 
from May to September) of 1889 to 1958 were classified into 
three classes: 1) below normal, 2) near normal and 3) above 
normal. The limits for near normal rainfall are given as 
the mean rainfall plus or minus one standard deviation. 
The mean rainfall and the standard deviation are 1701 mm 
and 383 mm respectively. So, the boundary of each classes 
are shown as following: 
Class 1 : below normal 
(rainfall amount < 1318 mm) 
Class 2 : near normal 
(1318 mm < rainfall amount < 2084 mm) 
Class 3 : above normal 
(2084 mm < rainfall amount) -
The principal component score of the empirical 
orthogonal functions, which represent about 80% of the 
variance of the original variables, are used as 
discriminating variables (predictors) to predict Hong Kong 
summer rainfall. The linear combinations of these 
variables are referred to as discriminating function: 
Zi = + + + ^ipXp 
Zj ： discriminant score for discriminant 
function i, 
a : the weighing coefficient, 
X : the discriminating variable 
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The functions are formed in such a way so as to 
minimize the separation within a class as well as to 
maximize the separation of classes. 
The statistical package, SPSSX (Statistics Package for 
the Social Science) is used for the above analysis. The 
discriiniiiating variables are selected by a stepwise method. 
The selective criterion was the overall F ratio for testing 
the differences among the class centroids. The variable j 
that maximizes the smallest F ratio between pair of classes 
is selected. 
Six discriminant analysis experiments will be 
performed for each month. These experiments varied from 
one another in the following way : the dependent set of 
years used to compute the prediction equations. The set 
of years used as dependent data set are 10 years (1949-
1958), 20 years (1939-1958), 30 years (1929-1958), 40 years 
(1919-1958), 50 years (1909-1958) and 60 years (1899-1958) 
respectively for each experiment. In this way, we try to 
find out the best forecast performance in the independent 
data set. 
4.6 Analysis of Forecast Capability 
I 
The percentage of dependent data correctly classified 
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I 
(RDd) is an indicator which can measure the discriminating 





KTd : sum of the correctly classified of the 
dependent cases, 
GTd : total number of the dependent cases 
The higher the DR^, the more the reliability of the 
discriminant function. 
However, the most important indicator of the 
reliability or skill of the classification equation is the 





KTj : sum of the correctly classified of the 
independent data, 
GTj : total number of the independent data 
In order to measure the degree of agreement between 
the actual and prediction rainfall group, the Kappa 
coefficient of agreement is introduced. 
P - p 
K = °~li— 
1 - Pe 
4 5 
PQ ： the proportion of units in which actual and 
prediction groups agreed, 
Pe : the proportion of units for which agreement is 
expected by chance. 
If the obtained agreement equals to the chance 
agreement, then K==0. Greater than chance agreement leads 
to positive values of K and less than chance agreement 
leads to negative value. When there is a complete 
agreement between actual and prediction rainfall groups, 
then K=1 (Siegel and Castellan, 1988)• 
After determining the value of Kappa coefficient, one 
would want to determine if the obtained agreement was 
significantly better than chance. Therefore, the following 




K : the Kappa coefficient, 
var(K) : the variance of the Kappa coefficient 
The null hypothesis is H。： K = 0. It means that there 
is no agreement between the actual and prediction rainfall 
group, other than the agreement which would be expected to 
occur by chance. 
/ 
If the actual and prediction rainfall group show 
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significant agreement at a significant level of 0.05, then 
the null hypothesis is rejected. 
In order to test the prediction power of this 
objective method, the result will be compared with the 
method currently adopted by the Royal Observatory of Hong 
Kong for long-range rainfall forecast. Tests of the 
significance of the difference between these two methods 
can be evaluated by the normal curve deviate (Cohen, i960)• 
口 + K, 
Z 
(var(Ki)2 + var(K2)2)i/2 
K” K2 : the Kappa coefficient of the result in 
this study and Bell »s " study 
respectively, 
var(Ki), var(K2) : the variance of Kappa coefficient in 
this study and in Bell's study 
respectively. 
The following null hypotheses is to be tested. H : 
0 
Prediction power shows no difference between the method 
adopted by the Royal Observatory of Hong Kong and the 
method using in this study. 
If the difference between two methods is significantly 
different at a significant level of 0.05, then the null 
hypothesis is rejected. 
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CHAPTER V 
THE RESULT AND ANALYSIS OF PREDICTION MODEL 
5.1 The result of EOF analysis 
5.1.1 Extraction of eigenvalues and eigenvectors 
The first eigenvector (EOFl) is the vector which 
accounts for the largest portion of the explained 
variance of the observed pressure field. The second 
eigenvector (E0F2) accounts for the second largest 
portion of the residual variance and it must be 
orthogonal to the first eigenvector, and so on 
(Brinkmann 1981). It means that a comparatively small 
set of eigenvectors will express the most important 
modes of variation in sea level pressure. 
The variance and cumulative variance explained by 
the first 20 eigenvectors for each month (from October 
to April) are presented in Table 5.1. Much of the 
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Table 5.1 Variance and cumulative variance obtained for 
first 20 eigenvectors 
January February 
Eigenvector variance cumulative % variance cumulative % 
% variance % variance 
1 38.6 38.6 36.8 36.8 
2 14.1 52.7 16.7 53.5 
3 9.2 61.9 10.0 63.5 
“ 7.5 69.4 8.0 71 5 
5 5.6 75.0 5.6 77.'1 
6 4.5 79.5 4.8 81.9 
7 3.6 83.1 3.6 85.5 
8 3.1 86.2 2.7 88.2 
9 2.3 88.5 1.9 90.1 
10 1.9 90.4 1.4 91.5 
11 1.6 92.0 1.4 92.9 
12 1.1 93.1 0.9 93:8 
13 0.8 93.9 0.8 94.6 
14 0.7 94.6 0.7 95.3 
15 0.6 95.2 0.5 95.8 
16 0.5 95.7 0.4 96.2 
17 0.4 96.1 0.4 96.6 
18 0.4 96.5 0.3 96.9 
19 0.4 96.9 0.3 97 2 
20 0.3 97.2 0.2 97.4 -
March April 
Eigenvector variance cumulative % variance cumulative % 
% variance % variance 
1 36.4 36.4 33.5 33.5 
2 19.4 55.8 14.0 47.5 
3 8.8 64.6 11.2 58.7 
4 6.7 71.3 8.7 67.4 
5 5.9 77.2 5.8 73.2 
6 4.1 81.3 3.4 76.6 
7 3.2 84.5 3.2 79.8 
8 2.8 87.3 2.9 82.7 
9 2.1 89.4 2.1 84.8 
10 1.5 90.9 1.9 86.7 
11 1-3 92.2 1.6 88.3 
12 1.2 93.4 1.3 89.6 
0.9 94.3 1.2 90.8 
"14 0.8 95.1 1.1 91 9 
15 0.5 95.6 0.7 92:6 
16 0.4 96.0 0.7 93.3 
17 0.4 96.4 0.6 93.9 
18 0.3 96.7 0.5 94*4 
19 0.3 97.0 0.4 94.8 
20 0.2 97.2 0.4 95.2 
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Table 5.1 Continue 
— = = = ^ = = = = = = = = ^ = = = = = = 
October November 
Eigenvector variance cumulative % variance cumulative % 
% variance % variance 
1 28.7 28.7 34.2 34.2 
2 21.0 49.7 17.9 52.1 
3 12.1 61.8 13.0 65.1 
4 6.6 68.4 6.4 71.5 
5 5.0 73.4 5.4 76.9 
6 4.1 77.5 3.9 80.8 
7 3.7 81.2 2.9 83.7 
8 3.2 84.4 2.8 86.5 
9 2.1 86.5 2.4 88.9 
10 2.0 88.5 1.8 90.7 
11 1.4 89.9 1.4 92.1 
12 1.1 91.0 1.1 93.2 
13 1.0 92.0 0.7 93.9 
14 0.9 92.9 0.6 94.5 
15 0.7 93.6 0.5 95.0 
16 0.7 94.3 0.5 95.5 
17 0,6 94.9 0.4 95.9 
18 0.5 95.4 0.4 96.3 
19 0.4 95.8 0.4 96.7 
20 0.4 96.2 0.3 97.0 
December 
Eigenvector variance cumulative % 
% variance 
1 34.7 34.7 
2 14.4 49.1 
3 13.1 62.2 
4 8.0 70.2 
5 5.6 75.8 
6 4.0 79.8 
1 3.4 83.2 
8 2.5 85.7 
9 2.0 87.7 
10 1.5 89.2 
11 1.4 90.6 
12 1.2 91.8 
13 1.1 92.9 
14 0.9 93.8 
15 0.7 94.5 
16 0.6 95.1 
17 0.6 95.7 
18 0.4 96.1 
19 0.4 96.5 
20 0.3 96.8 
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variance is accounted for by the first few eigenvectors and 
the rest can only explain little. Usually 80% is chosen to 
be the cutoff value for determining the number of 
components to be extracted in each month for the following 
discriminant analysis. As a result, considerable data 
reduction was accomplished for the mean sea surface 
pressure. For example, the 432 original grid points data 
were reduced to 6 to 8 components or composite variables, 
which represent about 80% of total variance in the original 
data. In addition, the explained variance for the other 
eigenvectors is all less than 5% in each month 
respectively. They are regarded as meteorological "noise". 
Therefore, using these components in statistical prediction 
for the long-range prediction is considered “to be 
physic^ly meaningless. The complete list for the number 
of predictors used in each month for discriminant analysis 
is shown in Table 5.2. 
Table 5.2 








‘ Mar 6 
Apr 8 
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5.1-2 Spatial and Temporal variation of eigenvector 
pattern 
The eigenvector can be visualized (obtained) by 
plotting the spatial eigenvector coefficients and by 
representing the field by isolines. Appendix I shows 
the spatial eigenvector patterns from October to 
April. Each eigenvector pattern actually represents 
two patterns since its associated score determines the 
sign of its departures. When the principal component 
score ( Cn ) is positive ( Cn > 0 ) , it means that the 
positive area in the eigenvector pattern has positive 
pressure departure and the negative area has negative 
pressure departure. When the principal component 
score is negative ( Cn < 0 ) , it means that the 
positive area in the eigenvector pattern has negative 
pressure departure and the negative area has positive 
pressure departure. 
The principal component score of the nth 
eigenvector is found from the equation Cn(k) = f"'' (k) 
X Un, where k represents the time. Therefore each 
eigenvector has been associated with a coefficient Cn 
whose magnitude and sign vary over time, depending on 
how closely the eigenvector resembles the particular 
pressure pattern (Seller 1968). The magnitude of Cn 
has generally been used as an indicator of the 
relative importance of a given eigenvector in 
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describing the observed pressure field (Brinkmann, 
1981) • The principal component scores will be used as 
discriminating variables (predictors) in the following 
computation. 
5.2 Accuracy of the Prediction Model 
5.2.1 Introduction 
As mentioned in the above, principal components 
of different months (October to April) are used as 
predictors to forecast the subsequent summer rainfall 
(May to September) of Hong Kong. In each month, there 
are six sets of dependent data. The length of set 1 is 
10 years (1949-58), the length of set 2 is 20 years 
(1939-58) and so on. Therefore, six separate 
discriminant analyses were carried out for each month. 
However, from 1899 to 1959, only 53 cases were 
used in the dependent data set because of the World 
War I and World War 工 工 . F r o m 1959 to 1988, there were 
3 0 cases used in the independent data set from January 
to April but 2 9 cases from October to December. 
Because the summer rainfall data of 1989 is excluded. 
These independent data sets will be used to test the 
performance of the long-range forecasting method used 
in this study. In each month of each set of the 
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dependent data, corrected prediction percentage of 
dependent and independent data, Kappa coefficient, 
variance of Kappa coefficient and z-score will be 
presented. 
5.2.2 The forecast Accuracy from each Month 
5.2.2.1 The forecast accuracy made by October 
The percentage of the dependent data that is 
correctly classified in October is shown in Fig 5.1. 
The other important indicator in presenting the 
accuracy of the prediction model is the percentage of 
independent data correctly classified in 1959-88 
period which is also shown in Fig 5.1. 
It is found that the percentage of dependent data 
correctly classified for set 2 is 92% which is the 
highest among these six sets of dependent data. It is 
also found that the prediction performances for each 
set of dependent data are different. It can be 
concluded that the length of the dependent data will 
directly affect the performance of the prediction 
model. Finally, the percentage of independent data 
correctly classified is larger than the chance 
expectation (33.33%) for the result of each set, 
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0 -I— 1 1 1 1 
SET 1 SET 2 SET 3 SET + SET 5 SET 6 
+ INDEPENDENT DATA A DEPENDENT DATA 
Table 5.3 Result of z-score test in October 
Kappa Coef. Var (K) z-score Sign. 
Set 1 -0.11 0.07 -0.42 no 
Set 2 0.08 0.57 0.11 no 
Set 3 0.02 0.11 0.05 no 
Set 4 -0.04 0.66 -0.04 no 
Set 5 -0.01 0.05 -0.05 no 
Set 6 -0.07 0.07 -0.26 no 
* critical value of z-score is 1.65 at the significance level of 0.05 
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except the set three (31.03%) . However, in the z-
score test, there is no significant difference between 
chance expectation and percentage of independent data 
correctly classified at 0.05 significance level (as 
shown in Table 5.3). So, using October as a key month 
to predict summer rainfall of Hong Kong is not 
satisfactory. 
5.2.2.2 The forecast Accuracy made by November 
In Fig 5.2, it is found that the percentage of 
dependent data correctly classified for set 1 is 90% 
which is the highest among the six sets of dependent 
data. Like October, the prediction performances for 
each set of data are different. However, the 
percentage of dependent data correctly classified in 
this month is less than 80%, except for the result of 
set 1. Using these discriminant functions to predict 
the categories of Hong Kong summer rainfall is not so 
reliable. Actually, only the percentage of 
independent data correctly classified for set 2 and 
set 4 are larger than 33.33%. However, in the z-score 
test (see table 5.4) , it is found that the prediction 
performance in November of each set for each set of 
data is not significantly better than chance at 0.05 
level. Therefore, we can conclude that using November 
as a key month to predict summer rainfall of Hong Kong 
is not appropriate. 
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Fig 5.2 Correctly classified percentage of November 
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+ INDEPENDENT DATA A DEPENDENT DATA 
Table 5.4 Result of z-score test in November 
Kappa Coef. Var (K) z-score Sign. 
Set 1 -0.02 0.12 -0.07 no 
Set 2 0.03 0.61 0.04 no 
Set 3 0.09 0.07 0.33 no 
Set 4 0.00 0.09 0.01 no 
Set 5 0.00 0.09 0.01 no 
Set 6 0.11 0.06 0.45 no 
* critical value of z-score is 1.65 at the significance level of 0.05 
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5.2.2.3 The forecast Accuracy made by December 
In Fig 5.3, the percentage of dependent data 
correctly classified for set 1 and set 2 are higher 
than 80%. It means that only the discriminating 
function which was set up by these two sets of data 
is reliable. However, their corresponding percentage 
of independent data correctly classified are only 
20.69% and 44.83% respectively. In the z-score test 
(as shown in Table 5.5) , they are not significantly 
different from chance expectation at 0.05 level. 
Therefore, this result indicates that using December 
as a key month to predict the summer rainfall of Hong 
Kong is meaningless. 
5.2.2.4 The forecast Accuracy made by January 
In Fig 5.4, it shows that the percentage of 
dependent data correctly classified for the first 4 
sets of result are larger than 80%. Besides, all the 
percentage of independent data correctly classified 
in January are above the chance expectation of 3 3 . 3 3 % . 
Except set 1, all the Kappa coefficients are positive 
(as shown in Table 5.6). The z-score calculated in 
set 4 is 1.920 which is significant at a level of 
0.05. It means that the prediction power of this set 
of dependent data is significantly better than chance 
expectation. Therefore, we can conclude that using 
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Fig 5.2 Correctly classified percentage of N o v e m b e r 
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Table 5.5 Result of z-score test in December 
Kappa Coef. Var (K) z-score sign. 
Set 1 -0.17 0.10 -0.53 no 
Set 2 -0.11 0.04 -0.54 no 
Set 3 -0.19 0.06 -0.78 no 
Set 4 -0.11 0.05 -0.50 no 
Set 5 -0.11 0.50 -0.16 no 
Set 6 -0.13 0.06 -0.53 no 
* critical value of z-score is 1.65 at the significance 
level of 0.05 
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Fig 5.4 Correctly classified percentage of January 
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+ INDEPENDENT DATA A DEPENDENT DATA 
Table 5.6 Result of z-score test in January 
Kappa Coef. Var (K) z-score Sign. 
Set 1 -0.10 0.06 -0.41 no 
Set 2 0.10 0.04 0.48 no 
Set 3 0.24 0.04 1.17 no 
Set 4 0.36 0.03 1.92 yes 
Set 5 0.03 0.04 0.15 no 
Set 6 0.15 0.05 0.69 no 
* critical value of z-score is 1.65 at the significance level of 0.05 
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January as a key month in predicting the summer 
rainfall of Hong Kong is appropriate. 
5-2.2.5 The forecast Accuracy made by February 
In Fig 5.5, it shows that only the percentage of 
dependent data correctly classified for set 1 (90%) is 
larger than 80%. It is also found that all of the six 
sets of independent data were poorly forecasted. None 
of them with a percentage of independent data 
correctly classified is larger than chance expectation 
of 33.33%. In the z—score test (shown in Table 5.7), 
it also shows that none of the prediction is 
significantly better than chance expectation. 
Therefore, we can exclude February as a key month to 
predict the summer rainfall of Hong Kong. 
5•2•2•6 The Forecast Accuracy made by March 
As shown in Fig 5.6, the result of March follow 
much the same pattern as that in February. Only the 
percentage for the first set of independent data 
correctly classified is larger than 80%. Although the 
percentage of independent data correctly classified 
for the first two sets of result are larger than 
chance expectation of 33.33%. In the z-score test (as 
shown in Table 5.8) , it is not statistically 
significant. So we can ignore March as a key month to 
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Fig 5.2 Correctly classified percentage of November 
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Table 5.7 Result of z-score test in February 
Kappa Coef. Var (K) z-score Sign. 
Set 1 -0.15 0.06 -0.59 no 
Set 2 -0.11 0.07 -0.42 no 
Set 3 -0.24 0.12 -0.69 no 
Set 4 -0.24 0.12 -0.69 no 
Set 5 -0.12 0.11 -0.36 no 
Set 6 0.21 0.08 0.73 no 
* critical value of z-score is 1.65 at the significance level of 0.05 
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Table 5.8 Result of z-score test in March 
Kappa Coef. Var (K) z-score Sign. 
Set 1 0.09 0.07 0.33 no 
Set 2 0.12 0.06 0.49 no 
Set 3 0.05 0.09 0.17 no 
Set 4 0.05 0.09 0.17 no 
Set 5 0.07 0.09 0.24 no 
Set 6 -0.06 0.09 -0.19 no 
* critical value of z-score is 1.65 at the significance 
level of 0.05 
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predict summer rainfall of Hong Kong. 
5.2.2.7 The forecast accuracy made by April 
In Fig 5.7, the percentage of dependent data 
correctly classified is larger than 80% for the first 
four sets of dependent data. It is also found that 
the percentage of independent data correctly 
classified for the six sets of independent data are 
larger than chance expectation of 33.33%. However, 
in the z-score test (refer to Table 5.9) , it is not 
significantly different from chance expectation. So, 
April can be omitted as a key month to predict Hong 
Kong summer rainfall. 
To summarize, only the result of "January" has 
shown significant difference from random chance 
expectation. Therefore, using "January" as the key 
month in predicting the summer rainfall of Hong Kong 
is the best. 
5.2.3 Optimal length of dependent data 
Since only the prediction in January had shown 
the best result in relation to random chance and hence 
only this model will be further discussed. 
As discussed in the above sections, the 
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SET 1 SET 2 SET 3 SET 4- SET 5 SET 6 
+ INDEPENDENT DATA A DEPENDENT DATA 
Table 5.9 Result of z-score test in April 
Kappa Coef. Var (K) z-score Sign. 
Set 1 0.10 0.04 0.48 no 
Set 2 0.12 0.06 0.48 no 
Set 3 0.10 0.06 0.42 no 
Set 4 0.10 0.05 0.46 no 
Set 5 0.07 0.68 0.09 no 
Set 6 0.08 0.06 0.30 no 
* critical value of z-score is 1.65 at the significance level of 0.05 
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prediction performances for different length of 
dependent data vary. It is found that both the 
percentage of dependent and independent data correctly 
classified in the result of set 4 in January is much 
higher. 
From a statistical point of view, it appears that 
the longer the dependent record used, the better the 
sampling would be, and the better the relationship 
between rainfall and circulation pattern can be 
described (Nicholls 1984)• From this consideration, a 
long dependent record would favour the forecast 
performance on the independent data set. However, the 
best prediction performance in January does not appear 
in the result of set 6, instead it is in set 4. 
In contrast, from a meteorological point of view, 
it is realized that long-term changes in the large-
scale circulation setting will entail variations in 
the relationship between rainfall and circulation 
pattern. A long dependent record will contain much 
outdated information, as compared to a shorter base 
period confined to a more recent time span 
(Hastenrath, 1987) • From this consideration, a short 
dependent record would favour the forecast performance 
on the independent data set. However, the best 
prediction performance in January does not appear in 
the result of set 1. 
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In fact, these statistical and meteorological 
considerations contradict with each other. The 
appropriate length of dependent data for the 
development of the prediction will be found when the 
above two considerations reach a compromise. Kung and 
Sharif (1980) pointed out that the large-scale 
circulation setting may have different variations in 
different regions. Hence, the relations between 
rainfall and circulation pattern may vary, depending 
on region and time. In this study, the result of set 
4 of January has the best prediction performance. It 
is suggested that the January sea surface pressure 
recorded over a period of 40 years is the optimum 
length to forecast the subsequent summer rainfall of 
Hong Kong. 
5.2.4 Analysis the prediction results 
The reason why January has the best performance 
in predicting summer rainfall of Hong Kong, will be 
discussed in detail. 
From climatological point of view, when the 
winter monsoon of northeast Asia is weak, the sub-
tropic high pressure cell in the Western Pacific will 
be weakened in the following summer too, thus shifting 
the ridge of the sub-tropic high northward earlier. 
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On the other hand, the center of the sub-tropic high 
in summer will shift to the south and the length for 
the ridge of sub-tropic high lying between 2 0°-28°N 
will therefore be increased (Chang, 1983). It means 
that Hong Kong will experience a stronger and longer 
summer monsoon. So, the summer rainfall of Hong Kong 
in that year will increase. 
On the contrary, when the winter monsoon of 
northeast Asia is strong, the sub-tropic high will 
also be strong in the following summer thus moving the 
ridge of sub-tropic high northward later. Besides, 
the position of sub-tropic high will shift to the 
north in summer while the length for sub-tropic high 
lying between 20°-28°N will decrease (Chang, 1983) • It 
implies that Hong Kong will experience a weaker summer 
monsoon. Therefore, the summer rainfall of Hong Kong 
in that year will decrease. 
From the above discussion, it implies that winter 
monsoon does closely correlate with the amount of 
rainfall in Hong Kong contributed by summer monsoon. 
The winter circulation pattern is represented by the 
EOF patterns in this study, since the intensity of 
winter monsoon reaches its peak in January, the 
prediction performance in January is thus the best in 
this study. The result is consistent with that in the 
Royal Observatory of Hong Kong. They are also used 
68 
"January" as a key month to predict Hong Kong summer 
rainfall. 
5.2.5 Comparison between the method used in this 
study with those methods adopted by the 
Royal Observatory of Hong Kong 
5.2.5.1 Introduction 
"A strong winter monsoon in January tends to be 
followed by a dry simmer in Hong Kong and a weak 
winter monsoon in January would be followed by a wet 
summer" is the prediction rule as postulated by Bell 
(1979) and used by the Royal Observatory of Hong Kong. 
Bell used the difference of January mean sea 
level pressure between Irkutsk and Tokyo to represent 
the intensity of the winter monsoon. He found that 
this index was highly correlated with Hong Kong summer 
rainfall (from May to October)• So, this index is 
used by the Royal Observatory of Hong Kong in 
predicting the summer rainfall. In this section, a 
comparison will be made between the findings in this 
study and in Bell‘s study. 
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The data from 1959 to 1988 has been used as the 
experimental data to test the performance of this 
study. On the other hand, the above data set is also 
used to test the accuracy of the result of the Bell's 
study, which is used in the Royal Observatory of Hong 
Kong nowadays. Then, the results are compared in 
order to find out which method gives the most accurate 
prediction in Hong Kong‘s summer rainfall. Besides, 
it must be noted that there are some slight 
differences between Bell's study and this research. 
The summer rainfall is defined as the rainfall from 
May to October in Bell's study but from May to 
September in this one. 
5.2.5.2 Comparison of the forecast accuracy between 
two studies 
As explained the chapter four, the most important 
indicator in examining the accuracy of the prediction 
model is the percentage of independent data correctly 
classified. It is shown in the contingency table of 
Table 5.10. 
From Table 5.10, the percentage of independent 
data correctly classified in this study is 67% which 
is better than that in Bell's study (60%) . The z — 
score for this study is 1.92 which is significantly 
better than chance expectation at 0.05 significance 
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Table 5.10 Contigency table of classification results 
(a) In this study 
No. of 
Actual Group cases Prediction group 
1 2 3 
1 4 2 1 1 
(50%) (25%) (25%) 
2 21 2 15 4 
(9%) (72%) (19%) 
3 5 0 2 3 
(0%) (40%) (60%) 
Kappa Coefficient : 0.36 
Var (K) : 0.03 
z-score : 1.92 
Percent of independent data correctly classified : 67% 
(b) In Bell‘s study 
No. of 
Actual Group cases Prediction group 
1 2 3 
1 2 0 2 0 
(0%) (100%) (0%) 
2 20 1 15 4 
(5%) (75%) (20%) 
3 8 0 5 3 
(0%) (63%) (37%) 
Kappa Coefficent : 0.21 
Var (K) : 0.04 
z-score : 0.98 
Percent of independent data correctly classified : 60% 
* The summer rainfall is defined as the rainfall from 
May to October in Bell ‘ s Study but from May to 
September in this study. So, the number of cases in 
each classes are different between two studies. 
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level. But the z-score for Bell's study is only 0.49 
which is not significantly better than chance 
expectation at 0.05 significance level. To compare 
the performance of these two methods, an other z-score 
test is applied. The value of z-score is 8.60 at 0.05 
significance level. It means that the prediction 
performance in this study is significantly better than 
in Bell's study. 
From Table 5.10, it is also found that the 
prediction abilities in rainfall class 1 (below 
normal) and class 3 (above normal) is not satisfactory 
in Bell's study. The correct prediction percentage is 
only 0% in class 1 and 37.5% in class 3. On the 
contrary, the prediction performance in class 1 and 
class 3 in this study are 50% and 60% respectively. 
It can be concluded that the prediction performance in 
this study is much better than in Bell's study, 
especially in predicting rainfall class 1 and class 3. 
The method used in this study is better because 
only using pressure difference between Irkutsk and 
Tokyo cannot fully represent the winter monsoon. So 
the prediction performance in using simple index as 
predictor is much less satisfactory than using EOF 




6.1 Summary of Findings 
The prediction method introduced here does produce 
encouraging results in forecasting the summer rainfall of 
Hong Kong. The major findings are summarized as follows: 
(1) From Empirical Orthogonal Function (EOF) analysis, 
eigenvector patterns have been obtained (as indicated 
in Appendix I)• These patterns represent the winter 
circulation patterns in the Northeastern Asia. It is 
hypothetically considered to affect the summer 
rainfall of Hong Kong because the on - set time of 
summer monsoon as well as its north-bound migration is 
considered to be closely related with the pre-
condition of winter circulation pattern. 
(2) The discriminating variables are the principal 
component scores from EOF analysis, which can account 
/ for 80% total variance of mean sea level pressure over 
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for 80% total variance of mean sea level pressure over 
the Northern Hemisphere. In order to find the optimal 
length of the dependent data, six separate 
discriminant analyses were carried out for each month, 
from October to April. A suitable optimal length is 
acquired when both the meteorological and statistical 
considerations reach a compromise. Finally, it is 
found that the "January" sea surface pressure recorded 
over a period of 40 years is the optimum length to 
forecast the subsequent summer rainfall of Hong Kong. 
(3) It is found that the prediction performance of this 
study varies with month. The best performance of 
prediction is in "January" with dependent data of 40 
years. In "January" the percentage of dependent data 
correctly classified is 66.7%. It is also found that 
the z-score is 1.97 (as indicated in Table 5.6) which 
is significant at 0.05 level. From the above 
statistical test, we notice that the prediction 
performance in "January" is obviously better than 
chance expectation. 
(4) By comparing the forecast result of EOF technique of 
this study with that of pressure index technique of 
Hong Kong Royal Observatory, it is evident that the 
former technique is far much better than the latter 
one, especially in predicting the rainfall class 1 
(below normal) and class 3 (above normal). 
f 
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6.2 Limitation of this Research 
There are three limitations to this study. Firstly, 
owing to the fact that long historical data is needed in 
EOF analysis, sea level pressure is therefore the only 
variable which meets this requirement. Other variables 
which may affect the rainfall, such as sea surface 
temperature, sea ice, snow and soil moisture, are omitted 
from this study simply because the long historical data are 
not available. 
The second limitation to this study is that some of 
its data are missing. Missing data are treated by the 
following two approaches. One approach is to replace the 
missing sea surface pressure by the long-term climatic mean 
of that particular grid point. The other approach is to 
exclude the whole year from computation if the number of 
missing grid points is too large. 
Lastly, the original data recorded in the magnetic 
tape consists of 864 grid points data. The massive 
computation incurs an operational problem. Therefore, only 
those data in north-east hemisphere is analysed, i.e. half 
of the grid point data are used. 
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6.3 Prospects of this Research 
From the previous chapter, it is found that the 
performance of the objective method of long-range rainfall 
forecasting in this study is quite satisfactory. However, 
mis—classified cases are still found in this study. The 
reason may be that the eigenvector patterns of sea level 
pressure only represent the winter circulation pattern, 
which can only explain the rainfall contributed by summer 
monsoon. As discussed in Chapter Three, besides summer 
monsoon, tropical cyclone (TC) is also the major cause of 
summer rainfall. The relationship between winter 
circulation pattern and the amount of rainfall contributed 
by TCs is complicated and is not clearly understood. Since 
the amount of rainfall caused by TC does not only depend on 
its track, but also depend on the speed, size as well as 
the flow pattern of the storm. These factors cannot be 
reflected by the eigenvector patterns of sea level 
pressure. In other words, there still room for further 
improvement of the performance. 
Besides, in this research, only the sea level pressure 
is examined by EOF analysis, so the circulation pattern is 
the only variable used in discriminant analysis. If other 
variables such as sea surface temperature, albedo, snow 
cover and soil moisture should be added to the research, 
the forecast accuracy would be greatly improved. However, 
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as the data of these variables are neither systematically 
nor continuously recorded, it limits the forecast accuracy 
by the EOF analysis at this stage. 
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APPENDIX 工 
Spatial pattern of EOF 1 to EOF 6 
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APPENDIX I (Continued) 
(b) November 
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APPENDIX I (Continued) 
(c) December 
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APPENDIX I (Continued) 
(c) December 
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APPENDIX I (Continued) 
(d) January 
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APPENDIX I (Continued) 
(d) January 
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