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On the dimensions of commutative subalgebras and
subgroups of nilpotent algebras and Lie groups of
class 2
Maria V. Milentyeva∗
Abstract
We obtain the functions that bound the dimensions of finite dimensional
nilpotent associative or Lie algebras of class 2 over an algebraically closed field
in terms of the dimensions of their commutative subalgebras. As a result, we
also compute a similar function for complex nilpotent Lie groups of class 2.
1 Introduction
We shall consider the following functions, introduced by the author (Milentyeva, 2006):
Definition. For any integer n we denote by lnK(n) (a
n
K(n) and g
n
K(n)) the greatest
integer h such that there exists a nilpotent Lie algebra (an associative algebra and
a Lie group respectively) of class 2 and of dimension h over a field K such that the
dimensions of all commutative subalgebras (Lie subgroups) of this algebra (Lie group)
are not greater than n. (In the case of Lie groups K is the complex or real field.)
Throughout this paper we assume that all algebras are finite dimensional.
It was shown in Theorem 8 of (Milentyeva, 2006) that these functions have quadratic
growth. More precisely, if f is one of the functions lnK , a
n
K or g
n
K , then the following
estimate holds:
n2 + 4n− 5
8
6 f(n) 6
n2
4
+ n. (1)
Analogs of these functions for finite p-groups were studied by A.Yu. Olshanskii (Ol-
shanskii, 1978). Similar functions for finitely generated torsion-free nilpotent groups
and for arbitrary associative algebras, Lie algebras and Lie groups were considered by
the author in (Milenteva, 2004) and (Milentyeva, 2006) respectively. It was proved
that these functions also have quadratic growth. It had not been known before that
these functions are non-linear. In particular, the paper (Milenteva, 2004) provides an
answer to Question 8.76 of the Kourovka Notebook (Mazurov, Khukhro, 1992), raised
in 1982 by John Wilson, on the relationship between the torsion-free rank of a finitely
generated nilpotent group and the ranks of its abelian subgroups.
∗This research is partially supported by RFBR (no. 05-01-00895.)
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Here we compute the functions lnK(n), a
n
K(n), and g
n
K(n) in the case of algebraically
closed field K.
Theorem. If K is an algebraically closed field, then the functions defined above are
given by the following formula:
lnK(n) = a
n
K(n) = g
n
C(n) =
{
2n− 1, 1 6 n 6 7;[
n2+4
8
]
+ n, n > 8.
(2)
The Theorem shows that if K is an algebraically closed field, the lower bound
from (Milentyeva, 2006) is asymptotically exact. It is easy to modify the proof of the
relation (1) to achieve the lower bound we need. The proof of the upper bound equal to
the lower one is more complicated. The crucial step of this proof is the Main Lemma,
which is the converse of Lemma 11 of (Milentyeva, 2006), that provides the existence
of alternating bilinear forms corresponding to ”large” nilpotent Lie algebras of class 2
with ”small” dimensions of abelian subalgebras.
The structure of the paper is as follows. Section 2 is devoted to the Main Lemma.
In §2.1 we recall some preliminary definitions and results from algebraic geometry.
In §2.2 the Main Lemma is proved. In §3.1 we show that the functions lnK(n), a
n
K(n),
and gnK(n) are equal. Thus we reduce the Theorem to the case of Lie algebras. Finely,
in §3.2 we apply the Main Lemma to compute lnK(n).
2 The Main Lemma
In this section, K is a given algebraically closed field.
Main Lemma. Suppose that the positive integers k, t and n satisfy the inequalities
2n > t(k − 1) + 2k, (3)
t > 2; (4)
and let V be an n-dimensional vector space overK. Then for any t-tuple Φ = {ϕ1, . . . , ϕt}
of alternating bilinear forms on V there exists a k-dimensional subspace that is simul-
taneously isotropic for all of the forms ϕ1, . . . , ϕt.
2.1 Preliminaries.
The proof of the Main Lemma is based on some ideas of algebraic geometry. So, we
recall that X ⊂ Pn is a closed in Zariski topology subset if it consists of all points
at which a finite number of homogeneous polynomials with coefficients in K vanishes.
This topology induces Zariski topology on any subset of the projective space Pn. A
closed subset of Pn is a projective variety, and an open subset of a projective variety is
a quasiprojective variety. A nonempty set X is called irreducible if it cannot be written
as the union of two proper closed subsets.
Further, let f : X → Pm be a map of a quasiprojective variety X ⊂ Pn to a
projective space Pm. This map is regular if for every point x0 ∈ X there exists a
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neighbourhood U ∋ x0 such that the map f : U → P
m is given by an (m + 1)-tuple
(F0 : . . . : Fm) of homogeneous polynomials of the same degree in the homogeneous
coordinates of x ∈ Pn, and Fi(x0) 6= 0 for at least one i.
We will use the following properties of the dimension of a quasiprojective variety.
(i) The dimension of Pn is equal to n.
(ii) If X is an irreducible variety and U ⊂ X is open, then dimU = dimX .
(iii) The dimension of a reducible variety is the maximum of the dimension of its
irreducible components.
For more details see (Shafarevich, 1994). We will need the following propositions
which are also to be found in (Shafarevich, 1994).
Proposition 2.1. The property that a subset Y ⊂ X is closed in a quasiprojective
variety X is a local property. That is, if X = ∪Uα with open sets Uα, and Y ∩ Uα is
closed in Uα for each Uα, then Y is closed in X.
Proposition 2.2. The image of a projective variety under a regular map is closed.
Proposition 2.3. If X ⊂ Y then dimX 6 dimY . If Y is irreducible and X ⊂ Y is a
closed subvariety with dimX = dimY then X = Y .
Proposition 2.4. Let f : X → Y be a regular map between irreducible varieties.
Suppose that f is surjective: f(X) = Y , and that dimX = n, dimY = m. Then
m 6 n, and
(i) dimF > n−m for any y ∈ Y and for any component F of the fibre f−1(y);
(ii) there exists a nonempty open subset U ⊂ Y such that dim f−1(y) = n − m for
y ∈ U .
Let Pn, Pm be projective spaces having homogeneous coordinates (u0 : . . . : un) and
(v0 : . . . : vm) respectively. Then the set P
n × Pm of pairs (x, y) with x ∈ Pn and
y ∈ Pm is naturally embedded as a closed set into the projective space PN where
N = (n+ 1)(m+ 1)− 1. Thus there is a topology on Pn × Pm, induced by the Zariski
topology on PN .
Proposition 2.5. A subset X ⊂ Pn × Pm ⊂ PN is a closed algebraic subvariety if and
only if it is given by a system of equations
Gi(u0 : . . . : un; v0 : . . . : vm) = 0 (i = 1, . . . , t)
homogeneous in each set of variables ui and vj.
Proposition 2.6. Let f : X → Y be a regular map between projective varieties, with
f(X) = Y . Suppose that Y is irreducible, and that all the fibres f−1(y) for y ∈ Y are
irreducible and of the same dimension. Then X is irreducible.
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Proposition 2.7. Consider an n-dimensional vector space V with a basis {e1, . . . , en}.
Let U be a k-dimensional subspace of V with a basis {f1, . . . , fk}. To U we assign the
point P (U) of the projective space P(ΛkV ) by the rule
P (U) = f1 ∧ · · · ∧ fk.
The point P (U) has the following form in the basis {ei1 ∧ · · · ∧ eik}i1<···<ik of Λ
kV :
P (U) =
∑
i1<···<ik
pi1...ikei1 ∧ · · · ∧ eik .
Then the homogeneous coordinates pi1...ik of P (U) are called the Plucker coordinates of
U , P (U) is uniquely determined by U , and the following assertions hold.
(i) The subset of all points p ∈ P(ΛkV ) of the form p = P (U) is closed in P(ΛkV );
this subset G(k, n) (the Grassmanian or Grassmann variety) is defined by the
relations
k+1∑
r=1
(−1)rpi1...ik−1jrpj1...ĵr...jk+1 = 0 (5)
for all sequences i1 . . . ik−1 and j1 . . . jk+1.
(ii) dimG(k, n) = k(n− k).
(iii) G(k, n) is irreducible (see Section 2.2.7 of (Vinberg, Onishchik, 1995)).
(iv) Suppose, for example, that p1...k 6= 0. If p = (pi1...ir) = P (U), then U has a basis
{f1, . . . , fk} such that
fi = ei +
∑
r>k
airer for i = 1, . . . , k, (6)
where
air = (−1)
k−ip1...̂i...kr
p1...k
. (7)
(Here î means that the index i is discarded.)
Proposition 2.8. (see Section 14.7 of (Fulton, 1984) or Section 1.5 of (Griffits, Har-
ris, 1978)) Concider an n-dimensional vector space V . For any increasing sequence
0 ( V1 ( . . . ( Vk
of subspaces of V put
W (V1, . . . , Vk) = {p = P (U) ∈ G(k, n) | dim(U ∩ Vi) > i for i = 1, . . . , k}.
Then all the subsets W (V1, . . . , Vk), called Schubert cells, are closed in G(k, V ), and
dimW (V1, . . . , Vk) =
k∑
i=1
(ai − i) (8)
where ai = dimVi.
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Corollary. Let V be a vector space of dimension n, and let s0 = max{0, 2k − n}.
Given a k-dimensional subspace U ⊂ V , put
Gs = Gs(U, V ) = {P (U
′) ∈ G(k, n) | dimU ∩ U ′ > s} for s = s0, . . . , k. (9)
Then, for each s, the sets Gs is closed in G(k, n), and
dimGs = (k − s)(n− k + s). (10)
Proof. It is easy to check that the sets Gs are Schubert cells. Indeed, choose a basis
{e1, . . . , en} of V such that f1, . . . , fk span U . Then Gs =W (V1, . . . , Vk) where
Vi = 〈e1, . . . , ek−s+i〉 for i = 1, . . . , s,
Vi = 〈e1, . . . , en−k+i〉 for i = s+ 1, . . . , k.
(The conditions dim(U ′ ∩ Vi) > i for i > s are trivial , and for i 6 s they follows from
the condition dim(U ′ ∩ Vs) = dim(U
′ ∩ U) > s.) Using (8), we get
dimGs =
s∑
i=1
(k− s) +
k∑
i=s+1
(n− k) = s(k− s) + (k− s)(n− k) = (k− s)(n− k+ s). 
2.2 Proof of the Main Lemma.
Let V be a vector space of dimension n over K. Consider the vector space
L = {(ϕ1, . . . , ϕt) | ϕi is an alternating bilinear form on V }.
Let P(L) be the corresponding projective space. We have dimP(L) = tn(n−1)
2
− 1. Put
M = P(ΛkV )× P(L). We regardM as a closed subset of Pm where m = tn(n−1)
2
(nk)−1.
Let S be the subset of M consisting of pairs (p, ϕ) such that
(i) p ∈ G(k, n), that is, p = P (U) for some k-dimensional subset U ⊂ V ;
(ii) U is isotropic for all forms of the t-tuple ϕ = (ϕ1, . . . , ϕt).
Lemma 2.1. S is a projective variety.
Proof. Let us show that S is closed in Pm. To prove this we concider the covering of
the projective variety M by the open sets Ai1...ik = {(p, ϕ) ∈M |pi1...ik 6= 0} and verify
that Ai1...ik ∩ S is closed in Ai1...ik for any sequence i1 . . . ik with i1 < · · · < ik. Then,
by Proposition 2.1, S is closed in M . Hence, since M is closed in Pm, S is also closed
in Pm.
The condition for p ∈ G(k, n) is defined by the relations (5).
We can assume without loss of generality that p1...k 6= 0. (The other cases are
similar.) If p = P (U), then U has a basis of the form (6). The space U is isotropic for
all forms ϕl with l = 1, . . . , t if and only if
ϕl(fi, fj) = 0 for l = 1, . . . , t and i, j = 1, . . . , k.
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We substitute for fi using (6) and then replace air using (7). Now, multiplying
both sides by p21...k and recalling that ϕl(ei, ej) = ϕ
l
ij , we obtain a system of equations,
say (∗), homogeneous separately in each set of variables p and ϕ, linear in ϕlij and
quadratic in pi1...ik . By Proposition 2.5, the subset S
′ defined by the equations (5) and
(∗) is closed inM . Therefore S ′∩A1...k is closed in A1...k. But S∩A1...k equals S
′∩A1...k
and hence is also closed. 
Now, consider the projections pi1 : S → P(Λ
kV ) and pi2 : S → P(L) such that
pi1(p, ϕ) = p, pi2(p, ϕ) = ϕ. These are regular maps. Clearly pi1(S) = G(k, n), and
(ϕ1, . . . , ϕt) belongs to pi2(S) if and only if there is a vector subspace of dimension k
that is simultaneously isotropic for all ϕi. Our lemma is equivalent to the assertion
that pi2(S) = P(L). By Proposition 2.2, pi2(S) is closed in P(L), which is irreducible.
Hence, by Proposition 2.3, it is enough to show that dim pi2(S) = dimP(L) or just that
dim pi2(S) > dimP(L).
Lemma 2.2. For any p ∈ G(k, n) the fibre pi−11 (p) is a projective variety of dimension
N = t
n(n− 1)− k(k − 1)
2
− 1.
Proof. Let U be an arbitrary k-dimensional vector subspace of V . Choose a basis
{e1, . . . , en} of V such that e1, . . . , ek span U . Now U is isotropic for an alternating
bilinear form ψ if and only if the matrix of ψ has a zero k × k submatrix in the upper
left-hand corner in this basis. The vector space consisting of all such matrices has
dimension n(n−1)−k(k−1)
2
.
For any point p ∈ G(k, n) with p = P (U) the fibre pi−11 (p) consists of all t-tuples of
alternating bilinear forms, determined up to proportionality, such that U is isotropic
for all ϕi. Consequently pi
−1
1 (p) is a projective space of dimension N . 
Corollary. S is irreducible variety of dimension
dimS = t
n(n− 1)− k(k − 1)
2
− 1 + k(n− k). (11)
Proof. Since G(k, n) and a projective space are irreducible, we can apply Propo-
sition 2.6 to S and pi1. It follows that S is also irreducible. Hence, using Proposi-
tions 2.4 (ii) and 2.7 (ii), we get
dimS = dim pi−11 (p) + dimG(k, n) = t
n(n− 1)− k(k − 1)
2
− 1 + k(n− k). 
Choose a basis {e1, . . . , en} of V . Let U be the vector subspace spanned by
e1, . . . , ek. We denote by LU the subset of all t-tuples (ϕ1, . . . , ϕt) ∈ L such that
U is isotropic for all ϕi, that is,
ϕlij = 0 for l = 1, . . . , t and i, j = 1, . . . , k. (12)
It follows from Lemma 2.2 that
dimP(LU) = dim pi
−1
1 (P (U)) = N. (13)
Put SU = pi
−1
2 (P(LU)), pi
′
1 = pi1|SU , pi
′
2 = pi2|SU . Obviously, SU is a projective variety:
SU is given by the system of equations that define S and by the equations (12).
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Lemma 2.3. Consider a point p = P (U ′) ∈ G(k, n). Let s = dimU ∩ U ′. Then
dim(pi′1)
−1(p) = N −
kt(k − 1)
2
+
st(s− 1)
2
. (14)
Proof. For any point p ∈ G(k, n) with p = P (U ′) the fibre F = (pi′1)
−1(p) consists
of the pairs (p, ϕ) such that U and U ′ are simultaneously isotropic for all of the forms
of the t-tuple ϕ. Choose a basis {f1, . . . , fn} of V such that f1, . . . , fk span U and
fk−s+1, . . . , f2k−s span U
′. Now U and U ′ are isotropic for an alternating bilinear form
ψ if and only if the matrix of ψ has two zero k × k submatrices on the main diagonal
in this basis and these submatrices have common s × s submatrix. The vector space
consisting of all such matrices has dimension n(n−1)
2
− 2k(k−1)
2
+ s(s−1)
2
. Therefore, since
forms of F are determined up to proportionality,
dimF = t
(
n(n− 1)
2
− k(k − 1) +
s(s− 1)
2
)
− 1 = N −
kt(k − 1)
2
+
st(s− 1)
2
. 
Lemma 2.4. If the numbers k, t and n satisfy the relations (3) and (4), then
dimSU 6 N + k(n− k)−
kt(k − 1)
2
. (15)
Proof. Choose an irreducible component S0U ⊂ SU of maximal dimension, that is,
dimSU = dimS
0
U . By Proposition 2.2, pi
′
1(S
0
U) is a projective variety.
Put s0 = max{0, 2k − n}. Let Gi = Gi(U, V ) be closed subsets of G(k, n) defined
by (9). Put Gk+1 = ∅. We have
G(k, n) = Gs0 ⊃ Gs0+1 ⊃ · · · ⊃ Gk = {P (U)} ⊃ Gk+1 = ∅.
It follows from this that there exists a unique s such that pi′1(S
0
U) ⊂ Gs and pi
′
1(S
0
U) 6⊂
Gs+1. Then pi
′
1(S
0
U) ∩ (Gs \Gs+1) 6= ∅, and hence there exists p ∈ pi
′
1(S
0
U) with p =
P (U ′) such that dim(U ∩ U ′) = s. By Proposition 2.4 (i), we obtain
dimS0U 6 dim(pi
′
1
−1
(p) ∩ S0U) + dim pi
′
1(S
0
U) 6
6 dim pi′1
−1
(p) + dimGs
(10),(14)
=
= N −
kt(k − 1)
2
+
st(s− 1)
2
+ (k − s)(n− k + s) =
= s2
(
t
2
− 1
)
+ s
(
2k − n−
t
2
)
−
kt(k − 1)
2
+ k(n− k) +N.
Thus,
dimSU 6 N + max
s06s6k
f(s),
where f(s) = s2
(
t
2
− 1
)
+ s
(
2k − n− t
2
)
− kt(k−1)
2
+ k(n− k).
If t > 2, then t
2
−1 > 0, and the function f(s) attains its maximum either at s = s0
or at s = k.
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Note that the relations (3) and (4) give
2k − n 6 1.
Indeed, suppose that n < 2k − 1. Then, using (3), we get
4k − 2 > t(k − 1) + 2k.
It is easy to see that this inequality holds true only if t < 2. This contradicts (4).
Therefore either s0 = 0 or s0 = 2k − n = 1. Any way,
f(s0) = k(n− k)−
kt(k − 1)
2
.
We also have
f(k) = 0.
It follows from (3) that f(s0) > 0. Consequently maxs06s6k f(s) = f(s0), and
dimSU 6 N + f(s0). 
Lemma 2.5. If the numbers k, t and n satisfy the relations (3) and (4), then there
exists ϕ ∈ P(L) such that
dim pi−12 (ϕ) 6 k(n− k)−
kt(k − 1)
2
. (16)
Proof. Let SU =
⋃
j S
j
U be the decomposition of SU into irreducible components.
By Proposition 2.2, all the sets pi′2(S
j
U) are closed in P(LU). Hence we can assume
without loss of generality that pi′2(S
j
U) = P(LU) for j 6 j0 and for some j0, and that
pi′2(S
j
U) is a proper closed subset of P(LU) for j > j0. Since pi
′
2(SU) = P(LU) and P(LU )
is irreducible, we have j0 > 1. It follows from Proposition 2.4 (ii) that for any j 6 j0
there exists a nonempty open subset Lj ⊂ P(LU) such that for any point ϕ ∈ Lj
dim((pi′2)
−1(ϕ) ∩ SjU) = dimS
j
U − dim pi
′
2(S
j
U) 6 dimSU − dimP(LU)
(13),(15)
6
6 k(n− k)−
kt(k − 1)
2
.
The intersection the finite number of nonempty open subsets of an irreducible set is
always a nonempty set. Therefore L0 =
⋂
j6j0
Lj \ (
⋃
j>j0
pi′2(S
j
U)) is not empty, and for
any ϕ ∈ L0 we have
dim pi−12 (ϕ) = dim(pi
′
2)
−1(ϕ) = dim
⋃
j
((pi′2)
−1(ϕ) ∩ SjU) 6 k(n− k)−
kt(k − 1)
2
. 
We recall that, to prove the Main Lemma, it is enough to show that dim pi2(S) >
dimP(L). Chose a point ϕ ∈ P(L) in accordance with Lemma 2.5. Then, using
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Proposition 2.4 (i), we get
dim pi2(S) > dimS − dim pi
−1
2 (ϕ)
(11),(16)
>
> t
n(n− 1)− k(k − 1)
2
− 1 + k(n− k)−
(
k(n− k)−
kt(k − 1)
2
)
=
= t
n(n− 1)
2
− 1 = dimP(L).
This concludes the proof of the lemma.
3 Proof of the Theorem
3.1 Reduction of the Theorem to the case of nilpotent Lie
algebras of class 2.
Proposition 3.1. If K is the complex or real field, then the following equality holds:
gnK(s) = l
n
K(s).
Proof. Let G be a nilpotent Lie group of class 2 such that the dimensions of
all abelian Lie subgroups of G are not greater than s, and let g be the Lie algebra
associated with G, which is also nilpotent of class 2. Consider an abelian subalgebra
h 6 g. We denote by hM the minimal subalgebra such that h 6 hM and there exists a
connected Lie subgroup H 6 G with Lie algebra hM . By Theorem 1.4.3 of (Vinberg,
Onishchik, 1995), the commutator subalgebras of h and hM are equal. Therefore hM
is commutative and hence so is H . By assumption, dim h 6 dim hM = dimH 6 s. We
see that g has no commutative subalgebras of dimension greater than s. Consequently,
by the definition of lnK , dimG = dim g 6 l
n
K(s). It follows that
gnK(s) 6 l
n
K(s).
On the other hand, given a complex (or real) nilpotent Lie algebra g of class 2,
there exists a connected complex (respectively real) nilpotent Lie group G of class 2
with this Lie algebra (see Theorem 6.2 of (Vinberg, Onishchik, 1995)). A commutative
Lie group has a commutative Lie algebra. Therefore if all commutative subalgebras
of g have dimensions at most s, then G has no commutative subgroups of dimension
greater than s. This gives
gnK(s) > l
n
K(s). 
Consider a nilpotent Lie algebra g of class 2 over a field K. Let z be the centre of g,
{z1, . . . , zt} a basis of z, and V a complementary subspace to z of dimension n. Then
the product of two elements x = x¯ + x¯ and y = y¯ + y¯ of g with x¯, y¯ ∈ V and x¯, y¯ ∈ z
has the form
[x, y] = ϕ1(x¯, y¯)z1 + · · ·+ ϕt(x¯, y¯)zt (17)
for some t-tuple of alternating bilinear forms Φ = Φ(g) = (ϕ1, . . . , ϕt) on V .
9
On the other hand, given vector spaces z and V over K, a basis {z1, . . . , zt} of z,
and a t-tuple Φ = (ϕ1, . . . , ϕt) of alternating bilinear forms on V , one can define the
product of two elements of g = g(Φ) = z ⊕ V by (17). Obviously, g(Φ) is a nilpotent
Lie algebra of class 2 with central subalgebra z.
In this notation, x and y commute if and only if
ϕi(x¯, y¯) = 0 for i = 1, . . . , t.
So that a subalgebra h 6 g is commutative if and only if a vector subspace h/(h∩z) ⊂ V
is simultaneously isotropic for all of the forms ϕ1, . . . , ϕt.
Nilpotent associative algebras of class 2 have similar structure. And so we have the
following proposition.
Proposition 3.2. For any field K
anK(s) = l
n
K(s).
Proof. Let A be a nilpotent associative algebra of class 2, and let Z be its annihila-
tor, that is, Z = {x ∈ A | Ax = xA = 0}. Further, let {z1, . . . , zt} be a basis of Z, and
V a complementary subspace to Z of dimension n. Then the product of two elements
x = x¯+ x¯ and y = y¯ + y¯ of A with x¯, y¯ ∈ V and x¯, y¯ ∈ Z has the form
x  y = ψ1(x¯, y¯)z1 + · · ·+ ψt(x¯, y¯)zt (18)
for some bilinear forms ψ1, . . . , ψt on V .
And, as above, to any t-tuple of bilinear forms Ψ = (ψ1, . . . , ψt) on a vector space
V one can assign a nilpotent associative algebra A = A(Ψ) of class 2, where A(Ψ) is a
direct sum of V and Z, and the product is given by (18).
Here elements x and y commute if and only if
ψi(x¯, y¯) = ψi(y¯, x¯) for i = 1, . . . , t.
Let C1, . . . , Ct be the matrices of ψ1, . . . , ψt with respect to some basis of V . Then
x and y commute if and only if
x¯⊤Ciy¯ = y¯
⊤Cix¯ = x¯
⊤C⊤i y¯ for i = 1, . . . , t,
that is, if and only if
x¯⊤(Ci − C
⊤
i )y¯ = 0 for i = 1, . . . , t. (19)
Let ψ−1 , . . . , ψ
−
t be alternating bilinear forms given by matrices (C1 − C
⊤
1 ), . . . , (Ct − C
⊤
t ).
It follows from (19) that a subalgebra B 6 A is commutative if and only if a vector
subspace B/(B ∩ Z) ⊂ V is simultaneously isotropic for all of ψ−i .
Thus for any nilpotent associative algebra A of class 2 the nilpotent Lie algebra g(Φ)
of class 2 with Φ = (ψ−1 (A), . . . , ψ
−
t (A)) has the same dimension, and the dimensions
of maximal commutative subalgebras of A and g(Φ) are equal.
Conversely, for any nilpotent Lie algebra g of class 2 there exists a nilpotent asso-
ciative algebra A(Ψ) of class 2 and of the same dimension such that the dimensions of
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maximal commutative subalgebras of g and A(Ψ) are equal. Indeed, it is enough to
choose Ψ such that ψ−i = ϕi(g). For example, put C
k
ij = ϕ
k
ij(g) if i < j and C
k
ij = 0
otherwise.
Whence it follows, by Definition, that anK ≡ l
n
K . 
It follows from Propositions 3.1 and 3.2 that, to conclude the proof of the Theorem,
it is enough to evaluate the function lnK .
3.2 Proof of the Theorem for the function ln
K
(n).
Lemma 3.1. Let K be an algebraically closed field. Then the function lnK satisfies the
inequality
lnK(s) 6 max
(
s2 + 4
8
+ s, 2s− 1
)
.
Proof. Consider a nilpotent Lie algebra g of class 2 over K. We use the notations
of the previous section.
Suppose that t > 2. Put k =
[
2n+t
t+2
]
. Then the relation (3) holds. It follows from
the Main Lemma that there exists a k-dimensional subspace of V that is simultaneously
isotropic for all of the forms ϕ1, . . . , ϕt. Consequently g contains an abelian subalgebra
of dimension s = k + t. We have
k >
2n+ t− (t + 1)
t + 2
=
2n− 1
t + 2
.
Thus we get
dim g = n+ t 6
k(t+ 2) + 2t+ 1
2
=
t(s− t) + 1
2
+ s 6
s2 + 4
8
+ s.
If t = 1, then the form ϕ1 is nondegenerate, and there exists a basis {e1, . . . , en}
for V such that ϕ1 is represented in this basis as follows:
ϕ1 =

0 1 · · · 0 0
−1 0 · · · 0 0
. . . . . . . . . . . . . . . . . . .
0 0 · · · 0 1
0 0 · · · −1 0
 . (20)
Hence n is even, and g is isomorphic to the Heisenberg algebra hn
2
of dimension n+ 1.
Obviously, the subalgebra spanned by z1 and by all vectors ei with even i is abelian.
It has dimension s = n
2
+ 1. We have
dim g = 2s− 1.
This concludes the proof. 
Lemma 3.2. For any field K the following inequality holds:
lnK(s) > 2s− 1.
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Proof. We recall that if g is the Heisenberg algebra hm of dimension 2m+ 1, then
t = 1 and ϕ1 is given by (20).
Consider elements x1, . . . , xl, y ∈ V with coordinates (x
1
1, . . . , x
1
2m), . . . , (x
l
1, . . . , x
l
2m),
(y1, . . . , y2m) respectively. The element y commutes with any xi with i = 1, . . . , l if and
only if
ϕ1(xi, y) = 0 for i = 1, . . . , l.
This is equivalent to the following system of equations:
x12y1 − x
1
1y2 + · · ·+ x
1
2my2m−1 − x
1
2m−1y2m = 0,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xl2y1 − x
l
1y2 + · · ·+ x
l
2my2m−1 − x
l
2m−1y2m = 0.
We notice that this system of equations (in y) is linearly independent if and only if
elements x1, . . . , xl are linearly independent.
Therefore, if x1, . . . , xm ∈ V are linearly independent elements such that [xi, xj ] =
0 for i, j = 1, . . . , m, then the set of all y ∈ V that commute with any xi is the
vector subspace spanned by x1, . . . , xm. Consequently hm has no abelian subalgebras
of dimension greater than s = m+ 1. Note that dim hm = 2s− 1. The lemma follows
from this. 
Lemma 3.3. If K is an infinite field, then
lnK(s) >
s2 − 1
8
+ s.
Proof. Theorem 4′ of (Milentyeva, 2006) asserts that for any field K the following
inequality holds:
lnK(s) >
s2 + 4s− 5
8
.
If K is infinite, the proof of this theorem can be modified to get a better estimate.
Indeed, it was shown in Lemma 11 of (Milentyeva, 2006) that if the positive integers
k, t and n satisfy the inequality
2n < t(k − 1), (21)
and V is an n-dimensional vector space over K, then there exists a t-tuple Φ =
(ϕ1, . . . , ϕt) of alternating bilinear forms on V such that no k-dimensional subspace
is simultaneously isotropic for all of the forms ϕ1, . . . , ϕt. The proof of that lemma
consists of two cases: the case where K is a finite field, and the case where K is infi-
nite. In the infinite case, the Main Lemma of (Milenteva, 2004) is used. In that lemma
the following weaker inequality is sufficient:
2n < t(k − 1) + 2k. (22)
So, in the infinite case, the condition (21) of Lemma 11 of (Milentyeva, 2006) can be
replaced by (22). (This can easily be checked for algebraically closed field K using
the proof of our Main Lemma. Indeed, dim pi2(S) 6 dimS < dimP(L) whenever the
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relation (22) holds.) The arguments of §3.1 show that the corresponding Lie algebra
g(Φ) has no abelian subalgebras of dimension greater than k + t− 1.
Let s be even. Put t = s
2
, k = s
2
+ 1, n =
[
s2+4s+7
8
]
. Then 2n < t(k − 1) + 2k
and, by the previous arguments, there exists a Lie algebra g(Φ) all of whose abelian
subalgebras have dimension at most s and such that the dimension of g(Φ) is equal to
n + t =
[
s2 + 4s+ 7
8
]
+
s
2
>
s2
8
+ s.
Similarly, if s is odd, putting t = k = s+1
2
, n =
[
s2+4s+2
8
]
, we obtain that the
dimension of g(Φ) equals
n+ t =
[
s2 + 4s+ 2
8
]
+
s+ 1
2
>
s2 − 1
8
+ s.
Hence lnK(s) >
s2−1
8
+ s and the Lemma is proved. 
Note that lnK is an integer function, and that the difference between
s2+4
8
+ s and
s2−1
8
+ s is less than 1. Combining Lemmas 3.1, 3.2, and 3.3, we get that if K is
algebraically closed, then
lnK(s) = max
([
s2 + 4
8
]
+ s, 2s− 1
)
.
This implies the relation (2), and the Theorem is proved.
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