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1 Introduction
Recently empirical studies report that nancial time series may be better ap-
proximated by fractionally integrated models than by integer integrated ones,
see e.g. Cheung(1993a) and Diebold et al.(1991) for exchange rates, Backus
and Zin(1993) and Shea(1991) for short-term rates of interest. Fractional inte-
gration and long-range dependence respectively, may be dened for stationary
processes as the signicant correlation of far distant observations [Hosking
(1984)].
The rst measure for the fractional integration parameter, named after its prot-
agonist Hurst(1951), (G)HURST, is discussed in many papers by Mandelbrot
and co-workers. It is a nonparametric procedure yielding an estimate of the
convergence rate of the adjusted rescaled range, the R/S statistic. However,
Davies and Harte(1987) criticized it for being not robust to autoregressive-
type short-run eects. Empirical applications of this statistic in economics
are found in Aydogan and Booth(1988) [stock returns], Booth et al.(1982)
[exchange rates], Greene and Fielitz(1977) [stock returns], Helms et al.(1984)
[commodity future prices] and Kaen and Rosenman(1986) [stock returns].
Siddiqui(1976) and Lo(1991) showed that the modied R/S statistic may be
robust with respect to short-run eects.
Geweke and Porter-Hudak(1983) developed a simple semiparametric proce-
dure, further denoted by GPH, which regresses the rst left part of the logged
periodogram on the adequately transformed logged Fourier frequencies. The
slope of the regression line is then used as estimate for the fractional parame-
ter d. Their idea is that asymptotically short-run eects do not inuence the
spectrum close to zero, which has a characteristic shape in case of long-range
dependence. Building on that, Robinson(1994) recently proposed an estima-
tor which is based on the area below the periodogram close to frequency zero.
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In the same way the Whittle likelihood for estimation of purely fractionally
integrated models may be restricted to the rst Fourier frequencies.
The semiparametric and nonparametric approaches may seem to be advan-
tageous since fully specied parsimonious parametric models may be subject
to misspecication. They help to avoid the modeling of possible short-run
components. Another advantage is the computational simplicity of these pro-
cedures. [E.g., for the exact method to estimate a fully specied fractionally
integrated model see Sowell(1992)].
So, if the short-run behavior is not of central interest, semiparametric esti-
mators of the fractional parameter and nonparametric tests for the long-run
behavior may play an important role. However, the potential user should be
aware of possible loss of power with respect to correctly and fully specied
models. Moreover the possible lack of robustness with respect to omitted pro-
perties of the observed series ought to be taken into account if conclusions are
to be drawn. The scope of this paper is to give answers to this problem.
Two papers have been published discussing the robustness of the GPH pro-
cedure under short-run eects in nite samples, Choi and Wohar(1992) and
Cheung(1993b). Cheung(1993b) also discusses the modied rescaled range
where the required truncation lag is determined to be optimal in case of rst
order autoregressive, AR(1), processes as implemented by Lo(1991). They
are investigated under pure fractional, rst order autoregressive and rst or-
der moving average, MA(1), and rst order autoregressive conditional hete-
roscedastic, ARCH(1), processes. The critical values are chosen according to
the asymptotic distribution. A heteroscedasticity robust Lagrange multiplier
test by Robinson(1991) is considered which cannot distinguish between short-
run eects and long memory. And further, tting a stationary model to a
process with a shift in the mean may lead to the erroneous nding of long
3
memory.
This paper focuses on the following:
Firstly, we consider some alternative tests: a semiparametric test statistic
which is similar to the GPH but is based on the Whittle likelihood [cp.
Kunsch(1987) and Robinson(1995)], Robinson's (1994) test, versions of Lo's(1991)
test and modications of the GHURST estimators. Secondly, we have applica-
tions in mind where general short-run components may be present but are not
of interest. So the modied rescaled range statistics are adapted to become
comparable to the other semiparametric procedures. Further we reference to
the small sample critical values contrary to the asymptotic ones. This seems
to be necessary for all considered tests except for the GPH. In particular,
for Robinson's estimator and the GHURST estimators the asymptotic distri-
butions are not known [Robinson(1994), Mandelbrot and Taqqu(1979)]. On
the other hand, the small sample distribution of the modied rescaled range
may deviate considerably from its asymptotic one [Anis and Lloyd(1976) and
Lo(1991, p.1303)].
The power, the size, and the probability of rejection for all tests are given with
respect to the null hypothesis of Gaussian white noise. The critical values are
chosen according to a one-sided 5% signicance level. The alternatives consi-
dered are pure fractionally integrated processes, pure autoregressive and mo-
ving average processes. Further, combinations where long-range dependence
and short-run eects are jointly present, and heteroscedastic errors following a
GARCH(1,1) are investigated. In addition we will apply the tests though de-
rived for weakly stationary series to integrated GARCH, IGARCH, processes.
This is of particular interest, since Mandelbrot and Wallis(1969) claim that
the R/S analysis is robust with respect to heavy tailed distributions. We also
allow the innovations to be t-distributed, since in general return data do not
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follow a normal distribution even after controlling for ARCH eects.
Finally, the application of these tests is illustrated for 6 daily exchange rates,
S
t
. The prices are transformed to percentage changes in continuously com-
pounded rates, y
t
= 100 log(
S
t
S
t 1
). We consider the period 2.1.86 (2.1.90) to
12.3.96 (8.5.96). The choice of these periods is solely determined by the availa-
bility of the data.
Section 2 presents the semiparametric tests. Section 3 discusses the rescaled
range analysis and versions thereof. The Monte Carlo results are collected in
section 4 and 5. The latter section specializes on some variants of the modied
rescaled range statistic. Section 6 gives the results of testing for long memory
in the exchange rate series. The nal section, 7, summarizes.
2 Semiparametric tests
We will consider the class of weakly stationary processes, y
t
, that admit a Wold
representation with squared summable impulse response coecients. Pure
fractionally integrated processes y
t
, FI(d), may be represented as
(1   L)
d
(y
t
  ) = u
t
;
where u
t
is white noise with variance 
2
u
and d is the fractional integration
parameter. The process is stationary for d <
1
2
and invertible for d >  
1
2
.
Long memory is associated with d > 0. If d < 0, the process is said to exhibit
intermediate memory. [See, e.g., Brockwell and Davis(1991).] In both cases
the autocorrelation function obeys a hyperbolic pattern of decay contrary to
the exponential decline for commonly used stationary ARMA processes.
The spectral density, f , of y
t
is given by
f() =

2
u
2
j1  exp ( i)j
 2d
:
f behaves like c 
 2d
as ! 0 for some constant c > 0. It diverges to innity
for d > 0 and decreases steeply to zero for d < 0.
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If long-range dependence is present jointly with short-run eects the spectrum
is considered to have the form f() = g()j1   exp ( i)j
 2d
, where g() is
a slowly varying function at  = 0 [see e.g. Lo(1991)]. For example this is
the case for autoregressive fractionally integrated moving average processes,
ARFIMA(p; d; q), where p and q are the order of the AR, MA polynomial re-
spectively, whose roots are outside the unit circle. Then g() represents the
ARMA part. The semiparametric procedures make use of this behavior of the
spectral density close to the frequency zero.
2.1 The GPH estimator
One of the most popular estimators to separate long-run from short-run ef-
fects is the simple spectral regression method proposed by Geweke and Porter-
Hudak(1983). Based on series of length n the estimated slope coecient of
log(I(
j
)) = const+ d log(f2 sin(

j
2
)g
 2
) + error;
is used as estimator for the fractional parameter. It is denoted by GPH
m
. I(
j
)
is the periodogram normalized by 2 at the j-th Fourier frequency 
j
; 
j
= j
2
n
.
Only the rst to the m-th Fourier frequency, j = 1; . . . ;m, are used in the esti-
mation. For d < 0 GPH
m
is asymptotically unbiased and normally distributed
with
m(n)
log
2
(n)
!1 as n!1 [Hassler(1993)].
^
d  d
var(
^
d)
1=2
 N(0; 1)
with var(
^
d) =

2
6
(
P
m
j=1
(R
j
 

R)
2
)
 1
and R
j
= log(f2 sin(

j
2
)g
 2
).
Geweke and Porter-Hudak propose to use m = [
p
n ] for the exclusion of short-
run eects, whereby [x] denotes the largest integer not exceeding x.
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2.2 The trimmed Whittle likelihood
Another spectral estimator developed for the estimation of ARFIMA models
is based on the Whittle likelihood, which is shown [for d > 0] by Fox and
Taqqu(1986) to be consistent and asymptotically normal. Dahlhaus(1989)
proves its asymptotic eciency under Gaussian innovations [cp. also Giraitis
and Surgailis(1990)]. In small samples this estimator has a smaller bias and
mean squared error for most d than the exact maximum likelihood method
applied to mean corrected data [Hauser(1994)].
In case of pure fractionally integrated processes the log-likelihood is given by
log(L
n
(d; 
2
u
)) =  
m
X
j=1
log(f(
j
j d; 
2
u
)) 
m
X
j=1
I(
j
)
f(
j
j d; 
2
u
)
where m is [(n  1)=2].
If we want to avoid the specication of possible short-run eects we may take
up the idea of Geweke and Porter-Hudak(1983) and propose to use only the
rst [
p
n ] Fourier frequencies, so that asymptotically short-run eects cannot
aect the estimate of d. The estimator may be designated as trimmedWhittle
estimator. The high frequency components are trimmed out. It is rst propo-
sed by Kunsch(1987). We denote it by d
m
with m = [
p
n ]. Under Gaussian
innovations [among other assumptions] it is shown to be
p
m-consistent and
asymptotic normal for an appropriate choice of m = m(n) [cp. Beran and
Terrin(1994, p.273) and Robinson(1995)].
m
1
2
(
^
d
m
  d)  N(0;
1
4
)
We will use it as test statistic for d = 0.
2.3 Robinson's estimator
Recently Robinson(1994) developed a semiparametric estimator which is based
on the property of the spectral density that F () = q
2(1 H)
F (q) with F () =
7
R
0
f(!)d! for pure fractional processes. H is called Hurst coecient with
H = d +
1
2
. By using an average periodogram,
^
F (), as approximation of the
area under the spectral density, an estimator H
m
R
;q
for H can be derived
H
m;q
= 1 
log(
^
F (q)=
^
F ())
2 log(q)
^
F () is the average periodogram between frequency zero and ;  = m
2
n
,
^
F () =
2
n
P
[n=(2)]
j=1
I(
j
) and q is a value chosen between 0 and one. We will
use q = 0:5 and m even, so that
^
F () is based on exactly twice as much Fourier
frequencies as
^
F (q). H
m;q
is restricted to ( 1; 1]. The estimator is consistent
and asymptotically unaected by short-run components if m is chosen e.g. as
m = [
p
n ]. More precisely, we choose m
R
= 2[m=2] with m = [
p
n]. The
asymptotic distribution, however, is not known for this estimator. We will use
it as test statistic for H =
1
2
which is equivalent to testing for d = 0 and refer
only to small sample results.
3 The rescaled range analysis
The adjusted rescaled range, R/S statistic, - in the notation of Lo(1991),
~
Q
n
- is dened as
~
Q
n
=
1
S
n
fmax
j
j
X
t=1
[y
t
  y
n
] min
j
j
X
t=1
[y
t
  y
n
]g
with
S
2
n
=
1
n
n
X
t=1
[y
t
  y
n
]
2
; y
n
=
1
n
n
X
t=1
y
t
;
where y
n
denotes the overall mean and S(n) the standard deviation.
3.1 The modied rescaled range
Siddiqui(1976) modied the adjusted rescaled range by replacing the variance
of the series with an adequate estimator of the spectral density at the origin,
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i.e. 2
^
f(0), yielding the modied adjusted rescaled range which is denoted by
Q
n
. This makes the R/S statistic robust with respect to short-run dependence.
Lo(1991) showed that Q
n
is also robust against e.g. conditional heterosceda-
sticity.
Under the null of white noise, n
 
1
2
~
Q
n
is distributed asymptotically as the
range of a standard Brownian bridge on the unit interval. Its expectation
is
q

2
= 1:2533 and its standard deviation [

2
(

3
  1)]
1
2
= 0:2723. For a large
class of short-run dependent processes allowing for heteroscedasticity the same
holds for n
 
1
2
Q
n
[Lo(1991)], which is abbreviated as MRR, modied rescaled
range. However, in nite samples the adjusted rescaled range is biased under
Gaussian white noise approximately with ( 
1
p
n
) [Anis and Lloyd(1976)]. A
second bias may be introduced by the estimator of
^
f(0). E.g. Q
n
depends
critically on the choice of the truncation lag of the nonparametric spectral
estimator [cp. Lo(1991, table V)].
We will report Monte Carlo results in detail with two types of non-negative
estimators for
^
f (0), the Bartlett estimator as implemented by Lo, and the
Daniell window. The truncation lag will be chosen so that it is comparable to
the trimmed Whittle likelihood and Robinson's estimator.
However, there are several other candidates, e.g. the Parzen and the Bartlett-
Priestley window [cp. Priestley(1981, p.437)]. The Parzen window is optimal
in an asymptotic mean squared error sense, and the Bartlett-Priestley window
minimizes the relative mean squared error. In general however, the properties
of the estimates depend more critically on the choice of the window bandwidth
than on the form of the window. A solution to this problem may be the auto-
matic bandwidth selection proposed by e.g. Andrews(1991) which is derived
for known true data generating processes. Lo(1991) and Cheung(1993b) as-
sume a true AR(1) process in their simulation studies. Cheung also considers
MA(1) processes and reports considerable size defects.
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On the other hand, autoregressive spectral estimation may be implemented in
the way as proposed by Den Haan and Levin(1995). Autoregressive models up
to a given order are tted to the data. Via an information criterion the best
model is selected, which is then used to estimate the spectral density at zero.
Since the aim of this paper is the comparison of tests for fractional integra-
tion we cannot cover this area completely. The discussion will be limited to
a sensitivity analysis of the Parzen window with respect to the choice of the
truncation lag, and to variants of the autoregressive spectral estimation. Due
to the more specic character of the investigation, these results are collected
in a section of their own, section 5. In the following we discuss the Bartlett
and the Daniell windows.
The Bartlett estimator uses a lag window and is dened as
^
f(0) =
1
2
[^(0) + 2
l
X
j=1
(1 
j
l
)^(j)]
where ^(j) is the sample autocovariance function. l denotes the truncation
lag. The Bartlett lag window corresponds to the periodogram window of the
so-called Fejer kernel which has a peak at frequency zero, and has only com-
paratively small side lobes outside the interval [ 
2
l
;
2
l
]. So the Fejer kernel
essentially makes use of the Fourier frequencies one to
n
l
, where the ratio is
rounded to the next integer. The resulting test statistic is denoted by MRR
B;l
B
.
The Daniell or rectangular periodogram window is dened as
^
f(0) =
1
m
m
X
j=1
I(
j
)
with the bandwidth m
4
n
yielding the statistic MRR
D;m
. We may expect that
the Daniell window yields a higher power with respect to fractionally integrated
alternatives than the Bartlett window due to its smaller weights of frequen-
cies close to zero. So, l
B
=
n
m
with m = [
p
n ]. Possible spectral peaks right
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of them-th Fourier frequency are not to aect the estimator for frequency zero.
3.2 GHURST estimators
For a large class of long-term dependent processes with spectral density func-
tions behaving like c 
 2d
as  ! 0, n
 H
~
Q
n
with H = d +
1
2
has a nondege-
nerate limit random variable which we denote by X. [See Mandelbrot(1975),
Taqqu(1975,1977), Mandelbrot and Taqqu(1979)]. This suggests deriving an
estimator for H by writing
~
Q
n
 n
H
X and taking expectations and logarithms
on both sides. This yields
log(E(
~
Q
n
))  const+H log(n):
Given one series, y
t
, of length n an estimate for H is obtained by regressing
various log(E(
~
Q
k
)) on log(k) for k = 3; . . . ; n. E(
~
Q
k
) is calculated by taking
the mean of several
~
Q
k
. This approach is called R/S analysis [Mandelbrot and
Wallis(1968, 1969)].
The procedure in more detail is as follows:
(i) Choose a subset of integer values k with 3  k  n. (ii) Part the observed
series into as many nonoverlapping subseries with given length k as possible,
and (iii) replace E(
~
Q
k
) by the mean of the values
~
Q
k
obtained for each sub-
series in (ii). (iv) Plot the log of the averages against log(k). (v) Finally,
t a straight line into the plot. The slope is called the GHURST estimator
for H. The plot is called the pox diagram. We calculate H according to
the rules of Davies and Harte(1987), who propose a particular sequence for k:
k
1
= n; k
2
= [n=2]; . . . ; k
6
= [n=6]; k
7
= [k
6
=1:15]; k
8
= [k
7
=1:15
2
]; . . . .
Previously performed empirical studies propose to use 50 as the size of the
smallest subsample. This avoids some \preasymptotic" behavior like large
small sample biases [cp. Siddiqui(1976)] and misleading eects in
~
Q
k
by short-
run behavior when k is small [cp. Wallis and Matalas(1970) and Davies and
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Harte(1986)]. The estimator is denoted GH
k
with k = 50. The latter idea and
the possibility to even reduce the problems caused by the bias of
~
Q
k
if k is
small, can be taken into consideration by including only large k. So, the biases
induced are approximately of the same size. The estimators we introduce are
GH
n
6
and GH
n
2
. A similar idea has been proposed by Anis and Lloyd(1976),
namely to use only two R/S statistics: one for the sample size n  2 and one
for the sample size n. The resulting measure is called local Hurst coecient.
We do not proceed with this idea further, since it will turn out that the power
of the GH
k
decreases with increasing k with the consequence that the GH
n
2
with n = 1000 has the lowest power for pure fractionally integrated processes
among the discussed tests.
4 Monte Carlo simulation results
Throughout this section we consider sample sizes of n = 1000 and a number
of replications of 10000. The generated series are based on Gaussian, N(0,1),
white noise series. The length of the resulting condence interval for a 5%
rejection probability at the 90% level is then 0.0044. The bandwidth parameter
m is set m = [
p
n ] = 31 and the truncation lag l
B
=
n
m
= 32. For Robinson's
estimator we use m
R
= 30, so that qm
R
= 15.
** include TABLE 1 here **
Table 1 gives some nite sample properties of all statistics under white noise.
The mean, bias, standard deviation and the mean squared error, MSE, when
appropriate, is printed. Among the semiparametric estimators the trimmed
Whittle likelihood exhibits the smallest MSE, 0.01294, followed by Robinson's
estimator, 0.01788, and the GPH. However, d
31
is clearly dominated by the
GH
50
, and Robinson's proposal, H
30;0:5
, by the GH
166
. According to the rules
12
of Davies and Harte(1987) the GH
500
amounts to calculating only 3 rescaled
range statistics: one for the rst half of the observations, one for the second
half, which are averaged, and one for the whole sample size, so that only the
right quarter of the pox diagram of the GH
50
is used. This statistic shows the
smallest bias among the GHURST estimators but has a rather large variance.
The MRR statistics are slightly negatively biased. [The Monte Carlo standard
deviations of the means are 0.00230 and 0.00256.]
According to the MSE the GH
50
exhibits the smallest one, followed by d
31
,
GH
166
, H
30;0:5
and the GPH
31
. The MSE of the GH
500
is rather large.
In the following investigation the nite sample critical values according to the
Gaussian white noise series will be used, since the asymptotic distribution is
not known for Robinson's estimator and for the GHURST statistics. Further,
the nite sample distribution of the modied rescaled range depends on the
sample size [Anis and Lloyd(1976)], on the type of the nonparametric spectral
estimator and on its truncation lag [table 1 and Lo(1991, p.1303)]. [Especially
in small samples the bias of the rescaled range is considerable. For n = 100 its
bias is approximately  :108 with an asymptotic standard deviation of 0.272.]
The GPH estimator obeys the asymptotic distribution very well. Its asympto-
tic standard deviation is 0.137 in our case. The trimmed Whittle estimator,
however, has a small sample standard deviation which is slightly larger than
its asymptotic one, 0.089. [cp. Robinson(1995, table 2)].
** include TABLE 2 here **
The power for the null of no fractional integration against pure fractional
integration of one-sided tests for d < 0 and d > 0 at the 5% level are summa-
rized in table 2. The series are generated via the Durbin-Levinson algorithm
which performs eciently the multiplication of an arbitrary vector with the
Cholesky factor of a Toeplitz matrix [cp. Hosking(1984), Geweke and Porter-
13
Hudak(1983), and Hauser and Hormann(1997)]. This method is exact. [An
alternative generation via the Fourier transform of the autocorrelation function
is developed in Davies and Harte(1986). For a comparison of both methods
see Hauser and Hormann(1997).] The same procedure is applied for the si-
mulation of ARFIMA processes in the following. For the computation of the
covariance function of fractionally integrated processes see e.g. Sowell(1992).
Among the semiparametric tests the trimmed Whittle likelihood, d
m
, exhibits
the overall highest power. For positive d the GPH is slightly inferior to Ro-
binson's proposal. However, for negative d values the GPH dominates it. The
MRR with the Daniell window has a higher power than the MRR using the
Bartlett window for all d except for d =  :40 and  :45. Within the GHURST
statistics the minimal partition size considered is inversely related to its power.
The overall highest power exhibits the GH
50
followed by d
31
, while the statistics
with the lowest ones are MRR
B;32
followed by GH
500
.
** include TABLE 3 here **
The rejection probabilities of the null hypothesis of white noise of the 8 test
statistics with respect to simple AR(1) and MA(1) alternatives are collected
in table 3. The semiparametric statistics react similarly to the spectrum of an
AR(1), (1   
1
L)(y
t
  ) = u
t
, and an MA(1), y
t
   = (1   
1
L)u
t
, process
close to frequency zero. For 
1
; 
1
 0:5 the size is essentially 5%. Howe-
ver, they tend to assign processes with a \close" to non-stationary behavior
a positive fractional parameter and those with a MA unit root \close" to +1
a negative d. As Cheung(1993b) points out 
1
= 1:0 is equivalent to d = 1
and 
1
= 1:0 to d =  1. So, one has to expect some sensitivity of the tests at
those parameter values. However, it is somehow surprising that the sensitivity
is so great even in samples of size 1000.
The MRR with the Bartlett window is almost insensitive to AR-type short-run
14
eects, while for MA-type behavior there is a slight increase for 
1
= 0:9. Our
numbers are directly comparable with those of Lo(1991, table Va and Vb). Lo
observes much smaller sizes. The dierence may be explained only by our use
of the critical values of the small sample distribution. The MRR
D;31
reacts to
both, negative and positive 
1
, and to positive 
1
, especially to 
1
= 0:9.
The robustness of the GHURST statistics increases with the increase of the
smallest partition size considered. The GH
50
exhibits a reasonable size only
for parameter values within ( :3; 0:3) for AR models and for 
1
< 0:3. The
nonparametric procedures turn out to be even more sensitive to large MA
parameters than to large autoregressive ones. For the semiparametric proce-
dures, however, the reverse holds.
The dierent behavior of the two MRR tests for the MA(1) with 
1
= 0:9 may
be explained as follows. The true value 2f(0) = 0:010 under the assump-
tion of an error variance, 
2
u
, of one. The Daniell estimate is in the average
2
^
f
D;31
(0) = 0:024, which is larger than the true value by construction of the
weights, while the Bartlett estimate gives in the average 2
^
f
B;32
(0) = 0:066.
The upward bias of the latter is caused by the side lobes of the Fejer kernel,
which have a considerable eect due to the characteristics of the underlying
spectrum. Although
^
f
D;31
(0) is less biased, the properties of the MRR
D;31
are
less favorable. So the bias of the Bartlett estimator and of
~
Q
n
seem to coin-
cide.
The tests which keep their size best are the MRR
B;32
followed by MRR
D;31
and GH
500
. The semiparametric statistics GPH
31
, H
30;0:5
and d
31
have to be
ranked below. The GH
166
and GH
50
have the worst properties.
** include TABLE 4 here **
Observed time series may exhibit both eects simultaneously. So we want
to address the question: Can we detect long memory if both short-run ef-
fects and long-memory are simultaneously present? For this purpose a some-
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what extreme position is assumed. (i) We consider an ARFIMA(1; d,0) model,
(1   
1
L)(1   L)
d
(y
t
  ) = u
t
, with a large AR parameter of 
1
= 0:9 and
a negative d value, so that the spectrum increases rst when approaching the
frequency zero and then drops sharply to zero. Another extreme case is an
ARFIMA(0,d,1) model, (1 L)
d
(y
t
 ) = (1 
1
L)u
t
, with 
1
= 0:9 and d > 0
which exhibits the reverse behavior. At rst the spectrum decreases and then
bends sharply to innity. (ii) The cases where both eects point in the same
direction, d > 0; 
1
> 0, and d < 0; 
1
> 0 are also considered. The Monte
Carlo results are collected in table 4.
We may expect, at least for the semiparametric procedures, that the power for
models where the short-run and fractional eects point in the opposite direc-
tion will decrease. If the reverse is true the power will increase with respect to
the pure fractional model. This behavior is observed for the semiparametric
statistics, except for d < 0; 
1
= 0:9, and the GHURST statistics. The con-
sequences are that in the rst case, (i), small absolute d values are assigned
almost no power. Especially for ARFIMA(0,d,1) processes the GHURST sta-
tistics exhibit a poor power.
In the second case, (ii), the power increases considerably almost generally.
The MRR tests, however, behave dierently. For the ARFIMA(1,d,0) model
the MRR
B;32
exhibits in both cases a moderate increase in power. For the
model with the MA component this is also shown if both eects point in the
same direction. In the other case the power for small d is also very small. The
sensitivity of the MRR
D;31
is mixed. In some cases the power increases, in
others it decreases or is unchanged. However, for the ARFIMA(0,d,1) model
with negative d values this test loses all its power.
We also perform the sameMonte Carlo experiment - the simulation of ARFIMA(1,d,0)
and ARFIMA(0,d,1) models - with smaller parameter values for 
1
and 
1
,

1
= 
1
= 0:3. The observed rejection probabilities are very similar to those of
table 2 with a slight tendency to the pattern found in table 4. The MRR
D;31
,
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however, loses even in this case of moderate short-run eects almost all its
power for d < 0 and 
1
= 0:3.
The best rejection probabilities are observed for the d
31
followed by the MRR
with the Bartlett window. The GPH
31
also shows a reasonable behavior. The
GHURST statistics and Robinson's proposal exhibit clear deciencies, and the
MRR with the Daniell window is not generally applicable.
** include TABLE 5 here **
The sensitivity of our statistics to conditional heteroscedasticity, an import-
ant feature of nancial time series, is summarized in table 5. One-sided tests
against d > 0 are performed. We consider generalized autoregressive conditio-
nal heteroscedasticity of the GARCH(1,1)-type. Errors, u
t
, are then dened
as
u
t
jI
t 1
 N(0; h
t
); h
t
= a
0
+ a
1
u
2
t 1
+ b
1
h
t 1
where I
t 1
is the univariate information set at t  1. a
0
> 0. The process has
nite second (unconditional) moments, if a
1
+b
1
< 1. If a
1
+b
1
= 1, the process
is called an integrated GARCH. [See, e.g., Bollerslev(1986) and Nelson(1990).]
The GARCH processes are investigated for a
1
= 0.00, 0.05, 0.10, . . . ; a
1
+ b
1
,
and a
1
+ b
1
= 0.40, 0.80, 0.95, 0.99, 1.00.
a
0
is set so that the simulated processes have an unconditional variance of
unity. h
t
starts at the unconditional variance. In case of IGARCH a
0
= 0:0001
and h
0
= 1. To eliminate the dependence on the starting values, a pre-sample
is generated. Its size is proportional to the sum a
1
+ b
1
, but does not exceed
1000.
The following eects are in common for all 8 statistics: Both a smaller and a
larger size than under white noise may be observed under heteroscedasticity.
The gap between the maximum and the minimum size increases with a
1
+ b
1
.
In general, all tests are rather robust against heteroscedasticity. However, the
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MRR and the GHURST statistics have a slight advantage over the semipara-
metric ones in the IGARCH case.
In addition we pay attention to the nite sample critical values under GARCH-
type heteroscedasticity and to the parameter combinations where the minimal
and maximal size is achieved. Without tabulating the single values, we report
that the fractiles corresponding to the minimal and maximal size are generally
rather close. It turns out that for dierent models dierent tests are robust.
E.g., the d
31
is robust for the GARCH(1,1) model with the parameter combi-
nation (a
1
; b
1
) =(0.75,0.25). Its size is 5%. The MRR
B;32
, however, exhibits in
this case a size of 8.9%. On the other hand, for the (a
1
; b
1
) =(0.30,0.70) model
the size of d
31
is 10.8% and for the GH
166
5%.
In section 6, GARCH models are tted to exchange rate series where we al-
low also for t-distributed conditional distributions. Since the normal model is
clearly rejected [degrees of freedom, df , between 3.2 and 5.4 are observed] we
are interested in the sensitivity of our tests to heavy tails. [A listing of die-
rent assumptions about the conditional distribution is given e.g. in Bollerslev
et al.(1992). A more critical review is Pagan(1996).] Due to the additional
variation in the class of data generating processes when dierent values of df
are considered, we limit our investigation in a rst step to homoscedastic and
uncorrelated series. The results for df between 1 and 7 are summarized in the
following without giving a table: Generally, the tests become more conserva-
tive when the degrees of freedom decrease. E.g., for df = 2 the sizes of the
tests in the sequence used above are: 0.041, 0.044, 0.046, 0.023, 0.022, 0.037,
0.041 and 0.042. The semiparametric procedures turn out to be slightly more
robust against this kind of deviation from normality than the MRR tests and
the GH
50
. For the t
4
-distribution, the size of all tests is already very close to
the 5% level.
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The choice of m, e.g. as m =
p
n, however, is somewhat arbitrary. So, Geweke
and Porter-Hudak(1983) propose to perform a sensitivity analysis to check si-
gnicant statistics for short-run eects. They conclude that m \should be kept
small if d appears sensitive to the choice of" m [p.231].
In the following we investigate for the d
m
and the MRR
B;l
B
how smallmmay be
chosen to obtain reasonable results. The power of two tests, d
m
and MRR
B;l
B
,
is compared for small m, large l respectively. E.g.: for d = 0:4 the corre-
sponding power of (d
m
;MRR
B;l
B
) is for (m; l
B
) = (5,200), (10,100), (15,67),
(20,50): (0.250,0.001), (0.504,0.024), (0.749,0.152), (0.872,0.247) . This shows
that the power of d
m
vanishes below m = 10, and for MRR
B;l
B
for l
B
> 50.
The reason for the rst evidence is the larger variance of the estimator when
less Fourier frequencies are included. The reason for the latter is found in the
behavior of the Bartlett estimator for the spectral density at frequency zero.
The nonparametric estimator is aected heavily by the shape of the fractional
spectrum and counteracts the movement in the numerator of the MRR, so that
the statistics are driven in the opposite direction.
In practice when a single series is investigated a sequence of estimates (
^
d
j
;
^
d
j+1
; . . .)
is computed. These estimates, however, are highly correlated since they are
based on essentially the same information. E.g., for a Gaussian white noise se-
ries of length 1000 the correlation coecient between
^
d
20
and
^
d
31
is still 0.771.
The same holds for the MRR in an even stronger way. The correlation between
^
MRR
B;32
and
^
MRR
B;50
is 0.975. So, if the statistics exhibit a change in the
signicance for increasing m (decreasing l) short-run eects may very likely be
responsible for that. We have to rely on the values associated with the small
m (large l) despite their low power.
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5 The MRR using the Parzen window and
autoregressive spectral estimation: A sen-
sitivity analysis
Alternatively to the Bartlett and the Daniell estimator, the use of the Parzen
window and autoregressive spectral estimators in the MRR statistic are inve-
stigated. Surprisingly, their performance turns out not to be satisfactory.
The Parzen lag window is dened as
^
f (0) =
1
2
[^(0) + 2
l
2
X
j=1
(1   6(
j
l
)
2
+ 6(
j
l
)
3
)^(j) + 2
l
X
j=
l
2
+1
2(1  
j
l
)
3
^(j)]
[cp. Priestley(1981, p.443, 564)]. Outside the interval [ 
3
l
;
3
l
] the associated
kernel vanishes. The modied rescaled range using the Parzen window is de-
noted by MRR
P;l
P
.
We consider three choices of l, l
P
=
3
2
l
B
; l
B
;
3
4
l
B
. (i) In the rst case, only
the rst Fourier frequencies of the periodogram up to m enter the calculation.
This corresponds to a bandwidth which is slightly smaller than that of the
Bartlett window used above. Inversely, the peak of the kernel at zero is larger
than that of the Fejer kernel. [The values of the peaks are
3
8
l
P
, and
1
2
l
B
for
the Fejer kernel.] So, we have to expect that the use of the Parzen window
with l
P
=
3
2
l
B
will have less power for pure fractional alternatives. (ii) The
bandwidth of the second choice, l
P
= l
B
, is comparable with the Bartlett win-
dow. The peak at zero is in this case smaller than that of the Fejer kernel.
(iii) The third alternative enlarges the bandwidth even more making the test
more sensitive to possible short-run eects.
The autoregressive approach to estimate the spectrum at zero is based on the
estimation of autoregessive models which are easy to t. Together with an
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information criterion for choosing the model order, p, an automatic estimator
for the spectrum is obtained. We consider two cases:
(i) In the same way as for the Whittle likelihood or in the GPH procedure,
we try to exclude unimportant short-run eects. This is done by a spectral
estimator which is restricted to the rst m = [
p
n ] Fourier frequencies. Pa-
rameters which would otherwise be used up for eects in the high frequency
region could be saved. However, independent of the model selection criterion
{ we have applied Akaike's information criterion, AIC, and the Bayesian infor-
mation criterion, BIC { this approach actually does not detect a true AR(1)
model. E.g., the average selected model orders, p, for an AR(1) with 
1
=  :9
and n = 1000 are p
AIC
= 0:24 and p
BIC
= 0:03 . The consequences are unac-
ceptably large size values for the MRR statistic. The associated values of the
MRR statistics are not tabulated.
(ii) On the other hand, common autoregressive models using all available in-
formation in the data are tted by OLS. The model orders are chosen by AIC
and BIC. AIC =  n log(^
2
p
)  2(p+ 1) and BIC =  n log(^
2
p
)  log(n)(p+ 1)
where ^
2
p
is the estimated error variance of the AR model with order p. The
maximal model order is set to be 6. The corresponding test statistic is denoted
as MMR
AR
.
The simulation results of the MRR
P;l
P
and MMR
AR
statistics are summarized
in table 6.
** include TABLE 6 here **
Table 6 contains the same information as tables 2 to 4 for the statistics explo-
red in section 5. However, it is more comprehensive. The corresponding values
for GARCH and IGARCH models, as well as for the t-distributions are very
similar to the other MRR statistics discussed above, so they are not included
in the table.
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The power of the MRR
P;l
P
for negative d values is rather low. In these cases
the MRR
P;48
has no power at all. With an increase in the bandwidth the
power increases, but the MRR
P;24
is clearly dominated by the MRR
B;32
. The
behavior under the other data generating processes exhibits certain similarities
with the MRR
D;31
. The MRR with the Parzen window does not keep its size
for MA(1) for 
1
< 0, and has no power at all for ARFIMA(0,d,1) with d < 0
and 
1
= 0:9. Also, the explanation for the inappropriateness of the Parzen
window is similar to the Daniell window as given above. E.g. for the MA(1)
models for 
1
> 0, the Parzen windows yield spectral estimates which have
a much smaller MSE than the Bartlett window. [The values for the average
spectral estimate, 2
^
f(0), for 
1
= 0:9 and l
P
= 48; 32; 24 are 0.016, 0.021 and
0.028 compared to 0.066 of the Bartlett window. The true value, 2f(0), is
0.010 .] Nevertheless the MRR
P;l
P
has less favorable properties.
The MRR
AR
shows an acceptable behavior except in the cases where the shape
of the fractional part of the spectrum points in the same direction as the short-
run eect. There the test never rejects the null of no fractional integration.
The choice of the model selection criterion, on the other hand, does not play
an important role. An increase of the maximum model order from 6 to 10 {
the corresponding values are not tabulated { cannot remove its deciencies.
They even enlarge in the case d < 0 and 
1
= 0:9 .
6 Long memory in exchange rates
In this section we investigate the long-run behavior of (the rst dierences of
logged) nominal exchange rates. The series of 6 major countries are tested by
means of the 8 test statistics, d
m
, GPH
m
, H
m
R
;0:5
, MRR
B;l
B
, MRR
D;m
, GH
50
,
GH
n
2
and GH
n
6
. We will test the hypothesis of no fractional integration against
22
long memory, d > 0. Cheung(1993a) recently tted autoregressive fractionally
integrated moving average models to the weekly exchange rate series of major
countries measured against the US Dollar using data from 1974 to 1987. He
found for all series signicant values for d which range between 0.05 to 0.37.
Our series are more recent than those of Cheung(1993a), so our results are
not directly comparable. The currencies we consider are: Swiss Franc (SFR),
French Franc (FFR), British Pound ($), Italian Lira (LIT), Yen and US Dollar
(USD). All but the Yen are measured against the Deutsch Mark. The Yen is
given in USD. The data are daily starting 1.2.1990 and ending 8.5.1996 for
SFR, FFR, $, and LIT. The Yen series begins 2.1.1986 and ends 12.3.1996,
while the USD starts 2.1.1986 and includes 8.5.1996 . We use the rst dierence
of the logged series. So the number of observations result in 1656 for SFR,
FFR, $, and LIT, 2658 for the Yen, and 2699 for the USD.
** include TABLE 7 here **
First the correlation structures of the series are investigated. Table 7 gives the
Box-Pierce statistics, Q
y
, where the autocorrelation coecients are corrected
for heteroscedasticity using the procedure of White(1980). None of the Q
y
(30)
statistics are signicant at the 5% level. However, all usual Box-Pierce sta-
tistics for the squared series [corrected for the unconditional mean] ,Q
yy
(30),
are highly signicant except for the Yen, which exhibits a p-value of 2%.
We t GARCH(r,s) models allowing for conditionally t-distributed errors [cp.
Baillie and Bollerslev(1989) or Hamilton(1994, p.661f)]. A maximum num-
ber of 4 parameters excluding the constant a
0
and the number of freedoms
is considered. The model order is chosen by the BIC, 2 log(Likelihood) -
log(n)(r + s + 2), resulting in a GARCH(1,1) for all series. The Box-Pierce
statistic for the squared standardized series, (
y
t
 y
p
h
t
)
2
, is denoted as Q
yys
. It is
insignicant at all common levels for SFR, $, LIT, Yen, and USD indicating
a reasonable explanatory power of the chosen specication. The FFR mo-
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del, however, reduces the autocorrelation considerably but still leaves a large
amount unexplained. Likelihood ratio tests clearly reject the hypothesis of
conditional normality. The existence of the fourth moments of the conditional
distributions is uncertain for all currencies but the Yen. For the latter we
obtain degrees of freedom clearly below 4. The sums of the estimated ARCH
parameters a
1
+ b
1
are close to unity. Testing the null of a unit root in the
conditional variance by a conventional t-test on a^
1
+
^
b
1
yields no rejection at
the one-sided 1% level for all series. For the British Pound IGARCH cannot
be rejected even at the one-sided 5% level.
In the following we test for long memory in the exchange rate series using
the tests discussed in section 5. See table 8. The critical values for each test
under the null of d = 0 and t-distributed heteroscedastic errors are obtained
by simulating the nite sample distributions under the estimated GARCH
models. The alternative is d > 0, the signicance value 5%, and the number
of replications are 5000.
** include TABLE 8 here **
Only one test rejects the null hypothesis for one series. We repeated the same
experiment for all tests { apart from the GHURST statistics { using a smaller
m , m = n
0:45
. We obtained no signicant value. [The hypothesis of d = 0
against d < 0, on the other hand, would be rejected only for the YEN by the
GHURST
n
2
. The values are not tabulated.] So, we may conclude that there is
no evidence in favor of long memory in our series.
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7 Summary
We have investigated the small sample properties of several semiparametric
and nonparametric tests for the fractional integration parameter d. The semi-
parametric tests include the trimmedWhittle likelihood, the estimator derived
by Geweke and Porter-Hudak, and Robinson's proposal. The nonparametric
procedures consist of the modied rescaled range and the GHURST statistics.
For the MRR several specications of the spectral estimator at frequency zero
are compared.
The benchmark data generating processes include Gaussian pure fractionally
integrated processes, AR(1) and MA(1), processes with joint short and long-
run eects, and conditional heteroscedasticity of the (I)GARCH(1,1)-type ones
with normal conditional distributions. The critical values are taken from the
small sample distributions under homoscedastic Gaussian white noise. This is
advantageous for the trimmed Whittle and the MRR statistics. The sample
size considered is n = 1000. Table 9 summarizes the qualitative properties of
the tests and gives a ranking within each group.
** include TABLE 9 here **
The semiparametric tests may be characterized as follows: the trimmedWhittle
likelihood exhibits higher power for pure fractionally integrated processes and
higher rejection probabilities for models with jointly short and long-run ef-
fects than GPH
m
and H
m
R
;q
. In case of strong short-run eects, AR(1) with

1
= 0:9 and MA(1) with 
1
= 0:9, all three tests cannot maintain the size.
The H
m
R
;q
, contrary to both other tests, exhibits rather low rejection proba-
bilities for one of the processes with the combined eects.
The MRR statistics depend critically on the spectral estimator at frequency
zero. The use of the Bartlett window yields reasonable power, size and re-
jection probability properties for all models except for MA(1) models with
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1
= 0:9. The Daniell window and the Parzen window, however, exhibit a
complete loss of power for some models. A trimmed spectral estimator for
autoregressive models which uses only the rst m = [
p
n ] Fourier frequencies
turns out to be inappropriate. The use of common low order AR models for
the approximation of the whole spectrum leads to a rejection probability of
zero if long-run eects and short-run eects point in the same direction.
The GHURST statistic GH
50
exhibits rather bad properties with respect to
short-run eects. The GH
166
is particularly sensitive to large MA(1) eects.
Its power in pure fractional models is rather large. For models with joint ef-
fects, however, its power varies a lot. The GH
500
has low power in general.
There is no test which performs satisfactory for all models considered. Howe-
ver, the modied rescaled range using the Bartlett estimator, MRR
B;l
B
, turns
out to be the most robust test. It has the disadvantage that its power for pure
fractional alternatives is rather small. As alternative, the trimmed Whittle li-
kelihood, d
m
, may be considered which has high power in general. It is robust
provided that large pure short-run eects can be excluded a priori. The GPH
m
seems to be dominated by the trimmed Whittle likelihood whose power is hig-
her in general. For strong pure short-run eects both estimators are decient
to an extent that requires an alternative solution.
None of the statistics exhibit serious problems due to IGARCH eects or heavy
tailed distributions. The conjecture of Mandelbrot and Wallis(1969) that the
R/S statistics are more robust with respect to the lack of existence of the
second moment in the underlying process cannot be conrmed in this gene-
rality. For i.i.d. t-distributed variates semiparametric procedures are slightly
more robust than the nonparametric tests. For IGARCH models the relation
depends on the actual parameter combination.
An application of 8 test statistics to 6 exchange rate series, daily data from
26
February 1985 to April 1989, leads to no rejection of the hypothesis of no
fractional integration.
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TABLE 1: Mean and variance of d
31
, GPH
31
, H
30;0:5
, MRR
B;32
, MRR
D;31
,
GH
50
, GH
166
and GH
500
under Gaussian white noise (d = 0, H = 0:5, MRR
 V ). The sample size is 1000. The number of simulations is 10000.
d
31
GPH
31
H
30;0:5
MRR
B;32
MRR
D;31
GH
50
GH
166
GH
500
x -.013 -.002 0.486 1.239 1.220 0.525 0.510 0.501
b -.013 -.002 -.014 -.014 -.033 0.025 0.010 0.001
s 0.113 0.139 0.133 0.230 0.256 0.068 0.122 0.259
MSE*100 1.294 1.932 1.788 0.525 1.498 6.708
Remarks:
x . . . mean, b . . . bias, s . . . standard deviation, MSE . . . mean squared error.
V . . . range of the Brownian Bridge on the unit interval, E(V ) = 1:2533,
Var(V ) = 0:2733
2
.
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TABLE 2: Power of d
31
, GPH
31
, H
30;0:5
, MRR
B;32
, MRR
D;31
, GH
50
, GH
166
and GH
500
against pure fractionally integrated alternatives. One-sided tests,
d > 0 and d < 0 depending on the shape of the true spectrum, with a
signicance level of 5%. The sample size is 1000. The number of simulations
is 10000.
d d
31
GPH
31
H
30;0:5
MRR
B;32
MRR
D;31
GH
50
GH
166
GH
500
-.45 0.982 0.907 0.806 0.354 0.238 1.000 0.958 0.297
-.4 0.956 0.845 0.742 0.297 0.262 1.000 0.906 0.250
-.3 0.818 0.633 0.566 0.201 0.246 0.991 0.665 0.169
-.2 0.512 0.365 0.349 0.132 0.174 0.777 0.352 0.108
-.1 0.208 0.151 0.163 0.084 0.101 0.288 0.145 0.071
0.0 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050
0.1 0.252 0.207 0.181 0.126 0.161 0.356 0.192 0.106
0.2 0.600 0.475 0.457 0.244 0.350 0.749 0.420 0.181
0.3 0.871 0.753 0.757 0.379 0.560 0.936 0.625 0.271
0.4 0.973 0.922 0.931 0.521 0.724 0.989 0.775 0.359
0.45 0.990 0.957 0.968 0.586 0.789 0.995 0.829 0.404
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TABLE 3: Size of d
31
, GPH
31
, H
30;0:5
, MRR
B;32
, MRR
D;31
, GH
50
, GH
166
and
GH
500
with respect to AR(1), MA(1) alternatives. One-sided tests, d > 0 and
d < 0 depending on the shape of the true spectrum, with a signicance level
of 5%. The sample size is 1000. The number of simulations is 10000.
d
31
GPH
31
H
30;0:5
MRR
B;32
MRR
D;31
GH
50
GH
166
GH
500

1
AR(1): (1   
1
L)(y
t
  ) = u
t
-.9 0.052 0.053 0.052 0.039 0.004 0.728 0.207 0.076
-.7 0.051 0.051 0.053 0.033 0.020 0.265 0.100 0.058
-.5 0.051 0.051 0.051 0.038 0.032 0.143 0.076 0.054
-.3 0.051 0.050 0.051 0.042 0.039 0.091 0.064 0.051
-.1 0.050 0.050 0.051 0.047 0.046 0.060 0.054 0.050
0.0 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050
0.1 0.051 0.051 0.051 0.049 0.048 0.062 0.055 0.052
0.3 0.054 0.053 0.054 0.047 0.046 0.100 0.066 0.055
0.5 0.061 0.060 0.062 0.046 0.044 0.171 0.084 0.060
0.7 0.107 0.092 0.102 0.049 0.049 0.338 0.119 0.070
0.9 0.772 0.615 0.704 0.082 0.175 0.842 0.279 0.107

1
MA(1): y
t
   = (1  
1
L)u
t
-.9 0.052 0.052 0.052 0.048 0.045 0.091 0.064 0.054
-.7 0.052 0.052 0.052 0.047 0.045 0.089 0.063 0.053
-.5 0.051 0.052 0.052 0.048 0.045 0.085 0.062 0.053
-.3 0.051 0.051 0.051 0.048 0.046 0.076 0.059 0.052
-.1 0.050 0.051 0.051 0.049 0.048 0.059 0.055 0.051
0.0 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050
0.1 0.050 0.050 0.051 0.047 0.046 0.062 0.055 0.050
0.3 0.053 0.052 0.054 0.040 0.034 0.123 0.073 0.053
0.5 0.060 0.057 0.061 0.030 0.016 0.325 0.113 0.058
0.7 0.094 0.077 0.101 0.023 0.001 0.883 0.281 0.079
0.9 0.624 0.455 0.655 0.162 0.000 1.000 0.963 0.243
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TABLE 4: Rejection probability of the null hypothesis of no fractional
integration for d
31
, GPH
31
, H
30;0:5
, MRR
B;32
, MRR
D;31
, GH
50
, GH
166
and
GH
500
under ARFIMA(1,d,0) and ARFIMA(0,d,1) models. One-sided tests
against d > 0 and d < 0 with a signicance level of 5%. The sample size is
1000. The number of simulations is 10000.
d
31
GPH
31
H
30;0:5
MRR
B;32
MRR
D;31
GH
50
GH
166
GH
500
d ARFIMA(1,d,0): (1  0:9L)(1  L)
d
(y
t
  ) = u
t
-.45 0.455 0.347 0.156 0.456 0.569 0.146 0.259 0.135
-.4 0.305 0.232 0.100 0.392 0.464 0.072 0.185 0.116
-.3 0.089 0.086 0.032 0.275 0.268 0.011 0.086 0.085
-.2 0.017 0.026 0.008 0.177 0.127 0.002 0.039 0.062
-.1 0.002 0.007 0.001 0.107 0.054 0.000 0.015 0.047
0.0 0.000 0.001 0.000 0.060 0.018 0.000 0.006 0.037
0.0 0.772 0.615 0.704 0.082 0.175 0.842 0.279 0.107
0.1 0.944 0.840 0.890 0.177 0.361 0.945 0.440 0.161
0.2 0.990 0.951 0.974 0.301 0.561 0.982 0.593 0.222
0.3 0.999 0.988 0.997 0.435 0.724 0.995 0.717 0.291
0.4 1.000 0.998 1.000 0.565 0.833 0.999 0.807 0.351
0.45 1.000 0.999 1.000 0.622 0.874 0.999 0.842 0.382
d ARFIMA(0,d,1): (1  L)
d
(y
t
  ) = (1  0:9L)u
t
-.45 0.777 0.589 0.799 0.653 0.000 1.000 1.000 0.560
-.4 0.817 0.628 0.823 0.648 0.000 1.000 1.000 0.553
-.3 0.867 0.702 0.855 0.617 0.000 1.000 1.000 0.528
-.2 0.881 0.726 0.847 0.535 0.000 1.000 0.999 0.476
-.1 0.822 0.649 0.789 0.358 0.000 1.000 0.998 0.371
0.0 0.624 0.455 0.655 0.162 0.000 1.000 0.963 0.243
0.0 0.000 0.000 0.000 0.000 0.507 0.000 0.000 0.000
0.1 0.001 0.003 0.001 0.001 0.391 0.000 0.000 0.001
0.2 0.018 0.023 0.008 0.046 0.419 0.000 0.000 0.020
0.3 0.145 0.116 0.061 0.215 0.529 0.000 0.033 0.081
0.4 0.460 0.349 0.265 0.438 0.661 0.037 0.242 0.184
0.45 0.639 0.501 0.427 0.528 0.728 0.185 0.399 0.251
Remarks:
The upper halves of both parts are tests against d > 0, the lower halves tests
against d < 0.
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TABLE 5: Size of d
31
, GPH
31
, H
30;0:5
, MRR
B;32
, MRR
D;31
, GH
50
, GH
166
and
GH
500
with respect to GARCH(1,1) alternatives. One-sided tests against
d > 0 with a signicance level of 5%. The sample size is 1000. The number of
simulations is 10000.
a
1
+ b
1
0.40 0.80 0.95 0.99 1.00
min max min max min max min max min max
d
31
0.046 0.050 0.041 0.051 0.036 0.072 0.038 0.099 0.038 0.111
GPH
31
0.045 0.051 0.042 0.051 0.040 0.069 0.039 0.095 0.039 0.105
H
30;0:5
0.047 0.056 0.044 0.054 0.043 0.073 0.042 0.098 0.042 0.113
MRR
B;32
0.043 0.051 0.046 0.056 0.045 0.076 0.051 0.087 0.051 0.089
MRR
D;31
0.043 0.051 0.043 0.051 0.044 0.066 0.051 0.072 0.052 0.078
GH
50
0.040 0.049 0.033 0.048 0.035 0.048 0.035 0.068 0.035 0.083
GH
166
0.043 0.049 0.034 0.048 0.032 0.048 0.031 0.052 0.032 0.062
GH
500
0.043 0.048 0.036 0.048 0.029 0.048 0.027 0.048 0.026 0.048
Remarks:
The grid for the a
1
-axis is 0.00, 0.05, 0.10,. . ., a
1
+ b
1
.
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TABLE 6: The characteristics of MRR
P;48
, MRR
P;32
, MRR
P;24
and MRR
AR
for selected models. The values in the table are size, power and rejection
probability depending on the type of model. [cp. tables 2 to 4] One-sided
tests against d > 0 and d < 0 depending on the shape of the true spectrum.
The signicance level is 5%. p gives the average selected model order. The
sample size is 1000. The number of simulations is 5000.
MRR
P;48
MRR
P;32
MRR
P;24
MRR
AR
AIC p
AIC
BIC p
BIC
d FI(d): (1  L)
d
(y
t
  ) = u
t
{.45 0.002 0.090 0.336 0.876 5.74 0.924 4.66
{.3 0.034 0.143 0.286 0.594 5.18 0.799 3.21
0.3 0.320 0.443 0.553 0.436 4.90 0.603 3.15
0.45 0.507 0.678 0.779 0.380 5.34 0.559 3.91

1
AR(1): (1  
1
L)(y
t
  ) = u
t
{.9 0.002 0.004 0.005 0.005 1.88 0.004 1.02
{.5 0.027 0.029 0.030 0.030 1.88 0.030 1.02
0.5 0.040 0.041 0.045 0.034 1.89 0.035 1.03
0.9 0.052 0.108 0.188 0.009 1.89 0.009 1.02

1
MA(1): (y
t
  ) = (1   
1
L)u
t
{.9 0.043 0.044 0.046 0.076 5.99 0.072 5.95
{.5 0.045 0.044 0.046 0.041 4.05 0.044 2.77
0.5 0.012 0.017 0.018 0.024 4.10 0.053 2.83
0.9 0.000 0.000 0.000 0.110 6.00 0.111 5.95
d ARFIMA(1,d,0): (1  0:9L)(1  L)
d
(y
t
  ) = u
t
{.45 0.509 0.562 0.542 0.577 2.98 0.456 1.77
{.3 0.339 0.313 0.242 0.327 2.98 0.232 1.76
0.3 0.350 0.552 0.703 0.001 3.60 0.000 2.37
0.45 0.542 0.746 0.851 0.000 3.94 0.000 2.77
d ARFIMA(0,d,1): (1  L)
d
(y
t
  ) = (1  0:9L)u
t
{.45 0.000 0.000 0.000 0.000 6.00 0.000 6.00
{.3 0.000 0.000 0.000 0.011 6.00 0.008 6.00
0.3 0.600 0.547 0.467 0.222 5.82 0.170 5.13
0.45 0.631 0.696 0.705 0.653 5.01 0.530 3.65
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TABLE 7: Estimates of t-GARCH(1,1) models for 6 daily exchange rates,
percentage changes in continuously compounded rates, y
t
= 100 log(
S
t
S
t 1
).
SFR FFR $ LIT YEN USD
n 1656
a
1656
a
1656
a
1656
a
2658
b
2699
c
Q
y
(30) 17.135 25.151 32.207 42.735 42.971 28.558
[0.971] [0.718] [0.358] [0.062] [0.059] [0.541]
Q
yy
(30) 59.903 250.679 118.640 157.211 47.915 118.938
[0.001] [0.000] [0.000] [0.000] [0.020] [0.000]
a
0
0.00293 0.00017 0.00141 0.00029 0.02551 0.01149
(0.00119) (0.00007) (0.00063) (0.00012) (0.01002) (0.00462)
a
1
0.0744 0.1101 0.0837 0.0898 0.0622 0.0448
(0.0170) (0.0197) (0.0148) (0.0164) (0.0171) (0.0095)
b
1
0.8931 0.8813 0.9124 0.9055 0.9039 0.9375
(0.0255) (0.0207) (0.0154) (0.0167) (0.0262) (0.0141)
df 5.359 5.064 5.066 4.802 3.241 4.441
(0.7062) (0.4934) (0.5125) (0.4037) (0.2279) (0.4403)
a
1
+ b
1
0.9675 0.9914 0.9961 0.9953 0.9661 0.9823
(0.0162) (0.0041) (0.0026) (0.0022) (0.0153) (0.0090)
Q
yys
(30) 6.068 77.073 18.202 1.300 33.052 32.196
[0.999] [0.000] [0.868] [1.000] [0.161] [0.187]
Remarks:
a
,
b
,
c
. . . sample periods:
a
. . . 2.1.90 - 8.5.96,
b
. . . 2.1.86 - 12.3.96,
c
. . . 2.1.86 - 8.5.96
( . . . ) indicates standard deviations, [ . . . ] indicates p-values
Q
y
(30) . . . heterosedasticity robust Box-Pierce statistic for y
t
Q
yy
(30) . . . Box-Pierce statistic for the squared demeaned y
t
, (y
t
  y)
2
Q
yys
(30) . . . Box-Pierce statistic for the squared standardized y
t
-series,
(y
t
 y)
2
h
t
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TABLE 8: Testing for long memory in 6 daily exchange rates, percentage
changes in continuously compounded rates, y
t
= 100 log(
S
t
S
t 1
). 5% and 1%
critical values of the one-sided test (d > 0,) were obtained by simulating the
estimated t-GARCH models from table 7. The number of replications is 5000.
SFR FFR $ LIT YEN USD
d
m
-.005 -.006 0.131 0.064 0.043 0.002
GPH
m
0.119 0.021 0.238 0.013 0.038 0.056
H
m
R
;0:5
0.434 0.562 0.646 0.526 0.581 0.539
MRR
B;l
B
1.600 1.112 1.039 1.495 1.024 1.017
MRR
D;m
1.575 1.117 1.108 1.495 1.051 1.027
GH
50
0.563 0.480 0.546 0.674

0.565 0.531
GH
n
6
0.614 0.379 0.519 0.689 0.476 0.447
GH
n
2
0.895 0.591 0.241 0.501 -.083 0.193
Remarks:
m = [
p
n ], m
R
= 2[m=2 ], l
B
=
n
m
,

. . . signicant at the 1% level.
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TABLE 9: Summary of the Monte Carlo results. Qualitative properties of
the test statistics and their ranking within the groups semiparametric
estimators, MRR and GHURST statistics. The sample size is 1000.
size power rejection probability
AR(1) MA(1) IGARCH t
df
FI(d) ARFIMA(1; d; 0), 
1
= 0:9
(1,1) ARFIMA(0; d; 1), 
1
= 0:9
(1) (2) (3) (1) (2) (3) (a) (b) (c) (d)
d
31
+ +    + +    (+) + 1 1 (+) + + +
GPH
31
+ +    + +    (+) + 2 2 (+) + + +
H
30;0:5
+ +    + +    (+) + 3     + + (+)
MRR
B;32
+ + + + +   + (+) 2 1 (+) + + +
MRR
D;31
(+) +   + (+) (+) + (+) 4    + +    +
MRR
P;24
(+) +   + (+) (+) + (+) 3    + +    +
MRR
AR
(+) + (+) + + (+) + (+) 1    +       +
GH
50
   (+)    +       + + 1     + +  
GH
166
  +   + (+)    + + 2 1 (+) + + (+)
GH
500
+ + (+) + +   + + 3     (+) + (+)
Remarks:
ad AR(1) and MA(1) models:
(1) . . . 
1
; 
1
  :7
(2) . . .  :7 < 
1
; 
1
< 0:7
(3) . . . 0:7  
1
; 
1
ad size:
+ . . . 0:025 < size  0:10
(+) . . . size  0:025, or 0:10 < size  0:15
  . . . 0:15 < size  0:25
   . . . 0:25 < size
ad ARFIMA models:
The spectrum close to frequency zero is characterized as:
(a) . . . the fractional eect points downwards, the short-run eect upwards
(b) . . . both the fractional and the short-run eect point upwards
(c) . . . both the fractional and the short-run eect point downwards
(d) . . . the fractional eect points upwards, the short-run downwards
ad rejection probabilities:
+ . . . 0:50 < rejection probability for large jdj
(+) . . . 0:25 < rejection probability  0:50 for large jdj
  . . . 0:05 < rejection probability  0:25 for large jdj
   . . . rejection probability  0:05 for large jdj
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