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Abstract 
Mend&&n, E. and N. Shalaby, Skolem labelled graphs, Discrete Mathematics 97 (1991) 
301-317. 
A Skolem labelled graph is a triple (G, L, d), where G = (V, E) is a graph and L : V+ 
{d, d + 1, . , d + m} satisfying: 
(a) There are exactly two vertices in V, such that L(u) = d + i, 0 G i =S m. 
(b) The distance in G between any two vertices with the same label is the value of the label. 
(c) If G’ is a proper spanning subgraph of G, (G’, I., d) is not a Skolem labelled graph. 
Note that this definition is different from the Skolem-graceful labelling of Lee, Quach and 
Wang (1988). When d = 1 is no! specified it is assumed. We shall establish the following: 
(1) Any tree can be embedded in a Skolem labelled tree with O(u) vertices. 
(2) Any graph can be embedded as an induced subgraph in a Skolem labelled graph on 
0(u3) vertices. 
(3) For d = 1, we exhibit a Skolem or the minimum hooked Skolem (with as few unabelled 
vertices as possible) labelling for paths and cycles. 
(4) For d = 1, we exhibit the minimum Skolem labelled gaph containing a path or a cycle of 
length n as induced subgraph. 
Introduction 
Skolem [8] defined a sequence {1,2, . . . , n} to be (Skolem) sequence if the 
integers (1, 2, . . . , 2n) can be arranged as disjoint pairs {(ai, bJ: 1 <i G n} such 
that {bi-a,:l~i~n}={O,l,..., n - l}. These have been useful in construct- 
ing designs and many other applications. Rosa, amongst others introduced a 
convenient representation of a Skolem sequence as a,, . . . , uzn where ai = aj = k 
exactly once for 16 k S 2n, and occurs when (j - iJ = k. This can also be viewed 
as a labelling of a path. Thus if {(a,, bi): 1 G i c 4) = ((3, 2), (8, 6), (4, 7), (5, 1)) 
is a Skolem sequence on {1,2,3,4} then 41134232 is its folkloric representation 
and 4 - 1 - 1 - 3 - 4 - 2 - 3 - 2 is the labelling of a path. In the formal definition 
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we will also add a nondegeneracy condition. Figure 1, shows some Skolem 
labelled graphs. 
Note that Fig. l(c) shows the necessity of the degeneracy condition-it should 
label the disconnected graph which is the union of a l-path and 5path; not a 
7-path. 
We can pose the problem as one of testing reliability of a network where error 
propagation rate is dependent on number of nodes used but not necessarily 
directed. We place test equipment at fixed distances within the network one per 
node and each is sending to receiving from one specific location. We want all 
distances represented and all nodes used exactly once, further that each edge 
should be tested. This is analogous to the use of BIBD’s in experimental design. 
Since we shall need it in constructions we slightly generalize this notion 
following Davis [3], Rosa [7] and Simpson [lo]. 
Definition 1. A d-Skolem labelled graph is a triple (G, L, d), where 
(4 G = (V, E) is an undirected graph. 
@I L:V+{d,d+l,. . . ,d+n-1). 
(cl L(v)=L(w)=d+i exactly once for i=O,l,...,d+n-1 and 
d,(v w)=d+i. 
(4 If G’ = (V, E’) and E’ c E then (G’, L, d) violates (c). 
Definition 2. A d-hooked Skolem labelled graph is a triple (G, L, d) satisfying 
(a) and (d) of Definition 1 and: 
(b’) L: V+ (0) U {d, d + 1, . . . , d + n - l}. 
(c’) If L(v) # 0 then (c). 
That is, hooked sequences can have some vertices labelled 0. Note that 
condition (d) in the above definitions requires that for the edge e, G - {e} is not 
Skolem labelled. Given a graph G and a labelling of its vertices. An edge is 
essential if the labelling is a valid labelling of G but not of G - {e}. The condition 
(d) stipulates that in a Skolem labelled graph every edge is essential. If condition 
(d) is not satisfied but conditions (a) to (c) are, the triple (G, L, d) will be called 
a weak (hooked) Skolem labelled graph. A minimum hooked labelling of G is a 
one with as few hooks as possible. 
We now summarize the main known results in terms of d-Skolem labelled 
graph. Note d = 1 is understood if not explicitly stated. Property (d) had to be 
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checked as it is not part of the original quoted theorems. The checking of 
property (d) is in most cases trivial and tedious. One simply examines the solution 
given and usually the two largest labels and the two labels of the end vertices 
together with a judicious check of one or two others. In fact it takes some skill to 
construct an example which violates (d). 
Theorem 1 (Skolem [S]). Zf n ‘0, 1 mod 4, the path of length 2n - 1 can be 
Skolem labelled. 
Theorem 2 (Davis [3]). Zf n = 2, 3 mod 4, n # 2 then a path of length 2n - 3, 
{ Ul, 212, . . . , vzn_-3, v~~_~}, can be 2-hooked Skolem labelled with L(~2~--3) = 0. 
Theorem 3 (Davis [3]). Zf n = 0, 1 mod 4, n # 2 then a path of length 2n - 3 can 
be 2-Skolem labelled. 
Corollary (Davis [3]). Zf n = 2, 3 mod 4 then a path of length 2n - 3 disjoint union 
with a path length 1 can be Skolem labelled. 
Theorem 4 (Simpson [lo]). For d > 2 path of length 2m - 1 can be d-Skolem 
labelled if and only if: 
(9 m 22d-1. 
(ii) m=O, lmod4, whendslmod2. 
(iii) m = 0, 3 mod 4, when d = 0 mod 2. 
Theorem 5 (Simpson [lo] and Bermond, Brouwer, Germa [l]). For d > 2 a path 
of length 2m with a label 0 only at the next to the last vertex can be d-hooked 
Skolem labelled if and only if: 
(i) m 2 [((2d - 1) + d((2d - 1)2 + 2))/2] = 2d. 
(ii) m=2,3mod4, whendElmod2. 
(iii) m = 1, 2 mod 4, when d = 0 mod 2. 
Theorem 6 (Rosa [7]). F or n = 0, 3 mod 4 a path of length 2n with label 0 at the 
middle has a minimum Skolem labelling. (Heffter’s second difference problem.) 
Theorem 7 (O’Keefe [6]). F or n = 2 mod 4 a path of length 2n with label 0 on the 
vertex next to the last has a minimum Skolem labelling. 
We shall prove the following. 
Theorem 8. Every tree is an induced subgraph of a Skolem labelled tree on O(2v) 
vertices. 
Theorem 9. Every tree is an induced subgraph of d-Skolem labelled tree on 
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O(2v + 4m’) vertices where m’ is the minimum value of m obtainable from d in 
Theorem 5. 
Theorem 10. Every graph with v vertices and e edges is an induced subgraph of a 
Skolem labelled graph on 0(v3). 
Theorem 11. Every graph with v vertices and e edges is an induced subgraph of a 
dSkolem labelled graph on O((v + d)3) vertices where v is the number of vertices. 
Theorem 12. Every path of length m, with the exception of (2, 3, 4, 5, 6}, can be: 
(a) Skolem labelled iff m = 1, 7 mod 8. 
(b) Hooked Skolem labelled iff m is even. 
(c) Skolem labelled with two hooks iff m = 3, 5 mod 8. 
Theorem 13. Every cycle of length m 2 13 can be: 
(a) Skolem labelled iff m = 0, 2 mod 8. 
(b) Hooked Skolem labelled iff m is odd. 
(c) Skolem labelled with two hooks iff m = 4, 6 mod 8. 
Theorem 14. The graph on the fewest vertices containing an induced path of length 
m which is Skolem labelled has m vertices for m = 1, 7 mod 8; m + 1 vertices, for 
m even ; m + 2 vertices for m = 3, 5 mod 8 (for m c 8 see Fig. 2). 
m=l m=5 
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Fig. 2. Embeddings of paths of length m, m c 8. 
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Fig. 3. Embeddings of cycles of length m, 3 s m G 13. 
Theorem 15. The graph with the fewest vertices containing an induced m-cycle and 
Skolem labelled is for m Z= 14; 
(a) m Is odd, the cycle with one pendant edge added. 
(b) m = 0, 2 mod 8, the cycle itself. (We conjecture that the only 2-connected 
Skolem labelled graphs are three cycles). 
(c) m = 4, 6 mod 8, the cycle with two pendant edges added. 
For 3 s m c 13. See Fig. 3. 
2. Embedding of trees and graphs 
In this section we shall embed trees and graphs into Skolem labelled graphs. 
We shall construct trees containing another tree by the process of adding a new 
leaf to a given vertex. We first present the algorithm which proves Theorem 8. 
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Algorithm 1. Embed a tree in a Skolem labelled tree with 2v vertices. 
Let T be a tree (rooted at vertex u,,), LAST VERTEX = no, d(v, vO) = 
LEVEL = 0, LEAST LABEL = 1, K = max d(v, u,J 
*while: There is an unlabelled vertex 
d0 
while: There is an unlabelled vertex v, d(v, v,,) = LEVEL 
do 
Add a new leaf to LAST VERTEX 
Label this unlabelled vertex and the new vertex by LEAST LABEL 
LEAST LABEL = LEAST LABEL + 1 
LAST VERTEX = the new leaf 
end; 
LEVEL = LEVEL + 1 
LAST VERTEX = FATHER(LAST VERTEX) 
end; 
A modification of this algorithm will give Theorem. 9. The (v - 1)-stars, (one 
vertex connected to u - 1 others show that 2v - k is best possible). 
Algorithm 2. Embed a tree into a d-Skolem tree. 
Input: a tree T and integer d. 
Root Tree at v0 
Add a path of length 2m - 1 = 4d - 3 to the tree beginning at u0 and label it 
with this labelling which satisfies Simpson’s bounds: 
3d-2, 3d-4,..., d+4, d+2, d, 3d-3, 3d-5 ,..., d+3, d+l, d, 
d+2,..., 3d+2, d+l, d+3 ,..., 3d-3. 
Set LEAST LABEL = d + m 
LAST VERTEX = (d + m - 1)th vertex from root of new path 
LABELLED VERTICES = {the path}. 
Proceed from * of Algorithm 1. 
We note that if a partially labelled tree is given with labelled vertices Gd, then 
Algorithm 2 is robust enough to continue this labelling provided that any edge 
from a labelled leaf to its father is declared by abuse of the definition essential. 
Note that minimum distance from an unlabelled vertex to the end of the added 
path exceeds d. We shall use an analogue of this in the proof of Theorem 10. 
Proof of Theorem 10. We shall first assume that the graph G = (V, E) is not a 
tree and connected (if it is we may add edges. We shall see by the proof that this 
addition of edges does not change the 0(u3) bound on the embedding). We shall 
use two algorithms to embed G, the first embeds a graph as an induced subgraph 
of a hooked-Skolem labelled graph, the second embeds a hooked Skolem labelled 
graph as an induced subgraph of a Skolem labelled graph preserving the nonzero 
labels. 
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We shall need these auxiliary labelled graphs. Let pi be a path of length i with 
ends labelled i and internal vertices labelled 0. Let Dd be a path of length 3d - 3 
labelled (see Algorithm 2) by 
3d-2,3d-4,..., d+4,d+2,d,3d-3,3d-5 ,..., d+3,d+l, 
d, d + 2, . . . , 3d+2,d+l,d+3,. . . ,3d-3 
If S is an induced subgraph of both G and H then by G U, H we shall mean a 
graph whose vertices are V(G)\V(S) U V(H)\V(S) U V(S) and whose edges are 
E(G)\E(S) U E(H)\E(S) U E(S). If G and H have labellings then the label on 
v E S is the larger of its label as a vertex of G and as a vertex of H. 0 
Algorithm 3. To embed a graph as an induced subgraph of a hooked Skolem 
labelled graph. 
Znput: a graph G. 
Initialize: Let the edges of the graph be e,, e2, e3, . . . , e,,, e,+l, . . . , e,, where 
viisanendofejforj=1,2,..., v. (This can be done since G is connected and 
not a tree.) We set Z (the inessential) edges to be el, e2, e3, . . . , e,, e,,,, . . . , e,. 
The hooked graph H to be G and i = 0. 
end 
while (I#@) do 
Let e be the first edge in I. Let H := H U, &. Where S is as large as 
possible subject to the condition that e E S, if e is among the first v edges. 
We also require that the end of e which is vj get label i (i.e. is the end of 
the path). 
Remove e and all ej E S, j > v from I. 
i:=i+ 1. 
end 
Output: H. 
end. 
We note that H has every edge essential and further every vertex of G has a 
nonzero label and the largest label is e. We pipe H into the following algorithm. 
Algorithm 4. Embed a hooked Skolem labelled graph with largest label d into a 
Skolem labelled graph preserving nonzero labels. 
Input: A hooked Skolem labelled graph H with largest label d. 
Initialize: Hooks := {the set of all hooks of H}. 
d := 3 (the largest label of G) + 1. 
V(G’) := V(H) U V(&). 
E(G’) := E(H) U E(D,) U {f} where f is an edge connecting a vertex of G 
labelled d to an end of Dd. 
Order Hooks in order of increasing distance from the end off in G. 
end. 
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Fig. 4. An embedding of K,. Fig. 5. Embedding stage 1. 
Fig. 6. K, embedded. 
while (Hooks #0) do 
Label the first member h of Hooks by d + 1. 
Find a vertex x in G’ so that d(h, x) = d. (This can be done since Dd is 
long enough). 
V(G’) := V(G’) U a new vertex td labelled d + 1. 
E(G’) := E(G’) u {td, x}. 
d:=d+l. 
Hooks : = Hooks - {h}. 
end. 
Output: G’. 
end. 
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This completes the embedding. (For the embedding of K4, see Figs. 4, 5 and 
6.) We need only now calculate the bound. To do this we need to find the total 
number of unlabelled vertices just before stage 2. For each vertex x of G pro- 
cessed the number of unlabelled vertices added is ((the last label used) + 1) - 2. 
When we have processed all the edges through X, we will have used labels (last 
label used before edges containing x + deg(x) + 1). This gives us the following 
bounds. The vertex i has last label ~(i - l)(v - i/2) and uses =SV - i new labels. 
Thus introducing (i - l)(v - i/2) - 1) unlabelled vertices. Thus the total number 
of unlabelled vertices is 
The total number of vertices in the embedding is 
~ ?J(?J + 1)(2V - 5) 
+ 3 3(V(V - 1)) + 2. 
Thus the embedding is of O(v3). The obvious 
Theorem 11. 
3. Skolem labelling of paths and cjxles 
modifications give the proof of 
In this section we will exhibit the Skolem (hooked Skolem) labelling of paths 
and cycles with as few ‘hooks’ as possible_ 
Paths 
Theorem 12. Every path of length m, with the exception of (2, 3, 4, 5, 6}, can be: 
(a) Skolem labelled ifl m = 1, 7 mod 8. 
(b) Hooked Skolem labelled iff m is even. 
(c) Skolem labelled with two hooks iff m = 3, 5 mod 8. 
Proof of Theorem 12. The necessity is a simple computation similar to [8]. 
(a) Paths of length m = 8s + 1 or 8~ + 7. The number of vertices to be labelled 
is&r+2 
(b)(l) 
(2) 
and 8s + 8 respectively, hence n = 0, 1 mod 4, apply Theorem 1. 
Paths of length m = 8~ or 8s + 6. 
Use Theorem 3. 
Paths of length m = 8s + 2 or 8s + 4. 
For m = 8s + 2 apply Theorem 7. 
For m = 8s + 4(s 2 2) use the following construction. 
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Label the vertices 1,2, . . . ,8.s + 5 
(r, 4s + 4 - r)i r=l,2,...,2.s+1 
(4s+3+r,&+4-r) r=l,2 ,..., s-2 
(5s+l+r,7s+4-r) r=l,2,.. . ,s 
(2s + 2, 6s + 3) (6s + 2, 8s + 5) (7s + 4,7s + 5). 
For s = 1 the solution is 
(127) (324) (5, 8) (6, 11) (10, 12) (9, 13) 
(c)(l) Paths of length m = 8s + 3. 
Use Rosa’s construction [7] for n = 1 mod 4. 
(2) Paths of length m = 8s + 5(s 2 3). 
Label the vertices 1,2, . . . , 8s + 6 
(r, 4s + 4 - r) r=1,2,...,2s+l 
(5s + 4 + r, 7s + 7 - r) r=l,2,...,s+l 
(4s + 2 + 2r, 8s + 7 - 2r) r = 1, 2, . . . , [s/2] 
(4s + 5 + 2r, 8s + 8 - 2r) r = 1, 2, . . . , [(s - 1)/2] 
(2s + 2, 4s + 5). 
For s = 1 the solution is 
(2, 3) (11, 13) (7, lo), (1, 5) (4, 9) (8, 14). 
For s = 2 the solution is 
(1, 11) (2, lo), (3,9), (4, 8) (5, 7) (6, 13) (12, 21) 
(14, 15) (16, 19), (17, 22). 0 
Cycles 
Let us assume that vertices of the cycle are the residues (1, 2, . . . , m} in Z,. 
The edges are (i, i + 1) mod (m). Define 
lj] = min (j, m -j), d,(i, j) = Ii - jl. 
For even cycles we get the following necessary conditions because the parity of 1 jl 
is well defined. 
Assume that every two vertices ai, bi of the cycle are Skolem labelled i, 
16 i s m/2 = n. Note that 
bi - ai = 
d,(ai, bi), if bi > ai; 
d,(q, bJ f 2n otherwise 
Skolem labelled graphs 
therefore 
311 
2 bj - ai = n(n2+ ‘) f 2sn, 
where s is an integer but 
2 bi + ai = 2n(2; + ‘) 
adding (1) and (2), then dividing by 2 
n(5n + 3) 
&% 4 fsn 
therefore 
(1) 
(2) 
2 bi f sn = n(5:+ 3, , 
but CF=r bi fsn is always an integer, thus n = 0, 1 mod 4. It is possible to label a 
cycle of length n ~0, 2 mod 8, by m/2 labels, but if the cycle length 
m = 4,6 mod 8 then the labelled cycle must have at least two hooks. 
Proof of Theorem W. (a)(l) Cycles of iength m = 84s L 2). 
Let the vertices be 1,2, . . . , m. 
ai 
1 
s+2 
2s+2 
2s+3 
2+i 
s+l 
8s+1-i 
6s+1+i 
3s +2 
s+3+i 
bi 
4s + 1 
s+3 
6s+1 
2 
4s+l-i 
7s + 1 
4s+l+i 
&+1-i 
5s + 1 
3s+2-i 
l<iCs-2 
IGiGs-1 
ISiCs-1 
l<iCs-2 
label of ai and bi 
4s 
1 
4s - 1 
2V+l 
4s - 1 - 2i 
2s 
4s - 2i 
2i 
2S-1 
2S-l-2U 
(a)(2) Cycles of length m = 8s + 2. 
Let the vertices be 1,2, . . . , m. We subdivide into two cases. 
Case 1: m=16r+2(rSl). 
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i 
4r + 1 
8r + 1 + 2i 
8r + 4 + 2i 
4r + 2 
12r + 4 
10r + 1 
10r + 3 + i 
bi 
8r+3-i 
12r + 3 
16r + 3 - 2i 
16r + 4 - 2i 
8r + 4 
12r + 5 
10r + 3 
14r + 5 - i 
lSiC4r 
l=SiSr-1 
l<iSr-1 
l=SiS2r-1 
Case 2: Cycles length m = 16r + 10 (r 2 1). 
ai 
i 
4r + 3 
8r + 5 + 2i 
8r + 8 + 2i 
4r + 4 
12r + 7 
14r + 10 
10r + 6 + i 
8r+7-i 
12r -t 9 
16r + 11 - 2i 
16r + 12 - 2i 
8r + 8 
12r + 8 
14r + 12 
14r + 10 - i 
lSiS4r+2 
lSiS2r 
(b) Cycles of odd length m 
(1) m = 8s + 1 (S 3 2). 
There are three subcases. 
Subcase: I: m = 24r + 1 (r > 1). 
ai bi 
1 16r+i 
label of ai and bi 
8r + 3 - 2i 
8r + 2 
8r + 2 - 4i 
8r - 4i 
4r + 2 
1 
2 
4r + 2 - 2i 
label of ai and b, 
8r + 7 - 2i 
8r + 4 
8r + 6 - 4i 
8r - 4i 
4r + 4 
1 
2 
4r + 4 - 2i 
label of ai and bi 
12r - 1 - i 
12r - 1 
4r 
8r+l-i 
18r 
24r + 1 
16r 
24r - i 
20r - i 
~ lSiS4r-2 
lSiC2r-1 
lSiS4r-1 
lSiS2r-1 
12r - 1 - 2i 
12r 
1 
4r + 1 - 2i 
12r - 1 
4r + 1 
4r 
12r - 2i 
4r - 2i 
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Subcuse II: m = 24r + 9 (r a 1). 
4 
i 
24r + 8 
4r + 1 
4r+2+i 
6r + 3 
20r + 7 
12r+4 
12r + 4 + i 
16r+5+i 
bi 
12r + 3 - i 
12r + 3 
4r + 2 
8r+3-i 
18r + 6 
24r + 9 
16r + 5 
24r + 8 - i 
20r + 7 - i 
SiS 
lGiG4r 
lsiG2r-1 
Subcuse III: m = 24r + 17 (r Z= 0). 
4 
i 
24r + 16 
4r + 2 
4r+3+i 
6r + 5 
20r + 13 
12r + 8 
12r + 8 + i 
16r + 11 + i 
16r + 11 
bi 
12r + 7 - i 
12r + 7 
4r + 3 
8r+6-i 
18r + 12 
24r + 17 
16r + 10 
24r + 16 - i 
20r + 13 - i 
20r + 14 
CiC 
laiC4r+l 
l=ZiC2r 
l<i<4r+l 
lsii2r 
(b)(2) Cycles of length m = Bs + 3 (s 2 2). 
Subdivided into 3 cases. 
SubcaseI: m=24r+3(rsl). 
ai 
1 
2 
2i + 1 
2i + 2 
4r + 1 
4r+3+i 
6r + 3 
6r + 2 
12r + 3 
12r + 3 + i 
16r+3+i 
bi 
12r + 1 
20r + 4 
12r + 1 - 2i 
12r + 4 - 2i 
4r + 3 
8r+3-i 
6r + 4 
18r + 3 
16r + 3 
24r+4-i 
20r + 4 - i 
lci<2r-1 
lGii2r 
lciC2r-2 
l<iC4r-1 
l<i<2r-1 
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label of ai and bi 
12r + 3 - 2i 
12r + 4 
1 
4r + 1 - 2i 
12r +3 
4r + 2 
4r + 1 
12r + 4 - 2i 
4r + 2 - 2i 
label of a, and bi 
12r + 7 - 2i 
12r+8 
1 
4r + 3 - 2i 
12r + 7 
4r + 4 
4r + 2 
12r + 8 - 2i 
4r + 2 - 2i 
4r + 3 
label of Ui and bj 
12r 
4r + 1 
12r - 4i 
12r + 2 - 4i 
2 
4r - 2i 
1 
12r + 1 
4r 
12r + 1 - 2i 
4r + 1 - 2i 
Subcase II: m = 24r + 11 (r 2 1). 
ai 
1 
2 
2i + 1 
2i + 2 
8r + 4 
4r+2+i 
6r + 2 
6r + 4 
12r+7 
12r+7+i 
16r + 9 + i 
16r + 9 
bi 
12r + 5 
20r + 10 
12r + 5 - 2i 
12r + 8 - 2i 
8r + 6 
8r+4-i 
6r + 3 
18r + 9 
16r + 8 
24r + 12 - i 
20r + 10 - i 
20r + 11 
lGiG2r 
lsis2r 
lGis2r-1 
lCis4r 
lGiG2r-1 
Subcase III: m = 24r + 19 (r 5 0). 
ai 
1 
2 
2i + 1 
2i + 2 
4r + 3 
4r+5+i 
6r + 7 
6r + 6 
12r + 11 
12r + 11 + i 
16r + 14 + i 
bi 
12r + 9 
20r + 17 
12r + 9 - 2i 
12r + 12 - 2i 
4r + 5 
8r+9-i 
6r + 8 
18r + 15 
16r + 14 
24r + 20 - i 
20r + 17 - i 
(b)(3) Cycles of length m = 8s + 5 (s 2 2). 
Subdivide to two subcases. 
Subcase I: m = 16r + 5 (r 2 1). 
ai 
i 
4r + 1 
4r + 2 
8r + 3 + 2i 
8r + 2 + 2i 
lOr+2 
10r + 4 + i 
12r + 5 
bi 
8r+3-i 
16r + 4 
12r + 4 
16r + 7 - 2i 
16r + 4 - 2i 
10r + 4 
14r + 6 - i 
12r + 6 
l<i<r 
l<iCr-1 
lsi<2r-1 
label of ai and bi 
12r + 4 
4r + 3 
12r + 4 - 4i 
12r + 6 - 4i 
2 
4r + 2 - 2i 
1 
12r + 5 
4r + 1 
12r + 5 - 2i 
4r + 1 - 2i 
4r + 2 
label of a, and bi 
12r + 8 
4r + 4 
12r + 8 - 4i 
12r+lO-4i 
2 
4r + 4 - 2i 
1 
12r + 9 
4r + 3 
12r + 9 - 2i 
4r + 3 - 2i 
label of ai and bi 
8r + 3 - 2i 
4r + 2 
8r + 2 
8r + 4 - 4i 
8r + 2 - 4i 
2 
4r + 2 - 2i 
1 
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ai 
i 
4r + 3 
4r + 4 
8r + 7 + 2i 
8r + 6 + 2i 
14r + 11 
10r + 7 + i 
12r + 9 
bi 
8r+7-i 
16r + 12 
12r + 10 
16r + 15 - 2i 
16r+ lo-2i 
14r + 13 
14r + 11 -i 
12r + 8 
SiS 
lGi=S4r+2 
lSiC2r 
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label of ai and bi 
8r + 7 - 2i 
4r + 4 
8r + 6 
8r + 8 - 4i 
8r + 6 - 4i 
2 
4r + 4 - 2i 
1 
For r = 0 the solution is: (8,9), (2,4), (l&13), (3,12), (6, ll), (1,7). 
(b)(4) Cycles of length m = 8s + 7 (s 2 1). 
ai bi li< label of ai and b; 
1 4s +5 
l+i 4s+4-i 
2s+2 8s+7 
2r+3 6s+5 
4s+5+i 8s+7-i 
7s + 6 7s + 7 
5s+4+i 7s+6-i 
l=SiC2s 
l<iCs-1 
(c)(l) Cycles of length m = 8.s + 4. 
Subdivide to two cases. 
Subcase I: m = 16r + 4 (r 3 2). 
ai 
i 
4r + 1 
4r + 2 
12r + 3 
8r + 4 + 2i 
8r + 3 + 2i 
14r + 4 
10r + 2 + i 
bi 
8r+3-i 
16r’+ 3 
12r + 2 
12r + 4 
16r + 6 - 2i 
16r + 3 - 2i 
14r + 6 
14r + 4 - i 
l<iSr-1 
lSiSr--1 
l=Zi=52r-1 
4s + 3 
4s + 3 - 2i 
2.s+2 
4s + 2 
4s + 2 - 2i 
1 
2s+2-2i 
label of ai and bi 
8r + 3 - 2i 
4r + 2 
8r 
1 
8r + 2 - 4i 
8r - 4i 
2 
4r + 2 - 2i 
316 E. Mendelsohn, N. Shalaby 
For r = 1 use: (13,14), (4,6), ($8) (11,15), (2,7), (12,18), (3,16), (9,17), 
(1,lO). 
Subcase II: m = 16r + 12 (r L 2). 
ai 
i 
4r + 3 
4r + 4 
12r + 6 
8r + 6 + 2i 
8r + 5 + 2i 
14r + 10 
lOr+4+i 
bi 
8r+7-i 
16r + 9 
12r + 8 
12r + 7 
16r + 12 - 2i 
16r + 9 - 2i 
14r + 12 
14r + 10 - i 
lsis4r+2 
lcisr-1 
l<iGr-1 
lcis2r+l 
label of ai and bi 
8r + 7 - 2i 
4r + 6 
8r + 4 
1 
8r + 6 - 4i 
8r + 4 - 4i 
2 
4r + 6 - 2i 
For r = 1 use: (17,18), (6,8), (23,26), (5,9), (16,21), (4, lo), (20,27), (3, ll), 
(19,28), (2,12), (7,24), (13,25), (1,14). 
(c)(2) Cycles of length m = 8s + 6 (s 2 2). 
ai bi 
i 4s+3-i 
2%s+2 6s+4 
2s+1 6+9 
4s + 3 4s + 7 
4s + 4 4s + 5 
4s +6 8s+6 
4s + 6 + 2i 8s+4-2i 
4s + 7 + 2i 8s+7-2i 
6s+5 6s+7 
l=Zi%s-2 
l<i=Gs-2 
label of ai and b, 
4s + 3 - 2i 
4s + 2 
4s - 2 
4 
1 
4s 
4s - 2 - 4i 
4s - 4i 
2 
For s = 1 use: (8,9), (3,5), (10,13), (12,2), (6, ll), (1,7). 
This concludes the proof of Theorem 13. 0 
4. Minimum embedding of paths and cycles 
In this section we will find the minimum Skolem labelled graph containing a 
path or a cycle, thus proving Theorems 14, 15. 
Theorem 14. The graph on the fewest vertices containing an induced path of length 
m which is Skolem labelled has m vertices for m = 1, 7 mod 8; m + 1 vertices, for 
m even ; m + 2 vertices for m = 3, 5 mod 8 (for m c 8 see Appendix). 
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Proof. (a) For paths of length m = 1, 7 mod 8 part (a) of Theorem 12 is the 
required minimum path. 
(b) For paths of even length. Use the same constructions of Theorem (12) part 
(b), then label the hook by m/2 + 1 travel towards the longer side of the path and 
attached a pendant vertex and label it by m/2 + 1. 
(c) For paths of length m = 3, 5 mod 8. Similarly, use the constructions of part 
(c) of Theorem 12 and apply the same procedure of part (b) to fill the two 
hooks. Cl 
Theorem 15. The graph with the fewest vertices containing an induced m-cycle and 
Skolem iabelled is for m 3 14; 
(a) m is odd, the cycle with one pendant edge added. 
(b) m = 0, 2 mod 8, the cycle itself. (We conjecture that the only 2-connected 
Skolem labelled graphs are these cycles). 
(c) m = 4, 6 mod 8, the cycle with two pendant edges added. 
Proof. (a) Use the same constructions of part (b) of Theorem 13, then add the 
extra label the same way we did in Theorem 14. 
(b) Use the constructions of part (a) of Theorem 13. 
(c) Use the constructions of part (c) of Theorem 13, and add the two new 
labels the same way we did in Theorem 14(c). 0 
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