The growing interest in developing video tracking algorithms has not been accompanied by the development of commonly used evaluation criteria to assess and to compare their performance. Researchers often present trackers' results on different datasets and evaluate them with different performance measures thus hindering both formative and summative quality assessment. In this paper, we present a protocol to evaluate the performance of tracking algorithms that tests video trackers using a set of trials and a pre-defined set of sequences and that enables objective and reproducible performance evaluation of trackers using ground truth information. Each trial highlights strengths and weaknesses of a tracker on simulated test scenarios on real sequences that represent real-world scenarios. Moreover a new evaluation measure is introduced that allows us to summarize the performance of a tracker based on the lost-track-ratio curve. The validation and the effectiveness of the proposed protocol is demonstrated experimentally on three trackers and its implementation is made available online to the research community.
INTRODUCTION
Video trackers are important temporal filters used in many applications ranging from human-computer interfaces to security and from behavior understanding to event detection. Despite their importance and their increasing diffusion, there is still a lack of a commonly accepted evaluation procedure that would allow effective evaluation and comparison of tracking algorithms.
Although several benchmark datasets and evaluation measures already exist, the analysis of the strengths and weaknesses of a specific tracker based only on the results reported in papers is still in most cases very difficult because of the lack of a commonly used evaluation protocol. Examples include the framework introduced by PETS (Performance Evaluation of Tracking and Surveillance), ETISEO (Evaluation du Traitement et de l'Interpretation de Sequences vidEO), CAVIAR (Context Aware Vision using Imagebased Active Recognition), CLEAR (Classification of Events, Activities and Relationships). Other smaller-scale evaluation frameworks include comprehensive proposals such as the one in [1] , and simple approaches such as the one based on "pseudo-synthetic video" sequences [2] , on frame-based and object-based metrics [3] , on the Label and Size Based Evaluation Measure (LSBEM) [4] , or on measuring the tracking difficulty using a reflective model [5] . None of these frameworks has yet been widely taken up by the research This work was supported in part by the EU, under the FP7 project APIDIS (ICT-216023). is its final evaluation score computed with reference to the ground truth Gt.
community, thus limiting the opportunity to effectively assess and easily compare video tracking results.
The contribution of this paper is threefold: (i) we propose a new comprehensive performance evaluation measure, (ii) we define an evaluation protocol and (iii) we make available its corresponding software implementation to facilitate its use by the research community. The protocol consists of a set of sequences and a set of evaluation procedures, or trials, which simulate real-world conditions such as changes in illumination, frame dropping, noise and various initialization errors. Each trial uses a predefined input-type generated by synthetically modifying either the test sequence or the initialization (bounding box) of the tracker. We also introduce an evaluation measure based on the area under the lost-track-ratio curve (AU C λ ), which effectively summarizes the performance of a tracker. The source code of the evaluation protocol is made available online at http://www.eecs.qmul.ac.uk/~andrea/pft.html. This paper is organized as follows. Section 2 presents the proposed evaluation protocol and describes the trials, the evaluation criteria and the dataset. This is followed by the experimental validation in Section 3. Section 4 concludes the paper.
THE EVALUATION PROTOCOL
Seven trials have been defined to evaluate the performance of video trackers. Each trial represents a scenario that trackers are likely to face in real-world applications. These trials cover scenarios such as errors in the initialization of the tracker, variations in illumination, delayed generation of the tracking results and noisy input data. ; (e-g) Example of frames in Trial 6 after changing illumination: (e) original frame, (f) the frame after increasing the illumination, (g) the frame after decreasing the illumination.
The first trial, Trial 0, is the reference trial that evaluates trackers using the original initialization, It, and test sequence, Vt,without any modifications. Then, the trial i initialization, It,i, and test sequence, Vt,i, are generated for the subsequent trials by adding a predefined perturbation to It, or to Vt, respectively.
Let a tracker Tj be tested on Vt,i and It,i to obtain the tracking result R j t,i , the estimated trajectory of the target on trial i. R 
Trials
Trials 1, 2 and 3 evaluate the robustness of trackers to initialization errors (e.g. possible errors of a detector). The tests are based on adding perturbations to the initialization data, namely the position and/or the size of the bounding box. Trial 1 adds perturbations to the position of the initializing bounding box only, while keeping its width and height unchanged ( Fig. 2(a) ); Trial 2 adds perturbation to the size (width and height) only ( Fig. 2(b) ); whereas Trial 3 adds perturbations both to the position and the size of the initializing bounding box ( Fig. 2(c) ). The amount of perturbation introduced in the data is a function of the size of the bounding box (width along x-direction and height along y-direction) with the constraint of a minimum 50% overlap between the modified bounding box and the original initialization. In each trial, the trackers are evaluated on a set of 20 perturbed initializations to test their robustness to initialization perturbations with a particular test sequence.
Trials 4, 5 and 6 evaluate the robustness of trackers to typical challenges such as noisy input generated by low-cost sensors, variations in illumination conditions and frame dropping. Trial 4 evaluates the robustness of trackers to the presence of noise in the video sequence. Zero-mean Gaussian noise is added to the three color channels, with σr = 8.59, σg = 8.40 and σ b = 11.96, as estimated from a low-quality webcamera (Creative webcam VF0330). Three test sequences are generated with twice, four times and six times the estimated variances (σ [6] . In this trial, video sequences are generated by regularly dropping a certain number of frames (m − 1) from the video sequence where m = 2, 4, 6, 8. Finally, Trial 6 evaluates the robustness of trackers to illumination changes. Two test sequences are generated by either increasing (+∆L) and decreasing (−∆L) synthetically the illumination over time. The illumination is changed by adding or subtracting (with saturation) ∆L = 0, 1, 2, ..., 200 to or from the intensities of pixels of frames (k = 1, 2, 3, ..., 201) , respectively. When the number of frames in the video sequence K > 201, the amount of illumination change in the remaining frames is kept constant to ∆L = 200. When K < 201, the amount of illumination change is ∆L = 0, 1, 2, ..., (K − 1) in frames k = 1, 2, 3, ..., K respectively. Fig. 2(e-g) shows the visualization of frames (sequence taken from www.spevi.org) after both an increase and a decrease of the illumination.
In the experiments, the trials are run several times on probabilistic trackers and the mean of their results is evaluated for an accurate performance evaluation.
Evaluation criteria
The evaluation criteria measure the performance of the tracking results with reference to a ground truth. We use as starting evaluation criteria the overlap measure, O k , at each frame k and the lost-track ratio, λ. These criteria will allow us to define a new comprehensive measure of performance, the area under the lost-track ratio curve (AU C λ ), as described below.
The overlap measure, O k , quantifies the amount of overlap between the estimated and the ground-truth bounding boxes. O k is computed at every frame where the target exists [7] :
where |T P k | is the number of pixels that are correctly detected at frame k as belonging to the target, |F P k | is the number of pixels incorrectly detected and |F N k | is the number of pixels missed by the tracker. The larger O k , the better the tracking result. The lost-track ratio, λ, is computed based on O k over a test sequence [7] . A track in a frame k is considered to be lost when the amount of overlap between the estimated track and the ground truth is smaller than a certain value, i.e. O k ≤ τ , where τ ∈ [0, 1]. λ is the ratio between the number of frames with a lost track, N l , and the total number of frames N of the estimated target trajectory:
Because the appropriate value of τ is different for different tracking applications, we consider the variation of λ for a full range of τ values, from τ = 0 to τ = 1 with an increment of ∆τ = 0.01. We refer to these parameterized values of the lost-track ratio as λ(τ ). Based on λ(τ ), we finally introduce a compact measure, AU C λ , that quantifies the performance of trackers by computing the area under the lost track ratio curve as
with 0 ≤ AU C λ ≤ 1. The lower the area under the lost track ratio curve (AU C λ ), the better the results (Fig. 3) . The ideal performance of a tracker corresponds to AU C λ = 0. 
Dataset
The selection of the dataset for PFT is made considering the diversity of targets (rigid and articulated) and the widespread availability of and access to the test sequences. The selected targets cover a range of tracking challenges such as partial and total occlusions, 360 degrees turnings, tilting, scale changes and random-path movements.
The targets are shown in Figure 4 : a vehicle (H1) from PETS2000 1 , a person walking (H2) from PETS2010 2 , a head (H3) from Clemson 3 , and a head (H4) from the SPEVI 4 dataset. H1 is a rigid target (initial size: 227 × 108) whose minimum and maximum size in the sequence are 2067 and 24516 (pixels), respectively. The sequence containing H1 has 160 frames (frame size: 576 × 768). H2 is an articulated target having an initial size of 30 × 87 pixels. Its minimum and maximum size are 180 and 3444 (pixels), respectively. The sequence containing H2 is of 150 frames (frame size: 576×768). The initial size of H3 is 39 × 46 pixels and its minimum and maximum size are 192 and 2646 (pixels) respectively. The corresponding sequence has 501 frames (frame size: 96 × 128) and is characterized by pan, tilt and zoom movements of the camera. The initial size of H4 is 62 × 66 pixels and its minimum and maximum size are 370 and 40128 pixels, respectively. The corresponding sequence has 550 frames (frame size: 240 × 320).
Each tracker is evaluated on a total of 52 (13×4) sequences generated in the trials by modifying the dataset. In the following section, we shall highlight the strengths and weaknesses of three trackers by evaluating their performance using the proposed protocol.
EXPERIMENTAL VALIDATION
The proposed protocol is validated by evaluating and comparing the color-based adaptive Particle Filter tracker (PF) [8] , the Mean Shift tracker (MS) [9] and the Hybrid tracker [10] . The results are summarized in Table 1 and Figure 5 .
The performance evaluation results of the three trackers show that PF and the Hybrid tracker are more robust to cope with occlusions compared to MS, as shown for example in trial 0 with H2 and H3 (both involves occlusions) in Table 1 . The evaluation with H1 and H2 shows that MS and Hybrid are more robust to perturbations in the initialization than PF, as reflected in the variations of their AU C λ scores (Table 1 ) on trials 1-3 (note that in a few cases, the variations are comparable for all trackers). With H3, MS is found to be more sensitive to perturbations in initialization than PF and Hybrid. The evaluation results of PF with H4 show that the variations of its AU C λ scores are smaller than those of MS and Hybrid; however its mean AU C λ scores are considerably higher. AU C λ scores for three trackers on trial 1 − 3 are plotted in Fig. 5 .
The overall evaluation results show that PF and Hybrid are more robust to noise than MS. This is reflected in the variations of their AU C λ scores computed for the three levels of Gaussian noise (twice, four times and six times (σ Table 1) . The values of variations are lower for PF and Hybrid as they are more robust to noise than MS.
The Hybrid tracker is robust to fast movements of a target as shown in the variations of its AU C λ scores on trial 5, which are generally smaller than those of MS and PF (Table 1) . PF has a better performance on H3 and H4, whereas MS has a better performance on H1 and H2, as shown in the variations of the AU C λ scores on trial 5 (Table 1) . Interestingly, the variation of the AU C λ scores of MS on H2 is even lower than that of the Hybrid tracker.
Finally, the evaluation results show that MS is sensitive to illumination changes compared to PF and Hybrid, as reflected in its performance on trial 6. Although the variations of its AU C λ scores are mostly very small, its mean AU C λ scores on trial 6 are generally very large (Table 1) showing that its performance declined significantly both for the case of increasing and decreasing illumination. PF and Hybrid have better performance. Figure 6 shows the mean AU C λ scores of the trackers in each trial and the average AU C λ scores of the trackers across all the trials: the Hybrid tracker has the best performance, followed by PF and then MS.
In summary, based on the outcomes of the protocol, the observations that were offered in [8, 9, 10] have been confirmed numerically, thus providing an objective ground for comparison among trackers and their characteristics. PF is found to be robust to occlusions. MS and Hybrid are found to be more robust to cope with initialization perturbations on H1 and H2; however, the performance of trackers changed on H3, which contains a larger target and camera motion. PF and Hybrid showed better performance than MS in the presence of noise in the sequence, as expected by methods using particle filtering verus a deterministic gradient descent approach. Hybrid is better at dealing with fast movements compared to the other two trackers. Finally, PF and Hybrid are better at coping with . Mean AU C λ scores for each tracker in each trial (0 -6) and overall mean AU C λ scores (Average) for each tracker across all the trials.
CONCLUSIONS
We presented an evaluation protocol and a new compact performance measure to quantify the performance of video trackers and enable the comparison of their robustness in different real-world scenarios. The variability of these scenarios is controlled by incorporating perturbations to initializations and variations in illumination, noise and frame rate of the test sequences. The proposed protocol was validated on three well-known trackers and their evaluation results confirm the analysis of previous studies thus validating the effectiveness of the protocol. Our current work focuses on the performance evaluation and comparison of a larger set of trackers using the proposed evaluation protocol.
