A bounded cyclic self-adjoint operator C defined on a separable Hilbert space H can be represented as a tridiagonal matrix with respect to the basis generated by the cyclic vector. An operator / can then be defined so that CJ -JC = -2iK where K also has tridiagonal form. If the subdiagonal elements of C converge to a non-zero limit and if K is of trace class then C must have an absolutely continuous part.
Introduction.
A bounded cyclic self-adjoint operator C defined on a separable Hilbert space H has a tridiagonal matrix representation with respect to the basis generated by the cyclic vector. The spectral properties of C are studied in [1] under the assumption that the main diagonal elements in the tridiagonal representation are zeros. In this case C is the real part of a weighted shift operator, and if / is the corresponding imaginary part then CJ -JC = 2iK where K is diagonal. It is shown in [1] that C has an absolutely continuous part if K is of trace class.
The purpose of this paper is to extend the above result to tridiagonal matrices with non-zero diagonal. This extension is significant for the study of systems of orthogonal polynomials which satisfy a three term recursion formula. The coefficients in the recursion formula correspond to a unique tridiagonal matrix whose spectral measure is the measure of orthogonality for the system of polynomials. If the measure is symmetric about the origin (as in the case of the normalized Legendre polynomials) then the diagonal entries of the corresponding tridiagonal matrix will be zero. See Then φ n = P n (C)φ 1 with P x (λ) = 1, P 2 (λ) = (λ -b x )/a λ and for n > 2, a n-\ It follows that C is the real part of the operator T defined by Tφ n = b n φ n + 2a n φ n+v If / = (l/2/)(Γ + T*) then CJ -JC = -2iK where K = [k tJ ] has tridiagonal form with
The aim now is to analyze the spectrum of C if Σ|A: ί7 | < oo and Σ\k t i+ι \ < oo. Note that in this case lim a n and limb n exist. If lima n = a (a Φ 0) and Iim6 rt = 0 then the spectrum of C at least contains the interval ( -2α,2α). Note also that the diagonals of K are absolutely summable whenever K > 0 so that T is hyponormal. (-1,1) .
Proof. The plan is to first consider an operator obtained from C by replacing a finite number of constants in such a way as to simplify the structure of K and make use of the absolute summability of the diagonals. Case II. Suppose j^P^dμ < μ(Δ) = j^P^ dμ except for a finite number of n. Then there exists N such that j^P^dμ = max/ Δ P rt 2 dμ. Adding and substracting to the expansion of (KE(Δ)φ 1 , £'(Δ)φ 1 ) in (2.1) and using the expression for S N given in the lemma it follows that (KE (A)φ 1 ,E(A)φ 1 Finally it should be observed that the above theorem becomes false under the weaker condition that K is compact. To see this assume that the main diagonal elements of C are zero and define a\ n _ x = 1, al n = (n + \) 2 
