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1Scaling Transform Based Information
Geometry Method for DOA Estimation
Yang-Yang Dong, Chun-Xi Dong, Wei Liu, Senior
Member, IEEE, Ming-Ming Liu, and Zheng-Zhao Tang
Abstract
By exploiting the relationship between probability density and the differential geometry structure of received data
and geodesic distance, the recently proposed information geometry (IG) method can provide higher accuracy and
resolution ability for direction of arrival (DOA) estimation than many existing methods. However, its performance
is not robust even for high signal to noise ratio (SNR). To have a deep understanding of its unstable performance,
a theoretical analysis of the IG method is presented by deriving the relationship between the cost function and
the number of array elements, powers and DOAs of source signals, and noise power. Then, to make better use of
the nonlinear and super resolution property of the cost function, a Scaling TRansform based INformation Geometry
(STRING) method is proposed, which simply scales the array received data or its covariance matrix by a real number.
However, the expression for the optimum value of the scalar is complicated and related to the unknown signal DOAs
and powers. Hence, a decision criterion and a simple search based procedure are developed, guaranteeing a robust
performance. As demonstrated by computer simulations, the proposed STRING method has the best and robust
angle resolution performance compared with many existing high resolution methods and even outperforms the classic
Cramer-Rao bound (CRB), although at the cost of a bias in the estimation results.
Index Terms
direction of arrival estimation, information geometry, scaling transform, STRING.
I. INTRODUCTION
Direction of arrival (DOA) estimation for multiple sources has very important applications including wireless
communications, radar, sonar, and electronic reconnaissance, etc [1]–[3]. The key property of modern DOA es-
timation methods is their ability to resolve sources placed spatially within the Rayleigh resolution of a sensor
array. These methods are often called as high resolution even super resolution methods and can be classified
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2into three main approaches. The first is subspace based method assuming source signals and noise are located in
two orthogonal subspaces, such as multiple signal classification (MUSIC) [4], estimation of signal parameters via
rotational invariance technique (ESPRIT) [5], and the propagator method (PM) [6]. For the second approach, it
treats DOA estimation as a data fitting problem and two representative methods are maximum likelihood (ML)
[7]–[10] and subspace fitting (SF) [11], [12]. Since they normally require multidimensional search or nonlinear
optimization with a very high computational cost, many computationally efficient methods have been developed, such
as alternating projection (AP) [13], expectation maximization (EM) [14], iterative quadratic maximum likelihood
(IQML) [15], [16], and iterative method of direction estimation (IMODE) [17]. The third approach is based on
sparse representation, which treats DOA estimation as a sparse recovery problem [18]–[21].
To improve the DOA estimation performance beyond these classic approaches, many methods have utilized
different properties of source signals and array geometry, such as higher order statistics [22], [23], quasi-stationary
signals [24]–[26], non-circular source signals [18], [27]–[29], nested or co-prime arrays [26], [30], [31], et al.
However, utilization of these special properties also means their application is restricted and less general.
Most recently, a new approach for DOA estimation was introduced based on information geometry (IG) [32],
which can provide a higher resolution than conventional methods without placing strong constraints on properties
of source signals and array geometry. As discussed in [33], the cone of the covariance matrix is not a vector space
and the utilization of other distances, e.g., Euclidean distance, may result in performance degradation. The core
idea of the IG method is to establish an optimization problem by exploiting the geodesic distance criterion and
solving it using linear search, and an additional benefit is that it can handle the underdetermined case. However,
its performance is sensitive to the value of noise and source signal powers in addition to the signal to noise ratio
(SNR), and it may not give effective estimates even for a high SNR.
To have a more consistent performance while keeping its high resolution, in this work, we first give an analysis
to the IG method and derive the analytical expression for the IG spectrum cost function with respect to the number
of array elements, signal and noise power, and source DOAs for single and two sources cases, where their values
have a great effect on the estimation performance and may cause failure of the method. Then, considering the
nonlinear relationship between the IG spectrum cost function and these parameters, a simple Scaling TRansform
based INformation Geometry (STRING) method is proposed, which can change the value of the original cost
function and generate peaks at true DOAs. Specifically, the optimum scaling coefficients are derived for single and
two closely spaced sources. However, the optimum scaling coefficient is complicated and related to unknown DOAs
and unknown source signal and noise powers. Therefore, a linear search based approach is proposed for finding
the optimum scaling coefficient to provide a condition for high resolution and stable estimation performance. As
shown by computer simulations, the proposed method outperforms the existing ones and the classic Cramer-Rao
bound (CRB), although at the cost of a bias in the estimation results.
The remaining parts of the paper are organized as follows. In Section 2, the signal model is introduced and an
analysis of the IG method is performed in Section 3, while the proposed estimation method is presented in Section
4. Simulation results are provided in Section 5 and conclusions are drawn in Section 6.
3Notations: matrices and vectors are denoted by boldfaced capital letters and lower-case letters, respectively. (·)∗,
(·)T (·)H , and (·)−1 stand for conjugate, transpose, conjugate transpose, and inverse, respectively. E{·}, diag{·},
|·|, and tr{·} denote the statistical expectation, diagonalization, amplitude of a complex number, and the trace of a
square matrix, respectively.
II. SIGNAL MODEL
Consider an M-element uniform linear array (ULA) with interspacing d and assume there are K uncorrelated
narrowband far-field sources with wavelength λ impinging from directions θ = [θ1, θ2, · · · , θK ]
T . The received
signal vector of the ULA at the nth snapshot (n = 1, 2, · · · , N ) can be represented by
x(n) = A(θ)s(n) +w(n) (1)
where A(θ) = [a(θ1),a(θ2), · · · ,a(θK)], a(θk) = [1, zk, · · · , z
M−1
k ], and zk = exp(−j2pid sin θk/λ). Since the
source signals are uncorrelated, E{s(n)sH(n)} = diag{p1, p2, · · · , pK}. The noise signals are considered to be
independent and identically distributed (i.i.d.) complex Gaussian, i.e., w(n) ∼ CN(0, σ2wIM ), and uncorrelated
with signals.
III. ANALYSIS OF THE IG METHOD
A. Brief review of the IG method
For the IG method, using the principle of information geometry, the DOA estimation problem can be transformed
into the following optimization problem [32],
min
R˜,A˜(θ)∈A
dG(Rxx, R˜) s.t. R˜ = A˜(θ)A˜(θ)
H (2)
where A is the set of feasible array manifold matrices, and the covariance matrix is Rxx = E{x(n)x
H(n)} =∑K
k=1 pka(θk)a
H(θk)+σ
2
wIM . The notation dG(·, ·) represents the IG distance and dG(Rxx, R˜) =
∑M
m=1 (log ςm)
2
,
where {ςm}
M
m=1 are the eigenvalues given by the generalized eigenvalue decomposition (GEVD) of Rxx and R˜.
It is noticed that (2) can be solved via multidimensional search with a high computational complexity. To reduce
it, Coutino et al. transformed it into the following rank-one problem [32],
max
θ∈[−90◦,90◦]
f(θ) = 1/dG(Rxx, R˜(θ)) (3)
where R˜(θ) = a(θ)aH(θ). (3) is the optimization problem of the IG-Pencil method and can be solved easily with
a simple linear search.
Additionally, Coutino et al’s proved that (3) is equivalent to the MVDR-like optimization problem [32],
max
θ∈[−90◦,90◦]
f(θ) = 1/(log(aH(θ)R−1xxa(θ)))
2 (4)
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Fig. 1. Diagram of f(g(ξ)) = 1/(log(g(ξ)))2.
B. Analysis of the IG method
Since (3) and (4) are equivalent, our analysis with respect to different number of sources is based on (4) for
simplicity.
Case 1 (K = 1):
With the Sherman-Morrison-Woodbury Formula [34], the inverse of Rxx can be expressed as,
R
−1
xx =(p1a(θ1)a
H(θ1) + σ
2
wIM )
−1
=
1
σ2w
IM −
p1
σ4w + σ
2
wp1M
a(θ1)a
H(θ1) (5)
Then, substituting (5) into aH(θ)R−1xxa(θ), we have
g(ξ)= aH(θ)R−1xxa(θ)
=
M
σ2w
−
p1
σ4w + σ
2
wp1M
a
H(θ)a(θ1)a
H(θ1)a(θ)
=
M
σ2w
−
p1
σ4w + σ
2
wp1M
|ξ|
2
(6)
where |ξ| =
∣∣aH(θ)a(θ1)∣∣ = ∣∣∣ sin(Mpid(sinθ−sin θ1)/λ)sin(pid(sinθ−sin θ1)/λ)
∣∣∣ and |·| gives the amplitude of a complex number. It can be
proved that 0 ≤ |ξ| ≤ M , and “=” holds for |ξ| = M if and only if θ = θ1. From (6), we know that g(ξ) is
monotonically increasing with respect to |ξ| ∈ [0,M ]. Hence, its maximum and minimum are gmax(ξ) = M/σ
2
w
(|ξ| = 0) and gmin(ξ) = M/(σ
2
w + p1M) (|ξ| = M ) .
Given that f(θ) is not monotonic and as shown in Fig. 1, we redefine the cost function in (4) as f(ξ) = f(g(ξ)) =
1/(log(g(ξ)))2, and analyze its performance in three different regions:
(Region 1): gmax(ξ) ≤ 1 (i.e., σ
2
w ≥ M ), the maximum of f(g(ξ)) will be achieved at g(ξ) = gmax(ξ), while
its minimum is satisfied with g(ξ) = gmin(ξ). That is to say, no matter how large p1 or SNR is, there will be a
deep trough in the IG spectrum for the true DOA θ1 and several spurious peaks for false θ’s which are satisfied
with |ξ| = 0.
5(Region 2): 0 < gmin(ξ) < 1 < gmax(ξ) (i.e., (1 − p1)M < σ
2
w < M ), f(g(ξ)) reaches its maximum when
g(ξ) = 1. It can be derived that
g(ξ) = 1⇔
M
σ2w
−
p1
σ4w + σ
2
wp1M
|ξ|
2
− 1 = 0
⇔ |ξ| =
√
(M − σ2w)(p1M + σ
2
w)
p1
(7)
With (1 − p1)M < σ
2
w < M , we have |ξ| < M . Then, we can obtain the maximum of f(g(ξ)) for |ξ| < M .
Recalling that f(g(ξ)) is quadratic with respect to ξ, there are two different solutions for one single source, i.e.,
there are two different estimation results θˆ11 and θˆ12 for θ1, and∣∣∣aH(θˆ11)a(θ1)∣∣∣= ∣∣∣aH(θˆ12)a(θ1)∣∣∣
=
√
(M − σ2w)(p1M + σ
2
w)
p1
⇔ sin θ1 − sin θˆ11 = sin θˆ12 − sin θ1 (8)
which means the IG method can result in the spectral splitting phenomenon. In this case, we can obtain the DOA
result by averaging the two sine values and calculating its arcsine.
(Region 3): gmin(ξ) ≥ 1 (i.e., σ
2
w ≤ (1− p1)M ), the maximum of f(g(ξ)) is reached at g(ξ) = gmin(ξ). Hence,
there exists a single peak in the IG spectrum for θ = θ1, i.e., a correct estimate. Moreover, since there always exists
noise in a real system, i.e., σ2w > 0, to ensure σ
2
w ≤ (1 − p1)M , the power of source signal should be less than
one, i.e., p1 < 1.
According to the analysis above, the performance of the IG method is related to the number of array elements,
signal power and noise power (not only SNR).
Now we provide some simple simulation results to demonstrate the above analysis. One source signal impinges
on a ULA from θ1 = 30
◦ with M = 4 and N = 1000. The settings of p1 and σ
2
w are listed in Table I for three
different regions. The results are shown in Table I and Fig. 2, which are consistent with the analysis. Furthermore,
totally different performances have been obtained with the same SNR, but different signal and noise power values,
showing the sensitivity of the IG method. As a result, the IG method can only be applied to some specific scenarios
with constraints on M , p1 and σ
2
w.
TABLE I
PARAMETER SETTINGS AND RESULTS FOR THE IG METHOD WITH A SINGLE SOURCE.
Region 1 Region 2 Region 3
p1 50 30 0.9
σ2w 5 3 0.09
Results False Splitting Spectrum True
Case 2 (K = 2):
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Fig. 2. Spectrum for the IG method with a single source in different regions.
Denote the power and DOAs of two sources as p1, θ1, p2, and θ2, respectively. Similar to (5), we can obtain
R
−1
xx as follows,
R
−1
xx = (p1a(θ1)a
H(θ1) + p2a(θ2)a
H(θ2) + σ
2
wIM )
−1
=
1
σ2w
IM −
p1t2
v
a(θ1)a
H(θ1)−
p2t1
v
a(θ2)a
H(θ2)
+
p1p2ξ12
v
a(θ1)a
H(θ2) +
p1p2ξ
∗
12
v
a(θ2)a
H(θ1) (9)
where ξ12 = a
H(θ1)a(θ2), t1 = σ
2
w + p1M , t2 = σ
2
w + p2M , and v = σ
2
w(t1t2 − p1p2|ξ12|
2
).
Then, substituting (9) into aH(θ)R−1xxa(θ), we have
g(ξ1, ξ2, ξ12)= a
H(θ)R−1xxa(θ)
=
M
σ2w
−
p1t2
v
|ξ1|
2
−
p2t1
v
|ξ2|
2
+
p1p2ξ12
v
ξ1ξ
∗
2 +
p1p2ξ
∗
12
v
ξ∗1ξ2 (10)
where ξ1 = a
H(θ)a(θ1), and ξ2 = a
H(θ)a(θ2).
If M is large, θ1 is far away from θ2 and the search angle θ is close to θ1 or θ2, |ξ12| / |ξ1| ≈ 0 or |ξ12| / |ξ2| ≈ 0,
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Fig. 3. Spectrum for the IG method with two sources.
and g(ξ1, ξ2, ξ12) degenerates to g(ξ1) or g(ξ2) in (6) and has a similar performance mentioned in case 1 for two
sources.
However, if M is small or θ1 and θ2 are closely spaced, we can treat g(ξ1, ξ2, ξ12) as the combination of g(ξ1),
g(ξ2) and the cross-term corresponding to ξ12. Then, the spectrum of one source will have an effect on that of the
other and the cross-term may change one’s region. Recall that since each source has three different regions and
0 < g(ξ1, ξ2, ξ12) ≤ M/σ
2
w, there will be at least five situations. Therefore, we can see that the DOA estimation
problem resulting from the IG method is complicated and cannot be dealt with easily by some simple strategies to
handle all situations.
Besides, when the two sources belong to region 2, the neighbouring spurious peaks may merge to one or disappear.
Importantly, the IG method may result in ambiguity in distinguishing between the case with one source in region
2 and the case with two sources. For clarification, with M = 4 and N = 1000, simulation results are provided in
Figs. 3a -3b. In consideration of Fig. 2b, it is hard to distinguish the differences among the three.
Case 3 (K ≥ 3):
In this case, the analytical expression of f(θ) is complicated and it is hard to make quantitative analysis. However,
for the special case with some pairs of two closely spaced sources and some isolated single sources, it can be
classified into different combinations of case 1 and case 2 with two closely spaced sources, where each combination
has a similar performance shown in case 1 and case 2. Its analysis is omitted here.
Overall, as stated in [32], the IG method can provide higher resolution estimation than the MUSIC and MVDR
algorithms, but it may result in various ambiguities and even fail for high SNR. Given its unstable performance, a
robust and high resolution DOA estimation method using the IG principle is required.
8IV. PROPOSED METHOD
A. Influence of scaling transform on the IG method
Considering the analysis in Section III-B and the nonlinear expression of the IG cost function, we may find an
approach, which can change the values of signal and noise power, to tackle the problems of the original IG method.
A simple idea is to multiply x(n) with a positive number η (a scaling transform), i.e.,
x˜(n) = ηx(n) = ηA(θ)s(n) + ηw(n). (11)
It is easy to verify that
Rx˜x˜= E{x˜(n)x˜
H(n)}
=
K∑
k=1
η2pka(θk)a
H(θk) + η
2σ2wIM (12)
Therefore, similar to the analysis in Section III-B, we carry out the estimation using the modified covariance
matrix Rx˜x˜ with respect to different number of sources.
For K = 1, with (12), (6) can be expressed as
g˜(ξ)= aH(θ)R−1x˜x˜a(θ)
=
M
η2σ2w
−
p1
η2σ2w(σ
2
w + p1M)
|ξ|
2
(13)
According to the analysis in Section III-B, to obtain the unambiguous and correct DOA estimation, we should
make sure all values of g˜(ξ) belong to region 3, i.e., η2σ2w ≤ (1− η
2p1)M . Then,
η ≤
√
M
σ2w + p1M
(14)
It is noticed that there are infinite number of choices for η. As shown in Fig. 1, since f(θ) = f(g˜(ξ)) =
1/(log(g˜(ξ)))2 has the steepest slope at g˜(ξ) = 1, we can set ηopt =
√
M/(σ2w + p1M) to ensure the sharpest
spectrum, where the sharper spectrum, the more sensitive to search angles and the better angle estimation perfor-
mance. Since the estimation of Rx˜x˜ is usually obtained via Rˆx˜x˜ =
1
N
∑N
n=1 x˜(n)x˜
H(n), to avoid g˜(ξ) located in
region 2 resulting from the estimation bias of Rx˜x˜, we can set η a bit less than ηopt, such as η = 0.99ηopt. In
addition, it cannot avoid the problem completely for some cases, and we can perform a simple averaging operation
to deal with the spectrum splitting problem. Assuming that the two angle estimates of θ being θˆ11 and θˆ12, the
final estimate can be obtained as
θˆ = arcsin{(sin θˆ11 + sin θˆ12)/2}. (15)
Similarly, for K = 2, we can express (10) as follows,
g˜(ξ1, ξ2, ξ12)= a
H(θ)R−1x˜x˜a(θ)
=
M
η2σ2w
−
p1t2
η2v
|ξ1|
2
−
p2t1
η2v
|ξ2|
2
+
p1p2ξ12
η2v
ξ1ξ
∗
2 +
p1p2ξ
∗
12
η2v
ξ∗1ξ2 (16)
9Considering the mutual influence, to avoid spectral splitting and obtain the peaks of f(θ) = f(g˜(ξ1, ξ2, ξ12)) =
1/(log(g˜(ξ1, ξ2, ξ12)))
2 at θ = θ1 and θ = θ2 with the highest resolution, g˜(ξ1, ξ2, ξ12) should be equal to 1 for
θ = θ1 and θ = θ2. Moreover, the main purpose here is different from that of the K = 1 case, as the K = 2 case
focuses on the value of g˜(ξ1, ξ2, ξ12) for θ = θ1 and θ = θ2.
When θ = θ1, ξ1 = M and ξ2 = ξ12. Then, we have
g˜(ξ1, ξ2, ξ12) = 1
⇔
M
η21σ
2
w
−
p1t2M
2
η21v
−
p2t1
η21v
|ξ12|
2
+
p1p2M
η21v
|ξ12|
2
+
p1p2M
η21v
|ξ12|
2
= 1
⇔η1 =
√
Mt2 − p2|ξ12|
2
t1t2 − p1p2|ξ12|
2 (17)
It can be proved that 0 ≤ |ξ12| < M and η1 is a monotonically decreasing function of |ξ12| within its effective
zone. Therefore,
√
M/(σ2w + p1M + p2M) < η1 ≤
√
M/(σ2w + p1M). Additionally, for θ = θ2, η2 has a similar
expression as follows,
η2 =
√
Mt1 − p1|ξ12|
2
t1t2 − p1p2|ξ12|
2 , (18)
and
√
M/(σ2w + p1M + p2M) < η2 ≤
√
M/(σ2w + p2M).
As shown in (17) and (18), η1 and η2 are optimal. But they have complicated relationship with the unknown
DOAs and powers of sources and noises, which is hard to utilize directly. However, η1 and η2 are determined
uniquely, and a criterion can be established using their expressions, which can be utilized to verify if the estimation
results are correct or not.
For K ≥ 3, similar expressions can be derived for the scaling coefficient. However, it is too complicated and
may not have any value for practical use, and it is not provided here. Fortunately, the DOA estimation for K ≥ 3
can be divided into the combination of several K = 1 and K = 2 problems, which can make full use of the results
described above.
B. Proposed method
With the above analysis, we know that estimation of signal and noise power is crucial to the success of the IG
method. However, estimation of individual signal powers is a difficult problem. For many conventional applications,
the condition that sources have equal or approximately equal powers holds. Hence, as an approximation, we assume
all source signals have the same power, i.e., p1 = p2 = · · · = pK . With this assumption, the individual source
power can be obtained by estimating their sum. According to the subspace theory, the following results can be
10
proved
K∑
k=1
pk=
K∑
k=1
λk −
1
M −K
M∑
l=K+1
λl, (19)
σ2w=
1
M −K
M∑
l=K+1
λl, (20)
where Rxx =
K∑
k=1
λkuku
H
k +
M∑
l=K+1
λlulu
H
l represents its EVD. The eigenvalues are ordered with λ1 ≥ λ2 ≥
· · · ≥ λK > λK+1 = · · · = λM and {uk}
M
k=1 are their corresponding eigenvectors.
TABLE II
SUMMARY OF THE PROPOSED METHOD FOR TWO CLOSELY SPACED SOURCES.
1. Calculate the covariance matrix Rˆxx =
1
N
N∑
n=1
x(n)xH(n);
2. Apply EVD: Rˆxx =
2∑
k=1
λˆkuˆkuˆ
H
k
+
M∑
l=3
λˆluˆluˆ
H
l
;
3. Estimate signal and noise powers: pˆ1 = pˆ2 =
1
2
(
2∑
k=1
λˆk −
1
M−2
M∑
l=3
λˆl
)
, and σˆ2w =
1
M−2
M∑
l=3
λˆl;
4. FOR η ∈ [
√
M/(σˆ2w + pˆ1M + pˆ2M),
√
M/(σˆ2w + pˆ1M)]
FOR θ ∈ [−90◦, 90◦]
Obtain {θˆk}
2
k=1
via searching for spectrum peak of f(θ) = 1/
(
log
(
1
η2
a
H(θ)Rˆ−1xx a(θ)
))
2
;
END FOR
Calculate ε =
∣∣∣∣∣
√
Mtˆ2−pˆ2|ξˆ12|
2
tˆ1 tˆ2−pˆ1pˆ2|ξˆ12|
2
− η
∣∣∣∣∣ using {θˆk}2k=1, {pˆk}2k=1, and σˆ2w;
END FOR
5. Obtain the final estimates of {θˆk}
2
k=1
when ε reaches its minimum.
To obtain the angle estimation for a single source (K = 1), we can use the IG method and the proposed scaling
transform with optimum η in (14). For K = 2, with the equal signal power assumption and (17)-(18), η1 = η2.
Hence, only one optimum value η = η1 = η2 is required to solve. For clarification, the steps of the proposed method
are presented in Table II. The key idea is to set a scalar selection condition using the expression of optimum scaling
coefficients in (17) and (18), and obtain the optimum value through a linear search. Hence, a robust and satisfactory
performance by the proposed method is guaranteed.
As mentioned before, for K ≥ 3, we may often encounter the case of combination of some pairs of two closely
spaced sources and some isolated single sources. In this case, we can use (14) to determine the optimum η for the
isolated sources, while use the method in Table II for two closely spaced sources. Specifically, for more than one pair
of two closely spaced sources, we can choose an optimum η for one pair each time and treat other pairs as far-away
sources. Some initial estimation results may be required to help determine the angle pairs using the conventional
methods, such as MVDR [1], MUSIC [4], and IMODE [17]. In addition, the proposed STRING method cannot deal
with the case where sources cannot be divided into the combination of some pairs of two closely spaced sources
and some isolated single sources, because the proposed method in (11)-(14) and Table II cannot be applied to the
case with more than two closely spaced sources.
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Fig. 4. RMSE and bias versus SNR.
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V. SIMULATION RESULTS
In this section, we investigate the performance of the proposed method (denoted as ’STRING’, short for Scaling
TRansform based INformation Geometry) in comparison with that of IG [32], MUSIC [4] , MVDR [1], IMODE
[17], and deterministic CRB [8], respectively. It is assumed that d = λ/2, and the angle search range for all methods
is fixed as [−90◦, 90◦] with an interval of 0.01◦. The search step of η for the proposed method is 1/100 of the
search range. Besides, the signal to noise ratio (SNR) is defined as SNR = tr{A(θ)RssA
H(θ)}/(MKσ2w). The
bias and root-mean-square-error (RMSE) of DOA estimates from V Monte Carlo trials, and the corresponding CRB
of multiple source signals are calculated as,
BIASθ=
√∑V
v=1
∑K
k=1
∣∣∣θˆ(v)k − θk∣∣∣/(KV ) (21)
RMSEθ=
√∑V
v=1
∑K
k=1
(θˆ
(v)
k − θk)
2
/(KV ) (22)
CRBθ=
√∑K
k=1
CRBθk/K (23)
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where θˆ
(v)
k and CRBθk denote the estimate of the kth source signal in the vth trial, and the CRB of the kth source
signal, respectively.
Example 1: In the first example, we focus on the performance of STRING method under different SNRs. The
DOAs and powers of two sources are set to 5◦, 10◦, 1, and 1, respectively. With M = 4 and N = 500, the SNR
varies from -15 dB to 30 dB with an interval of 5 dB. The bias and RSME results are obtained via 1000 Monte
Carlo trials for each SNR, shown in Figs. 4a-4b.
From Fig. 4a, we can see that the proposed STRING method has the highest estimation accuracy among all
the examined methods for SNR ≤ 20dB and shows a better performance than the classic CRB, which indicates
the excellent resolution ability of the information geometry principle. However, for SNR ≥ 25dB, the original IG
method outperforms the STRING method, where the reason may be that the bias resulting from the search accuracy
of η using (17) and (18) is larger than that from the cross-term in (10), which indicates that the STRING method
is more sensitive to model mismatch errors under very high SNR cases.
As shown in Fig. 4b, although the STRING method obtains a better performance than CRB at the cost of a
non-zero bias, the bias is an affordable cost for an improved estimation result.
By the way, we treat the missing DOA estimate as 90 degrees in our Matlab code for convenience, and therefore,
RMSEs of about 50 degrees for IG, MUSIC and MVDR occur.
Example 2: In this example, the performance against the number of snapshots is examined. The settings are the
same as in Example 1 except that SNR = 10 dB and N ranges from 100 to 10000. The results are provided in Fig.
5a-5b.
As shown in Fig. 5a, the STRING method shows the best performance and is still better than CRB for all values of
N considered. Besides, the performance of the original IG method cannot be improved with the increasing number
of snapshots, since it does not consider the bias effect of the cross-term in (10). On the other hand, by employing
the proposed scaling transform to take into consideration the bias effect, the STRING method has benefited with an
improved DOA estimation accuracy. In addition, similar to Example 1, as shown in Fig. 5b, the STRING method
is biased.
Example 3: In this example, we investigate the performance under different angle separations. We fix θ1 = 5
◦ and
change θ2 with ∆θ=θ2−θ1 from 1
◦ to 10◦ with an interval of 1◦. The other settings are the same as in Example 1
except that the SNR = 10 dB. Fig. 6 shows the estimation results, where it can be seen that the STRING method
has the best ability to resolve two closely spaced sources.
Example 4: In this example, the performance of the STRING method with respect ot the power difference of
two sources is examined. The settings are the same as in Example 1 except that SNR = 10 dB and p2 − p1 ranges
from -10 dB to 10 dB with an interval of 1 dB while p1 is fixed as 0 dB. The RMSE results are presented in Fig.
7.
As shown, the performance of both STRING and IG varies greatly with the power difference. Specifically, when
the power difference of two sources is less than 3dB, STRING can still maintain its excellent performance. Besides,
STRING has the highest estimation accuracy when p2 − p1 = 0dB, while IG shows the best performance when
13
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p2 − p1 = −1dB. The reason is that the derivation of STRING is based on the equal power assumption and the
cost function of the IG method is nonlinear with respect to source power, which results in the best performance of
IG method happening at p2 − p1 = −1dB instead of 0 dB.
Example 5: In this example, we examine the performance of the STRING method for three sources against SNR.
Their DOAs and powers are −30◦, 5◦, 10◦, 1, 1, and 1, respectively. The other settings are the same as in Example
1. The initial estimations for the STRING method are obtained by the IMODE method. Fig. 8 shows the estimation
results.
As shown, STRING still has the best performance for three sources when SNR ≥ 5dB and it can improve the
estimation accuracy of the IMODE method. However, the performance of STRING degrades significantly owing
to the wrong initial estimations from the IMODE method. Moreover, the IG method cannot preserve its good
performance as shown in Example 1 due to the spectrum splitting phenomenon.
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VI. CONCLUSIONS
A robust and high resolution DOA estimation method based on the information geometry principle and a scaling
transform has been introduced. A detailed analysis of the original IG method was first provided, showing that the
unknown signal and noise parameters, i.e., powers and DOAs of source signals, and noise power, have a great effect
on the estimation performance. To tackle the problems encountered by the original IG method, a scaling transform
based technique has been introduced and considering the relationship between the optimum scalar with unknown
signal DOAs and powers, a linear search based procedure was developed to find the optimum scaling transform. As
demonstrated by computer simulations, the so-called Scaling TRansform based INformation Geometry (STRING)
method has achieved the best performance for most of the scenarios considered. However, it should be noted that the
superior performance of the proposed method is based on the assumption that the source signals have roughly the
same power and the source number is known or can be estimated in advance, and further investigation is needed
in the future for mixture of strong and weak signals. Besides, the proposed solution for two sources cannot be
extended to the case with three or more sources straightforwardly and it has its best performance when two sources
are closely spaced with each other.
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