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Instructions
Quantasoft has a proprietary video analysis system. The system focuses on tracking of car parks and public
areas that generate variable metadata from each major image.
The subject of the thesis is the research and selection of technologies for storing large volumes of
metadata with emphasis on visual content search (VCS-VA). VCS-VA must support semantic object search -
based on textual descriptions or visual contents, i.e. searching for a particular object or person according to
an image template.
1. Design and implement a versatile time-series based metadata storage for video analytics.
2. Design and implement .NET Core 2.1 compliant APIs for storing metadata from video analytics.
3. Design and implement .NET Core 2.1 compliant APIs for querying metadata from video analytics.
4. Test and evaluate performance of your solution.
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Abstrakt
Ciel’om tejto diplomovej pra´ce je analy´za, na´vrh a implementa´cia jednotne´ho
u´lozˇiska pre metada´ta z analy´zy vizua´lneho obsahu. Okrem na´hodne´ho pr´ıstupu
podporuje u´lozˇisko vyhl’ada´vanie na za´klade podobnosti vizua´lnych objek-
tov. Pra´ca sa zaobera´ aj na´vrhom a implementa´ciou API pre toto u´lozˇisko,
na´vrhom manazˇovacej databa´zy pre poskytovatel’ov metada´t a na´vrhom forma´tu
metada´t ukladany´ch v u´lozˇisku. Vy´sledky tejto pra´ce su´ nasadene´ v prostred´ı
spolocˇnosti Quantasoft.
Kl´ıcˇova´ slova pocˇ´ıtacˇove´ videnie, inteligentna´ analy´za videa, vyhl’ada´vanie
objektov podl’a podobnosti, embedding, cˇasove´ postupnosti
Abstract
The aim of this thesis is to analyze, design and implement a unified repository
for metadata from visual content analysis. In addition to random access, the
repository supports search based on visual object similarity. The thesis also
deals with the design and implementation of API for this repository, the design
of database management for metadata providers and the design of the meta-
data format stored in the repository. The results of this work are deployed in
Quantasoft.
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U´vod
S mas´ıvnym rozmachom vy´pocˇtovy´ch kapac´ıt za prijatel’nu´ cenu vhodny´ch
na spracovanie obrovsky´ch objemov da´t, graficky´ch kariet, multiprocesorovy´ch
pocˇ´ıtacˇov na jednej strane a na druhej strane cloudovy´ch sluzˇieb ako AWS,
Azure cˇi Google Cloud, priˇsiel ruka v ruke obrovsky´ boom vo vy´skume a mozˇ-
nostiach spracovania obrazu, pocˇ´ıtacˇovom viden´ı alebo anglicky computer vi-
sion (CV).
Spolocˇnost’ Quantasoft ma´ vo svojom portfo´liu sadu neza´visly´ch analy-
ticky´ch procesov ty´kaju´cich sa pocˇ´ıtacˇove´ho videnia zamerany´ch na roˆzne
segmenty trhu. Spolocˇny´m znakom procesov je, zˇe vy´sledok popisuje proceso-
vany´ sn´ımok alebo obra´zok. Spomı´nane´ popisy sa doneda´vna l´ıˇsili v za´vislosti
na urcˇen´ı. Mnohe´ popisy sa vyuzˇili iba docˇasne, napr´ıklad na vizualiza´ciu
priamo do videa, ale v za´pa¨t´ı sa vyhodili. Ine´ pracovn´ıci ukladali do rozlicˇny´ch
bina´rnych a textovy´ch forma´tov alebo si popisy vymienˇali v JSON forma´te cez
HTTP protokol. Skra´tka, v spolocˇnosti panovala nejednotnost’.
Ciel’ pra´ce
Ciel’om tejto pra´ce je navrhnu´t’ a implementovat’ jednotne´ u´lozˇisko pre me-
tada´ta z analy´zy vizua´lneho obsahu a na´sledne´ vyhl’ada´vanie v nˇom. Pri riesˇen´ı
ty´chto u´loh sme postupovali na´sledovne:
1. Analy´za proble´mu
2. Prieskum trhu
3. Vy´ber technolo´gie
4. Na´vrh riesˇenia
5. Implementa´cia riesˇenia
6. Testovanie riesˇenia
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U´vod
Su´cˇast’ou implementa´cie bol aj na´vrh aplikacˇny´ch rozhran´ı v niekol’ky´ch prog-
ramovac´ıch jazykoch.
Tomuto postupu odpoveda´ rozvrhnutie tejto pra´ce do jednotlivy´ch kapitol
a sekci´ı.
Okrem splnenia ciel’a pra´ce sme navrhli jednotnu´ podobu metada´t z roˆzno-
rody´ch analyticky´ch procesov. Pri plnen´ı ciel’ov pra´ce sme takisto navrhli a
implementovali manazˇovacu´ databa´zu, ktora´ slu´zˇi na evidenciu zdrojov me´di´ı,
poskytovatel’ov metada´t a zna´mych subjektov. Navrhli sme aj spolocˇny´ forma´t
na reprezenta´ciu metada´t z analy´zy obrazu.
Forma´tovanie
V celej za´verecˇnej pra´ci je pouzˇity´ nasleduju´ci sˇty´l forma´tovania textu:
Rezom pı´sma s rovnaky´m odstupom budu oznacˇene´ na´zvy tried, funkci´ı, da-
taba´zovy´ch tabuliek, procedu´r, st´lpcov a identifika´torov.
Kurz´ıvou budu´ oznacˇene´ cudzie vy´razy alebo odborne´ skratky.
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Kapitola 1
Problematika analy´zy videa
Analy´za videa je proces, pri ktorom sa obrazova´ informa´cia pomocou sˇirokej
sˇka´ly algoritmov spracuva´va do podoby metada´t. Analy´za videa spada´ pod
discipl´ınu pocˇ´ıtacˇove´ho videnia, anglicky computer vision.
Ciel’om pocˇ´ıtacˇove´ho videnia je vyt’azˇenie uzˇitocˇny´ch informa´ci´ı
z obra´zkov. Toto sa uka´zalo ako necˇakane na´rocˇna´ u´loha; za uply-
nule´ sˇtyri deka´dy zamestnala tis´ıce inteligentny´ch a tvorivy´ch mysl´ı,
a napriek tomu sme sta´le d’aleko od vytvorenia univerza´lneho “vi-
diaceho stroja”.
— Strana 16, Computer Vision: Models, Learning, and Inference, 2012.
V konecˇnom doˆsledku pri analy´ze videa ide o spracovanie obra´zkov, na-
kol’ko video je sekvencia obrazovy´ch sn´ımkov, ktore´ su´ video deko´derom skon-
vertovane´ a ulozˇene´ do kompatibilne´ho kontajnera. Kontajnery podporuju´
dvojaky´ spoˆsob transportu za´znamu, bud’ vo forme su´borov na l’ubovol’nom fy-
zickom me´diu alebo ako tok da´t, tzv. video stream. Spoˆsob sˇ´ırenia obrazove´ho
za´znamu ma´ za´sadny´ vplyv na mozˇnosti spracovania videa, vymedzuje mi-
nima´lne hardve´rove´, softve´rove´ a cˇasove´ na´roky na implementovane´ riesˇenie.
V prostred´ı spolocˇnosti Quantasoft je na video stream alebo video su´bor
nazerane´ ako na sekvenciu dvoj´ıc xt, kde sn´ımok x je RGBA bitmapa s cˇasovou
znacˇkou t. Cˇasova´ znacˇka moˆzˇe reprezentovat’ poradove´ cˇ´ıslo sn´ımku s pocˇiat-
kom v 1. (FrameId) alebo aktua´lny cˇas sn´ımku v dobe za´znamu (FrameTsUtc).
1.1 Spracovanie v rea´lnom cˇase
Magickou hranicou alebo obvykly´m orientacˇny´m bodom je spracovanie v rea´l-
nom cˇase. Pod ty´mto pojmom si moˆzˇeme predstavit’ spracovanie videa pocˇas
jeho prehra´vania v jeho origina´lnej kvalite, tj. pri zachovan´ı poˆvodnej sˇ´ırky
a vy´sˇky obrazu, obrazove´ho rozl´ıˇsenia a pri zachovan´ı pocˇtu prehra´vany´ch
sn´ımkov za sekundu (fps).
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1. Problematika analy´zy videa
1.1.1 Pr´ıklad spracovania v rea´lnom cˇase
Majme video vo FullHD rozl´ıˇsen´ı a priemerne 30 sn´ımkov za sekundu bez pre-
klada´vania (angl. progressive scan). Pre jednoduchost’ a priblizˇnu´ predstavu
uvazˇujme nad RGBA pixelmi, kde jedna farebna´ zlozˇka v nekomprimovanom
stave zabera´ 8 b. Za jednu sekundu cez spracovanie videa pretecˇie prihlizˇne
1,85 GiB surove´ho videa. Jeden sn´ımok ma´ okolo 63,3 MiB a jeho spracovanie
v rea´lnom cˇase mus´ı analyticky´ na´stroj stihnu´t’ do 33,3 milisekundy a do tejto
doby mus´ı stihnu´t’ vy´sledky analy´zy zobrazit’ alebo ulozˇit’.
1.2 Algoritmy analy´zy videa
Inteligentna´ analy´za videa (IVA) pre dany´ sna´mok xt je odka´zana´ na algo-
ritmy detekcie objektov. Tieto typy algoritmov su´ tre´novane´ na obrovsky´ch
da´tovy´ch mnozˇina´ch s vysvetleny´mi preddefinovany´mi objektami. Na ty´chto
mnozˇina´ch su´ natre´novane´ hlboke´ neuro´nove´ siete (anglicky deep neural net-
works), takzvany´ model. Jeho vy´stupom su´ detekovane´ objekty a ich poz´ıcie
v ra´mci xt.
1.3 Kroky analy´zy videa
V nasleduju´cich sekcia´ch su´ pop´ısane´ kroky analy´zy videa, ktore´ sa sˇtandardne
pouzˇ´ıvaju´ v analytickom procese. Kroky sa moˆzˇu mierne l´ıˇsit’ podl’a segmentu.
Vsˇetky meto´dy spracovania su´ vsˇeobecne neza´visle´ na okolity´ch sn´ımkoch
s vy´nimkou trackingu a reidentifika´cie.
1.3.1 Deko´dovanie
Deko´dovanie je opera´cia, pri ktorej sa vstupne´ su´bory alebo streamy prevedu´
do surovej podoby, matice pixelov. Tento krok je mozˇne´ realizovat’ pomocou
rozlicˇny´ch softve´rovy´ch na´strojov, napr. open source knizˇnicou OpenCV.
1.3.2 Predspracovanie
Predspracovanie je volitel’ny´ krok, v ktorom sa moˆzˇe so sn´ımkom vykonat’
jedna alebo niekol’ko z nasleduju´cich opera´ci´ı:
• aplika´cia kalibra´cie obrazu z video kamier
• aplika´cia transformacˇny´ch opera´ci´ı ako zmena vel’kosti alebo rota´cia
• orezanie oblasti za´ujmu
• aplika´cia farebny´ch filtrov
• rozbalenie obrazu kamery s ryb´ım okom (angl. dewarping)
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1.4. NVIDIA DeepStream SDK
Obr. 1.1: Porovnanie klasifika´cie, lokaliza´cie a detekcie, prevzate´ z [1]
1.3.3 Klasifika´cia, lokaliza´cia a detekcia objektov
Klasifika´cia obra´zka — urcˇenie, cˇi sa na obra´zku nacha´dza zna´my typ ob-
jektu.
Klasifika´cia s lokaliza´ciou — oznacˇenie obd´lzˇnikovou oblast’ou, tzv. boun-
dig box, kde sa na sn´ımku nacha´dza zna´my typ objektu
Detekcia objektov — klasifika´cia a lokaliza´cia vsˇetky´ch zna´mych typov ob-
jektov
Vizua´lne porovnanie je zobrazene´ na obra´zku 1.1. Medzi najbezˇnejˇsie vyuzˇitia
detekcˇny´ch algoritmov patr´ı
Klasifika´cia v medic´ıne — diagnostika choroˆb z medic´ınskych sn´ımkov
Detekcia tva´r´ı — tva´re osoˆb obdrzˇia identifikacˇny´ vektor, embedding
Detekcia vozidiel — docha´dza aj ku extrakcii registracˇnej znacˇky (LPR),
identifika´tora vozidla
Segmenta´cia — spresnenie detekcie, presnejˇsie hranice objektu sa urcˇia vo
forme polygo´nov
1.4 NVIDIA DeepStream SDK
NVIDIA DeepStream SDK slu´zˇi na ry´chle a efekt´ıvne spracovanie streamov vi-
dea na sˇpecializovanom hardve´ri. Podporuje rozsˇ´ıritel’nost’ o moduly nap´ısane´
5
1. Problematika analy´zy videa
Obr. 1.2: Diagram pipeline NVIDIA DeepStream SDK, prevzate´ z [2]
v jazyku C/C++. V jednej pipeline vyobrazenej na obra´zku 1.2, ktora´ pri-
blizˇne odpoveda´ analyticke´mu procesu v spolocˇnosti Quantasoft, postupne
prebiehaju´ na´sleduju´ce kroky:
1. st’ahovanie a deko´dovanie videa
2. predspracovanie videa
3. spu´sˇt’anie sekvencie detekci´ı
4. sledovanie objektov
5. vizualiza´cia metada´t
6. zako´dovanie spracovane´ho vstupu do su´boru alebo streamu
1.5 Vizua´lny obsah
Predmety a osoby zachytene´ na video nahra´vke alebo prenose oznacˇujeme
spolocˇny´m vy´razom subjekt. Tvoria pre na´s vizua´lny obsah. Obra´zky 1.3, 1.4
a 1.5 zobrazuju´ roˆzne subjekty, pr´ıklady vizua´lneho obsahu.
1.6 Vy´stupy z analyticke´ho procesu
Po spracovan´ı kazˇde´ho sn´ımku moˆzˇu byt’ podl’a typu objektu na vy´stupe na-
sleduju´ce informa´cie:
Klasifika´cia — pr´ıslusˇnost’ objektu do niektorej z tried
Bounding box — horizonta´lne a vertika´lne ohranicˇenie objektu
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Obr. 1.3: Vizualiza´cia metada´t v aplika´cii rozpona´vania tva´r´ı
Obr. 1.4: Vizualiza´cia metada´t z parkoviska
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Obr. 1.5: Uka´zˇka vizualiza´cie metada´t z bezpecˇnostnej kamery
Embedding — identifika´tor alebo vektor z metricke´ho priestoru, detailne
pop´ısany´ v kapitole 6.5
Feature — hodnota s odhadom pravdepodobnosti zhody s realitou, ako na-
pr´ıklad odhad veku a pohlavia osoby alebo textova´ reprezenta´cia regis-
tracˇnej znacˇky vozidla (LPR)
Atribu´t — hodnota, ktora´ je jednoznacˇne urcˇena´, ako napr. histogram alebo
farba objektu
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Kapitola 2
Analy´za a na´vrh
2.1 Pozˇiadavky na u´lozˇisko metada´t a
manazˇovaciu databa´zu
Pozˇiadavky na vlastnosti u´lozˇiska vznikli na za´klade konzulta´ci´ı s firmou Qu-
antasoft. Pozˇiadavky su´ rozdelene´ na funkcˇne´ a nefunkcˇne´.
2.1.1 Funkcˇne´ a vy´konnostne´ pozˇiadavky na u´lozˇisko
metada´t
2.1.1.1 F1 Analyticke´ schopnosti
U´lozˇisko umozˇn´ı spu´sˇt’at’ za´kladne´ agregacˇne´ funkcie a analyticke´ dopyty.
2.1.1.2 F2 Programovatel’nost’
U´lozˇisko umozˇn´ı pra´cu s da´tami pomocou skriptovacieho programovacieho ja-
zyka.
2.1.1.3 F3 Na´hodny´ pr´ıstup
U´lozˇisko umozˇn´ı pr´ıstup k l’ubovol’ne´mu sn´ımku v l’ubovol’nom cˇase.
2.1.1.4 V1 Sˇka´lovatel’nost’ u´lozˇiska
Kapacita u´lozˇiska bude rozsˇ´ıritel’na´ pomocou pridania diskov.
2.1.1.5 V2 Sˇka´lovatel’nost’ do sˇ´ırky
Priepustnost’ u´lozˇiska bude moˆct’ byt’ navy´sˇena´ zvy´sˇen´ım pocˇtu insˇtanci´ı. Pozn.:
jedna´ sa o horizonta´lnu sˇka´lovatel’not’, anglicky scale-out.
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2.1.1.6 V3 Sˇka´lovatel’nost’ do vy´sˇky
Priepustnost’ u´lozˇiska bude u´merna´ vy´konu insˇtancie. Pozn.: jedna´ sa o ver-
tika´lnu sˇka´lovatel’nost’, anglicky scale-up.
2.1.2 Nefunkcˇne´ pozˇiadavky na u´lozˇisko metada´t
2.1.2.1 NF1 Nasadenie
U´lozˇisko bude mozˇne´ preva´dzkovat’ v prostred´ı operacˇne´ho syste´mu Microsoft
Windows Server 2019 alebo Linux (Ubuntu Server 18.04 LTS).
2.1.2.2 NF2 Multiframeworkova´ implementa´cia API
API bude implementovane´ pre tieto programovacie jazyky:
a) C# — na .NET Core 2.2
b) Python — minima´lna podporovana´ verzia 3.5
c) C++ — minima´lna podporovana´ verzia sˇtandardu C++14
2.1.3 Funkcˇne´ pozˇiadavky na manazˇovaciu databa´zu
2.1.3.1 F4 Spra´va paralelne´ho pr´ıstupu
Manazˇovacia databa´za mus´ı zamedzit’ vzniku konfliktov v pr´ıpade viacpouzˇ´ı-
vatel’ske´ho paralelne´ho pr´ıstupu pri aktualiza´ci´ı rovnaky´ch za´znamov.
2.2 Nefunkcˇne´ pozˇiadavky na manazˇovaciu
databa´zu
2.2.1 NF3 Nasadenie na Microsoft SQL Server 2017
Manazˇovacia databa´za mus´ı podporovat’ Microsoft SQL Server 2017.
2.3 Formy vyhl’ada´vania a pr´ıstupu k metada´tam
2.3.1 Na´hodny´ pr´ıstup
Pod pojmom na´hodny´ pr´ıstup k metada´tam rozumieme dopyty, ktore´ vedu´
k pr´ıstupu k l’´ubovol’ne´mu sn´ımku alebo rozsahu sn´ımkov. Analyticky´ proces
sa sklada´ zo za´visly´ch a neza´visly´ch krokov. Za´visle´ kroky pozˇaduju´ vy´sledky
z iny´ch krokov procesu, ktore´ si dohl’adaju´ v u´lozˇisku metada´t. Na´hodny´
pr´ıstup k l’ubovol’ne´mu sn´ımku v l’ubovol’nom cˇase umozˇn´ı neblokuju´ce ret’a-
zenie analyticky´ch krokov a ul’ahcˇ´ı distribu´ciu na samostatne´ vy´pocˇtove´ uzly.
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Na´hodny´ pr´ıstup sa bude cˇasto vyuzˇ´ıvat’ v analytickom procese a pri vizu-
aliza´cii metada´t. Nech pracujeme s video streamom alebo so su´bormi, tak sa
v celom zna´mom rozsahu vide´ı, arch´ıve, potrebujeme jednoznacˇne odkazovat’
na konkre´tny sn´ımok.
2.3.1.1 Video su´bory
So su´bormi je situa´cia prehl’adna´. Video su´bor ma´ jasne dany´ zacˇiatok a ko-
niec, cˇo umozˇnˇuje sn´ımok jednoznacˇne identifikovat’ jeho poradovy´m cˇ´ıslom
FrameId alebo SequenceId.
2.3.1.2 Video streamy
Pri streame nevieme, kedy sa zacˇal a kedy skoncˇ´ı, preto predpoklada´me, zˇe
teoreticky moˆzˇe byt’ nekonecˇny´. Mohli by sme sn´ımky so streamu oznacˇovat’
poradovy´m cˇ´ıslom rovnako ako sa to deje pri su´boroch, ale museli by sme
autoritat´ıvne urcˇit’, kde je jeho zacˇiatok. Sn´ımok na streame z videa budeme
identikovat’ pomocou koordinovane´ho univerza´lneho cˇasu UTC.
2.3.2 Podl’a predlohy
Hlavny´m za´ujmom za´verecˇnej pra´ce je vyvinu´t’ spoˆsob, ako v obrovskej mnozˇine
predpripraveny´ch metada´t na´jst’ odpovedaju´ce za´znamy aj bez toho, aby sme
mali k dispoz´ıcii zdroj me´di´ı. V praxi to bude znamenat’, zˇe u´lozˇisko metada´t
bude separovane´ od video arch´ıvu a bude komunikovat’ cez pripravene´ ap-
likacˇne´ rozhranie. V obsahu metada´t mus´ı byt’ ulozˇena´ reprezenta´cia objektu,
aby ho bolo mozˇne´ porovna´vat’ s predlohou, ktora´ bola pripravena´ rovnakou
meto´dou. V tomto procese sa mus´ı uplatnit’ Confidence, miera podobnosti,
ktora´ urcˇ´ı hranicu, kedy dve reprezanta´cie povazˇujeme za podobne´.
2.3.3 Podl’a popisu
Aplikacˇne´ rozhranie by malo poskytnu´t’ prostriedky, ako dostatocˇne robustne
pop´ısat’ vyhl’ada´vany´ objekt. V jednej variante by sa popis zu´zˇitkoval pri fil-
trovan´ı vy´sledkov na za´klade typu objektu alebo aj hodnoˆt atribu´tov. V dru-
hej variante by sa z popisu vygenerovala predloha, priblizˇna´ obrazova´ repre-
zenta´cia objektu a aplikovalo by sa vyhl’ada´vanie podl’a predlohy s primerane
nastavenou hodnotou Confidence.
2.4 Manazˇovacia databa´za
V zadan´ı diplomovej pra´ce sa zmienka o evidencii zdrojov, subjektov a po-
skytovatel’ov nevyskytuje, ale pri navrhovan´ı syste´mu sa ta´to cˇast’ uka´zala
ako kl’´ucˇova´ kvoˆli korektne´mu zaobcha´dzaniu s u´dajmi rozlicˇne´ho poˆvodu a
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forma´tu. Evidencia sa uchova´va v OLTP syste´me, zvycˇajne v relacˇnej da-
taba´ze. V implementa´cii bola zvolena´ Microsoft SQL Server 2017, pretozˇe
v spolocˇnosti Quantasoft je to dlhodobo preferovana´ databa´za. Na operacˇnom
syste´me Linux do u´vahy pricha´dza aj PostgreSQL alebo MariaDB.
Funkcˇna´ pozˇiadavka F4 na spra´vu paralelne´ho pr´ıstupu zo subsekcie 2.1.3.1
v zapisovac´ıch procedu´rach bola splnena´ kontrolou hodnoty DataVersion zo
vstupu a vocˇi hodnote v databa´ze. Ak su´ hodnoty rovnake´, teda volanie je rea-
lizovane´ nad aktua´lnou verziou u´dajov, volanie procedu´ry umozˇn´ı za´pis, ak nie,
volanie skoncˇ´ı s chybou a zabra´ni sa tak za´pisu da´t s konfliktnou verziou. Hod-
nota DataVersion pocha´dza z rovnomenne´ho st´lpca tabuliek da´toveho typu
RowVersion. Hodnota je generovana´ automaticky pri kazˇdej zmene riadku,
v tabul’ke nadobudne vysˇsˇie cˇ´ıslo [3]. Spolu s vhodnou u´rovnˇou izola´cie trans-
akcie docha´dza k optimistickej spra´ve paralelne´ho pr´ıstupu. Riesˇenie chy-
bovy´ch stavov bolo pre vysˇsˇiu flexibilitu presunute´ na stranu klienta. Podl’a po-
treby ma´ mozˇnost zopakovat’ opera´ciu s aktua´lnou verziou alebo chybovy´ stav
odignorovat’. Nepredpoklada´ sa, zˇe by chybove´ stavy nasta´vali cˇasto, pretozˇe
volania procedu´r nebudu´ nasadene´ vo vysoko konkurencˇnom prostred´ı.
2.4.1 Evidencia subjektov
Ku zna´mym subjektom v tabul’ke [Subject] si moˆzˇeme uchova´vat’ informa´cie
ako
• embedding alebo identifikacˇne´ vektory, tabul’ka IdentityData
• na´hl’adove´ a identifikacˇne´ fotografie, tabul’ka Picture
• mena´, na´zvy a pozna´mky
• dynamicky definovat’el’ne´ vlastnosti subjektu, tabul’ky SubjectProperty
a SubjectPropertyDefinition
2.4.2 Evidencia zdrojov me´di´ı
Evidencia zdrojov me´di´ı je zoznam vsˇetky´ch dostupny´ch obra´zkov, video su´bo-
rov alebo video streamov. V evidencii, tabul’ke MediaSource, je najdoˆlezˇitejˇsia
dvojica hodnoˆt MediaSourceId a MediaSourceUrl, (identifika´tor zdroja a ad-
resa umiestnenia zdroja). Identifika´tor je kl’´ucˇovy´ v u´lozˇisku metada´t. Tabul’ka
obsahuje fyzicke´ vlastnosti media´lneho zdroja ako rozl´ıˇsenie bodov, d´lzˇka,
pocˇet sn´ımkov za sekundu alebo geograficka´ poloha. Media´lny zdroj moˆzˇe
mat’ priradeny´ na´hl’adovy´ obra´zok.
2.4.3 Evidencia poskytovatel’ov metada´t
Poskytovatel’ metada´t je z pravidla su´cˇast’ou analyticke´ho procesu a vyuzˇ´ıva
definovane´ rozhranie v podobe .NET knizˇn´ıc. Evidencia poskytovatel’ov me-
tada´t je doˆlezˇita´ pre korektny´ pohl’ad na generovane´ a spracova´vane´ metada´ta
12
2.4. Manazˇovacia databa´za
Obr. 2.1: Zjednodusˇeny´ databa´zovy´ diagram evidencie subjektov a zdrojov
me´di´ı
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Obr. 2.2: Databa´zovy´ diagram evidencie poskytovatel’ov metada´t
reprezentovane´ ako rozhrania s dynamicky´m obsahom, ktore´ su´ pop´ısane´ v sek-
cii 2.5, a podsekcia´ch 2.5.3, 2.5.1 a 2.5.5. Evidencia obsahuje tieto tabul’ky
Class — zoznam zna´mych tried objektov
FeatureProvider — zoznam poskytovatel’ov metada´t
FeatureProviderType — da´tove´ typy a .NET knizˇnice rozhran´ı poskytova-
tel’ov metada´t
Feature — zoznam poskytovany´ch vlastnost´ı a hodnoˆt
FeatureProviderTypeMapping — uchova´va ake´ vlastnosti a hodnoty dany´
poskytovatel’ poskytuje
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2.5 Na´vrh rozhran´ı metada´t
Sche´ma metada´t je definovana´ ako mnozˇina tried a rozhran´ı v jazyku C#. Jej
podstatnu´ cˇast’ zobrazuje 2.3. Rozhrania su´ podkladom pre genera´tor seria-
lizacˇne´ho a deserializcˇne´ho ko´du v jazyku C# a Python. Teoreticky je mozˇne´
na za´klade rozhran´ı vygenerovat’ ko´d pre aky´kol’vek programovac´ı jazyk. Ge-
nera´tor nie je predmetom za´ujmu za´verecˇnej pra´ce.
2.5.1 Rozhranie IClassification
IClassification reprezentuje klasifika´ciu vizua´lneho objektu alebo cele´ho
sn´ımku. Pojem klasifika´cia vn´ımame ako pr´ıslusˇnost’ k vizua´lnej triede. Kla-
sifika´cia sa priradzuje s percentua´lnou mierou urcˇitosti Confidence ako float
v rozmedz´ı 0 azˇ 1. Zoznam vsˇetky´ch zna´mych tried sa nacha´dza v evidencˇnej
databa´ze.
2.5.2 Rozhranie IPolygon
Polygo´n je ohranicˇeny´ ako zoznam bodov, IPoint, absolu´tnych poz´ıci´ı vzhl’a-
dom k poˆvodnej vel’kosti sn´ımku. Od implementa´cie sa pozˇaduje, aby prog-
rama´tor definoval meto´dy na z´ıskanie vy´znacˇny´ch bodov.
2.5.3 Rozhranie IImageMetadata
IImageMetadata reprezentuje popis jedne´ho sn´ımku alebo obra´zku. Sn´ımku
ako celku moˆzˇu byt’ priradene´ viacere´ klasifika´cie a moˆzˇe obsahovat’ viacere´
detekovane´ hodnoty a atribu´ty. Sn´ımok moˆzˇe obsahovat’ kolekciu vizua´lnych
objektov IObject.
2.5.4 Rozhranie IObject
Popis jedne´ho vizua´lneho objektu, ktory´ bol vygenerovany´ konkre´tnym po-
skytovatel’om metada´t identifikovany´m hodnotou FeatureProviderId. Ob-
jekt ma´ vygenerovanu´ klasifika´ciu. Vzˇdy obsahuje referenciu na zdroj me´dia a
sekvenciu v danom me´diu. Moˆzˇe uzˇ obsahovat’ referenciu na stotozˇneny´ sub-
jekt v evidencii, SubjectId. Dˇalˇsie doˆlezˇite´ hodnoty tvoria:
LocalObjectId — poradove´ cˇ´ıslo objektu v ra´mci sn´ımku
MediaSourceObjectId — poradove´ cˇ´ıslo v ra´mci cele´ho me´dia
PolygonCollection — nepovinna´ segmenta´cia objektu ako kolekcia polygo´nov
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Obr. 2.3: Diagram rozhran´ı a sˇtruktu´r IImageMetadata
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2.5.5 Rozhranie IFeatureValue
IFeatureValue slu´zˇi na uchova´vanie detekovany´ch hodnoˆt, atribu´tov rozma-
nite´ho charakteru. Detekovana´ hodnota moˆzˇe byt’ priradena´ s percentua´lnou
mierou urcˇitosti. Identifika´tor FeatureProviderId sa odkazuje na poskytova-
tel’a metada´t, ktory´ hodnotu vytvoril. Poskytovatel’ hodnotu uklada´ bud’ ako
cele´ cˇ´ıslo, cˇ´ıslo s pohyblivou ra´dovou cˇiarkou, textovy´ ret’azec alebo ako baj-
tove´ pole. Spoˆsob reprezenta´cie a vy´znam hodnoty je mozˇne´ zistit’ v evidencii
poskytoval’ov metada´t pomocou identifika´tora FeatureId v tabul’ke Feature.
2.5.5.1 Druhy hodnoˆt
Rozhranie umozˇnˇuje ukladat’ tieto druhy hodnoˆt:
TextValue — textova´ hodnota, napr. pre LPR
DoubleValue — cˇ´ıselna´ hodnota s pohyblivou ra´dovou cˇiarkou v dvojitej pres-
nosti
IntegerValue — celocˇ´ıselna´ hodnota, vhodna´ aj pre booleovsku´ hodnotu
ByteArray — bajtove´ pole, reprezenta´cia aky´chkol’vek hodnoˆt l’ubovol’nej d´lzˇky
2.6 Forma´t metada´t
MessagePack je multiplatformovy´ bina´rny serializacˇny´ forma´t podobny´ ako
JSON, ale ry´chlejˇs´ı a kompaktnejˇs´ı [4]. Pre MessagePack ako transportny´
a perzistetny´ forma´t sme sa rozhodli na za´klade porovnania implementa´ci´ı
iny´ch serializacˇny´ch forma´tov pre .NET [5]. V spolupra´ci s komprimovac´ım
forma´tom L4Z moˆzˇme ocˇaka´vat’ skvely´ pomer medzi ry´chlost’ou a na´rokmi
na priestor, ako si moˆzˇeme vsˇimnu´t’ na grafickom porovnan´ı 2.4.
Obr. 2.4: Porovnanie serializacˇny´ch forma´tov pre .NET, prevzate´ z [5]
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Kapitola 3
Analy´za u´lozˇiska metada´t
Ta´to kapitola sa zaobera´ prieskumom, porovnan´ım a vy´berom vhodny´ch tech-
nolo´gi´ı
3.1 Prieskum trhu
Prieskum sme realizovali na za´klade viacery´ch aspektov:
1. online prieskum kandida´tov
2. konzulta´cie s kolegami
3. prieskum podobny´ch riesˇen´ı na trhu
3.2 Vy´ber technolo´gi´ı
V tejto sekcii sa zaobera´me prehl’adom databa´zovy´ch a komunikacˇny´ch tech-
nolo´gi´ı vhodny´ch pre u´lozˇisko metada´t. Okrem funkcˇny´ch a nefunkcˇny´ch po-
zˇiadaviek zo sekcie 2.1.1 sme sa pri vy´bere orientovali aj potrebou nasadenia
riesˇenia oﬄine pr´ıpadne na edge zariadeniach s mensˇ´ım vy´konom.
Na za´klade sku´senost´ı z minuly´ch projektov sme z vy´beru vylu´cˇili tech-
nolo´gie zalozˇene´ na Java Virtual Machine kvoˆli nekompatibilite s prostred´ım
nasadenia.
3.2.1 Online prieskum kandida´tov
Pri vy´bere kandida´tov bola pouzˇita´ webova´ stra´nka DB Engines a jeho rebr´ıcˇek
databa´zovy´ch syste´mov1.
1https://db-engines.com/en/ranking
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3.2.1.1 Key-value u´lozˇiska´
Key-value u´lozˇiska´ (KV) ukladaju´ dvojice, ktore´ sa skladaju´ z jedinecˇne´ho
kl’´ucˇa a hodnoty. Pre potreby u´lozˇiska metada´t by kl’´ucˇom v KV bolo vo vhod-
nej forme reprezentovane´ rozhranie IFrameKey a hodnotou IImageMetadata
v bina´rnom forma´te. Implementa´cie ako open source Redis2 alebo komercˇne´
Amazon DynamoDB3 svoje da´ta prima´rne ukladaju´ do operacˇnej pama¨ti,
vd’aka cˇomu maju´ nizˇsˇiu odozvu nezˇ bezˇne´ relacˇne´ databa´zy. Oba produkty
maju´ vlastnosti vhodne´ na nasadenie v komercˇnom prostred´ı ako za´kazn´ıcka
podpora, sˇka´lovatel’nost’ a vysoka´ dostupnost’. V prospech DynamoDB hovor´ı
aj extre´mne n´ızka odozva a vysoky´ pocˇet paralelny´ch transakci´ı.
3.2.1.2 Wide-column databa´zy
Najpouzˇ´ıvanejˇs´ım reprezentatom wide-column databa´z je Apache Cassandra,
s podporou dobrej sˇka´lovatel’nosti, vysokej dostupnosti a korpora´tnej podpory.
Podl’a meran´ı uvedeny´ch v [6] na optima´lny vy´kon je nutne´ Apache Cassandra
spu´sˇtat’ na desiatkach uzlov. Nema´ ani podporu skriptovania na strane servera.
3.2.1.3 Cˇasove´ se´rie
Databa´zove´ riesˇenia nad cˇasovy´mi se´riami (angl. time series) su´ optimalizo-
vane´ na pra´cu s da´tami, ktore´ maju´ cˇasovu´ zna´mku (angl. timestamp) ako
napr´ıklad hodnoty z meran´ı zo senzorov alebo da´ta z obchodovania na trhoch
s vysokou frevenciou (angl. high frequency stock trading). Timeseries databa´zy
zvla´daju´ spracova´vat’ vysoky´ pocˇet transakci´ı. Popula´rnou open source imple-
menta´ciou je InfluxDB, ktora´ sp´lnˇa spomı´nane´ krite´ria. Kandida´tom sa stalo
aj rozsˇ´ırenie do PostgreSQL TimescaleDB.
Na za´klade pozit´ıvnych ohlasov od kolegov a cˇla´nkov, ktore´ porovna´vaju´
vy´konnost’ spomı´nany´ch riesˇen´ı s podporou cˇasovy´ch se´rii [7] a odoˆvodnen´ım,
precˇo je SQL je vhodnejˇsia cesta nezˇ NoSQL [8], sme sa rozhodli u´lozˇisko
metada´t postavit’ na PostgreSQL a TimescaleDB.
Do budu´cna pla´nujeme zapojit’ do riesˇenia message brokera (ako napr. Re-
dis, RabbitMQ alebo ZeroMQ), ktore´ho u´lohou bude koordinovat’ komunika´ciu
medzi oddeleny´mi su´cˇast’ami syste´mu ako napr. medzi klientom a serverom
alebo medzi serverami navza´jom.
3.2.2 Prieskum podobny´ch riesˇen´ı na trhu
Pozreli sme sa na podobne´ riesˇenia a syste´my, ktore´ obsahuju´ podporu ukla-
dania a vyhl’ada´vania metada´t z analy´zy videa. V oboch pr´ıpadoch sa jedna´
o omnoho komplexnejˇsie riesˇenia, nezˇ vyzˇaduje zadanie.
2https://redis.io/
3https://aws.amazon.com/dynamodb/
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Obr. 3.1: Diagram IVA na NVIDIA DeepStream SDK.
3.2.2.1 Deep Video Analytics
Do prieskumu podobny´ch riesˇen´ı sa dostalo Deep Video Analytics, cˇo je roz-
siahla platforma na ukladanie, analy´zu a zdiel’anie vizua´lnych da´t4. Platforma
je zostavena´ z open source technolo´gi´ı ako PostgreSQL, Redis, RabbitMQ a
Django. Pr´ıstup do syste´mu je poskytovany´ cez webove´ rozhranie.
3.2.2.2 NVIDIA DeepStream SDK
Obra´zok 3.1, zachyta´va referencˇnu´ implementa´ciu inteligentnej analy´zy videa.
Obra´zok je prevzaty´ z webu5.
3.3 Dopytovanie
V tejto sekcii prezentujeme doˆvody, precˇo je vhodne´ pouzˇ´ıvat’ ulozˇene´ pro-
cedu´ry alebo funkcie. V d’alˇsom texte bude pouzˇity´ zastresˇuju´ci pojem pro-
cedu´ry.
3.3.1 Vy´konnost’
Procedu´ry su´ na tom z vy´konnostne´ho pohl’adu oproti ORM lepsˇie, pretozˇe
vy´voja´r ma´ sˇirsˇie mozˇnosti, aby nap´ısal ry´chly, spol’ahlivy´ a efekt´ıvny SQL
pr´ıkaz. Pr´ıkaz si vy´voja´r ma´ mozˇnost’ profilovat’, vyhodnotit’ jeho exekucˇny´
pla´n. Na zefekt´ıvnenie pla´nu moˆzˇe vyuzˇit’ triky, pretozˇe pozna´ povahu da´t,
s ktory´mi pracuje. O ORM sa to s istotou povedat’ neda´. Dotaz na pro-
cedu´ru ma´ v dobe, ked’ sa procedu´ra bude spu´sˇt’at’, exekucˇny´ pla´n pripra-
veny´, takzˇe databa´zovy´ engine nemus´ı drahocenne´ milisekundy venovat’ jeho
pr´ıprave. Pri adhoc dopytoch sa exekucˇny´ pla´n generuje vzˇdy, ak sa pra´ve
4https://www.deepvideoanalytics.com/
5https://devblogs.nvidia.com/multi-camera-large-scale-iva-deepstream-sdk/
21
3. Analy´za u´lozˇiska metada´t
nenacha´dza vo vyrovna´vacej pama¨ti, cache. Cache je ale obmedzena´, takzˇe
nepojme l’ubovol’ne´ mnozˇstvo pla´nov.
Na PostgreSQL serveri sme vy´konnost’ ovplyvnili aj absenciou cudz´ıch
kl’´ucˇov, referenci´ı na ine´ tabul’ky. Pri kazˇdom vlozˇen´ı a da´tovej u´prave tabul’ky
s cudz´ım kl’´ucˇom by sa kontrolovala referencˇna´ integrita, cˇo moˆzˇe v za´vislosti
na kl’´ucˇi spomalit’ dopyt.
3.3.2 Bezpecˇnost’
Pokial’ sa v procedu´re nevykona´vaju´ dynamicke´ dopyty, tak volanie procedu´r
s parametrami u´plne eliminuje vy´skyt SQL injection. Jedna´ sa o rozsˇ´ıreny´
spoˆsob u´toky na syste´m, kedy volanie API so sˇpecificky´mi hodnotami zapr´ıcˇin´ı
volanie dopytu, ktory´ nebol pri realiza´ci´ı syste´mu pla´novany´. Za´sˇkodn´ıcke vo-
lanie moˆzˇe spoˆsobit’ u´nik alebo stratu citlivy´ch informa´ci´ı, nestabilitu a obme-
dzenie funkcˇnosti syste´mu alebo dokonca sa u´tocˇn´ık moˆzˇe zmocnit’ syste´mu.
Elimina´cia rizika spocˇ´ıva v pouzˇ´ıvan´ı parametrov pri volan´ı dopytov s pre-
menny´mi. Dotaz nikdy nesmie vzniknu´t’ dynamicky cˇi na strane klienta alebo
servera. Volanie procedu´r umozˇnˇuje aj prehl’adnejˇsie a jednoduchsˇie riadenie
u´rovn´ı pouzˇ´ıvatel’ske´ho pr´ıstupu k u´dajom.
3.4 GiST verzus vlastne´ indexovanie
Vsˇeobecny´ vyhl’ada´vac´ı strom GiST (Generalized Search Tree), podl’a pro-
rocky´ch slov jeho autora spred dvadsiatich rokov je sta´le hojne vyuzˇ´ıvany´
v PostgreSQL insˇtancia´ch.
Pre aky´kol’vek databa´zovy´ syste´m su´ rozhoduju´ce efekt´ıvne pr´ıstu-
pove´ meto´dy nad vyhl’ada´vac´ımi stromami. Tradicˇne´ relacˇne´ ma-
nazˇment syste´my si vystacˇia s B+ stromami nad sˇtandardny´mi
datovy´mi typmi z SQL. Dnesˇne´ rozsˇ´ıritel’ne´ objektovo-relacˇne´ da-
taba´zove´ manazˇment syste´my (ORDBMS) su´ nasadzovane´, aby
podporovali aplika´cie ako dynamicke´ webove´ servery, geograficke´
informacˇne´ syste´my, CAD na´stroje, knizˇnice multime´di´ı a doku-
mentov, sekvencˇne´ databa´zy, syste´my na identifika´ciu pomocou
odtlacˇkov prstov, biochemicke´ databa´zy atd’. Nove´ typy pr´ıstupovy´ch
meto´d su´ nutne´ na tieto typy aplika´ci´ı. — Marcel Kornacker, High-Performance
Generalized Search Trees, Proc. 24th Int’l Conf. on Very Large Data Bases, Edinburgh,
Sˇko´tsko, september 1999.
PostgreSQL obsahuje rozsˇ´ırenie cube [9] na pra´cu s poliami. Nad taky´mto
pol’om sa da´ vytvorit’ GiST index. Z doˆvodu maxima´lneho obmedzenia na 100
prvkov, CUBE MAX DIM6, nebolo mozˇne´ bez d’alˇsej implementa´cie medzivrstvy
aplikovat’ GiST index. Napokon sme sa rozhodli odsku´sˇat’ indexovanie v met-
ricky´ch syste´moch, detaily v sekcii 6.5.2.
6https://github.com/postgres/postgres/blob/master/contrib/cube/cubedata.h
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Kapitola 4
Na´vrh rozhran´ı API
Ta´to kapitola popisuje na´vrh aplikacˇne´ho rozhrania pre u´lozˇisko metada´t
v troch programovac´ıch jazykoch C#, Python a C++. Kazˇda´ varianta v spo-
mı´nany´ch jazykoch sa sklada´ z troch za´kladny´ch celkov:
Manazˇment spojen´ı — konfigura´cia a spra´va spojen´ı s databa´zou
Vkladanie — vkladanie alebo aktualiza´cia za´znamov
Dopytovanie — mozˇnosti vyhl’ada´vania a dopytovania sa na existuju´ce za´-
znamy
Vnu´torna´ reprezenta´cia cˇasu vo frameworkoch a databa´ze nie je rovnaka´.
Pri prenose medzi frameworkom a databa´zou alebo medzi frameworkami na-
vza´jom moˆzˇe doˆjst’ k drobny´m odchy´lkam, popr. strate presnosti. Riesˇenie
tejto nepresnosti sme prenechali na pouzˇ´ıvatel’a API s odporu´cˇan´ım, aby pri u-
kladan´ı metada´t s cˇasovou informa´ciou nastavoval aj FrameId tak, aby hod-
nota v cˇase bola monoto´nne rastu´ca. Tu´to nepresnost’ nie je mozˇne´ vyriesˇit’
na strane servera.
Roˆzni klienti (napr. kamery) nemusia mat’ zosynchronizovany´ cˇas. Roˆzne
su´cˇasti analyticke´ho procesu pracuju´ s roˆznymi cˇasmi podla toho, cˇi klienti
poskytuju´ alebo neposkytuju´ cˇasovu´ informa´ciu (napr. timestamp vo videu).
V pr´ıpade, zˇe poskytuju´, nara´zˇame na proble´m uvedeny´ vysˇsˇie. V pr´ıpade, zˇe
neposkytuju´, analyticky´ proces nemus´ı pracovat’ so spra´vnou cˇasovou znacˇkou,
protozˇe cˇas medzi vznikom sn´ımku a jeho spracovan´ım sa moˆzˇe nedeterminis-
ticky l´ıˇsit’.
4.1 .NET Core
Rozhrania su´ definovane´ v .NET Standard 2.0 knizˇnici, ktora´ je podporovana´
.NET Core 2.2, cˇo je v su´lade s NF2 v sekcii 2.1.2.2.
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Obr. 4.1: Diagram rozhran´ı a nastaven´ı rozhran´ı API.
4.1.1 Manazˇment spojen´ı
Navrhovane´ riesˇenie ponu´ka rozhrania na uchova´vanie nastaven´ı pre kazˇde´ se-
para´tne spojenie IPartitionConnectionInfo a rozhranie pre spra´vu sedenia
IStorageSession.
4.1.2 Dopytovanie
Akt´ıvne sedenie pouzˇijeme na vytvorenie dopytovacieho objektu. Rozhranie
IMetadataReader umozˇnˇuje z´ıskavat’ da´ta konkre´ntneho sn´ımku alebo vy-
hl’ada´vat’ podl’a dopytovacieho parametra typuIMetadataQuery. Rozhranie
IFaceReader budu´ implementovat’ triedy, ktore´ spr´ıstupnˇuju´ vyhl’ada´vanie
objektov typu l’udska´ tva´r.
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Obr. 4.2: Diagram datovy´ch rozhran´ı API.
4.1.3 Vkladanie
Rozhranie IMetadataWriter definuje meto´dy na vkladanie alebo vkladanie
s prepisovan´ım.
4.2 Python
Jazyk Python a knizˇnice zalozˇene´ na tomto jazyku su´ sˇiroko pouzˇ´ıvane´ v komu-
nite vy´vojarov strojove´ho ucˇenia (ML) a umelej inteligenicie (AI). V spolocˇnos-
ti Quantasoft sa pouzˇ´ıva na vy´voj prototypov a testovanie, preto nesmie
chy´bat’ podpora vkladania a dopytovania sa na vy´sledky z analy´zy videa.
Napriek faktu, zˇe Python je dynamicky´ skriptovac´ı jazyk, tak pomocou
anota´ci´ı umonˇuje vytva´rat’ abstraktne´ triedy. Vkladanie aj dopytovanie maju´
na starosti triedy, ktore´ dedia od abstraktnej triedy MetadataStore. Tieto
triedy musia implementovat’ nasleduju´ce meto´dy:
insert — vkladanie, pokus o vlozˇenie duplika´tneho za´znamu mus´ı koncˇit’
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Obr. 4.3: Diagram dopytovac´ıch rozhran´ı API
chybou
set — vkladanie, pokus o vlozˇenie duplika´tneho za´znamu prep´ıˇse origina´l
get — dopyt na jeden konkre´tny sn´ımok
select — dopyt na rozsah sn´ımkov
4.3 C++14
Skompilovany´ ko´d z jazyka C++ ma´ najlepsˇie predpoklady, zˇe bude bezˇat’ cˇo
najry´chlejˇsie pre aku´kol’vek procesorovu´ architektu´ru vd’aka prekladu priamo
do strojove´ho ko´du s mozˇnost’ou optimaliza´cie ko´du na konkre´tnu insˇtrukcˇnu´
sadu. Oproti jazykom C# a Python ma´ vy´hodu, zˇe reverse-engineeringom nie
je trivia´lne z´ıskat’ poˆvodny´ zdrojovy´ ko´d.
4.3.1 Vkladanie
V dobe p´ısania tohoto textu rozhranie podporuje iba za´pis metada´t, pretozˇe
sa ocˇaka´va jeho vyuzˇitie v spolupa´ci s DeepStream SDK, kde je predmetom
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za´ujmu iba vkladanie vygenerovany´ch metada´t.
4.3.2 Manazˇment spojen´ı
Manazˇment spojen´ı je riesˇeny´ konfiguracˇne. Na koncovy´ch zariadeniach ako
NVIDIA Jetson Xavier alebo Jetson Nano jedna sˇkatul’ka zvla´dne jednotky
vstupny´ch video streamov, ktory´ch pocˇet sa v cˇase nebude dynamicky menit’.
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Kapitola 5
Implementa´cia API
k metada´tam
Ta´to kapitola popisuje implementa´ciu aplikacˇne´ho rozhrania pre pr´ıstup k me-
tada´tam, ktora´ je pouzˇ´ıvatel’ovi sprostredkovana´ vo forme knizˇn´ıc. Cˇitatel’ si
bude moˆct’ porovnat’, ako vyzera´ za´pis opera´cie vkladania metada´t do navrho-
vane´ho u´lozˇiska v jazykoch C#, Python a C++.
5.1 .NET Core
Projekty pre Visual Studio 2017 ty´kaju´ce sa API k metada´tam produkuju´
interoperabilne´ knizˇnice typu .NET Standard 2.0. Ako programovac´ı jazyk je
zvoleny´ C#. Je to prima´rny jazyk implementa´ci´ı programovatel’ny´ch riesˇen´ı
v spolocˇnosti Quantasoft.
1 string connectionString =
2 "user=user; password=pass; host=ip_or_host; dbname=db";
3 var key = new c.FrameKey (2,1, DateTime.UtcNow );
4 var metadata = new c.FrameMetadata (1, new byte []{0});
5 var config = new tsdb.StorageConfig(connectionString );
6 var factory = new tsdb.MetadataFactory ();
7 using (var sesion = new tsdb.Session(config ))
8 using (var writer = new tsdb.MetadataWriter(sesion ))
9 {
10 writer.Insert(key , metadata ); // z kamery
11 writer.Insert(new c.FrameKey (1,1), metadata );
12 }
Listing 5.1: Uka´zˇka vkladania metada´t pomocou API pre .NET Core
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5.1.1 Projekt Quantasoft.Iva.MetadataStorage
Obsahuje vy´hradne da´tove´, komunikacˇne´ a konfiguracˇne´ rozhrania. Jedna´ sa
o abstraktnu´ vrstvu u´lozˇiska neza´vislej na komunikacˇny´ch protokoloch a ani
na vy´bere databa´zy.
5.1.2 Projekt Quantasoft.Iva.MetadataStorage.Common
Implementa´cia spolocˇny´ch tried u´lozˇiska metada´t neza´visly´ch na realiza´cii da-
taba´zy.
5.1.3 Projekt Quantasoft.Iva.MetadataStorage.TimescaleDb
Implementa´cia projektu je zavisla´ na Npgsql knizˇnici a realiza´cii na Postgre-
SQL databa´ze. V knizˇnici je implementovana´ podpora prerozdel’ovania spojen´ı
na konkre´tnu insˇtanciu podl’a MediaSourceId, cˇoho vy´sledkom je rozlozˇenie
da´t a za´t’azˇe na samostatne´ uzly. Pri inicializa´cii spojenia sa databa´zove pr´ıkazy
predpripravia, cˇo zarucˇ´ı, zˇe volane´ funkcie v databa´ze skutocˇne existuju´ a sa-
motne´ volania budu´ o cˇosi ry´chlejˇsie spracovane´. Parametre pr´ıkazov sa takisto
pripravia dopredu, cˇo zn´ızˇi potrebu aloka´cie objektov v halde. Nevy´hodou je
nutnost’ udrzˇiavat’ objekty pre kazˇde´ spojenie separa´tne.
Pri inicializa´cii sedenia sa stiahne zoznam insˇtanci´ı a zoznam referenci´ı,
ku ktorej insˇtancii zdroje me´di´ı patria. Dopyty so zna´mym MediaSourceId a
vkladanie metada´t prebehne na jednom spojen´ı. Ostatne´ dopyty sa odosˇlu´ na-
priecˇ vsˇetky´mi insˇtanciami, zozbieraju´ sa vy´sledky a pospa´jaju´ sa do jedne´ho
celku.
5.2 Python
Implementa´cia v jazyku Python je za´visla´ na knizˇniciach:
asyncpg — realizuje asynchro´nne volania procedu´r
psycopg2 — realizuje synchro´nne volania procedu´r
1 import iva_metastore.pgsql.pgsqlmeta as pg
2 import iva_metastore.pgsql.connection as c
3 import iva_metastore.metastore as m
4 from datetime import datetime
5
6 config = pg.PgsqlMetaStoreConfig(
7 password='pass', username= 'user',
8 host='ip_or_host ', database='dbname ', execute_sp=True)
9 store = pg.PgsqlMetaStore(config)
10 meta = m.Metadata(b'0', 1)
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11 key = m.FrameKey(2, frameId=1, utc=datetime.utcnow ())
12 store.insert(m.FrameKey(1, frameId =1), meta)
13 store.insert(key , meta)
Listing 5.2: Uka´zˇka vkladania metada´t v jazyku Python
5.2.1 Modul iva metastore.pgsql.asyncpgsqlmeta
Python modul asyncpgsqlmeta implementuje abstratne´ funkcie pomocou knizˇnice
asyncpg.
5.2.2 Modul iva metastore.pgsql.pgsqlmeta
Python modul pgsqlmeta implementuje abstratne´ funkcie pomocou knizˇnice
psycopg2.
5.3 C++
Implementa´cia v C++ s databa´zou komunikuje cez knizˇicu libpqxx7, ktora´
v dobe implementa´cie patrila k najpouzˇ´ıvanejˇs´ım z vol’ne dostupny´ch komu-
nikacˇny´ch knizˇn´ıc s PostgreSQL.
1 #include <qsmeta_pqxx.hpp >
2 #include <chrono >
3 #include <cstring >
4 using namespace std:: chrono;
5 using namespace qsmeta;
6 milliseconds utcnow (){
7 return duration_cast <milliseconds >(
8 system_clock ::now (). time_since_epoch ()
9 );}
10
11 auto conn ="user=usr password=pass host=ip dbname=db";
12 const char* data = "0";
13 auto meta = FrameMetadata (4, data , strlen(data ));
14 PqxxStoreSession session(conn);
15 session.open ();
16 session.insert(FrameKey(1, 1), meta);
17 session.insert(FrameKey(utcnow (). count(), 2, 1), meta);
18 session.close ();
Listing 5.3: Uka´zˇka vkladania metada´t v C++
7http://pqxx.org/development/libpqxx/
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Kapitola 6
Na´vrh a implementa´cia u´lozˇiska
metada´t
Ta´to kapitola sa bude zaoberat’ databa´zovy´m strojom PostgreSQL, jeho rozsˇ´ıren´ım
TimescaleDB, na´vrhom klastra, popisom tabuliek a pouzˇ´ıvatel’sky´ch funkci´ı a
typov.
6.1 Databa´za PostgreSQL
Po zvolen´ı PostgreSQL ako u´lozˇiˇska metada´t sme zvazˇovali a overovali verzie:
9.6 na operacˇnom syste´me Ubuntu 16.04
10.4 na operacˇnom syste´me Ubuntu 16.04 aj Windows Server 2016
11.3 na operacˇnom syste´me Ubuntu 18.04 aj Windows Server 2019
Nakoniec sme sa rozhodli pre verziu 11.3, ako najnovsˇiu stabilnu´ verziu v dobe
p´ısania tohoto textu, z doˆvodu najlepsˇej podpory loka´lnych paralelny´ch do-
pytov a najˇsirsˇej palety funkcionality8.
6.1.1 TimescaleDB
Na vsˇetky´ch insˇtancia´ch je nainsˇtalovana´ verzia 1.3. Na kazˇdej z nich je ap-
likovana´ optimaliza´cia nastaven´ı databa´zy podl’a aktua´lnej hardve´rovej konfi-
gura´cie pomocou pr´ıkazu timescledb-tune9.
8https://www.postgresql.org/about/featurematrix/
9https://blog.timescale.com/better-database-performance-using-timescaledb-
tune-fbd7ae7016fa/
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6.1.1.1 Hypertabul’ky
Hypertabul’ka (hypertable) je prima´rnym bodom interakcie nad da´tami z cˇa-
sovy´ch postupnost´ı v TimescaleDB. V u´lozˇisku metada´t su´ vytvorene´ dve
ImageMetadataUtc detaily v podsekcii 6.3.1 a FaceMetadataUtc detaily v pod-
sekcii 6.3.3. Volanie funkcie create hypertable je jednou z mozˇnost´ı, ako ju
vytvorit’. Funkcia sa vola´ s parametrami na´zov tabul’ky a
FrameTsUtc — cˇasovy´ kl’´ucˇ
MediaSourceId — doplnˇuju´ci deliaci kl’´ucˇ (partitioning key).
6.2 Klaster
Klaster pozosta´va z dvoch pa´rov serverov. Jeden pa´r je nasadeny´ na operacˇnom
syste´me Ubuntu 18.04, druhy´ pa´r na Windows Server 2019 Standard. Kluster
je konfigurovany´ tak, zˇe kazˇda´ insˇtancia doka´zˇe fungovat’ samostatne bez ohl’adu
na stav ostatny´ch insˇtanci´ı.
Funkcˇnu´ pozˇiadavku je mozˇne´ naplnit’ tak, zˇe diskovy´ priestor sa bude
zva¨cˇsˇovat’ bud’ rozsˇirovan´ım part´ıcie alebo prida´van´ım samostatny´ch diskov.
Prida´vanie samostatny´ch diskov bude znamenat’, zˇe databa´zu bude nutne´
rozsˇ´ırit’ o novy´ tabul’kovy´ priestor [10] a nastavit’ rozdel’ovanie da´t (partiti-
oning) [11]. Za´rovenˇ sa moˆzˇe zlepsˇit’ vy´konnost’ dopytovania.
6.2.1 Rozdel’ovanie da´t
Rozdel’ovanie da´t (partitioning) je implementovane´ formou share nothing riesˇe-
nia, kedy kazˇda´ insˇtancia u´lozˇiska obsahuje sn´ımky z disjunktnej podmnozˇiny
zdrojov me´di´ı. Najva¨cˇsˇou vy´hodou je mozˇnost’ spu´sˇt’at’ na neza´visly´ch da´tach
pararalelne´ dopyty. Vy´hodou je tiezˇ nizˇsˇia na´rocˇnost’ zostavovania konzis-
tentny´ch dopytov a vsˇetky insˇtancie maju´ spolocˇnu´ rovnaku´ sadu dopytov.
Nevy´hoda je v konfiguracˇnej na´rocˇnosti a vysˇsˇej zlozˇitosti implementa´cie API
na dotazovacie funkcie. Na klientskej strane sa musia zlucˇovat’ vy´sledky a
uchova´t’ spojenia so vsˇetky´mi insˇtanciami, cˇo ma´ za na´sledok rastu´cu pama¨t’ovu´
na´rocˇnost’ s rastu´cim pocˇtom insˇtancii. Doˆraz bol ale kladeny´ na ry´chlost’ do-
tazov. Detaily implementa´cie rozdel’ovania da´t v API sa nacha´dzaju´ v sek-
cii 5.1.3.
6.2.2 Vysoka´ dostupnost’
Podpora vysokej dostupnosti (HA) momenta´lne nie je implementovana´, avsˇak
pri na´vrhu sme pocˇ´ıtali s budu´cim rozsˇ´ıren´ım. Vd’aka sˇirokej palete mozˇnost´ı,
ktore´ ponu´ka PostgreSQL, ako zabezpecˇit’ zotavenie sa z vy´padku, vieme po-
kryt’ podstatu proble´mu. Mozˇnosti HA zacˇ´ınaju´ pri pouzˇit´ı spolocˇne´ho disku
pr´ıpadne replika´cie su´borove´ho syste´mu, pokracˇuju´ dorucˇovan´ım transakcˇny´ch
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denn´ıkov, logickou replika´ciou, preposielan´ım dopytov, spracovan´ım na za´klade
spu´sˇt’acˇov (trigger-based) a koncˇiac v asynchronnej replika´cii [12].
Uvazˇujeme, zˇe kazˇda´ insˇtancia bude mat’ svojho dvojn´ıka v multimaster
zapojen´ı, cˇo by mohlo viest’ k zry´chleniu vyhl’adavac´ıch dopytov.
6.3 Tabul’ky
V tejto sekci´ı budu´ pop´ısane´ najsignifikantnejˇsie tabul’ky z u´lozˇiska metada´t.
Graficky su´ zobrazene´ na diagrame na obra´zku 6.1. Va¨zby zna´zornene´ bod-
kovanou cˇiarou su´ imagina´rnymi odkazmi, pretozˇe kvoˆli ry´chlosti vkladania
metada´t neboli implementovane´.
6.3.1 Tabul’ka ImageMetadataUtc
Tabul’ka ImageMetadataUtc je urcˇena´ na ukladanie metada´t zo streamov vi-
dea alebo media´lnych zdrojov, ktore´ maju´ definovany´ cˇas vzniku sn´ımku. Cˇas
vzniku sa uklada´ do st´lpca FrameTsUtc. Na za´klade tohto st´lpca prima´rny kl’´ucˇ
hypertabul’ka nema´. Okrem toho ma´ identifika´tor metada´t platny´ pre insˇtanciu
PostgreSQL servera, st´lpec ImageMetadataId, ktore´ho hodnota sa z´ıskava zo
sekvencie ImageMetadata ImageMetadataId seq.
6.3.2 Tabul’ka ImageMetadataFi
Tabul’ka je urcˇena´ na ukladanie metada´t z video su´borov alebo media´lnych
zdrojov, kde je jednoznacˇne mozˇne´ urcˇit’ poradove´ cˇ´ıslo sn´ımku. Prima´rny kl’´ucˇ
tabul’ky pozosta´va zo st´lpcov MediaSourceId a FrameId. ImageMetadataId,
st´lpec, z´ıskany´ zo sekvencie ImageMetadata ImageMetadataId seq a ty´m pa´-
dom ma´me vytvoreny´ spolocˇny´ identifika´tor metada´t na jednej insˇtancii u´lo-
zˇiska metada´t.
6.3.3 Tabul’ka FaceMetadataUtc
Do tabul’ky FaceMetadataUtc sa ukladaju´ rozbalene´ metada´ta popisuju´ce
tva´re subjektov z tabul’ky ImageMetadataUtc . Prima´rny kl’´ucˇ kvoˆli rozsˇ´ıreniu
TimescaleDB tabul’ka nema´. Na detekciu duplika´tov sa pouzˇ´ıva jedinecˇny´ in-
dex ix facemetadatautc frame, ktory´ pozosta´va zo st´lpcov:
MediaSourceId — identifika´tor media´lneho zdroja
FrameTsUtc — cˇasova´ zna´mka sn´ımku
LocalObjectId — poradove´ cˇ´ıslo objektu v ra´mci sn´ımku
FeatureProviderId — identifka´tor poskytovatel’a metada´t
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6.3.4 Tabul’ka FaceMetadataFi
Do tabul’ky sa ukladaju´ rozbalene´ metada´ta popisuju´ce tva´re subjektov z ta-
bul’ky ImageMetadataFi . Prima´rny kl’´ucˇ pozosta´va zo st´lpcov:
ImageMetadataId — identifika´tor z tabul’ky ImageMetadataFi
LocalObjectId — poradove´ cˇ´ıslo objektu v ra´mci sn´ımku
FeatureProviderId — identifka´tor poskytovatel’a metada´t
Obe tabul’ky s prefixom FaceMetadata maju´ spolocˇny´ identifikacˇny´ vek-
tor subjektu Embedding, atribu´ty a vlastnosti AgeMin AgeMax a Flags. At-
ribu´ty a vlastnosti sa v su´cˇasnej dobe da´tami nenaplnˇuju´, ale su´ pripravene´
na vyhl’ada´vanie podl’a popisu.
6.3.5 Objektove´ tabul’ky
Kvoˆli podpore vyhl’ada´vania roˆznorody´ch vizua´lnych objektov bez rozbal’o-
vania ImageMetadata bude musiet’ vzniknu´t’ dvojica objektovy´ch tabuliek
pre streamy a video su´bory. Tie by uchova´vali rozbaleny´ obsah metada´t z kazˇde´ho
sn´ımku, kde by jeden za´znam okupoval jeden objekt z konkre´tneho sn´ımku.
Ak by spolocˇne´ vlastnosti objektov obsiahnute´ v objektovy´ch tabul’ka´ch ne-
boli postacˇuju´ce na popis a vyhl’ada´vanie, pre kazˇdu´ triedu zo sˇpecificky´mi
vlastnost’ami a atribu´tmi by musela vzniknu´t’ separa´tna dvojica tabuliek, po-
dobne ako maju´ tva´re FaceMetadata. Pre kazˇdu´ dvojicu by museli vzniknu´t’
pr´ıstupove´ funkcie a samostatne´ rozhrania v API. Zlozˇitost’ riesˇenia by sa
dala zn´ızˇit’ automaticky´m genra´torom zdrojove´ho ko´du, ktory´ by vygeneroval
funkcie aj API na za´klade sche´my tabuliek.
6.4 Kompozitne´ typy
Pouzˇ´ıvatel’om definovane´ kompozitne´ typy [13] (anglicky composite types) sa
pouzˇ´ıvaju´ na defin´ıciu vy´stupnej mnozˇiny dotazovac´ıch funkci alebo ako da´tovy´
typ vstupne´ho parametra funkci´ı. V u´lozˇisku metada´t su´ definovane´ nasle-
duju´ce typy:
face result — vy´sledok dopytu na tva´re z image metadata
framekey result — vy´sledok dopytu na identifika´tor sn´ımku
metadata result — vy´sledok dopytu na metada´ta zo sn´ımkov
partitionconnection result — vy´sledok dopytu na zostavenie pripojova-
cieho ret’azca do databa´zy
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Obr. 6.1: Databa´zovy´ diagram metada´t v PostgreSQL
6.5 Vyhl’ada´vanie objektov
V tejto sekcii sa budeme venovat’ teoreticky´m princ´ıpom, ktore´ su´visia s vy-
hl’ada´van´ım v metricky´ch syste´moch. Z pohl’adu spracovania da´t z vy´stupu
analyticky´ch procesov je embedding kl’´ucˇovou hodnotou pri identifika´cii ob-
jektov, pricˇom embedding je prvkom metricke´ho syste´mu.
6.5.1 Embedding ako zlozˇka metricke´ho prietoru
Defin´ıcia 6.5.1 Vektorovy´ priestor V ⊂ Rd, kde d = 512.
d je empiricky zvolena´ hodnota na za´klade nepublikovany´ch experimentov
pracovn´ıkov z Quantasoftu na datasete VGG Face 2 [14] pomocou internej
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Lecko metriky 6.6.1. V literature sa tiezˇ uda´vaju hodnoty d 64, 128 alebo 256
[15].
Tabul’ka 6.1 porovna´va priemerny´ cˇas vy´pocˇtov vzdialenosti Lecko metriky
s kos´ınusovou, euklidovskou a sˇtvorcovou euklidovskou.
Embedding, identifika´tor tva´re v ∈ V , nad V je definovany´ metricky´ pries-
tor D, kde kazˇda´ zlozˇka je ulozˇena´ ako 32-bitove´ cˇ´ıslo s pohyblivou ra´dovou
cˇiarkou, single. Jeden vektor zabera´ presne 2 KiB. V operacˇnej pama¨ti vektor
reprezentujeme ako 512 prvkove´ pole.
6.5.2 MSQL clustering
Pri budovan´ı ry´chlejˇsieho vyhl’ada´vania na mnozˇine V v PostgreSQL databa´ze
sme sa insˇpirovali pra´cou [16]. Nad testovacou da´tovou mnozˇinou sme vybu-
dovali klustering, formu indexa´cie.
Mnozˇina V bola rozdelena´ na podmnozˇiny Vx, x ∈ {1, · · · , p} , kde v kazˇdej
Vx sme zvolil reprezentanta, pivota, vektor v idea´lnom pr´ıpade s centralizova-
nou poz´ıciou v ra´mci podmnozˇiny. Reprezentantov uklada´me do samostatnej
tabul’ky ClusterPivot s umely´m prima´rnym kl’´ucˇom ClusterId typu inte-
ger. Centralizovana´ poloha pivota je vy´hodna´ kvoˆli pribl´ızˇeniu sa ku rovno-
merne´mu rozdeleniu pr´ıslusˇn´ıkov Vx.
Vektory uklada´me do tabuliek FaceMetadataFi alebo FaceMetadataUtc
v za´visloti na type videa. S vektorom uklada´me aj jeho pr´ıslusˇnost’ k podmno-
zˇine. Pr´ıslusˇnost’ odvodzujeme od vzdialenosti od pivota. Cˇ´ım je vzdialenost’
mensˇia, ty´m su´ vektory podobnejˇsie a aj pr´ıslusˇnost’ jednoznacˇnejˇsia. Nako-
niec si zvol´ıme ClusterId, pivota s minima´lnou vzdialenost’ou a identifika´tor
ulozˇ´ıme do tabul’ky.
Pri dopytovan´ı sa na k-najblizˇsˇ´ıch susedov opa¨t’ precha´dzame vsˇetky´ch
reprezentantov a vybera´me si najpodobnejˇsiu podmnozˇinu Vx, odkial’ vybe-
rieme k-najblizˇsˇ´ıch susedov, ale nedopytujeme sa uzˇ na ostatne´ podmnozˇiny,
cˇ´ım usˇetr´ıme opera´cie porovna´vania. Predpoklada´me, zˇe k ‖ Vx ‖, cˇ´ım mini-
malizujeme rizko, zˇe niektor´ı z k-najblizˇsˇ´ıch budu´ patrit’ do inej podmnozˇiny.
Optimaliza´ciu na dopyty, ked’ vyhl’ada´vame vektory v maxima´lnej vzdia-
lenosti, sme ponechali na budu´cu implementa´ciu.
6.5.3 Vol’ba pivotov
Vol’ba navy´hodnejˇsej mnozˇiny pivotov je NP-u´plna´ u´loha. Z doˆvodu vy´pocˇtovej
na´rocˇnosti sme zvolili nasleduju´ci heuristicky´ algoritmus vol’by pivotov z tes-
tovac´ıch da´t:
1. Z kazˇde´ho media´lneho zdroja sme zvolili na´hodnu´ vzorku 100 kandida´tov.
2. Medzi vsˇetky´mi dvojicami zo vzoriek sme vypocˇ´ıtali vzdialenost’ pomo-
cou funkcie distance lecko, ktora´ je pop´ısana´ v sekcii 6.6.1.
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3. Z dvoj´ıc s cˇo najva¨cˇsˇ´ımi vza´jomny´mi vzdialenost’ami sme na´hodne vy-
brali kandida´tov na pivota.
4. Porovna´vali sme vzdialenosti medzi vsˇetky´mi kandida´tmi. Z vy´beru sme
vyradili ty´ch kandida´tov, ktor´ı boli od l’ubovol’ne´ho ine´ho kandida´ta vo
vzdialenosti mensˇej ako 0,7.
Na konci vol’by na´m zostalo 10 kandida´tov, ktor´ıch sme zvolili za pivotov.
V pr´ılohe v su´bore compare embeddings.ods je mozˇne´ na´jst’ podkladove´ da´ta.
Pre zauj´ımavost’, pri vol’be sme pouzˇli 32 000 jedinecˇny´ch pa´rov.
V produkcˇnom prostred´ı by vy´ber pivota musel vyzerat’ odliˇsne. Pro-
ces nemoˆzˇe byt’ jednora´zove´ho charakteru a nemoˆzˇe byt’ manua´lny vzhl’adom
na neusta´le pribu´daju´ce da´ta. Musel by vzniknu´t’ automaticky´ algoritmus,
ktory´ by bezˇal opakovane.
6.6 Pouzˇ´ıvatel’sky definovane´ funkcie
Pouzˇ´ıvatel’sky definovane´ funkcie a procedu´ry (UDF) je skriptovatel’ne´ rozsˇ´ırenie
logiky databa´zy. Funkcie je mozˇne´ definovat’ ako cˇiste´ SQL dopyty [17], v pro-
cedura´lnom jazyku PL/PgSQL [18], ako volania nat´ıvnych knizˇn´ıc [19], pr´ıpadne
ako skripty v jazykoch Python, Perl, Lua a iny´ch [20]. Z doˆvodu optima-
liza´cie dopytov sa odporu´cˇa deklarovat’ funkcie s vhodny´m a cˇo najstriktnejˇs´ım
oznacˇen´ım volatility [21]. Funkcie je mozˇne´ pret’azˇovat’ [22], cˇo v implementa´cii
vyuzˇ´ıvame.
U´lozˇisko metada´t sprostredkova´va funkcie ako jediny´ komunikacˇny´ kana´l
pre API, cˇo znamena´, zˇe API smie pr´ıstupovat’ do databa´zy iba prostredn´ıctvom
funkci´ı cˇi procedu´r.
6.6.1 Vzdialenostne´ funkcie
Vzdialenostne´ funkcie su´ kl’´ucˇove´ pri porovna´van´ı float vektorov, ako je pop´ısane´
v sekcii 6.5. Pri hl’adan´ı existuju´cich rozsˇ´ıren´ı do PostgreSQL, ktore´ by pod-
porovali vy´pocˇet vzdialenosti medzi float vektormi, sme narazili na niekol’ko
proble´mov. Bud’ mali podporu iba textovy´ch st´lpcov v module pg similarity
[23] alebo pol´ı s nedostatocˇnou d´lzˇkou v module cube. Jediny´m riesˇen´ım bolo
definovat’ si vlastne´ funkcie. Rozhodli sme sa pouzˇit’ popula´rnu implementa´ciu
z Python knizˇnice scipy a jej module na vy´pocˇty vzdialenost´ı [24].
Defin´ıcia 6.6.1 Majme definovany´ skala´rny su´cˇin nad vektormi z Rd, potom
u · v = ∑di=1 uivi a euklidovskou normu ||u||2 = √u · u
V u´lozˇisku metada´t su´ implementovane´ nasledovne´ funkcie:
distance cosine — kos´ınusova´ alebo uhlova´ vzdialenost’ 1− u·v||u||2||v||2
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distance euclidean — euklidovska´ vzdialenost’
√
(u− v) · (u− v)
distance sqeuclidean — kvadra´t euklidovskej vzdialenosti (u− v) · (u− v)
distance lecko — interna´ metrika zalozˇena´ na skala´rnom su´cˇine 1 − u · v,
za predpokladu normovany´ch vektorov u, v
Tabul’ka 6.1 porovna´va priemerne´ cˇasy funkci´ı potrebny´ch na vy´pocˇet
vzdialenosti prepocˇ´ıtane´ na porovnanie jednej dvojice. Merania prebehli na insˇtancii
O1, popis v sekcii 7.1.
lecko euclidean cosine sqeuclidean
0.157082 0.162036 0.175355 0.177590
Tabul’ka 6.1: Porovnanie priemerny´ch cˇasov funkci´ı na vy´pocˇet vzdialenosti
6.6.2 Funkcie na vkladanie da´t
Funkcie na vkladanie da´t su´ implementovane´ dvojake´ho typu. Funkcie, ktory´ch
na´zov zacˇ´ına prefixom sp insert vkladaju´ da´ta, ale v pr´ıpade kol´ızie kl’´ucˇa cˇi
indexu volanie skoncˇ´ı chybou. Funkcie s prefixom sp upsert v na´zve v pr´ıpade
kol´ızie da´ta prep´ıˇsu. Na rozdiel od evidencie metada´t, sa z vy´konnostny´ch
doˆvodov kontrola paralelne´ho pr´ıstupu nevykona´va. O validitu za´znamov sa
mus´ı postarat’ analyticky´ proces sa´m.
6.6.3 Dotazovacie funkcie
V subsekcia´ch budu´ pop´ısane´ funkcie urcˇene´ k dotazovaniu sa na metada´ta.
6.6.3.1 Na´hodny´ pr´ıstup
Funkcie na dotazovanie s podporou na´hodne´ho pr´ıstupu su´ implementovane´
separa´tne pre nasleduju´ce funkcie:
sp get metadata — mnozˇina pret’azˇeny´ch funkci´ı na vyhl’adanie jedne´ho sn´ımku
sp getrange metadata — mnozˇina pret’azˇeny´ch funkci´ı na vyhl’adanie roz-
sahu sn´ımkov
6.6.3.2 Dopytovanie podl’a predlohy
Dopytovanie podl’a predlohy je implementovane´ na vyhl’adanie tva´r´ı cez fun-
kciu sp find faces. Jedna´ sa o variantu algoritmu vyhl’ada´vania k-najblizˇsˇ´ıch
susedov. Parameter embedding je predloha, ktora´ vznikla z obra´zka vyhl’ada´-
vanej tva´re. Parameter kcount limituje maxima´lny pocˇet vra´teny´ch vy´sledkov.
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Kapitola 7
Testovanie vy´konu
Vy´konnost’ riesˇenia sme overovali testami na rozlicˇny´ch insˇtancia´ch, aby sme
potvrdili splnenie pozˇiadaviek V1, V2, V3 a V4 zo sekcie 2.1.1.
7.1 Testovacie insˇtancie
Merania prebiehali na sˇtyroch typoch insˇtanci´ı, ktore´ maju´ tieto spolocˇne´
vlastnosti:
• Virtua´lny stroj hostovany´ na Hyper-V s rezervovany´m vy´konom na 90%.
• Procesor Intel Xeon Gold 5120 @ 2,2 GHz
• Da´tovy´ disk so 100 GiB na SSD oddeleny´ od syste´move´ho
• Operacˇny´ syste´m Ubuntu 18.04 LTS
Popis jednotlivy´ch insˇtanci´ı:
S1 — 1 vCPU s 8 GiB RAM
S2 — 1 vCPU s 4 GiB RAM a obmedzen´ın na 50% vy´konu procesora
O1 — 8 vCPU s 48 GiB RAM
C1 — ako O1, ale zapojena´ vo dvojici
Testy boli spu´sˇt’ane´ z virtua´lneho stroja na Windows Server 2019 zapojene´ho
v rovnakej sieti, ale z ine´ho hostitel’ske´ho stroja.
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7.2 Testovacie da´ta a skripty
7.2.1 Testovacie da´ta z kamier
Da´ta na testovanie vy´konu boli vygenerovane´ z nahra´vok z video kamier a
media´lnych zdrojov. Jedna´ sa o video za´znam v H.264 ko´dovan´ı, kde vel’kost’
obrazu je FullHD s roˆznym fps. Nahra´vky zaznamena´vaju´ pohyb l’ud´ı, kde
su´ zretel’ne´ aj ich tva´re. Tabul’ka 7.1 obsahuje sˇtatistiky media´lnych zdro-
jov. Zo su´borov boli vygenerovane´ da´ta do tabul’ky ImageMetadataFi a hy-
pertabul’ky ImageMetadataUtc. V hypertabul’ke je hodnota MediaSourceId
navy´sˇena´ o 1000 nezˇ uda´va tabul’ka 7.1. Pocˇiatocˇna´ hodnota FrameTsUtc je
2019-06-01 10:12:15. Kazˇdy´ d’alˇs´ı naimportovany´ sn´ımok bude niest’ hodnotu
oproti predosˇle´mu navy´sˇenu´ o pr´ırastok z tabul’ky 7.1. Su´bory s metada´tami su´
ulozˇene´ ako sekvencie ImageMetadata vo forma´te MessagePack a nacha´dzaju´
sa v pr´ılohe B.
MediaSourceId #sn´ımkov #tva´r´ı pr´ırastok [ms] [MiB]
224 4500 75300 200,0 53,0
225 1892 21186 200,4 17,1
226 10756 90552 40,0 105,0
230 667 4767 33,3 3,4
231 5481 31822 190,0 34,3
232 135 424 100,0 0,5
233 161 6002 180,0 6,2
234 201 7026 180,8 7,3
Spolu: 23793 237079 226,8
Tabul’ka 7.1: Zoznam media´lnych zdrojov
7.2.2 Testovac´ı skript
Testovanie vy´konu je implementovane´ v .NET Core 2.2 ako volania API u´lo-
zˇiska metada´t. Testovanie je riadene´ konfiguracˇny´m su´borom a parametrami
pr´ıkazozove´ho riadku. Vhodnou kombina´ciou parametrov a konfigura´cie je
mozˇne´ spu´sˇt’at’ testovacie opera´cie na l’ubovol’nej insˇtancii s nastavit’el’nou
u´rovnˇou simulovane´ho paralelne´ho pr´ıstupu do databa´zy. Simulovany´ parale-
lizmus je implementovany´ ako spu´sˇt’anie rovnaky´ch dopytov na samostatny´ch
vla´knach, separa´tnych spojeniach s u´lozˇiskom a riadeny´ barie´rovou synchro-
niza´ciou. V grafoch a tabul’ka´ch v tejto kapitole su´ testovacie pr´ıpady oznacˇene´
ako:
p1 — jedno vla´kno
p2 — dve vla´kna
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p3 — tri vla´kna.
Testovac´ı skript Run-Tests2.ps1 nap´ısany´ v jazyku PowerShell, ktory´ spu´sˇt’a
testovacie pr´ıpady, sa nacha´dza v pr´ılohe.
7.3 Vkladanie
Vkladanie za´znamov je sˇpecificke´ v tom, zˇe ry´chlost’ za´pisu sa nemus´ı vy´razne
l´ıˇsit’ na testovac´ıch insˇtancia´ch s rozlicˇny´m pocˇtom jadier CPU v pr´ıpade
pouzˇitia jedne´ho databa´zove´ho spojenia. Jedno databa´zove´ spojenie nemus´ı
naplno vyt’azˇit’ vy´pocˇtove´ zdroje na insˇtancii. Z tohto doˆvodu je potrebne´
spu´sˇt’at’ paralelne´ merania na jednej insˇtancii.
Na grafe 7.1 a v tabul’ke 7.2 pre ImageMetadataFi a na grafe 7.2 a v tabul’ke
7.3 pre ImageMetadataUtc je vidiet’:
• vplyv u´rovne vy´konnosti CPU na ry´chlost’ vkladania na insˇtancia´ch S1
a S2, teda cˇ´ım vysˇsˇ´ı vy´kon CPU ma´, tak ty´m mensˇ´ı cˇas dosahuje
• vplyv paralelne´ho pr´ıstupu do u´lozˇiska, ktory´ zvla´daju´ lepsˇie viacjadrove´
insˇtancie
• Vysˇsˇie cˇasy na vsˇetky´ch insˇtancia´ch zaznamenalo vkladanie do ImageMetadataUtc
nezˇ do ImageMetadataFi.
insˇtancia p1 [ms] p2 [ms] p3 [ms]
C1 14,3652 14,0502 16,9259
O1 14,6937 14,5167 17,7789
S1 16,8331 26,9967 38,5057
S2 30,8565 56,3414 81,6327
Tabul’ka 7.2: Priemerne´ cˇasy vkladania do tabul’ky ImageMetadataFi
insˇtancia p1 [ms] p2 [ms] p3 [ms]
C1 7,4345 25,8629 26,9018
O1 12,8533 23,8280 25,8628
S1 20,0585 28,4715 33,9419
S2 42,8791 46,9355 61,9511
Tabul’ka 7.3: Priemerne´ cˇasy vkladania do tabul’ky ImageMetadataUtc
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Obr. 7.1: Graf cˇasov vkladania do tabul’ky ImageMetadataFi
7.4 Vyhl’ada´vanie
V pr´ıpade dopytovania formou vyhl’ada´vania postacˇuje jedno databa´zove´ spo-
jenie, aby sa dal otestovat’ vy´kon u´lozˇiska metada´t. Pre objekt´ıvnost’ merania
na viacery´ch insˇtancia´ch bol cˇas dopytu prepocˇ´ıtany´ na jeden sn´ımok.
7.4.1 Na´hodny´ pr´ıstup
Na grafe 7.3 a v tabul’ke 7.4 pre ImageMetadataFi a na grafe 7.4 a v tabul’ke
7.4 pre ImageMetadataUtc je vidiet’:
• pozit´ıvny vplyv vy´konu CPU na dobu dopytov
• vyhl’ada´vanie podl’a sekvencie sn´ımkov a vyhl’ada´vanie na za´klade cˇaso-
ve´ho rozpa¨tia poda´va na insˇtancia´ch O1 a C1 prakticky rovnake´ vy´sledky
7.4.2 Vyhl’ada´vanie podl’a predlohy
Na grafe 7.5 a v tabul’ke 7.6 je vidiet’:
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Obr. 7.2: Graf cˇasov vkladania do tabul’ky ImageMetadataUtc
insˇtancia p1 [ms] p2 [ms] p3 [ms]
C1 0,031707 0,053544 0,070190
O1 0,038478 0,054972 0,074048
S1 0,047857 0,080412 0,094745
S2 0,068337 0,158423 0,203460
Tabul’ka 7.4: Priemerne´ cˇasy vyhl’ada´vania podl’a rozsahu sekveci´ı v tabul’ke
ImageMetadataFi
• pozit´ıvny vplyv vy´konu CPU na cˇas dopytov (S1, S2 a O1)
• pozit´ıvny vplyv vysˇsˇieho pocˇtu jadier na cˇas paralelny´ch dopytov (S1 a
S2 verzus O1 a C1)
• pozit´ıvny vplyv na cˇas dopytov pri rozdelen´ı da´t na viacero insˇtanci´ı
(porovnanie O1 a C1)
Na testovac´ıch da´tach sme dosiahli priaznive´ vy´sledky zodpovedaju´ce hori-
zonta´lnemu aj vertika´lnemu sˇka´lovaniu.
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7. Testovanie vy´konu
Obr. 7.3: Graf cˇasov na´hodne´ho pr´ıstupu podl’a sekvencie
insˇtancia p1 [ms] p2 [ms] p3 [ms]
C1 7,4345 25,8629 26,9018
O1 12,8533 23,8280 25,8628
S1 20,0585 28,4715 33,9419
S2 42,8791 46,9355 61,9511
Tabul’ka 7.5: Priemerne´ cˇasy vyhl’ada´vania podl’a cˇasove´ho rozsahu z tabul’ky
ImageMetadataUtc
7.5 Na´roky na priestor na disku
Na´roky na priestor na disku su´ za´visle´ od:
1. pocˇtu ulozˇeny´ch sn´ımkov
2. situa´cie, ktora´ je zachytena´ na sn´ımku, tj. od pocˇtu detekovany´ch ob-
jektov
3. u´rovne detailu metada´t, ktore´ generuje analyticky´ proces
4. re´zˇie PostgreSQL databa´zy, ktora´ je za´visla´ na konfigura´cii
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7.5. Na´roky na priestor na disku
Obr. 7.4: Graf cˇasov vyhl’ada´vania podl’a cˇasove´ho rozsahu z tabul’ky
ImageMetadataUtc
insˇtancia p1 [s] p2 [s] p3 [s]
C1 1,2470 1,2186 1,1634
O1 3,2766 3,2330 3,1200
S1 8,5016 6,3455 3,1410
S2 17,0296 13,0984 6,4341
Tabul’ka 7.6: Priemerne´ cˇasy vyhl’ada´vania podl’a predlohy
Tabul’ka 7.7 zachyta´va skutocˇne´ vyuzˇitie diskove´ho priestoru. Je nutne´
pripomenu´t’, zˇe testovacie metada´ta su´ naimportovane´ vo dvoch tabul’ka´ch.
Hodnota re´zˇie PostgreSQL je spocˇ´ıtana´ po niekol’ky´ch itera´cia´ch testovania
bez naimportovany´ch metada´t.
Na´roky na diskovy´ priestor cˇisto len tabuliek v u´lozˇisku su´ dvakra´t vysˇsˇie nezˇ
oproti su´borom vo forma´te MessagePack (v tabul’ke 7.1). Zmiernit’ na´roky na
u´lozˇny´ priestor bez vy´raznej straty vy´konnosti riesˇenia by mala zabezpecˇit’
kompresia metada´t pomocou algoritmu L4Z.
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7. Testovanie vy´konu
Obr. 7.5: Graf cˇasov vyhl’ada´vania podl’a predlohy
insˇtancia tabul’ky [MiB] re´zˇia [MiB] spolu [MiB]
S1 959,98 2582 3541,98
O1 959,98 2547 3506,98
Tabul’ka 7.7: Na´roky na u´lozˇny´ priestor testovac´ıch da´t
7.6 Zhrnutie vy´sledkov testovania
Testovania preuka´zalo naplnenie funkcˇny´ch pozˇiadaviek na vy´kon V1, V2 a
V3.
Dvojna´sobne va¨cˇsˇie na´roky na u´lozˇny´ priestor na cha´peme ako danˇ za
ry´chlejˇsie vyhl’ada´vanie. Fakt, zˇe navrhovane´ vyhl’ada´vanie je skutocˇne ry´chlejˇsie
nezˇ prehl’ada´vanie cele´ho priestoru, bude nutne´ esˇte potvrdit’ meraniami. Pocˇas
vy´voja riesˇenia prebehli potvrdzuju´ce merania iba na neforma´lnej u´rovni.
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Za´ver
Ciele tejto za´verecˇnej pra´ce, s vy´nimkou se´manticke´ho vyhl’ada´vania, na za´-
klade splneny´ch funkcˇny´ch pozˇiadaviek sa podarilo naplnit’. Vy´sledok tejto
diplomovej pra´ce je na´vrh a implementa´cia za´kladov univerza´lneho u´lozˇiska
na vy´sledky z analy´zy obrazu a sn´ım spojeny´m API a na´vrhom manazˇovacej
databa´zy.
V kontexte umelej inteligencie a pocˇ´ıtacˇove´ho videnia navrhovane´ riesˇenie
moˆzˇe hrat’ u´lohu da´tovy´ch skladov pre metada´ta z analy´zy obrazu. S rastu´cim
rozsˇ´ıren´ım spracova´vania obrazu budu´ u´lozˇiska take´hoto typu cˇ´ım d’alej, ty´m
cˇastejˇsie vyzˇadovane´.
Okrem ciel’ov, ktore´ sme si stanovili vy´sledky tejto pra´ce navysˇe pomohli
k zjednoteniu forma´tov ako vy´stupov z analy´zy obrazu v spolocˇnosti Quanta-
soft a umozˇnili ich uchova´vat’ v sˇpecializovanom u´lozˇisku. Vy´stupy tejto pra´ce
su´ nasadene´ v prostred´ı spolocˇnosti.
Pra´ca do budu´cnosti
Od doby prvotne´ho zadania azˇ po implementa´ciu sa v ra´mci spolocˇnosti Qu-
antasoft zmenili priority, cˇo sa dotklo se´manticke´ho vyhl’ada´vania. Tu´to fun-
kcionalitu sme posunuli na realiza´ciu v bl´ızkej budu´cnosti.
Pocˇas implementa´cie sme nestihli podrobne pretestovat’ presnost’ vyhl’ada´-
vania podl’a predlohy. Dˇalej by bolo vhodne´ sa pozriet’ na mozˇnosti indexa´cie
identifika´torov objektov pomocou GiST. Testovanie by bolo vhodne´ spustit’
na omnoho va¨cˇsˇej da´tovej mnozˇine a na sˇirsˇej palete insˇtanci´ı ako napr´ıklad
klustre s viacery´mi uzlami alebo na NVIDIA Jetson Nano, ako predstavitel’ovi
edge zariaden´ı
Implementa´ciu budeme rozsˇirovat’ o podporu vizua´lnych objektov ako su´
vozidla´, l’udske´ postavy, batozˇina a ine´.
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Dodatok A
Zoznam pouzˇity´ch skratiek
AI Artificial Inteligence, umela´ inleligencia.
CAD Computer Assisted Drawing.
CV Computer Vision.
FullHD Full High Definition, rozl´ıˇsenie obrazu 1920 na 1080 bodov.
LPR License Plate Recognition.
LTS Long Term Support.
ML Machine Learning, strojove´ ucˇenie.
OLTP Online Transaction Processing.
RGBA Obrazovy´ bod s cˇervenou, zelenou a modrou zlozˇkou vra´tane priehl’adnosti.
UDF User Defined Functions.
UTC Coordinated Universal Time.
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Dodatok B
Obsah prilozˇene´ho DVD
data......................................adresa´r s testovac´ımi da´tami
exe.......................adresa´r so spustitel’nou formou implementa´cie
api...............adresa´r so spustitel’nou formou implementa´cie API
net standard .....................NuGet bal´ıcˇky pre .NET Core
python.............................spustitel’na´ forma pre Python
imagemetadata..............skompilovane´ knizˇnice forma´tu metada´t
test ................................ adresa´r s testovac´ımi skriptami
src
impl .................................. zdrojove´ ko´dy implementa´cie
api...................................API v C#, Python a C++
db............................................. u´lozˇiska metada´t
imagemetadata..........................ImageMetadata forma´tu
mgmt.......................................manazˇment databa´zy
thesis ...................... zdrojova´ forma pra´ce vo forma´te LATEX
text
thesis.pdf............................. text pra´ce vo forma´te PDF
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