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Background: Statistical and machine learning techniques are now being incorporated into
high-dimensional mixture research to overcome issues with traditional methods. Though
some methods perform well on specific tasks, no method consistently outperforms all others
in complex mixture analyses, largely because different methods were developed to answer
different research questions. The research presented here concentrates on answering a single
mixtures question: Are there exposure patterns within a mixture corresponding with sources
or behaviors that give rise to exposure?
Objective: This dissertation details work to design, adapt, and apply pattern recognition
methods to environmental mixtures and introduces two methods adapted to specific challenges
of environmental health data, (1) Principal Component Pursuit (PCP) and (2) Bayesian non-
parametric non-negative matrix factorization (BN2MF). We build on this work to characterize
the relationship between identified patterns of in utero endocrine disrupting chemical (EDC)
exposure and child neurodevelopment.
Methods: PCP—a dimensionality reduction technique in computer vision—decomposes
the exposure mixture into a low-rank matrix of consistent patterns and a sparse matrix
of unique or extreme exposure events. We incorporated two existing PCP extensions that
suit environmental data, (1) a non-convex rank penalty, and (2) a formulation that removes
the need for parameter tuning. We further adapted PCP to accommodate environmental
mixtures by including (1) a non-negativity constraint, (2) a modified algorithm to allow for
missing values, and (3) a separate penalty for measurements below the limit of detection
(PCP-LOD).
BN2MF decomposes the exposure mixture into three parts, (1) a matrix of chemical
loadings on identified patterns, (2) a matrix of individual scores on identified patterns, and
(3) and diagonal matrix of pattern weights. It places non-negative continuous priors on
pattern loadings, weights, and individual scores and uses a non-parametric sparse prior on
the pattern weights to estimate the optimal number. We extended BN2MF to explicitly
account for uncertainty in identified patterns by estimating the full distribution of scores and
loadings.
To test both methods, we simulated data to represent environmental mixtures with
various structures, altering the level of complexity in the patterns, the noise level, the
number of patterns, the size of the mixture, and the sample size. We evaluated PCP-
LOD’s performance against principal component analysis (PCA), and we evaluated BN2MF’s
performance against PCA, factor analysis, and frequentist nonnegative matrix factorization
(NMF). For all methods, we compared their solutions with true simulated values to measure
performance. We further assessed BN2MF’s coverage of true simulated scores.
We applied PCP-LOD to an exposure mixture of 21 persistent organic pollutants (POPs)
measured in 1,000 U.S. adults from the 2001–2002 National Health and Nutrition Examination
Survey (NHANES). We applied BN2MF to an exposure mixture of 17 EDCs measured in
343 pregnant women in the Columbia Center for Children’s Environmental Health’s Mothers
and Newborns Cohort.
Finally, we designed a two-stage Bayesian hierarchical model to estimate health effects of
environmental exposure patterns while incorporating the uncertainty of pattern identification.
In the first stage, we identified EDC exposure patterns using BN2MF. In the second stage,
we included individual pattern scores and their distributions as exposures of interest in
a hierarchical regression model, with child IQ as the outcome, adjusting for potential
confounders. We present sex-specific results.
Results: PCP-LOD recovered the true number of patterns through cross-validation for
all simulations; based on an a priori specified criterion, PCA recovered the true number of
patterns in 32% of simulations. PCP-LOD achieved lower relative predictive error than PCA
for all simulated datasets with up to 50% of the data < LOD. When 75% of values were <
LOD, PCP-LOD outperformed PCA only when noise was low.
In the POP mixture, PCP-LOD identified a rank three underlying structure. One
pattern represented comprehensive exposure to all POPs. The other two patterns grouped
chemicals based on known properties such as structure and toxicity. PCP-LOD also separated
6% of values as extreme events. Most participants had no extreme exposures (44%) or only
extremely low exposures (18%).
BN2MF estimated the true number of patterns for 99% of simulated datasets. BN2MF’s
variational confidence intervals achieved 95% coverage across all levels of structural complexity
with up to 40% added noise. BN2MF performed comparably with frequentist methods in
terms of overall prediction and estimation of underlying loadings and scores.
We identified two patterns of EDC exposure in pregnant women, corresponding with diet
and personal care product use as potentially separate sources or behaviors leading to exposure.
The diet pattern expressed exposure to phthalates and BPA. One standard deviation increase
in this pattern was associated with a decrease of 3.5 IQ points (95% credible interval: -6.7,
-0.3), on average, in female children but not in males. The personal care product pattern
represented exposure to phenols, including parabens, and diethyl phthalate. We found no
associations between this pattern and child cognition.
Conclusion: PCP-LOD and BN2MF address limitations of existing pattern recognition
methods employed in this field such as user-specified pattern number, lack of interpretability
of patterns in terms of human understanding, influence of outlying values, and lack of
uncertainty quantification.
Both methods identified patterns that grouped chemicals based on known sources (e.g.,
diet), behaviors (e.g., personal care product use), or properties (e.g., structure and toxicity).
Phthalates and BPA found in food packaging and can linings formed a BN2MF-identified
pattern of EDC exposure negatively associated with female child intelligence in the Mothers
and Newborns cohort. Results may be used to inform interventions designed to target
modifiable behavior or regulations to act on dietary exposure sources.
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We are exposed daily to numerous environmental pollutants. Only a small proportion of
these has been assessed for toxicity, with most studies conducted in experimental settings
and not necessarily involving humans [1]. Furthermore, studies evaluating adverse health
have traditionally conducted single-chemical analyses. This approach, however, does not
represent reality; we are exposed to a mixture of chemicals at any given time, which can act
synergistically or antagonistically. Furthermore, due to high correlations among many of these
chemicals, we might detect associations between some of them and the outcome of interest
due to their correlation with the actual “bad actor(s),” i.e. the actual toxic agent(s) in the
mixture. Finally, testing a plethora of chemicals in single-pollutant models—i.e., multiple
comparisons—dramatically increases the chances of spurious findings and, consequently, may
increase disagreement across studies. For these reasons, the US Environmental Protection
Agency, National Research Council (NRC), and National Institute of Environmental Health
Sciences have all recognized the necessity to assess exposure to mixtures [2, 3].
Assessing exposures to mixtures, nonetheless, is especially challenging. First, the
dimensionality of the data dramatically increases when one includes multiple chemicals
in the statistical model. Many studies do not have the power to accommodate this need.
Furthermore, high correlation among chemicals can lead to collinearity and subsequently
inflated standard errors and unstable effect estimates. Two main issues stemming from
current limitations in mixtures analyses have been identified: the need for (a) novel and
robust statistical approaches to assess exposure to mixtures, and (b) appropriate use of
available statistical methods in epidemiologic studies [4].
Given the increasing need to incorporate complex high-dimensional data in environmen-
tal health studies, researchers have progressively turned towards machine learning methods.
Adapting machine learning and data science methods can be especially advantageous, lead-
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ing to more comprehensive studies of environmental exposure impacts on human health.
Nonetheless, these methods were developed to serve a different purpose, mostly focusing
on optimizing predictive accuracy, which is not necessarily well-aligned with Public and
Environmental Health. Environmental health researchers, therefore, should be especially
cautious when using such methods, and preferably should work with computer and data
scientists, in collaboration with biostatisticians, to best adapt and extend machine learning
methods for appropriate use in environmental health.
The goal of this paper is not to give a comprehensive overview of all existing methods
to analyze exposure to mixtures. Instead, we will discuss four types of scientific questions
that are of interest in mixtures research. We will provide a conceptual description of analytic
techniques appropriate to answer each question, along with examples in recent studies. No
single method, to date, can adequately address all four types of mixtures-related scientific
questions [4]. Although other reviews exist on mixtures methods [5–8], here we emphasize the
need for methods that ensure robust results while focusing on interpretability and inference.
Although the specific research question(s) might differ across studies, the two aims of mixtures
analyses are universal: to (1) better understand biological pathways of pathogenesis, and (2)
inform maximally efficient targeted interventions and policies to best protect the public and
prevent disease. For both of these aims, it is of utmost importance to select robust methods
that provide interpretable, and therefore actionable, results.
1.2 Complex mixture methods
Generally, exposure to a mixture indicates exposure to multiple “stressors” simultaneously,
which can include both chemical and non-chemical (e.g., socioeconomic status, diet, etc.)
components. The question becomes, how can we represent the complexity of reality in a
statistical model?
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The selected method(s) should be based on the primary research question. If the interest
lies in identifying exposure patterns or groups of people with similar exposure profiles, some
dimensionality reduction is required [9–11]. To identify the toxic agent(s) in a mixture,
variable selection approaches may be more appropriate [12, 13]. If the aim is to evaluate
synergistic or antagonistic effects, the main options are to hard-code interactions into the
health model or take advantage of more flexible semi- or non-parametric models [14–16].
Finally, to observe the effect of the overall mixture, one may create a weighted index of
exposure or compute the full posterior distribution using Bayesian methods [14, 15, 17].
We present the four main research questions most relevant for mixtures analyses in
Table 1.1. In the next sections, we describe appropriate methods to address each of these
questions and provide applied examples. Please note that many of the methods discussed
may answer multiple questions and thus fall under multiple subsections. To avoid repetition,
we present applications under the research question to which they contribute most uniquely.
Table 1.1: The four main possible questions in mixtures analyses.
1. Are there specific patterns of exposure in the study population?
2. Which are the toxic agents in the mixture? Or, what are the independent effects of
each mixture member on the health outcome of interest?
3. Are there synergistic effects or interactions among mixture members?
4. What is the overall effect of the mixture on the outcome of interest?
Pattern or profile identification
Identification of exposure patterns in the population, e.g. due to common sources or
behaviors, is highly desirable if the goal is to inform targeted interventions and regulations.
Once common patterns are identified, they can be included as the exposures of interest in
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health models, resulting in subsequent identification of the most toxic sources/behaviors.
Regulatory agencies, then, can act on certain sources, and interventions can be designed to
target specific behaviors. Methods adopted from the pattern recognition field are powerful
tools to help researchers identify these shared exposure patterns.
Questions about pattern or profile identification usually involve unsupervised techniques
to describe the variability among correlated chemicals in fewer unobserved (i.e., latent) factors
or to identify subgroups of individuals with similar exposure profiles (i.e., clusters). The
solution of unsupervised approaches is obtained independently of any outcome(s) of interest.
Both clustering and factor analysis involve dimensionality reduction of the original data.
Clustering groups study analysis units (e.g. participants in a cohort study or days in a
time-series), and factor analysis techniques group chemicals into factors using combinations
of the mixture members within each factor, i.e. patterns. To be meaningful, the number of
clusters or patterns should be substantially lower in dimension than the original data.
Clustering partitions observations (e.g., study participants) into distinct homogeneous
groups so that observations within groups are similar and observations across groups are
different. Clustering is often used in exploratory analyses, although the identified clusters
can later be included in a health model as indicators. Though clustering is not particularly
useful in estimating main effects, this approach can be advantageous when assessing effect
modification by high-dimensional modifiers [18]. Although the results from clustering can
be quite interpretable, there is no “golden rule” for choosing the number of clusters [19],
highlighting the importance of expert knowledge in interpretation.
It may be more appropriate in environmental mixtures analyses to identify exposure pat-
terns as functions of all mixture members representing specific sources of exposure or common
behaviors in the study population. Pattern identification requires expert knowledge to assign
interpretable labels to the estimated patterns. Principal component analysis (PCA) is the
most commonly used dimension reduction technique employed in environmental epidemiology
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[9, 20–23]. PCA aims to explain as much of the total variance in the data as possible using
a smaller number of variables (called components), which are linear combinations of the
original variables. The researcher must then decide the appropriate number of components
to include in further analyses based on predefined criteria, by e.g. having a priori defined
a desired amount of the total variance explained. Although PCA is still widely used, its
limitations include an orthogonal solution (which might be contrary to reality if the exposure
patterns to be identified are not independent), no guarantee of an interpretable solution, and
reliance on the researcher to decide on the number of components to retain for subsequent
analyses.
While more advanced methods of matrix factorization exist [24] including positive
matrix factorization (PMF) and sparse non-negative matrix underapproximation (SNMU),
the structure of the results appears largely similar. PMF and SNMU are similar to traditional
factor analysis in that the number of mixture components is designated by the researcher
[11, 25, 26], but they both include constraints in the matrix factorization that enhance
interpretability. First, the non-negativity constraint in both PMF and SNMU ensures that
individual scores and variable loadings on factors are on the same range as the original
variables [11, 27], as all environmental data are positive (e.g. chemical concentrations). The
factors and individual exposures can be easily described—factors by the relative proportions
of variables, and individual exposures by the relative proportions of factors. Second, both
PMF and SNMU, unlike PCA, provide non-orthogonal results which can more realistically
describe human exposure [11, 27]. Finally, SNMU adds a sparsity constraint on the solution
by including a penalty term forcing the lowest contributing variables in the factor loadings
to zero, ignoring chemicals that do not add to the mixture [26].
Traoré et al. implemented SNMU to identify mixtures of 210 environmental contaminants,
including pesticide residues, trace elements and minerals, in two cohorts of pregnant women
in France [28]. The authors selected the optimal number of mixture components in terms
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of relevance and quality of interpretation, choosing eight [28]. They additionally applied
hierarchical clustering to identify groups of women with similar co-exposure profiles [28],
clustering participants based on the patterns identified by the SNMU.
Identification of toxic agents and independent effects
When interested in the identification of specific toxic agents within a mixture and the
characterization of their exposure-response curves, the method of choice should help us
estimate the independent effects of each mixture member. Any analysis, therefore, should
incorporate information on the outcome of interest (i.e., supervised approaches).
Variable selection is one family of methods that may aid in identifying toxic agents by
choosing a subset of relevant mixture members. The most traditional form is subset selection,
including automated forward and backward selection and best subset selection [19]. While
these are easy to implement, they can be unstable, as small changes in the data can greatly
affect variable inclusion in the model, and the uncertainty in the variable selection portion is
ignored [29, 30], resulting in an increased type I error rate [31–33].
To address flaws in subset selection, penalized regression techniques can be used; these
out-perform ordinary least squares (OLS) in their predictive capacity. Notably, penalized
regression methods perform better in highly correlated settings, finding a unique solution
even when the number of chemicals is larger than the number of observations [34]. These
methods cannot, as no method can, determine causal agents in highly correlated mixtures,
but they continue to predict well in these settings, where OLS would provide unstable effect
estimates and inflated standard errors.
By penalizing the magnitude of the coefficients, “unimportant” variables shrink toward
zero, i.e., their estimated effects are restricted, allowing estimation of the coefficients that
are more strongly associated with the outcome. This trades some bias in the estimated
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coefficients for lower variance and overall mean squared error (MSE) of the predicted outcome.
Multiple penalization forms exist. Ridge regression shrinks the sum of the squares of
the coefficients, resulting in non-zero coefficients that are smaller than or equal to those that
would have been obtained using OLS [35]. Lasso (Least absolute shrinkage and selection
operator) shrinks the sum of the absolute values of the coefficients, which pushes some
coefficients to zero, yielding a sparse solution [12]. Elastic net includes both penalization
terms [13].
The penalization term in each above-mentioned approach includes a tuning parameter
(λ) between zero (making the model equivalent to OLS) and infinity (where all coefficients are
shrunk towards zero) [19, 36]. Usually, model fitting includes a training set and a validation
set to choose λ, followed by a test set to estimate the true MSE of the model [37]. In
environmental epidemiology, a test set may not be necessary and is often unavailable, but
some form of hold-out or cross-validation analysis to justify the choice of λ is warranted.
Lasso is more commonly used than ridge regression recently because it produces a sparse
solution. It has been shown to outperform other penalized methods when there is a small
to moderate number of moderate-sized true effects, while ridge regression performs better
when there is a large number of small true effects [12]. When mixture members are highly
correlated, ridge and elastic net will push coefficients toward each other [13, 35]; lasso will
keep one of the correlated variables in the model and push the others to zero [12]. If multiple
toxic agents in correlated mixtures are hypothesized, elastic net may provide the best balance
of sparsity and inclusion of correlated variables that best predict the health outcome.
The coefficients for the selected variables are not necessarily the same as those that would
have been obtained from OLS including only that subset. It is even possible for corresponding
coefficients in the two models to be in different directions [12]. A large drawback for use
of these penalization methods in environmental health is the difficulty in obtaining valid
inferences, as the coefficients are non-linear and non-differentiable [12]. To overcome this,
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many researchers have first fit a penalized regression (e.g. Lasso) and subsequently included
the selected variables in an OLS model. This practice is not well justified for inference, as it
underestimates standard errors by ignoring uncertainty in the variable selection step.
Nwanaji-Enwerem et al. used an adaptive lasso to select PM2.5 constituents associated
with DNA methylation age [38]. This approach incorporates user-specified weights to penalize
individual coefficients differently, so that constituents with larger effects are penalized less
than those with smaller effects [39]. The mixture of interest in their analysis included five
PM2.5 constituents (organic and elemental carbon, sulfate, nitrate, and ammonium), that
made up 89% of the total PM2.5 mass concentration. With covariates fixed in the model so
that only constituents could be penalized, sulfate and ammonium remained in the model,
positively predicting Horvath DNA methylation age [38].
Interactions
Identification of potentially synergistic effects among chemicals is essential if there
is reason to believe that the combined health effect is greater (or less) than the sum of
the independent effects. This is often hypothesized when studying chemicals that share
stereo-chemical features or that target the same biological pathway. If regulatory action
or interventions aim only to lower exposure to one chemical below a certain threshold,
while this chemical works synergistically with another, then the necessary reduction will be
underestimated among people exposed to both chemicals. Methods to assess interactions
between chemicals can identify susceptible groups in those exposed to interacting chemicals
simultaneously. Interactions can be hard-coded into models, including lasso and weighted
quantile sum (WQS) regression (see Section 1.2). However, this practice requires a priori
deciding which interaction terms to include and can only accommodate a small number of
all potential high-order and non-linear interactions. To address this limitation, semi- or
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non-parametric methods are preferred.
Non-parametric methods make no assumptions about the functional form of the associa-
tion, instead using tuning parameters to estimate a curve as closely as possible to each point
without overfitting [19]. Such approaches can more accurately fit nonlinear exposure-response
relationships and allow for non-additive interactions among all mixture members without
explicitly including them in the model. Semi-parametric methods combine the flexibility of
non-parametric models with a parametric portion which is computationally easier to estimate
[36], allowing for the adjustment of potential confounders. However, such approaches often
require a larger sample size than is typically needed for a parametric approach, since they do
not reduce the problem of estimating the functional form of the data to a few parameters
[19].
Bayesian kernel machine regression (BKMR) is a semi-parametric technique that models
the exposure-response relationship as a non-parametric kernel function of the mixture
members, adjusting for covariates parametrically [14–16]. The Gaussian kernel is commonly
used for flexibly capturing a wide range of underlying functional forms, including non-additive
interactions, without specifying the shape of the individual exposure-response curves or the
existence of interactions among mixture members [14, 40]. BKMR also assesses independent
effects, allows for component-wise or hierarchical variable selection, and estimates the overall
effect of a mixture [14–16], but we include it in this section due to its unique ability to detect
nonlinear interactions.
Wasserman et al. used BKMR to estimate the joint effects of exposure to a mixture of
five metals (arsenic, lead, manganese, cadmium, and selenium, measured cross-sectionally)
and peri-natal arsenic on intellectual function in adolescents in Bangladesh [41]. While no
interactions were observed, they found increased arsenic and cadmium were associated with
decreased raw full scale IQ, as was the overall mixture exposure [41].
Other methods to assess high-order and non-linear interactions include tree-based
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methods [36]. Regression and classification decision trees yield highly interpretable results,
but they tend to be unstable, i.e., small changes in the data can cause large changes in the
estimated trees. More complex tree-based methods, such as random forests, are more robust
to variation and have improved prediction, but they lose the interpretability of the single
tree [19]. Several groups have begun to implement these methods in environmental mixtures
[42–44].
Overall mixture effect
Characterizing the overall effect of combined chemical exposures is necessary to ade-
quately define the total body burden of environmental mixtures. When exposure to individual
compounds is below a set regulatory concentration or too low to show independent effects,
an overall effect may still exist in combination with other exposures which target a common
health endpoint. The NRC now recommends that risk assessment efforts account for cu-
mulative risk associated with chemicals that affect the same health outcome [7, 45]. If no
interaction is present, i.e., effects are believed to be additive, a composite of chemicals or a
weighted index allows for the estimation of the combined effects of individual compounds
without reducing the unique exposures to a simple sum.
Various methods exist to create a weighted score of exposure prior to the modeling step.
Toxic equivalency factors (TEF), for example, are often used with dioxins and dioxin-like
chemicals to weigh their toxicity in terms of the most toxic dioxin. Individual weights are
determined by structural and binding similarities, ability to elicit a toxic response, persistence,
and bio-magnification. A single number—a toxic equivalency (TEQ) score—is estimated as
the sum of the products of each chemical’s concentration and its individual TEF value, and
can be used as a cumulative measure of exposure to these related chemicals [46, 47]. Use
of TEQ, however, is limited to chemicals whose main mechanism of action is shared with
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dioxin. Creating such indices, therefore, for other mixtures can be challenging, especially if
such prior knowledge is not available.
When less is known a priori about the individual toxicity of the mixture members, WQS
regression creates an empirically weighted index which can be more widely implemented for
any mixture. The estimated coefficient of this index is interpreted as the mixture effect [17].
As the name implies, WQS categorizes the continuous exposures into quantiles to reduce the
impact of outliers and ensure that all exposure variables are on the same scale [17, 48]. but
this also reduces the amount of information in the data. WQS is analogous to the variable
selection methods discussed in Section 1.2, with each variable’s penalization determined by
its respective weight. WQS then assigns a single coefficient to the weighted index—the sum
of the concentration quantiles of each member multiplied by its weight. The weights identify
toxic agents and “zero out” chemicals with negligible associations [17, 49]. If the index
coefficient is statistically significant, important components of the index (i.e., toxic agents)
can be identified as those with the highest weights [17] The weights provide information on
the relative importance of individual mixture members but no corresponding effect estimates.
White et al. used WQS to estimate the overall effect of a mixture of ten metals (antimony,
arsenic, cadmium, chromium, cobalt, lead, manganese, mercury, nickel, selenium) on breast
cancer risk [50]. The WQS index was positively associated with postmenopausal breast cancer
but not with overall or ER+ breast cancer. Cadmium, lead, and mercury had the largest
weights in the postmenopausal breast cancer index [50].
1.3 Bayesian methods
Even though challenges still remain, recent advances in computational performance and
scalability have opened the door to Bayesian methods in environmental epidemiology [51].
Bayesian methods explicitly use probability to quantify uncertainty in inference, i.e., there is
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(in principle) no impediment to fitting models with many parameters, correlated exposure
variables, or complicated exposure-response specifications [52], and these methods may be
used to answer multiple mixtures questions in the same analysis. Given the flexibility of
Bayesian methods, they are a promising direction for new development.
Bayesian methods estimate the full posterior distribution of the unobserved quantities
[52], meaning that all Bayesian models can estimate an overall effect. Additionally, inclusion
of prior information—a hallmark of Bayesian data analysis—becomes a powerful tool in
environmental mixture methods. Prior knowledge of effect estimates (magnitude or direction
taken from expert knowledge or previous research) or chemical groupings (by exposure source,
biological pathway, or shared toxicity) can be explicitly incorporated in the model.
BKMR, for example, assesses potentially non-linear independent effects and the overall
effect in addition to interactions among mixture members. It also allows for hierarchical
grouping of mixture members [14–16]. Other examples of Bayesian methods in environmental
mixtures exist, as well. Bayesian hierarchical methods [53–55], Bayesian model averaging
[56–60], Bayesian additive regression trees [61–63], Bayesian profile regression [8, 64, 65],
and semi-Bayesian methods (which provide faster results) [66–68] have been implemented in
environmental mixtures research, but they are not yet widely used. Computational advances
in processing speed coupled with developments in machine learning and biostatistical modeling
can make these methods accessible to environmental epidemiologists. There is space and
need for more methods development, in collaboration with data and computer scientists and
biostatisticians, in our field.
1.4 Discussion
Although multiple methods currently exist for environmental mixtures research, no
method can answer all mixtures questions, highlighting the importance of a well-defined
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research question to guide method selection. The interpretability of results (over predictive
accuracy) is critical in determining the usefulness of novel statistical, data science, or machine
learning methods in environmental epidemiology.
Despite statistical advances, all methods share certain limitations. Given high correlations
across chemicals and varying measurement error in species-specific concentrations, any
statistical method will pick the chemical with the least amount of measurement error that
either is the toxic agent or is correlated with the toxic agent (but measured with less
error) [69, 70]. Furthermore, if exposure biomarkers are used (e.g., chemicals or metabolites
measured in biosamples), their half-lives and the timing of sample collection with respect to
exposure matter. Depending on the chemical’s half-life and the critical window of exposure,
all approaches are susceptible to selecting a chemical whose concentration was high during
the critical exposure window and remained high during sampling; exposure to this selected
chemical likely co-occurred with exposure to the actual toxic agent that—if it has a short
half-life—might be undetected at sampling or measured with excess noise depending on
the varying time between the critical exposure window and sampling across subjects. It is
also conceivable that the actual toxic agent is not included in the mixture to be analyzed.
Focusing, therefore, on identifying the toxic agent(s) might lead to the wrong conclusion
under such scenarios, regardless of the choice (and performance) of method.
These issues may be amplified when the examined mixture is small, due to residual
confounding from unmeasured chemicals or shared sources. Caution should also be applied
when using the terms “overall” or “cumulative” for small mixtures, as these are usually only
be a subset of the actual mixture of interest. The complexity of environmental mixtures—
chemical and non-chemical—and analytical limitations for measurement of chemicals add
to the difficulty of arriving at a perfectly-specified model. Including correlated exposure
variables in any model may amplify rather than reduce confounding bias [71]. Finally,
uncertainty propagation is an often overlooked concern, mostly of unsupervised methods.
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Many researchers simply include PCA scores or cluster membership in health models ignoring
the uncertainty inherent in the solution selection, often based on implicit assumptions.
Propagation of uncertainty will lead to more valid inferences and can result in fewer spurious
results and more consistent findings across methods and studies [21].
In future mixtures analyses and methods development, researchers should focus on
robustness of findings. Different populations experience different exposure mixtures and
different distributions of potential modifiers, so we should not expect to replicate results
(patterns or effect estimates) across populations. Rather, unstable methods should be
avoided, and multiple methods should be used, whenever possible, to address a research
question. When investigating an overall effect using WQS, for example, BKMR may be used
as sensitivity analysis. Care should be taken, however, when employing different methods—if
a specific research question is not stated, different methods may provide results that appear
conflicting. For methods that employ simulations or rely on user-specified prior information
(i.e., Bayesian methods), internal assessment of reproducibility is also warranted.
These limitations and model-specific assumptions should be carefully considered when
interpreting results of mixtures analyses. Additionally, groups developing mixtures methods
should consider extensions that take this information into account when estimating health
effects. Furthermore, combining methods may be of interest, for example coupling factor
analysis with BKMR if one is interested in assessing the exposure-response of exposure
patterns and their potentially non-linear interactions.
Bayesian approaches, furthermore, inherently accommodate supervised pattern recogni-
tion, fully propagating uncertainty in the health model, thus identifying patterns specific
to each outcome and better characterizing biological pathways. New Bayesian (and semi-
Bayesian) methods could further allow more flexible modeling, explicit incorporation of
uncertainty, inclusion of prior knowledge, and the ability to answer multiple questions simul-
taneously. Methods development should involve direct collaboration with computer scientists,
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data scientists, and biostatisticians to take advantage of computationally efficient machine
learning algorithms and to obtain interpretable results from sophisticated models. Complex
machine learning prediction methods generate enthusiasm across disciplines, but if their
results are not directly interpretable in health effects analyses, they are unlikely to benefit
the ultimate research goals of understanding biological pathways and informing regulatory
action.
With careful incorporation of machine learning and data science methods, environmental
epidemiologists are better able to explore complex relationships between environmental
mixtures and adverse health. While each new prediction method appears to improve upon
previous methods, effect estimation rather than outcome prediction should be the desired
result. To this end, environmental epidemiologists must work with experts outside of our field
to better adapt machine learning methods to our goals, instead of simply employing methods
as they come. As methods development for environmental mixtures continues, we recommend
Bayesian methods for their flexibility and interpretability of their results. Although no single
model to date can answer all mixtures questions, a well-defined research question will point
toward the correct approach—whether identification of patterns or independent, synergistic,
or overall effect(s). Results are only useful, no matter how sophisticated the method, if they
are robust, reproducible, interpretable and, finally, actionable.1
1.5 Dissertation overview
Environmental mixtures are an emerging topic in environmental health, and researchers
agree that no single statistical or machine learning method can answer all potential questions
in this area. The work presented in this dissertation focuses on a single mixture-related
question: Are there specific patterns of chemical exposure in the study population? We
1End of published work.
16
concentrate on pattern identification in an effort to produce policy-relevant research. If we
successfully equate identified patterns with environmental sources or behaviors leading to
exposure, our work will better inform public health policy and regulatory action. Because
most dimensionality reduction methods employed in environmental epidemiology were not
designed for this field, pattern recognition in multi-pollutant exposure analysis contains
several knowledge gaps. This dissertation details work to design, adapt, and apply statistical
and machine learning methods to address environmental research questions.
In Chapter 2 we introduce principal component pursuit (PCP), a robust dimensionality
reduction method used in computer vision. PCP decomposes a chemical exposure matrix
into a low rank matrix that captures consistent patterns in the data and a sparse matrix
that isolates unique events [24, 72]. In this work, we adapted PCP to better accommodate
environmental data. We included a non-negativity constraint on the low rank solution matrix
and a novel penalty for values below the analytic limit of detection. We altered the algorithm
to allow for missing values, and we specified a cross-validation procedure to choose the
optimal rank of the low rank matrix. We compared PCP and PCA performance on simulated
data, and we used PCP to separate consistent patterns from unique events in a mixture
of persistent organic pollutants (POP) measured in the 2001–2002 National Health and
Nutrition Examination Surveys (NHANES).
In Chapter 3 we introduce Bayesian non-parametric non-negative matrix factorization
(BN2MF), adapted from work in the geological sciences built on previous NMF modeling
techniques in machine learning [73–76]. BN2MF includes several features well-suited to
environmental data. BN2MF generates all estimated values from Gamma distributions, which
contain only non-negative real numbers (R+≥0), and a non-parametric prior on the number
of patterns chooses the optimal number from the data. We extended BN2MF by explicitly
modeling the uncertainty in pattern identification. In Chapter 4 we incorporated this
uncertainty quantification into a novel Bayesian hierarchical health model.
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The work presented in this dissertation aims to contribute to the development of robust
methods to identify patterns of exposure in chemical mixtures. We addressed several key
gaps in environmental mixture research. (1) The true number of patterns in a mixture is
never known, and common methods employed by environmental health researchers require
specification or selection of the correct number by the researcher. (2) Chemical concentrations
are non-negative, and methods that return solutions containing negative values discard this
information, making the solution less interpretable. (3) To our knowledge, no methods
commonly used for pattern identification in environmental mixtures quantify the uncertainty
in this step; nevertheless, it is often the first step of a two-stage process to estimate associations
between identified patterns and health outcomes. With this work, we present two novel
methods for pattern recognition in environmental health and aim to contribute to a better
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2.1 Introduction
To assess exposure to multiple chemicals simultaneously, researchers must consider
the high dimensionality of environmental exposures and the complex correlation structure
across chemicals. Environmental epidemiologists may turn to dimension reduction or variable
selection methods to weaken (or eliminate) correlations within the exposure matrix. When
researchers are interested in identifying patterns within environmental exposure mixtures,
they often employ dimension reduction techniques [77]. Research questions concerning pattern
identification commonly aim to represent underlying sources or behaviors that give rise to
multi-pollutant exposures. Interpretable results may prove actionable if identified patterns
reveal preventable or modifiable circumstances that lead to exposure. Their identification
enables better informed policies and targeted interventions.
Research questions concerning pattern identification in environmental mixtures usually
involve unsupervised statistical techniques whose solutions are obtained independently of any
outcomes. Researchers apply common methods, such as principal component analysis (PCA)
and factor analysis, to describe the variability in correlated chemicals in terms of underlying
(i.e., latent) components. PCA is the most common dimensionality reduction tool used to
identify patterns in environmental mixtures [20–23, 78], but it has several limitations. First,
various selection criteria exist to choose the number of components selected as patterns, such
as the first k principal components that explain a certain amount of variance, all components
with singular values greater than one, or the components whose variances appear to the left
of an ‘elbow’ in a scree plot [79]. However, there is no guarantee that these criteria will
agree [80]. This leaves the burden on the researcher to determine the appropriate number
of components, which is often based on implicit assumptions that are not always explicitly
stated. Further, PCA has no guarantee of an interpretable solution [81]. Its identified
components are orthogonal by design, while patterns of environmental exposures are almost
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certainly not, and its solution, both chemical loadings and individual scores, may contain
negative numbers, while actual chemical concentrations cannot [36]. Finally, as a least
squares method, PCA is susceptible to outliers, which may severely influence the solution
[82]. Researchers also regularly employ dimension reduction methods beyond PCA, such
as factor analysis or non-negative matrix factorization (NMF), for pattern recognition in
environmental mixtures; these techniques work a bit differently than PCA, but they have
similar drawbacks or introduce new ones (e.g., non-negativity may produce identifiability
problems).
When analyzing high-dimensional datasets, a major challenge is how to recover low-
dimensional patterns from noisy, incomplete, or erroneous measurements [83]. In environ-
mental health, observations below the analytic limit of detection (LOD) provide an example
of incomplete data. Depending on the laboratory, these observations may be marked as <
LOD and not reported, or they may be reported as measured with less certainty than those
> LOD [84, 85]. Identification of exposure patterns in datasets with large proportions of
observations < LOD proves challenging [86].
Traditional methods to handle observations < LOD include single and multiple im-
putation, the most common implementation being imputation with LOD/
√
2 [87]. This
method was proposed in 1990 as providing more accurate estimation of the mean and stan-
dard deviation than imputation with LOD/2 and improved computational efficiency over
a maximum likelihood method [88]. However, predictive accuracy is not often the goal in
environmental epidemiology, and computational speed is no longer a barrier to new methods.
Furthermore, substitution of values < LOD with a fixed value (e.g., LOD/
√
2), especially
when some information is available, will impact the distribution of the data, potentially
severely impacting exposure pattern identification in the study population [89].
Here, we introduce a novel technique to identify patterns in environmental mixtures,
adapting a robust and well-established method for data dimensionality reduction and pattern
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recognition in computer vision applications, principal component pursuit (PCP). PCP
decomposes the exposure data matrix into a low-rank matrix (to identify underlying patterns
of exposure across the pollutants) and a sparse matrix (to identify unusual, unique, or extreme
exposure events) [24]. PCP has several advantages over PCA in the area of pattern detection
in environmental mixtures. In a recent PCP extension, square root PCP (
√
PCP ), Zhang
et al. [90] derived a new formulation with a universal choice of regularization parameter.
Thus, the user is not required to choose or tune hyperparameters. We combined this with a
separate extension introducing a non-convex penalty on the low-rank matrix that performs
well with data that may not have a strong underlying structure [91, 92]. Estimation of the
sparse matrix is especially advantageous. Traditional methods are sensitive to unusual or
extreme exposure events; the patterns identified by PCP are not influenced by outlying
values. Instead, exposures that are not explained by patterns in the low-rank matrix are
separated in the sparse matrix and available for to the researcher.
To our knowledge, this is the first time that PCP has been considered in pattern
identification in environmental health or epidemiology. Additionally, we have included
three novel extensions designed uniquely for chemical mixtures: (1) a distinct penalty for
observations < LOD (PCP-LOD) that has improved distributional assumptions over single
imputation and adapts to study-specific confidence in measurement, (2) a non-negativity
constraint on the low-rank matrix to improve interpretability of results, and (3) procedures
to accommodate missing values. We also implemented a cross-validation approach (see 2.2)
so that the choice of estimated components is not as subjective as in other methods. In this
work, we conducted a simulation study based on a real multi-pollutant mixture, simulating
an increasing proportion of observations measured < LOD and varying levels and structure
of added noise. We use these to compare PCP-LOD performance to that of PCA with values
< LOD imputed as LOD/
√
2. Finally, we applied PCP-LOD to an environmental health
dataset of persistent organic pollutants (POPs) measured in the 2001–2002 cycle of the
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National Health and Nutrition Examination Study (NHANES) to identify consistent patterns
of POP exposure while isolating unique or extreme events.
2.2 Methods
Principal component pursuit
We present PCP as a robust method for dimensionality reduction and pattern identifica-
tion [24]. Given an exposure data matrix Xn,p, where n is the number of participants and
p is the number of pollutants, PCP seeks to express X as a superposition of two matrices:
a low-rank matrix Ln,p where r = rank(L)  min(n, p), and a sparse matrix Sn,p where
most entries are zero. Because L is of rank r  p, its rank can correspond to underlying
patterns in exposure, such as specific sources or certain behaviors. L is still defined in terms
of the original variables, i.e., patterns are not directly estimated. PCP may be paired with
various matrix factorization techniques (e.g., singular value decomposition (SVD), PCA,
factor analysis, or NMF) to extract chemical loadings and individual scores. The rank of L
or the number or location of nonzero entries in S do not need to be a priori defined.
We incorporated two PCP extensions that suit features of environmental mixtures data.
First, Zhang et al. [90] recently proposed
√
PCP with a noise-independent universal choice
of regularization parameters. Previous formulations of PCP required knowledge of the true
noise level to determine the appropriate parameters [72, 92, 93]. This is problematic in
environmental mixtures where we cannot know or accurately estimate the underlying noise
level, and it would leave the researcher with the subjective task of tuning parameters on a
per-dataset basis. Zhang et al. [90] provide a more practical approach to pattern recognition
in environmental mixtures.
As first proposed, PCP minimizes a weighted combination of the nuclear norm of L,
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‖L‖∗, and the `1 norm of S, ‖S‖`1 [72]. Notably, this formulation has the desirable quality
of convexity, meaning that every local optimum is a global optimum. This guarantees an
efficiently solvable algorithm [94]. In practice, however, the nuclear norm assumes a stronger
low-rank structure (i.e., slowly decaying singular values) than what is the case in many
real-life environmental mixtures (e.g., POPs or air pollution). To address unsatisfactory
performance with the nuclear norm, we replaced it with a rank-r projection. While the nuclear
norm is convex, the rank-r projection is not. However, it is accompanied by theoretical
guarantees of equivalent performance with the convex implementation [91, 92]. Combining a
non-convex rank projection with
√





1rank(L)≤r + λ‖S‖1 + µ‖L+ S −X‖F (2.1)
where X denotes the original data matrix. The two parameters, λ and µ, are not tuned by the
researcher; instead, they are each set using single universal values, λ = 1/
√
n from Candès
et al. [24], and µ =
√
p/2 from Zhang et al. [90], which have been theoretically proven as
optimal. The indicator function 1rank(L)≤r constrains L to be of rank ≤ r; the `1 norm ‖S‖1
is the sum of the absolute values of the entries of S and encourages S to be sparse; the final
term is the error between the predicted and the observed values, which favors a solution that
is close to the original data.
Environmental Health-Relevant Extensions




PCP ) for use with environmental data, we
extended this method in three ways. First, we modified the algorithm to allow for missing
values. This proves beneficial to environmental datasets which often include participants with
missing exposure measurements. It also enables the cross-validation procedure outlined in
Section 2.2. Next, we constrained the low-rank matrix to be non-negative. Non-negativity in
L allows for individual pattern scores and chemical loadings on patterns on the same support
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as the original chemical distributions. We tailored the third extension to observations < LOD.
We introduced a diverging penalty in the nc
√
PCP solution to accommodate values < LOD
when they are not available to the users, as is most commonly the case. This penalty treats
all estimated values from zero to the LOD as equally good approximations (Equation 2.2,




1rank(L)≤r + λ‖S‖1 + µ‖L+ S −X‖F if X ≥ δ
1rank(L)≤r + λ‖S‖1 if X < δ & 0 ≤ (L+ S) ≤ δ
1rank(L)≤r + λ‖S‖1 + µ‖L+ S − δ‖F if X < δ & (L+ S) > δ
1rank(L)≤r + λ‖S‖1 + µ‖L+ S‖F if X < δ & (L+ S) < 0
such that L ≥ 0
(2.2)
Here, δ represents the LOD. This is an attribute of the data specified by the researcher; it
can be common across all chemicals, chemical-specific, or chemical- and individual-specific,
depending on the measurements. If all observations are > LOD, this equation simplifies to
Equation 2.1. For estimated values > LOD (Equation 2.2, line 3) or < 0 (Equation 2.2, line
4), we include more stringent penalties than in Equation 2.1, which act to push estimates to
the known range.
Simulations
We simulated 100 exposure matrices for all combinations of two mixture sizes, three
noise structures, and three detection proportions (1800 total). We generated datasets of 500
observations each, {xi}500i=1 , where xi = (xi,1, . . . , xi,p)
T presents an exposure profile with p
mixture components. We specified r = 4 underlying patterns and investigated two mixture
sizes (p = 16 and p = 48). We first simulated chemical loadings (r × p) to represent realistic
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environmental patterns where some chemicals were distinct to a single pattern and some





chemicals that overlapped with a second pattern. Distinct chemicals were
given a loading of 1 on the single pattern on which they loaded and a loading of 0 for the
remaining patterns. One third of the chemicals appeared in only one pattern; two thirds of
the chemicals appeared in two pattern. This design corresponds to multiple environmental
sources giving rise to the chemicals in the mixture. Overlapping chemicals were drawn from
a Dirichlet distribution so that their loadings would sum to 1 over all patterns. Of the four
loadings across the four patterns for each chemical, two were drawn from Dir(α1 = 1, α2 = 1)
and two were set to zero. This introduced variability into the overlapping chemical loadings
(Figure 2.1a).
We next generated individual scores (n × r). We drew scores independently from
logN (µ = 1, σ = 1). We created the simulated data from matrix products of individual
scores by chemical loadings with added noise, replacing negative values with zero. We
generated noise in one of three ways, (1) low Gaussian noise (N (0, 1)), (2) high Gaussian
noise (N (0, 5)), (3) or low Gaussian noise with high sparse events. Figure 2.1b shows an
example simulated correlation matrix. Finally, we designated a quantile (25th, 50th, or 75th)
and set all values below the threshold as <LOD.
Study population
For pattern recognition in an environmental mixture with varying detection limits across
chemicals, we chose a mixture of dioxins, furans, and polychlorinated biphenyls (PCBs)
measured in U.S. adults from the 2001–2002 NHANES cycle. NHANES inclusion criteria
have been reported previously [95]. For the chosen cycle, 11,039 participants were interviewed.
One third of participants aged 12 years and older were eligible for environmental chemical
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Figure 2.1: (a) Representative simulated chemical loadings. We simulated 100 examples for mixture size p = 16 (depicted
here) and p = 48. Here, two chemicals load solely on each of the four patterns. The remaining chemicals appear in two
patterns each. (b) Correlation matrix of one simulated dataset (p = 16) with high noise.
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analysis. We removed individuals below 18 years of age or without any POP measurements,
resulting in a final study sample of 1,000. Eighteen PCBs, seven dioxins, and nine furans
were measured. Exposure assessment of POPs in NHANES has been described previously
[96, 97]. Of the POPs measured, 21 detected in at least 50% of all samples were included in
our analyses. All POP values were lipid-adjusted by the U.S. Centers for Disease Control
and Prevention (CDC) [98].
Implementation & Evaluation
We determined the appropriate rank for PCP-LOD and the number of components to
retain from PCA in the same manner for all experiments. For PCA, we a priori defined
our component retention criterion as the first k components that explained ≥ 80% of the
variance in the data, as seen previously in environmental mixtures applications (e.g., Gibson
et al. [99]). While it is possible to perform cross-validation on PCA [100, 101], it is not
a common practice in applied environmental health research. For PCP-LOD we used the
default parameters for λ and µ and cross-validated to select the rank of the L matrix. We set
an initial grid of rank values from 1 to 10 for all scenarios. We performed this cross-validation
approach on a single representative dataset for each combination of simulated mixture sizes
(p = 16 and 48), proportions < LOD (25%, 50%, and 75%), and noise structures (low, high,
and sparse) and for the POP mixture.
To cross-validate PCP-LOD on a single dataset, X, we repeated the following steps
100 times for each rank r ∈ [1, 10]. (1) We randomly corrupted 20% of the mixture X as
missing (i.e., set the value to NA) to serve as a held-out test set, denoted XΩ, yielding the
corrupted matrix X̃. (2) We ran PCP-LOD on X̃ to obtain L̂ and Ŝ. (3) We recorded the
relative recovery error of L̂Ω + ŜΩ compared with the observed data XΩ in the held-out set,
calculated via the Frobenius norm, ||XΩ − L̂Ω − ŜΩ||F / ||XΩ||F . Finally, for each rank, we
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aggregated the average relative recovery error across 100 runs and chose the optimal rank, r̂,
as that with the lowest mean relative recovery error on the held-out set. We subsequently
ran PCP-LOD on the full dataset X with the selected rank r̂.
We ran PCP-LOD and PCA on all simulated datasets. We compared PCP-LOD and
PCA to assess their relative performance when faced with large proportions of non-detectable
observations. For PCP-LOD we estimated the rank of L̂, the sparsity of Ŝ, and their relative
change to assess stability of the solution across increasing proportions of data < LOD. Because
the sparse matrix may contain non-zero values so close to zero as to be considered zero, we
set a threshold above which to regard values as legitimate extreme exposures. We evaluated
sparse events two standard deviations of the model residuals (Ŝ + ε̂), per chemical, from zero,
i.e., 2 ×
√
V ar(Xobsp − L̂obsp ), where obs indicates values above the LOD in the simulated
data.
For both PCP-LOD and PCA, we calculated relative predictive error as the ratio of the
error to the truth in terms of their Frobenius norm: ‖Truth− Predicted‖F / ‖Truth‖F . For
PCP-LOD we interpreted L̂ as the predicted values, and for PCA we constructed predicted
values as the product of the score matrix (i.e., the coordinates of the rotated data on the
principal components) by the rotation matrix (i.e., right eigenvectors), truncated at the
chosen rank. We defined the ‘truth’ as simulated values before noise or sparse events were
added. Finally, we assessed the stability of the identified patterns using the relative prediction
error of the SVD.
Application
Prior to the application to the NHANES POP mixture, we examined distributional
plots and descriptive statistics for all variables. We scaled all exposure concentrations by
their standard deviations to make variances comparable across chemicals. The solution, thus,
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cannot be influenced by high-variance pollutants. We used PCP-LOD to separate unique
events from underlying patterns. Following PCP, we extracted individual scores and pattern
loadings from L̂ using SVD. We compared scores, loadings, and overall relative error with
those obtained from PCA. We present unique events and interpret observed patterns. All
analyses were conducted using R version 4.0.4 [102].
2.3 Results
Simulations
We ran PCP-LOD and PCA on all simulated datasets. PCP-LOD had lower relative
prediction error across the majority of mixture sizes (p = 16 and 48), proportions < LOD
(25%, 50%, and 75%), and noise structures (low, high, and sparse). PCP-LOD outperformed
PCA on all simulations with low noise, simulations with high noise with up to 50% < LOD,
and simulations with low noise and added sparse events with up to 50% < LOD (Figure 2.2).
Figures 2.2 and 2.3 present simulations where p = 16; corresponding figures where p = 48
are included in Supplemental Figures 2.S.1 and 2.S.2.
PCP-LOD was more affected by the proportion of data < LOD, which can be seen in
the larger step size between box plots in Figure 2.2. The decline in PCP-LOD predictive
accuracy as the proportion of values < LOD increased appears because of poorer performance
on values < LOD in high noise scenarios (Figure 2.3). Relative prediction error for values >
LOD was approximately constant for PCP-LOD and PCA. Supplemental Table 2.S.1 contains
the median and inter-quartile range (IQR) of relative error for predicted values overall and
stratified by LOD.
Next, we assessed the stability of the identified patterns using the SVD of the simulated
data before noise or sparse events were added and compared this with the SVD of the L̂
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Figure 2.2: Overall relative predictive error of PCP-LOD and PCA on simulated data with p
= 16 across increasing proportions of data below the limit of detection. The panels show
results for different structures of added noise. Box plots display summary statistics for each
method across 100 simulations. The bottom and top hinges of the boxes correspond to
the first and third quartiles (the 25th and 75th percentiles), respectively. The upper (lower)
whiskers extend from the hinge to the largest (smallest) value no further than 1.5 × IQR
from the hinge (where IQR is the inter-quartile range, or distance between the first and third
quartiles).
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Figure 2.3: Relative predictive error of PCP-LOD and PCA on simulated data with p = 16
stratified by detection. The panel columns separate results from different structures of added
noise, and the panel rows separate values that were simulated as observed (top row) from
those simulated as below the limit of detection (bottom row). Box plots display summary
statistics for each method across 100 simulations.
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Figure 2.4: Relative predictive error of PCP-LOD and PCA solution scores (i.e., left eigen-
vectors) compared with those of the simulated data before noise was added. The panel
columns separate results from different structures of added noise, and panel rows present two
simulated mixture sizes. Box plots display summary statistics for each method across 100
simulations.
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matrix and of PCA results. Figure 2.4 depicts the relative prediction error comparing the left
eigenvectors (comparable to scaled individual scores) of the PCP-LOD and PCA solutions
with those of the simulated ‘truth.’ PCP-LOD’s median relative prediction error is generally
lower than PCA’s for the larger mixture size and higher than PCA’s for the smaller mixture
size. However, these patterns appear quite stable over increasing proportions of data < LOD
for both methods. PCP-LOD solutions achieved lower relative prediction error on chemical
loadings (i.e., right eigenvectors) across all simulations (Supplemental Figure 2.S.3).
Across PCP-LOD solutions, between 2% and 10% of Ŝ entries were non-sparse. We
found decreasing sparsity as the proportion < LOD increased, with 3% (IQR: 2%, 4%), 6%
(IQR: 4%, 7%), and 7% (IQR: 3%, 8%) unique events, on average, found in simulations with
25%, 50%, and 75% < LOD, respectively. For simulations that included sparse events in the
noise structure, PCP-LOD correctly included 69% (IQR: 67%, 71%), 70% (IQR: 68%, 72%),
and 65% (IQR: 62%, 67%) of sparse values in the Ŝ matrix, on average for simulations with
25%, 50%, and 75% < LOD, respectively.
Application
Thirty-four POPs were measured in the NHANES 2001–2002 cycle. Detection frequency
is presented in Figure 2.5. Fourteen PCBs, four furans, and three dioxins were detected in >
50% of samples. Exposure levels of POPs were all positively correlated (Figure 2.6a).
We applied PCP-LOD to identify underlying patterns of POP exposure and extreme
exposure events that were not explained by these patterns without making a priori assump-
tions concerning the number of patterns or sparse events. PCP-LOD returned a low-rank
matrix of rank three, which corresponds with three patterns of POP exposure in the L̂
matrix. Figure 2.6b depicts L̂’s correlation matrix along side the correlation matrix of the raw






























































































































































































































Figure 2.5: Detection frequency of persistent organic pollutants measured in NHANES 2001–2002. All congeners to the
right of the vertical dashed line were detected in > 50% of samples and included in the analysis.
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Figure 2.6: (a) Spearman correlation matrix of 21 persistent organic pollutants measured in NHANES 2001–2002.
Observations below the limit of detection were handled by case-wise deletion. (b) Spearman correlation matrix of
low-rank structure across POPs estimated by PCP-LOD.
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Dioxins Furans Mono−Ortho PCBs Non−Dioxin−like PCBs Non−Ortho PCBs
Figure 2.7: SVD-identified components of PCP-LOD L̂ matrix of underlying POP exposure in 2001–2002 NHANES
participants. PCP-LOD chose a three rank solution based on random hold-out cross-validation.
37
correlations between POPs. To characterize underlying patterns, we extracted principal
components from the low-rank matrix.
The three components distinguished by PCP-LOD included one component of overall
POP exposure, a component that separated dioxins and furans from PCBs, and a third
component that separated higher molecular weight PCBs from lower molecular weight PCBs
(Figure 2.7). The first component explained 79.4% of the variance in the low-rank matrix,
the second explained 14.6%, and the third explained 6.0%.
PCP-LOD partitioned the variation that was unexplained by the low-rank structure into
a sparse matrix of large outlying values and the remaining residuals. The Ŝ matrix contained
mostly zero values, with 5.7% of entries being non-sparse. Sparse observations were generally
weakly correlated, with the absolute value of r < 0.15 for 70% of Spearman correlations
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exposure
events. Figure 2.8 describes participant-specific sparse events. Most participants had no
extreme exposures (44%) or only extremely low exposures (18%). Twenty-two percent had
one high unique event on a single chemical, and 16% had between two and six high exposures
across 21 chemicals left unexplained by the identified patterns.
PCA conducted on the POP mixture chose three components that explained ≥ 80% of
the variance and returned loadings and scores much the same as those from L̂ (results not
shown). Using the three chosen components, PCA’s relative prediction error on values >
LOD was 0.30, similar to PCP-LOD’s relative error of 0.32 when comparing only L̂ with the
original data. However, when including Ŝ in the solution (L̂+ Ŝ), PCP-LOD’s relative error
on values > LOD was 0.07. This is more comparable to the PCA solution when including all

































































































































Figure 2.8: PCP-LOD solution Ŝ matrix of sparse events of POP exposure in 2001–2002 NHANES participants. To facili-
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)
.
White indicates sparsity. POPs (columns) and NHANES participants (rows) are hierarchically clustered to further
facilitate visualization.
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Table 2.1: Summary of extreme events captured in the sparse component of PCP-LOD from
a mixture of 21 POPs measured in 1,000 participants in NHANES 2001–2002. Entries are
counts of participants with uniquely low and/or high events, organized by row and column,
respectively.
High Unique Events










0 439 141 41 11 5 0 1 638
1 147 46 30 13 5 1 0 242
2 27 19 11 6 3 1 0 67
3 8 11 9 8 2 1 1 40
4 0 1 2 3 2 0 1 9
5 0 0 0 1 0 0 1 2
6 0 0 0 0 1 1 0 2
+† 621 218 93 42 18 4 4 1000
+† Column sums of uniquely high events.
+∗ Row sums of uniquely low events.
2.4 Discussion
We propose PCP-LOD as a new approach to identify patterns—and extreme events
left unexplained by patterns—underlying environmental chemical mixtures in the presence
of values < LOD. Our simulation studies highlighted three main advantages of PCP-LOD
over PCA at identifying patterns in environmental mixtures: (1) reduced error in estimated
patterns of exposure, (2) identification of extreme or unique events, and (3) improved
estimation of values < LOD.
Patterns identified by PCP-LOD are additionally more robust to noise and incomplete
data than more traditional pattern identification methods because patterns in L are not
influenced by events in S. PCP-LOD estimated the underlying low-rank structure of L with
lower relative error than PCA under all realistic simulation scenarios. PCA outperformed
PCP-LOD for two error structures when 75% of the dataset was simulated as < LOD. In
this case, PCP-LOD used 25% to re-construct 75% of the data, and poorer performance
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was expected. However, it is unlikely that an environmental health researcher will face a
chemical mixture with 75% of all values < LOD. In our application to POPs detected in
over 50% of measurements among NHANES participants, 76% of all observations were >
LOD. In the entire POP mixture of 34 chemicals, with five chemicals never detected, 52% of
all observations were > LOD. We observed the highest relative prediction error across all
simulations for values < LOD in simulated datasets. This held for PCA, as well, and applies
to all methods to address censored or missing data.
In our simulations and application to NHANES data, we did not make use of the
non-negativity constraint, as SVD returns solutions with negative values. However, we paired
PCP-LOD with SVD to make results comparable with those of PCA. This is not a constraint
of PCP-LOD, as it may be paired with various dimension reduction techniques. Because of
the non-negativity constraint on the L matrix, for example, PCP-LOD can be paired with
NMF to provide results interpretable on an additive scale with a parts-based representation.
[74].
The three components underlying the NHANES mixture distinguished by PCP-LOD
represent one pattern of exposure to all POPs and two patterns grouped by known structural
and toxicological properties. More than 90% of human exposure to PCBs, dioxins, and
furans is through the food supply, mainly meat, dairy, and seafood [103–105]. Thus, the first
component of comprehensive exposure may be interpreted as a dietary source of these POPs.
The second component separated dioxins and furans, which are generally more toxic, from
PCBs [106]. Accordingly, we can understand the second component as a measure of toxicity.
The third component separated lower molecular weight PCBs from higher molecular weight
PCBs, where larger numbers indicate more chlorine atoms and larger molecules. Higher
chlorinated congeners tend to bioaccumulate more than lower chlorinated congeners [107, 108].
Depending on the research question, any or all of these components could be included in
subsequent analyses with health outcomes.
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In the original POP mixture, individuals with high values on any chemicals were likely
to have high values on other chemicals, or equivalently, individuals with low values on any
chemicals were likely to have low values on other chemicals. PCP-LOD captured this in a
component representing overall mixture exposure. After removing the underlying patterns in
the mixture described in L̂, high (or low) exposure events on individual chemicals did not
indicate high (or low) exposure to other chemicals, i.e., sparse events in Ŝ were not highly
correlated. About half (51%) of the unique low exposure events were < LOD in the original
mixture; these values < LOD were not explained by overall low exposure or by the other
identified patterns.
The ability to identify and separate extreme events is a unique feature offered by PCP-
LOD and cannot be found in other methods. These unique or extreme events not captured in
L may themselves be risk factors (e.g., wildfires—unique events not explained by commonly
recognized air pollution sources—for asthma emergency admissions)[109], or they may modify
an association with one of the L components (e.g., a Saharan dust episode might modify the
association with traffic-related pollution) [110]. Next steps could entail including S exposures
along with identified patterns from L in a health model with some form of penalization (e.g.,
lasso or elastic net).
While PCP-LOD addresses several drawbacks of existing methods, it does not overcome
all limitations of pattern identification in environmental mixtures. First, in multi-pollutant
exposures the ‘true’ originating mechanism is almost never known, thus PCP-LOD cannot
provide the ‘correct’ answer. PCP-LOD, like other methods employed in our field, should
be used in conjunction with subject area expertise. The interpretability of results relies on
this expert knowledge. This limitation applies, however, to all methods to address research
questions concerning patterns of environmental exposures. Second, including scores obtained
from any dimension reduction technique paired with PCP-LOD in a health model ignores
the uncertainty inherent in the solution selection, resulting in underestimated confidence
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intervals and, potentially, spurious results [21]. Third, some datasets will likely be high-
dimensional, with a large number of correlated chemical measurements for each participant.
In this situation, PCP-LOD still performs well, provided the rank of the target matrix L0 is
small enough compared to n (e.g., r < cp/ log2 n, where c is a constant) [72]. Additionally,
our application findings should be interpreted in light of their limitations. First, as is the
case when using chemical biomarkers, our study is susceptible to exposure measurement
error. In a noisy setting, any method will exhibit an inaccuracy in the estimated left
singular vectors, which is commensurate with the noise level. Nevertheless, even in this
setting, the results produced by PCP-LOD are stable with respect to noise [72]. Second, our
results may not be generalizable beyond the study population. While NHANES includes a
nationally-representative sample of the general non-institutionalized US population [111], we
did not account for the complex sampling design and weights of the study [112]. Thus, the
PCP-LOD-identified patterns may represent sources or behaviors distinct to the participants.
PCP-LOD also has numerous strengths when compared with existing methods to identify
exposure patterns in environmental mixtures, which require strong assumptions and have
key limitations. As a consequence, their use has resulted in heterogeneous and inconsistent
findings across studies [77]. Moreover, results from methods that are not generalizable or
interpretable hinder their use in the design and development of regulations, policies, and
targeted interventions. Original PCP has few assumptions, namely that L is not sparse and
that S is not low-rank [24]. This is an appealing feature of a tool when the underlying truth
is not known. PCP-LOD directly addresses several additional limitations of existing methods:
(1) its solution is not necessarily orthogonal, allowing correlations between patterns, (2) its
solution is non-negative, so patterns can exist in an interpretable space, (3) its parameters do
not require tuning by the researcher, meaning that the choice of number of patterns in L is
not subjective, and (4) PCP-LOD is robust to extreme values because of the novel S matrix.
To our knowledge, this work represents the first instance of decomposing the structure
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among chemicals in an additive manner. By separating the unique events from underlying
patterns, PCP-LOD provides the opportunity to include extreme events in analyses, where
they previously may have been suppressed or discarded. The theory-backed parameter
selection and cross-validation enhances reproducibility of PCP-LOD, ensuring that two
different research groups with the same dataset will identify the same optimal number of
patterns. PCP-LOD may be employed when environmental epidemiologists have research
questions concerning sources or behaviors leading to chemical exposure or patterns underlying
exposure to multi-pollutant mixtures, especially when data are noisy, incomplete, or may
contain extreme exposure events.
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2.5 Supplementary Material
Table 2.S.1: Relative prediction error comparing PCA and PCP-LOD solutions with simulated
data before noise or sparse events were added. Values represent 25th, 50th, and 75th percentiles
of error distribution over 200 simulations (100 for p = 16; 100 for p = 48).
25% < LOD 50% < LOD 75% < LOD
Method 25th 50th 75th 25th 50th 75th 25th 50th 75th
Overall relative error
Low noise simulations
PCA 0.27 0.30 0.31 0.28 0.31 0.32 0.36 0.38 0.39
PCP-LOD 0.07 0.08 0.10 0.12 0.13 0.14 0.24 0.26 0.27
High noise simulations
PCA 0.40 0.43 0.45 0.40 0.42 0.45 0.55 0.57 0.59
PCP-LOD 0.24 0.30 0.37 0.35 0.38 0.42 0.63 0.67 0.71
Low noise simulations + sparse events
PCA 0.15 0.21 0.31 0.19 0.23 0.33 0.35 0.37 0.44
PCP-LOD 0.08 0.09 0.12 0.15 0.16 0.17 0.36 0.38 0.40
Relative error on observations > LOD
Low noise simulations
PCA 0.25 0.27 0.29 0.23 0.25 0.26 0.21 0.23 0.25
PCP-LOD 0.06 0.07 0.09 0.06 0.07 0.08 0.05 0.05 0.07
High noise simulations
PCA 0.39 0.41 0.43 0.35 0.38 0.41 0.31 0.35 0.36
PCP-LOD 0.23 0.29 0.36 0.27 0.32 0.38 0.33 0.36 0.41
Low noise simulations + sparse events
PCA 0.13 0.19 0.29 0.12 0.18 0.27 0.12 0.18 0.27
PCP-LOD 0.06 0.08 0.11 0.07 0.08 0.11 0.11 0.12 0.14
Relative error on observations < LOD
Low noise simulations
PCA 0.92 1.04 1.17 0.78 0.85 0.93 0.82 0.85 0.90
PCP-LOD 0.36 0.37 0.38 0.51 0.52 0.54 0.68 0.70 0.73
High noise simulations
PCA 0.67 0.72 0.75 0.64 0.67 0.70 0.99 1.01 1.03
PCP-LOD 0.39 0.45 0.52 0.66 0.70 0.73 1.10 1.25 1.36
Low noise simulations + sparse events
PCA 0.65 0.77 1.03 0.67 0.74 0.88 0.84 0.89 0.95
PCP-LOD 0.41 0.42 0.44 0.60 0.62 0.63 0.88 0.97 1.03
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Figure 2.S.1: Overall relative predictive error of PCP-LOD and PCA on simulated data with
p = 48 across increasing proportions of data below the limit of detection. The panels show
results for different structures of added noise. Box plots display summary statistics for each
method across 100 simulations.
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Figure 2.S.2: Relative predictive error of PCP-LOD and PCA on simulated data with p = 48
stratified by detection. The panel columns separate results from different structures of added
noise, and the panel rows separate values that were simulated as observed (top row) from
those simulated as below the limit of detection (bottom row). Box plots display summary
statistics for each method across 100 simulations.
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Figure 2.S.3: Relative estimation error of PCP-LOD and PCA solution chemical loadings
(i.e., right eigenvectors) compared with those of the simulated data before noise was added.
The panel columns separate results from different structures of added noise, and panel rows
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3.1 Introduction
Individuals are ubiquitously exposed to multiple classes of chemicals through environmen-
tal pollution and consumer products. Despite evidence from bio-monitoring studies indicating
that exposures are often highly-correlated [113], environmental health research has historically
examined single chemicals and classes in isolation. The combination of exposures, however,
likely exhibits different relationships with potential health outcomes [4, 114]. In recent years,
there have been concerns regarding the health effects of environmental mixtures such as air
pollution [66], heavy metals and metalloids [41], and endocrine disrupting chemicals (EDCs)
[115]. Due to common environmental sources or behaviors leading to exposure, potentially
shared biological pathways, and similar toxicological effects, environmental health researchers
often desire a tool for exposure pattern recognition [77].
To identify patterns in high-dimensional mixtures, researchers must overcome several
challenges. First, the true number of patterns in a given population is not known. Existing
methods employed in environmental health research use a priori criteria specification (e.g.,
percent of variance explained by components in principal component analysis (PCA) or
lowest Akaike information criterion (AIC) for Non-negative Matrix Factorization (NMF))
to choose the number of components retained or factors selected. This practice opens the
door to subjectivity and interpretation, as two researchers using the same method on the
same dataset may choose different criteria and, thus, reach different conclusions. Second,
chemical concentrations are non-negative and, therefore, cannot be intuitively understood as
a negative feature. Methods that return orthogonal solutions, such as PCA, and/or solutions
that contain negative values (e.g., PCA, factor analysis, and various matrix factorizations),
therefore, do not reflect the process that generates observations, making the solution less
interpretable. Potentially negative chemical loadings cannot be easily interpreted as either
present or absent, and potentially negative individual scores do not intuitively convey exposure
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level. Third, pattern recognition in environmental health is often the first step of a two-stage
approach to estimate associations between identified patterns and health outcomes. This
makes the estimation of uncertainty in the pattern recognition step essential for subsequent
construction of appropriate confidence intervals of health effect estimates. Common methods
such as PCA, NMF, and factor analysis do not quantify uncertainty in estimation.
In this paper, we introduce Bayesian non-parametric non-negative matrix factorization
(BN2MF) as an approach for identifying patterns in environmental mixtures. BN2MF
decomposes observed exposure data (e.g., chemicals across participants in a cohort study or
across days in a time series) into a matrix of chemical loadings and a matrix of individual
scores on BN2MF-identified patterns that are much smaller in number than the total number
of chemicals. Because non-negativity is an informative feature of environmental exposure
data, we enforced it on pattern loadings and individual scores with strictly non-negative
priors, making them interpretable on an additive scale with a parts-based representation [74].
Previous work on NMF comes from machine learning. Lee and Seung [74] first introduced
NMF as a method to learn a parts-based representation of data. In text analysis, NMF
methods have been primarily applied to identify semantic features, or topics, of words shared
across documents [76, 116]. In the context of image recognition and compression, NMF
methods have been applied to learn factors that correspond to parts of an original image
and to reconstruct images that have been corrupted [75, 117]. Within environmental health,
the majority of research employing pattern recognition methods has been in air pollution
source apportionment, such as the U.S. Environmental Protection Agency’s positive matrix
factorization (PMF) [11]. The majority of NMF algorithms require the number of factors
to be specified by the user. BN2MF stems directly from Holtzman et al.’ implementation
of a Bayesian non-parametric matrix factorization model to determine a suitable rank of
factorization from the data. In their work, they employed NMF to identify frequency regions
that co-occur across spectrograms to better identify changes in faulting processes leading to
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earthquakes [73].
Our work provides several contributions to existing environmental exposure pattern
recognition approaches. To our knowledge, this is the first Bayesian unsupervised statistical
method considered for pattern recognition in mixtures of environmental exposures. Previous
work in this area has utilized frequentist statistical and machine learning approaches in which
the number of patterns in the mixture was specified by the researcher or treated as a tuning
parameter. Here, we employed an empirical sparse prior on the number of patterns in the
mixture to estimate it from the data. Additionally, we derived variational confidence intervals
surrounding individual scores that provide previously unattainable uncertainty quantification.
We conducted simulation studies (Section 3.2) in which we compared our method to other
pattern identification methods, namely PCA, factor analysis, and two frequentist NMF
models with different objective functions. Finally, we applied BN2MF to an environmental
mixture of potential EDCs measured in pregnant women in a mother and child cohort from
New York City (Section 3.3). This application highlights BN2MF’s ability to identify the
number of underlying patterns in a chemical mixture without guidance from the researcher
and yield interpretable results.
3.2 Methods
In traditional NMF, given an N × P non-negative matrix X = {xij}, where i = 1 : N





where K is the rank of the solution matrices [74]. We will refer to the N ×K matrix W as
the coefficient matrix of individual pattern scores and the K × P matrix H as the dictionary
matrix of chemical loadings on patterns. In the context of environmental mixtures, X typically
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characterizes a high-dimensional exposure space, where each observation xi = (xi1, . . . , xiP )T
is a row vector of P exposure variables (e.g., PM2.5components or EDCs). In the coefficient
matrix, the row vector wi = (wi1, . . . , wiK)T contains a dimension-reduced representation
for the ith observation, where each observation shares the same set of K patterns, with
a unique mixture of pattern membership [118]. In the dictionary matrix, each pattern
hk = (hk1, . . . , xkP )
T is a row vector with a unique mixture of chemical loadings.
Bayesian Formulation
Traditional NMF minimizes a squared error objective or an information divergence ob-
jective through a multiplicative algorithm [74]. The negative divergence penalty is equivalent






[Xij log(WH)ij − (WH)ij] (3.2)
If we model the data as independent Poisson random variables, then the negative divergence
penalty is the maximum likelihood estimate for W and H.
Xij ∼ Pois ((WH)ij) , Pois(x | λ) =
λx
x!




log Pois (Xij | (WH)ij) (3.3)
Given this probabilistic interpretation, Cemgil [75] described a hierarchical structure with
Gamma priors on both coefficient and dictionary matrices, with W ∼ Gamma(αW , βH) and
H ∼ Gamma(αH , βH), where each component is drawn independently. This allows a fully
Bayesian treatment of the following model:
P(W,H)︸ ︷︷ ︸
Posterior
∝ Pois(WH)︸ ︷︷ ︸
Likelihood
×Gamma(αW , βW )×Gamma(αH , βH)︸ ︷︷ ︸
Priors
(3.4)
Gamma distributions were originally chosen out of computational convenience because
Gamma is the conjugate prior to the Poisson likelihood [75]. In our application, however,
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the motivation is reversed: Gamma priors fit our data generating process and we accepted
the Poisson likelihood as a computational convenience. Measured pollutant exposure concen-
trations are non-negative, continuous values, as are the conceived coefficient and dictionary
matrices. Thus, Gamma priors are well-suited for our latent factors. In practice, applications
using NMF with the divergence objective function perform well on non-negative continuous
data [120, 121].
Non-parametric estimation of k
Following Holtzman et al. [73], we employed a Bayesian non-parametric approach to
determine a suitable factorization of the data. We modeled the exposure matrix using a
K-rank factorization by including a as an empirical prior,
X ∼ Pois (W diag(a)H)
W ∼ Gamma(αW = 1, βW = 1), a ∼ Gamma(αa =
1
K
, βa = 1),
H ∼ Gamma(αH = 1, βH = 1)
P(W, diag(a), H)︸ ︷︷ ︸
Posterior
∝Pois(W diag(a)H)︸ ︷︷ ︸
Likelihood
×Gamma(αW , βW )︸ ︷︷ ︸
Prior
(3.5)
×Gamma(αa, βa)×Gamma(αH , βH)︸ ︷︷ ︸
Priors
Here, W and H have the same dimensions as the original implementation (equation 3.1),
and we introduce a as a K-dimensional vector with a sparse Gamma prior (αa < 1). K is
initialized to equal the mixture size P and is updated iteratively, i.e., it is allowed to vary,
and therefore so is the prior for a. The diagonal matrix diag(a) shrinks out unnecessary
rows of H by setting them to zero, or equivalently, it shrinks the corresponding columns of
W . This non-parametric prior empirically infers the number of factors, K, from the data
(K < P ). With the inclusion of a, we will view the N ×K matrix product W diag(a) as the
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coefficient matrix and wi ◦ a as the dimension-reduced representation for the ith observation,
where “◦” represents element-wise multiplication.
Variational inference
We used variational inference to approximate the latent parameters and their distri-
butions. Variational inference is a fundamental machine learning technique that converts
Bayesian posterior inference into an optimization problem [122, 123]. It begins at an initial
setting of specified independent variational parameters, then optimizes them to find the
members of their families that are closest to the exact posterior distributions [124]. Here, we
defined these approximating distributions q(W ), q(a), and q(H) as follows:
q(W ) = Gamma (W1,W2) ; q(a) = Gamma (a1, a2) ; q(H) = Gamma (H1, H2) (3.6)
Given a dataset X, variational inference chooses variational parameters that minimize the
Kullback-Liebler (KL) divergence between the variational family and the exact posterior
[125], where λ includes all variational parameters,
λ∗ = argminKL(q(W, a, H;λ)‖p(W, a, H | X)). (3.7)
KL divergence is defined as,







where p(·) is the posterior distribution over the parameters and q(·) is the distribution over
the variational parameters. We cannot actually calculate the KL divergence because it
includes the posterior itself, which is intractable. Instead of optimizing the KL divergence
directly, variational inference maximizes the negative KL divergence plus log p(x), which is a
constant with respect to q(·). Maximizing this variational objective function is equivalent to



















All three terms are expectations with respect to the variational distribution. We used the
mean-field variational family where each latent variable is independent and governed by its
own variational parameter [76, 125]. The algorithm for learning the parameters of these q
distributions was provided in the original implementation of this method by Holtzman et al.
[73].
We have also included a deterministic annealing step to provide better approximations
of the posterior distribution. This approach was first proposed to smooth the objective
function and avoid local minima. It includes a decreasing temperature parameter that deforms
the objective function over the course of the optimization [127]. With the inclusion of the
temperature parameter, T , the objective function becomes:
L = Eq [log (p(X | W, a, H)p(W )p(a)p(H))]− T × Eq [log (q(W )q(a)q(H))] (3.10)
When T > 1, the entropy is encouraged to be larger because low entropy distributions are
penalized more [128]. This, in practice, inflates the variance around variational parameters,
better accounting for uncertainty in estimation. We have included an annealing schedule
that shrinks T to one in an iteration-dependent manner.
Variational inference is (generally) a non-convex optimization problem, thus it converges
to a local, not global, maximum [124, 126]. To address the non-convexity, we ran BN2MF 10
times for each simulated dataset and selected the version with the largest objective function,
a standard practice that corresponds with selecting the variational distribution closest to the
true posterior [129]. After convergence, we took Eq [Wikak] and Eq [Hkj] as individual scores
and chemical loadings, respectively.
Variational confidence intervals
We empirically computed 95% variational confidence intervals around the expected values
in the coefficient matrix of individual scores. We first generated 1,000 random draws from
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the solution distributions Gamma(Ŵ1ik , Ŵ2ik), Gamma(â1k , â2k), and Gamma(Ĥ1kj , Ĥ2kj).
We then `1-normalized the patterns in the dictionary matrix (hk·) and scaled the patterns
in the coefficient matrix (W diag(a)·k) by the corresponding normalization constant. This
put all individual scores across patterns on the same scale. We defined the 95% variational
confidence intervals as the 2.5th and 97.5th quantiles of the of the empirical distribution of
the scaled scores.
The variance of a parameter obtained through variational inference is known to be more
narrow than the variance of the true posterior distribution [130]. This is a consequence of
the independence assumptions of the variational objective function and the clear trade-off
between variational distributions that fit the data well and variational distributions that
have low entropy [126]. For this reason, we also created bootstrapped confidence intervals to
compare with the variational confidence intervals.
We recognize that these two approaches are not directly comparable. The bootstrap
forms a confidence interval over the range of expected values across bootstraps. This captures
uncertainty in the data. The variational confidence interval captures the uncertainty in the
variational approximation to the posterior distribution; this incorporates both uncertainty
in the data and in the model. As the field currently stands, however, the best method of
capturing uncertainty in pattern recognition in environmental mixtures is bootstrapping a
frequentist model. Thus bootstrapped confidence intervals for BN2MF provide a measure
against which to evaluate variational confidence intervals. Because a Bayesian estimate is
not necessarily equivalent to the maximum likelihood estimate, we further bootstrapped
confidence intervals for the Poisson NMF, which, as discussed above, is the maximum
likelihood corollary of BN2MF.
We designed the bootstrap in the following manner: for a single simulation, we conducted
150 bootstraps using case resampling with replacement, so that each individual would appear
in approximately 100 samples. The dimensions of each sample equaled the size of the original
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dataset. We then ran BN2MF on each bootstrapped sample and took E [W diag(a)] and
E [H] as point estimates. We employed the same scaling steps as above, `1-normalization of
the dictionary matrix and corresponding scaling of the coefficient matrix, on each bootstrap
sample. We combined samples according to their row and column indices. We defined the 95%
bootstrapped confidence intervals as the 2.5th and 97.5th quantiles of the of the bootstrapped
distribution of the scaled scores. We bootstrapped a subset of the simulated datasets detailed
in Section 3.2. We performed the same steps to create bootstrapped confidence intervals for
Poisson NMF, included in the supplemental materials.
Simulation strategy
We evaluated the ability of BN2MF to identify the true patterns underlying high-
dimensional mixtures, and compared our model’s performance to three commonly used
frequentist methods. We applied BN2MF, PCA, factor analysis, and NMF to simulated
datasets with known data generating processes designed to reflect realistic underlying patterns
in environmental mixtures with increasing complexity.
Generally, the notion of NMF is not well-defined, meaning that the factorization is not
unique (up to scaling and permutation) [131]. Previous research has introduced separability,
a fairly mild assumption about the underlying pattern structure, under which NMF may
recover the truth [132]. In the context of environmental data, the exposure matrix X is
separable if, for each pattern k in the dictionary matrix, H, there is some chemical j such
that Hkj > 0 and Hk′j = 0 for k′ 6= k [133]. In other words, there is at least one chemical that
loads solely on each pattern. This usually holds in real-life data. In the following simulations,
this assumption does not always hold, as increased noise prevents separability and some
simulations are structurally inseparable (i.e., all chemicals load on more than one pattern).
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Primary data generation
We generated 12,100 datasets of 1,000 observations each, {xi}1,000i=1 , where xi = (xi,1, . . . ,
xi,40)
T presents an exposure profile with 40 mixture components. We specified four underlying
patterns. We created the simulated data from matrix products of 1, 000×4 coefficient matrices
and 4× 40 dictionary matrices with added Gaussian noise.
We first generated dictionary matrices with patterns ranging from distinct to completely
overlapping. Each chemical was drawn from a Dirichlet distribution so that its loadings
summed to one over all patterns. For distinct patterns, ten chemicals had loadings of 1 for
each pattern, with no chemical loading on multiple patterns. For overlapping patterns, ten
chemicals had ‘high’ loading on one pattern, ‘medium’ on a second pattern, and no loading
on the remaining two patterns. These were generated so that the ‘high’ loading would be
approximately twice the ‘medium’ loading from one of four distributions: Dir(α1 = 10, α2 =
5, α3 = 0, α4 = 0), Dir(α1 = 0, α2 = 10, α3 = 5, α4 = 0), Dir(α1 = 0, α2 = 0, α3 = 10, α4 = 5),
Dir(α1 = 5, α2 = 0, α3 = 0, α4 = 10). ‘Distinct’ and ‘overlapping’ represent the extremes of
the simulation process; overlapping patterns are not separable. Nine more datasets were
generated by progressively moving four chemicals (one from each pattern) from the distinct
to overlapping data generating process.
We next generated coefficient matrices. We drew independent scores from Lognormal(µ =
0, σ2 = 1). We took the product of coefficient and dictionary matrices to generate chemical
exposure matrices. We added noise from a Gaussian N (µ = 0, σ = s), replacing negative
values in the sum of exposure and error matrices with zero. The noise level s was defined as
a proportion of the ‘true’ standard deviation in the simulation before noise was added. This
proportion ranged from 0 to 1 in increments of 0.1. Zero corresponds to a scenario with no
noise in measurement, which is not meaningful in an applied setting, as all environmental
measurements have noise [134]; however, it is useful as a baseline against which to compare
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results.
Before adding noise, all simulated datasets were of rank 4; after adding noise, they
became full rank. Separable simulations were no longer fully separable when noise was
added. We generated 100 datasets each for all possible combinations of 11 dictionary matrix
structures and 11 noise levels (121 data generating processes), so that all simulations were
analyzed at increasing noise levels. For the purpose of this work, we present results for two
pattern structures (distinct and overlapping) and three noise levels, 0.2, 0.5, and 1 (600
datasets) in tables and figures and refer the reader to the supplemental materials for the
remaining results. The bootstrapped models from Section 3.2 were conducted on the same
subset.
Secondary data generation
To assess the dependence of our results on dataset and pattern dimension, we generated
datasets with varying dimensions and specifications. We considered three sample sizes (N =
200, 1,000, 10,000), three feature spaces (P = 20, 40, 100), and three pattern numbers (K =
1, 4, 10). These simulations were compared with the main subset of distinct and overlapping
patterns at three noise levels (0.2, 0.5, and 1.0).
Metrics and measures of comparison
We ran BN2MF, PCA, NMF, and factor analysis on all simulated datasets. We ran two
versions of NMF, one with the information divergence penalty (NMF-P for Poisson) and
one with the squared error objective (NMF-`2). For PCA, NMF, and factor analysis, we
specified a priori criteria for component retention or factor selection. For PCA, we retained
the first n components that explained ≥ 80% of the variance in the data, as commonly done
in environmental mixtures applications (e.g., [99]). For NMF and factor analysis, we ran
three models with varying rank (K = 3, 4, and 5 for the primary simulations) and chose the
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model with the lowest Bayesian information criterion (BIC). We then compared solutions
across methods.
As a first qualitative metric, we compared the number of patterns identified. As
quantitative metrics, we used relative predictive error, cosine distance, and symmetric
subspace distance. We used the relative predictive error in terms of the Frobenius norm (`2
matrix norm) to compare solution matrices to simulated datasets before noise was added,
which represent the true underlying mixture. Relative error is defined as the ratio of the
error to the truth: ‖Truth− Predicted‖F / ‖Truth‖F . For solutions that correctly identified
the true number of patterns, we used relative error and cosine distance to compare estimated
coefficient matrices or scores to true simulated scores and estimated dictionary matrices,
loadings, or factors to true simulated loadings. Cosine distance measures the distance between
two vectors in terms of orientation, not magnitude. It is defined as 1 – cosine similarity, where
cosine similarity is the inner product of two vectors, a and b, which are both normalized so
that ‖a‖2 = 1 and ‖b‖2 = 1 [135].
cosine distance(a,b) = 1− cos(θ) = 1− a · b
‖a‖2‖b‖2
, (3.11)
where θ is the angle between a and b. With cosine distance, intuitively, smaller values
indicate more similarity, with a value of 0 demonstrating that the two vectors are oriented in
the same direction (1− cos(0)) and 1 indicating orthogonality.
As solution factors or components are not guaranteed to match the order of the true
underlying patterns, for each solution, we found the permutation matrix that made the solution
matrix as close to the true matrix as possible, finding a globally optimal correspondence
between the true matrix and the solution. We then reordered the solution matrix by the
permutation matrix. Because PCA and factor analysis solutions are unique up to sign, we
allowed their permutation matrices to include negative values.
Because all solutions did not successfully identify the correct number of patterns, we
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utilized symmetric subspace distance to compare matrices of different dimensions (e.g., true
score matrix 1, 000×4 vs. coefficient matrix 1, 000×5). Symmetric subspace distance defines
a distance measure between two linear subspaces, where the number of individual vectors is
constant but the number of elements they contain may differ [136]. The symmetric distance
between m-dimensional subspace U and n-dimensional subspace V is defined as







If two subspaces largely overlap, they will have a small distance; if they are almost orthogonal,
they will have a large distance. To use this method to compare simulations with solutions, we
took orthonormal bases of all included matrices and calculated the ratio between symmetric
subspace distance and
√
max(m,n). Two subspaces are similar if and only if this ratio is
≤ 1
2
[136]. This method may favor results from PCA, which provides orthonormal bases
directly. It also removes non-negativity as a characteristic of either simulations or solutions,
thus it may artificially improve performance of methods that allow negative values.
To assess the validity of the variational confidence intervals, we defined coverage as the
proportion of simulated individual scores that fell within their lower and upper bounds. We
employed the same scaling steps—`1-normalization of the dictionary matrix and corresponding






BN2MF chose a K = 4 solution for 99% of the simulations, which is consistent with the
simulation designed. Of the 137 datasets for which BN2MF was incorrect, 129 of them were
simulated with high proportions of added noise (0.9 (n = 20) or 1.0 (n = 109)) relative to
the true values. Factor analysis selected the 4 factor model based on BIC at all noise levels,
but when no noise was added, factor analysis failed to converge. NMF (both with the `2 and
divergence penalties) selected the four factor model based on BIC >99% of the time. Like
BN2MF , NMF failed more often when noise was high. PCA only retained four components
in 34% of the models. It never chose 4 patterns when the noise proportion was > 0.6.
We assessed model accuracy by comparing predicted values from each model with
the underlying truth before noise was added. Mean relative prediction error and standard
deviation are shown in Table 3.1. BN2MF and frequentist NMF outperformed PCA and
factor analysis at reconstructing the true data. Factor analysis had the poorest performance
overall, with relative prediction error consistently higher than the other methods. PCA
performed well when the underlying patterns were orthogonal and there was little noise but
not when patterns overlapped or more noise was added. Frequentist NMF performed just as
well or slightly better than BN2MF in terms of predicted accuracy; this is not surprising,
since more accurate prediction is not the key benefit of the Bayesian approach.
To assess estimation accuracy for loadings and scores, we used relative prediction error
for solutions that correctly identified the number of underlying patterns (see Table 3.1).
On this metric, BN2MF and factor analysis outperformed PCA and frequentist NMF at
estimating scores, and factor analysis and NMF-P better estimated loadings. PCA performed
well on loadings but worse on scores, and often provided a result that was not directly
comparable with the truth.
To assess estimation accuracy for loadings and scores in terms of orientation, we used
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Table 3.1: Relative error comparing predicted values and solution scores and loadings with
simulated truth. Values presented are mean (standard deviation). Entries marked as “—”
indicate that no models on that group of simulations correctly identified the number of
patterns, and error on scores and loadings could not be computed. ∗ FA = factor analysis;
NMF-`2 = NMF with `2 penalty; NMF-P = NMF with Poisson likelihood.
Relative Prediction Error
Distinct Patterns Overlapping Patterns
Model∗ Overall Scores Loadings Overall Scores Loadings
Simulations + 20% Noise
BN2MF 0.07 (<0.01) 0.77 (0.03) 3.18 (1.07) 0.07 (<0.01) 0.78 (0.01) 3.48 (0.38)
FA 0.43 (0.03) 0.75 (0.01) 0.02 (<0.01) 0.29 (0.04) 0.78 (0.01) 0.52 (0.03)
NMF-`2 0.05 (<0.01) 1.00 (<0.01) 1586.63 (40.82) 0.04 (<0.01) 1.00 (<0.01) 1623.25 (37.28)
NMF-P 0.05 (<0.01) 10.98 (3.69) 0.91 (0.02) 0.05 (<0.01) 8.81 (2.99) 0.89 (0.03)
PCA 0.09 (0.10) 1.89 (0.07) 0.72 (0.03) 0.18 (0.02) — —
Simulations + 50% Noise
BN2MF 0.14 (<0.01) 0.77 (0.03) 3.37 (1.28) 0.12 (0.02) 0.79 (0.01) 3.61 (0.28)
FA 0.47 (0.03) 0.75 (<0.01) 0.09 (<0.01) 0.33 (0.03) 0.78 (0.01) 0.46 (0.03)
NMF-`2 0.13 (<0.01) 1.00 (<0.01) 1654.97 (49.45) 0.11 (<0.01) 1.00 (<0.01) 1684.69 (41.46)
NMF-P 0.13 (<0.01) 10.89 (3.50) 0.91 (0.02) 0.11 (<0.01) 8.62 (2.86) 0.89 (0.03)
PCA 0.13 (<0.01) 1.86 (0.06) 0.72 (0.03) 0.11 (0.01) 1.62 (0.06) 0.79 (0.03)
Simulations + 100% Noise
BN2MF 0.27 (0.01) 0.83 (0.06) 5.72 (2.90) 0.23 (0.01) 0.81 (0.02) 4.22 (0.70)
FA 0.56 (0.03) 0.77 (<0.01) 0.24 (<0.01) 0.43 (0.03) 0.80 (0.01) 0.39 (0.02)
NMF-`2 0.27 (0.01) 1.00 (<0.01) 1850.65 (61.52) 0.22 (0.01) 1.00 (<0.01) 1873.28 (60.33)
NMF-P 0.27 (0.01) 10.06 (2.50) 0.90 (0.02) 0.23 (0.01) 8.08 (2.59) 0.88 (0.03)
PCA 0.48 (0.01) — — 0.45 (0.01) — —
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Table 3.2: Cosine distance comparing predicted values and solution scores and loadings
with simulated truth. Values represent mean (standard deviation). Entries marked as “—”
indicate that no models on that group of simulations correctly identified the number of
patterns, and distance on scores and loadings could not be computed. ∗ FA = factor analysis;
NMF-`2 = NMF with `2 penalty; NMF-P = NMF with Poisson likelihood.
Cosine Distance
Distinct Patterns Overlapping Patterns
Model∗ Overall Scores Loadings Overall Scores Loadings
Simulations + 20% Noise
BN2MF <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) 0.02 (0.01) 0.02 (0.01)
FA 0.08 (0.01) 0.21 (0.01) <0.01 (<0.01) 0.03 (0.01) 0.28 (0.01) 0.08 (0.01)
NMF-`2 <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01
NMF-P <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01) <0.01 (<0.01)
PCA 0.01 (0.02) 0.28 (0.06) 0.09 (0.07) 0.02 (<0.01) — —
Simulations + 50% Noise
BN2MF 0.01 (<0.01) 0.01 (<0.01) <0.01 (<0.01) 0.01 (<0.01) 0.02 (0.01) 0.02 (0.01)
FA 0.10 (0.02) 0.22 (0.01) <0.01 (<0.01) 0.05 (0.01) 0.29 (0.02) 0.08 (0.01)
NMF-`2 0.01 (<0.01) 0.01 (<0.01) <0.01 (<0.01) 0.01 (<0.01) 0.01 (<0.01) <0.01 (<0.01)
NMF-P 0.01 (<0.01) 0.01 (<0.01) <0.01 (<0.01) 0.01 (<0.01) 0.01 (<0.01) <0.01 (<0.01)
PCA 0.01 (<0.01) 0.28 (0.06) 0.08 (0.06) 0.01 (<0.01) 0.48 (0.05) 0.35 (0.05)
Simulations + 100% Noise
BN2MF 0.03 (<0.01) 0.03 (<0.01) <0.01 (<0.01) 0.02 (<0.01) 0.05 (0.01) 0.03 (0.01)
FA 0.17 (0.02) 0.24 (0.01) <0.01 (<0.01) 0.10 (0.01) 0.31 (0.02) 0.08 (0.01)
NMF-`2 0.03 (<0.01) 0.03 (<0.01) <0.01 (<0.01) 0.02 (<0.01) 0.04 (<0.01) 0.01 (<0.01)
NMF-P 0.03 (<0.01) 0.03 (<0.01) 0.01 (<0.01) 0.02 (<0.01) 0.04 (<0.01) 0.01 (<0.01)
PCA 0.09 (<0.01) — — 0.08 (<0.01) — —
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Table 3.3: Symmetric subspace distance comparing predicted values and solution scores and
loadings with simulated truth. Values represent mean (standard deviation). ∗ FA = factor
analysis; NMF-`2 = NMF with `2 penalty; NMF-P = NMF with Poisson likelihood.
Symmetric Subspace Distance
Distinct Patterns Overlapping Patterns
Model∗ Overall Scores Loadings Overall Scores Loadings
Simulations + 20% Noise
BN2MF 0.03 (0.02) 0.06 (<0.01) 0.01 (<0.01) 0.05 (0.02) 0.08 (0.01) 0.06 (0.01)
FA 0.16 (0.01) 0.43 (0.01) 0.01 (<0.01) 0.17 (0.01) 0.43 (0.01) 0.07 (0.01)
NMF-`2 0.02 (0.02) 0.06 (<0.01) 0.01 (<0.01) 0.05 (0.02) 0.08 (<0.01) 0.01 (<0.01)
NMF-P 0.02 (0.02) 0.06 (<0.01) 0.01 (<0.01) 0.05 (0.02) 0.08 (<0.01) 0.02 (<0.01)
PCA 0.16 (0.01) 0.45 (0.07) 0.09 (0.18) 0.17 (0.01) 0.65 (<0.01) 0.50 (<0.01)
Simulations + 50% Noise
BN2MF 0.05 (0.01) 0.14 (<0.01) 0.02 (<0.01) 0.08 (0.02) 0.18 (0.05) 0.08 (0.06)
FA 0.17 (0.01) 0.44 (<0.01) 0.02 (<0.01) 0.18 (0.01) 0.46 (0.01) 0.08 (0.01)
NMF-`2 0.05 (0.01) 0.13 (<0.01) 0.02 (<0.01) 0.08 (0.02) 0.18 (0.01) 0.03 (<0.01)
NMF-P 0.05 (0.01) 0.13 (<0.01) 0.03 (<0.01) 0.08 (0.02) 0.18 (0.01) 0.05 (0.01)
PCA 0.17 (<0.01) 0.44 (<0.01) 0.03 (<0.01) 0.18 (0.01) 0.46 (0.03) 0.05 (0.08)
Simulations + 100% Noise
BN2MF 0.10 (0.04) 0.29 (0.09) 0.10 (0.15) 0.11 (0.01) 0.31 (0.02) 0.11 (0.04)
FA 0.18 (0.01) 0.49 (0.01) 0.05 (<0.01) 0.20 (0.01) 0.53 (0.01) 0.10 (0.01)
NMF-`2 0.09 (0.03) 0.26 (0.06) 0.07 (0.10) 0.12 (0.01) 0.31 (0.01) 0.07 (0.01)
NMF-P 0.09 (0.02) 0.26 (0.04) 0.07 (0.07) 0.11 (0.01) 0.32 (0.01) 0.11 (0.01)
PCA 0.60 (0.02) 0.91 (0.01) 0.88 (0.01) 0.62 (0.02) 0.92 (<0.01) 0.88 (0.01)
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cosine distance for solutions that correctly identified the number of underlying patterns.
Mean cosine distance and standard deviation are shown in Table 3.2. Non-negative methods,
both BN2MF and frequentist NMF, generally outperformed PCA and factor analysis at
estimating the direction of true patterns.
Finally, we compared the linear subspaces spanned by estimated scores and estimated
loadings with true underlying scores and loadings using the symmetric subspace distance.
This metric allowed comparison of results that incorrectly estimated the number of patterns.
Mean symmetric subspace distance and standard deviation are shown in Table 3.3. On this
metric, the non-negative methods again outperformed PCA and factor analysis.
Variational confidence intervals
Figure 3.1 displays median coverage of variational confidence intervals for simulation
scenarios taken across entries in 100 datasets per grid square, for all pattern structures
and added noise levels. When the noise level was low and no chemicals loaded on multiple
patterns, variational confidence intervals achieved 100% coverage. As noise increased, coverage
decreased, with added noise greater than or equal to 0.5× σ resulting in confidence intervals
that did not achieve nominal coverage, i.e. did not include the true value 95% of the time. As
underlying patterns overlapped more, coverage again decreased, though notably less steeply
than with increasing noise. At the extreme, with all patterns overlapping and added noise
equal to σ, variational confidence intervals failed to include the true values almost 40% of
the time. This corresponds with poorer performance as the underlying structure became less
separable.
While variational confidence intervals only performed poorly in simulations with high
noise, bootstrapped confidence intervals consistently performed much worse. Median coverage
for bootstrapped BN2MF confidence intervals ranged from 0.06 at its worst (over distinct
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Figure 3.1: Ninety-five percent variational confidence interval coverage. Each square represents
100 simulated datasets colored according to median coverage (proportion of true values within
estimated 95% variational confidence intervals). On the x axis, number of distinct chemicals
per pattern ranges from 10 (distinct) to 0 (overlapping). On the y axis, added noise level
relative to the true standard deviation increases from 0 (no added noise) to 1 (as much added
noise as true noise).
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coverage for bootstrapped confidence intervals is included in Supplemental Figure 3.S.2.
BN2MF’s variational confidence intervals were wider than bootstrapped confidence intervals
97% of the time, indicating that BN2MF appropriately accounted for uncertainty in the
coefficient matrix. The narrower bootstrapped confidence intervals imply that less uncertainty
was due to randomness in the simulated data than in the model itself.
Variational confidence intervals derive from the distribution of Ŵ diag(â) ∼ Gamma(α̂W ,
β̂W )×Gamma(α̂a, β̂a), which notably includes both tails of the distribution, whereas boot-





Bootstraps generated similar expected values, which resulted in necessarily narrower confi-
dence intervals. Bootstrapping, however, did provide wider confidence intervals for chemical
loadings (85% of the time). Supplemental Figure 3.S.1 gives representative examples of
differences between variational and bootstrapped confidence intervals. We additionally in-
cluded comparisons with bootstrapped confidence intervals for Poisson NMF in Supplemental
Figures 3.S.1 and 3.S.2.
Secondary simulations
These findings largely held in sensitivity analyses with varying dimensions. Simulated
datasets with larger sample sizes had higher coverage and lower error, on average, when
compared with smaller N . Conversely, simulations with larger mixture sizes had lower coverage
and higher error, on average, when compare with smaller P . Supplemental Figure 3.S.3
depicts BN2MF coverage over noise level and separability of patterns across sample and
mixture sizes.
The number of patterns affected performance less consistently. BN2MF performed poorly
on simulations with one underlying pattern, indicating that BN2MF is not an appropriate
method when building a scale or index. PCA, on the other hand, performed much better
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with only one true pattern. Factor analysis chose the correct number for all simulations with
one underlying pattern and chose a ten pattern solution in all but 1.3% of simulations with
ten distinct underlying patterns. On simulations with ten overlapping patterns, performance
decreased drastically across all methods. Factor analysis performed the best, estimating
the correct number of patterns for 60.8% of simulations with low noise, but its success rate
dropped to 8.9% for simulations with high noise.
Accurate estimation of the underlying number of patterns in these secondary simulations
is quantified in Supplemental Table 3.S.1 as the proportion of simulations for which BN2MF,
NMF, factor analysis, and PCA estimated the correct pattern number. Supplemental
Figure 3.S.4 depicts BN2MF coverage over noise level and separability of patterns across
values of K. We present relative error for predicted values and estimated scores across
sample and mixture sizes for K = 1, 4, and 10 in Supplemental Tables 3.S.2, 3.S.3, and 3.S.4,
respectively.
Application to a mixture of endocrine disrupting chemicals in
pregnant women
Primary data from 727 pregnant women ages 18–35 were collected as part of the Columbia
Center for Children’s Environmental Health’s Mothers and Newborns longitudinal birth
cohort. This mother-child cohort was initiated to evaluate the effects of prenatal exposure
to environmental contaminants on birth outcomes and child development [137]. Multiple
potential EDCs were measured in spot urine samples collected during the third trimester
in a subset of 343 mothers [138]. Here, we evaluated a mixture of 17 chemicals from two
classes: nine phthalate metabolites and eight phenols. Concentrations below the limit of
detection (LOD) were assigned a value of LOD/
√
2 [88]. All chemical concentrations were
specific gravity-adjusted to account for urinary dilution [139]. Exposures were scaled by their
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standard deviation but not mean-centered, to retain non-negativity.
Exposure levels of phthalates were generally positively correlated, though the majority
of correlations (70%) were weak (between 0.0 and 0.3). Four phthalate metabolites (MEHHP,
MECPP, MEOHP, and MEHP) from the same parent compound had correlation coefficients
> 0.7. Phenols displayed lower within-class correlations, with the exception of 24-DCP and
25-DCP (r = 0.94) and PPB and MPB (r = 0.75). Notable between-class correlations include
MEP’s moderate correlation with two phenols (r > 0.4) and BPA’s moderate correlations
with four phthalates (r > 0.2).
As preliminary analyses, we fit PCA and NMF on the exposure concentrations. For
PCA, we chose 11 principal components that explained 80% of the variance in the data. For
NMF, we chose a one factor model based on BIC. The identified factor loadings expressed
common exposure to all chemicals, without distinguishing separate patterns.
We then applied BN2MF to identify exposure patterns of phenols and phthalates in
pregnant women without specifying the number of patterns. We ran 100 models using
variational inference (described in Section 3.2), and chose the run with the largest objective
value for inference. BN2MF identified two patterns of EDC exposure: (1) majority phthalates,
and (2) majority phenols. Two notable cross-class loadings occurred; MEP loaded with
phenols, and BPA loaded with phthalates. These groupings may be explained by potential
shared predominant exposure routes through personal care products (phenols and MEP) and
diet (phthalates and BPA). Pattern loadings are shown in Figure 3.2.
We also obtained variational confidence intervals around individual scores, which may
be included in a health model. Each individual score had its own mean and variance. Score
means across all individuals averaged 5.3 ng/ml (between person standard deviation (sd) =
4.4) for pattern 1 and 4.7 ng/ml (sd = 3.4) for pattern 2, ranging from 1.1 to 44.5 ng/ml
and 1.0 to 20.3 ng/ml, respectively. The average within-person variance of individual scores
averaged 4.5 for pattern 1 and 3.9 for pattern 2, ranging from 0.9 to 38.6 and 0.9 to 17.0,
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Figure 3.2: Patterns of potentially endocrine disrupting chemical exposure in pregnant women identified by BN2MF in a
mixture of 17 phenols and phthalates. Patterns generally correspond with dietary exposures (pattern 1) and personal



















Figure 3.3: Individual scores and 95% variational confidence intervals on BN2MF-identified patterns for a random subset
of ten participants in the Mothers & Newborns cohort. This shows variability across individual pattern scores and across
patterns within individuals. Error bars span the upper and lower bounds of the 95% variational confidence intervals,
which display uncertainty in the estimation of individual scores.
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respectively. We depict confidence intervals around a random subset of individual scores in
Figure 3.3.
3.4 Discussion
We have proposed BN2MF as a new approach to identify patterns of chemical exposures
in environmental mixtures. Our simulation studies highlight two main advantages of BN2MF
over existing frequentist approaches. First, by fitting a non-parametric prior on the number
of patterns in a mixture, BN2MF helps to remove the researcher from the specification and
selection of K. To our knowledge, all methods currently utilized in environmental health
research require an a priori specification or post-hoc selection of pattern number. Second, the
Bayesian framework allows us to estimate 95% variational confidence intervals surrounding
point estimates for individual scores. Coverage of true individual scores was >95%, on
average, when added noise was below 40% in our simulations. Variational confidence intervals
better capture uncertainty in inference and may aid researchers in the interpretation of
results, especially if, for example, uncertainty is not the same across patterns or across
individuals. Quantification of confidence may also be included in two-stage analyses, which
could help in obtaining more comparable results across studies. Other Bayesian studies in
environmental health have done something similar, modeling the spatio-temporal distribution
of air pollution in the first stage, and estimating the corresponding health effects in the
second stage while incorporating posterior uncertainty in the pollution predictions [140].
Health models that ignore this uncertainty may have overly narrow confidence intervals and
unstable effect estimates, threatening inference [21].
In an application of BN2MF to real-life data, we found two patterns of EDCs in a cohort
of pregnant women. While we do not know the true exposure sources or the data generating
process in this example, the identified patterns can be interpreted as two exposure routes
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or sources. One pattern of exposure to seven phenols and one phthalate metabolite, MEP,
aggregated EDCs whose primary exposure route is through personal care products. Phenols
are used as plasticizers, antibacterial agents, and preservatives in a wide variety of personal
care products [141], and MEP is primarily found in fragrances [142]. The second pattern
combined the remaining eight phthalates and BPA. The majority of these phthalates are
metabolites of compounds found in food packaging [143]. BPA is also found in packaging,
such as the lining of aluminium cans, and both phthalates and BPA are known to leach into
food [144]. BN2MF-identified variational confidence intervals further allowed for uncertainty
characterization. For example, while variational confidence intervals exhibited substantial
overlap across individuals, within-participant variances on patterns 1 and 2 were often quite
disparate, indicating more confidence in one score than the other. This application shows
BN2MF as a useful tool to identify exposure patterns in environmental mixtures.
The primary and secondary simulations were implemented to describe a variety of
potential contexts in which pattern recognition methods may be desired in environmental
health research. We simulated settings ranging from distinct to overlapping patterns. We
varied the number of patterns (1, 4, and 10), number of study subjects (200, 1,000, 10,000),
and number of features (20, 40, and 100). We adjusted the inter-chemical correlations and
the amount of added noise. BN2MF performed comparably with more commonly used
methods on a number of metrics. However, there remain high-dimensional application
areas, such as epigenetics or metabolomics, that are not well represented by our simulations.
Computationally, the sample size and dimension of the exposure vector behave as limiting
factors in these models, though the variational inference algorithm was written to enhance
efficiency and may be further extended to a stochastic version to facilitate larger N or P .
Bayesian methods may be sensitive to prior specifications. We chose Gamma priors on
chemical loadings, individual scores, and the number of patterns because of their aptness
in the setting of environmental concentrations. The Gamma distribution is non-negative
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and continuous (as are environmental exposures), with support x ∈ (0,∞), and finite mean
and variance appropriate for real-life data. We specified Gamma(α = 1, β = 1) as a weakly
informative distribution over our prior beliefs for the coefficient and dictionary matrices. This
prior reflects a belief that is weakly held and easily molded by exposure to new information
from empirical observations. We stipulated Gamma(α = 1
K
, β = 1) to enforce sparsity on
the number of patterns discovered.
Variational inference provides an accurate approximation of the full posterior distribution.
Still, it is generally not recommended to infer properties of an underlying distribution beyond
the expected value due to the difficulty in verifying the assumptions regarding the factorization
of the posterior distribution. This begs the question, why not simulate BN2MF’s posterior
distribution with a Markov chain Monte Carlo (MCMC)? Several considerations led us to
prefer variational inference over MCMC for BN2MF. First, we developed BN2MF primarily
for use in environmental mixtures analyses, often performed by environmental epidemiologists.
Variational inference is a more approachable method for many researchers. Pragmatically,
by converting the inference problem into an optimization problem, variational inference
outperforms MCMC in terms of analytic efficiency. An MCMC is more computationally
intense and often assumes access to higher performance computing resources. Additionally,
research on bounds for guaranteed MCMC mixing time is, in general, an open area [145],
which places the burden of assessing convergence on the end user. This is not a trivial task,
especially for users without formal training, and variational inference avoids it by converging
to a local minimum. Multiple runs of variational inference are easily ranked in terms of
performance; the model that obtains the highest objective value is the best approximation of
the true posterior distribution. In this way, variational inference is more widely usable.
A second consideration was the complexity of the model at hand. Because of the
nonparametric prior on the number of patterns in a, BN2MF is not conjugate, thus requiring
a more complex MCMC than a Gibbs sampler. This, in itself, did not make an MCMC
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impractical, but the nonparametric prior created an additional difficulty wherein samples
within the same chain could result in different numbers of patterns, complicating the Monte
Carlo step.
An MCMC would further suffer from label switching, which makes the posterior distri-
bution non-identifiable. The posterior distribution is invariant to permutations of the labels
of patterns 1...K. Label switching occurs when the pattern labels permute [146], resulting
in an uninterpretable posterior. While there are certain proposed approaches to address
this issue, such as parameter ordering constraints or relabeling strategies [147], there are no
consensus solutions [148]. Variational inference sidesteps label switching though iterative
optimization; the patterns inferred in the first iteration initialize the next iteration, resulting
in a sequence of improving approximations.
We show in Figure 3.1 that as long as separability holds, BN2MF’s variational confidence
intervals achieves nominal coverage or better. In fact, even when patterns were assumed to
be known (i.e. with zero error in dictionary matrix estimation), both the error in coefficient
matrix estimation and variational confidence interval coverage decreased as noise was added
(results not shown), indicating that declines in performance were due to a loss of separability
and not to a deficiency of variational inference. In fact, variational confidence intervals
consistently performed better than bootstrapped confidence intervals, which never achieved
nominal coverage.
In Section 3.2 we described the probabilistic interpretation on which BN2MF was built. It
began with modeling the data as independent random variables and drawing latent variables
independently from Gamma priors [75, 76]. Variational inference, likewise, models latent
variables as mutually independent and governed by a distinct factor in the variational density
[126]. In this way, assumptions of variational inference cohere with assumptions of the data
generating process of all NMF methods, including BN2MF .
BN2MF performed comparably to other pattern identification methods in simulations
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across several metrics of error in magnitude of values and direction of patterns. BN2MF
and frequentist NMF have the advantage over factor analysis and PCA of returning solution
matrices on immediately interpretable scales. For example, in our EDC application, chemicals
were measured in nanograms of a chemical per milliliter of urine. After non-negative
decomposition, individual scores were represented as nanograms of a pattern per milliliter of
urine, and chemical loadings were represented as nanograms of a chemical per nanogram of a
pattern. PCA and factor analysis have no such intuitive framing.
BN2MF had additional benefits over frequentist NMF. Although they performed similarly
in simulations, when we applied them to real-life data and used BIC to choose the optimal
model, both NMF with an `2 penalty and with a Poisson likelihood returned a single
factor. Since the goal of the analysis was to identify patterns that could be interpreted as
chemical sources and not to create an index of chemical exposures, a single factor failed
to address the research question. Additionally, bootstrapped confidence intervals around
individual scores from NMF (see Supplemental Figure 3.S.2) performed substantially worse
than variational confidence intervals, even when simulated noise was low, indicating that the
posterior distribution of BN2MF better encapsulate the truth than the maximum likelihood
analog.
With this work we aimed to improve reproducibility and robustness of pattern identifi-
cation in environmental health. We incorporated a non-parametric sparse prior in a Bayesian
model to estimate the number of patterns in high-dimensional environmental mixtures. This
approach may aid researchers in model selection. Additionally, the Bayesian formulation
allows for uncertainty quantification. BN2MF may be used as a feature selection step in
a Bayesian two-stage analysis incorporating individual pattern scores and distributions as
exposures in subsequent health models. Our model achieved nominal coverage even with
moderate noise. In future work, we will build the hierarchical Bayesian health model and
consider useful extensions, such as 1) a fully supervised model where the health outcome
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informs pattern identification, and 2) accounting for clustered information, e.g. repeated







































BN2MF Bootstrap BN2MF Variational NMF Bootstrap
Distributions on Predicted Value E[Wa] * E[H]
Figure 3.S.1: Example distributions for variational and bootstrapped 95% confidence intervals
of BN2MF and bootstrapped 95% confidence intervals of NMF with the Poisson likelihood.
Histograms show full distributions for these three distributions over a single entry in each
solution matrix, i.e., an individual’s estimated score on one pattern (E[Wikak]), a chemical’s
estimated loading on one pattern (E[Hkj]), and an individual’s predicted value for one chemical
(E[Wikak]∗E[Hkj]). Dashed black lines represent the true value. Dashed colored lines represent
the variational mean (blue), bootstrapped BN2MF median (red), and bootstrapped NMF
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Figure 3.S.2: Ninety-five percent confidence interval coverage for variational confidence inter-
vals, bootstrapped BN2MF confidence intervals, and bootstrapped Poisson NMF confidence
intervals. Each square represents simulation that estimated a 4 pattern solution, colored
according to median coverage (proportion of true values within estimated 95% variational
confidence intervals). On the x axis, number of distinct chemicals per pattern is 10 (distinct)
or 0 (overlapping). On the y axis, added noise level relative to the true standard deviation
increases from 0.2 (low added noise) to 1 (as much added noise as true noise).
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Secondary analyses varying N , P , and K
Estimation of K
Table 3.S.1: Percentage of correct estimation of number of patterns describing underlying
matrices in secondary simulations. Percentages were taken across 900 simulated datasets (100
datasets of each possible combination of sample sizes (200, 1,000, and 10,000) and mixture
sizes (20, 40, and 100). ∗ FA = factor analysis; NMF-`2 = NMF with `2 penalty; NMF-P =
NMF with Poisson likelihood.
Correct Pattern Number Estimation
Distinct Patterns Overlapping
Model∗ Rank 1 Rank 4 Rank 10 Rank 4 Rank 10
Simulations + 20% Noise
BN2MF 1.6 100.0 66.6 82.7 11.3
FA 100.0 100.0 100.0 100.0 60.8
NMF-`2 100.0 100.0 92.6 70.3 0.0
NMF-P 97.8 100.0 94.7 76.2 0.0
PCA 100.0 69.9 20.0 0.0 0.0
Simulations + 50% Noise
BN2MF 0.0 100.0 68.2 85.2 11.6
FA 100.0 100.0 100.0 100.0 28.3
NMF-`2 95.0 100.0 93.1 73.7 0.0
NMF-P 43.6 100.0 94.9 78.0 0.0
PCA 2.8 99.3 11.3 79.3 11.8
Simulations + 100% Noise
BN2MF 0.0 87.4 81.1 90.2 16.9
FA 100.0 100.0 96.3 95.7 8.9
NMF-`2 30.7 86.3 85.3 81.7 0.4
NMF-P 3.6 93.1 87.0 83.1 1.1
PCA 0.0 0.0 0.0 0.0 0.0
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Table 3.S.2: Relative error for predicted values and individual scores of rank 1 secondary
simulation with + 20% noise. Values presented are mean (standard deviation). Error was
averaged over 100 simulations for each combination of sample size (N = 200, 10,000), mixture
size (P = 20, 40, 100) and simulation strategy (distinct or overlapping patterns). Entries
marked as “—” indicate that no models on that group of simulations correctly identified
the number of patterns, and error on scores could not be computed. ∗ FA = factor analysis;
NMF-`2 = NMF with `2 penalty; NMF-P = NMF with Poisson likelihood. + N = sample
size.
Relative Error for Rank 1 Secondary Simulations with + 20% Noise
Predicted Values Estimated Individual Scores
Model∗ N+ = 200 N = 10,000 N = 200 N = 10,000
Mixture size P = 20
BN2MF 0.21 (0.01) 0.22 (<0.01) — —
FA 0.44 (0.09) 0.49 (0.02) 0.75 (0.02) 0.75 (<0.01)
NMFL2 0.17 (0.01) 0.17 (<0.01) 1.00 (<0.01) 1.00 (<0.01)
NMFP 0.27 (0.03) 0.30 (0.01) 3.07 (0.85) 11.46 (3.22)
PCA 0.23 (0.01) 0.23 (<0.01) 1.84 (0.07) —
Mixture size P = 40
BN2MF 0.19 (0.01) 0.20 (<0.01) — —
FA 0.44 (0.09) 0.49 (0.02) 0.75 (0.02) 0.75 (<0.01)
NMFL2 0.15 (0.02) 0.15 (<0.01) 1.00 (<0.01) 1.00 (<0.01)
NMFP 0.23 (0.03) 0.21 (0.04) 2.80 (0.65) 9.30 (1.92)
PCA 0.22 (0.01) 0.22 (<0.01) 3.01 (0.08) —
Mixture size P = 100
BN2MF 0.18 (0.01) 0.18 (<0.01) — —
FA 0.44 (0.09) 0.49 (0.02) 0.75 (0.02) 0.74 (<0.01)
NMFL2 0.14 (0.02) 0.14 (0.01) 1.00 (<0.01) 1.00 (<0.01)
NMFP 0.19 (0.02) 0.18 (<0.01) 2.49 (0.55) —
PCA 0.22 (0.01) 0.22 (<0.01) — —
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Table 3.S.3: Relative error for predicted values and estimated individual scores of rank 4 secondary simulation with + 20%
noise. Values presented are mean (standard deviation). Error was averaged over 100 simulations for each combination of
sample size (N = 200, 10,000), mixture size (P = 20, 40, 100) and simulation strategy (distinct or overlapping patterns).
∗ FA = factor analysis; NMF-`2 = NMF with `2 penalty; NMF-P = NMF with Poisson likelihood. + N = sample size.
Relative Error for Rank 4 Secondary Simulations with + 20% Noise
Predicted Values Estimated Individual Scores
Distinct Patterns Overlapping Patterns Distinct Patterns Overlapping Patterns
Model∗ N+ = 200 N = 10,000 N = 200 N = 10,000 N = 200 N = 10,000 N = 200 N = 10,000
Mixture size P = 20
BN2MF 0.18 (0.01) 0.18 (<0.01) 0.22 (0.04) 0.18 (0.03) 0.76 (<0.01) 0.94 (0.05) 0.80 (0.02) 0.87 (0.04)
FA 0.47 (0.05) 0.48 (0.01) 0.34 (0.06) 0.34 (0.02) 0.76 (0.01) 0.75 (<0.01) 0.79 (0.01) 0.79 (0.01)
NMFL2 0.17 (0.01) 0.16 (<0.01) 0.20 (0.03) 0.22 (0.03) 1.00 (<0.01) 1.00 (<0.01) 1.00 (<0.01) 1.00 (<0.01)
NMFP 0.17 (0.01) 0.16 (<0.01) 0.20 (0.03) 0.22 (0.04) 6.80 (2.46) 18.80 (5.89) 5.10 (1.96) 16.66 (6.39)
PCA 0.18 (0.02) 0.16 (<0.01) 0.19 (0.03) 0.17 (0.03) 1.25 (0.07) 1.23 (0.06) 1.15 (0.06) 1.23 (0.03)
Mixture size P = 40
BN2MF 0.14 (0.01) 0.13 (<0.01) 0.15 (0.04) 0.12 (<0.01) 0.75 (0.02) 0.90 (0.04) 0.77 (0.01) 0.89 (0.03)
FA 0.46 (0.05) 0.47 (0.01) 0.32 (0.06) 0.33 (0.01) 0.76 (0.01) 0.75 (<0.01) 0.79 (0.01) 0.78 (<0.01)
NMFL2 0.13 (0.01) 0.12 (<0.01) 0.12 (0.02) 0.11 (<0.01) 1.00 (<0.01) 1.00 (<0.01) 1.00 (<0.01) 1.00 (<0.01)
NMFP 0.14 (0.01) 0.13 (<0.01) 0.13 (0.02) 0.11 (<0.01) 7.03 (2.52) 19.16 (5.95) 5.36 (1.94) 15.61 (5.02)
PCA 0.14 (0.01) 0.12 (<0.01) 0.13 (0.03) 0.11 (0.01) 1.86 (0.08) 1.85 (0.06) 1.55 (0.07) 1.66 (0.04)
Mixture size P = 100
BN2MF 0.11 (0.01) 0.10 (<0.01) 0.09 (0.01) 0.08 (<0.01) 0.75 (0.02) 0.95 (0.01) 0.75 (0.01) 0.91 (0.01)
FA 0.45 (0.06) 0.46 (0.01) 0.32 (0.06) 0.32 (0.01) 0.75 (0.01) 0.74 (<0.01) 0.78 (0.01) 0.78 (<0.01)
NMFL2 0.10 (0.01) 0.09 (<0.01) 0.09 (0.01) 0.07 (<0.01) 1.00 (<0.01) 1.00 (<0.01) 1.00 (<0.01) 1.00 (<0.01)
NMFP 0.11 (0.01) 0.09 (<0.01) 0.09 (0.01) 0.08 (<0.01) 7.21 (2.55) 19.36 (5.95) 5.67 (2.19) 16.21 (5.26)
PCA 0.11 (0.02) 0.09 (<0.01) 0.09 (0.02) 0.07 (<0.01) 3.18 (0.11) 3.20 (0.06) 2.51 (0.09) 2.65 (0.03)
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Table 3.S.4: Relative error for predicted values and individual scores of rank 10 secondary simulation with + 20% noise. Values
presented are mean (standard deviation). Error was averaged over 100 simulations for each combination of sample size (N =
200, 10,000), mixture size (P = 20, 40, 100) and simulation strategy (distinct or overlapping patterns). Entries marked as “—”
indicate that no models on that group of simulations correctly identified the number of patterns, and error on scores could not be
computed. ∗ FA = factor analysis; NMF-`2 = NMF with `2 penalty; NMF-P = NMF with Poisson likelihood. + N = sample size.
Relative Error for Rank 10 Secondary Simulations with + 20% Noise
Predicted Values Estimated Individual Scores
Distinct Patterns Overlapping Patterns Distinct Patterns Overlapping Patterns
Model∗ N+ = 200 N = 10,000 N = 200 N = 10,000 N = 200 N = 10,000 N = 200 N = 10,000
Mixture size P = 20
BN2MF 0.42 (0.03) 0.29 (0.03) 0.41 (0.03) 0.37 (0.02) — 0.93 (0.02) — —
FA 0.51 (0.04) 0.51 (0.01) 0.40 (0.05) 0.39 (0.01) 0.78 (0.01) 0.77 (<0.01) — —
NMFL2 0.27 (0.02) 0.25 (<0.01) 0.23 (0.02) 0.22 (<0.01) 1.00 (<0.01) 1.00 (<0.01) — —
NMFP 0.27 (0.02) 0.25 (<0.01) 0.25 (0.02) 0.23 (0.01) 8.76 (2.53) 24.15 (8.01) — —
PCA 0.35 (0.02) 0.33 (<0.01) 0.28 (0.02) 0.27 (0.01) — — — —
Mixture size P = 40
BN2MF 0.32 (0.05) 0.20 (<0.01) 0.35 (0.03) 0.29 (0.02) 0.90 (<0.01) 0.96 (0.03) — —
FA 0.48 (0.04) 0.48 (0.01) 0.37 (0.05) 0.37 (0.01) 0.77 (0.01) 0.76 (<0.01) — 0.81 (0.01)
NMFL2 0.19 (0.01) 0.18 (<0.01) 0.17 (0.01) 0.16 (<0.01) 1.00 (<0.01) 1.00 (<0.01) — —
NMFP 0.19 (0.01) 0.18 (<0.01) 0.18 (0.01) 0.17 (<0.01) 9.16 (2.69) 24.19 (8.01) — —
PCA 0.28 (0.02) 0.27 (0.05) 0.23 (0.02) 0.21 (0.01) — 1.26 (0.05) — —
Mixture size P = 100
BN2MF 0.18 (0.06) 0.13 (<0.01) 0.27 (0.03) 0.14 (0.03) 0.89 (<0.01) 0.92 (0.01) — 0.93 (0.01)
FA 0.47 (0.04) 0.47 (0.01) 0.36 (0.05) 0.36 (0.01) 0.76 (0.01) 0.75 (<0.01) — 0.80 (0.01)
NMFL2 0.14 (<0.01) 0.13 (<0.01) 0.13 (0.01) 0.12 (<0.01) 1.00 (<0.01) 1.00 (<0.01) — —
NMFP 0.15 (0.01) 0.13 (<0.01) 0.14 (0.01) 0.12 (<0.01) 9.87 (3.05) 25.12 (8.24) — —
PCA 0.22 (0.02) 0.13 (<0.01) 0.18 (0.02) 0.17 (0.01) 1.99 (0.03) 1.97 (0.05) — —
85




























































































0.6 0.7 0.8 0.9 1.0
Median coverage
Figure 3.S.3: Ninety-five percent variational confidence interval coverage across simulations
of different dimensions. Squares are colored according to median coverage (proportion of true
values within estimated 95% variational confidence intervals). Median was taken across all
solutions that estimated the correct number of patterns for K = 1, 4, and 10. On the x axis,
number of distinct chemicals per pattern is 10 (distinct) or 0 (overlapping). On the y axis,
added noise level relative to the true standard deviation increases from 0.2 (low added noise)
to 1 (as much added noise as true noise). Each panel describes simulations of a different size,
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Figure 3.S.4: Ninety-five percent variational confidence interval coverage across simulations
with different values of K. Squares are colored according to median coverage (proportion
of true values within estimated 95% variational confidence intervals). Median was taken
across all solutions that estimated the correct number of patterns for all combinations of
N = 200, 1,000, and 10,000 and P = 20, 40, and 100. On the x axis, number of distinct
chemicals per pattern is 10 (distinct) or 0 (overlapping). On the y axis, added noise level
relative to the true standard deviation increases from 0.2 (low added noise) to 1 (as much
added noise as true noise). Each panel describes simulations of a different rank, with each
column representing a different number of patterns. Gray squares indicate that BN2MF never
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4.1 Introduction
The prevalence of neurodevelopmental disorders in the U.S. has increased over previous
decades [149]. Even a small downward shift may have a substantial population impact [150].
In a large population, a five-point reduction in intelligence quotient (IQ) results in a doubling
in the absolute number of individuals with IQ scores consistent with intellectual disabilities
(IQ < 70) [151], which has further downstream consequences for reduced societal productivity
and economic loss [152]. To inform the design of strategies promoting neurological health,
we must identify modifiable risk factors, such as environmental contributors, including EDCs
endocrine disrupting chemicals (EDCs) [150, 153]. EDCs, such as phenols and phthalates,
specifically, appear as plasticizers, preservatives, and additives in a wide variety of personal
care products and food packaging, making exposure ubiquitous [141–143, 154].
Phenols and phthalates are not chemically bound to products, causing human exposure
through inhalation, absorption, and ingestion [144], and both cross the placenta during
pregnancy [155, 156]. Mounting evidence connects EDC exposures, such as phthalates [157–
161], triclosan [162, 163], parabens [164], and bisphenol A (BPA) [165, 166], during the critical
in utero period with adverse child cognitive development in childhood. Within the Columbia
Center for Children’s Environmental Health’s (CCCEH) Mothers and Newborns birth cohort,
we have previously reported associations between prenatal exposure to individual phthalates
and child cognitive development [138, 167]. Because associations between single EDCs and
cognition do not encompass collective exposure to multiple chemicals simultaneously, interest
in EDCs as an environmental mixture continues to increase [4, 114]. Research has broadened
to include joint and interactive effects among chemicals [168], EDC mixture exposure profiles
[169], and the overall effect of the EDC mixture [115].
Here, we investigate a mixture of 17 phenols and phthalate metabolites measured in
spot urine samples collected during the third trimester of pregnancy. To assess exposure
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to all EDCs simultaneously and to identify patterns within the mixture, we consider the
high dimensionality of the exposure matrix and the complex correlation structures across
the chemicals [4]. We propose a two-stage Bayesian model for estimating health effects of
patterns of environmental exposures. In the first stage, we fit a non-parametric non-negative
matrix factorization (BN2MF) that performs pattern recognition within an environmental
mixture, as described in Chapter 3; subsequently, we propagate the uncertainty from the
first stage in a hierarchical regression model to estimate the association between exposure
patterns and the health outcome. The primary goal of this research is to describe relationships
between BN2MF-identified patterns of in utero EDC exposure (while properly incorporating
our confidence in these patterns) and child cognition at seven years of age.
4.2 Methods
Study Population
For this study, we included a subset of mother-child dyads enrolled in the CCCEH
Mothers and Newborns longitudinal birth cohort. This cohort study was initiated to evaluate
the effects of prenatal exposure to air pollutants on birth outcomes and cognitive and
behavioral development in children. A total of 727 African American and Dominican women
were recruited from two prenatal clinics in Northern Manhattan between 1998 and 2006.
Enrollment, exclusion criteria, and a description of the cohort have been described previously
[170].
We included mothers in the current study if phthalate metabolite and phenol concen-
trations were measured in their spot urine samples collected during pregnancy (n = 343).
We included all mothers with chemical measurements in the pattern identification step (see
Section 4.2). Children were selected for participation in the health analysis if their mothers
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were included in the pattern identification and if they completed the Wechsler Intelligence
Scale for Children, 4th edition (WISC-IV) at age 7 years (n = 311). We saw no significant
differences between these subsets and the overall Mothers and Newborns cohort in WISC-
IV full scale IQ or covariates (see Supplemental Table reftable:suptable1). Participating
mothers provided written informed consent for themselves and their child, children provided
their assent to participate beginning at age 7, and Columbia University Medical Center’s
Institutional Review Board approved the study procedures.
Phenols & phthalate metabolite measurements
We collected spot urine samples during the third trimester of pregnancy. Eight envi-
ronmental phenols (Benzophenone-3 (BP-3), triclosan, 2,4-dichlorophenol (24-DCP), 2,5-
dichlorophenol (25-DCP), methyl paraben (M-PB), propyl paraben (P-PB), butyl paraben
(B-PB), and bisphenol A (BPA)) and nine phthalate metabolites (Mono-2-ethylhexyl (MEHP),
mono-2-ethyl-5-carboxypentyl (MECPP), mono-2-ethyl-5-hydroxyhexyl (MEHHP), mono-2-
ethyl-5-oxohexyl (MEOHP), mono-benzyl (MBZP), mono-3-carboxypropyl (MCPP), mono-
n-butyl (MBP), mono-isobutyl (MIBP) and mono-ethyl (MEP)) were measured at the U.S.
Centers for Disease Control and Prevention (CDC) as described previously [171–173]. The
limits of detection (LODs) ranged from 0.2 to 2.3 ng/ml urine for phenols and 0.2 to 2.3
ng/ml urine for phthalates. Concentrations of phenols and phthalate metabolites were specific
gravity-adjusted to account for urinary dilution [139]. These markers are non-persistent,
and repeated measures have show inconsistency over time in other samples [174]. However,
previous research in the Mothers and Newborns cohort showed moderate reliability over
a short time span, approximating continuous exposure. Intra-class correlation coefficients
were 0.77 for MBZP, 0.65 for MnBP, 0.60 for MIBP, and between 0.27 and 0.42 for the
di(2-ethylhexyl) phthalate (DEHP) metabolites [138, 167].
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Child intelligence measurement
The WISC-IV was administered to children at age seven [175]. The WISC-IV full
scale IQ represents a child’s general intellectual performance across four indices: verbal
comprehension, perceptual reasoning, working memory, and processing speed. The WISC-IV
has been validated among both English- and Spanish-speaking populations and has been
shown to be sensitive to low-dose exposure of certain individual phthalates and phenols
[138, 176].
Model covariates
Extensive data were collected using medical records and questionnaires administered
during pregnancy. Potential confounders included maternal age, intelligence, and education
(less than high school vs. at least high school or equivalent), marital status (ever married vs.
never married), and material hardship (any reported vs. none reported). Strong predictors of
the outcome included alcohol use during pregnancy (any wine, beer, or liquor vs. none) and
quality of the care-taking environment (measured at child age three). The quality of the home
environment was measured by the Home Observation for Measurement of the Environment
(HOME) scale [177]. Maternal intelligence was assessed by the Test of Non-Verbal Intelligence,
third edition, a language-free measure of general intelligence [178]. We scaled continuous
covariates (maternal age, IQ, and HOME score) to mean zero and standard deviation one.
Seven percent of eligible children were excluded (n=22 of N=311) due to missing covariate
data. We examined the data for patterns between variables with missing values and others
using a Kruskal-Wallis test to compare with continuous variables and a chi-squared test for
discrete variables. We confirmed that missingness did not relate to any other data in the
dataset, i.e., variables were missing completely at random.
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Statistical analysis
We examined distributional plots and descriptive statistics for all variables. We assigned
phthalate metabolite and phenol concentrations below the limit of detection (LOD) the value
of LOD/
√
2 [88]. We scaled all concentrations to standard deviation equal to 1 prior to the
pattern identification step. Analyses were conducted using R version 4.0.4 and Stan version
2.26 [102, 179].
Pattern identification
BN2MF is a pattern recognition tool which reduces the dimensionality of a chemical
mixture, expressing individual exposure in terms of their underlying patterns (see Chapter 3
for more details). BN2MF-identified individual scores and chemical loadings are similar to
frequentist non-negative matrix factorization (NMF) in their interpretation. Non-negativity
puts the results on the same range as the original chemical concentrations and provides
solutions interpretable on an additive scale with a parts-based representation [73, 74]. BN2MF
is distinct from traditional NMF in two important ways. First, the Bayesian framework allows
for uncertainty in estimation. This is expressed as a distribution around individual scores
and chemical loadings on patterns. In this work, we incorporated the distributions around
individual point estimates as hierarchical exposures in the health model (see Section 4.2),
which included our confidence in the pattern recognition step in the 95% credible intervals
around β coefficients. BN2MF’s non-parametric prior on the number of patterns in a mixture
also distinguishes it from other NMF methods, which require an a priori specification or post-
hoc selection of pattern number. BN2MF helps to remove the researcher from specification
and selection of pattern number, estimating it from the data. Here, we used individual scores
on BN2MF-identified patterns across 17 phthalates and phenols measured in pregnant women
from a previous analysis described in Section 3.3.
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For a matrix X = {xij} of i = 1 : N individuals and j = 1 : P chemicals, BN2MF









where K is the number of patterns determined by the model. W , H, and a all have
Gamma priors; the Gamma distribution is over non-negative real numbers, so this enforces
non-negativity on the solution. The vector a has a sparse Gamma prior to optimally
shrink the number of patterns. We obtained individual scores from the posterior distribu-
tion, W diag(a) ∼ Gamma(αW , βW )×Gamma(αa, βa). The expectation of this distribution,
E[Ŵ diag(â)], represents individuals’ exposure concentrations on the K identified patterns.
We also obtained chemicals loadings from the posterior distribution, H ∼ Gamma(αH , βH).
The expectation, E[Ĥ], defines each pattern’s unique mixture of chemical loadings.
To standardize values from BN2MF, we normalized chemical loadings over patterns
(i.e., divided each loading by the sum of all loadings on a pattern) and multiplied individual
scores by their corresponding normalization constant. This put individual scores on different
patterns on the same scale. We further transformed patterns to have standard deviation
equal to one across individual scores to enable interpretation of the coefficient size in the
subsequent regression model as corresponding to a one standard deviation increase in the
exposure pattern.
Health models
Traditional models. We conducted multivariable linear regression analyses to evaluate
the relationships between prenatal EDC exposure patterns and continuous full scale IQ scores.
We refer to these models as ‘traditional’ throughout this work because environmental health
and epidemiological research has traditionally worked within a frequentist framework. We ran
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pattern-specific models for E[Ŵ1â1] and E[Ŵ2â2], adjusting for covariates, because identified
patterns were not correlated (r = -0.07). We place ‘hats’ on these quantities to emphasize
that they were estimated by BN2MF in the first stage of our analysis. Final regression
models included covariates that were a priori defined as potential confounders based on
previous literature and a directed acyclic graph, or that were strong predictors of full scale
IQ (see Section 4.2) [180, 181]. We used penalized splines to investigate deviations from
linearity and determined that linear models fit the data well. Because there is a large body
of evidence indicating sex-specific associations between endocrine disrupting chemicals and
health outcomes, we included sex as an effect modifier in all models and present sex-specific
results.
We identified influential outliers using Studentized residuals, which scale each residual
by its corresponding standard deviation, and Cook’s distance, which measures the effect of
deleting a given observation on the remaining data [182]. Two observations with values > 5
standard deviations from the phthalate + BPA pattern mean were identified and removed
for the main analysis.
Bayesian hierarchical models. Because our traditional regression models did not account
for the inherit uncertainty in the first stage of this analysis, we next fit Bayesian health models.
This allowed us to incorporate the distributional information from BN2MF in the regressions.
BN2MF generated individual scores from the product of two Gamma distributions, Ŵ and â,
and we used these distributions to build a hierarchical likelihood as follows,
Zi ∼ Gamma(α̂Wi, β̂Wi)×Gamma(α̂ai, β̂ai)
Yi = β0 + βZZi + βSSi + βZ·S (ZiSi) +X
T
i βX + εi
(4.2)
For i = 1...N , Zi is the individual pattern score drawn from the distribution estimated by
BN2MF, with scale and rate parameters α̂Wi and β̂Wi for the distribution over Ŵi and α̂ai
and β̂ai for the distribution over âi. The outcome Yi is continuous full-scale IQ; β0 is the
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intercept; Si is child’s sex; ZiSi is the interaction term between individual pattern score and
sex; and Xi is a vector of additional covariates. The regression coefficients βZ , βS, βZ·S, and
βX relate their subscript to the outcome, and εi is residual error.
We left improper, non-informative priors on β’s and ε, putting equal weight on all real
numbers for β coefficients, R, and over all non-negative real numbers, R+≥0, for the intercept
(β0) and the standard deviation of the error term (ε ∼ N (0, σ2)). These priors are improper
in that they did not integrate to one (though the posterior does) and non-informative in that
they were dominated by the data and played a minimal role in the posterior distribution.
This made the results more comparable to those from our traditional regression.
Sensitivity analyses
We performed two sensitivity analyses: 1) we evaluated the influence of prior specification
for the Bayesian health models by fitting models with alternative priors (weakly informative
and a weak/non-informative hybrid) allowing for different assumptions and the incorporation
of prior knowledge (see Supplemental Materials Section 4.6; and 2) we reran all analyses on
the full dataset including outlying values.
4.3 Results
Study sample characteristics
We present summary statistics for maternal demographic characteristics, child sex
(recorded at birth), and IQ at age seven in Table 4.1. The 311 study subjects did not
differ significantly from the overall CCCEH cohort in terms of demographics (race/ethnicity,
maternal marital status, maternal age, maternal education level), material hardship, prenatal
alcohol consumption, presence of a smoker in the home, quality of the home environment,
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child sex, or child IQ.
Table 4.1: Subject demographics and distribution of potential confounders, model covariates,
and outcome variable (N = 311).
Characteristic Value*
Ethnicity
African American 107 34.4
Hispanic/Latina 204 65.6
Maternal education
≤ High school degree or equivalent 196 63.0
< High school degree 115 37.0
Material hardship 128 41.2
Marital status
Never Married 209 67.2
Ever Married 102 32.8
Prenatal alcohol consumption 77 24.8




Maternal age at delivery 25.5 4.9
Maternal IQ 84.9 13.4
HOME scale 39.3 6.3
Child Full Scale IQ 97.3 13.3
* n, %; Mean, SD
Table 4.2 describes the distributions of phenol and phthalate metabolite concentrations
measured in maternal spot urine samples. Fourteen phenols and phthalate metabolites were
detected in 93%–100% of samples; the exceptions were BPB (38% < LOD), triclosan (20%
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< LOD), and MEHP (16% < LOD). We depict Spearman correlations (rS) between specific-
gravity adjusted phenols and phthalate metabolites in Figure 4.1a. Phthalate metabolites
were generally positively correlated. Four metabolites of DEHP had correlations (> 0.7).
Within phenols, 24-DCP and 25-DCP (rS = 0.94) and PPB and MPB (rS = 0.75) showed
the highest correlations. MEP was notably correlated with two phenols (rS = 0.42 with PPB,
and r = 0.44 with MPB), which appeared in the BN2MF solution.
Table 4.2: Distribution of phthalate metabolites and phenols (ng/ml) in maternal spot
urine and distribution of BN2MF-identified patterns in the overall mixture during the third
trimester of pregnancy (n = 343).
Class Chemical % <LOD 25% Median 75%
Phenols
BPB 38.5 0.2 0.4 2.0
BP-3 0.6 4.8 8.9 26.3
BPA 6.7 1.1 1.8 3.2
24-DCP 0.6 1.6 3.0 6.0
25-DCP 0.0 38.0 81.8 205.6
MPB 0.0 46.1 132.4 363.7
PPB 0.0 5.3 20.4 71.9
TCS 20.0 3.5 8.7 36.7
Phthalates
MBP 0.0 22.8 37.1 66.4
MBZP 0.0 6.6 13.0 27.4
MCPP 4.4 1.4 2.3 3.7
MECPP 0.0 21.0 35.4 69.0
MEHHP 0.0 11.3 21.0 40.0
MEHP 15.7 2.3 4.9 11.5
MEOHP 0.0 9.8 17.1 32.5
MEP 0.0 77.6 143.6 333.7
MIBP 0.6 5.5 9.6 16.1
Phthalates + BPA — 2.8 4.2 6.1
Phenols + MEP — 2.2 3.4 6.9
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Pattern recognition
BN2MF-identified patterns were described in detail in Section 3.3 and are presented
again in Figure 4.1b. Briefly, we found two prominent patterns within the EDC mixture, one
phenol pattern and one phthalate pattern, with notable cross-class loadings: MEP loaded
more strongly onto the pattern described by phenol exposure (we will refer to this pattern
as phenols + MEP), and BPA loaded more strongly on the pattern comprised of phthalate
metabolites (we will refer to this pattern as phthalates + MEP). While these chemicals
appear in various consumer products, these patterns appear to reflect distinct exposure
routes, phenols + MEP through personal care products and phthalates + BPA through
food packaging. Patterns were not correlated (rS = -0.07). Summary statistics for the two
patterns are presented in Table 4.2.
Traditional health models
Table 4.3 displays associations between prenatal exposure to BN2MF-identified EDC
patterns and child IQ in males and females from multivariable linear regression models. In
these traditional regression models, we used the mean of each individual score distribution
as a point estimate to assign pattern exposure. Adjusting for coviarates, full scale IQ was,
on average, negatively associated with phthalate + BPA exposure in females (β = -3.4;
95% confidence interval (CI) = -6.5, -0.4) but not in males (β = -0.4; 95% CI = -2.4, 1.7).
The interaction term between males and females was marginally significant (p-value < 0.1).
Phenols + MEP were not associated with full scale IQ in males (β = -0.8; 95% CI = -2.7,
1.1), but there was suggestive evidence of a positive association in females (β = 2.0; 95%
CI = -0.3, 4.2). The interaction term between males and females was, again, marginally

























































































Figure 4.1: (a) Spearman correlations between 17 specific gravity-adjusted endocrine disrupting chemicals measured in
343 pregnant women from the Mothers & Newborns cohort. (b) BN2MF-identified chemical loadings. BN2MF discovered
two underlying patterns in the mixture of seventeen phenols and phthalate metabolites in pregnant women. One pattern
was characterized by phthalates and BPA, the other by phenols and MEP.
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Bayesian health models
Adjusting for covariates, full scale IQ was, on average, negatively associated with ph-
thalate + BPA exposure in females (β = -3.4; 95% credible interval (CrI) = -6.7, -0.4) but
not in males (β = -0.4; 95% CrI = -2.5, 1.7). Phenols + MEP were not associated with
full scale IQ in females (β = 2.1; 95% CrI = -0.3, 4.5) or males (β = -0.8; 95% CrI = -2.8, 1.1).
Sensitivity Analyses
Alternative prior distributions
Altering the prior structure had no effect on inference. β coefficients were, in general,
unaffected or slightly farther from the null with weakly informative priors and in the hybrid
scenario, and 95% credible intervals were generally unaffected or slightly wider. As in the main
analysis, full scale IQ was, on average, negatively associated with phthalates + BPA exposure
in females but not in males. Phenols + MEP had no association with child intelligence.
Results from Bayesian hierarchical regression models with differently-specified priors are
available in Supplemental Table 4.S.2.
Assessing effects of outlying values
We reran multivariable regression models with the full data. We found significant
deviation from linearity with the retention of these observations, which diverged from the
trend in the main analysis. Supplemental Figure 4.S.1 contrasts our findings with the
sensitivity analysis.
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Table 4.3: Results from multivariable regression models of WISC-IV full scale IQ at age
seven.
Traditional model* Bayesian model*
Term β 95% CI† β 95% CrI†
Phthalates + BPA
Females -3.4 (-6.5, -0.4) -3.4 (-6.7, -0.4)
Males -0.4 (-2.4, 1.7) -0.4 (-2.5, 1.7)
Interaction term -3.1 (-6.7, 0.6) -3.0 (-6.9, 0.6)
Phenols + MEP
Females 2.0 (-0.3, 4.2) 2.1 (-0.3, 4.5)
Males -0.8 (-2.7, 1.1) -0.8 (-2.8, 1.1)
Interaction term 2.8 (-0.2, 5.8) 2.9 (-0.1, 6.0)
* Models adjusted for maternal age, IQ, and education, prenatal alcohol con-
sumption, marital status, HOME score, and material hardship.
† 95% CI = confidence interval for traditional regression, CrI = credible interval
for Bayesian regression.
4.4 Discussion
In this work, we used BN2MF to identify patterns of phenols and phthalate metabolites
measured in spot urine samples from pregnant women. We saw a significant negative
association between phthalates + BPA, which represented joint exposure to DEHP, di-n-butyl
phthalate [DnBP], di-isobutyl phthalate [DiBP], benzylbutyl phthalate [BzBP], and BPA,
and WISC-IV full scale IQ in female children at age seven. We observed no associations
with phenols + MEP. We found suggestive evidence of sex-specific associations between both
patterns and child IQ, though interaction terms did not reach statistical significance. Using
a hierarchical Bayesian framework to incorporate the variability inherent in the pattern
recognition step into the regression model, our inferences did not change. For both patterns,
the direction and magnitude of the Bayesian β coefficients matched those of the traditional
models. Further, the Bayesian credible intervals, while not consistently wider, included
the uncertainty of BN2MF in their coverage. This reinforces the findings of the traditional
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model. In quantifying the risk of cognitive deficits from EDCs—pervasive chemicals to which
exposure may be preventable—we identified dietary sources of phthalates and BPA as a
factor amenable to public health interventions, policy changes, or regulation.
Our work builds on previous findings relating in utero exposure to individual phthalates
with sex-specific reductions in average child IQ in the Mothers and Newborns cohort [138, 167].
Whyatt et al. [167] found negative associations between DnBP and mental development
measured by the Bayley Scales of Infant Development (BSID), on average, in females at age
three. Factor-Litvak et al. [138] extended these findings, identifying negative associations
between DnBP and DiBP and average WISC-IV full scale IQ in children at age seven.
DnBP and DiBP, notably, loaded strongly with phthalates + BPA in our analysis. Prenatal
phthalate exposure in these children has also been linked to other developmental outcomes
such as visual recognition memory [183], motor skills [184, 185], and behavioral problems
[186].
Many research groups have examined the relationship between in utero phthalate
exposure and child cognition. In another New York City cohort, Engel et al. [187] found
associations between high molecular weight phthalate metabolites in pregnant women and
neonatal behavior. In the same cohort, Doherty et al. [160] found lower average mental
development among female children prenatally exposed to DnBP. Jankowska et al. [188]
found negative associations between DnBP and dimethyl phthalate and general intellectual
ability in seven year old Polish children. In a Mexican cohort, Téllez-Rojo et al. [189]
found a negative association between DEHP exposure and average mental development in
female children between two and three years of age. In a U.S. cohort, Li et al. [190] found
a negative association between monobenzyl phthalate exposure at 16 weeks gestation and
average full scale IQ at ages five and eight. These studies, notably, all evaluated multiple
phthalates assessed individually (rather than as part of a mixture), and all reported null
associations between some phthalates and child cognition [191]. Further inconsistency exists,
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as some researchers reported only null results [192, 193] or associations in males but not
in females [161, 194, 195]. Variability in results may be due to a number of factors, such
as timing of phthalate measurements during pregnancy, age of cognitive assessment in the
children, cognitive tests measuring different constructs (e.g., WISC-IV vs. BSID), insufficient
adjustment for confounders (potentially including other phthalate metabolites), varying
phthalate concentrations in study populations, or differences in the distributions of distinct
effect modifiers in the study population.
BN2MF also identified a second pattern representing phenols and MEP that was not
associated with child IQ. However, previous research has shown association between individual
phenols and child cognition. In a U.S. cohort, Jackson-Browne et al. [162] found maternal
urinary triclosan concentrations at delivery were associated with lower cognitive test scores,
on average, in eight year old children of both sexes. Freire et al. [164] found placental
concentrations of PPB were associated with poorer memory and motor function, on average,
in Spanish children between four and five years of age.
Because individuals are not exposed to phenols or phthalates in isolation, research
increasingly aims to account for simultaneous exposures to these chemicals as environmental
mixtures. Within this area of research, different statistical methods have been employed to
answer different questions [77]. For example, weighted quantile sum (WQS) regression has
been used to answer research questions concerning the overall effect of an EDC mixture on
child cognition and the identification of potential chemicals of concern [115, 196].
Beginning with a research question more similar to our own, Kalloo et al. [169] used
k-means clustering, a traditional pattern recognition tool, to identify pregnant women
with similar chemical exposure profiles within a mixture of EDCs (including phenols and
phthalates), metals, and environmental tobacco smoke. In a two-stage analysis, they found
that children born to women in the k-means-identified ‘cluster 1’ had lower scores on the
performance IQ subscale compared with the reference cluster. Membership in ‘cluster 1’
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indicated higher concentrations of DEHP metabolites, MBP, BPA, triclosan, and BP-3,
among others, and lower exposure to parabens, MBZP, MIBP, and MEP. While our results
are not directly comparable, both studies identified relationships between patterns or profiles
expressing exposure to DEHP metabolites and BPA and child IQ, though Kalloo et al. [169]
found no evidence of sex-specific associations.
We originally adapted BN2MF to environmental epidemiology to address specific imped-
iments to pattern recognition in environmental mixtures. First, we cannot know the true
underlying number of patterns. To reduce the need for post hoc pattern selection and foster
reproducibility of analyses, BN2MF includes an empirical sparse prior to choose the number
of patterns in the mixture. Second, epidemiologists and environmental heath scientists
generally desire interpretable patterns, as opposed to solely dimension reduction. BN2MF’s
non-negative priors return results on an additive scale that encourages interpretability [74].
Finally, as in this analysis, pattern recognition in environmental health is often followed by a
health model to estimate relationships between patterns and outcomes. Traditional methods
ignore any uncertainty in pattern identification. BN2MF provides score distributions that
can propagate uncertainty into health models.
Our findings should be interpreted in light of several limitations. First, as is the case
when using chemical biomarkers, our study is susceptible to exposure measurement error,
which may have biased our estimates towards the null. Second, some components may be
metabolized faster than others, and our mixture includes measurements from both parent
compounds and metabolites. If components with shorter half-lives are more toxic and their
levels are not adequately captured in the single sample provided by the participants, this
could impact both the BN2MF solution and the subsequent health effect estimates. Repeat
measurements have shown that these markers fail to reliably approximate continuous exposure
[174, 197]. However, previous research in the Mothers and Newborns cohort showed moderate
to high intra-class correlation coefficients, indicating consistency over time [138, 167]. Third,
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our findings may not be generalizable to a more general population; our cohort is composed
of low-income Dominican and African American mothers living in an urban environment, and
the BN2MF-identified EDC patterns may represent sources or behaviors distinct to this group.
Fourth, Bayesian models, in general, are powerful in their ability to combine information
from multiple sources (i.e., data and prior information), but when initial assumptions are
wrong, the conclusions will be as well. We evaluated our models with posterior predictive
checks and used both noninformative and weakly informative priors in an ongoing process of
feedback and quality control. Fifth, our dataset is high-dimensional, with a large number of
correlated chemical measurements for each participant. In this situation, BN2MF performs
exceptionally, as it was first designed for geothermal spectrograms, sensor measurements of
frequencies over time, which are at a finer resolution and higher dimension than our current
problem domain [73]. Finally, though we adjusted for multiple factors that varied across
households to account for potential confounding, we cannot exclude the possibility of residual
confounding.
Our study has a number of strengths. First, the prospective cohort design ensures the
temporal ordering of exposure and outcome. Second, all phenols and phthalate metabolites
were measured at the CDC; their quality assurance/quality control reduces the possibility
of bias in measurement. Third, the WISC-IV test has measured reliability and validity
and is sensitive to effects of low-dose neurotoxicant exposures on cognition [175, 198, 199].
Finally, our statistical methods appropriately address our research question concerning
the relationship between patterns of prenatal EDC exposure and child cognition. BN2MF
incorporates joint exposures in identified patterns, which better reflects the entire EDC milieu
than individual measurements. Our two-stage hierarchical Bayesian health model propagates




Our analysis identified two patterns of phenol and phthalate exposure in pregnant women.
One pattern grouped metabolites of several phthalates and BPA, which are commonly found in
food containers and packaging; the other grouped the remaining phenols, including parabens
and triclosan, with the metabolite of DEP, all of which are more prevalent in personal care
products. We detected a significant association between phthalates + BPA and average full
scale IQ in females, but not males, at age seven. These results add to a body of evidence
that, though somewhat inconsistent, indicates harmful and often sex-specific effects of EDCs
in child development. By measuring prenatal patterns of EDCs, we identified an exposure





Noninformative prior specifications on the Bayesian model made the resulting parameter
estimates more comparable with our traditional model. In Bayesian statistics, however,
‘weakly’ informative priors are generally preferred because noninformative priors place a large
portion of their probability mass on unreasonable parameters. In our example with child
IQ as the outcome, a noninformative prior on β implies that we believe a coefficient of ±
100 is as likely as a coefficient of zero, which is, of course, implausible. Weakly informative
priors, on the other hand, contain enough information to regularize the posterior distribution
(i.e., to keep it between relatively reasonable bounds), but they do not attempt to fully
capture previous beliefs or to heavily weight scientific knowledge about underlying parameters
[52]. We set up two scenarios, one with weakly informative priors and the other with a
combination of weakly informative and noninformative priors, as sensitivity analyses. These
encoded information about parameters and we designed them so as not to overly influence the
posterior. Our weakly informative priors were modeled after Gelman et al. [200]. We fit two
alterative prior structures, (1) weakly informative, where the β distribution for phthalates +
BPA was based on previous results (explained below) and all other coefficients were centered
at zero, and (2) weakly informative/noninformative hybrid, where the β distribution for
phthalates + BPA was based on previous results, the β for phenols + MEP was distributed
around zero, and all covariates kept noninformative priors. The two schemes included the
same priors on α, σ, and the β coefficients of interest as follows,
α ∼ N (100, 45), σ ∼ Exponential( 1
sdy
),
βPHT+BPA ∼ N (−1.19, 2.5 · sdy), βPHT+BPA·s ∼ N (−0.03, 2.5 · sdy),
108
βPHN+MEP ∼ N (0, 2.5 · sdy), βPHN+MEP ·s ∼ N (0, 2.5 · sdy)
Here, sdy is the standard deviation of the observed full scale IQ. βPHT+BPA and
βPHN+MEP are the coefficients for the phthalate + BPA pattern and the phenol + MEP
pattern, respectively; βPHT+BPA·s and βPHN+MEP ·s are the coefficients for the correspond-
ing interaction terms with sex. The weakly informative and weakly/non- informative hy-
brid structures differed only in the prior distributions on covariates. In the first scenario,
β... ∼ N (0, 2.5 · sdy) to serve as a soft regularizers, where β··· includes the coefficients for
sex and all covariates. In the second, priors on sex and other covariates were flat over
β... ∼ U(−∞,∞), so as not to affect inference. Because WISC-IV IQ scales are standardized
to a mean of 100 and a standard deviation of 15 [175], we modeled α as normally distributed
around 100 with a wider standard deviation. The specified distributions and parameters
for σ and the β coefficients also considered the scale of the outcome [200]. The error in the
model was drawn from an exponential distribution with rate = 1
sdy
; this placed the bulk
of the distribution below sdy, with a long right tail to accommodate uncertainty. Weakly
informative priors on β coefficients for patterns and interaction terms were normally dis-
tributed. For phthalates + BPA, we used Factor-Litvak et al.’s results to determine our prior
means. They estimated sex-specific individual associations between full scale IQ and five of
the eight phthalate metabolites that loaded strongly with phthalates + BPA [138]. We took
the average coefficient size across the five reported in that paper in males as phthalates +
BPA’s prior mean. We took the average difference between coefficients in females and males
as the prior mean of the interaction between phthalates + BPA and sex. We had no prior
knowledge on the association between phenols + MEP and full scale IQ, so for phenols +
MEP and the pattern’s interaction term with and sex, we set the means to zero. For both
patterns and both interaction terms, we set the standard deviation to 2.5 · sdy to make these
priors only weakly informative.
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Table 4.S.1: Subject demographics and distribution of potential confounders, model covariates, and outcome variable in
full Mothers and Newborns cohort (N = 727), subsample with phenols and phthalates measured in urine (N = 343),
subsample with full scale WISC-IV IQ measured at age 7 (N = 311), and subsamples with no missing covariates (N =
289).
Characteristic Entire Cohort BN
2MF Subsample WISC-IV Subsample Complete Cases
N = 727 N = 343 N = 311 N = 289
Value* Value* P† Value* P† Value* P†
Ethnicity >0.9 0.9 >0.9
African American 254 34.9 119 34.7 107 34.4 100 34.6
Hispanic/Latina 473 65.1 224 65.3 204 65.6 189 65.4
Maternal education 0.8 0.8 >0.9
≤ High school degree or equivalent 456 64.0 216 63.0 196 63.0 186 64.4
< High school degree 257 36.0 127 37.0 115 37.0 103 35.6
Material hardship 321 44.2 144 42.0 0.5 128 41.2 0.4 116 40.1 0.2
Marital status 0.5 0.6 0.5
Never Married 473 65.4 232 67.6 209 67.2 195 67.5
Ever Married 250 34.6 111 32.4 102 32.8 94 32.5
Prenatal alcohol consumption 192 26.4 91 26.5 >0.9 77 24.8 0.6 72 24.9 0.6
Smoker in home 246 33.8 103 30.0 0.2 94 30.2 0.3 89 30.8 0.4
Child sex 0.6 0.6 0.6
Male 376 51.7 184 53.6 166 53.4 155 53.6
Female 351 48.3 159 46.4 145 46.6 134 46.4
Maternal age at delivery 25.2 4.9 25.6 4.9 0.2 25.5 4.9 0.2 25.6 4.9 0.2
Maternal IQ 85.5 13.3 85.2 13.6 0.5 84.9 13.4 0.4 84.8 13.5 0.3
HOME scale 39.4 6.3 39.5 6.3 > 0.9 39.3 6.3 0.7 39.4 6.2 0.9
Child Full Scale IQ 98.5 12.9 97.3 13.3 0.2 97.3 13.3 0.2 97.3 13.4 0.2
* Value = n, % or Mean, SD
† P = p-value from Pearson’s Chi-squared test for categorical variables; Wilcoxon rank sum test for continuous
variables. Tests of the difference in distributions between the entire cohort and the three nested subsamples.
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Table 4.S.2: Results from Bayesian hierarchical regression models of WISC-IV full scale IQ
at age seven with alternative prior specifications.
Weakly informative1 Weakly/non-informative1
Term β 95% CrI2 β 95% CrI2
Phthalates + BPA
Females -3.5 (-6.6, -0.4) -3.4 (-6.6, -0.4)
Males -0.4 (-2.5, 1.7) -0.4 (-2.5, 1.6)
Interaction term -3.1 (-6.8, 0.6) -3.0 (-6.8, 0.7)
Phenols + MEP
Females 2.1 (-0.2, 4.5) 2.1 (-0.2, 4.5)
Males -0.8 (-2.8, 1.2) -0.8 (-2.8, 1.1)
Interaction term 2.9 (-0.1, 6.0) 2.9 (-0.1, 6.0)
1 Models adjusted for maternal age, IQ, and education, prenatal alcohol consumption,
marital status, HOME score, and material hardship.




























Figure 4.S.1: Associations between phthalate + BPA pattern concentrations in pregnant
women and children’s full scale IQ at age 7 in the main analysis and sensitivity analysis.
Models adjusted for maternal age, IQ, and education, prenatal alcohol consumption, marital
status, HOME score, and material hardship. Shaded areas include 95% confidence bands.
Points represent measured data, with two influential outliers colored in black. Retaining these
values in the data caused a deviation from linearity in females. Both extreme observations





This dissertation aimed to adapt pattern recognition methods employed in other fields
(e.g., computer vision and machine learning) to environmental health data. We modified exist-
ing methods to address limitations or specifications that did not adapt well to circumstances
typically found in environmental mixtures. We included specific modifications to remove the
researcher from pattern number selection or specification, to retain the interpretability of
a parts-based representation of data, and to explicitly account for uncertainty in identified
patterns. We further demonstrated how the quantified uncertainty could be incorporated
in a hierarchical health model to understand the relationships between identified patterns
of endocrine disrupting chemical (EDC) exposure and child cognitive development. In this
final chapter, we discuss our findings and their implications in three main sections: in
Section 5.1 we summarize our findings and contributions and discuss their position within
environmental mixtures and pattern identification research; in Section 5.2 we discuss future
research directions; and in Section 5.3 we conclude with the public health relevance and
significance of our work.
5.1 Our findings & current research
Dissertation findings
We introduced two pattern identification methods adapted from computer vision and
geological physics to environmental epidemiological research [24, 72, 73]. We tailored principal
component pursuit (PCP) and Bayesian non-parametric non-negative matrix factorization
(BN2MF) to better suit environmental data.
For PCP (Chapter 2), we began with the additive decomposition of an exposure mixture
into a low-rank matrix containing consistent patterns of exposure across pollutants and
a sparse matrix isolating unique or extreme exposure events [24, 72]. Introduction of the
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sparse matrix is especially novel in environmental health, as unusual or extreme exposure
events are usually discarded or ignored by standard methods. We then incorporated two
existing extensions, (1) a non-convex rank penalty that performs well with data that may
not have a strong underlying low-rank structure [91, 92], and (2) a recent formulation of the
objective function that removes the need for parameter tuning [90]. We further included (1)
a non-negativity constraint to enhance interpretability of identified patterns, (2) a modified
algorithm to allow for missing values that correspond to incomplete data, and (3) a separate
penalty for chemicals measured below the limit of detection (PCP-LOD).
For BN2MF(Chapter 3), we assumed the data generating process of non-negative
continuous priors on pattern loadings and individual scores and a non-parametric sparse prior
on the pattern number [73]. We extended the method by explicitly modeling the variational
distribution for identified chemical loadings and individual scores. With this distributional
information, we accounted for uncertainty in identified patterns. This is a notable addition
to environmental mixtures research, as, to our knowledge, no pattern recognition methods
commonly employed in this field include confidence in estimation.
We further designed a two-stage Bayesian hierarchical model to incorporate the uncer-
tainty of pattern identification in the estimation of health effects of environmental exposure
patterns (Chapter 4). We identified two patterns of prenatal EDC exposure corresponding
with diet and personal care product use (Figure 4.1b). The diet pattern expressed exposure
to phthalates and BPA, and the personal care product pattern represented exposure to
phenols, including parabens, and diethyl phthalate. One standard deviation increase in the
diet pattern was associated with a decrease of 3.4 IQ points (95% credible interval: -6.7,
-0.4), on average, in female children but not in males (Tables 4.3 and 4.S.2).
Distinct methods
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Introducing two pattern recognition techniques for use in environmental health begs the
question: what are the practical differences between these methods? How would a researcher
decide between them? The goal of both methods is to identify patterns in environmental
mixtures that could represent sources or actions leading to exposure. However, similar to
the selection of mixture methods more generally, determining which tool better suits an
analysis depends on the specific research question and the data at hand. For example, we
would choose PCP-LOD if we believed that the data included sparse events or if many
chemicals measurements were below the LOD. Additionally, PCP-LOD must be paired with
another method to produce individual scores and chemical loadings similar to those obtained
from BN2MF, so the appropriateness of the second approach would also affect the decision.
For instance, PCP-LOD paired with a clustering algorithm (e.g., k-means or hierarchical
clustering) would partition individuals based on their chemical measurements (or transposed,
partition chemicals based on individuals’ measurements) [36]. This may answer certain
research questions concerning identification of subgroups (while isolating sparse events);
however, cluster membership is categorical and may not clarify research questions regarding
exposure degree or magnitude. Or as another example, PCP-LOD paired with singular value
decomposition (SVD), as we did in Chapter 2, or principal component analysis (PCA) would
not make use of the non-negativity constraint on the low-rank matrix, so it may not be
suitable for research questions that emphasize interpretability of patterns.
We would choose BN2MF if we planned to include the identified patterns in a health
model or if we required the variational approximation to the posterior for another reason.
Still, circumstances exist, separate from the research question, in which neither method would
perform well. If a mixture is not large enough, most pattern identification methods will fail
to yield meaningful results. It is impossible to designate an exact cutoff for mixtures that
are ‘too small’ to employ pattern recognition techniques, however, because it simultaneously
depends on the correlation structure between chemicals. For example, a mixture of five
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chemicals may be too small for any method to provide useful results, but if two chemicals are
highly correlated and the remaining three are highly correlated (with minimal cross-group
correlations), the resulting two pattern solution could be interpretable and actionable. These
are general guidelines and not hard rules, as numerous elements of a study may influence the
choice of analytical method. This subsection discusses PCP-LOD and BN2MF, specifically;
for comparisons with other methods, the reader should refer to Chapter 1 for an introduction
to more traditional pattern identification tools, Chapter 2 for methods comparison with
PCP-LOD, and Chapter 3 for comparison with BN2MF.
Environmental mixtures & pattern recognition
Research on environmental mixtures is advancing rapidly, and these methods were
reviewed in Chapter 1. Briefly, environmental health scientists and epidemiologists, in
collaboration with biostatisticians, have adapted and applied numerous analytical methods
from other fields. Standard machine learning methods such as penalized regression (lasso,
ridge regression, and elastic net), deletion/substitution/addition, clustering (hierarchical
and k-means), and tree-based methods (regression trees, random forests, and gradient
boosting) have been employed to answer various questions concerning environmental mixtures
[5–8, 201–205]. Other methods such as Bayesian kernel machine regression (BKMR) [14, 16],
weighted quantile sum (WQS) regression [17], quantile g-computation [206], SuperLearner
(an ensemble machine learning technique) coupled with g-computation [207], Bayesian factor
analysis [208, 209], and Bayesian multiple index models have been designed or modified
specifically for environmental data [210]. Notably, the majority of methods development
within environmental health to date focused on supervised techniques, i.e., models where
the health outcome informs the solution. This reflects the collective goal of environmental
epidemiology to determine how environmental exposures impact human health.
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Our work here concerns unsupervised methods where no health outcome influences
the formation of identified patterns. As we have shown, our methods (and unsupervised
methods, more generally) can be used in conjunction with human health models. Furthermore,
unsupervised methods are especially advantageous as a contribution to policy-relevant research
because observed patterns may correspond with entities that are more receptive to regulation
than individual chemicals and may be associated with multiple measures of health and disease.
Pattern recognition in this context, however, introduces unique challenges and is in many
ways a more difficult problem than regression or classification.
In supervised learning, we know the truth—the health outcome, in our case—or, at least,
an approximation of it (if e.g., it is measured with error), and a clear measure of success,
or lack thereof, exists. In the context of unsupervised learning, no such direct measure of
success exists because we do not know the true patterns underlying an exposure mixture [19].
Put simply, it is harder to label something we do not know than to label something we do
know. In experiments in Chapters 2 and 3, we simulated data that allowed us to ascertain the
validity of inference drawn from PCP-LOD and BN2MF because we knew the truth (i.e., the
simulated loading and score matrices that we generated). In applied work, the true patterns
remain unknowable and researchers resort to heuristic arguments for judgments concerning
the quality of results (e.g., researchers often try several parameterizations and choose the
one with the most useful solution for their application) [36]. We considered interpretability
of the solution during the design of both models; still, a natural notion of a ‘good pattern,’
or one that reflects reality, remains ambiguous.
Non-negative matrix factorization (NMF), the foundation for BN2MF, introduces further
complications. We found non-negativity desirable because of the enhanced interpretability
of a parts-based representation and potentially correlated patterns [27, 74]. Chemical
concentrations cannot be negative, and a negative amount of a chemical in a pattern or of a
pattern in an individual does not correspond to presence or absence or intuitively convey
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exposure level. NMF, however, presents the additional obstacle of non-identifiability, where
multiple decompositions are observationally equivalent [132]. Non-identifiability is a problem
because multiple solutions are equally likely, but their interpretations are not necessarily
similar.
An NMF solution can only be unique up to scaling and permutation [211]. The solution
multiplied by any matrix and its inverse (i.e., WH = WMM−1H, where M is an invertible
matrix) remains equivalent [212]. Or more simply, multiplying a pattern in the loading
matrix by a constant and dividing the corresponding pattern in the score matrix by the same
constant produces the same solution but can potentially vastly alter results. Our work does
not change this inherent attribute of NMF, but we addressed it by normalizing all loadings
matrices to have row-wise `1 unit norms and scaling the patterns in the score matrices by
the corresponding normalization constant. In this way, we express all scores and loadings
on the same scale. While infinite solutions are numerically equal, this one allows for a
standard interpretation and comparison between patterns. Moreover, algorithms are agnostic
to the permutation of patterns, meaning patterns have no fixed ordering, and permuted
solutions are equivalent [146]. This may pose problematic in fully Bayesian implementations
of Markov chain Monte Carlo (MCMC) to approximate the posterior distribution [52], but
we circumvented this by implementing our model with a variational inference approximation
[126]. Finally, non-separability of the data may cause non-uniqueness of the solution [131].
However, separability is a fairly mild assumption about the pattern structure under which
NMF may recover the truth [213]. In the context of environmental data, the exposure matrix
is separable if there exists at least one chemical that loads solely on each pattern [133]. This
usually holds in real-life environmental data, as in Sections 3.3 and 4.2.
Further computational concerns exist on the algorithmic side, where an exact NMF
decomposition is NP-hard, meaning there cannot exist an efficient algorithm to calculate
it [214]. Nonetheless, while an optimal reconstruction may be computationally intractable,
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algorithms exist to satisfactorily approximate it [215]. Despite analytical complications with
NMF, in particular, and unsupervised learning, in general, we employed these methods to
answer questions ill-suited for supervised learning concerning inherent underlying patterns in
a population.
We likewise encountered multiple challenges modifying PCP for environmental mixtures.
We began our work with traditional PCP (i.e., stable PCP) [24, 72]. We first struggled with
how to determine the optimal value for µ; this inspired the work of Zhang et al. [90] to derive
a universal choice of regularization parameter that yields near optimal performance across a
range of noise levels in
√
PCP . We then found that the default parameter values (λ = 1/
√
n
from Candès et al. [24], and µ =
√
p/2 from Zhang et al. [90]) worked well for applications
in computer vision but not for our own. To address this, we implemented a cross-validation
approach with a grid across λ and µ values. We next noticed that in our solutions, the
low-rank matrices were too low-rank, where correlations within L̂ were all approximately 1
and only one or two singular values were non-zero. We also found that the sparse matrices
were not necessarily sparse; this was consistent with the rank issue, as PCP minimizes a
weighted combination of the nuclear norm of L, ‖L‖∗ and the `1 norm of S. After extensive
experimentation, we determined that the nuclear norm was too strict for environmental
data; or rather, the nuclear norm expected a strong low-rank structure that was present in
computer vision but not in environmental applications. To address this, we replaced the
nuclear norm with a rank-r projection [91, 92], which improved performance on the low-rank
matrix (though the sparse matrix remains not-that-sparse). The rank-r projection requires





PCP ) still has parameters λ and µ, one of them may be set as
a constant without a loss of generality because the nuclear norm (previously with a fixed
coefficient of 1) is no longer present. In practice, this means that the cross-validation need
only include rank and µ with λ fixed at 1/
√
n, or equivalently, we defined γ as λ/µ and
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tune γ and rank through cross-validation. Finally, we realized that nc
√
PCP and PCP-LOD
were not converging for a large subset of the parameter-rank grid. To address this, we
improved the algorithm with a proximal gradient method and initialization at the best
rank-r approximation. This improved convergence; however, it does not currently include
the separate LOD penalty, the non-negativity constraint, or the square root formulation of
the objective function.
5.2 Future research directions
To date, environmental epidemiological investigations of multi-pollutant exposures have
asked a variety of research questions and developed and adapted numerous statistical and
machine learning methods to address them. However, a number of important questions
remain unaddressed and new challenges have become apparent. Below, we outline several
opportunities for future research on environmental mixtures and pattern identification therein.
Future extensions
This dissertation detailed work to adapt two pattern identification methods for use in
environmental mixtures research. Both tools, however, should be considered works-in-progress.
We plan to incorporate various methodological extensions and to apply these methods to
future research questions concerning mixtures in independent study populations.
For PCP-LOD, we envision several elements that would improve performance in certain
areas. First, as we emphasized in Chapter 3, when characterizing multi-pollutant exposures
for use in health studies, it is important to quantify the uncertainty in their estimation
and propagate it in the health models. We propose, therefore, to extend PCP-LOD by
coupling it with a bootstrap process to quantify and propagate uncertainty associated with
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the estimation of the low-rank and sparse matrices [21]. Second, we aim to allow for clustering
and repeated measures, e.g., children within schools or sequential measurements within a
person, which will be correlated. As currently implemented, the Frobenius norm in the error
term (‖L+ S −X‖F ) is not able to reflect this structure. Clustering information can be
incorporated into a hypergraph, and error can be measured in a metric which reflects the
smoothness of the noise with respect to the hypergraph—i.e., the Laplacian metric [216, 217].
At the same time, we aim to incorporate this clustering information into our estimation of
S. For instance, since S captures rare events in the environment, it is possible that these
events will occur in subjects living in close proximity. We will leverage ideas from hierarchical
sparse modeling to this end, treating entries in S that belong to the same group as a group
of variables, and penalizing both the sum of `2 norms of the groups, as well as the `1 norm
within each group [218–220].
For BN2MF we anticipate future work to reformulate the two-stage hierarchical health
model as a fully supervised model where the outcome of interest informs the ‘grouping’ of
the chemicals in the mixture. As a Bayesian model, BN2MF can be naturally embedded
in a more complex model to estimate pattern-specific health effects [52]. Although such
an approach would not necessarily be helpful in informing regulatory action, as different
groupings could be formed depending on the health outcome, it may provide insight on the
potential biological pathways, especially in exploratory analyses when biological plausibility
has not yet been established. This structure should also serve to enhance reproducibility, as
identified patterns based on biological mechanisms would be more similar across populations
than those identified by the current iteration of BN2MF.
The patterns found in Chapters 2 and 3 correspond well with known sources, behaviors,
toxicity and chemical structure. Nevertheless, we do not yet know whether identified patterns
will generalize to other populations. Future studies in separate study populations will
better determine the generalizability of observed patterns. The NHANES data used in
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Chapter 2 represent the general non-institutionalized US population; however, we did not
account for the complex sampling design and weights of the study [111]. Oversampling
was performed for adolescents (aged 12–19), older Americans (aged 60 and over), Mexican-
Americans, African-Americans, pregnant women, and individuals at or below 130% of the
poverty level [112], and PCP-LOD-identified patterns may represent sources or behaviors
distinct to included participants. Similarly, the Mothers and Newborns cohort studied in
Chapters 3 and 4 is composed of low-income Dominican and African American mothers living
in an urban environment, and the BN2MF-identified EDC patterns may represent sources
or behaviors distinct to this group. To address the potential limitation of generalizability
of our current findings, future studies should attempt to replicate analyses in independent
study populations. Exactly replicating patterns across different populations it is highly
unlikely; however, similarities and differences between groups both contribute to a better
overall understanding of exposure.
Cross-disciplinary collaboration
PCP-LOD and BN2MF have many benefits over standard pattern identification methods
in environmental health; however, they cannot answer all mixtures-related research questions.
Notably, neither method provides evidence for biological pathways between exposure mixtures
and disease. In the previous section, we discussed a potential extension to include BN2MF
in a supervised model where the health outcome informs the pattern recognition process.
Cross-disciplinary collaboration with toxicological research could provide another means
of identifying biological responses to observed patterns. We propose to complement our
epidemiological findings by exposing animal models to human-relevant mixtures. A coupled
relationship between epidemiology and toxicology allows for a unified investigation of adverse
relationships between exposure and disease [221].
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A growing body of work in this area already exists. Rodents and zebrafish, for example,
offer opportunities to classify relevant human exposures, to identify chemical targets, and
to reveal mechanisms underlying toxic responses [222]. Recent research has exposed mouse
models to a human exposure-based mixture designed to reflect dietary exposure of persistent
organic pollutants (POPs) in relation to gene expression [223], colorectal cancer [224], and
stress [225, 226]. Similar work has exposed rat models to multiple defined mixtures of high-
end human-relevant EDCs in relation to reproductive development [227–233]. As another
example, researchers are investigating toxicity mechanisms of environmental chemicals in
zebrafish [222]. Advances in high-throughput screening approaches allow researchers to assess
thousands of individual chemicals and permit rapid assessment of chemical mixtures [234].
Recent studies have exposed zebrafish to environmentally-relevant mixtures constructed
from prevalent toxicants [235] as well as an environmental mixture passively sampled from
a contaminated ecosystem to study their relationship with developmental neurotoxicity
[236, 237].
A third model organism, the nematode worm, or Caenorhabditis elegans (C. elegans),
demonstrates potential for use in the assessment of human-relevant mixtures, though there
are not many studies to date [238]. One notable example of chemical mixture assessment
with C. elegans was conducted after a chemical spill in West Virginia in 2014. The National
Toxicology Program (NTP) used C. elegans (among other models) to evaluate the toxicity of
12 different compounds and chemical mixtures from the spill and found they had no effect on
C. elegans growth, development, feeding, or reproduction [239]. In addition, recent studies
have investigated the toxicity of pesticide mixtures in C. elegans [240, 241]; however, these
authors constructed binary mixtures of chemicals with similar modes of action, which leaves
numerous avenues for future work.
Research efforts may be underway in other animal settings, as well. Specific organisms
are suitable for studying certain traits, phenomena, and diseases, and the appropriate model
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depends on the health outcome of interest [242]. We draw inspiration from the studies
described. In collaboration with toxicologists, we can expose model organisms to identified
patterns defined by the presence or absence of chemicals as well as their relative concentration
compared with other mixture members. We can then explore biological targets and systems
such as gene expression, transcriptomics, or metabolomics. While neither method proposed
in this dissertation incorporates information about biological mechanisms, combining this
work with toxicological studies will allow us to explicitly test identified patterns to determine
their toxicity. With this inter-disciplinary approach to characterize biological plausibility, we
may better understand relationships between patterns of environmental chemical exposures
and human health.
Environmental mixtures of interest
This work identified patterns underlying two environmental mixtures, one comprised of 21
PCBs, dioxins, and furans measured in the 2001–2002 cycle of NHANES and one of 17 phenols
and phthalate metabolites measured in pregnant women in New York City between 1998 and
2006. These are two of an uncountable number of conceivable chemical mixtures. The vast
expanse of environmental exposures and their potential combinations present opportunities
for future research on pattern recognition within an array of environmental mixtures.
Individuals in the U.S. are ubiquitously exposed to multiple classes of EDCs through
common household consumer products [150]. EDCs, generally, are structurally similar to
endogenous human hormones and may mimic or interfere with normal hormonal processes
[243]. There has been increasing interest in EDCs over previous decades, and research has
linked these chemicals with developmental, reproductive, neurological, and immunological
problems [244–246]. Notably, this research has largely investigated one EDC at a time, which
does not represent real-life multi-EDC exposure. Because of the complexity of the endocrine
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system, which is comprised of multiple interrelated feedback loops [247], the dose-response
curves between EDC exposure and various health outcomes are not well-characterized, but
there is some evidence of steeper slopes at lower concentrations [248], i.e., low-level exposures
may have more effect on certain health outcomes (though high exposures are recognized as
more detrimental overall). Within environmental mixtures research, some analyses of EDC
mixtures aimed to identify specific individual EDCs as toxic [115, 196], which is a difficult
undertaking because of the high correlations between many environmental EDCs and their
structural similarities [249]. We believe that investigating patterns of EDCs may alleviate
some of the challenges of decoupling EDC exposure. Both mixtures investigated in this
work were comprised of EDCs [150, 250]. In addition to PCBs, dioxins, furans, phthalates,
and phenols, EDCs of interest include perchlorates [251], perfluoroalkyl and polyfluoroalkyl
substances [252], phyto-estrogens [253], and polybrominated diphenyl ethers [254]. The
identification of underlying patterns of EDCs corresponding with actions or circumstances
leading to exposure may inform interventions or regulatory action to curb exposure.
Another mixture of interest includes metals and metalloids, such as arsenic (As), cadmium
(Cd), magnesium (Mn), mercury (Hg), and lead (Pb). A large body of literature exists
linking environmental metal exposure with various health endpoints such as cardiovascular
disease [255] and neurodevelopment [256]. In related work, we assessed the joint effects of
co-exposure to As, Cd, Mn, and Pb on adolescent intellectual function and blood pressure,
and explored potential beneficial effects of selenium (Se; an element known to lessen the
overt toxicity of As [257]). We observed significantly negative associations between As and
Cd (and null associations between Mn, Pb, and Se) and general intellectual ability (while
accounting for other metals) as well as a significant decrease in Full Scale intelligence quotient
with increased exposure to the entire metals mixture [41]. We further observed significantly
positive associations between As and Mn (and null associations between Cd, Pb, and Se)
and systolic blood pressure (SBP) and between As, Se, Pb, and Cd (and null associations
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between Mn) and diastolic blood pressure (DBP) as well as a significant increase in DBP
with increased exposure to the metals mixture [258]. Our previous work, however, did not
investigate potential patterns of biomarkers of metals exposure in relation to adolescent
intelligence or blood pressure.
Air pollution is an additional multi-pollutant exposure of interest. Research in source
apportionment to derive information concerning ambient pollution sources and the amount
they contribute to air pollution levels is more mature than the environmental mixtures field
as a whole [11, 259, 260]. Nevertheless, there remain avenues for future work. For example,
uncertainty propagation continues to prove challenging. While research exists to quantify
the uncertainty associated with certain pattern recognition techniques in environmental
health [261, 262], the current norm is to include patterns or clusters as identified in health
models [260, 263–268]. A previous study using source apportionment to assess air pollution
source-specific impacts on cardiovascular admissions, Kioumourtzoglou et al. [21] showed
that failure to account for this uncertainty resulted in overestimated confidence in inference,
potentially spurious findings, and disagreement across methods.
The previous paragraphs identify potential chemical mixtures of interest that are‘’grouped’
by different features (e.g., biological mechanism for EDCs, chemical class for metals, and
exposure matrix for air pollution). Future studies should investigate patterns within similar
multi-pollutant exposures, and we designed both PCP-LOD and BN2MF for scenarios such
as these. Of course, mixtures research need not be limited to a single class of chemicals, or
only to chemical stressors. It may incorporate markers of socio-economic status, demographic
factors, nutrition, or built environment variables, to name a few. We can also conceptualize
exposures from a more ‘exposomic’ perspective which captures a diverse range of elements in
addition to environmental chemicals, like dietary constituents, psychosocial stressors, lifestyle
and physical factors (e.g., temperature, humidity, or noise), as well as their corresponding
biological responses (e.g., in the form of RNA, metabolites, or proteins) [269]. Both PCP-
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LOD and BN2MF remain effective in exposomic-relevant scenarios which have many more
exposure variables than observations. This is often the case in metabolomics, proteomics, and
transcriptomics which may have thousands of features per individual. In fact, colleagues are
currently using PCP (without the LOD extension) in exploratory analyses of metabolomic
data with approximately 12,000 unlabeled features. Furthermore, BN2MF stems directly
from the NMF literature, and NMF methods are routinely applied to identify semantic
features within corpora of documents with many more words than documents [76, 116]. As
currently implemented, however, neither of our methods accommodates binary or categorical
data (e.g., socio-economic status or demographic factors); though the Bayesian hierarchical
model built to incorporate BN2MF can include such factors as covariates.
Reproducibility in science
There has been substantial discourse within the scientific community concerning the
reproducibility of research [270]. A U.S. National Science Foundation (NSF) committee
defined reproducibility as “the ability of a researcher to duplicate the results of a prior study
using the same materials as were used by the original investigator” [271]. If a different
researcher cannot run the same analysis with the same setup and get the same result, is the
original work good science [272]? Reproducibility in epidemiology is made more complex by
the ethical matter of personally identifiable information (PII); however, availability of the
analytic code, as a minimum, allows other researchers to repeat the analysis on independently
collected data [273]. Replication of results in a separate study population (i.e., corroboration
of results using the same procedures on an independent dataset) strengthens evidence [274].
Packaging code into reusable analysis software enables the dissemination of tools to
facilitate future work more efficaciously. This is a good step toward establishing reproducibil-
ity [275]. In the physical sciences, the correct and complete documentation of conditions,
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configuration, and details of laboratory operations is essential for validity; in the statistical
sciences, the corollary is well-documented software, making packaging an important and
necessary part of the scientific process. Subject to the ethical constraints of PII, researchers
should endeavor to make computations reproducible for others [276]. Analytic code and
simulated data accompanying this work are publicly available on GitHub in three reposi-
tories: Chapter 2 in Principal.Component.Pursuit, Chapter 3 in BN2MF, and Chapter 4
in edc-patterns-wisc. We included the cleaned NHANES dataset with the code from
Chapter 2 because it is a publicly available dataset. We did not include the Mothers and
Newborns cohort data accompanying analyses in Chapters 3 and 4. These data were collected
with written informed consent of mothers (and assent of children at age seven) [170]; this
did not include consent to make their data publicly available. In fact, we have a ‘Certificate
of Confidentiality’ that prevents us from making these data available. Additionally, even
limited ‘deidentified’ datasets can become identifiable if enough variables are included [277].
Further, we found in related work that details such as package version and software
environment (e.g., R version) affect reproducibility of results in epidemiological studies
[278]. Upgrading a platform or moving between computer environments should not obstruct
replication or reproduction of results. Packaging and version control enable consistent inputs
to produce consistent outputs [279], which allows validation of analytic code by a third party.
Both PCP-LOD and BN2MF include components to promote reproducibility further detailed
in the following section.
Accessibility of methods
Implementation of PCP-LOD and BN2MF employed sparse and low dimensional mod-
elling, probabilistic machine learning, and complex optimization algorithms. Nevertheless,
we developed both methods with the end user in mind and included features to promote





















































Figure 5.1: Potential research questions concerning environmental mixtures. BKMR =
Bayesian Kernel Machine Regression; CART = Classification and Regression Trees; ESS
= Exposure Space Smoothing; Lasso = Least Absolute Shrinkage and Selection Opera;
NMF = Non-negative Matrix Factorization; PCA = Principal Component Analysis; SEM
= Structural Equation Modelling; WQS = Weighted Quantile Sum Regression; unsprv =
unsupervised method.
or selection of pattern number. We incorporated universal values for hyper-parameters in
PCP-LOD so that users would not need to tune them. We chose vague priors for individual
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scores and chemical loadings in BN2MF so that they would suit various configurations of
environmental data. We chose to approximate BN2MF’s posterior distribution through
variational inference in part because it lifted the burden of assessing model convergence from
the researcher. We mean for both methods to be broadly accessible to environmental health
scientists and epidemiologists, who may lack formal statistical or mathematical training. Thus,
as future work, we plan to develop and share user-friendly statistical software packages so
that other researchers assessing exposures to mixtures can easily apply PCP-LOD or BN2MF
to their research. Of course, users should understand what questions the methods were
designed to address and their main assumptions, and we will include detailed documentation
in the form of vignettes for guidance on proper use, inputs, interpretation, and limitations of
both methods.
We propose to develop separate R packages for PCP-LOD (and other PCP implementa-
tions) and BN2MF to facilitate their use in environmental epidemiologic applications, along
with developed synthetic datasets as examples. These will provide environmental epidemiolo-
gists with accessible and flexible tools to address study-specific needs. We believe that the
existence of user-friendly packages, such as bkmr, gWQS, and qgcomp, encourages researchers
to incorporate complex methodologies by making them more approachable [16, 206, 280].
This work will also support our point in the previous section, as easily-accessible and
well-documented packages will facilitate reproducibility of our results and of others’.
5.3 Public Health relevance
Research questions
A unifying theme in this work is the importance of the research question in driving the
choice of statistical or machine learning method. For example, BN2MF cannot distinguish
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important individual mixture members or ‘bad actors,’ and most regression-based approaches
cannot identify underlying patterns of exposure. Further, the research question should be
informed by the ultimate goal of the project—e.g., is it to provide evidence of a plausible
biological pathway between chemical and disease or to support comprehensive regulation of
chemicals that co-occur? Figure 5.1 displays the five main possible questions in mixtures
analyses with examples of methods capable of answering them (disclaimer: not an exhaustive
list of methods). In this dissertation, we introduced PCP-LOD and BN2MF as methods to
better understand the underlying structure of environmental exposures.
Both are pattern recognition methods designed to address environmental health research
questions concerning patterns of environmental exposures and to identify potential sources or
behaviors leading to these exposures. The majority of environmental exposures are potentially
modifiable, meaning that individual action or, more sustainably, regulatory action can prevent
or (at least) reduce exposure. Accordingly, the fundamental aim of this work is to design
methods capable of identifying actions or circumstances that contribute to simultaneous
chemical exposures in support of targeted public health interventions and regulations. In
Chapter 4 we observed a negative association between a pattern of prenatal phthalate and
BPA exposure and female child IQ at seven years of age. This finding supports public health
and regulatory action on EDCs used as plasticizers and additives in food packaging; it does
not support action against a single phthalate or a single phenol. Thus, this research supports
a shift from chemical-by-chemical regulation toward class-based regulation, where groups




No individual is exposed to a single chemical at a time. While public health research
has traditionally relied upon standards such as linear and logistic regression to determine
population-level associations between chemical exposures and outcomes, some research
questions concerning multi-pollutant exposures require novel methods. The current focus
on chemical mixtures represents a critical juncture in environmental health research. With
this perspective, in Chapters 2 and 3 we identified chemical patterns that we interpreted as
sources of exposure within environmental mixtures; recognition of these patterns may aid in
the development of preventative strategies to minimize exposure in individuals.
Researchers can use both PCP-LOD and BN2MF to provide foundational evidence for
pattern-based regulatory action or informed interventions, where patterns may represent
exposure source (e.g., diet as a source of POPs in Chapter 2 and phthalates and BPA in
Chapter 3 and 4), at-risk behaviors (e.g., personal care product use contributing to phenol
and DEP exposure in Chapters 3 and 4), or similar chemical structure (e.g., high or low
molecular weight PCBs in Chapter 2). Both methods can be paired with expert knowledge to
identify modifiable risk factors which are more effectively targeted than individual chemicals;
for example, a source of particulate matter (PM), such as traffic, is more easily regulated
than a single PM component.
Depending on the health outcome, implementation of strategies to reduce or prevent
exposure to contributing environmental factors could have a consequential impact. In
Chapter 4 we considered the relationship between in utero EDC exposure and child cognition.
This work supports targeted public health interventions with expecting mothers or women
contemplating pregnancy concerning their dietary choices. More importantly, confirmed
associations between exposure patterns and neurodevelopment provide leverage to demand
stricter governmental regulations of food packaging and actions to curb exposure.
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Environmental health scientists and epidemiologists can use PCP-LOD and BN2MF to
investigate shared sources of chemical exposure and behaviors and circumstances leading to
exposure. We adapted these methods to suit environmental data (i.e., chemical concentrations)
and to answer a subset of environmental mixtures questions. Research on underlying patterns
of chemical exposure and unique or extreme exposure events can aid in the design and
development of class-based regulations, informed policies, and targeted interventions to
ensure equal access to a clean environment.
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