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Abstract
In 1967, Faddeev and Popov were able to quantize the Yang-Mills theory by introducing new particles
called ghost through the introduction of a gauge. Ever since, this quantization has become a standard
textbook item. Some years later, Gribov discovered that the gauge fixing was not complete, gauge
copies called Gribov copies were still present and could affect the infrared region of quantities like
the gauge dependent gluon and ghost propagator. This feature was often in literature related to con-
finement. Some years later, the semi-classical approach of Gribov was generalized to all orders and
the GZ action was born. Ever since, many related articles were published. This review tends to give a
pedagogic review of the ideas of Gribov and the subsequent construction of the GZ action, including
many other toipics related to the Gribov region. It is shown how the GZ action can be viewed as a
non-perturbative tool which has relations with other approaches towards confinement. Many different
features related to the GZ action shall be discussed in detail, such as BRST breaking, the KO cri-
terion, the propagators, etc. We shall also compare with the lattice data and other non-perturbative
approaches, including stochastic quantization.
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Chapter 1
Introduction
1.1 Patchwork quilt of QCD
Quantum Chromodynamics (QCD) is the theory which describes the strong interaction, one of the four
fundamental forces in our universe. This force describes the interactions between quarks and gluons,
which are fundamental building blocks of our universe. At very high energies, QCD is asymptotically
free, meaning that quarks and gluons behave like free particles1. However at low energies, i.e our
daily world, due to the strong force, quarks and gluons interact and form bound states called hadrons.
A well known example of these bound states are the proton and the neutron, but a whole zoo of
hadrons has been observed in particle detectors. In fact, the only way to obtain information about the
strong force is through bound states, as no free quark or gluon has even been detected. We call this
phenomenon confinement. Although 40 years of intensive research have passed since the formulation
of the standard model (which includes QCD), no good answer has been found to probably one of the
most fundamental questions in QCD. Even the formulation of what confinement really is, is under
discussion [1].
The difficulty for solving confinement lies in the fact that the standard techniques which have been
so successful in QED, are not applicable in QCD. In QED the coupling constant is small enough2, so
one can apply perturbation theory, which amounts to writing down a series in the coupling constant.
In QCD, the coupling constant increases with decreasing energy, a phenomenon know as “infrared
slavery”, and at low energy the coupling constant becomes too large and perturbation theory alone
can never give a good description of the theory. Therefore, other techniques are required which we
call non-perturbative methods. There exists a wide range of non-perturbative methods, which all try
to approach QCD from one way or another. One should not see these different techniques as com-
peting, but as patchwork trying to cover all aspects of QCD. Many different approaches have been
developed to describe confinement, e.g. Abelian dominance [2, 3, 4], center-vortex dominance [5],
light-cone dominance [6], the Kugo-Ojima confinement mechanism [7, 8], Wilson’s lattice gauge the-
ory approach [9], and the approach initiated by Gribov [10]. The last approach has been elaborated in
widely scattered articles, but it has not been reviewed, and the relation of different approaches is not
well known.
Let us mention that even if one omits quarks in QCD, one can still call the remaining theory con-
1E.g. in deep inelastic scattering (DIS) experiments, quarks can be treated as free particles.
2This depends of course on the energy range of interest.
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fining. Although there is no real experimental evidence, because the theory of gluons without quarks
is a gedankentheorie, lattice simulations have shown that gluons form bound states which we call
glueballs, and no free gluon can occur. Therefore, it is of interest to investigate pure QCD without
quarks, and try to find out what happens. One could say that confinement is hidden in the behavior of
the gluons.
1.2 Gribov’s gluon confinement scenario
The gauge concept was introduced into physics by Hermann Weyl to describe electromagnetism, by
analogy with Einstein’s geometrical theory of gravity. According to Weyl, the vector potential Aµ(x)
is the electromagnetic analog of the transporter or Christoffel symbol Γνλµ of general relativity, and
serves to transport the phase factor of a charged field. It is remarkable that the theories of the weak
and strong interaction which have been developed since Weyl’s time and which, with electromag-
netism, form the standard model, have also proven to be gauge theories. The group is extended from
U(1) to SU(2) and, for QCD, SU(3), but these theories embody the geometrical gauge character intro-
duced by Weyl. In particular they respect the principle of local gauge invariance in the same way that
Einstein’s theory of gravity respects coordinate invariance. Here we shall discuss heuristically how
the gauge principle leads to Gribov’s confinement scenario.
According to the gauge principle, physical observables O(A) and the action S(A) are invariant un-
der local gauge transformations U(x)
O(U A) = O(A) (1.1)
and S(U A) = S(A), where the gauge transformation is defined by
U Aµ(x)≡U(x)Aµ(x)U†(x)− igU(x)∂µU
†(x). (1.2)
(Conventions are given below.) We have written these statements for the continuum theory, but the
corresponding statements hold in lattice gauge theory.
Let us consider a toy example that illustrates how imposition of a gauge symmetry produces a mass
gap. The hamiltonian for a free non-relativistic particle in one dimension is given by H =(−1/2m) d2dx2 .
With no further symmetry condition, the spectrum is continuous, with energy E = k2/2m, where k is
any real number. Now suppose that the group of translations, x→ x+ pL, which is a symmetry of
the hamiltonian, is taken to be a “gauge” symmetry, so the point x and the point x+ pL are identified
physically. Here p is any integer and L is a fixed length. The wave function ψ(x) is required to be
invariant under this gauge transformation, ψ(x+ pL) = ψ(x). Then the spectrum becomes discrete,
En = (2pin)2/2mL2, where n is an integer. We describe this situation by saying that the gauge sym-
metry has changed the physical configuration space — that is, the space of x’s — from the real line
to the circle of circumference L, and this changes the continuum spectrum into a discrete spectrum.
This example illustrates a general phenomenon: a gauge theory must obey the constraint that the con-
figurations A and U A are identified physically, and such constraints have a dynamical consequences,
making the spectrum more restrictive. According to Gribov’s scenario, this changes the spectrum in
QCD and explains why gluons are absent from the physical spectrum.3
3A spectrum may of course develop a mass gap for other reasons such as the occurrence of a mass term in the action or
by the operation of the Higgs mechanism.
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The key step in the development of this idea was taken by Gribov [10] who showed that for a non-
Abelian gauge theory, such as SU(2) or SU(3), the local gauge group is more powerful than for an
Abelian theory, and imposes additional constraints. In an Abelian gauge theory the gauge condition
∂ ·A = 0 fixes the gauge (essentially) uniquely, whereas in a non-Abelian gauge theory, as Gribov
showed, there are distinct transverse configurations, A 6= A′ with ∂ ·A′ = ∂ ·A = 0, that are related by
a ‘large’ gauge transformation A′ = U A. These are known as Gribov copies, and a non-Abelian gauge
theory is subject to the additional constraint that these Gribov copies must be identified physically.
Thus the physical configuration space is restricted to a region free of Gribov copies, sometimes called
a fundamental modular region. Singer [11] showed that this situation is unavoidable in a non-Abelian
gauge theory, and that the physical configuration space, is topologically non-trivial, in contrast to the
situation in Abelian theories where the space of transverse configurations, satisfying ∂ ·A = 0, is a
linear vector space. Gribov also understood the dynamical implications of the existence of Gribov
copies, including a suppression of infrared modes due to the proximity of the Gribov horizon in in-
frared directions. He made an approximate calculation of the gluon propagator and found that it did
not have a physical pole. Thus the gluon is expelled from the physical spectrum as a result of the
constraints of non-Abelian gauge invariance [10]. It was subsequently shown that the fundamental
modular region (a region free of Gribov copies, defined below in sect. 2.2.2) in the minimal Landau
gauge for a non-Abelian gauge theory is bounded in every direction [12]. This means that when you
walk along any straight line emerging from the origin in the space of transverse configurations, you
inevitably arrive at points that are (physically identified with points that are) back inside the bounded
region, whereas in Abelian gauge theory you keep going forever. It was found in approximate calcu-
lations by Cutkosky [13, 14, 15] and Koller and van Baal [16], in which only a few low-energy modes
were kept, that when gauge invariance of the wave functional is imposed, the spectrum changes from
the perturbative spectrum of gluons to one that approximates the physical spectrum of glueballs.
In the above remarks the physical configuration space was described in terms of a gauge fixing to
the minimal Landau gauge. However to make sense, the physical configuration should be defined
gauge-invariantly. We briefly indicate how this is done. The physical configuration Aphys correspond-
ing to a configuration A is identified with the gauge orbit through A. This consists of all configurations
A′ = U A that are gauge-equivalent to A for all gauge transformations U =U(x),4
Aphys ≡ {A′ : A′ = U A}. (1.3)
The physical configuration is the space of gauge orbits, P = {Aphys}. This situation is described by the
statement that the physical configuration space P is the quotient space of the space of configurations
A = {A}, modulo the group of local gauge transformations G = {U},
P = A/G . (1.4)
A complete gauge fixing is a parametrization of the quotient space by choosing a single representative
from each equivalence class. In practice the gauge must be defined in a convenient way. Singer’s
4It is worth noting that, in addition to gauge transformations U(x) that are continuously connected to the identity, the
gauge orbit may also contain “large” gauge transformations that cannot be so connected. For example, if the gauge-structure
group is the Lie group SU(2), whose group manifold is the 3-sphere S3, and if the Euclidean base-manifold (x-space) is also
the 3-sphere S3, then a local gauge transformation U(x) is a mapping S3 → S3. Such mappings, if they are continuous,
are characterized by an integer winding number n, and the gauge orbit falls into disconnected pieces characterized by the
winding number.
7
theorem is the statement that a choice of unique representative on each gauge orbit by a linear gauge
condition, such as ∂µAµ = 0, that is also continuous is impossible in a non-Abelian gauge theory.
1.3 Approaches to the confinement problem
There are many different approaches to the confinement problem. We shall not attempt to survey
them here, beyond mentioning them. Lattice gauge theory, pioneered by Wilson, provides an unob-
jectionable and numerically powerful approach, which for practical, non-perturbative calculations of
the hadron spectrum has out-distanced the competition. However other approaches offer the possi-
bility of analytic results, and possibly of exhibiting a simple intuitive confinement mechanism, the
way electroweak interactions are understood by means of the Higgs mechanism. Among these is the
approach in the maximal Abelian gauge, with as a confinement mechanism the dual Meissner effect
and condensation of color-magnetic monopoles, and a flux tube with a string tension. This approach
is closely related to the approach in the center-vortex gauge. Other approaches make use of the light-
cone gauge and the Coulomb gauge. Schwinger-Dyson calculations have been done in the minimal
Landau gauge. Impressive results in 2+1 dimensions have been obtained by Nair and co-workers
[17, 18].
1.4 Outline of the article
The purpose of this review is to give a pedagogic overview of this approach by Gribov and the suc-
ceeding construction of the so-called GZ action, which is scattered in the literature. This shall be the
topic of chapter 2. We shall first explain the Gribov problem and discuss in detail the existence of the
Gribov horizon with the corresponding Gribov region, which shall be of great importance for the solu-
tion of the Gribov problem. Here, we can already show the relation of the Gribov horizon to Abelian
and center-vortex dominance. We shall also cover many aspects of the even smaller fundamental
modular region (FMR) and review all its properties. We shall then discuss the semi-classical solution
of Gribov and its quantum generalization in which the cut-off at the Gribov horizon is implemented
by a local and renormalizable action, which we shall call, as it has been called in the literature, the GZ
action. We shall show the consequences on the gluon and ghost propagators, i.e. they are modified in
the infrared region.
Subsequently, in chapter 3, we shall elaborate on many different aspects of the GZ action. Firstly,
we shall comment on the transversality of the gluon propagator. We shall also elaborate on the break-
ing of the BRST symmetry of the GZ action, and revisit the Maggiore-Schaden construction [19],
which attempts to interpret the BRST breaking as a kind of spontaneous symmetry breaking. We
shall also comment on the fact that it is possible to restore BRST symmetry by the introduction of
additional fields. Secondly, we shall investigate the right form of the horizon condition, which was
under discussion in the literature [20, 21] and show that the solution can be found with the help of
renormalizability. Thirdly, we shall dwell upon the famous Kujo-Ojima criterion [7], often used as an
explanation of confinement and we shall show its relation to the GZ action. The KO criterion gives a
relation between an enhanced ghost propagator and confinement and which is often discussed in the
literature [22, 20, 23, 24, 25, 26]. We shall also show one should be careful with imposing a kind of
boundary condition on the ghost propagator. Indeed one can show that imposing an enhanced ghost
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propagator leads directly to the GZ action [27], and the KO criterion is not really fulfilled. In section
3.7 the comparison with the lattice data shall be scrutinized in detail. We would also give a possible
explanation for the discrepancy of the newest lattice data [28, 29, 30, 31, 32, 33, 34, 35, 36, 37] and the
GZ action [38, 39, 40, 41, 42]. We note other analytical approaches, which are in agreement with the
latest lattice data [43, 26, 44]. Other relevant analytic calculations of the gluon and ghost propagators
are given in [45, 46, 109, 47, 48, 49]. In sect. 3.7.2 we present the lattice data which show clear evi-
dence of violation of reflection positivity in the gluon propagator. It is noted that the Gribov form of
the gluon propagator k2/[(k2)2+ γˆ4] also violates reflection positivity because of the unphysical poles
at k2 = ±iγˆ2, and it is proposed that the presence of unphysical singularities in the gluon propagator
is the manifestation in the GZ approach of confinement of gluons. In sect. 3.8 a plane-wave source
Jbµ (x) = H
b
µ cos(k · x) is introduced, with free energy W (J) =Wk(H). A bound on the free energy per
unit Euclidean volume, wk(H) =Wk(H)/V , is reported that results from the proximity of the Gribov
horizon in infrared directions. It implies limk→0 wk(H) = 0, which is the statement that the system
does not respond to a constant external color field H, no matter how strong. In this precise sense,
the color degree of freedom is absent from the system and may be said to be confined. Finally in the
concluding sect. 4, a critique of various approaches to the Gribov problem is presented, with a view
toward lessons learned, open problems, and directions for future research. It includes in particular a
review of the merits and difficulties of stochastic quantization which by-passes the Gribov problem.
1.5 Limitations of the present approach
In the best of worlds, an alternative perturbation series based on the GZ action, and starting with the
Gribov propagator, would give numerically accurate results. Alas we do not live in the best of worlds
and, as reported in sect. 3.7.1, numerical simulation on large lattices gives a finite result D(0) > 0
for the gluon propagator D(k) at k = 0 in Euclidean dimension d = 3 and 4 [50, 51], whereas the
alternative perturbation series gives D(0) = 0. (Numerical simulation does however give D(0) = 0 in
dimension d = 2.) We conclude that the GZ action successfully describes confinement of gluons by
unphysical singularities in the gluon propagator, but the perturbation theory generated from this action
does not give quantitatively accurate results. This deficiency of the alternative perturbation series may
possibly be remedied by non-perturbative calculations with the GZ action [38, 39, 40, 41, 42].
1.6 The Yang-Mills theory: definitions and conventions
Before starting all this, let us introduce the Yang-Mills action and establish our conventions for they
can easily differ in different books and articles. QCD is a gauge theory, as all theories for the fun-
damental forces. In fact, QCD is a special case of the more general SU(N) Yang-Mills theory, with
N = 3. Therefore, we introduce the standard Yang-Mills theory and set the definitions and conventions
used throughout this review. The derivation of the Yang-Mills action can be found in any standard
textbook on quantum field theory [52].
We start with the compact group SU(N) of N×N unitary matrices U which have determinant one.
We can write these matrices as
U = e−igθaXa , (1.5)
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where Xa represent the generators of the SU(N) group. For SU(2) we have Xa = σa/2. The index
a,b,c, . . . is called the color index and runs from {1, . . . ,N2−1}. These generators obey the following
commutation rule
[Xa,Xb] = i fabcXc , (1.6)
and the SU(N) group corresponds to a simple Lie group. We can choose these generators to be
hermitian, X† = X , and normalize them as follows
Tr[XaXb] =
δab
2
. (1.7)
The generators Xa belong to the adjoint representation of the group SU(N), i.e.
UXaU† = Xb(DA)ba , (1.8)
with (DA(Xa))bc =−i fabc. The structure constants of the SU(N) group have the following property,
f abc f dbc = Nδad . (1.9)
Now we can construct a Lagrangian, which is symmetric under this group.
Firstly, we define the standard SU(N) Yang-Mills action as
SYM =
∫
d4x
1
2
TrFµνFµν , (1.10)
whereby Fµν is the field strength
Fµν = ∂µAν−∂νAµ− ig[Aµ,Aν] , (1.11)
and Aµ the gluon fields which belongs to the adjoint representation of the SU(N) symmetry, i.e.
Aµ = AaµX
a . (1.12)
The field strength can thus also be written as
Fµν = FaµνX
a , (1.13)
whereby
Faµν = ∂µA
a
ν−∂νAaµ+g faklAkµAlν . (1.14)
Under the SU(N) symmetry, we define Aµ to transform as
A′µ = UAµU
†− i
g
(∂µU)U† , (1.15)
and one can check that this is compatible with the fact the Aµ belongs to the adjoint representation.
Consequently, from (1.11) we find
F ′µν = UFµνU
† , (1.16)
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and therefore the Yang-Mills action is invariant under the SU(N) symmetry. Infinitesimally, the trans-
formation (1.15) becomes
δAaµ = −Dabµ θb , (1.17)
with Dabµ the covariant derivative in the adjoint representation
Dabµ = ∂µδ
ab−g f abcAcµ . (1.18)
Secondly, we can also include the following matter part in the action, when considering full QCD
Sm =
∫
d4x
(
ψiα(γµ)αβD
i j
µ ψ
j
β
)
, (1.19)
where flavor indices and possible mass terms are suppressed, and which contains the matter fields ψi
and ψi belonging to the fundamental representation of the SU(N) group, i.e.
ψ′i = Ui jψ j , (1.20)
or infinitesimally
δψ′i = −igθaXai jψ j . (1.21)
The index i runs from {1, . . . ,N}. Every ψi and ψi is in fact a spinor, which is indicated with the
indices {α,β, . . .}. Di jµ is the covariant derivative in the fundamental representation
Di jµ = ∂µδ
i j− igAaµ(Xa)i j , (1.22)
and γµ are the Dirac gamma matrices. One can again check that also the matter part is invariant under
the SU(N) symmetry. The matter field ψ represents the quarks of our model. As is known from the
standard model, there is more than one type of quark, which we call flavors. For each flavor, we would
need to add a term like Sm, but keeping the notation simple, we shall not introduce a flavor index here.
The starting point of the Yang-Mills theory including quarks is thus given by
S = SYM+Sm . (1.23)
Most of the time, we shall however omit the matter part, and work with pure Yang-Mills theory.
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Chapter 2
From Gribov to the local action
In this section we shall give an overview of the literature concerning the Gribov problem. First, we
shall uncover the Gribov problem in detail by reviewing the Faddeev-Popov quantization [53]. Next,
we shall treat the Gribov problem semi-classically, as done in [10]. Then, we shall translate the ideas
of Gribov into a quantum field theory by formulating a local, renormalizable action [54, 22]. This is
often referred to in the literature as the GZ action and we shall use this designation.
2.1 The Faddeev-Popov quantization
In this section we recall the Faddeev-Popov method which solves the quantization problem of the
Yang-Mills action at the perturbativev level [55, 56, 53]. Although this has now become a standard
textbook item (see [57, 58, 59, 60, 61] for some examples), we shall go into the details of the calcula-
tions to point out some subtleties.
2.1.1 Zero modes
We start from the Yang-Mills action given in the Introduction. Here we shall only consider the purely
gluonic action, as the quantization problem arises in this sector. We recall that
SYM =
∫
ddx
1
4
FaµνF
a
µν . (2.1)
Naively, we would assume the generating functional Z(J) (see [52]) to be defined by,
Z(J) =
∫
[dA]e−SYM+
∫
dxJaµ A
a
µ . (2.2)
Unfortunately, this functional is not well defined. Indeed, taking only the quadratic part of the action,
Z(J)quadr =
∫
[dA]e−
1
4
∫
dx(∂µAν(x)−∂νAµ(x))2+
∫
dxJaµ (x)A
a
µ(x)
=
∫
[dA]e
1
2
∫
dxdyAaν(x)[δabδ(x−y)(∂2δµν−∂µ∂ν)]Abµ(y)+
∫
dxJaµ (x)A
a
µ(x) , (2.3)
and performing a Gaussian integration (A.1)
Z(J)quadr = (detA)−1/2
∫
[dA]e−
1
2
∫
dxdyJaν (x)Aµν(x,y)
−1Jaµ (y) , (2.4)
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with Aµν(x,y)= δ(x−y)(∂2δµν−∂µ∂ν), we see that this expression is ill-defined as the matrix Aµν(x,y)
is not invertible. This matrix has vectors with zero eigenvalues, e.g. the vector Yµ(x) = ∂µχ(x),∫
dyAµν(x,y)Yν(y) =
∫
dy[δ(x− y)(∂2δµν−∂µ∂ν)]∂νχ(y) = 0 . (2.5)
Therefore, something is wrong with the expression of the generating function (2.2). Notice that this
problem is present for SU(N) Yang-Mills action as well as for QED, i.e. the abelian version of the
Yang-Mills action.
The question is now where do these zero modes come from? Let us consider a gauge transforma-
tion (1.15) of Aµ = 0, whereby we take U = exp(igXaχa),
A′µ = −
i
g
(∂µU)U† = Xa∂µχa , (2.6)
or thus Aa′µ = ∂µχa. This means that our examples of zero modes Yµ are in fact gauge transformations
of Aµ = 0. As we are integrating over the complete space of all possible gluon fields Aµ, we are also
integrating over gauge equivalent fields. As these give rise to zero modes, we are taking too many
configurations into account.
2.1.2 A two dimensional example
To fix our‘ thoughts, let us consider a two dimensional example. Consider an action, S(r), invariant
under a rotation in a two-dimensional space,
W =
∫
d~re−S(r) =
∫ 2pi
0
dθ
∫ ∞
0
rdre−S(r) . (2.7)
The “gauge orbits” of this example are concentric circles in a plane, see Figure 2.1. All the points
on the same orbit, give rise to the same value of the action S(~r). Therefore to calculate W , we could
also pick from each circle exactly one point, i.e. the representative of the “gauge orbit”, and multiply
with the number of points on the circle (see Figure 2.1). Now how exactly can we implement this?
Mathematically, we know that for each real-valued function, we have that [62]
δ( f (x)) = ∑
i
δ(x− xi)
| f ′(xi)| , (2.8)
with xi the solutions of f (x) = 0 and provided that f is a continuously differentiable function with f ′
nowhere zero. Integrating over x yields∫
dxδ( f (x)) = ∑
i
1
| f ′(xi)| , (2.9)
or thus we find the following identity
1
∑i 1| f ′(xi)|
∫
dxδ( f (x)) = 1 . (2.10)
Applying this formula in our 2 dimensional plane, we can write
1
∑i 1∣∣∣ ∂F (r,φ)∂φ ∣∣∣∣∣∣F (r,φ)=0
∫
dφδ(F (r,φ)) = 1 , (2.11)
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whereby F represents the line which intersects each orbit. Now assuming that our function F inter-
sects each orbit only once, we can write∣∣∣∣∂F (r,φ)∂φ
∣∣∣∣∣∣∣∣
F (r,φ)=0
∫
dφδ(F (r,φ)) = 1 . (2.12)
However, to make an analogy with the Yang-Mills gauge theory in the next section, we rewrite this,∣∣∣∣∂F (r,θ+φ)∂φ
∣∣∣∣∣∣∣∣
F (r,θ+φ)=0
∫
dφδ(F (r,θ+φ)) =
∣∣∣∣∂F (~rφ)∂φ
∣∣∣∣∣∣∣∣
F (~rφ)=0
∫
dφδ(F (~rφ)) = 1 , (2.13)
and in this notation φ represents the rotation angle of the vector~r. This identity will allow us to pick
on every orbit (a given r) only one representative, where F (~rφ) = 0. Notice however that for every
representative we have to multiply with a Jacobian, i.e. the derivative of the function F at this point
with respect to the symmetry parameter φ. As this Jacobian only depends on the distance r, we denote
this measure as follows
∆F (r) =
∣∣∣∣∂F (~rφ)∂φ
∣∣∣∣∣∣∣∣
F (~rφ)=0
. (2.14)
Now inserting this identity into expression (2.7) gives
W =
∫
dθ
∫
rdr∆F (r)
∫
dφδ(F (r,θ+φ))eiS(r) , (2.15)
and transforming θ→ θ−φ,
W =
∫
dφ
∫
dθ
∫
rdr∆F (r)δ(F (r,θ))eiS(r) , (2.16)
we are able to perform the integration over φ, which gives a factor of 2pi.
W = 2pi
∫
dθ
∫
rdr∆F (r)δ(F (r,θ))eiS(r) . (2.17)
This factor represents the “volume” of each orbit. We shall see that we obtain something similar for
the Yang-Mills action.
Finally, let us remark that it is of uttermost importance that F intersects each orbit only once. Other-
wise this derivation is not valid, and one should stick with formula (2.11).
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F(x,y)
Figure 2.1: Gauge orbits of a system with rotational symmetry in a plane and a function F which picks one
representative from each gauge.
2.1.3 The Yang-Mills case
We can repeat an analogous story for the Yang-Mills action [53, 63, 64], by keeping in mind the
pictorial view of the previous section. Due to the gauge invariance of the Yang-Mills action, we can
also divide the configuration space Aµ(x) into gauge orbits of equivalent classes. Two points of one
equivalency class are always connected by a gauge transformation U = exp(−igXaθa),
AU =UAµU†− ig(∂µU)U
† , (2.18)
see equations (1.15) and (1.5). In analogy with the two dimensional example, we shall therefore also
try to pick only one representative from each gauge orbit, which shall define a surface in gauge-field
configuration space. As we are now working in a multivariable setting, i.e. infinite dimensional space
time coordinate system x, and the N2− 1 dimensional color coordinate system a,b, . . ., the analogue
of the identity (2.13) becomes,
∆F
∫
[dU ]δ(F (AU)) = 1 , (2.19)
whereby we have used a shorthand notation,
δ(F (AU)) = ∏
x
∏
a
δ(F a(AUµ (x))
[dU ] ∼ ∏
x
∏
a
dθa(x) . (2.20)
Due to the multivariable system, the Jacobian (2.14) needs to be replaced by the absolute value of the
determinant,
∆F (A) = |detMab(x,y)| with Mab(x,y) =
δF a(AUµ (x))
δθb(y)
∣∣∣∣∣
F (AU )=0
. (2.21)
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This determinant is called the Faddeev-Popov determinant. Just as in the two dimensional example,
this determinant is independent from the gauge parameter θa.
Inserting this identity into the generating function (2.2) gives
Z =
∫
[dU ]
∫
[dA]∆F (A)δ(F (AU))e−SYM , (2.22)
where we temporarily omit the source term JA. Analogous to the two dimensional example (see
equation (2.16)), we perform a gauge transformation of the field A→ AU† , so that AUµ transforms back
to Aµ:
AUµ =UAµU
†− i
g
(∂µU)U† → UAU†µ U†−
i
g
(∂µU)U† = Aµ . (2.23)
Expression (2.22) becomes
Z =
∫
[dU ]
∫
[dA]∆F (A)δ(F (A))e−SYM , (2.24)
as the action, the measure [dA] and the Faddeev-Popov determinant are invariant under gauge trans-
formations. Now we have isolated the integration over the gauge group U , so we find
Z = V
∫
[dA]∆F (A)δ(F (A))e−SYM , (2.25)
with V an infinite constant. As is common in QFT, one can always omit constant factors. It is exactly
this infinite constant which made the path integral (2.2) ill-defined.
Let us now work out the Faddeev-Popov determinant. This determinant is gauge invariant, and does
not depend on θa, therefore we can choose A so that if satisfies the gauge condition F (A) = 0. In this
case, we can set θa = 0,
Mab(x,y) =
δF a(AUµ (x))
δθb(y)
∣∣∣∣∣
θ=0&F (A)=0
. (2.26)
Applying the chain rule yields,
Mab(x,y) =
∫
dz
δF a(Aµ(x))
δAcµ(z)
δAc,Uµ (z)
δθb(y)
∣∣∣∣∣
θ=0&F (A)=0
. (2.27)
First working out expression (2.18) for small θ
AUµ = Aµ− (Dµθ)aXa+O(θ2) , (2.28)
and thus
Mab(x,y) =
∫
dz
δF a(Aµ(x))
δAcµ(z)
(−Dbcµ δ(y− z))
∣∣∣∣∣
F (A)=0
. (2.29)
This is the most general expression one can obtain without actually choosing the gauge condition, F .
Let us now continue to work out the Faddeev-Popov determinant for the linear covariant gauges. For
this, we start from the Lorentz condition, i.e.
F a(Aµ(x)) = ∂µAµa(x)−Ba(x) , (2.30)
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with Ba(x) an arbitrary scalar field. With this condition, Mab(x,y) becomes,
Mab(x,y) = −∂µDabµ δ(y− x)
∣∣
F (A)=0 . (2.31)
Because in the delta function in expression (2.25), the condition F (A) = 0 is automatically fulfilled,
so we find,
Z =
∫
[dA][det[−∂µDabµ δ(y− x)]]δ(∂A−B)e−SYM . (2.32)
Still, we cannot calculate with this form. However, luckily, there is a way to lift this determinant into
the action. For this, we need to introduce Grasmann variables, c and c¯, known as Faddeev-Popov
ghosts. As described in the appendix in expression (A.3), we have that (by setting η= η= 0)
detMab(x,y) =
∫
[dc][dc]exp
∫
dxdyca(x)Mab(x,y)cb(y) , (2.33)
and thus
Z =
∫
[dA][dc][dc]δ(∂A−B)exp
[
−SYM−
∫
dxca(x)∂µDabµ c
b(x)
]
, (2.34)
and we have been able to express the determinant by means of a local term in the action.
Finally, we would like to get rid of the dirac delta function. For this, we can perform a little trick:
since gauge-invariant quantities should not be sensitive to changes of auxiliary conditions, we average
over the arbitrary field Ba(x) by multiplying with a Gaussian factor,∫
[dB]δ(∂A−B)exp
(
1
2α
∫
dxB2
)
= exp
(
1
2α
∫
dx(∂µAaµ)
2
)
, (2.35)
whereby α corresponds to the width of the Gaussian distribution. Taking all the results together, we
obtain the following gauge fixed action:
S = SYM+
∫
dx
(
ca∂µDabµ c
b− 1
2α
(∂µAaµ)
2
)
︸ ︷︷ ︸
Sgf
, (2.36)
This gauge is called the linear covariant gauge. Taking the limit α→ 0 returns the Landau gauge. In
this case the width α vanishes and thus the Landau gauge is equivalent to the Lorentz gauge (2.30)
with B = 0. Another widely known gauge is the Feynman gauge whereby α = 1. The Landau gauge
has the advantage of being a fixed point under renormalization, while in the Feynman gauge, the form
of the gluon propagator has the most simple form.
In conclusion, we have obtained the following well defined generating functional:
Z(J) =
∫
[dA][dc][dc]exp
[
−S+
∫
dxJaµ A
a
µ
]
, (2.37)
with the action S given in equation (2.36).
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2.1.4 Two important remarks concerning the Faddeev-Popov derivation
We need to make two important remarks.
• First, notice that in fact, we need to take the absolute value of the determinant, see expression
(2.21). In many textbooks this absolute value is omitted, without mentioning that mathemati-
cally, it should be there. Subsequently, in equation (2.33), we have neglected this absolute value
in order to introduce the ghosts. It was thus implicitly assumed that this determinant is always
positive. However, in the next section, we shall prove that this is not always the case. Only
when considering infinitesimal fluctuations around Aµ = 0, i.e. in perturbation theory, is this
determinant a positive quantity (see section 2.2).
• Secondly, closely related to the first remark, this derivation is done under the assumption of
having a gauge condition which intersects with each orbit only once. We call this an ideal
condition. If this is not the case, one should in fact stay with an analogous formula such as
(2.11), namely,
1+N(A) = ∆F
∫
[dU ]δ(F (AU)) , (2.38)
where N(A) is the number of Gribov copies for a given orbit1. Again, in the next section, we
shall show that the condition (2.30) is not ideal by demonstrating that the orbit can be intersected
more than once. In fact, a mistake is made here.
2.1.5 Other gauges
Here we have worked out the Faddeev-Popov quantization for the Linear covariant gauges which
encloses the Landau and Feynman gauge as a special case. However, many other gauges are possible.
We can divide the gauges in several classes. The first class are the covariant gauges, which besides the
linear covariant gauges also includes e.g. the ’t Hooft gauge [65] and the background fields gauge [66].
A second class of gauges are the noncovariant gauges, i.e. gauges which break Lorentz invariance.
The most famous example is probably the Coulomb gauge, whereby F a = ∇iAai (see e.g. [67] for a
derivation). This gauge condition has the same form as the Landau gauge condition but in s = d−1
dimensions. Consequently our results concerning the Gribov region, the fundamental modular re-
gion etc. that hold for configurations Aµ(x) in Landau gauge, hold also in Coulomb gauge for the
space components of configurations Ai(t,x) in Coulomb gauge at a fixed time t, with the substitution
d→ s = d−1. A local action in Coulomb gauge that implements a cut-off at the Gribov horizon has
been given in [68], similar to the action we shall present here shortly in Landau gauge.
Some other examples are the axial gauge, the planar gauge, light-cone gauge and the temporal gauge.
A nice overview on the second class can be found in [69]. Finally, there are some other gauges like
the Maximal Abelian gauge [70], which breaks color symmetry, and some more exotic gauges which
break translation invariance. For a nice overview on different gauges, we refer to [71].
For this review, we shall mainly work in the Landau gauge.
1For each copy, the Faddeev-Popov determinant is the same, therefore, the sum in equation (2.11) can be replaced by
1+N(A).
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2.1.6 The BRST symmetry
Now that we have fixed the gauge, the local gauge symmetry is obviously broken. Notice however that
the global gauge symmetry is still present as one can check by performing a global gauge transforma-
tion on the action (2.36). Fortunately, after fixing the gauge, a new symmetry appears that involves the
ghosts, namely the BRST symmetry. This symmetry is most conveniently expressed by introducing
the b-field,
S = SYM+
∫
ddx
(
ba∂µAaµ+α
(ba)2
2
+ ca∂µDabµ c
b
)
, (2.39)
whereby the path integral is now given by
Z(J) =
∫
[dA][dc][dc][db]exp
[
−S+
∫
dxJaµ A
a
µ
]
, (2.40)
with S here the action (2.39), and b is a bosonic field. ba is in fact an auxiliary field, sometimes referred
to as the Nakanishi-Lautrup field [72]. Since it has no interaction vertices, one can easily integrate out
this field to get back the action (2.36). Therefore, the actions (2.39) and (2.36) are equivalent. It was
found by Becchi, Rouet and Stora [73] and independently by Tyutin [74], that the action S of equation
(2.39) enjoys a new symmetry, called the BRST symmetry [75],
sS = 0 , (2.41)
with
sAaµ =−(Dµc)a , sca =
1
2
g f abccbcc ,
sca = ba , sba = 0 ,
sψiα =−igca(Xa)i jψ jα sψiα =−igψ jαca(Xa) ji . (2.42)
One can check that s is nilpotent,
s2 = 0 . (2.43)
a property which will turn out to be very important.2 This BRST symmetry is of utmost importance,
as it is useful for several properties. Firstly, it is the key to the proof of the renormalizability of
the Yang-Mills action. Secondly, the BRST symmetry is also the key to the proof that the Yang-Mills
action is unitary in perturbation theory . Let us explain what (perturbative) unitarity means. We define
the physical state space Hsubs, which is a subspace of the total Hilbert space, as the set of all physical
states |ψ〉phys. A physical state is defined by the cohomology of the free BRST symmetry3 [76, 77]
s0 |ψ〉phys = 0 and |ψ〉phys 6= s0(. . .) , (2.44)
where s0 is the free BRST symmetry. Now a theory is unitary if
1. Starting from physical states belonging to Hsubs, after these states have interacted, one ends up
again with physical states ∈Hsubs.
2Without the introduction of the b-field, the BRST operator would be nilpotent only on-shell, i.e. using the equation of
motion.
3This means, switch off interactions or set g = 0.
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2. All physical states have a positive norm.
It is precisely the BRST symmetry which allows one to prove these properties4. Also notice that
by fixing the gauge, we have introduced extra particles, the ghost particles c and c. Because these
particles are scalar and anticommuting, they violate the spin statistics theorem. For the theory to
be physically acceptable, these ghost particles must not appear in the physical spectrum. This is of
course related to issue of unitarity and one can show that the ghosts are indeed excluded from Hsubs
by invoking the BRST symmetry.
Finally, let us remark that in some approaches, BRST symmetry is regarded as a first principle of
a gauge fixed Lagrangian [81, 82], rather than instead using Faddeev Popov quantization.
2.2 The Gribov problem
Let us now explicitly show that in the Landau gauge5, the gauge condition is not ideal. Gribov
demonstrated this first in his famous article [10] in 1977, which has been reworked pedagogically in
[83]. For the gauge condition (2.30), he explained that one can have three possibilities. A gauge orbit
can intersect with the gauge condition only once (L), more than once (L′) or it can have no intersection
(L′′). In [10] Gribov explains that no examples of the type L′′ are known, however that many examples
of the type L′ are possible.
2 V.N. Gribov / Quatzlization of non-Abelim gauge theories 
to an additional limitation on the integration range in the functional space of non- 
Abelian fields, which consists in integrating only over the fields for which the 
Faddeev-Popov determinant is positive. This additional limitation is not significant 
for high-frequency oscillations, but substantially reduces the effective oscillation 
amplitudes in the low-frequency region. This in turn results in the fact that the 
“effective” charge interaction does not tend to infinity at finite distances as occurs 
in perturbation theory, but goes to infinity at infinitely large distances between 
charges, if at all. 
2. Non-uniqueness of gauge conditions 
The difficulties in the quantization of gauge fields are caused by the fact that 
the gauge field Lag angian 
F,, = a,4 - b+ + k4~,1 I (2) 
where A,, are antihermitian matrices, Sp A, = 0, being invariant with respect to the 
transformation 
A, = S+A;S + S+a,S , s+ = s-1 7 (3) 
contains non-physical variables which must be eliminated before quantization. A 
conven io al method f rel tivistic invariant quantization [3 ] is  follows. Let us 
consider a functional integral 
in Euclidean space-time and imagine the functional space A, in the form shown in 
Fig. 1 
Figure 2.2: The three possibilities for a gauge orbit w.r.t. a gauge condition. Original figure from [10].
Let us quantify this. Take two equivalent fields, Aµ and A′µ which are connected by a gauge transfor-
mation (1.15). If they both satisfy the same gauge condition, e.g. the Landau gauge, we call Aµ and
A′µ Gribov copies. We can work out this condition a bit further,
A′µ =UAµU†− ig(∂µU)U† , ∂µAµ = 0 & ∂µA′µ = 0 ,
⇓
∂µUAµU†+UAµ∂µU†− ig(∂2µU)U†− ig(∂µU)(∂µU†) = 0 . (2.45)
Taking an infinitesimal transformation, U = 1+α, U† = 1−α, with α = αaXa, this expression can
be expanded to first order,
−∂µ(∂µα+ ig[α,Aµ]) = 0 , (2.46)
4See [78, 79] for the original proofs, or [80] for a more recent version of the proof.
5From now on, we shall work in the Landau gauge, unless explicitly mentioned.
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or from equation (1.18) we see that this is equivalent to
−∂µDµα = 0 . (2.47)
When Aµ is transverse, ∂µAµ = 0, the Faddeev-Popov operator that appears here is hermitian,
−∂µDµ =−Dµ∂µ, (2.48)
It has a trivial null space consisting of constant eigenvectors, ∂µψ = 0, that generate global gauge
transformations which are unfixed by our gauge fixing. The relevant infinitesimal Gribov copies are
in the space orthogonal to the trivial null space.
In conclusion, the existence of (infinitesimal) Gribov copies is connected to the existence of zero
eigenvalues of the Faddeev-Popov operator. This is a very important insight as now we can under-
stand the two remarks made in the previous section.
Firstly, for small Aµ, this equation reduces to −∂2µα = 0. However, it is obvious that the eigenvalue
equation
−∂2µψ= εψ , (2.49)
only has only positive eigenvalues ε = p2 > 0 (apart from the trivial null space). This means that
also for small values of Aµ we can expect the eigenvalues ε(A) to be larger than zero. However, for
larger Aµ, this cannot be guaranteed anymore, so negative eigenvalues can appear (and will appear)
for sufficiently large A, and thus the Faddeev-Popov operator shall also have zero eigenvalues. This
means that our gauge condition is not ideal. Secondly, if the Faddeev-Popov operator has negative
eigenvalues, the determinant of this operator can switch sign and the positivity of this determinant is
no longer ensured. An explicit construction of a zero mode of the Faddeev Popov operator has been
worked out in [84, 85, 83].
Finally, let us also mention that in QED no Gribov copies are present. We can show this with a
simple argument. In QED, the gauge transformations are given by
A′µ = Aµ−∂µχ , (2.50)
and thus, for the Landau gauge, ∂µAµ = 0, the condition for A′µ to be a gauge copy of Aµ becomes
∂µA′µ = 0 ⇒ ∂2µχ= 0 , (2.51)
which does not have any solutions besides plane waves. As a plane wave does not vanish at infinity,
they cannot be used for constructing a gauge copy A′µ.
2.2.1 The Gribov region: a possible solution to the Gribov problem?
Definition of the Gribov region
Now that we have shown that the Faddeev-Popov quantization is incomplete, we need to improve the
gauge fixing. Gribov was the first to propose in 1977 [10] to further restrict to a region of integration,
the so-called Gribov region Ω, which is defined as follows:
Ω ≡ {Aaµ, ∂µAaµ = 0,M ab > 0} , (2.52)
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whereby the Faddeev-Popov operator M ab is given by equation (2.31)
M ab(x,y) = −∂µDabµ δ(x− y) =
(
−∂2µδab+∂µ fabcAcµ
)
δ(x− y) . (2.53)
This is the region of gauge fields obeying the Landau gauge and for which the Faddeev-Popov operator
is positive definite. We recall that a matrix is positive definite if for all vectors ω,∫
dxdyωa(x)M ab(x,y)ωb(y)> 0 . (2.54)
In this way the problem of the absolute value of the determinant would already be solved (first remark
on p.18). The border of this region δΩ is called the first Gribov horizon and at this border the first
(non-trivial) eigenvalue of the Faddeev-Popov operator becomes zero. Crossing this horizon, this
eigenvalue becomes negative. This is depicted in Figure 2.3. Consecutively, one can define the other
horizons similarly, as drawn on the picture, where the second (δΩ2), the third (δΩ3), . . . eigenvalue
becomes zero. However, keep in mind that this picture is a very simplified pictorial view. In reality,
the space of gauge fields is much more complicated.
Ω
Ω2
Ω3
. . .
δΩ
δΩ2
δΩ3
Figure 2.3: The different regions in the hyperspace ∂A = 0.
An alternative formulation of the Gribov region
We can also define the Gribov region as the set of relative minima of the following functional6
FA(U)≡ ||AU ||2 = Tr
∫
dx AUµ (x)A
U
µ (x) =
1
2
∫
dx AUaµ (x)A
Ua
µ (x) , (2.55)
which corresponds to selecting on each gauge orbit the gauge configuration which minimizes A2.
Notice that there can be more than one minimum. It can be seen relatively easily that this definition
agrees with the Gribov region. Assume we have a gluon field Aµ for which the functional (2.55) as a
6The original derivation can be found in [86, 87, 12], a more recent version in the appendix of [88].
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local minimum at U = 1. Firstly, in order to have an extremum, varying ||A||2 w.r.t. an infinitesimal
gauge transformation (1.17) must be zero,
δ||A||2 = δ
(
1
2
∫
dxAaµ(x)A
a
µ(x)
)
=
∫
dxδAaµ(x)A
a
µ(x) =−
∫
dxDabµ θ
b(x)Aaµ(x)
= −
∫
dx∂µθa(x)Aaµ(x) =
∫
dxθa(x)∂µAaµ(x) = 0 . (2.56)
As this equation must be zero for all θa, we must have that ∂µAaµ(x) = 0. Secondly, this extremum
must be a minimum, therefore, differentiating again,
δ2||A||2 = −
∫
dx∂µθa(x)δAaµ(x) =
∫
dxθa(x)(−∂µDabµ )θb(x)> 0 ∀ θ . (2.57)
This implies that the operator −∂µDabµ =M ab must be positive definite, see equation (2.54).
Properties of the Gribov region
How exactly one can implement this restriction, is the topic of the next sections. First, we shall address
some profound geometrical questions and discuss some properties of the Gribov region.
• Firstly, does each orbit of gauge equivalent fields intersect with the Gribov region? This prop-
erty is of course of paramount importance as it would not make any sense to integrate over
an incomplete region of gauge fields. A first step towards establishing this property was made
in [10] where is was proved that for every field infinitesimally close to the horizon δΩ, there
exists an gauge copy at the other side of the horizon, infinitesimally close again. Later, it was
then actually proven that every gauge orbit indeed intersects with the Gribov region [12, 89]. In
[89] is was mathematically rigorously proven that for every gauge orbit, the functional (2.55)
achieves its absolute minimum. Moreover, since every minimum belongs to the Gribov region,
every gauge orbit intersects with the Gribov region.
• Does Aµ = 0 belong to the Gribov region? This is important as this means that the perturbative
region is also incorporated in the Gribov region. In fact, we can prove this very easily. Taking
Aµ = 0, the Faddeev-Popov operator becomes M ab =−∂2δab, which is positive definite.
• We can also prove that the Gribov region is convex [12]. This means that for two gluon fields A1µ
and A2µ belonging to the Gribov region, also the gluon field Aµ = αA1µ +βA2µ with α,β ≥ 0 and
α+β= 1, is inside the Gribov region. To demonstrate this, we need to show that M ab(αA1µ +
βA2µ) is positive definite. However, from expression (2.53), we immediately see that
M ab(αA1µ+βA2µ) = αM ab(A1µ)+βM ab(A2µ) .
As α,β≥ 0, this sum of two positive definite matrices is again a positive definite matrix.
• Finally we can show rather easily that the Gribov region is bounded in every direction [12].
This is the essential property that leads to a mass gap, as explained above in sec. 1.2. Assume
we have a gluon field Aµ 6= 0 located inside the Gribov region Ω. Then we can show that,
for sufficiently large λ > 0, the gluon field λAµ is located outside of Ω. Firstly, as the matrix
M ab2 (Aµ) = ∂µ fabcAcµ is traceless (it is already traceless on the color indices), the sum of all the
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eigenvalues of M ab2 is zero. Therefore, for Aµ 6= 0, there should exist at least one eigenvector7
ω with negative eigenvalue κ, i.e.∫
dxdyωa(x)M ab2 (x,y)ωb(y) = κ< 0 . (2.58)
Secondly, asM ab2 (Aµ) is linear in Aµ, M ab2 (λAµ) = λM ab2 (Aµ) has the same eigenvector ω with
eigenvalue λκ. Therefore,∫
dxdy ωa(x)M ab(λAµ)(x,y)ωb(y) =
∫
dx ωa(x)(−∂2µ)ωa(x)+λκ , (2.59)
which shall become negative for large enough λ. Consequently,M ab(λAµ) is no longer positive
definite and λAµ is located outside the horizon. Therefore, Ω is bounded in every direction.
Moreover, in [90] it has been proven that the Gribov region is contained within a certain el-
lipsoid. One may also find the exact location of the Gribov horizon for A which has a single
fourier componant [91],
Abµ(x) = c
b
µ cos(k · x), (2.60)
where cbµ is orthogonal to kµ for A transverse, kµc
b
µ = 0. Let tµν(c) be the Lorentz tensor defined
by tµν(c) ≡ cbµcbν, and let n2(c) be its largest eigenvalue, tµνVν = n2Vµ. Configurations of the
form (2.60) intersect the Gribov horizon at
n2(c) = 2k2. (2.61)
Because n2(c) depends quadratically on cbµ, if we write c
b
µ = kC
b
µ , then the Gribov horizon occurs
at n2(C) = 2. This exhibits the suppression of infrared modes by the Gribov horizon.
With all these properties, restricting the integration of gluon fields to the Gribov region looks like
a very attractive option to improve the gauge fixing. Unfortunately, the Gribov region still contains
Gribov copies. This was first discussed in [86]. Let us repeat their reasoning. Assume a gluon field
Aµ belonging to the boundary of the Gribov region, then we have that
δ||A||2 = 0 ,
δ2||A||2 6> 0 ⇒ ∃θ,
∫
dxθa(x)M ab(x)θb(x) = 0 . (2.62)
As the Faddeev-Popov determinant has zero modes, this means that it is inconclusive whether ||A||2
is a minimum8. We have to consider the third variation δ3||A||2,
δ3||A||2 = g fabc
∫
dx∂µθa(x)θb(x)Dcdµ (x)θ
d(x) , (2.63)
which is, generally speaking, not zero9. Therefore, a gluon field on the boundary of the Gribov region
is not a relative minimum of the functional (2.55), and thus there must exist a transformation U˜ :
||A||2 > ||AU˜ ||2 . (2.64)
7We assume this eigenvector to have norm 1.
8This is a consequence of the second derivative test as can be found in any textbook on basic mathematics.
9One can compare this with x3 whose first and second derivatives are zero at x = 0, while the third derivative is positive.
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Since ||[(1− ε)A]U˜ || and ||(1− ε)A|| are continuous in ε, and the difference B ≡ ||A||2−||AU˜ ||2 is a
finite number, it follows that for ε> 0 sufficiently small, the configuration (1− ε)A satisfies the same
inequality, ||(1− ε)A||2 > ||[(1− ε)A]U˜ ||2. Thus the configuration (1− ε)A is not an absolute mini-
mum and moreover because the configuration A = 0 lies in the interior of Ω and because Ω is convex,
the configuration (1− ε)A lies inside Ω. Thus Ω contains Gribov copies.
Also numerical results have confirmed this, see e.g. [92]. In fact, it is not surprising that the Gri-
bov region still contains copies. By looking at the functional (2.55), it seems obvious that on a gauge
orbit, the functional (2.55) can have more than one relative minima. Two relative minima of (2.55)
on the same orbit are Gribov copies which both belong to Ω. Also Gribov was already aware of this
possibility [10]. Interesting explicit examples of Gribov copies are given in [93] and references found
there.
2.2.2 The fundamental modular region (FMR)
Definition of the FMR
What is then the configuration space free from Gribov copies? It is obvious that from the functional
(2.55) which defines the Gribov region, we can also define a more strict region, i.e. the set of absolute
minima of the functional (2.55). As we take for each gauge orbit, the absolute minimum, we shall
select, on a given orbit, only one gluon field, namely the gauge configuration closest to the origin.
This region is then called the fundamental modular region Λ. Restricting to this region of integration
is also called the minimal Landau gauge10. Λ is then a proper subset of Ω, Λ ⊂ Ω. Notice that the
absolute minimum of the functional (2.55) can only determine the minimum up to a global gauge
transformation. Indeed, as mentioned on p.19, fixing the gauge does not break the global gauge sym-
metry and by performing a global gauge transformation H independent from the space time coordinate
x, expression (2.55) does not change,
||AU ||2H = Tr
∫
dxHAUµ (x)H
†HAUµ (x)H
† = Tr
∫
dxAUµ (x)A
U
µ (x) = ||AU ||2 . (2.65)
Therefore, saying that we picked out from a gauge orbit exactly one configuration always means mod-
ulo global gauge transformations.
In fact, the FMR Λ would be the exact gauge fixing if the global minima of the functional (2.55)
are non-degenerate. However, it is proven that degenerate minima can and do only occur on the
boundary of the FMR, δΛ [85]. Therefore, if one would integrate over
Z =
∫
Λ
[dA]e−SYM , (2.66)
these degenerate minima do not play any role, as they have zero measure. This agrees with endpoints
of a function which do not play a role when integrating over a function.
Properties of the FMR
Let us discuss again some properties of the FMR, which resemble those of the Gribov region.
• Firstly, all gauge orbits intersect with the FMR. This is in fact already demonstrated in the first
bullet point on p.23.
10Sometimes this is also called the absolute Landau gauge, while the minimal Landau gauge can refer to taking one
arbitrary minimum of the functional (2.55), depending on the author or article.
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• Aµ = 0 belongs to the FMR as 0 is the smallest possible norm.
• Λ is convex [86]. This is a bit more involved to prove than for the case of the Gribov region Ω.
We have to show that if A1µ,A
2
µ ∈ Λ, also Bµ = tA1µ+(1− t)A2µ, with t ∈ [0,1]. For this we work
out the functional (2.55),
||AU ||2 = Tr
∫
dxAUµ (x)A
U
µ (x)
= Tr
∫
dx
(
UAµU†− ig(∂µU)U
†
)(
UAµU†− ig(∂µU)U
†
)
.
= ||A||2−2 i
g
Tr
∫
dx
(
AµU†∂µU
)− 1
g2
Tr
∫
dx
(
(∂µU)U†(∂µU)U†
)
.
As A1µ and A
2
µ both belong to the FMR, we have that
||A1,U ||2−||A1||2 ≥ 0 ⇔ −2 i
g
Tr
∫
dx
(
A1µU
†∂µU
)− 1
g2
Tr
∫
dx
(
(∂µU)U†(∂µU)U†
)≥ 0
||A2,U ||2−||A2||2 ≥ 0 ⇔ −2 i
g
Tr
∫
dx
(
A2µU
†∂µU
)− 1
g2
Tr
∫
dx
(
(∂µU)U†(∂µU)U†
)≥ 0 .
These two inequalities are linear in A, and they yield
−2 i
g
Tr
∫
dx
(
(tA1µ+(1− t)A2µ)U†∂µU
)− 1
g2
Tr
∫
dx
(
(∂µU)U†(∂µU)U†
)≥ 0 , (2.67)
from which follows
||BU ||2−||B||2 ≥ 0 . (2.68)
Therefore, B belongs to the FMR and the FMR is convex.
• Λ is bounded in every direction. This is obvious as Λ⊂Ω with Ω bounded in every direction.
• The boundary of Λ, δΛ has some points in common with the Gribov horizon [85].
• Some points on the boundary δΛ are Gribov copies of each other.
2.2.3 Other solutions to the Gribov problem
Firstly, a very important result has been proven by Singer in [11], whereby it was shown that with
suitable regularity conditions at infinity there is no gauge choice that is continuous, that is, there is no
choice of (unique) representative of each gauge orbit that is continuous in the space of gauge orbits.
Thus a gauge free of Gribov copies is a singular gauge that is therefore very difficult to handle in
calculations. These gauges do exist, e.g. the space-like planar gauge [94] which has no Gribov copies,
but which breaks Lorentz invariance.
Many other attempts have been made, such as improving the Faddeev-Popov gauge fixing in [95]
whereby the absolute value of the Faddeev-Popov determinant was lifted into the action. However,
the number of copies is not properly accounted for, and therefore, as far as we know, no further cal-
culations have been done in their framework. Also in [96, 97] an attempt to improve the gauge fixing
has been done. However, as far as we know, the meaning of this model remains unclear in the infrared.
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It has been pointed out [98, 99] that if one takes the Faddeev-Popov determinant, detM (A), with-
out the absolute value, and integrates over all configurations, including all Gribov copies, then one
gets the correct result. This happens because one is evaluating the signed intersection number of the
intersection of the gauge fixing surface, for example ∂ ·A = 0, with each gauge orbit, and this is a
topological invariant, the same for each orbit. This has the feature that the Euclidean Landau-gauge
or Coulomb-gauge functional weight changes sign, and the correct result is obtained by cancellation
between different Gribov copies which give equal but opposite contribution. This could lead to large
errors if approximations are made.
Finally we mention that stochastic quantization [102] with stochastic gauge fixing [103] provides
a geometrically exact solution to the quantization of gauge fields whereby a gauge-fixing “force”
is introduced that is tangent to the gauge orbit. The stochastic process can be represented by a lo-
cal, perturbatively renormalizable [104, 105, 106, 107] action in d + 1 dimensions. The idea here
is a continuum analog of the Monte Carlo method in lattice gauge theory whereby a stochastic pro-
cess is invented whose “time” average approaches the desired equilibrium average. Here “time” is
machine time or the number of sweeps over the d-dimensional Euclidean lattice. There is also a
“time”-independent d-dimensional version of stochastic quantization. This method has perhaps been
insufficiently explored although, in fact, the infrared critical exponent of the gluon propagator has been
calculated in the time-independent stochastic quantization [46, 109]. The merits of this approach are
discussed in sect. 4.5.
2.2.4 Summary
In conclusion, to be absolutely sure that one has a correct quantization of the Yang-Mills theory, one
should really restrict to the FMR in order to have a completely correct gauge fixing whereby only one
gauge configuration is chosen per orbit. However, no practical implementation of this region has been
found so far in the continuum. Some other attempts of improving gauge fixing are interesting, but
not very convenient or too difficult to handle. However, if we restrict ourself to the Gribov region, it
is possible to perform practical calculations. Gribov has done this semi-classically, and as we shall
describe in detail below, it is possible to build an action which automatically restricts to the Gribov
region. One can still object that the Gribov region still contains Gribov copies, but there has been a
conjecture [108, 110, 111], that the important configurations lie on the common boundary δΛ∩δΩ of
the Gribov region Ω and the FMR Λ. Therefore, the extra copies inside the Gribov region would not
play a significant role, and it would be sufficient to restrict to the Gribov region.
2.3 The relation of the Gribov horizon to Abelian and center-vortex
dominance
Let us go a bit more into the details of the hypothesis that the important configurations lie on the
common boundary δΛ∩δΩ, as a unified discussion is not available in literature.
We start by considering whether or not, for a given configuration A, there exists a non-zero solution ω
to the equation,
Dµ(A)ω= 0 . (2.69)
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This equation is gauge-invariant, as shown in the appendix A.2. So the property for a configuration
A to allow a non-zero solution to (2.69) holds also for every gauge copy of A, Dµ(U A)Uω = 0. This
property, which distinguishes certain gauge orbits, is thus of geometrical significance, and we may
suspect that these gauge orbits play a distinguished role in the dynamics of QCD.
A gauge orbit with this property has a peculiar feature. In (at least) one direction, namely the di-
rection defined by ω, the gauge orbit is degenerate because the infinitesimal gauge transformation,
A′µ = Aµ+Dµ(A)εω= Aµ , (2.70)
with ε infinitesimal, leaves A invariant. Therefore, the gauge orbit through A has (at least) one dimen-
sion less that a generic gauge orbit. We call (2.69) the “degeneracy property”.11
We now relate degenerate gauge orbits to the confinement scenario in maximal Abelian gauge. Ac-
cording this scenario, the functional integral in the maximal abelian gauge is dominated by Abelian
configurations (or more precisely those nearby) [4]. In SU(2) gauge theory, any Abelian configuration
can be written as12
Aaµ(x) = δ
a3aµ(x) , (2.71)
where aµ(x) is an arbitrary Abelian configuration. This configuration possesses the degeneracy prop-
erty (2.69). Indeed for the the x-independent global generator,
ωa = cδa3, (2.72)
where c is a constant, we have ∂µω= 0, and we easily verify
Dµ(A)ω= ∂µω− ig[Aµ,ω] = 0 , (2.73)
which is the condition for a gauge orbit to be degenerate. Thus, the hypothesis that in the maximal
Abelian gauge the functional integral is dominated by Abelian configurations is compatible with the
gauge-invariant hypothesis that the functional integral is dominated by degenerate gauge orbits.
The abelian form (2.71) is preserved by the group of local U(1) gauge transformations about the 3-
axis, that induces the local Abelian gauge transformations, aµ→ aµ+∂µλ, and we may suppose that,
by such Abelian gauge transformations, the Abelian configurations are made transverse, ∂µaµ = 0.
Each transverse Abelian configuration corresponds to a unique distinct Abelian field tensor fµν(x) =
∂µaν−∂νaµ, with inversion aν= (∂2)−1∂µ fµν automatically satisfying ∂νaν= 0, so different transverse
Abelian configurations are gauge inequivalent. On the other hand the FMR, Λ, in minimal Landau
gauge is bounded in every direction. So some transverse Abelian configurations lie inside Λ and some
lie outside. This situation is pictured in Figure 2.4.
11In the mathematical literature such an orbit is called reducible.
12This can be generalized to other SU(N).
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D BO AC
B′ A′
C ′ D′
Ω Λ
Figure 2.4: The plane of the figure represents transverse configurations ∂ ·A= 0. Λ is the fundamental modular
region, with boundary in green, and Ω is the Gribov region with boundary in blue. The straight line
DCOAB, in red, represents the linear vector space of transverse, Abelian configurations, Abµ = δb3aµ.
The segments AB and CD that lie outside Λ are gauge equivalent to the segments A′B′ and C′D′,
also in red, that lie on the common boundary of Λ and Ω.
We shall now show that when a transverse Abelian configuration A that lies outside the fundamental
modular region A /∈ Λ is gauge transformed A′ = U A (by a non-Abelian gauge transformation U) to
the fundamental modular region, A′ ∈ Λ, where Λ is the set of absolute minimum of ‖U A‖2 on every
gauge orbit, then A′ lies on the common boundary of the fundamental modular region Λ and the Gri-
bov region Ω, A′ ∈ ∂Λ∩∂Ω [110]. This is also illustrated in Fig. 2.4.
To prove the statement we observe first that the equation, Dµ(A′)ω′ = 0, follows from (2.69) by gauge
invariance, where ω′ =UωU† is now an x-dependent gauge transformation ∂µω′ 6= 0. From this we
have immediately
∂µDµ(A′)ω′ = 0 , (2.74)
where the operator on the left is recognized as the Faddeev-Popov operator. The existence of an x-
dependent solution ω′ to (2.74) is the defining condition13 for a configuration A′ ∈ Ω to lie on the
Gribov horizon A′ ∈ ∂Ω, and moreover we have A′ ∈ Λ ⊂ Ω, so we conclude that A′ ∈ ∂Ω. Further-
more since A′ ∈ ∂Ω and A′ ∈ Λ and Λ is included in Ω, Λ⊂Ω, it follows that A′ necessarily also lies
on the boundary of Λ, A ∈ ∂Λ. Thus it lies on the common boundary A′ ∈ ∂Λ∩∂Ω. QED.14
This result is interesting because the Gribov horizon ∂Ω arises as an artifact of gauge fixing in the
minimal Landau gauge, whereas the degenerate gauge orbits have a geometrical significance. On the
lattice there are also center vortex configurations where, for SU(2), all link variables have the value
±1. There is a confinement scenario in the maximal center gauge (as there is for the maximal Abelian
gauge) according to which the dominant configurations in the maximal center gauge are center vor-
tex configurations. Center vortex and Abelian configuration both lie on degenerate gauge orbits: for
Abelian configurations the number of missing dimensions is the rank of the gauge group, whereas
for center vortex configurations in SU(N) there are N2− 1. When the missing dimension is greater
13The condition that ω be x-dependent, ∂µω 6= 0, is necessary because the minimal Landau gauge condition does not
fix global gauge transformations U = expω, which have as infinitesimal generator x-independent ω, with ∂µω = 0. These
satisfy (2.74) for every transverse configuration A (including those in the interior of Λ), when ω is x-independent, ∂µω= 0,
for we have ∂µDµ(A)ω= Dµ(A)∂µω= 0.
14Note that relative minima of the minimizing functional FA(U) = ‖U A‖2 for degenerate gauge orbits occur on the
boundary ∂Ω by the argument given above for absolute minima.
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than 1, then degenerate configurations are singular points of the Gribov horizon of wedge or conical
type [111]. The proof in [111] was presented for lattice gauge theory, but the argument carries over
to continuum gauge theory. The argument given above that, in minimal Landau gauge, degenerate
gauge orbits intersect the common boundary, ∂Λ∩∂Ω, applies to both Abelian and center-vortex con-
figurations. Thus the hypothesis that abelian configurations (center vortex configurations) dominate
the functional integral in the maximal Abelian gauge (maximal center gauge) is compatible with the
hypothesis that configurations on the common boundary of the fundamental modular region and of the
Gribov region, ∂Λ∩ ∂Ω, dominate the functional integral in the minimal or absolute Landau gauge.
Since the present state of QCD is a patchwork of different confinement scenarios, it is gratifying that
the confinement scenario in center vortex gauge or maximal Abelian gauge is compatible with the
scenario of dominance of configurations on the Gribov horizon. All three scenarios are compatible
with a gauge-invariant scenario of dominance by degenerate gauge orbits.
2.4 Semi classical solution of Gribov
2.4.1 The no-pole condition
Gribov was the first one to try to restrict the region of integration to the Gribov region [10, 83], which
was done in a semi-classical way. He restricted the generating functional to the Gribov region by
introducing a factor V (Ω) in expression (2.34),
Z(J) =
∫
Ω
[dA]exp [−SYM]
=
∫
[dA][dc][dc]V (Ω)δ(∂A)exp
[
−SYM−
∫
dxca(x)∂µDabµ c
b(x)
]
, (2.75)
whereby we are working in the Landau gauge, δ(∂A). Now the question is how to determine this
factor V (Ω). One can see that there is a close relationship between the ghost sector and the Faddeev-
Popov determinant, which is clear from calculating the exact ghost propagator. For this, we start from
expression (A.3)
I =
∫
[dc][dc]exp
[∫
ddxddy ca(x)Aab(x,y)cb(y)+
∫
ddx (Jac (x)ca(x)+ ca(x)J
a
c (x))
]
= C detAexp
[
−
∫
ddxddy Jac (x)A
−1
ab (x,y)J
b
c (y)
]
, (2.76)
where in our case:
Aab(x,y) = −∂µDabµ δ(x− y) . (2.77)
From this we can calculate the ghost propagator,
〈ca(x)cb(y)〉c =
δ
δJ˜bc (y)
δ
δJ˜ac (x)
Z
=
∫
[dA]V (Ω)δ(∂µAaµ)det(−∂µDabµ )A−1ab (x,y)e−SY M . (2.78)
Taking the Fourier transform and keeping in mind that we have conservation of momentum
〈ca(p)cb(−p)〉c =
∫
[dA]V (Ω)δ(∂µAaµ)det(−∂µDabµ )
(∫
d(x− y)eip(x−y)A−1ab (x,y)
)
e−SY M , (2.79)
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we can compare this expression with the one loop renormalization improved ghost propagator starting
from the Faddeev-Popov action,
〈ca(p)cb(k)〉c = δ(p+ k)δabG(k2)
G(k2) =
1
k2︸︷︷︸
P1
1(
1− 11g2N48pi2 ln Λ
2
k2
) 9
44︸ ︷︷ ︸
P2
. (2.80)
From this expression, we can make some interesting observation. Firstly, for large momentum k2
we are within the Gribov region Ω, as perturbation theory should work there. Indeed, for large k2,
G(k2)≈ 1/(k2 ln Λk2 ), which is the perturbative result. Secondly, we notice this expression to have two
poles: one pole at k2 = 0 and one pole at k2 = Λ2 exp
(
− 1g2 48pi
2
11N
)
. The first pole indicates that for
k2 ≈ 0, we are approaching a horizon, see expression (2.80). As for all k2, P1 is always positive, we
stay inside the Gribov region. The second part of the ghost propagator P2 is not always positive for all
k2. For k2 < Λ2 exp
(
− 1g2 48pi
2
11N
)
, P2 becomes complex, indicating that we have left the Gribov region.
Therefore, V (Ω) should make it impossible for a singularity to exist except at k2 = 0.
From these observations, we can construct the no-pole condition. For this, we shall calculateG(k2,A)ab
where the gluon field is considered as an external field. This comes down to calculating det(−∂µDabµ )
×A−1(x,y) from expression (2.79), i.e. we shall calculate the following diagrams:
G(k,A)ab =
ca
k
cb
+
ca
k
Akµ
k − p
p
cb
+
ca cb
k k + p′ q
Akµ Aℓν−p′ p′ + k − q
Figure 2.5: The ghost propagator with external field to second order.
In momentum space, these three diagrams are given by15
I1 = δab(2pi)dδ(k−q) 1k2
I2 = g
1
k2
1
p2
fakb ipµAkµ(k− p)
I3 = g2
∫ dd p′
(2pi)d
1
k2
1
(p′+ k)2
1
q2
fakc i(p′+ k)µAkµ(−p′) fc`b iqνA`ν(p′+ k−q) . (2.81)
In fact, this is all we can say about these diagrams, unless we take into account that after determining
V (Ω), which shall be a function of the external gluon field, we shall always need to integrate over A.
This means that the gluon lines are connected, rendering the second diagram to be equal to zero. For
15The Feynman rule for the ghost-ghost gluon vertex is given by ikµ fakb with akb resp. from c, A, and c whereby the
outgoing momentum kµ stems from c.
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the third diagram, the incoming momentum k shall equal the outcoming momentum q. Formally, we
can therefore rewrite the third diagram as
I3 = −g2 δ(k−q)(2pi)
d
V
1
k4
fakc fc`b
∫ dd p′
(2pi)d
kν(p′+ k)µ
(p′+ k)2
Akµ(−p′)A`ν(p′) , (2.82)
whereby we have introduced the infinite volume factor V , to maintain the right dimensionality. More-
over, we also know that the color indices k = `. In order to calculate the correct prefactor, we take the
sum over the color factors, see formula (1.9)
G(k2,A) =
1
N2−1δabG(k
2,A)ab =
1
k2
+
1
V
1
k4
Ng2
N2−1
∫ ddq
(2pi)d
A`µ(−q)A`ν(q)
(k−q)µqν
(k−q)2
=
1
k2
(1+σ(k,A)) , (2.83)
whereby
σ(k,A) =
1
V
1
k2
Ng2
N2−1
∫ ddq
(2pi)d
A`µ(−q)A`ν(q)
(k−q)µkν
(k−q)2 . (2.84)
Now we can rewrite this
G(k2,A) ≈ 1
k2
1
1−σ(k,A) , (2.85)
as in this way we are considering the inverse, or the 1PI diagram. This inverse contains more infor-
mation as we are in fact resumming an infinite tower of Feynmandiagrams. The condition that the
Faddeev-Popov operator has no zero modes, reduces to the requirement that
σ(k,A)< 1 . (2.86)
We look into this requirement a bit more. As we are working in the Landau gauge, qµAµ(q) = 0, and
thus A`µA
`
ν is transverse,
A`µ(−q)A`ν(q) = ω(A)
(
δµν− qµqνq2
)
= ω(A)Pµν , (2.87)
moreover, multiplying with δµν, we find that ω(A) = 1d−1 A
`
µA
`
µ, with d the number of dimensions.
Therefore, we can simplify σ,
σ(k,A) =
1
V
1
d−1
Ng2
N2−1
kµkν
k2
∫ ddq
(2pi)d
A`α(−q)A`α(q)
1
(k−q)2 Pµν . (2.88)
As it is possible to prove that σ(k,A) decreases with increasing k2, see appendix A.3, where we have
used the fact that A`α(−q)A`α(q) is positive, condition (2.86) becomes,
σ(0,A)< 1 . (2.89)
Taking the limit k2→ 0 in σ(k,A) yields,
σ(0,A) =
1
V
1
d−1
Ng2
N2−1 limk2→0
kµkν
k2
d−1
d
δµν
∫ ddq
(2pi)d
A`α(−q)A`α(q)
1
q2
=
1
V
1
d
Ng2
N2−1
∫ ddq
(2pi)4
A`α(−q)A`α(q)
1
q2
, (2.90)
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whereby we used the fact that
∫
ddq f (q2)qµqν/q2 = 1/d δµν
∫
ddq f (q2).
In summary, the no-pole condition is given by
V (Ω) = θ(1−σ(0,A)) , (2.91)
with σ(0,A) given by expression (2.90), or thus, using the Heaviside function,
V (Ω) =
∫ +i∞+ε
−i∞+ε
dβ
2piiβ
eβ(1−σ(0,A)) , (2.92)
we can insert this into the path integral (2.75).
2.4.2 The gluon and the ghost propagator
The gluon propagator
Our goal is calculate the gluon propagator in Fourier space〈
Aaµ(k)A
b
ν(p)
〉
, (2.93)
at lowest order including the restricting to the Gribov region. We start from the path integral (2.75),
while introducing appropriate sources for the gluons,
Z(J) =N
∫ dβ
2piiβ
∫
[dA]eβ(1−σ(0,A)) exp−
[
SquadrYM +
∫
ddx
1
2α
(∂µAµ)2+
∫
ddxAaµ(x)J
a
µ (x)
]
,
with N = Z−1(J = 0). We do not need to take into account the integration over [dc][dc] as we are
only calculating the free gluon propagator, also we only need the free part of SYM. Translating this in
Fourier space, we have that
SquadrYM +
∫
ddx
1
2α
(∂µAµ)2+
∫
ddxAaµ(x)J
a
µ (x)
=
∫ ddk
(2pi)d
(
1
2
Aaµ(k)
(
δµνk2+
(
1
α
−1
)
kµkν
)
Aaν(−k)−Aaµ(k)Jaµ (−k)
)
,
or thus,〈
Aaµ(k)A
b
ν(p)
〉
=
δ2
δJaµ (−k)δJbν(−p)
∫ dβeβ
2piiβ
∫
[dA]e
−∫ dd k
(2pi)d
1
2 A
a
µ(k)K
ab
µν (k)A
b
ν(−k)+
∫ dd k
(2pi)d
Aaµ(k)J
a
µ (−k)
∣∣∣∣∣
J=0
, (2.94)
whereby
Kabµν(k) = δ
ab
(
β
1
V
2
d
Ng2
N2−1δµν
1
k2
+δµνk2+
(
1
α
−1
)
kµkν
)
, (2.95)
also includes the part stemming from σ(0,A) in expression (2.90). Now invoking the Fourier transform
of (A.1), we find 〈
Aaµ(k)A
b
ν(p)
〉
= δ(k+ p)N
∫ dβeβ
2piiβ
(detKabµν)
−1/2(Kabµν)
−1(k) . (2.96)
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This determinant has been worked out in appendix A.4, resulting in
(detKabµν)
−1/2 = exp
[
−d−1
2
(N2−1)V
∫ ddq
(2pi)d
ln
(
q2+
βNg2
N2−1
2
dV
1
q2
)]
, (2.97)
and thus〈
Aaµ(k)A
b
ν(p)
〉
=δ(k+ p)N
∫ dβ
2pii
e f (β)(Kabµν)
−1(k) ,
f (β) =β− lnβ− d−1
2
(N2−1)V
∫ ddq
(2pi)d
ln
(
q2+
βNg2
N2−1
2
dV
1
q2
)
. (2.98)
As we assume (Kabµν)
−1(k) not to be oscillating too much, we apply the method of steepest descent16
to evaluate the integral over β,〈
Aaµ(k)A
b
ν(p)
〉
= δ(k+ p)N ′e f (β0) (Kabµν)−1(k)
∣∣
β=β0
, (2.99)
whereby we have absorbed 2pii into N . β0 is the minimum of f (β), i.e.
f ′(β0) = 0
⇒ 1 = 1
β0
+
d−1
d
Ng2
∫ ddq
(2pi)d
1(
q4+ β0Ng
2
N2−1
2
dV
) . (2.100)
We define the Gribov mass,
γ4 =
β0N
N2−1
2
dV
g2 , (2.101)
which serves as an infrared regulating parameter in the integral. As in fact, V is equal to infinity, in
order to have a finite γ, β0 ∼ V . Therefore, 1/β0 can be neglected and we obtain the following gap
equation,
1 =
d−1
d
Ng2
∫ ddq
(2pi)d
1
(q4+ γ4)
, (2.102)
which shall determine γ4. Now, we only have to calculate the inverse of
(Kabµν)(k) = δ
ab
(
γ4δµν
1
k2
+δµνk2+
(
1
α
−1
)
kµkν
)
, (2.103)
whereby we have set β= β0 which yields,
(Kabµν)(k)
−1 = δab
(
k2
k4+ γ4
Pµν(k)+α
k2
αγ4+ k4
kµkµ
k2
)
, (2.104)
as one can check by calculating (Kabµν)
−1(k)(Kbcνκ)(k) = δacδµκ. For α = 0, the inverse becomes tran-
verse and the gluon propagator is given by〈
Aaµ(k)A
b
ν(p)
〉
= δ(k+ p)δab
k2
k4+ γ4
Pµν(k) , (2.105)
as N ′ shall cancel e f (β0) due to normalization.
16The infinite parameter to apply the method of steepest descent is the Euclidean volume V , as is illustrated by the explicit
calculation (2.129).
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The ghost propagator
Now that we have found the gluon propagator, we can calculate the ghost propagator. In fact, this
comes down to connecting the gluon legs in expression (2.81). We easily find, as in (2.88),
Gab(k2) = δab
1
k2
1
1−σ(k) ,
σ(k) = Ng2
kµkν
k2
∫ ddq
(2pi)d
q2
q4+ γ4
1
(k−q)2
(
δµν− qµqνq2
)
. (2.106)
To calculate 1−σ(k), we rewrite the gap equation (2.102) as
1 =
kµkν
k2
Ng2
∫ ddq
(2pi)d
1
(q4+ γ4)
(
δµν− qµqνq2
)
, (2.107)
and thus we write unity in a complicated way,
1−σ(k) = kµkν
k2
Ng2
∫ ddq
(2pi)d
1
(q4+ γ4)
(
δµν− qµqνq2
)(
1− q
2
(k−q)2
)
=
kµkν
k2
Ng2Rµν(k) .
To investigate the infrared behavior, we expand this integral for small k2, whereby up to order k2(
1− q
2
(k−q)2
)
= 1− 1
k2
q2 −
2kµqµ
q2 +1
=
k2
q2
− 2kµqµ
q2
−4
(
kµqµ
q2
)2
, (2.108)
and thus we can split Rµν in three parts. The first part is given by
R1µν(k) = k
2
∫ ddq
(2pi)d
1
q2 (q4+ γ4)
(
δµν− qµqνq2
)
=
d−1
d
δµνk2Iγ , (2.109)
whereby Iγ =
∫ ddq
(2pi)d
1
q2(q4+γ4) is a number depending on γ. The second part is zero, at is it odd in q,
and the third part is given by
R3µν(k) =−4δµνkαkβ
∫ ddq
(2pi)d
qαqβ
q4 (q4+ γ4)
+4kαkβ
∫ ddq
(2pi)d
qαqβqµqν
q6 (q4+ γ4)
. (2.110)
The first term of this expression is given by,
−4δµν δ
αβ
d
kαkβ
∫ ddq
(2pi)d
1
q2 (q4+ γ4)
=−4
d
δµνk2Iγ ,
while the second term is given by
4kαkβ(δαβδµν + δαµδβν + δανδβµ)
1
d2+2d
∫ ddq
(2pi)d
1
q2 (q4+ γ4)
= 4(k2δµν + 2kµkν)
1
d2+2d
Iγ .
Therefore,
R3µν(k) = 4
(
−1
d
δµνk2+(k2δµν+2kµkν)
1
d2+2d
)
Iγ . (2.111)
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Taking all results together, we obtain,
1−σ(k) = Ng2 kµkν
k2
[
d−1
d
δµνk2+4
(
−1
d
δµνk2+(k2δµν+2kµkν)
1
d2+2d
)]
Iγ
= Ng2k2
[
d−1
d
+4
(
−1
d
+
3
d2+2d
)]
Iγ
= Ng2k2
d2−3d+2
d2+2d
Iγ , (2.112)
or thus, the ghost propagator is enhanced,
Gab(k2) = δab
1
k4
d2+2d
d2−3d+2
1
Ng2Iγ
. (2.113)
As an example, for d = 4, we find easily that Id=4γ = 1/(32pi2γ2) and thus
Gab(k2)
∣∣
d=4 = δ
ab 1
k4
128pi2γ2
Ng2
. (2.114)
Also in three dimension we find enhancement of the ghost. In two dimensions, the calculations are
not so straightforward as there is a problem with switching the limit and the integration. We refer to
[41] for more details on this. The conclusion however remains the same, also in 2 dimensions the
ghost propagator is enhanced.
In fact, looking at the calculations, σ= 1 means that the θ-function has become a δ-function. This is
due to the fact that we could neglect 1/β0 in expression (2.100) as we are working in an infinite vol-
ume V → ∞. In other words, by limiting to the Gribov region, the ghost propagator has an extra pole,
which indicates that the region close to the boundary has an important effect on the ghost propagator.
2.5 The local renormalizable action
After the publication of Gribov, his result was generalized to all orders by constructing a local renor-
malizable action [54, 22] which implements the restriction to the Gribov region, and which, following
custom, we shall call the GZ action. In this section we shall first analyze a toy model to demonstrate
how the GZ action was obtained [112].
2.5.1 A toy model
We start with the simple quadratic action for a real scalar field in Euclidian dimension d,
S =
∫
ddx
1
2
(∂A(x))2 , (2.115)
whereby we omit color and Lorentz indices. We assume the Gribov region is contained within the
“ellipsoid” in A-space,
H(A)≡
∫
ddx
1
2
A(x)[(−∂2)−1A](x) = cV. (2.116)
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It will be essential that the action S(A) and the “horizon function” H(A) are both integrals over a
density and are thus bulk quantities, of order of the Euclidean volume V . Consequently the constant c
remains finite in the limit V →∞. We work at finite but large volume V , and use the fourier transform
A(x) =V−1∑
k
Ak exp(ik · x), (2.117)
J(x) =V−1∑
k
Jk exp(ik · x), (2.118)
where
∫
J(x)A(x) =V−1∑k J−kAk will be a source term. This gives
S(A) =
1
2V ∑k
Akk2A−k, (2.119)
and the Gribov region is bounded by
1
2V ∑k
AkA−k
k2︸ ︷︷ ︸
H(A)
= cV . (2.120)
which is seen to be an ellipsoid in the infinite dimensional space of the Ak. To restrict to the Gribov
region, we need to consider the following generating functional
Z =
∫
[dA] θ(cV −H(A)) e−S , (2.121)
as the θ-function assures that H(A)< cV .
If we introduce yk = Ak/k the ellipsoid becomes a hypersphere and, as is known for hyperspheres,
the volume gets more and more concentrated on the surface as the dimension grows. (Indeed in a
space of dimension N the volume element in radius is given by rN−1dr, and the (normalized) inte-
gral over the interior of a sphere r ≤ R, given by ∫ ∞0 θ(R− r)rN−1dr, approaches∫ ∞0 δ(R− r)rN−1dr,
where the θ-function is replaced by the δ-function as the number of dimensions N becomes infinite,
N → ∞.) Therefore, we can replace the θ-function with a δ-function and the generating functional
(2.121) becomes
Z =
∫
[dA]δ(cV −H(A))e−S . (2.122)
Let us remark that also Gribov already noticed this, see the end of the previous section.
We use the formula
δ(x− y) =
∫ ∞
−∞
dt
2pi
ei(x−y)t , (2.123)
so we find
Z =
∫ ∞
−∞
dt
2pi
∫
[dA]e−Se(it+β)(cV−H(A))
=
∫ ∞
−∞
dte−G(it+β) , (2.124)
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where G(β) ≡ − ln∫ [dA]eβ(cV−H(A))e−S. Here we have distorted the contour of integration it → it +
β for real β > 0, which improves the convergence because H(A) > 0 is positive. A saddle point
approximation for the t-integration is now justified because G(β) = O(V ) is a large quantity
Z ≈ e−G(β∗) , (2.125)
whereby β∗ is the solution of
G′(β) = 0
cV =
∫
[dA]H(A)eβ(cV−H(A))e−S∫
[dA]eβ(cV−H(A))e−S
cV =
∫
[dA]H(A)e−βH(A)−S∫
[dA]e−βH(A)−S
cV = 〈H(A)〉β . (2.126)
We thus obtain a generating functional of Boltzmann type,
Z =
∫
[dA]e−[β
∗H(A)+S] , (2.127)
with β∗ determined by (2.126). As in statistical mechanics, the micro-canonical ensemble defined by
the “horizon condition” H(A) = cV has been replaced by the canonical ensemble [113] of Boltzmann
type.17
We may verify by explicit calculation that with the partition function of canonical type (2.127), the
horizon function H(A) has zero (relative) variance in the infinite volume limit, so that it is equivalent
to the micro-canonical ensemble. More precisely we now show that 〈H〉= O(V ), 〈H2〉= O(V 2), and
the variance δH2 ≡ 〈H2〉− 〈H〉2 = O(V ), is of order V , which is smaller than the mean-square by a
volume factor, so the relative variance δH2/〈H2〉= O(V−1) vanishes for V →∞. This is the behavior
of a generic bulk quantity in statistical mechanics. We have
〈H(A)〉 = 1
2V ∑k
1
k2
∫
[dA]AkA−k exp
[
− 1
2V ∑p
Ap
(
p2+
β
p2
)
A−p
]
=
1
2V ∑k
V 2
k2
∂2
∂Jk∂J−k
∫
[dA]exp
[
− 1
2V ∑p
Ap
(
p2+
β
p2
)
A(−p)+ 1
V ∑p
ApJ−p
]∣∣∣∣∣
J=0
=
V
2 ∑k
1
k2
∂2
∂Jk∂J−k
exp
[
1
2V ∑p
Jp
(
p2+
β
p2
)−1
J−p
]∣∣∣∣∣
J=0
=
1
2∑k
1
k4+β
⇒ V
2
∫ ddk
(2pi)d
1
k4+β
, (2.128)
where we have written β for β∗. Here we used the Fourier transform of expression (A.1) in the
appendix, and ⇒ means to leading order in (large) V , so the sum over k may be replaced by an
17Here the horizon function H(A) and β∗ are mathematically analogous to a Hamiltonian and inverse temperature in
statistical mechanics, and should not be confused with a mechanical Hamiltonian and physical inverse temperature.
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integral. This shows that 〈H〉= O(V ), as stated. We now evaluate 〈H2(A)〉,
〈H2(A)〉= 1
4V 2 ∑k,p
1
k2
1
p2
V 4∂4
∂Jk∂J−k∂Jp∂J−p
exp
[
1
2V ∑q
Jq
(
q2
q4+β
)
J−q
]∣∣∣∣∣
J=0
=
1
4 ∑k,p
1
k2
1
p2
∂2
∂Jk∂J−k
[
V
p2
p4+β
+
(
p2
p4+β
)2
JpJ−p
]
exp
[
1
2V ∑q
Jq
(
q2
q4+β
)
J−q
]∣∣∣∣∣
J=0
=
1
2∑k
1
k4+β
1
2∑p
1
p4+β
+
1
2∑p
1
(p2)2
(
p2
p4+β
)2
⇒ 〈H(A)〉2+ V
2
∫ dd p
(2pi)d
1
(p4+β)2
, (2.129)
Thus we have 〈H2(A)〉 = 〈H(A)〉2 +O(V ), and the relative variance δH2/〈H2(A)〉 = O(V−1), van-
ishes like V−1 as asserted. We have verified that in the thermodynamic limit the Boltzmann distribu-
tion (2.127) does behave like a δ-function distribution.
2.5.2 The non-local GZ action
To restrict the region of integration of the Yang-Mills action to the Gribov region, we need to consider
the path integral,18
Z =
∫
[dA]detM (A)eSYMθ(λ(A)) , (2.130)
where λ(A) is the lowest eigenvalue of the Faddeev-Popov operator,
M ab =M ab0 +M ab1 =−∂2δab+g fabcAcµ∂µ , (2.131)
whereby we are working on-shell, ∂µAµ = 0. By introducing the θ-function, θ(λ(A)), we insure that
the lowest eigenvalue λ(A) is always greater than zero. Note that all constant vectors ∂µω = 0 are
eigenvectors of the Faddeev-Popov operator, with zero eigenvalue Mω = 0. As these eigenvalues
never become negative, we shall not consider these trivial eigenvectors and work in the space orthog-
onal to this trivial null-space.
Degenerate perturbation theory
In order to find the lowest lying (non-trivial) eigenvalue λ(A), we shall apply perturbation theory
whereby M ab0 is the unperturbed operator. For the moment, we work in a finite periodic box of
edge L, which shall approach infinity in the infinite volume limit. The momentum eigenstates |Ψ(0)~ns 〉:
~n ∈ Zd/{0}, while s runs over all the colors, s = 1, . . . ,N2−1, are given in configuration space by
〈
x,a
∣∣∣Ψ(0)~ns 〉= δas(1L
) d
2
exp
(
i
2pi
L
~n ·~x
)
. (2.132)
18In this section we give a more complete derivation of the results of [54].
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They form a convenient basis of eigenvectors of the operator M0,
M0 |Ψ(0)~ns 〉=
(
2pi
L
)2
~n2 |Ψ(0)~ns 〉 . (2.133)
We designate by~n0 the lowest non-zero momenta, i.e.~n0 = (0, . . . ,0,±1,0, . . . ,0), with~n20 = 1. Thus
|Ψ(0)~n0s〉 represent the vectors belonging to the lowest eigenvalue19 λ
(0)
~n0s
which is given by
λ(0)~n0 =
(
2pi
L
)2
. (2.134)
Notice that the space spanned by the vectors |Ψ(0)~n0s〉 is 2d(N2−1) = T dimensional, so we must apply
degenerate perturbation theory. We call this space H0
H0 = span(|Ψ(0)~n0s〉 ,s = 1, . . . ,T ) . (2.135)
The projector onto this space H0 is given by
P0 =∑
~n0s
|Ψ(0)~n0s〉〈Ψ
(0)
~n0s
| . (2.136)
The other eigenvectors of M0, |Ψ(0)~ns 〉 have corresponding eigenvalues λ(0)~ns given by
λ(0)~ns =
(
2pi
L
)2
~n2, with~n2 > 1 . (2.137)
(The entire space can be decomposed into H0 +H1 +H2 + . . ., whereby the Hn are defined as the
spaces spanned by the vectors belonging to the same eigenvalue20).
Let us now switch on the perturbation M1. The T degenerate eigenvalues λ0 of M0 split up into
T different eigenvalues, λ1, ...λT , of M which are its T lowest (non-trivial) eigenvalues. Within the
degenerate subspace H0, with eigenvalue λ0, any linear combination |ψ′(0)a 〉 = ∑bUab |ψ(0)b 〉 of the
eigenvectors, |ψ(0)b 〉, is also an eigenvector, where Uab is an arbitrary T -dimensional unitary matrix,
and a = (~n0,s). Consequently, a very small perturbation M1 causes a (large) finite change from the
(arbitrarily chosen) eigenvectors |ψ(0)a 〉, given in (2.132), into some new T -dimensional basis of eigen-
vectors, and this change is non-perturbative. Fortunately however a small perturbation causes only a
small change to the T -dimensional degenerate subspace H0 itself, because the projector P0 onto H0,
given in (2.136) is basis independent, and is thus adapted to any basis. Indeed, if we change basis in
H0, |ψ′(0)a 〉= ∑bUab |ψ(0)b 〉, we have
P′0 =∑
a
|ψ′(0)a 〉〈ψ′(0)a |=∑
abc
Uab |ψ(0)b 〉U∗ac 〈ψ(0)c |=∑
b
|ψ(0)b 〉〈ψ(0)b |= P0. (2.138)
For this reason degenerate perturbation theory is done in 2 steps. In the first step we make a trans-
formation S, which will be calculated perturbatively, that provides a diagonalization of the Faddeev-
Popov operator M to within a finite T ×T dimensional matrix κ,
S−1M S = κ. (2.139)
19The lowest lying eigenvalue is of course zero, belonging to the constant vectors, but we are not considering these
constant vectors anymore.
20We can order the eigenvalues by size, Hn belongs to the (n+1)th eigenvalue.
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Here κ acts within the subspace H0 and satisfies
P0κ= κP0 = κ, (2.140)
and S satisfies
SP0 = S. (2.141)
In the second step the diagonalization of M is completed by a simple T ×T matrix diagonalization
U−1κU = λdiag, (2.142)
where λdiag is a T ×T -dimensional diagonal matrix that consists of the T lowest (non-trivial) eigen-
values, λ1 to λT ofM , λdiag ≡ diag(λ1...λT ), and Uab is a finite T ×T unitary matrix that is calculated
non-perturbatively. For our purposes it will not be necessary to perform step 2 because it will be
sufficient to make use of the property
T
∑
n=1
λn = Tr(U−1κU) = Trκ. (2.143)
To make the first step, we seek a transformation S, and a T × T -dimensional matrix κ that satisfy
(2.139), or
M S = Sκ , (2.144)
where S and κ also satisfy (2.141) and (2.140). To determine S and κ we write them as a perturbation
series:
S =
∞
∑
n=0
Sn κ=
∞
∑
n=0
κn . (2.145)
By substituting them into (2.144), and identifying equal orders, we find
M0S0 = S0κ0 , (2.146a)
M0S1+M1S0 = S1κ0+S0κ1 , (2.146b)
M0S2+M1S1 = S2κ0+S1κ1+S0κ2 , (2.146c)
M0S3+M1S2 = S3κ0+S2κ0+S1κ2+S0κ3 , (2.146d)
...
The first equation is the free equation, which is solved by
S0 = P0, κ0 = λ0P0, (2.147)
where for simplicity we have written λ0 ≡ λ(0)~n0 = (2pi/L)2. To solve the higher order equations, we
use the normalization condition, that Sn for n≥ 1 maps into the space orthogonal to H0,
P0Sn = 0 ∀n≥ 1 , (2.148)
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and we also have
SnP0 = Sn ∀n. (2.149)
We now multiply the remaining equations by P0, and use
P0M0 =M0P0 = λ0P0. (2.150)
Firstly, we find
P0M1P0 = κ1 (2.151)
In an analogous fashion, we find for the other equations
κ2 = P0M1S1 κ3 = P0M1S2 . . . , (2.152)
etc. To find S1, we start from equation (2.146b) which may be written, upon using equation (2.151),
M0S1−S1κ0 = P0M1P0−M1P0 . (2.153)
As κ0 = λ0P0, we find
(M0−λ0)S1 = (P0− I)M1P0⇒ S1 = (M0−λ0I)−1 (P0− I)M1P0 . (2.154)
In an analogous fashion, we can deduce S2 from equation (2.146c),
M0S2−S2κ0 = −M1S1+S1κ1+S0κ2
⇒ (M0−λ0I)S2 = (P0− I)M1 (M0−λ0I)−1 (P0− I)M1P0
+(M0−λ0I)−1 (P0− I)M1P0M1P0 , (2.155)
or thus
S2 =
[
(M0−λ0I)−1 (P0− I)M1
]2
P0+(M0−λ0I)−2 (P0− I)M1P0M1P0 , (2.156)
whereby we made use of equations (2.151), (2.152) and (2.154). With the expressions for S1 and S2,
we obtain
κ0 = λ0P0 ,
κ1 = P0M1P0 ,
κ2 = P0M1 (M0−λ0I)−1 (P0− I)M1P0 ,
κ3 = P0M1
[
(M0−λ0I)−1 (P0− I)M1
]2
P0 ,
+P0M1 (M0−λ0I)−2 (P0− I)M1P0M1P0 . (2.157)
We can write these expressions in terms of the matrix elements,
κ~n
′
0u,~n0t
0 = λ
(0)
~n0
δutδ~n0,~n′0 ,
κ~n
′
0u,~n0t
1 = 〈Ψ(0)~n′0u|M1 |Ψ
(0)
~n0t
〉 ,
κ~n
′
0u,~n0t
2 = −〈Ψ(0)~n′0u|M1 (M0−λ0I)
−1
(I−P0)M1 |Ψ(0)~n0t〉 ,
κ~n
′
0u,~n0t
3 = 〈Ψ(0)~n′0u|M1
[
(M0−λ0I)−1 (I−P0)M1
]2
|Ψ(0)~n0t〉
−〈Ψ(0)~n′0u|M1 (M0−λ0I)
−2
(I−P0)M1P0M1 |Ψ(0)~n0t〉 . (2.158)
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The infinite volume limit
We shall now show that in the large-volume limit, we can do some simplifications.
In this limit we let L→ ∞, while keeping a typical momentum~k = 2pi~n/L finite. So it is advanta-
geous to change notation, which we also simplify, and write
|~k,s〉 ≡ |Ψ(0)~ns 〉 ; 〈~k,s|= 〈Ψ(0)~ns | , (2.159)
where ~k ≡ (2pi/L)~n. Compared to a typical momentum ~k, the lowest non-zero momentum, ~k0 =
2pi~n0/L, with |~n0|= 1 goes to zero,~k0→ 0, and the simplification comes from neglecting |~k0|= 2pi/L
compared to |~k|. We shall use the notation~k0,~k′0 etc. for momentum vectors with lowest non-zero
magnitude |~k0|= |~k′0|= 2pi/L.
We start with the expression for κ2. We rewrite (I−P0) in terms of a bra-ket expansion,
I−P0 = ∑
||~k||>0
N2−1
∑
s=1
|~k,s〉〈~k,s|− ∑
||~k||=2pi/L
N2−1
∑
s=1
|~k,s〉〈~k,s|= ∑
||~k||>2pi/L
N2−1
∑
s=1
|~k,s〉〈~k,s| . (2.160)
If we now let the operator (M0−λ0I)−1 act on this term, we obtain
(M0−λ0I)−1 (I−P0) = ∑
||~k||>2pi/L
N2−1
∑
s=1
(k2− k20)−1 |~k,s〉〈~k,s| . (2.161)
In the infinite volume limit we neglect k20 = (2pi/L)2 compared to k2
(k2− k20)−1→ (k2)−1 (2.162)
and the restriction on the summation becomes vacuous,
∑
||~k||>2pi/L
→V
∫ ddk
(2pi)d
, (2.163)
where V = Ld is the Euclidean volume. Consequently we may make the substitution
(M0−λ0I)−1 (I−P0)→∑
~k
N2−1
∑
s=1
(k2)−1 |~k,s〉〈~k,s|=M −10 . (2.164)
Inserting this in κ~n
′
0u,~n0t
2 yields,
κ
~k′0u,~k0t
2 =−∑
~k
N2−1
∑
s=1
〈~k′0u|M1 |~ks〉
(
1
k2
)
〈~ks|M1 |~k0t〉 . (2.165)
We can work out the matrix elements with the help of equation (2.132)
〈~ks|M1 |~k0t〉 = ik0,µ 1V
∫
ddx e−i(~k−~k0)·~xg fstcAcµ(x)
→ ik0,µ 1V
∫
ddx e−i~k·~xg fstcAcµ(x)
〈~k′0u|M1 |~ks〉 = ik′0,µ
1
V
∫
ddx g fuscAcµ(x)e
i(~k−~k′0)·~x
→ ik′0,µ
1
V
∫
ddx g fuscAcµ(x)e
i~k·~x , (2.166)
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where we have made use of partial integration and the Landau gauge condition ∂µAµ = 0, and neglected
~k0 and~k′0, which are of order 2pi/L, compared to~k. We thus obtain at large L,
κ
~k′0u,~k0t
2 = −∑
~k
ik′0,µ
1
V
∫
ddx g fuscAcµ(x)e
i~k·~x
(
1
k2
)
ik0,ν
1
V
∫
ddy e−i~k·~yg fstdAdν(y)
=
1
V
(ik′0,µ)
∫
ddxddy g fuscAcµ(x)
1
V ∑
~k
(
ei~k·(~x−~y)
k2
)
g fstdAdν(y)(ik0,ν) , (2.167)
which gives, for large V , the simple expression,
κ
~k′0u,~k0t
2 =−(ik′0,µ)
1
V
∫
ddxddy g fuscAcµ(x)
(
M −10
)
~x~y g fstdA
d
ν(y)(ik0,ν) . (2.168)
We now turn to κ3, given in (2.158). It consists of two terms. The first term contains only pro-
jectors I−P0 orthogonal to the subspace H0 in intermediate positions and may be treated like κ2. The
second term in (2.158) contains the projector P0 in an intermediate position, instead of I−P0 which
appears in the expression,
...(I−P0)M1P0M1 |~k0t〉 = ... ∑
~k,r,~k′′0 ,s
|~k,r〉〈~k,r|M1 |~k′′0 ,s〉〈~k′′0 ,s|M1 |~k0t〉
= ... ∑
~k,r,~k′′0 ,s
|~k,r〉 ik′′0,µ
1
V
∫
ddx e−i(~k−~k
′′
0 )·~xg frscAcµ(x)
×ik0,ν 1V
∫
ddy e−i(~k
′′
0−~k0)·~yg fstdAdν(y) , (2.169)
where we have used (2.166). We observe that with P0 in an intermediate position (instead of I−P0),
there is (1) an extra factor ~k′′0 of small magnitude |~k′′0 | = 2pi/L (instead of a finite momentum ~k),
and (2) an extra factor of 1/V that is associated with the finite sum ∑|~k′′0 |=2pi/L (instead of the sum
∑~k → V
∫
ddk/(2pi)d which cancels the 1/V ). Consequently, in the large-volume limit, we may ne-
glect the second term in (2.158) compared to the first term. The first term in this equation is evaluated
at large V by the argument used for κ2, with the result for κ3 given in the next equation below.
In conclusion, in the large volume limit, we obtain the following matrices
κ
~k′0u,~k0t
0 =
(
2pi
L
)2
δutδ~k0,~k′0 ,
κ
~k′0u,~k0t
1 = ik0,µ
1
V
∫
ddx ei(~k0−~k
′
0)·~xg futbAbµ(x) ,
κ
~k′0u,~k0t
2 = −(ik′0,µ)
1
V
∫
ddxddy g fuscAcµ(x)
(
M −10
)
~x~y g fstdA
d
ν(y)(ik0,ν) ,
κ
~k′0u,~k0t
3 = (ik
′
0,µ)
1
V
∫
ddxddy g furcAcµ(x)
(
M −10 M1M
−1
0
)
~xr.~ys g fstdA
d
ν(y)(ik0,ν) ,
etc. (2.170)
In the large volume limit, the higher order terms κn may be evaluated like κ3. For each κn, all terms
in which the projector P0 appears in an intermediate position are negligible compared to the one
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remaining term which is evaluated like κ2. We notice that
M −1 =M −10 −M −10 M1M −10 +M −10 M1M −10 M1M −10 − ... , (2.171)
so we can sum the whole series κn starting from n = 2,
κ
~k′0u,~k0t
r = ∑
n≥2
κ
~k′0u,~k0t
n =−(ik′0,µ)
1
V
∫
ddxddy g furcAcµ(x)
(
M −1
)
~xr,~ys g fstdA
d
ν(y)(ik0,ν) . (2.172)
Taking the trace of κ
At large volume, the spectrum of (nontrivial) eigenvalues k2 = (2pi~n2/L)2 ≥ (2pi/L)2 of M0 = −∂2
becomes dense on the positive real line 0 < k2 < ∞. As the perturbation M1(A) gets turned on, the
spectrum at first remains dense on the positive real line. However when A crosses the Gribov horizon
(which is bounded in every direction) the lowest eigenvalue becomes negative. Let us consider how
this can happen.
One possibility is that the spectrum behaves as in ordinary non-relativistic potential theory. One
bound state develops with finite negative binding energy λ1 < 0, while the rest of the spectrum λn for
n > 1 remains dense on the positive real axis. This is illustrated in Figure 2.6, case (b). Among the T
lowest eigenvalues λ1...λT (which are the eigenvalues of the matrix κ we have just calculated), λ1 will
be finitely negative, while λ2...λT are at the bottom of the almost dense positive continuum starting at
0, λn ≈ 0 for n = 2, ...T . In this case the sum of the first T eigenvalues becomes negative when the
first one becomes negative
λ1 < 0⇔
T
∑
n=1
λn < 0. (2.173)
Another possibility is that the spectrum remains (almost) dense, but the bottom of the spectrum moves
a finite distance into the negative region. This is also illustrated in Figure 2.6, case (c). In this case, the
lowest T eigenvalues all become negative (almost) together. These are the eigenvalues of the matrix
κ we have just evaluated and ∑Tn=1λn = Trκ.
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λ = 0
(a)
λ(0)
(b)
λ(A)
(c)
λ(A)
Figure 2.6: Eigenvalues λn(A) of the Faddeev-Popov operator M (A) at large Euclidean volume V . (a) The
unperturbed spectrum A = 0. (b) A configuration A slightly outside the Gribov horizon, with one
bound state, at a finite negative value. (c) A configuration A slightly outside the Gribov horizon,
for which the almost continuous spectrum begins at a negative value.
Next, we next evaluate Trκ= Trκ0+Trκ1+Trκr. Firstly, the trace of κ0 is given by
Trκ0 = ∑
||~n||=1
N2−1
∑
u=1
κ~nu,~nu0 = λ0T . (2.174)
Secondly, the trace of κ1 is zero,
Trκ1 = ∑
||~n||=1
N2−1
∑
u=1
κ~nu,~nu1 = ∑
||~n||=1
N2−1
∑
u=1
〈Ψ(0)~nu |M1 |Ψ(0)~nu 〉
= in0,µ
2pi
L
1
V
∫
ddx g fuucAcµ(x) = 0 , (2.175)
which vanishes because fuuc = 0, and we have used (2.166). Finally, by (2.172), the trace of κr at
large volume V is given by
Trκr = ∑
||~n||=1
N2−1
∑
u=1
κ~nu,~nur =−
2λ0
V
∫
ddxddy g furcAcµ(x)
(
M −1
)
~xr,~ys g fusdA
d
µ(y) . (2.176)
Other, perhaps more pathological, cases may be considered, but we shall assume that for the configu-
rations that dominate the Euclidean functional integral in the infinite-volume limit, it is justified, as it
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is in the two cases just considered. to replace the condition that all eigenvalues of κ be positive by the
condition that the sum of its eigenvalues be positive, Trκ > 0. In any case, this condition is weaker
than the one it replaces, just as the restriction to the Gribov region is weaker than the restriction to the
FMR. Consequently results obtained by this procedure will be an underestimate of the effect on QCD
dynamics of the restriction to the FMR.
In conclusion, the following quantity should be positive
Trκ= 2
(
2pi
L
)2(
d(N2−1)− 1
V
∫
ddx
∫
ddyg fba`Aaµ(x)(M −1)`mδ(x− y)g fbkmAkµ(y)
)
> 0 .
Therefore, we can set
Z =
∫
[dA]e−Seffθ(d(N2−1)V −H(A)) , (2.177)
where the integral extends over transverse configurations, Seff ≡ SYM− lndetM , where the “horizon
function” is given by
H(A) ≡
∫
ddx
∫
ddyg fba`Aaµ(x)(M −1)`mδ(x− y)g fbkmAkµ(y) . (2.178)
It takes its name because, at large volume, the Gribov horizon is given by
H(A) = d(N2−1)V. (2.179)
Note that the coefficient d(N2−1) is the number of components of the gluon field, Abµ.
The non-local GZ action
We start from (2.177), and we represent the θ-function, θ[d(N2−1)−H(A)] by its fourier decompo-
sition,21
θ[K(A)] =
1
2pii
∫ ∞
−∞
dω
(ω− iε) exp[iωK(A)], (2.180)
where, for convenience, we have written
K(A)≡ d(N2−1)−H(A) . (2.181)
Upon interchanging order of integration we obtain from (2.177)
Z =
1
2pii
∫ ∞
−∞
dω
(ω− iε) exp[W (iω)], (2.182)
where the “extended free energy” W (z), depending on the complex variable z, is defined by
expW (z)≡
∫
[dA] exp[zK(A)−Seff(A)]. (2.183)
21As before, we have suppressed the source term (J,A) in the action. This is justified in the present section, as long as
the source J(x) remains of compact support in the infinite-volume limit, because the relevant terms will turn out to be bulk
or extensive quantities, of the order of the Euclidean volume V .
47
The position of the iε allows us to continue the path of the ω integration into the lower half plane,
ω→ ω− iλ, with λ> 0, where we will look for a saddle point. The ω integration now reads
Z =
1
2pi
∫ ∞
−∞
dω exp[− ln(λ+ iω)+W (λ+ iω)], (2.184)
We look for a saddle point in λ at ω= 0. If so, it is located at a stationary point of
Φ(λ)≡− lnλ+W (λ), (2.185)
namely at the solution λ∗ of
∂Φ(λ)
∂λ
=
∂W (λ)
∂λ
− 1
λ
= 0. (2.186)
We have
expW (λ) =
∫
[dA]exp[λK(A)−Seff(A)], (2.187)
so
∂W (λ)
∂λ
= 〈K〉λ, (2.188)
where the subscript indicates that the expectation-value is in the ensemble (2.187), and the saddle-
point condition reads
〈K〉λ−
1
λ
= 0, (2.189)
or
〈H〉λ = d(N2−1)V −
1
λ
. (2.190)
It determines a solution λ = λ∗. Since the Gribov region is defined by H(A) ≤ d(N2−1)V , the sign
is correct for λ> 0.
We expand Φ(λ+ iω) about the saddle point λ∗, so the ω integration now reads, to leading order
Z =
1
2pi
exp[− lnλ∗+W (λ∗)] (2.191)
×
∫ ∞
−∞
dω exp
[
−∂
2Φ(λ)
∂λ2
∣∣∣
λ=λ∗
ω2/2)
]
.
Whether or not the saddle point method is justified and accurate depends on the sign and magnitude
of the second derivative,
∂2Φ(λ)
∂λ2
=
1
λ2
+
∂2W (λ)
∂λ2
=
1
λ2
+ 〈K2〉λ−〈K〉2λ
=
1
λ2
+ 〈H2〉λ−〈H〉2λ > 0. (2.192)
It is positive, because 1/λ2 is positive, as is the variance of any quantity, so the ω integration is splen-
didly convergent.
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We now come to an important point. The horizon function H(A) is a bulk or extensive quantity.
Indeed, from (2.178) it may be written as the integral over a density,
H(A) ≡
∫
ddx g fba`Aaµ(x)Nbl(x) . (2.193)
where
Nbl(x)≡
[
(M −1)`mg fbkmAkµ
]
(x) =
∫
ddy (M −1)`mδ(x− y)g fbkmAkµ(y). (2.194)
Shortly we will write it as an integral over a density which is a product of local fields. It is a general
property in statistical mechanics that the variance of a bulk quantity is of order V ,
〈H2〉λ−〈H〉2λ = O(V ). (2.195)
as is illustrated by the explicit calculation in the toy model, (2.129). This makes the coefficient, of
ω2, in the ω integration (2.191) also of order V , ∂
2Φ(λ)
∂λ2 = O(V ). Thus the width of the peak in ω is of
order ∆ω= O(V−1/2)→ 0, so the saddle-point approximation becomes accurate in the limit V → ∞,
and the ω integration contributes a factor of order V−1/2. Thus, we obtain for the partition function
Z ∼V−1/2 expW (λ∗). (2.196)
Again, it is a general property that the (extended) free energy W (λ) is a bulk quantity of order V , so
at large volume the coefficient may be neglected and from (2.187) we obtain the main result,
Z =
∫
[dA] exp{ λ[d(N2−1)V −H(A)]−Seff }, (2.197)
where λ has the value λ∗ determined by (2.190).
We have just seen that H is a bulk quantity H =O(V ). On the other hand λ∗ is a parameter, analogous
to the Boltzmann factor β= 1/kT , that remains finite in the limit V →∞, as we shall verify by explicit
calculation. Therefore the term 1/λ2 in the saddle-point equation (2.190) becomes negligible at large
V , so at large V we may write the saddle-point equation as
〈H(A)〉λ
V
= d(N2−1)−0+, (2.198)
where 0+ is an arbitrarily small positive number. Since the Gribov region is defined by H(A)≤ d(N2−
1)V , with H(A) = d(N2−1)V on the boundary, this equation shows that the probability distribution
of H(A) gets concentrated on the boundary ∂Ω in this limit. We call this equation the “horizon
condition.” It may also be written
∂ lnZ
∂λ
= 0+ (2.199)
In the following, we change notation slightly, by setting λ= γ4, and we write the last result as
Z =
∫
[dA][dc][dc]e−[SYM+Sgf+
∫
ddxh1(x)−γ4
∫
ddx d(N2−1)] , (2.200)
where h1(x) is given by
h1(x) = γ4
∫
ddyg fba`Aaµ(x)(M −1)`mδ(x− y)g fbkmAkµ(y) . (2.201)
The parameter γ is fixed by the gap equation
〈h1(x)〉γ = γ4d(N2−1)−0+ . (2.202)
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Remarks
One thing which needs to be pointed out, is what happens with the path integral at the boundary
of the Gribov region. At the boundary, one of the eigenvalues λ of the Faddeev-Popov operator M
approaches zero. Because h1 contains the inverse of the Faddeev-Popov operator, the probability in
the path integral vanishes rapidly; roughly speaking, a factor e−
1
λ enters the path integral. On the other
hand, we have argued that only the boundary of the Gribov region gives contributions for V →∞. This
could sound contradictory. However, we can give an example which demonstrates what is going on.
The path integral shall be a result of two competing functions. Firstly, we have a factor rN−1 stemming
from the integration, where N approaches infinity in the thermodynamic limit, and we simple take r
to represents the fields, while secondly, a factor e−
1
R−r , with R the size of the boundary, represents the
horizon function. The following function shows us what is going on in the path integral
lim
N→∞
rN−1e−
1
R−r . (2.203)
In the figures below, one can see how for larger N, this function evolves into a delta function
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Figure 2.7: Evolution of the expression (2.203) for growing N whereby we chose R = 3.
Another element which looks contradictory is the following. In perturbation theory, or for large
momenta, only the small area perturbing around A= 0 is important, while we have just shown that the
configurations get concentrated on the boundary of the Gribov region. Perhaps this can be explained
by noticing that the Gribov parameter γ2 cannot be accessed in perturbation theory. Indeed, as γ2 ∝
Λ2QCD ∝ e
− 1
g2 , perturbatively, γ= 0.
The correct horizon function
In order to establish renormalizability [22], and as an infrared regulator [108], the horizon function
(2.201) was refined into the function
Sh = lim
θ→0
∫
ddx h2(x) = lim
θ→0
∫
ddx
∫
ddy
(
Dacµ (x)γ
2(x)
)
(M −1)ab(x,y)
(
Dbcµ (y)γ
2(y)
)
, (2.204)
whereby γ(z) is defined through
γ2(z) = eiθzγ2 . (2.205)
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The limθ→0 operation corresponds to replacing the space time dependent γ2(z) with the constant Gri-
bov parameter γ2, and at θ= 0 we get Dacµ (x)γ2 = fabcgAbγ2, and so (2.201) is indeed recovered. We
note here that the limit, limθ→0, in expression (2.204) will be taken after an appropriate localization
of the horizon function, a point which we shall outline in detail in what follows.
In conclusion, by (2.200), the non-local action is given by
Snl = SYM+Sgf+Sh− γ4
∫
ddx d(N2−1) , (2.206)
with SYM the Yang-Mills action and Sgf the gauge fixing term, and the horizon condition reads, by
(2.199),
∂ lnZ
∂γ2
= 0+ (2.207)
or, from Z =
∫
[dΦ]e−Snl , where
∫
[dΦ] stands for integration over all fields,
〈h2(x)〉 = γ4d(N2−1)−0− , (2.208)
where h2(x) is defined in (2.204), and we have made use of translation invariance to eliminate a factor
V =
∫
ddx.
2.5.3 The local GZ action
In this section, we shall localize the action Snl by introducing some extra fields. Looking at the
following standard formula for Gaussian integration for a pair of bosonic fields, see expression (A.2)
Cdet−1Aexp
∫
ddxddy Ja(A−1)ab(x,y)Jb(y)
=
∫
[dϕ][dϕ]exp
[∫
ddxddy
(
−ϕa(x)Aab(x,y)ϕb(y)
)
+
∫
ddx
(
ϕaJa(x)+ϕa(x)Ja(x)
)]
, (2.209)
we observe that we can get rid of the inverse of the Faddeev-Popov operator in Sh, eq. (2.204), by
introducing new fields. For every index i, defined by . . .ai = . . .
ac
µ , we can write,
22 with A→−M , and
Jai = J
a
i = D
a
i γ2(x) = Dacµ γ2(x),
exp(−Sh) =
d(N2+1)
∏
i=1
detM
∫
[dϕ][dϕ] exp
(
lim
θ→0
[∫
ddx
∫
ddy ϕai (x)M ab(x,y)ϕbi (y)
+
∫
ddx
(
Dai (x)γ
2(x)
)
ϕai (x)+
(
Dai (x)γ
2(x)
)
ϕai (x)
])
, (2.211)
22The complex conjugate notation for ϕ and ϕ is purely formal, because, if taken literally, the integration (2.211) over ϕ
and ϕ would explode exponentially for positive eigenvalues ofM . To give a meaning to this integration, we write ϕai = iχai ,
and we take ϕai and χ
a
i to be a pair of real independent bose fields, so (2.209) correctly represents the identity∫
dϕdχ exp(iχM ϕ+ iχJ+ϕJ) =
∫
dφ δ(M φ+ J)exp(ϕJ) = det−1M exp(−JM −1J), (2.210)
for every real, non-singular matrix M and real J. We note that M need not be hermitian, as happens for M (A) when the
gauge condition is taken off-shell, ∂ ·A 6= 0. However there is no harm in writing ϕ for iχ.
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whereby we have introduced a pair of conjugate bosonic fields
(
ϕacµ ,ϕacµ
)
= (ϕai ,ϕai ). We can then also
lift the determinants detM into the exponential by introducing a pair of Grassmann fields
(
ωacµ ,ωacµ
)
= (ωai ,ωai ). Making use of the standard Gaussian formula for Grassmann variables
C (detA)exp
(
−
∫
ddxddy Jaω(x)(A
−1)ab(x,y)Jbω(y)
)
=
∫
[dω][dω]exp
[∫
ddxddy ωa(x)Aabωb(y)+
∫
ddx (Jaω(x)ω
a(x)+ωa(x)Jaω(x))
]
, (2.212)
whereby we set the sources Jaω and J
b
ω equal to zero, we obtain
exp(−Sh) =
d(N2+1)
∏
i=1
∫
[dω][dω][dϕ][dϕ]exp
[∫
ddx
∫
ddy
(
ϕai (x)M ab(x,y)ϕbi (y)
−ωai (x)M ab(x,y)ωbi (y)
)
+ lim
θ→0
∫
ddx
(
Dai (x)γ
2(x)
)
ϕai (x)+
(
Dai (x)γ
2(x)
)
ϕai (x)
]
.
By (2.206), the new localized action thus becomes
SGZ = S′0+Sγ , (2.213)
with
S′0 = SYM+Sgf+
∫
ddx
(
ϕacµ ∂νD
ab
ν ϕ
bc
µ −ωacµ ∂νDabν ωbcµ
)
, (2.214)
and
Sγ = − lim
θ→0
∫
ddx
[(
Dacµ (x)γ
2(x)
)
ϕacµ (x)+
(
Dacµ (x)γ
2(x)
)
ϕacµ (x)+ γ
4d(N2−1)]
= lim
θ→0
∫
ddx
[
γ2(x)Dcaµ
(
ϕacµ (x)+ϕ
ac
µ (x)
)− γ4d(N2−1)]
=
∫
ddx
[
γ2Dcaµ
(
ϕacµ (x)+ϕ
ac
µ (x)
)− γ4d(N2−1)] . (2.215)
Notice that, as already remarked, the limit θ→ 0, in equation (2.215) has been performed after lo-
calization. As one can see from (2.205), taking this limit is equivalent to setting γ2(x) equal to the
constant γ2. At the level of the classical action, total derivatives may be neglected, Sγ becomes
Sγ =
∫
ddx
[
γ2g f abcAaµ
(
ϕbcµ +ϕ
bc
µ
)
− γ4d(N2−1)
]
. (2.216)
Notice here that starting from the first horizon function h1(x) given in (2.201) and undertaking the
same procedure, we would end up with exactly the same action Sγ. This can be understood as we have
neglected the total derivatives. Although at the classical level the actions derived from h1(x) and h2(x)
are the same, at the quantum level they may be different.
We use the relation between the local action SGZ and the nonlocal action Snl
Z =
∫
[dA][db][dc][dc]e−Snl =
∫
[dA][db][dc][dc][dϕ][dϕ][dω][dω]e−SGZ . (2.217)
to obtain from the horizon condition ∂ lnZ∂γ2 = 0+ the local form
−〈g f abcAaµ(ϕbcµ +ϕbcµ )〉+2γ2d(N2−1) = 0+ , (2.218)
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where we have again used translation invariance to eliminate a volume factor V =
∫
ddx. Alternately
we can write the horizon condition as
− ∂Γ
∂γ2
= 0+ , (2.219)
where the “free energy,” −Γ, is defined by
e−Γ =
∫
[dΦ]e−SGZ , (2.220)
and
∫
[dΦ] stands for the integration over all the fields.
There exists a freedom of redefinition of fields and we shall perform a shift of the field ωai ,
ωai (x)→ ωai (x)+
∫
ddz(M −1)ad(x,z)g fdk`∂µ[(Dkeµ ce)(z)ϕ`i (z)] , (2.221)
so that the action becomes
SGZ = S0+Sγ , (2.222)
where S′0 has been replaced by S0
S0 = S′0+
∫
ddx
(
−g f abc∂µωai (Dbdµ cd)ϕci
)
, (2.223)
and an integration by parts on ∂µ has been performed. For reasons having to do with BRST symmetry,
this shift makes the action SGZ renormalizable [22], and in section 2.6, we shall present the proof
that it is. We would like to stress that this is far from trivial, especially since no new parameter is
needed to take into account vacuum divergences, which would lead to a modification of the vacuum
term −∫ ddx d(N2−1). In addition, the algebraic formalism employed in the next section also gives
a clean and simple argument why the extra term appearing in equation (2.223) is necessary, without
invoking the non-local shift (2.221).
Another way to see that the term −g f abc∂µωai (Dbdµ cd)ϕci is allowed is to observe that it gives the
action, considered in its dependence on the variables (c,ω) and (c,ω), the structure of a triangular
matrix, with terms in cc, ωω, and ωc, but no term in cω. It is easy to see by drawing diagrams that,
because of this triangular structure, any term in the action that involves ωc — whatever its precise
form may be — contributes only to diagrams with an entering c and an exiting ω. Thus the ωc terms
in the action do not affect correlators of pure gluons (and quarks), and we have the pleasant freedom
to choose them at our convenience.
2.5.4 The gluon and the ghost propagator
Now that we have the local GZ action at our disposal, we can easily calculate the gluon and ghost
propagator, at lowest order. We shall show that we obtain the same results as Gribov obtained, see
section 2.4.2.
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The gluon propagator
To calculate the tree level gluon propagator, we only need the free part of the action SGZ,
S0GZ =
∫
ddx
[1
4
(
∂µAaν−∂νAaµ
)2
+
1
2α
(
∂µAaµ
)2
+ϕabµ ∂
2ϕabµ
+γ2g f abcAaµ(ϕ
bc
µ +ϕ
bc
µ )+ . . .
]
, (2.224)
where the limit α→ 0 is understood in order to recover the Landau gauge. The . . . stands for the
constant term−d(N2−1)γ4 and other terms in the ghost- and ω,ω-fields irrelevant for the calculation
of the gluon propagator. We take γ2g to be of order g0, which is equivalent to the rescaling γ2→ γ2/g.
Next, we integrate out the ϕ- and ϕ-fields. As we are only interested in the gluon propagator, we
simply use the equations of motion, ∂S
0
GZ
∂ϕbcµ
= 0 and ∂S
0
GZ
∂ϕbcµ
= 0, which give
ϕbcµ = ϕ
bc
µ =
1
−∂2 γ
2g f abcAaµ . (2.225)
We use this result to rewrite S0GZ,
S0GZ =
∫
ddx
[
1
4
(
∂µAaν−∂νAaµ
)2
+
1
2α
(
∂µAaµ
)2
+ γ4g2 f abcAaµ
1
∂2
f dbcAdµ
−2γ4g( f abcAaµ
1
∂2
g f dbcAdµ)+ . . .
]
=
∫
ddx
[
1
4
(
∂µAaν−∂νAaµ
)2
+
1
2α
(
∂µAaµ
)2−Nγ4g2Aaµ 1∂2 Aaµ+ . . .
]
, (2.226)
where the last step relies on the relation (1.9). We continue rewriting S0GZ so we can easily read off
the gluon propagator
S0GZ =
∫
ddx
[
1
2
Aaµ∆
ab
µνA
b
ν+ . . .
]
,
∆abµν =
[(
−∂2− 2g
2Nγ4
∂2
)
δµν−∂µ∂ν
(
1
α
−1
)]
δab . (2.227)
The gluon propagator can be determined by taking the inverse of ∆abµν and converting it to momentum
space. Doing so, we find the following expression〈
Aaµ(p)A
b
ν(k)
〉
= δ(p+ k)(2pi)d
p2
p4+2g2Nγ4︸ ︷︷ ︸
D(p2)
[
δµν− pµ pνp2
]
δab ,
(2.228)
which is exactly the same expression as Gribov found, see equation (3.129). We can already observe
that this expression is suppressed in the infrared region, while displaying complex poles at p2 =±iγˆ2,
where γˆ4 ≡ 2g2Nγ4 is taken to be of order g0. This structure does not allow us to attach the usual
particle meaning to the gluon propagator, invalidating the interpretation of gluons as excitations of
the physical spectrum. In other words, gluons cannot be considered as part of the physical spectrum.
In this sense, they are confined by the Gribov horizon, whose presence is encoded in the explicit
dependence of the propagator on the Gribov parameter γ.
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The ghost propagator
We shall calculate the ghost propagator to one-loop order, see figure 2.8, taking into account the
horizon condition (2.219).
+
Figure 2.8: The one loop corrected ghost propagator.
In momentum space, the ghost propagator is given by〈
ca(p)cb(k)
〉
= δab(2pi)dδ(k− p)G(k2) , (2.229)
whereby
G(k2) =
1
k2
+
1
k2
[
g2
N
N2−1
∫ ddq
(2pi)4
(k−q)µkν
(k−q)2
q2
q4+2g2Nγ4
]
Pµν(q)
1
k2
=
1
k2
(1+σ(k2))+O(g4) , (2.230)
with
σ(k2) = Ng2
1
k2
∫ ddq
(2pi)d
(k−q)µkν
(k−q)2
q2
q4+2g2Nγ4
(
δµν− qµqνq2
)
= Ng2
kµkν
k2
∫ ddq
(2pi)d
1
(k−q)2
q2
q4+2g2Nγ4
(
δµν− qµqνq2
)
, (2.231)
which is identical to expression (2.106), apart from the redefinition of γ. Resumming the one-particle
reducible diagrams gives
G(k2) =
1
k2
1
1−σ(k2) . (2.232)
We are again interested in the low momentum behavior and therefore calculate σ(0),
σ(0) = Ng2
kµkν
k2
δµν
d−1
d
∫ ddq
(2pi)d
1
q2
q2
q4+2g2Nγ4
= Ng2
d−1
d
∫ ddq
(2pi)d
1
q4+2g2Nγ4
. (2.233)
Notice the dimensional regularization that is necessary to make this integral well defined.
To calculate it, we invoke the gap equation (2.219). Firstly, we calculate the effective action. The
one loop effective action Γ(1)γ is obtained from the quadratic part of our action S0GZ
e−Γ
(1)
γ =
∫
[dΦ]e−S
0
GZ , (2.234)
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with
S0GZ =
∫
ddx
[
1
4
(
∂µAaν−∂νAaµ
)2
+
1
2α
(
∂µAaµ
)2−Nγ4g2Aaµ 1∂2 Aaµ−d(N2−1)γ4+ . . .
]
.
Notice that we need to keep the constant term −d(N2 − 1)γ4 as it enters the horizon condition.
A straightforward calculation gives the one loop effective action in d dimensions,
Γ(1)γ = −d(N2−1)γ4+ (N
2−1)
2
(d−1)
∫ ddq
(2pi)d
ln
q4+2g2Nγ4
q2
. (2.235)
Now we can apply the gap equation (2.219),
∂Γ(1)γ
∂γ2
=−2γ2d(N2−1)+2g2N(N2−1)γ2(d−1)
∫ ddq
(2pi)d
1
q4+2g2Nγ4
= 0 , (2.236)
or thus
1 = g2N
d−1
d
∫ ddq
(2pi)d
1
q4+2g2Nγ4
, (2.237)
which exactly expresses
σ(0) = 1 , (2.238)
see expression (2.233). By (2.232) this means that the ghost propagator is enhanced, just as we
expected from the semi-classical calculation of Gribov. Moreover, this result has been explicitly
checked up to two loops, see [114, 115]. A more detailed calculation to this order yields
G(k2)∼ 1
(k2)2
, (2.239)
as originally found by Gribov.
2.6 Algebraic renormalization of the GZ action
We shall now prove that the GZ action is renormalizable to all orders by using algebraic renormaliza-
tion, see [116, 117]. In [54] and [22], it was first shown that the GZ action was renormalizable. The
Ward identities in the form given below were first given in [19]. A first algebraic proof was given in
[83], and made complete in [21]. A recent alternative proof can be found in [118]. While the proof of
renormalizability is technical, the underlying reason is simple: the term Sγ, given below, that breaks
BRST symmetry is soft, of dimension 2.
2.6.1 The starting action and BRST
We start with the action
SGZ = SYM+Sgf+S0+Sγ , (2.240)
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with
S0 =
∫
ddx
[
ϕai ∂µ
(
Dabµ ϕ
b
i
)
−ωai ∂µ
(
Dabµ ω
b
i
)
−g f abc∂µωai
(
Dbdµ c
d
)
ϕci
]
,
Sγ = −γ2g
∫
ddx
(
f abcAaµϕ
bc
µ + f
abcAaµϕ
bc
µ +
d
g
(
N2−1)γ2) . (2.241)
We recall that we have simplified the notation of the additional fields
(
ϕacµ ,ϕacµ ,ω
ac
µ ,ωacµ
)
in S0 as S0
displays a symmetry with respect to the composite index i = (µ,c). Therefore, we have set(
ϕacµ ,ϕ
ac
µ ,ω
ac
µ ,ω
ac
µ
)
= (ϕai ,ϕ
a
i ,ω
a
i ,ω
a
i ) . (2.242)
The BRST variations (2.42) can be logically extended for all the fields,
sAaµ =−(Dµc)a , sca =
1
2
g f abccbcc ,
sca = ba , sba = 0 ,
sϕai = ω
a
i , sω
a
i = 0 ,
sωai = ϕ
a
i , sϕ
a
i = 0 , (2.243)
and remains nilpotent, s2 = 0. We note that S0 is BRST-exact,
S0 = s
∫
ddx ωai ∂µ
(
Dabµ ϕ
b
i
)
, (2.244)
and the action of s on the field A hidden in Dabµ = D
ab
µ (A) explains the origin of the third term of S0,
eq. (2.241). Consequently the term S0 is an allowed gauge-fixing term within the BRST approach [22]
that has no effect whatsover on the expectation-value of gauge-invariant quantities. However in the
GZ action, SGZ = S0+Sγ, the γ-dependent term, Sγ, breaks this BRST symmetry [54, 39],
sSGZ = sSγ = −gγ2
∫
ddx f abc
[
Aaµω
bc
µ −
(
Damµ c
m)(ϕbcµ +ϕbcµ )] . (2.245)
However the breaking is soft because the mass dimension of the integrand here, and also in Sγ, is
2, instead of 4 (in 4 dimensions). In section 3.4, we shall elaborate on the meaning of this BRST
breaking.
[As shown below (2.223), we have the freedom to modify the action by adding any term in ωc.
This allows us to write the starting action in the alternate form,
ŜGZ = SYM+Sgf+S0+ Ŝγ , (2.246)
where
Ŝγ ≡−γ2g
∫
ddx
(
f abcAaµϕ
bc
µ + s f
abcAaµω
bc
µ +
d
g
(
N2−1)γ2) . (2.247)
For we have
Ŝγ = −γ2g
∫
ddx
(
f abcAaµϕ
bc
µ + f
abc(Aaµϕ
bc
µ +D
ad
µ c
dωbcµ )+
d
g
(
N2−1)γ2) ,
= Sγ− γ2g
∫
ddx f abcDadµ c
dωbcµ , (2.248)
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which indeed differs from Sγ, eq. (2.241), by a term in ωc. Note that the second term in Ŝγ is s-exact.
This will simplify the renormalization somewhat, as we shall note parenthetically along the way.]
In order to discuss the renormalizability of SGZ [or ŜGZ], we should treat the breaking as a com-
posite operator to be introduced into the action by means of a suitable set of external sources. This
procedure can be done in a BRST invariant way, by embedding SGZ into a larger action, namely
ΣGZ = SYM+Sgf+S0+Ss , (2.249)
where
Ss = s
∫
ddx
(
−Uaiµ Dabµ ϕbi −V aiµ Dabµ ωbi −Uaiµ V aiµ +T aiµ g fabcDbdµ cdωci
)
=
∫
ddx
(
−Maiµ Dabµ ϕbi −g f abcUaiµ Dbdµ cdϕci +Uaiµ Dabµ ωbi −Naiµ Dabµ ωbi −V aiµ Dabµ ϕbi
+g f abcV aiµ D
bd
µ c
dωci −Maiµ V aiµ +Uaiµ Naiµ +Raiµ g f abcDbdµ cdωci +T aiµ g fabcDbdµ cdϕci
)
.
(2.250)
We have introduced 3 new doublets (Uaiµ , M
ai
µ ), (V
ai
µ , N
ai
µ ) and (T
ai
µ , R
ai
µ ) with the following BRST
transformations, and
sUaiµ = M
ai
µ , sM
ai
µ = 0 ,
sV aiµ = N
ai
µ , sN
ai
µ = 0 ,
sT aiµ = R
ai
µ , sR
ai
µ = 0 . (2.251)
We have therefore restored the broken BRST at the expense of introducing new sources. However, we
do not want to alter our original theory SGZ. Therefore, at the end, we have to set the sources equal to
the following “physical” values:
Uaiµ
∣∣
phys = N
ai
µ
∣∣
phys = T
ai
µ
∣∣
phys = 0 ,
Mabµν
∣∣
phys = V
ab
µν
∣∣
phys =− Rabµν
∣∣
phys = γ
2δabδµν , (2.252)
which yields
SGZ = ΣGZ|phys . (2.253)
The doublet (T aiµ , R
ai
µ ) was introduced in [21] and provides for the first time a correct algebraic renor-
malization of the action SGZ given in (2.240). This happens because the terms g f abcV aiµ D
bd
µ c
dωci and
Raiµ g f
abcDbdµ c
dωci cancel at the physical value.
[Alternatively we may embed ŜGZ into a larger action,
Σ̂GZ = SYM+Sgf+S0+ Ŝs , (2.254)
where
Ŝs ≡ Ss|R=T=0 (2.255)
depends on only the two doublets, (U,M) and (V,N). The original action ŜGZ is regained at the
physical values of the sources U, M, V, N,
ŜGZ = Σ̂GZ
∣∣∣
Uphys, Mphys, Vphys, Nphys
. (2.256)
We shall provide an algebraic renormalization of ŜGZ.]
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Table 2.1: Quantum numbers of the fields.
Aaµ c
a ca ba ϕai ϕ
a
i ωai ω
a
i
dimension 1 0 2 2 1 1 1 1
ghost number 0 1 −1 0 0 0 1 −1
Q f -charge 0 0 0 0 1 −1 1 −1
Table 2.2: Quantum numbers of the sources.
Uaiµ M
ai
µ N
ai
µ V
ai
µ R
ai
µ T
ai
µ K
a
µ L
a
2 2 2 2 2 2 3 4
−1 0 1 0 0 -1 −1 −2
−1 −1 1 1 1 1 0 0
2.6.2 The Ward identities
Following the procedure of algebraic renormalization outlined in [116], we should try to find all
possible Ward identities. Before doing this, in order to be able to write the Slavnov-Taylor identity,
we first have to couple all nonlinear BRST transformations to a new source. Looking at (2.243), we
see that only Aaµ and c
a transform nonlinearly under the BRST s. Therefore, we add the following
term to the action ΣGZ,
Sext =
∫
ddx
(
−Kaµ (Dµc)a+
1
2
gLa f abccbcc
)
, (2.257)
with Kaµ and L
a two new sources which shall be put to zero at the end,
Kaµ
∣∣
phys = L
a|phys = 0 . (2.258)
These sources are invariant under the BRST transformation,
sKaµ = 0 , sL
a = 0 . (2.259)
The new action is therefore given by
Σ′GZ = ΣGZ+Sext . (2.260)
The next step is now to find all the Ward identities obeyed by the action Σ′GZ. We have listed all the
identities below:
1. The Slavnov-Taylor identity is given by
S(Σ′GZ) = 0 , (2.261)
with
S(Σ′GZ) =
∫
ddx
(
δΣ′GZ
δKaµ
δΣ′GZ
δAaµ
+
δΣ′GZ
δLa
δΣ′GZ
δca
+ba
δΣ′GZ
δca
+ϕai
δΣ′GZ
δωai
+ωai
δΣ′GZ
δϕai
+Maiµ
δΣ′GZ
δUaiµ
+Naiµ
δΣ′GZ
δV aiµ
+Raiµ
δΣ′GZ
δT aiµ
)
.
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2. The U( f ) invariance is given by
Ui jΣ′GZ = 0 , (2.262)
Ui j =
∫
ddx
(
ϕai
δ
δϕaj
−ϕaj
δ
δϕai
+ωai
δ
δωaj
−ωaj
δ
δωai
−Ma jµ
δ
δMaiµ
−Ua jµ
δ
δUaiµ
+Naiµ
δ
δNa jµ
+V aiµ
δ
δV a jµ
+Ra jµ
δ
δRaiµ
+T a jµ
δ
δT aiµ
)
.
By means of the diagonal operator Q f =Uii, the i-valued fields and sources turn out to possess
an additional quantum number. One can find all quantum numbers in Table 2.1 and Table 2.2.
3. The Landau gauge condition reads
δΣ′GZ
δba
= ∂µAaµ . (2.263)
4. The antighost equation yields
δΣ′GZ
δca
+∂µ
δΣ′GZ
δKaµ
= 0 . (2.264)
5. The linearly broken local constraints yield
δΣ′GZ
δϕai
+∂µ
δΣ′GZ
δMaiµ
+g fdbaT diµ
δΣ′GZ
δKbiµ
= g f abcAbµV
ci
µ ,
δΣ′GZ
δωai
+∂µ
δΣ′GZ
δNaiµ
−g f abcωbi
δΣ′GZ
δbc
= g f abcAbµU
ci
µ . (2.265)
6. The exact Ri j symmetry reads
Ri jΣ′GZ = 0 , (2.266)
with
Ri j =
∫
ddx
(
ϕai
δ
δωaj
−ωaj
δ
δϕai
+V aiµ
δ
δNa jµ
−Ua jµ
δ
δMaiµ
+T aiµ
δ
δRa jµ
)
. (2.267)
7. The integrated Ward identity is given by
Fi Σ′GZ ≡
∫
ddx
(
ca
δΣ′GZ
δωai
+ωai
δΣ′GZ
δca
+Uaiµ
δΣ′GZ
δKaµ
)
= 0 . (2.268)
8. Due to the presence of the sources T aiµ and R
ai
µ , the Ghost-Ward identity is broken, an identity
which is important in ordinary Yang-Mills theory. However, it shall turn out that this is not a
problem for the renormalization procedure being undertaken.
[The alternate action,
Σ̂′GZ ≡ Σ̂GZ+Sext , (2.269)
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satisfies the above 7 Ward identities with R = T = 0. In addition it satisfies the Ghost-Ward
identity which is characteristic of Faddeev-Popov theory in the Landau gauge,
Ga Σ̂′GZ = ∆acl , (2.270)
with
Ga =
∫
ddx
[
δ
δca
+g f abc
(
cb
δ
δbc
+ϕbi
δ
δωci
+ωbi
δ
δϕci
+V ibµ
δ
δNicµ
+U ibµ
δ
δMicµ
)]
,
(2.271)
and
∆acl = g
∫
d4x f abc
(
Kbµ A
c
µ−Lbcc
)
, (2.272)
where all fermionic derivatives are left derivatives. This Ghost-Ward identity, which is not
satisfied by SGZ, simplifies the proof of renormalizability of ŜGZ.]
2.6.3 The counter-term
The next step in the algebraic renormalization is to translate all these symmetries into constraints on
the counter-term ΣcGZ, which is an integrated polynomial in the fields and sources of dimension four
and with ghost number zero. The classical action Σ′GZ changes under quantum corrections according
to
Σ′GZ→ Σ′GZ+hΣcGZ , (2.273)
whereby h is the perturbation parameter. Demanding that the perturbed action (Σ′GZ + hΣcGZ) fulfills
the same set of Ward identities obeyed by Σ′GZ, see [116], it follows that the counterterm ΣcGZ is
constrained by the following identities.
[In the alternate formulation we have
Σ̂′GZ→ Σ̂′GZ+hΣ̂cGZ . (2.274)
The 7 identities listed below that are satisfied by the counter-term ΣcGZ are also satisfied by Σ̂
c
GZ, with
R = T = 0. As in Faddeev-Popov theory in the Landau gauge, it also satisfies the integrated Ghost-
Ward identity,
Ga Σ̂cGZ = 0 , (2.275)
which is not satisfied by ΣcGZ.]
1. The linearized Slavnov-Taylor identity yields
BΣcGZ = 0 , (2.276)
with B the nilpotent linearized Slavnov-Taylor operator,
B =
∫
d4x
(δΣ′GZ
δKaµ
δ
δAaµ
+
δΣ′GZ
δAaµ
δ
δKaµ
+
δΣ′GZ
δLa
δ
δca
+
δΣ′GZ
δca
δ
δLa
+ba
δ
δca
+ϕai
δ
δωai
+ωai
δ
δϕai
+Maiµ
δ
δUaiµ
+Naiµ
δ
δV aiµ
+Raiµ
δ
δT aiµ
)
, (2.277)
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and
B2 = 0 . (2.278)
2. The U( f ) invariance reads
Ui jΣcGZ = 0 . (2.279)
3. The Landau gauge condition
δΣcGZ
δba
= 0 . (2.280)
4. The antighost equation
δΣcGZ
δca
+∂µ
δΣcGZ
δKaµ
= 0 . (2.281)
5. The linearly broken local constraints yield(
δ
δϕai
+∂µ
δ
δMaiµ
+∂µ
δ
δMaiµ
+g fabcT biµ
δ
δKciµ
)
ΣcGZ = 0 ,(
δ
δωai
+∂µ
δ
δNaiµ
−g f abcωbi
δ
δbc
)
ΣcGZ = 0 . (2.282)
6. The exact Ri j symmetry reads
Ri jΣcGZ = 0 , (2.283)
with Ri j given in (2.267).
7. Finally, the integrated Ward identity becomes
∫
ddx
(
ca
δΣcGZ
δωai
+ωai
δΣcGZ
δca
+Uaiµ
δΣcGZ
δKaµ
)
= 0 . (2.284)
Now we can write down the most general counterterm ΣcGZ of d = 4, which obeys the linearized
Slavnov-Taylor identity, has ghost number zero, and vanishing Q f number,
ΣcGZ = a0SYM+B
∫
ddx
{
a1Kaµ A
a
µ+a2∂µc
aAaµ+a3 L
aca+a4Uaiµ ∂µϕ
a
i +a5V
ai
µ ∂µω
a
i
+a6ωai ∂
2ϕai +a7U
ai
µ V
ai
µ +a8g f
abcUaiµ ϕ
b
i A
c
µ+a9g f
abcV aiµ ω
b
i A
c
µ
+a10g f abcωai A
c
µ ∂µϕ
b
i +a11g f
abcωai (∂µA
c
µ)ϕ
b
i +b1R
ai
µ U
ai
µ +b2T
ai
µ M
ai
µ
+b3g fabcRaiµ ω
b
i A
c
µ+b4g fabcT
ai
µ ϕ
b
i A
c
µ+b5R
ai
µ ∂µω
a
i +b6T
ai
µ ∂µϕ
a
i
}
, (2.285)
with a0, . . . ,a11 and b1, . . . ,b6 arbitrary parameters. Now we can unleash the constraints on the coun-
terterm. Firstly, although the ghost Ward identity (2.270) is broken, we know that this is not so in
the standard Yang-Mills case. Therefore, we can already set a3 = 0 as this term is not allowed in the
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counterterm of the standard Yang-Mills action, which is a special case of the action we are studying.23
[In the alternate formulation we have an identical expansion for Σ̂cGZ, but with b1 = . . .= b6 = 0.
The integrated Ghost-Ward identity, G Σ̂cGZ = 0, yields a3 = 0 as in Faddeev-Popov theory in the
Landau gauge. This simplifies the above argument that a3 = 0.]
Secondly, due to the Landau gauge condition (2.280) and the antighost equation (2.281) we find,
a1 = a2 . (2.286)
Next, the linearly broken constraints (5) give the following relations
a1 =−a8 =−a9 = a10 = a11 =−b3 = b4 ,
a4 = a5 =−a6 = a7 , b1 = b2 = b5 = b6 = 0 . (2.287)
The Ri j symmetry does not give any new information, while the integrated Ward identity relates the
two previous strings of parameters:
a1 = −a8 = −a9 = a10 = a11 = −b3 = b4 ≡ a4 = a5 = −a6 = a7 . (2.288)
Taking all this information together, we obtain the following counterterm
Σc = a0SY M +a1
∫
ddx
(
Aaµ
δSY M
δAaµ
+∂µca∂µca+Kaµ∂µc
a+Maiµ ∂µϕ
a
i −Uaiµ ∂µωai
+Naiµ ∂µω
a
i +V
ai
µ ∂µϕ
a
i +∂µϕ
a
i ∂µϕ
a
i +∂µω
a
i ∂µω
a
i +V
ai
µ M
ai
µ −Uaiµ Naiµ −g fabcUaiµ ϕbi ∂µcc
−g fabcV aiµ ωbi ∂µcc−g fabc∂µωai ϕbi ∂µcc−g fabcRaiµ ∂µcbωci +g fabcT aiµ ∂µcbϕci
)
. (2.289)
2.6.4 The renormalization factors
As a final step, we have to show that the counterterm (2.289) can be reabsorbed by means of a mul-
tiplicative renormalization of the fields and sources. We set φ = (Aaµ,ca,ca,ba,ϕai ,ϕ
a
i ,ωai ,ω
a
i ) and
Φ= (Kaµ ,La,Maiµ ,Naiµ ,V aiµ ,Uaiµ ,Raiµ ,T aiµ ), and we define the renormalization constants
g0 = Zgg
φ0 = Z
1/2
φ φ
Φ0 = ZΦΦ, (2.290)
If we try to absorb the counterterm into the original action, we easily find,
Zg = 1−ha02 ,
Z1/2A = 1+h
(a0
2
+a1
)
, (2.291)
23In particular, since we will always assume the use of a mass independent renormalization scheme, we may compute a3
with all external mass scales (= sources) equal to zero. Said otherwise, a3 is completely determined by the dynamics of the
original Yang-Mills action, in which case it is known to vanish to all orders.
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and
Z1/2c = Z
1/2
c = Z
−1/4
A Z
−1/2
g = 1−ha12 ,
Zb = Z−1A ,
ZK = Z
1/2
c ,
ZL = Z
1/2
A . (2.292)
The results (2.291) and (2.292) are already known from the renormalization of the original Yang-Mills
action in the Landau gauge. Further, we also obtain
Z1/2ϕ = Z
1/2
ϕ = Z
−1/2
g Z
−1/4
A = 1−h
a1
2
,
Z1/2ω = Z
−1/2
A ,
Z1/2ω = Z
−1
g ,
ZM = 1−ha12 = Z
−1/2
g Z
−1/4
A ,
ZN = Z
−1/2
A ,
ZU = 1+h
a0
2
= Z−1g ,
ZV = 1−ha12 = Z
−1/2
g Z
−1/4
A ,
ZT = 1+h
a0
2
= Z−1g ,
ZR = 1−ha12 = Z
−1/2
g Z
−1/4
A . (2.293)
This concludes the proof of the renormalizability of the action (2.240) which is the physical limit of
Σ′GZ. Notice that in the physical limit (2.252), we have that
Zγ2 = Z
−1/2
g Z
−1/4
A . (2.294)
2.7 Relation between Gribov no-pole condition and the GZ action
To end this chapter, we would like to point out that the equivalence between the no-pole condition and
Zwanziger’s horizon condition has been checked up to third order in the gauge fields. All the details
of the calculation can be found in [119].
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Chapter 3
Features of the GZ action
In this section we shall elaborate on the GZ action by discussing a variety of topics. Firstly, we shall
calculate all the propagators of this action and discuss the transversality of the gluon propagator. Sec-
ondly, we devote some effort to scrutinizing the BRST breaking of the GZ action and its consequences.
We shall also demonstrate how one can restore this broken BRST by the introduction of additional
fields. Next, we shall briefly touch the hermiticity of the GZ action and we shall also devote some
words on the form of the horizon function in relation to renormalizability. Finally, we shall consider
the Kugo-Ojima criterion in relation to the GZ action.
3.1 The propagators of the GZ action
Firstly, we shall calculate all the propagators of the GZ action, which is useful when doing loop
calculations with the GZ action. We start by taking only the quadratic part SRGZ of the action SGZ into
account
SRGZ =
∫
d4x
[1
4
(∂µAaν−∂νAaµ)2+ba∂µAaµ+ ca∂2µca+ϕai ∂2µϕai −ωai ∂2µωai − γ2g f abcAaµϕbcµ
− γ2g f abcAaµϕbcµ
]
. (3.1)
We see three different parts appear:
SRGZ =
∫
d4x
[Aaµ
2
(−∂2δµν+∂µ∂ν)δabAbν+
1
2
ba∂µAaµ−
1
2
∂µbaAaµ+ϕ
ab
µ ∂
2ϕabµ
− γ2g f abcAaµ(ϕbcµ +ϕbcµ )
]
+
∫
d4x
[
ωai (−∂2)ωai
]
+
∫
d4x
[
ca∂2µc
a
]
. (3.2)
The ωω propagator
The goal is to calculate the propagator 〈
ω˜
a
µ(p)ω˜
b
ν(k)
〉
. (3.3)
As we are working in Euclidean space, the path integral is given by
P =
∫
[dΦ]e−SGZ , (3.4)
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with [dΦ] the integration over all the fields. In order to calculate the propagator in momentum space
we can now employ formula (A.3)
I =
∫
[dω][dω]exp
[∫
ddxddy ωµ(x)Aµν(x,y)ων(y)+
∫
ddx (Jµω(x)ωµ(x)+ων(x)Jνω(x))
]
=C detAexp
[
−
∫
ddxddy Jµω(x)A−1µν (x,y)J
ν
ω(y)
]
, (3.5)
where in our case:
A(x,y) = δ(x− y)(∂2)δµν ,
A−1(x,y) = δ(x− y) 1
∂2
δµν . (3.6)
Now going to Fourierspace,
I =
∫
[dω][dω]exp
[∫ dd p
(2pi)d
ω˜(−p)(−p2)ω˜(p)+
∫ dd p
(2pi)d
(J˜ω(−p)ω˜(p)+ ω˜(p)J˜ω(−p))
]
=C detAexp
[
−
∫ dd p
(2pi)d
J˜ω(−p) 1p2 J˜ω(p)
]
, (3.7)
we can calculate the propagator in Fourierspace:
−(2pi)8 δ
δJ˜ω(−p)
δ
δJ˜ω(−k)
I
∣∣∣∣
J=0
=
〈
ω˜
ab
µ (p)ω˜
cd
ν (k)
〉
= δacδbdδµν
−1
p2
δ(p+ k)(2pi)4 . (3.8)
The ghost propagator
Completely analogously, we find〈
c˜
a
(k)c˜b(p)
〉
= δab
1
p2
(2pi)4δ(p+ k) . (3.9)
The mixed operators
For the final part, we shall use the following general formula,
I(A,J) =
∫
[dϕ]exp
[
−1
2
∫
ddxddy ϕ(x)A(x,y)ϕ(y)+
∫
ddx ϕ(x)J(x)
]
= C(detA)−1/2 exp
[
1
2
∫
ddxddy J(x)A−1(x,y)J(y)
]
. (3.10)
However, as we see in the action (3.2) we need to rewrite the complex conjugate Bose fields ϕ and ϕ
in terms of real fields. Therefore, we shall introduce the real fields U and V
ϕabµ =
V abµ + iU
ab
µ
2
,
ϕabµ =
V abµ − iUabµ
2
. (3.11)
66
We can thus rewrite the relevant part of the action as
S′RGZ =
∫
d4x
[Aaµ
2
(−∂2δµν+∂µ∂ν)δabAbν+
1
2
ba∂µAaµ−
1
2
∂µbaAaµ+
1
4
(
V abµ ∂
2V abµ +U
ab
µ ∂
2Uabµ
)
− 1
2
γ2g f abcAaµV
bc
µ −
1
2
γ2g f abcAaµV
bc
µ
]
. (3.12)
We rewrite this in matrixform as
exp[−S′RGZ] = exp[−
1
2
∫
d4x
[
Aaµ(x) b
m(x) V k`α (x) U
k`
α (x)
]︸ ︷︷ ︸
X
×

−∂2Pµνδab −∂µδan −γ2g f ai jδµκ 0
∂µδbm 0 0 0
−γ2g f bk`δαν 0 12∂2 0
δακδkiδ` j
0 0 0 12∂
2
δβλδspδtq

︸ ︷︷ ︸
A

Abν(x)
bn(x)
V i jκ (x)
U pqλ (x)

] ,
where
Pµν = δµν− ∂µ∂ν∂2 , Lµν =
∂µ∂ν
∂2
, (3.13)
are the respective transverse and longitudinal projectors. Notice that we have rewritten (3.12) in a
symmetric way. Now we can apply the general formula (3.10), meaning that we have to find the
inverse of A.
−∂2Pµνδab −∂µδan −γ2g f ai jδµκ 0
∂νδmb 0 0 0
−γ2g f bk`δαν 0 12∂2 0
δακδkiδ` j
0 0 0 12∂
2
δβλδspδtq


Ab cν τ B
b o
ν C
b xy
ν ω D
b gh
ν χ
En cτ F
n o Gn xyω H
n gh
χ
Ii j cκ τ J
i j o
κ K
i j xy
κ ω L
i j gh
κ χ
Mpq cλ τ N
pq o
λ O
pq xy
λ ω P
pq gh
λ χ

︸ ︷︷ ︸
A−1
=

δacδµτ 0 0 0
0 δmo 0 0
0 0 δkxδ`yδαω 0
0 0 0 δsgδthδβχ

.
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After some calculation we find for A−1(x):
δbc
[
−∂2
∂4+2Ng2γ4 Pντ
]
∂ν
∂2 δ
bo f bxyPνω
−2gγ2
∂4+2g2Nγ4 0
∂τδnc−1∂2 δ
no 2g2Nγ4
∂4 f
nxy∂ω−2gγ
2
∂4 0
Pκτ f i jc
−2gγ2
∂4+2g2Nγ4 ∂κ f
i jo−2gγ2
∂4 f
i jr f xyrPκω
4g2γ4
(−∂2)(∂4+2g2Nγ4) 0
+ −2−∂2 δ
ixδ jyδκω
0 0 0 −2−∂2 δ
pgδqhδλχ

.
For the propagators, we need to go to Fourierspace,∫
[dϕ]exp
[
−1
2
∫
ddx X(x)A(x)XT (x)+
∫ dd p
(2pi)d
X˜(−p)J˜(p)
]
=C(detA)−1/2 exp
1
2
∫ dd p
(2pi)d
J˜T (−p)A−1(p)J˜(p) , (3.14)
with
J˜T =
[
JA Jb JV JU
]
, (3.15)
and A−1(p) given by
δbc
[
p2
p4+2Ng2γ4 Pντ
]
−ipν
p2 δ
bo f bxyPνω
−2gγ2
p4+2g2Nγ4 0
ipτδnc 1p2 δ
no 2g2Nγ4
p4 f
nxyipω
−2gγ2
p4 0
Pκτ f i jc
−2gγ2
p4+2g2Nγ4 ∂κ f
i jo−2gγ2
p4 f
i jr f xyrPκω
4g2γ4
p2(p4+2g2Nγ4) 0
+−2p2 δ
ixδ jyδκω
0 0 0 −2p2 δ
pgδqhδλχ

.
We now have all the ingredients to calculate the propagators.
AA-propagator
We have for example,
δ
δJ˜Aaµ(−p)
δ
δJ˜Abν(−k)
I =
1
(2pi)8
〈
A˜aµ(p)A˜
b
ν(k)
〉
=
1
(2pi)4
δabδ(k+ p)
[
p2
p4+2Ng2γ4
Pµν
]
,
or equivalently 〈
A˜aµ(p)A˜
b
ν(k)
〉
=
p2
p4+λ4
Pµνδabδ(k+ p)(2pi)4 , (3.16)
where we have defined
λ4 = 2Ng2γ4 . (3.17)
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Ab-propagator
Next,
δ
δJ˜Aaµ(−p)
δ
δJ˜bb(−k)
I =
1
(2pi)8
〈
A˜aµ(p)b˜
c(k)
〉
= −i pµ
p2
δab
δ(p+ k)
(2pi)4
, (3.18)
or thus 〈
A˜aµ(p)b˜
b(k)
〉
= −i pµ
p2
δabδ(p+ k)(2pi)4 . (3.19)
bb-propagator
〈
ba(p)bb(k)
〉
= δab
λ4
p4
δ(p+ k)(2pi)4 . (3.20)
The propagators with U and V
In an analogue fashion, we find〈
A˜aµ(p)V˜
bc
ν (k)
〉
= f abc
−2gγ2
p4+λ4
Pµν(p)(2pi)4δ(p+ k) ,〈
b˜a(p)V˜ bcν (k)
〉
= f abcipν
−2gγ2
p2(p2
(2pi)4δ(p+ k) ,〈
V˜ abµ (p)V˜
cd
ν (k)
〉
=
(
f abr f cdrPµν
4g2γ4
p2(p4+2g2Nγ4)
+
−2
p2
δacδbdδµν
)
(2pi)4δ(p+ k) ,〈
U˜abµ (p)U˜
cd
ν (k)
〉
=
−2
p2
δacδbdδµν(2pi)4δ(p+ k) ,〈
A˜aµ(p)U˜
bc
ν (k)
〉
=
〈
b˜a(p)U˜bcν (k)
〉
=
〈
V˜ abν (p)U˜
cd
ν (k)
〉
= 0 , (3.21)
which can be rewritten in terms of ϕ and ϕ again,〈
A˜aµ(p)ϕ˜
bc
ν (k)
〉
=
〈
A˜aµ(p)ϕ˜
bc
ν (k)
〉
= f abc
−gγ2
p4+λ4
Pµν(p)(2pi)4δ(p+ k) ,〈
b˜a(p)ϕ˜bcν (k)
〉
=
〈
b˜a(p)ϕ˜
bc
ν (k)
〉
= f abcipν
−gγ2
p4
(2pi)4δ(p+ k) ,〈
ϕ˜abµ (p)ϕ˜
cd
ν (k)
〉
=
(
f abr f cdrPµν
g2γ4
p2(p4+2g2Nγ4)
+
−1
p2
δacδbdδµν
)
(2pi)4δ(p+ k) ,〈
ϕ˜abµ (p)ϕ˜
cd
ν (k)
〉
=
〈
ϕ˜
ab
µ (p)ϕ˜
cd
ν (k)
〉
= f abr f cdrPµν
g2γ4
p2(p4+2g2Nγ4)
(2pi)4δ(p+ k) .
(3.22)
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In summary, we have the following large set of propagators in the theory:〈
ω˜
ab
µ (k)ω˜
cd
ν (p)
〉
= δacδbdδµν
−1
p2
δ(p+ k)(2pi)4 ,〈
c˜
a
(k)c˜b(p)
〉
= δab
1
p2
δ(p+ k)(2pi)4 ,〈
A˜aµ(p)A˜
b
ν(k)
〉
=
p2
p4+λ4
Pµνδabδ(k+ p)(2pi)4 ,〈
A˜aµ(p)b˜
b(k)
〉
= −i pµ
p2
δabδ(p+ k)(2pi)4 ,〈
ba(p)bb(k)
〉
= δab
λ4
p4
δ(p+ k)(2pi)4 ,〈
A˜aµ(p)ϕ˜
bc
ν (k)
〉
=
〈
A˜aµ(p)ϕ˜
bc
ν (k)
〉
= f abc
−gγ2
p4+λ4
Pµν(p)(2pi)4δ(p+ k) ,〈
b˜a(p)ϕ˜bcν (k)
〉
=
〈
b˜a(p)ϕ˜
bc
ν (k)
〉
= f abcipν
−gγ2
p4
(2pi)4δ(p+ k) ,〈
ϕ˜abµ (p)ϕ˜
cd
ν (k)
〉
=
(
f abr f cdrPµν
g2γ4
p2(p4+2g2Nγ4)
+
−1
p2
δacδbdδµν
)
(2pi)4δ(p+ k) ,〈
ϕ˜abµ (p)ϕ˜
cd
ν (k)
〉
=
〈
ϕ˜
ab
µ (p)ϕ˜
cd
ν (k)
〉
= f abr f cdrPµν
g2γ4
p2(p4+2g2Nγ4)
(2pi)4δ(p+ k) .
(3.23)
3.2 The transversality of the gluon propagator
One might wonder whether the gluon propagator still remains transverse in the presence of the Gribov
horizon, this can however be proven easily as done in [39]. We start with the following Ward identity,
as given in expression (2.263)
δΓ
δba
= ∂µAaµ . (3.24)
whereby Γ is the quantum effective action. Introducing sources Ia(Jaµ ) for the fields ba(Aaµ) and per-
forming the Legendre transformation, this identity translates into
Ia = ∂µ
δZc
δJaµ
. (3.25)
whereby Zc is the generator of the connected Green functions. Subsequently, acting with δδJbµ on this
expression, and by setting all sources equal to zero, we retrieve
0 = ∂xµ
δ2Zc
δJaµ (x)δJbµ (y)
∣∣∣∣∣
I,J=0
= ∂xµ 〈Aaµ(x)Abν(y)〉 . (3.26)
As the gluon propagator is in fact the connected two-point function, we have proven the transversality
of the gluon propagator.
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3.3 The hermiticity of the GZ action
Let us also shortly comment on the hermiticity of the GZ action. We recall that the action is given by
equation (2.240)
SGZ = S0+Sγ , (3.27)
with
S0 = SYM+Sgf+
∫
ddx
(
ϕai ∂µ
(
Dabµ ϕ
b
i
)
−ωai ∂µ
(
Dabµ ω
b
i
)
−g f abc∂µωai Dbdµ cdϕci
)
,
Sγ = −γ2g
∫
ddx
(
f abcAaµϕ
bc
µ + f
abcAaµϕ
bc
µ +
d
g
(
N2−1)γ2) . (3.28)
If we define
ϕ† = ϕ , ϕ† = ϕ , ω† = ω , ω† = ω , (3.29)
we see that the GZ action is almost Hermitian, provided that the gauge condition ∂ ·A = 0 is treated
on-shell,1 up to the term −g f abc∂µωai Dbdµ cdϕci . However, we recall that this term was introduced for
renormalization reasons by the shift (2.221). Therefore, returning to the action before the shift, the
GZ action is Hermitian. Moreover, for practical purposes, the term −g f abc∂µωai Dbdµ cdϕci is almost
redundant as it cannot couple to any Feynman diagram without external c and ω legs, as discussed in
the paragraph below (2.223). Therefore, we can conclude that in practice, the GZ action is Hermitian.
[Similar remarks hold also for ŜGZ.] One comment which one can make is that the kinetic term ϕ∂2ϕ
in the GZ action, seems to have to wrong sign, as does the term ϕai ∂µ
(
Dabµ ϕbi
)
, when the Faddeev-
Popov operator is positive. This has already been noted above, and explained in (2.210).
3.4 The soft breaking of the BRST symmetry
3.4.1 The breaking
We recall here that the GZ action (2.240) is not invariant under the BRST transformation (2.243).
Indeed, in equation (2.245) it was shown that
∆γ ≡ sS = sSγ =−gγ2
∫
d4x f abc
[
Aaµω
bc
µ −
(
Damµ c
m)(ϕbcµ +ϕbcµ )] . (3.30)
or alternatively
∆̂γ ≡ sŜ = sŜγ =−gγ2
∫
d4x f abc
(
Aaµω
bc
µ −
(
Damµ c
m)ϕbcµ ) . (3.31)
One sees that it is exactly the presence of the Gribov parameter γwhich prevents the action from being
invariant under the BRST symmetry. Indeed, when γ = 0, we can integrate out the fields ϕ,ϕ,ω,ω
and we are left with the original Yang-Mills theory. Therefore, this breaking is clearly due to the
introduction of the horizon into the Yang-Mills action. Nevertheless, this fact does not prevent the
1The gauge condition may be treated on-shell provided the b-field is shifted appropriately under hermitian conjugation.
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use of the Slavnov-Taylor identity to prove the renormalizability of the theory. Since the breaking ∆γ
is soft, i.e. it is of dimension two in the fields, it can be neglected in the deep ultraviolet, where we
recover the usual notion of exact BRST invariance as well as of BRST cohomology for defining the
physical subspace, see section 2.1.6. However, in the nonperturbative infrared region, the breaking
term cannot be neglected and the BRST invariance is lost. Breaking of BRST invariance may be
regarded as a consequence of the fact that the non-perturbative gauge fixing introduced above has
been done in the Landau gauge, and has not been carried out in other covariant gauges. In fact it has
been shown that if the GZ action is modified by SGZ→ SGZ+ α2 b2, then the expectation-value of gauge
invariant quantities becomes dependent on the would-be gauge parameter α [120, 121]. According
to the Maggiore-Schaden construction [19] that will be described shortly, the soft BRST breaking
introduced here may alternatively be regarded as a spontaneous symmetry breaking.
3.4.2 The BRST breaking as a tool to prove that the Gribov parameter is a physical
parameter
The breaking term (3.31) has an interesting consequence as it allows one to give a simple algebraic
proof of the fact that the Gribov parameter γ is a physical parameter of the theory [39], and that
as such it can enter the explicit expression of gauge invariant objects: e.g. the correlation functions
〈F2(x)F2(y)〉 or the vacuum condensate 〈F2〉.
We can demonstrate this as follows, see [39]. Taking the derivative of both sides of equation (3.31)
with respect to γ2 one gets,
s
∂S
∂γ2
=
1
γ2
∆γ =−g
∫
d4x f abc
(
Aaµω
bc
µ −
(
Damµ c
m)(ϕbcµ +ϕbcµ )) . (3.32)
As we have seen, the BRST operator s which is defined in equation (2.243) is nilpotent, thus we have
that ∂S∂γ2 cannot be cast in the form of a BRST exact variation, namely
∂S
∂γ2
6= s∆˜γ , (3.33)
for some local integrated dimension two quantity ∆̂γ. Otherwise s ∂S∂γ2 would have to be equal to zero.
To show indeed that γ2 is a physical parameter, we assume for a moment the contrary
sSγ = 0 , (3.34)
whereby there is no breaking term ∆γ. Since Sγ depends on the auxiliary fields
(
ϕacµ , ϕacµ , ω
ac
µ , ωacµ
)
which constitute a set of BRST doublets, we know that,
Sγ = sS˜γ . (3.35)
due to the doublet theorem, see appendix B.2,i.e. Sγ is s-exact. Subsequently, taking the derivative of
both sides of expression (3.35) with respect to γ2, one obtains
∂Sγ
∂γ2
= s
∂S˜γ
∂γ2
, (3.36)
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which implies that γ2 is an unphysical parameter. Indeed, for a gauge invariant quantity G , we would
have that
∂〈G〉
∂γ2
=
δ
δγ2
∫
[dφ]G e−SGZ ∼
∫
[dφ]G sS˜γe−SGZ ∼
∫
[dφ]s
(
G S˜γ
)
e−SGZ ∼ 〈s(. . .)〉= 0 (3.37)
and correlation functions of gauge invariant operators would be completely independent from γ2.
However, when sSγ 6= 0, due to the presence of the soft breaking term ∆γ, we have that ∂〈G〉∂γ2 6= 0.
Therefore, the existence of the breaking ∆γ could be an ingredient to introduce a nonperturbative mass
gap in a local and renormalizable way.
3.4.3 The Maggiore-Schaden construction and spontaneous breaking of BRST sym-
metry
Let us also discuss the following paper [19]. The authors of this paper proposed to interpret the BRST
breaking as a kind of spontaneous symmetry breaking. For the benefit of the reader, we shall firstly
explain the Maggiore-Schaden construction, and then clarify its status.
The Maggiore-Schaden construction explained
In [19], the first step was to add the following BRST exact term to the Yang-Mills action SYM:
S1 = s
∫
d4x
(
ca∂µAaµ+ω
ac
µ ∂νD
ab
ν ϕ
bc
µ
)
, (3.38)
with s, the usual nilpotent BRST operator as defined in (2.243). The first term is the usual gauge fixing
Sgf, while, the second term introduces the new fields ωacµ , ωacµ , ϕ
ac
µ and ϕacµ . As s is nilpotent, the action
SYM+S1 does not break the BRST symmetry. Moreover, we recall that, see expression (2.243)
sϕai = ω
a
i , sω
a
i = 0 ,
sωai = ϕ
a
i , sϕ
a
i = 0 . (3.39)
Therefore, as the nilpotent symmetry defines two doublets (ϕ,ω) and (ϕ,ω), and by appendix B.2, we
can exclude these fields from the physical subspace. The second step was to shift a number a fields in
the following way
ϕabµ = ϕ
′ab
µ + γ
2δabxµ ,
ϕabµ = ϕ
′ab
µ + γ
2δabxµ ,
ca = c′a+gγ2 f abcωbcµ xµ ,
ba = b′a+gγ2 f abcϕbcµ xµ , (3.40)
where the primed fields (ϕ′abµ ,ϕ
′ab
µ ,c
′a,b′a) are new fields which all have vanishing vacuum expectation
value and which respect translation invariance. The BRST operator s acts on these new variables
according to
s c′a = b′a , sb′a = 0 ,
sϕ′abµ = ω
ab
µ , sω
ab
µ = 0 . (3.41)
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Notice now that we can write sωabµ as follows,
sωabµ = ϕ
′ab
µ + γ
2δabxµ; sϕ′abµ = 0 , (3.42)
and thus, this BRST variation becomes x-dependent. Moreover, also the vacuum expectation value
becomes x-dependent, i.e. 〈
s ωabµ
〉
= γ2δabxµ . (3.43)
Because the expectation value of an s-exact quantity is broken, and because the action is s-exact, it
is concluded in [19] that the BRST symmetry s is spontaneously broken. As a third step, the action
SYM+S1 is rewritten in the primed variables. One finds for S1
S1 = s
∫
d4x
(
c′a∂µAaµ+ω
ac
µ ∂νD
ab
ν ϕ
′bc
µ −gγ2ωabµ fabcAcµ
)
. (3.44)
After working out the BRST variation s,
S1 =
∫
d4x
[
b′a∂µAaµ+ c
′a∂µ
(
Dabµ c
b
)]
+
∫
d4x
[
ϕ′acµ ∂νD
ab
ν ϕ
′bc
µ + γ
2xµ∂νDabν ϕ
′ba
µ
+ωacµ ∂ν
(
g f akbDkdν c
dϕ′bcµ
)
−ωacµ ∂νDabν ωbcµ
]
+
∫
d4x
[
−gγ2ϕ′abµ fabcAcµ−gγ2ωabµ fabcDcdµ cd
]
,
(3.45)
one finds that the action SYM + S1 is very similar to the GZ action, up to three parts. Firstly, the
constant part 4γ4(N2−1) is missing, therefore a BRST invariant part S2 = −γ2s
∫
d4x∂µωaaµ is added
to the action. This gives,
S2 =−
∫
d4x∂µϕaaµ −
∫
d4xγ4δaa∂µxµ =−
∫
d4x4γ4(N2−1) (3.46)
where we have neglected the first term as it is a total derivative of a field that respects translation
invariance. Secondly, the last term on the first line of expression (3.45), i.e. γ2xµ∂νDabν ϕ′baµ needs to
be deformed. If we naively assume that we may perform a partial integration and neglect the surface
terms we find ∫
d4xγ2xµ∂νDabν ϕ
′ba
µ =−
∫
d4xγ2Dabµ ϕ
′ba
µ =−γ2g f abc
∫
d4xAaµϕ
′bc
µ (3.47)
Thirdly, comparing with expression (2.240), we see that there still is an extra term present which
precisely yields the alternate action ŜGZ, eq. (2.248):
SYM+S1+S2 = SGZ− gγ2 f abc
∫
d4x ωabµ D
cd
µ c
d
= ŜGZ . (3.48)
In conclusion, we can say that the action ŜGZ (which differs from SGZ by a physically irrelevant term)
is obtained from an exact s-variation
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3.4.4 Local version of Maggiore-Schaden construction
In [39] this construction was re-examined and some comments were made. The main point of criticism
is assumptions that were made concerning the partial integration with neglect of surface terms at
infinity. The main point of criticism are the assumptions which have been made concerning the partial
integration. Looking at the partial integration (3.47), one sees that the surface terms are neglected.
Normally, this is not a problem as we always deal with fields which vanish at infinity. However, here,
the surface term has the following form [
γ2xµDabν ϕ
′ba
µ
]∞
(3.49)
The presence of the xµ spoils the argument that one can discard this surface term. In fact, to be correct,
one would have to impose extra conditions on the fields to justify the dropping of the surface terms,
i.e. the fields need to drop faster to zero than usually assumed. The partial integration is really needed
to obtain the similarity with the GZ action.
Keeping these criticisms in mind, we present a version of the Maggiore-Schaden construction that
is based on local quantities, so partial integration may be done without surface terms at infinity, fol-
lowing a method proposed in [157]. We shall consider the BRST symmetry of a local lagrangian
density and derive a conserved Noether BRST-current and corresponding Ward identities.
Consider the local Lagrangian density
L̂ ≡ LYM+ s
(
−∂µc′aAaµ−∂νωacµ Dabν ϕ′bcµ − γ2Dabµ ωbaµ
)
= LYM−∂µb′aAaµ−∂µc′aDabµ cb−∂νϕ′acµ Dabν ϕ′bcµ − γ2Dabµ ϕ′baµ
−(∂νωacµ )g f akbDkdν cdϕ′bcµ + (∂νωacµ )Dabν ωbcµ
−gγ2ωabµ fabcDcdµ cd− γ2Dabµ ϕ′baµ − γ4d(N2−1) . (3.50)
where s acts formally as in (3.41) and (3.42). We shall discuss the status of s shortly. Although the
BRST operator s produces an x-dependent term sωabµ = ϕ
ab
µ + γ2xµδab, the Lagrangian density L̂ is
nevertheless translation-invariant because ωabµ appears in the first line only in the combination ∂νω
ab
µ
or ωabµ fabc. Because s is nilpotent, s2 = 0, this Lagrangian density is s-invariant,
sL̂ = 0 . (3.51)
We now consider a local infinitesimal operator that acts on all fields Φa according to
δεΦa(x)≡ ε(x) sΦa(x) . (3.52)
To control all partial integrations, we stipulate — and this is the main point — that the otherwise
arbitrary function ε(x) vanishes outside a small region. To be concrete, suppose that the fields satisfy
periodic boundary conditions,Φa(x+L) =Φa(x), where Lµ are the edges of the volume, as happens at
finite temperature. Then the global BRST operator s, satsifying sωabµ (x)=ϕ
ab
µ (x)+γ2xµδab, is not well
defined because xµ is not periodic. This substantiates the criticism of [39] regarding the status of the
global BRST operator s for, with periodic boundary conditions, the global operator s does not exist.
However the local operator δε = ε(x)s is well defined, provided we stipulate that the support of ε(x) is
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restricted to a region contained within−Lµ/2< xµ < Lµ/2, and this will be sufficient for our purposes.
(In practice we will choose ε(x) = ηδ(x− z), which is concentrated at the point x = z. Here η is an
infinitesimal constant.) With this restriction, the right hand side of (3.52) extends unambiguously to a
function that is periodic in xµ with period Lµ. Moreover Noether’s theorem holds,
δεL̂(x) = ε(x)sΦa
∂L̂
∂Φa
+∂µ[ε(x)sΦa]
∂L̂
∂∂µΦa
= ε(x)sL̂(x)+∂µε(x) sΦa
∂L̂
∂∂µΦa
= ∂µε(x) jµ(x), (3.53)
and yields the Noether current of the would-be BRST symmetry,
jµ ≡ sΦa ∂L̂∂∂µΦa . (3.54)
The BRST-current jµ(x) inherits an explicit x-dependence from the transformation sωabµ = ϕ
′ab
µ +
γ2xµδab given by
jµ = uµ+
∂L̂
∂∂µωacν
γ2xνδac
= uµ+ tµν xν , (3.55)
where
uµ = −Dabν cbFaµν+(1/2)g f adecdce
(
∂µc′a−g f abc∂µωbkν ϕ′ckν + γ2g f cabωbcµ
)
−b′aDadµ cd−ωabν
(
∂µϕ′abν + γ
2δµνδab
)
+ϕ′abν
(
Dacµ ω
cb
ν −g f akcDkdµ cdϕ′cbν
)
(3.56)
and
tµν = γ2(Dabµ ω
ba
ν −g f akbDkdµ cdϕ′baν ) (3.57)
have no explicit x-dependence. With periodic boundary conditions jµ(x) is, strictly speaking, not well
defined, because of this explicit x-dependence. However the product ∂µε(x) jµ(x) is well-defined, and
in our manipulations we shall always keep the well-defined product involving ε(x) until, at the end of
the day, ε(x) will drop out and we obtain identities satisfied by the quantities uµ(x) and tµν(x) that are
manifestly consistent with translation invariance and periodicity.
The renormalizable action ŜGZ we shall consider is the integral of the Lagrangian density
ŜGZ =
∫
ddx L̂ , (3.58)
which is formally equivalent to SGZ . Because ε(x) vanishes outside a small region, a partial integration
is justified in calculating the variation of the action and we obtain
δεŜGZ = −
∫
ddx ε(x) ∂µ jµ
= −
∫
ddx ε(x) (∂µuµ+ tµµ+∂µtµν xν) . (3.59)
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In classical physics the action is stationary under any infinitesimal variation along the classical path,
so δεŜGZ = 0 for any ε(x) and, choosing ε(x) = ηδ(x− z), we obtain, classically ∂µ jµ(z) = 0 for
−Lµ/2 < zµ < Lµ/2. One may also show that, classically, the tensor tµν is separately conserved
∂µtµν = 0, for it is the conserved Noether current of a symmetry generator pν of the Lagrangian
density
aνpνL̂ = 0 (3.60)
where aνpν is a translation of ωcdµ by a constant, aνpνω
cd
µ = δcdaµ, and pνΦa = 0, forΦa 6=ωcdµ . Thus,
classically, we obtain two identities that are translationally invariant and consistent with periodicity,
∂µtµν = 0, and ∂µuµ =−tµµ. We note that tµν is s-exact,
tµν = sγ2Dabµ ϕ
ba
ν , (3.61)
so uµ is classically a conserved current, modulo an s-exact piece, ∂µuµ =−sγ2Dabµ ϕbaµ .
In quantum field theory a conserved current leads to a Ward identity. To obtain it we start from
the expectation value
〈O〉= N
∫
dΦ O exp(−ŜGZ) , (3.62)
and make the infinitesimal change of variable Φ′a =Φa+δεΦa, which gives the identity
0 =
〈
δεO−δεŜGZ O
〉
(3.63)
or
〈δεO〉 = −
∫
ddx ε(x)
〈
∂µ jµ(x) O
〉
= −
∫
ddx ε(x)
〈
(∂µuµ+ tµµ+∂µtµν xν) O
〉
. (3.64)
To summarize so far: although the global BRST symmetry is not well defined when periodic bound-
ary conditions are imposed, the corresponding local transformation involving the factor ε(x) is well
defined, and the Noether BRST-current of the Lagrangian density L̂ is conserved classically, and the
usual Ward identity holds for the Noether BRST-current provided that ε(x) vanishes outside a suffi-
ciently small region.
As an application, we apply the Ward identity (3.64) for the case O = ωcdν (y). On the left-hand
side of (3.64), the s-exact quantity acquires a non-zero expectation value〈
δεωcdν (y)
〉
= ε(y)
〈
sωcdν (y)
〉
= ε(y)
〈
ϕ′cdν (y)+ γ
2yνδcd
〉
= γ2ε(y)yνδcd , (3.65)
and we obtain
ε(y)γ2yνδcd =−
∫
ddx ε(x)[Fcdν (x− y)+Gcdλν(x− y)xλ] , (3.66)
where
Fcdν (x− y)≡
〈
(∂µuµ+ tµµ)(x) ωcdν (y)
〉
(3.67)
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Gcdλν(x− y)≡
〈
∂µtµλ(x) ωcdν (y)
〉
. (3.68)
We specialize to ε(y) = ηδ(y− z) and find
δ(z− y)γ2zνδcd =−Fcdν (z− y)−Gcdλν(z− y)zλ , (3.69)
or, with x = z− y,
δ(x)γ2zνδcd =−Fcdν (x)−Gcdλν(x)zλ . (3.70)
This holds for all x and z. The explicit dependence on z is consistent on both sides of this equation,
and we obtain two identities,
Gcdµν(x) = −δ(x)γ2δµνδcd
Fcdν (x) = 0 , (3.71)
both of which are consistent with translation invariance and periodic boundary conditions. The iden-
tity involving Gcdµν(x) could have been derived using the Goldstone theorem for the symmetry (3.60),
for which tµν is (−γ2 times) the Noether current, and which is spontaneously broken〈
pµωadν
〉
= δµνδcd . (3.72)
To solve the identity satisfied by Gcdλν(x), we introduce the quantity
Γcdµλν(x− y) ≡
〈
tµλ(x) ωcdν (y)
〉
,
= γ2
〈(
Dabµ ω
ba
λ −g f akbDkdµ cdϕ′baλ
)
(x) ωcdν (y)
〉
, (3.73)
so
Gcdλν(x) = ∂µΓ
cd
µλν(x) , (3.74)
and the identity satisfied by Gcdλν(x) reads
∂µΓcdµλν(x) =−γ2δ(x)δλνδcd . (3.75)
We take fourier transforms and obtain
ikµΓ˜cdµλν(k) =−γ2δλνδcd . (3.76)
We decompose Γ˜cdµλν(k) into invariants,
Γ˜cdµλν(k) = δ
cd(kµδλνΓ1+ kλδµνΓ2+ kνδλµΓ3+ kµkλkνΓ4) , (3.77)
and the last identity yields
ik2Γ1 =−γ2
Γ2+Γ3+ k2Γ4 = 0 . (3.78)
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This is easily solved for Γ1 and Γ4 with the result,
Γ˜cdµλν(k) = δ
cd
[
γ2ikµ
δλν
k2
+ kλ
(
δµν− kµkνk2
)
Γ2+ kν
(
δλµ−
kλkµ
k2
)
Γ3
]
. (3.79)
The pole term in γ
2
k2 is a Goldstone pole, and arises from the symmetry-breaking
〈
sωcdν
〉 6= 0. Since
the BRST current is fermionic, the Goldstone particle is a fermion. However because of the explicit
x-dependence, the pattern of symmetry-breaking is not the usual one, and from the Ward identity for
the BRST-current jµ we obtain two identities corresponding to the two quantities uµ and tµν.
The formula we have obtained holds to all orders in perturbation theory. However we may check
it at tree-level. To zeroth order in g we have
Γcdµλν(x− y)
∣∣∣
0
= γ2
〈
∂µωaaλ(x) ω
cd
ν (y)
〉
0
, (3.80)
which has the fourier transform
Γ˜cdµλν(k)
∣∣∣
0
= δcd ikµγ2
δλν
k2
. (3.81)
This is consistent with the exact result, and shows that there are no radiative corrections to the first
term in (3.79).
The identity Fcdν = 0 may be treated similarly. It reads〈
∂µuµ(x) ωcdν (y)
〉
=−
〈
tµµ(x) ωcdν (y)
〉
. (3.82)
To solve it we observe that the right hand side is the quantity −Γcdµµν(x− y), which we have just
considered, and we define the propagator
Λcdµν(x− y)≡
〈
uµ(x) ωcdν (y)
〉
. (3.83)
The the last identity now reads
∂µΛcdµν(x− y) =−Γcdµµν(x− y) , (3.84)
or, in terms of fourier transforms,
ikµΛ˜cdµν(k) = −Γ˜cdµµν(k)
= −δcdkν
[
iγ2
1
k2
+(d−1)Γ2
]
, (3.85)
where we have used our previous solution (3.79). We decompose Λ˜cdµν(k) into invariants
Λ˜cdµν(k) = δ
cd (δµνΛ1+ kµkνΛ2) (3.86)
and obtain
i(Λ1+ k2Λ2) =−
[
iγ2
1
k2
+(d−1)Γ2
]
. (3.87)
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This is easily solved for Λ1 with the result
Λ˜cdµν(k) = δ
cd
[
δµν
(
−γ2 1
k2
+ i(d−1)Γ2
)
− (δµνk2− kµkν)Λ2
]
. (3.88)
This formula holds to all orders of perturbation theory and, as before, we may verify that the pole
term is obtained in zeroth order of perturbation theory using
Λcdµν(x− y)|0 =−γ2
〈
ωaaµ (x) ω
cd
ν (y)
〉∣∣∣
0
. (3.89)
To conclude, we have seen that with periodic boundary conditions, the would-be BRST operator s
is not globally well defined because of an explicit x-dependence. However the local infinitesimal
variation δε = ε(x)s is well-defined provided that ε(x) is non-zero only in a small region, and this
is sufficient for the existence of a classically conserved Noether BRST-current and corresponding
Ward identity. A Goldstone pole results from the non-zero expectation-value of the s-exact quantity
sωabν . These are characteristic features normally associated with spontaneous symmetry breaking.
However the pattern of symmetry breaking is modified, and there are two independent Ward identities,
corresponding to the two quantities uµ and tµν, both of which are consistent with translation invariance
and periodicity in x.
Other symmetries
The Lagrangian density L̂ , eq. (3.50), formally possess all the symmetries of
L̂0 ≡ L̂ |γ=0, (3.90)
that it inherits from the formal change of variable (3.40), for we have
L̂0(ϕ,ϕ,c,b) = L̂(ϕ′,ϕ′,c′,b′). (3.91)
Among these symmetries is the BRST symmetry that was discussed in the preceding paragraph. The
other symmetries of L̂0 may be treated in the same way: the symmetries of L̂0 become would-be
symmetries of L̂ that are not defined globally. But for each such symmetry there is a conserved
Noether current of L̂ and corresponding Ward identity, each with its Goldstone boson or fermion.2
These will be discussed elsewhere.
3.5 Restoring the BRST
3.5.1 Adapting the BRST symmetry s is not possible
One can ask whether it might be possible to modify the BRST operator, i.e. s→ sm, in such a way that
the new operator sm would be still nilpotent, while defining an exact symmetry of the action, smS = 0.
In [39] a simple argument was presented, discarding such a possibility. Firstly, we recall that the BRST
transformation (2.243) defines an exact symmetry of the action when γ= 0 as this corresponds to the
2In [157] Goldstone bosons and fermions were shown to exist at the critical point ∂Γ∂γ = 0 selected by the horizon
condition. In the present discussion we have not used this condition explicitly, and it appears that we have found Goldstone
bosons and fermions for any non-zero value of γ. However it may be that a solution with non-zero γ may exist only if the
horizon condition is imposed. We are grateful to Martin Schaden for a discussion on this point.
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physical situation in which the restriction to the Gribov region has not been implemented. Therefore,
one should search for possible modifications of the BRST operator which depends on γ, namely
sm = s+ sγ , (3.92)
whereby
sγ = γ-dependent terms , (3.93)
so as to guarantee a smooth limit when γ is set to zero. However, taking into account the fact that γ
has mass dimension one, that all auxiliary fields
(
ϕacµ ,ϕacµ ,ω
ac
µ ,ωacµ
)
have dimension one too, and that
the BRST operator s does not alter the dimension of the fields3, it does not seem possible to introduce
extra γ-dependent terms in the BRST transformation of the fields
(
ϕacµ ,ϕacµ ,ω
ac
µ ,ωacµ
)
while preserving
locality, Lorentz covariance as well as color group structure. However this argument does not exclude
the local Maggiore-Schaden construction just introduced.
3.5.2 Restoring the BRST by the introduction of new fields
However there is another way to restore the BRST [122] following the idea that was initiated in [123]
and [124]. In these papers it was shown that the broken BRST symmetry s can be rewritten as a
non-local symmetry, being not nilpotent in [123] and nilpotent in [124]. In a subsequent paper, one
succeeded in localizing the non-local BRST symmetry of [123] by the introduction of new fields. Let
us summarize here these results.
The non-local BRST symmetry s′
First we review the results of [123], and write down a non-local BRST symmetry which is obeyed by
the GZ action. We start from the standard GZ action (2.240), set gγ2 = θ2, and drop the vacuum term
for brevity because it does not influence any variation of the action,
SGZ = SYM+
∫
ddx
(
ba∂µAaµ+ c
a∂µDabµ c
b
)
+
∫
ddx
(
ϕacµ ∂νD
ab
ν ϕ
bc
µ
−ωacµ ∂νDabν ωbcµ −g f abc∂µωaeν Dbdµ cdϕceν −θ2 f abcAaµ
(
ϕbcµ +ϕ
bc
µ
))
. (3.94)
Following [123], we first drop the final term of the above expression, i.e. g f abc∂µωaeν Dbdµ cdϕceν , so that
there is no ωc term in the action. This has no influence on the soft breaking of the action because the
s-variation of the action we now consider,
S′GZ = SYM+
∫
ddx
(
ba∂µAaµ+ c
a∂µDabµ c
b
)
+
+
∫
ddx
(
ϕacµ ∂νD
ab
ν ϕ
bc
µ −ωacµ ∂νDabν ωbcµ −θ2 f abcAaµ
(
ϕbcµ +ϕ
bc
µ
))
, (3.95)
can be written as
sS′GZ = ∆γ−
∫
ddx s
(
g fakb(Dνc)k∂νωacµ ϕ
bc
µ
)
(3.96)
=
∫
ddx
(
−θ2ckDkaµ f abc
(
ϕbcµ +ϕ
bc
µ
)
−θ2 f abcAaµωbcµ +g f abc(Dbpν cp)
(
∂νϕaeµ ϕ
ce
µ −∂νωaeµ ωceµ
))
3It is understood that the dimensions are assigned to the fields Aaµ, b
a, ca, c¯a as in Table 2.1 of sec. 2.6. It is apparent that
the BRST operator s does not alter the dimension of the fields.
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where ∆γ can be found in equation (3.31). Therefore, we can indeed safely leave out the term
g f abc∂µωaeν Dbdµ cdϕceν . After the localization however, this term shall be picked up again. Accord-
ing to [123], the positivity of the Faddeev-Popov operator inside the Gribov region allows to rewrite
(3.96) as
sS′GZ =
∫
ddx
(
caDabν Λ
b
ν+θ
2 f abcAaµω
bc
µ
)
=
∫
ddx
(
(Dmaν Λ
a
ν)[(∂νDν)
−1]mc
δ
δcc
SˆGZ+θ2 f abcAaµ[(∂νDν)
−1]bm
δ
δωmcµ
SˆGZ
)
, (3.97)
with
Λaν =−θ2 f abc(ϕbcν +ϕbcν )−g f bap
(
∂νϕbcµ ϕ
pc
µ −∂νωbcµ ωpcµ
)
. (3.98)
From (3.97), we can now read off a new nonlocal BRST symmetry, s′SˆGZ = 0, generated by
s′Aaµ = −Dabµ cb , s′ca =
1
2
g f abccbcc , s′ca = ba− (Dkcν Λcν)[(∂νDν)−1]ka , s′ba = 0 ,
s′ϕacµ = ω
ac
µ , s
′ωacµ = 0 , s
′ωacµ = ϕ
ac
µ +θ
2[(Dν∂ν)−1]ap f pqcAqµ , s
′ϕacµ = 0 . (3.99)
We repeat that this symmetry s′ is not nilpotent, s′2 6= 0, see also [123].
The local BRST symmetry sθ
In [122], this non-local BRST symmetry s′ was localized into sθ. This was done by adding an auxiliary
part to the GZ action,
SlocGZ = SGZ+Saux (3.100)
with SGZ given in (2.240) and Saux given by
Saux =
∫
ddx
(
Ωa∂µDabµ Ω
b
+αa∂µDabµ α
b+g f abc(∂µαa)(Dbdµ c
d)Ωc−αaDabν Λbν+Ωas(Dabν Λbν)
+Ψacν ∂µD
ab
µ Ψ
bc
ν +β
ac
ν ∂µD
ab
µ β
bc
ν +g f
abc(∂µβaeν )(D
bd
µ c
d)Ψceν − f abcAaµβ
bc
µ − f abcΨbcµ Dadµ cd
)
+
∫
d4x
(
Ra∂µDabµ R
b
+Qa∂µDabµ Q
b
+g f abc∂µQaDbdµ c
dRc−Qdκd +Rds(κd)
)
, (3.101)
where
Λaν ≡ f abc(ϕbcν +ϕbcν )
κd ≡ Dbdµ (g f abc∂µβaeν ϕceν ) . (3.102)
Here we have introduced of a new set of doublets (αa,Ωa), (Ω,αa), (βabµ ,Ψabµ ), (Ψ
ab
µ ,β
ab
µ ), (Q
a,Ra),
(Ra,Qa) i.e.
sαa =Ωa , sΩa = 0 , sΩa = αa , sαa = 0 ,
sβabµ =Ψ
ab
µ , sΨ
ab
µ = 0 , sΨ
ab
µ = β
ab
µ , sβ
ab
µ = 0 ,
sQa = Ra , sRa = 0 , sRa = Qa , sQa = 0 . (3.103)
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αa, αa, βabµ , β
ab
µ , Q
a and Qa are bosonic fields, while the other fields Ωa, Ωa, Ψabµ , Ψ
ab
µ , R
a and Ra are
anti-commuting fields. It can be checked that the action SlocGZ is invariant under the following BRST
transformation sθ
sθAaµ =−(Dµc)a , sθca =
1
2
g f abccbcc , sθca = ba−θ2αa−θ2Qa , sθba = 0 ,
sθϕacµ = ω
ac
µ , sθω
ac
µ = 0 , sθω
ac
µ = ϕ
ac
µ +θ
2βbcµ , sθϕ
ac
µ = 0 ,
sθαa =Ωa , sθΩa = 0 , sθΩ
a
= αa , sθαa = θ2ca ,
sθβabµ =Ψ
ab
µ , sθΨ
ab
µ = 0 , sθΨ
ab
µ = β
ab
µ , sθβ
ab
µ = θ
2ωabµ ,
sθQa = Ra , sθRa = 0 , sθR
a
= Qa , sθQ
a
= θ2ca . (3.104)
Again, this symmetry sθ is not nilpotent, s2θ 6= 0. However, one can check that s4θ = 0.
Let us summarize some properties of the action SlocGZ.
• Firstly, we need to ask what happens if we set θ2 = 0, or equivalently, γ2 = 0. In this case,
we are not considering the restriction to the Gribov horizon anymore and we are back in the
standard Yang-Mills framework. In order for the theory to be meaningful, we would expect that
SlocGZ
∣∣
θ2=0 is equivalent with the ordinary Yang-Mills action SYM +Sgf. This is indeed the case,
as is proven in [122].
• Secondly, one should also prove that the GZ action and the new action SlocGZ are equivalent. In
other words, for φ ∈ {Aaµ, ba, ca, ca, ϕabµ , ϕabµ , ωabµ , ωabµ }, we require the following identification
〈φ(x1) . . .φ(xn)〉loc =
∫
[dΦ]locφ(x1) . . .φ(xn)e−S
loc
GZ = 〈φ(x1) . . .φ(xn)〉GZ . (3.105)
This was also proven in detail in [122].
• Thirdly, in order for the action SlocGZ to be meaningful at the quantum level, one should prove
that this action is renormalizable. However this has not yet been proven. In [122] many other
symmetries were given which could be useful for the renormalization of the action. It is worth
mentioning that sθ not being nilpotent, is not necessarily a problem to prove renormalizability.
From the result s4θ = 0, it should be possible to construct a nilpotent symmetry, see [125].
3.5.3 Two different phases of the restored BRST symmetry
We investigate the BRST operators s′ and sθ just defined. They are closely related. Indeed, in (3.99),
we have s′ωacµ = ϕ
ac
µ +θ2[(Dν∂ν)−1]ap f pqcA
q
µ, while in (3.104), sθ acts according to sθωacµ = ϕ
ac
µ +
θ2βacµ , where βacν satisfies the equation of motion
Dabµ ∂µβ
bc
ν = f
abcAbν, (3.106)
obtained by (left) differentiating (3.101) with respect to β
ac
ν . This equation has the formal solution
βacν = (Dµ∂µ)
−1]ap f pqcAqν, (3.107)
and with it, the action of sθ agrees with the action of s′.
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We shall arrive at the unexpected conclusion that there are two different solutions β(1)bcν and β
(2)bc
ν
to equation (3.106) which provide two different phases of s′ and sθ.
Solution 1: For simplicity we suppose that Aµ is transverse, ∂µAµ = 0, so the Faddeev-Popov
operator Dµ(A)∂µ is hermitian. We quantize in a finite Euclidean periodic box of edge L, so the
spectrum of Dµ(A)∂µ is real and discrete, and there is a complete set of eigenvectors,
Dabµ (A)∂µψ
b
n = λnψ
a
n. (3.108)
For generic A not precisely on the Gribov horizon, as we shall suppose, the null space of Dµ(A)∂µ
consists of constant functions ∂µψ = 0. To obtain solution 1, we use the eigenfunction expansion of
the inverse operator,
[(Dµ∂µ)−1]ab(x,y) =∑′n
ψan(x)ψbn(y)
λn
, (3.109)
where the prime means sum over non-zero eigenvalues. Solution 1 is thus
β(1)acν (x) = ∑′nψan(x) βcnν
βcnν =
1
λn
∫
ddy ψbn(y) f
bqcAqν(y) . (3.110)
As an explicit example of solution 1 in SU (2) gauge theory, take Abν = ccos(kx1)δν2δb3, where
k = 2pim/L, m is a non-zero integer, and x1 is the first componant of xµ, which is transverse, ∂µAbµ =
cδb3∂2 cos(kx1) = 0. It is easy to verify that ψa = cos(kx1)ua , where ua is any constant color vector, is
an eigenfunction. Indeed we have Acµ∂µ cos(kx1)= ccos(kx1)δc3∂2 cos(kx1)= 0, so Dabµ ∂µψb = ∂2ψa =
−k2ψa. For this choice of Abν, the eigenfunction expansion of βacν is given by βacν =(−k2)−1ccos(kx1) f a3cδν2 =
(−k2)−1 f abcAbν.
Solution 2: The simple identity,
Dpbµ (A)∂µ δ
bcxν = g f pqcAqµ, (3.111)
reveals unexpectedly that a second solution of (3.106), for any Abν(x), is given by
4
β(2)acν = g−1xνδac. (3.112)
Remarkably, it is independent of Abµ. Solutions 1 and 2 are different, as one sees by comparison
with the explicit example of solution 1. Note that a perturbative expansion yields solution 1, whereas
solution 2 is non-perturbative.
With solution 2, the BRST transformations (3.99), s′ωacµ = ϕ
ac
µ +θ2[(Dν∂ν)−1]ap f pqcA
q
µ sωacµ and
sθωacµ = ϕ
ac
µ +θ2βacµ coincide with the BRST transformation of Maggiore and Schaden, sω
ac
µ = ϕ
′ac
µ +
γ2xµδac, after obvious relabeling, and with θ2 = gγ2. One can reject solution 2 by imposing periodic
boundary conditions, in which case xµ is not well defined. However even with periodic boundary con-
ditions, the local infinitesimal variation δ= ε(x)s′, or δ= ε(x)sθ, remains well-defined for solution 2
provided that ε(x) vanishes outside a sufficiently small region. As shown in sec. 3.4.3, consideration
of this variation is sufficient to establish the existence of a conserved Noether current and correspond-
ing Ward identity, and the presence of the Goldstone pole normally associated with a spontaneously
4The horizon function H(A)=−∫ ddxg f ba`Aaµ(x)[(Dµ∂µ)−1)`mg f bkmAkµ](x)was derived in (2.178) by solving the eigen-
value problem (by summing the perturbation series). Consequently solution 1, the eigenfunction expansion, should be used
to evaluate H(A).
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broken symmetry. On an infinite volume, the system may choose the second solution (3.112), in which
case we have 〈
sθωabµ
〉
=
〈
ϕabµ +θ
2βabµ
〉
= θ2g−1xµδab. (3.113)
In this case sθ is spontaneously broken because the vacuum state is not sθ-invariant,
sθΨ0 6= 0 . (3.114)
In conclusion we note that the action SlocGZ = SGZ + Saux, is local and possesses a localized BRST
operator sθ. Its field equation possess two solutions. Solution 1 preserves BRST symmetry, whereas
solution 2 spontaneously breaks this symmetry. At this point we do not know which solution the
system will choose. If the correlators of the system described by the action SlocGZ coincide with the
correlators described by ŜGZ (for the fields appearing in ŜGZ), then according to the calculation of sec.
3.4.3, BRST will in fact be spontaneously broken. However SlocGZ appears to have two phases: one in
which BRST is preserved and one in which it is spontaneously broken.
Interpreting the restored BRST symmetry
BRST symmetry is thought to encode the geometrical character of a quantum gauge field theory. It
is therefore encouraging that the local action SlocGZ possesses a BRST symmetry — as does ŜGZ in
the local sense discussed in sec. 3.4.3 — even though this theory is presumably only approximate
(because it was derived by integrating over the Gribov region instead of the fundamental modular
region).5 If BRST is spontaneously broken, as indicated by the calculation of sec. 3.4.3, the vacuum
itself is not BRST-invariant, sΨ0 6= 0, eq. (3.114), and we cannot identify the positive metric subspace
by the usual condition sΨ = 0. Here we enter into an unfamiliar realm in which it is not known
how to define a positive-metric physical subspace. However, to the authors’ knowledge, proof of
positivity of the subspace sΨ = 0 relies heavily on the existence of an asymptotic field for every
fundamental field, including the gluon and quark fields. But the very meaning of confinement is that
the asymptotic gluon and quark fields do not exist in the confined phase of QCD. Thus at present
there is a general lack of understanding of how to construct a positive-metric physical subspace in
the confined phase. Making a virtue of necessity, we are tempted to interpret the difficulty we have
encountered, of finding the positive-metric physical subspace when BRST is spontaneously broken,
as a welcome signal that gluons and quarks are not in the physical subspace of the phase we have
found. This suggests a scenario in which spontaneous breaking of BRST symmetry serves as an order
parameter of the confined phase. In this interpretation, the two solutions of the equations of motion
of SlocGZ that we have found, in which BRST is either preserved or spontaneously broken, correspond
respectively to the deconfined or confined phases of QCD.
5The s-invariance of ŜGZ for any value of γ is in fact more than is needed for physics. Indeed the theory defined by
ŜGZ need not be a gauge theory unless the horizon condition holds, so it would be sufficient for physics if the action were
BRST-symmetric only for that special value of γ determined by the horizon condition. Instead ŜGZ is BRST-invariant for
every value of γ.
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3.6 The GZ action and its relation to the Kugo-Ojima confinement cri-
terion
3.6.1 Introduction: the Kugo-Ojima criterion
Some important results concerning a possible origin of confinement, were given in [7, 8]. In these
papers, confinement was related to the enhancement of the ghost propagator.
Let us explain this a bit more in detail. The starting point of the analysis of Kugo and Ojima is a
well defined nilpotent (BRST) symmetry operator QB and a ghost charge. Their analysis yields two
results. Firstly they showed that with a well defined nilpotent symmetry, all unphysical states, see
section 2.1.6, form so-called quartets [7] that decouple from the physical spectrum. In this way, only
physical states, which are closed under the symmetry QB but not exact, survive. In this way they
proved that the longitudinal and temporal gauge polarization, the ghost and the antighost fields can be
excluded from the physical spectrum. In fact this idea is very general, and can be applied whenever a
system admits a nilpotent symmetry s.
Secondly, for the Faddeev-Popov action, they also showed the following. Using the equation of mo-
tion for the gluon field, the conserved global color current can be written as
Jaµ = ∂µF
a
µν+{QB,Dabµ cb} , (3.115)
and so the color charge, which is the integrated zero component of Jaµ , is given by
Qa =
∫
d3x
(
∂iFa0i+{QB,Dab0 cb}
)
. (3.116)
Thus there are two criteria which need to be satisfied in order to have color confinement, namely
Qa = 0 for all physical states. The first is that the gluon propagator should not have massless poles,
so the first term of the last expression vanishes because it is the integral of a derivative6. The second
criterion is that {QB,Dab0 cb} should be well defined, which is the case when
u(0) =−1 , (3.117)
with u(p2) defined through the following Green function7,∫
ddxeipx
〈
Dadµ c
d(x)Dbeν c
e(0)
〉
FP
=
((
δµν− pµ pνp2
)
u(p2)− pµ pν
p2
)
δab . (3.118)
〈O〉FP stands for the expectation value taken with the Faddeev-Popov action. If the two criteria are
met, then Qa is well defined and we have 〈ϕ|Qa |ψ〉phys = 0, so color confinement is guaranteed.
The second criterion can be connected to the ghost propagator. Indeed, in [8], it was shown that
one can parameterize the ghost propagator, defined as follows〈
ca(−p)cb(p)
〉
= δabG(p2) , (3.119)
6If the gluon propagator has massless poles, the first term is ill-defined.
7Strictly speaking, the KO analysis is done in Minkowski space. We shall however, as any functional or lattice approach,
consider the corresponding operator in Euclidean space.
86
in terms of8
G(p2) =
1
p2(1+u(p2)+w(p2))
. (3.120)
This relation was also discussed in [22, 20, 23, 24, 25]. It is usually assumed that9 w(p2) = 0, so that
u = −1 implies an enhanced ghost propagator. Notice that this scenario is exactly predicted by the
GZ framework.
3.6.2 Remarks on the KO criteria
Two comments should be made concerning the argument of Kugo and Ojima. First of all, in the KO
framework [7, 8], the existence of a globally well-defined BRST charge is assumed. This assumption
has now been substantiated by the construction of a BRST operator in lattice gauge theory which does
have non-perturbative validity [126]. On the other hand, the derivation of the two criteria was done
by employing the usual Faddeev-Popov gauge-fixed action, which does not take into account Gribov
copies.
Moreover the KO argument does not really hold for the GZ action, as (1) the GZ action breaks the
usual BRST symmetry, either explicitly, see equation (3.31), or spontaneously, as in the Maggiore-
Schaden construction discussed above, and (2) the GZ action does take into account Gribov copies.
Another point which should be mentioned is that the Kugo and Ojima criterion (3.117) is sometimes
useful as a starting point in looking for a solution to the Dyson-Schwinger or functional renormalization-
group equations, see e.g. [26].
3.6.3 Imposing u(0) = -1 as a boundary condition in the Faddeev-Popov action
In [27], the following was tried. The authors imposed the constraint u(0) = −1 directly into the
Faddeev-Popov theory, by appropriately modifying the measure one starts from. By using thermo-
dynamic arguments, as iat the end of sec. 2.5.2, it was concluded that one precisely finds the GZ
action! The boundary condition u(0) = −1 is exactly encoded in the horizon condition for the γ, see
expression (2.208). The details can be found in [27, 117].
3.6.4 Conclusion
We can thus conclude:
• Imposing a boundary condition into a theory can have serious consequences. Here for example,
we have seen that imposing the boundary condition u(0) = −1 in the Faddeev-Popov measure
with BRST symmetry, leads us to the GZ action without BRST symmetry. Therefore, imposing
a boundary condition can change the symmetry content of a theory.
• The relevance of the KO criterion in the GZ formalism is not clear because the KO analysis was
done in the Faddeev-Popov formalism. Due to the breaking of the BRST symmetry in the GZ
action, one cannot simply redo the KO analysis in the GZ framework.
8Actually, in [8], another notation v(p2) has been used instead of w(p2), the relation being w(p2) = p2v(p2).
9w(p2) = 0 has been checked up to two loops, see [115].
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3.7 The relation of the GZ action to the lattice data
3.7.1 The lattice data
It would be interesting to verify the GZ theory. As we are working with a quenched Yang-Mills theory,
we cannot use experimental data, but we can compare our analytical results with lattice calculations.
Two particular quantities have been tested in great detail, namely the ghost and the gluon propagator,
as they are believed to play an important role in confinement scenarios. The first calculations of the
gluon propagator in 4 dimensions in the Landau gauge were already carried out in 1987, see e.g.[127]
on very small lattices of the order of 43× 8, and of the ghost propagator around 1996, see [128] on
lattices of the order of 324. Ever since, many papers appeared on the subject. Let us review them
briefly.
The 4d and 3d studies
Let us start with the gluon and the ghost propagator in 4 and 3 dimensions. There have been many
investigations of them, see [132, 133, 134, 135, 136, 137, 129, 138, 139, 140, 130, 131, 50, 141, 142,
143, 144, 145, 146, 29, 33, 28, 147, 42, 34, 37, 148, 149] for a selection of some papers. A useful
overview of the lattice results can be found in [37], where the results are examined in the light of the
GZ framework.
Concerning the gluon propagator10 in 4d in the infrared, it quickly became clear that perturbative
behavior was not seen, and that the gluon propagator is not enhanced at small momentum. Instead a
massive behavior was seen [137, 138, 130, 141, 143]. Further studies confirmed this behavior; how-
ever, in order to reach the deep infrared, larger lattices were required [152, 146]. Therefore, one can
say that until 2007 not so much was known about the gluon propagator in 4d, although the hope was
that it would vanish at zero momentum in order to agree with the GZ framework. We must say, many
studies already reported a finite gluon propagator at zero momentum [130, 144] although the volumes
were not large enough to reach the far infrared [145]. Finally, in 2007, the papers [29, 33] appeared,
with simulations on huge lattices11. From these papers, it was found that the gluon propagator in
4d did not vanish at zero momentum! After these papers, more papers appeared [28, 34, 148, 42],
which arrived at the same conclusion, i.e. the gluon propagator seems to attain a finite value at zero
momentum. Some papers were still in agreement with a vanishing gluon propagator, see e.g. [147].
Fewer studies of the gluon propagator have been performed in 3d. The first one was in 1999 by Cuc-
chieri [129], where a gluon propagator was reported which is infrared suppressed. The deep infrared
was not accessible at that time. Later papers confirmed this suppressed behavior, [139, 140, 153]. It
was however not clear what happened at zero momentum, but at least in 3d the gluon propagator was
not in contradiction with a vanishing gluon propagator [140]. Positivity violation was already clearly
seen, see [50]. The hope was that at larger lattices, a turnover would be seen so the gluon propagator
would vanish at zero momentum. Then the paper [29] appeared, with simulations on huge lattices,
where a finite gluon propagator at p = 0 in 3d was reported. Paper [28] supported this result. The up-
shot in 3d is seen in [37] where on lattices of size 3203 the gluon propagator exhibits a clear turnover
in the infrared namely, D(p) has a maximum below which it decreases as p decreases, and approaches
10The propagators were investigated both in SU(2) as in SU(3); for a comparison between these two settings, see [150,
151].
11It should be mentioned that the lattice spacing is also very large, in the range of 0.18−0.22 fm.
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a finite value D(0) 6= 0 from above. The decrease of D(p) for p→ 0, has no other explanation than
the proximity of the Gribov horizon in infrared directions, in accordance with the Gribov scenario,
but the finite value of D(0) 6= 0 contradicts perturbative calculations with the GZ action. By contrast,
in 4d on 1284 lattices [37] there is something like a shoulder at very low momenta as the finite value
of D(0) is approached.
The ghost propagator was more complicated to study on the lattice because one has to access the
inverse of the Faddeev-Popov operator. In 4d, papers [128, 92, 131, 154, 142] showed a behavior
between the zeroth-order perturbative behavior 1/p2 and the 1/p4 singularity predicted by the GZ
framework. Many problems however needed to be overcome [37], including finite-volume effects,
discretization effects and Gribov-copy effects, which could influence the results obtained to far. The
hope was that at larger volumes indeed the enhancement of the ghost propagator would be more clearly
seen. The breakthrough came in 2007, whereby in the same papers [29, 33, 34] as for the gluon propa-
gator, the ghost propagator was investigated at large lattices up to 1284. The result was very surprising,
as the enhancement completely disappeared and the 1/p2 behavior was recovered in the deep infrared.
The ghost propagator in 3d was even less studied [153, 29, 30]. The main conclusion is however
again the same. The larger the volumes, the less enhancement of the ghost propagator is seen. Finally
a consensus was reached, and one finds again the 1/p2 behavior at very large lattices.
From these lattice results one may conclude that something is missing in the current GZ framework.
Much research has been done on this problem, see e.g. papers [38, 40, 39, 41, 155], where a dynami-
cally refined GZ action was proposed in 3 and 4 dimensions.
The 2d studies
2d appeared to be different from the 3d and 4d case. Not so many studies were carried out in 2d, but
they are all consistent [31, 28, 156]. The gluon propagator goes to zero at zero momentum; this was
even checked with lattices up to 25602 [156], while the ghost propagator displays enhanced behavior.
Therefore, the lattice data in 2d are at least qualitatively in agreement with the GZ framework. How-
ever, two comments are in order. Firstly, the ghost propagator does not exactly display enhancement
like 1/p4, as the following enhanced behavior was reported: consistent with limp2→0G(p2)∼ 1p2 1p2/5 ,
see [31], and in agreement with Schwinger-Dyson calculations [46]. Secondly, a qualitative compari-
son has not been done so far, and would be needed before drawing any further conclusions.
Let us also mention that there has been done some work on the GZ action in two dimensions, whereby
it was shown that the dynamical refinement is not possible [41], therefore meaning that the GZ frame-
work would still be valid in 2d. This qualitatively agrees with the lattice data so far.
3.7.2 Reflection positivity
It was pointed in [158] that if the gluon propagator D(k) vanishes at k = 0, then reflection positivity
would be violated. In fact it would be maximally violated, as we now explain.
Reflection positivity and the other axioms of Euclidean quantum field theory imply that D(k)
satisfies the Ka¨llen-Lehmann representation,
D(k) =
∫ ∞
0
dm2
ρ(m2)
k2+m2
, (3.121)
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where ρ(m2)≥ 0 is a positive weight. This implies that the gluon propagator in x-space,
D˜(x) =
∫ ∞
0
dm2 ρ(m2) D˜m(x), (3.122)
is positive for all x, D˜(x)> 0, because the free propagator of a particle of mass m is positive for all x,
as one sees from
D˜m(x) = 2−1
∫ ∞
0
dα (2piα)−d/2 exp[2−1(m2α+ x2α−1)]> 0. (3.123)
If the zero-momentum propagator vanishes,
D(0) =
∫
ddx D˜(x) = 0, (3.124)
and if D˜(x) is positive (or zero) for all x, then the gluon propagator vanishes identically, D˜(x) = 0
for all x, which is false. Thus, if the gluon propagator vanishes at k = 0, then reflection positivity is
violated. In fact it is maximally violated in the sense that if D(0) = 0, then the gluon correlator D˜(x)
is positive and negative in equal measure. The Gribov propagator D(k) = k2/[(k2)2+m4] maximally
violates positivity, because D(0) = 0, and the Ka¨llen-Lehmann representation is violated by having
poles at imaginary mass-square, k2 =±im2.
As discussed in the preceding section, numerical investigation indicates that D(0) vanishes in Eu-
clidean dimension 2, whereas it is finite, D(0) > 0, in Euclidean dimension 3 and 4, so reflection
positivity is maximally violated for d = 2, but it is not maximally violated for d = 3 and d = 4.
Nevertheless, numerical investigation does show clear violation of reflection positivity in Euclidean
dimension 3 [50] and in dimension 4, for both quenched and unquenched cases [51]. This evidence of
violation of reflection positivity in dimension d = 2,3 and 4 stands in contrast to perturbation theory,
where BRST symmetry assures that the perturbative gluon spectrum is physical and unitary. Viola-
tion of reflection positivity is a signal that the gluon is not a physical particle, in accordance with the
confinement scenario.
3.8 Color confinement
In this section we present an exact bound that results from the restriction of the functional integral to
the Gribov region which implies that the color degree of freedom is confined [158, 159].
3.8.1 Exact bounds on free energy
Let the free energy W (J) be defined by
exp[W (J)] =
∫
Ω
dA ρ(A)exp(J, A), (3.125)
where only transverse configurations, ∂µAµ = 0, that lie inside the Gribov region Ω, are integrated
over, and the source term is given by (J,A)≡ ∫ dDx Jaµ (x)Aaµ(x). Since A is identically transverse, only
the transverse part of the source J contributes, and we impose that it is also identically transverse,
∂µJµ = 0. The result is quite general, for we shall suppose only that ρ(A) is a non-negative weight,
ρ(A)≥ 0, that it is normalized, ∫ dA ρ(A) = 1, with support restricted to the Gribov region, ρ(A) = 0
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for A /∈Ω. Since the fundamental modular region Λ is contained in Ω, the result holds in particular if
the integral is restricted to Λ.
We specialize the source to a single fourier component,
Jaµ (x) = H
a
µ cos(kx1), (3.126)
where we have aligned the 1-axis along k, and transversality of Jµ reads Ha1 = 0, so the source term is
given by
(J,A) =
∫
dDx Hai cos(kx1)A
a
i (x). (3.127)
where i = 2, ....D. It may be interpreted by analogy with magnetic spin systems, where Aaµ(x) is the
analog of a spin variable, but with a color index a, and Haµ is the analog of an external magnetic field,
also with a color index, that is modulated by a plane wave cos(kx1). (The external color-magnetic field
Haµ should not be confused with the Yang-Mills color-magnetic field tensor F
a
i j .) In the limit k→ 0,
the source becomes a constant color-magnetic field. The free energy W (J) now depends only on the
parameters k and Hai , and we write
W (J) =Wk(H). (3.128)
This specialized free energy is sufficient to calculate the gluon propagator,
δabδi j D(k) = 2
∂2wk(0)
∂Hai ∂Hbj
, (3.129)
where k is aligned along the 1-axis, and i, j = 2, ...D. Here wk(H) is the free energy per unit volume,
wk(H) =
Wk(H)
V
, (3.130)
where V is the Euclidean volume.
An exact bound for Wk(H) on a finite lattice was given in [158, 159] which holds for any numeri-
cal gauge fixing to Landau gauge, with support restricted to the Gribov region Ω, which is to say, with
support on relative or absolute minima of the gauge fixing functional. In the continuum limit and at
large Euclidean volume V , the lattice bound implies the bound in D Euclidean dimensions,
wk(H)≤ (2D)1/2k|H|, (3.131)
where |H|2 = ∑µ,b(Hbµ )2.
More recently, a stricter continuum bound for wk(H) at finite H was obtained [160, 161], that also
holds for any numerical gauge fixing with support inside the Gribov region Ω,
wk(H)≤ 2−1/2k tr[(HaHa)1/2]. (3.132)
Here HaHa is the matrix with elements ∑a Hai Haj . It has positive eigenvalues, and the positive square
root is understood. This bound is in fact optimal for a probability distribution ρ(A) of which it is
known only that its support lies inside the Gribov region. Either bound yields in the zero-momentum
limit
w0(H) = lim
k→0
wk(H) = 0. (3.133)
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These bounds imply that the magnetization vanishes in the limit k→ 0. To show this we write Haµ =
heaµ, where h represents the magnitude of the external magnetic field in the direction of the fixed unit
vector eaµ, with ∑µa(eaµ)2 = 1, and we write wk(H) = wk(h). The magnetization is given by
mk(h) =
∂wk(h)
∂h
= 〈 V−1
∫
dDx cos(kx1)eai A
a
i (x) 〉h. (3.134)
It vanishes at zero magnetic field, mk(0) = 0, if there is no spontaneous magnetization, as we suppose,
and increases monotonically, ∂mk(h)∂h ≥ 0 as follows from
∂mk(h)
∂h
=
∂2wk(h)
∂h2
= (1/2)D(h)≥ 0, (3.135)
which is positive because the gluon propagator D(h) is positive at any h. The free energy may be
expressed in terms of the magnetization and the bound reads,
w(h)
h
=
∫ h
0 dh
′ mk(h′)
h
≤ 2−1/2k tr[(eaea)1/2] (3.136)
by (3.132). Because mk(h) increases monotonically, this bound implies that mk(h) approaches a finite
limit, limh→∞mk(h) = mk(∞) which satisfies
mk(∞) = lim
h→∞
∫ h
0 dh
′ mk(h′)
h
≤ 2−1/2k tr[(eaea)1/2]. (3.137)
Thus the magnetization at finite h satisfies the bounds,
0≤ mk(h)≤ mk(∞)≤ 2−1/2k tr[(eaea)1/2]. (3.138)
We arrive at the remarkable conclusion that in the limit of constant external magnetic field, k→ 0, the
color magnetization per unit volume vanishes, no matter how strong the external magnetic field h,
lim
k→0
mk(h) = 〈 V−1
∫
V
dDx eai A
a
i (x) exp[ h
∫
V
dDx eai A
a
i (x) ] 〉= 0. (3.139)
Thus the system does not respond to a constant external color-magnetic field. In this precise sense,
the color degree of freedom may be said to be confined. This results from the proximity of the Gribov
horizon in infrared directions.
If wk(H) were analytic in H in the limit k → 0, the bound, limk→0 wk(H) = 0, would imply that
all derivatives of the generating function w0(H) vanish, including in particular the gluon propagator
D(k) (3.129) at k = 0. In [158, 159] it was assumed that wk(H) is analytic in H at k = 0, and it was
concluded that the gluon propagator at k = 0 vanishes, D(0) = 0. However, as reported in the preced-
ing section, although this agrees with lattice data in Eucldean dimension 2, it disagrees with recent
lattice data which indicate a finite value, D(0) 6= 0, in Euclidean dimensions 3 and 4. If this is true,
then wk(H) must become non-analytic in H in the limit k→ 0. Two models were recently exhibited
[160, 162] for which the free energy wk(H) vanishes in the limit limk→0 wk(H) = 0 for all H — and
thus exhibit confinement of color — but for which the gluon propagator D(k) is nevertheless finite at
k = 0, in agreement with the numerical data in 3 and 4 Euclidean dimensions.
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3.8.2 Simple model
We exhibit here a similar model, defined by
wk,mod(H) = tr
[(
g2(k)+
k2HaHa
2
)1/2
−g(k)
]
, (3.140)
where g(k) ≥ 0 is a function at our disposal, and HaHa is the matrix with elements Hai Haj , for
i, j = 2, ... D. This model possesses the following features of the exact theory [160]: (i) It satisfies
wk,mod(0) = 0, which is necessary at H = 0 for a normalized probability distribution
∫
dA ρ(A) = 1.
(ii) It satisfies the bound (3.132),
wk,mod(H)≤ 2−1/2k tr[(HaHa)1/2]. (3.141)
(iii) The magnetization
mk,mod(h) =
∂wk,mod(h)
∂h
= tr
[k2heaea
2
(
g2(k)+
k2h2eaea
2
)−1/2]
, (3.142)
where Hai = he
a
i , satisfies the bound (3.138).
(iv) The gluon propagator
(1/2)D(k,h) = tr
[k2g2(k)eaea
2
(
g2(k)+
k2h2eaea
2
)−3/2]
≥ 0. (3.143)
is positive at all h, as required for it to be a covariance. This assures that the magnetization is mono-
tonically increasing,
(1/2)D(k,h) =
∂mk,mod(h)
∂h
≥ 0. (3.144)
In this model, the free energy wk,mod(H) and magnetization mk,mod(H) both vanish in the limit k→ 0
for all h, in agreement with the exact bounds given above, and consistent with confinement of color.
If wk,mod(H) were analytic in H at k = 0, then the gluon propagator (1/2)D(k,h) =
∂2wk,mod(h)
∂h2 would
vanish at k = 0 for all h. However from (3.143) we find for the gluon propagator, D(k) = D(k,h = 0),
D(k) =
k2
g(k)
. (3.145)
Whether or not it vanishes at k = 0 depends on the behavior at k = 0 of the function at our disposal,
g(k). If g(k) = m2k2 at low momentum, where m is some mass, then the model yields at low momen-
tum
lim
k→0
D(k) =
1
m2
, (3.146)
which is finite, and agrees with numerical results in 3 and 4 Euclidean dimensions.12 On the other
hand, if g(k) does not vanish as rapidly as k2 at k = 0, then we get limk→0 D(k) = 0, which agrees
with the numerical data in 2 Euclidean dimensions. Thus we have a model for which the free energy
wk(h) vanishes at k = 0 for all h, in agreement with the exact bound provided by the Gribov horizon.
Nevertheless, the gluon propagator D(k) may remain finite at h = 0.
12The first two terms in the expansion of (3.140) in powers of H are given by wk,mod(H) = k
2
8g(k)H
a
i H
a
i +
g(k)O[k4H4/g4(k)]. For g(k) = m2k2, which makes the first term finite at k = 0, the coefficient of the H4 term is of
order 1/k2, which diverges as k→ 0, as do all higher order coefficients. This exhibits the non-analyticity of wk,mod(H) in
H at k = 0.
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Chapter 4
Overview of various approaches to the
Gribov problem
In this section we present a critique of the present approach and some related analytic approaches,
particularly stochastic quantization, with a view toward lessons learned, open problems, and direc-
tions for future research.
4.1 GZ action
In the present review we have gathered in one place the derivation and properties of the GZ action,
eq. (2.213), which otherwise are widely scattered in the literature. This action, in Landau gauge,
incorporates a cut-off of the functional integral outside the Gribov region Ω which is done to avoid
counting Gribov copies that are related by “large” gauge transformations. It must be said at the outset
that, as explained in sect. 2.2.2, there is an approximation involved in the derivation of the GZ action,
in which the fundamental modular region Λ is replaced by the Gribov region Ω (although it has been
conjectured that they may give the same expectation values [108, 110]). The GZ action is of interest
nevertheless because it is local and renormalizable even though the cut-off is non-perturbative. Its
non-perturbative character is manifested by the appearance in it of the Gribov mass γˆ.1
If one calculates with the GZ action instead of the Faddeev-Popov action, and expands in powers
of the coupling constant g, one obtains an alternative, perturbatively renormalizable series, in which
the zeroth-order gluon propagator is the Gribov propagator, D0(k) = k
2
(k2)2+γˆ4 . Its poles occur at the
unphysical locations k2 =±iγˆ2. This does not correspond to a physical particle but is appropriate for a
propagator of gluons that are confined. This would clearly be a non-perturbative phenomenon in con-
ventional Faddeev-Popov perturbation theory, but it appears already in zeroth order in the alternative
perturbative expansion provided by the GZ action. In this alternative perturbation series, the gluon
propagator D(k) vanishes at k = 0, D(0) = 0. As discussed in sect. 3.7.2, this corresponds to maximal
violation of reflection positivity, so the Ka¨llen-Lehmann representation is maximally violated, and
this is manifested concretely in the unphysical poles of the gluon propagator. Lattice data also show
1γˆ is not an independent parameter; its value is fixed in terms of ΛQCD by the horizon condition ∂Γ∂γˆ = 0, where Γ is the
quantum effective action.
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clear violation of reflection positivity [50, 51], and we take unphysical singularities of correlators of
gauge-non-invariant fields to be a correct description of confinement in continuum QCD.
Limitations of the GZ approach in perturbation calculations are mentioned in the Introduction. They
may possibly be remedied by non-perturbative calculations.
4.2 Refined GZ action
In response to this challenge, allowable condensates which preserve renormalizability, such as A2,
have been treated in a mean-field approach, by introducing them into the GZ-action. This results in
what is known as the refined GZ action (RGZ) that has been studied extensively [38, 39, 40, 41, 155].
By this method, satisfactory agreement with lattice data for the gluon and ghost propagators has been
achieved, and the glue-ball spectrum has been calculated. A separate review article would be required
to provide an overview of these developments.
4.3 Coulomb gauge
The present review has been devoted to non-perturbative QCD dynamics in the Euclidean Landau
gauge. However the Coulomb gauge also requires a cut-off to avoid Gribov copies, as Gribov pointed
out in his original article [10]. The cut-off in the Coulomb gauge has also been implemented by a
local action, along the lines of the GZ action in Landau gauge [68]. QCD calculations in the Coulomb
gauge have also been done by variational calculation in the Hamiltonian formulation [163, 164]. An
exact bound exists in the Coulomb gauge, that goes by the slogan “no confinement without Coulomb
confinement.” Thus if the (gauge-invariant) Wilson potential V (r) is confining, then the temporal
gluon propagator in Coulomb gauge, D00(r, t), has an instantaneous part, Vcoul(r)δ(t), that is also con-
fining, [165]. The interest of this bound is that the Wilson potential, obtained from gauge-invariant
Wilson loop Pexp(i
∮
Aµdxµ), involves n-point functions of all orders n, whereas the gluon propagator
D00(r, t) is a 2-point function. A proof of renormalizability in the Coulomb gauge remains on open
challenge.
4.4 Dyson-Schwinger equation
The Dyson-Schwinger (DS) equation is perhaps the most highly explored analytic approach to non-
perturbatve calculations in QCD [26, 45, 46, 47, 48, 49, 44]. It is similar in spirit to the functional
renormalization-group equation [26, 48], and has also been developed in the pinch technique formal-
ism [43, 24]. Most DS calculations have been done with the Faddeev-Popov action and, because they
are non-perturbative, the question arises whether Gribov copies are treated correctly. To address this
question, we must review the derivation of the DS equations. The functional DS equation, which
expresses the tower of the DS equations for all correlators, results from the identity,
0 =
∫
R
dA
δ
δAbµ
det[M(A)]exp[−SYM(A)/~+(J,A)/~], (4.1)
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which states that the integral of a derivative vanishes. Here M(A) =−∂µDµ(A) is the Faddeev-Popov
operator and, for Landau gauge, the integral extends over transverse configurations ∂ ·A = 0, and we
have introduced ~ to keep track of the loop order in a diagram. This identity is correct, provided
that the integrand vanishes on the boundary ∂R of the region of integration R in (transverse) A-space.
The region of integration R is usually assumed to be all of A-space. However the identity also holds
if R is the Gribov region, R = Ω, because the Faddeev-Popov determinant, det[M(A)] vanishes on its
boundary ∂Ω, which is the first Gribov horizon. Indeed, because the Faddeev-Popov determinant is the
infinite product of eigenvalues det[M(A)] =∏nλn(A), the n-th Gribov horizon, defined by λn(A) = 0,
is a nodal surface of the integrand for every integer n, and the identity holds if the boundary ∂R
coincides with any one of these nodal surfaces. From the last identity the functional DS equation for
the generating functional of correlators,
ZR(J)≡
∫
R
dA det[M(A)]exp[−SYM(A)/~+(J,A)/~], (4.2)
follows, [
Jbµ (x)−
δSeff
δAbµ(x)
(
~
δ
δJ
)]
ZR(J) = 0, (4.3)
where Seff(A)≡ SFP(A)−~ lndetM(A).2 With ZR(J) = exp[WR(J)/~], where WR(J) is the generating
functional of connected correlators, the last equation reads
Jbµ (x) =
δSeff
δAbµ(x)
(
x,
δWR
δJ
+~
δ
δJ
)
. (4.4)
Next we change variable from WR(J) to the quantum effective action ΓR(A) by the Legendre transfor-
mation,
A(J) =
δWR(J)
δJ
; ΓR(A) = (J, A)−WR(J), J(A) = δΓR(A)δA . (4.5)
This yields the functional DS equation for the quantum effective action ΓR(A),
δΓR
δAbµ(x)
=
δSeff
δAbµ(x)
(
x; A+~D
δ
δA
)
, (4.6)
where ~Dcdµν(x,y; A) is the gluon propagator in the presence of the source A, and D(A) is expressed
in terms of ΓR(A) by
(D−1)cdµν(x,y;A) =
δ2ΓR
δAcµ(x)δAdν(y)
. (4.7)
The DS equations for the one-particle irreducible correlators are obtained by expanding ΓR(A) in pow-
ers of A, and equating like coefficients.
Observe now that the functional DS equation depends only on Seff and is independent of which region
R, bounded by a nodal surface ∂R, is chosen, or if all of space is chosen in (4.1). Consequently, for
each region R that is bounded by a nodal surface — and there are an infinite number of nodal surfaces
— there is a different solution ZR(J) of the DS equation for the generating functional Z(J), and more-
over, because the equation for Z(J) is linear, a linear combination of solutions ZR is also a solution for
Z(J). Each different solution ZR(J) gives a different solution ΓR(A), because ΓR(A) is obtained from
2In practice Faddeev-Popov ghosts are introduced, but the argument still stands.
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ZR(J) by an invertible change of variable. Thus there is an enormous ambiguity in the solutions to
the DS equation in Faddeev-Popov theory [46]. One of these solutions belongs to the choice R = Ω,
which corresponds to a cut-off at the Gribov horizon ∂Ω. The good news is that the DS equations for
Faddeev-Popov theory do have a solution that corresponds to a cut-off at the Gribov horizon.3 Taking
the optimistic view, if we impose enough additional conditions, which result for example from the
positivity of the integrand detM exp(−S) in the Gribov region Ω, we may resolve the ambiguity and
select this particular solution. The bad news is that, in practice, we know little about what additional
conditions would be necessary to resolve this ambiguity completely. In view of this, it is perhaps not
surprising that two different solutions have been found to the DS equations in Faddeev-Popov theory,
namely “scaling” and “decoupling” solutions [26].
The DS equations for the propagators have also been derived from the GZ action, and its infrared
behavior was investigated, with two solutions being found [100]. Subsequently one of these solutions
could be eliminated [101]. Interestingly, the surviving solution has precisely the same infrared critical
exponents as in Faddeev-Popov theory in the Landau gauge [46, 47].
4.5 Stochastic quantization
An avenue for non-perturbative calculations which is insufficiently explored is stochastic quantization
[102] with stochastic gauge fixing [103]. This method elegantly by-passes the problem of Gribov
copies, and is geometrically unobjectionable, whereas the GZ action relies on an approximate solu-
tion of the Gribov problem in which the fundamental modular region Λ is replaced by the Gribov
region Ω, as discussed in sect. 2.2. We discuss briefly the advantages and challenges presented by
stochastic quantization, beginning with a brief introduction to this approach in case it is not familiar
to the reader.
4.5.1 Background
Stochastic quantization is conveniently defined by a quantum field theoretic version of the time-
dependent Fokker-Planck equation
∂P(x, t)
∂t
= ∇i [~∇i−Ki(x)]P(x, t). (4.8)
This equation determines the probability distribution P(x, t) of Brownian particles subject to a drift
force Ki(x). It results from the local flow equation P˙ = −∇ · j, where the current, j = −~∇P+KP,
consists of a diffusion or fluctuation term, where ~ is the diffusion constant, and a drift term. If the
drift force is conservative, K =−∇V (x), the probability distribution P(x, t) relaxes to the Boltzmann
distribution limt→∞P(x, t) =N exp[−V (x)/~], for any initial distribution, provided that exp[−V (x)/~]
is normalizable.
3Alternatively, it has been argued [98] that integrating over all of A-space gives the correct answer by systematic cancel-
lation of Gribov copies because the signed Faddeev-Popov determinent gives the signed intersection number of the gauge
orbit with the gauge-fixing surface, which is a topological invariant. The question remains: how to select this particular
solution?
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Consider now the functional version of this equation,
∂P(A, t)
∂t
=
∫
ddx
δ
δAbµ(x)
[
~
δ
δAbµ(x)
−Kbµ (x; A)
]
P(A, t), (4.9)
where P(A, t) is a time-dependent probability distribution in Euclidean A-space, t is an artificial “fifth
time” that corresponds to machine time in Monte Carlo simulations of lattice gauge theory, Kbµ (x; A)
is a “drift force” in A-space, and xµ is a Euclidean position-vector. If the drift force is conservative,
Kbµ (x; A) =− δS(A)δAbµ(x) , where the Euclidean action S(A) is the analog of the potential energy V (x), then
P(A, t) relaxes to the Euclidean probability distribution, Peq(A) ≡ limt→∞P(A, t) = N exp[−S(A)/~],
for any initial probability distribution, provided exp[−S(A)/~] is normalizable. Euclidean quantum
field theory is recovered by calculating expectation-values from the equilibrium distribution
〈O〉=
∫
dA O(A)Peq(A). (4.10)
In a gauge theory, the (would-be) equilibrium distribution exp[−SYM(A)/~], where SYM(A) is the
Euclidean Yang-Mills action, is not in fact normalizable, and it appears that we are back with the
original problem.4 However in gauge theory, we are interested only in gauge-invariant observables.
For these one may modify the drift force by introducing a gauge-fixing “force” that has the form of
an infinitesimal gauge transformation,
Kbµ (x)→−
δSYM
δAbµ(x)
+Dabµ ω
b, (4.12)
because this has no effect on the expectation-value of gauge-invariant observables [103]. The only
scalar with the correct engineering dimension and color dependence is given by ωb = a−1∂ ·Ab, and
we take for the drift force,
Kbµ (x;A) =−
δSYM
δAbµ(x)
+a−1Dabµ ∂ ·Ab, (4.13)
where a is a gauge parameter. The second term is a globally restoring force for a> 0, in the sense that
it always points back toward the origin in A-space, (A,Kgf)≤ 0, for we have
a−1(Aµ,Dµ∂ ·A) =−a−1(∂ ·A,∂ ·A)≤ 0. (4.14)
Expectation-values are calculated from the equilibrium distribution Peq(A) = limt→∞P(A, t) deter-
mined by the Fokker-Planck equation with drift force (4.13).
This method of gauge fixing, that relies on a gauge-fixing force that is an infinitesimal gauge trans-
formation, is a geometrically correct procedure that bypasses the problem of Gribov copies. It is not
available in an action formalism because the gauge-fixing force is non-conservative, and cannot be
written as the gradient of some gauge-fixing action,
Kgf 6=−δSgfδAbµ
. (4.15)
4In the original version of stochastic quantization [102], this was dealt with by taking the limit of the expectation-values
of gauge-invariant observables,
〈O〉= lim
t→∞
∫
dA O(A)P(A, t) (4.11)
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Note that this is a property of non-Abelian gauge groups. For the U(1) gauge group, we have
Dµ(A) = ∂µ, and the gauge-fixing force is conservative, Kgf µ = a−1∂µ∂ · A = − δSgfδAµ , where Sgf =
(2a)−1
∫
ddx (∂ ·A)2.
4.5.2 Time-dependent approach
Calculations may be done using either the time-dependent or time-independent Fokker-Planck equa-
tion. In the time-dependent approach, the solution P(A, t) is expressed as a path integral over paths
Abµ(x, t), analogous to an integral over Brownian motion paths with a drift force. Because of the re-
semblance of the Fokker-Planck to the Schro¨dinger equation, this path integral formally resembles
the Feynman path integral in quantum mechanics, but with a local action that is 5-dimensional (and
should not be confused with the 4-dimensional Euclidean action). It has been shown by BRST meth-
ods that this method is renormalizable [104, 105, 106, 107]. However calculations are challenging in
this approach. For example, in a perturbative expansion, the zeroth-order gluon propagator is given by
[k25 +(k
2
µ)
2]−1, where µ = 1., , ,4. To our knowledge the time-dependent Fokker-Planck has not been
used in non-perturbative calculations.
4.5.3 Time-independent approach
The equilibrium probability distribution Peq = limt→∞P(A, t), which is used to calculate expectation
values of gauge-invariant observables, satisfies the time-independent Fokker-Planck equation,
0 =
∫
ddx
δ
δAbµ(x)
[
~
δ
δAbµ(x)
−Kbµ (x; A)
]
Peq(A), (4.16)
Because the force Kbµ is not conservative, we cannot give a closed-form solution for the equilibrium
distribution Peq(A). The basis of the time-independent approach is that this equation may be con-
verted by a change of variables to a useful functional equation for the correlators, that serves as a
substitute to the functional DS equation in a theory based on a local action [109]. Before doing so,
we note that the solution Peq(A) to this equation (if it exists) has no nodal surfaces, and is unique and
positive up to normalization. This is shown in Appendix C. In contrast, the Faddeev-Popov weight
det[M(A)]exp[−SYM(A)/~] has many nodal surfaces, and this leads to a great ambiguity in the solu-
tion of the functional DS equation in Faddeev-Popov theory, as we have seen.
To express the time-independent Fokker-Planck equation as an equation for the correlators, we multi-
ply by exp[(J, A)/~] and integrate over all A. After integration by parts we obtain
0 =
∫
ddx Jbµ (x)
[
Jbµ (x)+Kµ
(
x;~
δ
δJ
)]
Z(J), (4.17)
where
Z(J) =
∫
dA exp[(J, A)/~] Peq(A) (4.18)
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is the generating functional of the correlators. [If we replace J by iJ, then Z(iJ) = P˜eq(J) is the
functional fourier transform of Peq(A).] With the change of variable Z(J) = exp[W (J)/~], where
W (J) is the generating functional of connected correlators, this reads
0 =
∫
ddx Jbµ (x)
[
Jbµ (x)+Kµ
(
x,
δW
δJ
+~
δ
δJ
)]
. (4.19)
Finally we make the change of variable from W (J) to the quantum effective action Γ(A) by the Leg-
endre transformation (4.5), which expresses the time-independent Fokker-Planck equation as a func-
tional equation for the quantum effective action,
0 =
∫
ddx
δΓ
δAbµ(x)
[
δΓ
δAbµ(x)
+Kbµ
(
x; A+~D
δ
δA
)]
, (4.20)
where ~Dcdµν(x,y; A) is the gluon propagator in the presence of the source A, and is expressed in terms
of Γ(A) in (4.7), and Kbµ = − δSYMδAbµ(x) +Kgf
b
µ. The term − δSYMδAbµ(x)
(
x; A+~D δδA
)
occurs in the familiar
functional DS equation in Faddeev-Popov theory (4.6), and we shall not write it out here, while the
second term, which results from stochastic gauge fixing, is simpler and is given by
Kgf bµ
(
x; A+~D
δ
δA
)
= a−1Dbdµ (A)∂ ·Ad(x)+a−1~g f bcd∂(y)ν Dcdµν(x,y; A)|y=x. (4.21)
Although the time-independent Fokker-Planck equation in the form (4.20) appears to have a quite
different structure from the DS equation (4.6) in Faddeev-Popov theory, it may be used, like the DS
equation in Faddeev-Popov theory, to generate a perturbation series for the correlators or, more am-
bitiously, to obtain a non-perturbative solution [109]. In a perturbative expansion, the parameter ~
counts the number of independent loops. This method has the advantage that the solution to equation
(4.20) is unique. This is true because the solution to the time-independent Fokker-Planck equation
(4.16), is unique (up to normalization) as shown in Appendix C, and because the change of variable
from (4.16) to (4.20) is invertible.5 In contrast, the DS equation in Faddeev-Popov theory has many
different solutions because of the existence of an infinite number of nodal surfaces of the Faddeev-
Popov determinant detM(A), as explained above.
In [46] the Landau-gauge limit, a→ 0, of this equation was written as the DS equation in Faddeev-
Popov theory plus a correction term. With neglect of the correction term, that is, from the DS equa-
tion in Faddeev-Popov theory, the infrared critical exponent of the gluon propagator was found to
be D(k) ∼ (k2)2/5, (k2)0.2952 and (k2)0.1906 in Euclidean dimension d = 2,3, and 4 respectively [46].
The result for d = 4 agrees with the independent calculation of [47]. An improved calculation, based
directly on the time-independent Fokker-Planck equation (4.20), yielded instead D(k) ∼ (k2)0.043 in
Euclidean dimension d = 4 [109], which vanishes at k = 0, but very weakly. The smallness of the
exponent is notable because the vanishing of D(k) at k = 0 was imposed by hand (rightly or wrongly)
as a boundary condition. The result, D(k) ∼ (k2)0.043 is in reasonable agreement with the (subse-
quent) lattice calculations on very large lattices, [29] and other references cited above, which favor
D(k) ≈ (k2)0 for d = 3 and 4, taking into account that there is an unestimated truncation error in the
analytic calculation from (4.20), and numerical uncertainty in the lattice calculation.
5The uniqueness of the solution of the exact equation (4.20) does not necessarily imply the uniqueness of the solution
by a truncation of (4.20).
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In summary, use of the time-independent Fokker-Planck equation (4.20) has two great advantages
of principle. First the Gribov problem is by-passed by gauge fixing with the gauge-fixing force that is
an infinitesimal gauge transformation. Second, the solution to (4.20) is unique. The price paid is that
the time-independent stochastic dynamics involves a non-conservative (but local) drift force, and this
exceeds the bounds of conventional quantum field theory that is formulated in terms of a local action.
So if we wish to pursue this approach, we must abandon the comfortable terra firma of conventional
quantum field theory, and embark on an unexplored sea. New techniques would have to be developed
to establish renormalizability, Ward identities, and other needed properties.
Assuming these results can be established, let us speculate on the characteristics of the time-independent
stochastic dynamics defined by eq. (4.20). First we should expect that the singularities of correlators
of gauge-non-invariant fields will be unphysical, as happens with the GZ action. This is practically as-
sured because (1) the probability distribution gets concentrated inside the Gribov region in the Landau
gauge limit, a→ 0, of (4.20) [46], as it does with the GZ action, and (2) violation of reflection positiv-
ity in the gluon propagator has been confirmed by numerical simulations in lattice gauge theory. There
is also a simple a priori reason to expect unphysical singularities to result from (4.20): because of the
non-conservative drift force, the rules of calculation deviate from the conventional Feynman rules,
so the singularities that they determine should also be different. If the singularities are unphysical,
as seems to be assured, then the corresponding particles are confined. If so, one needs a mechanism
which assures that the singularities of the correlators of gauge-invariant objects, such as glue-balls or
hadrons, should remain physical. For this too there is a simple argument. The correlators of gauge-
invariant objects are independent of the gauge parameter a−1, and thus exist in the limit a−1→ 0. But
a−1 is the coefficient of the gauge-fixing drift force, so in the limit a−1 → 0, the non-conservative
drift force weakens, and the drift force approaches the physical limit, lima−1→0 Kbµ = − δSYMδAbµ . Thus,
for the correlators of gauge-invariant objects, we expect to recover the physical singularity structure
associated with a local action. Note also that the gauge-fixing force Kg f provides a restoring force that
is tangent to gauge orbits and, as this force weakens in the limit a−1→ 0, the probability escapes to in-
finity along gauge-orbit directions, and we may expect the correlators of gauge-non-invariant objects
to vanish in this limit, as happens in (non-gauge-fixed) lattice gauge theory. In this scenario in the ver-
sion of continuum gauge theory provided by time-independent stochastic quantization, confinement
of gauge non-invariant fields is an almost kinematic consequence of non-Abelian gauge invariance.
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Appendix A
Some formulae and extra calculations
A.1 Gaussian integrals
A.1.1 Gaussian integral for scalar variables
I(A,J) =
∫
[dϕ]exp
[
−1
2
∫
ddxddy ϕ(x)A(x,y)ϕ(y)+
∫
ddx ϕ(x)J(x)
]
= C(detA)−1/2 exp
1
2
∫
ddxddy J(x)A−1(x,y)J(y), (A.1)
with C an infinite constant, which, in practice, can always be omitted.
A.1.2 Gaussian integral for complex conjugated scalar variables
I(A,J) =
∫
[dϕ][dϕ]exp
[
−
∫
ddxddy ϕ(x)A(x,y)ϕ(y)+
∫
ddx
(
ϕ(x)Jϕ(x)+ϕ(x)Jϕ(x)
)]
= C(detA)−1 exp
∫
ddxddy Jϕ(x)A−1(x,y)Jϕ(y) , (A.2)
again with C an infinite constant.
A.1.3 Gaussian integral for Grassmann variables
I(A,η, η¯) =
∫
[dθ][dθ¯]exp
[∫
ddxddy θ¯(x)A(x,y)θ(y)+
∫
ddx (η¯(x)θ(x)+ θ¯(x)η(x))
]
= C detAexp−
∫
ddxddy η¯(x)A−1(x,y)η(y), (A.3)
again with C an infinite constant.
A.2 Dµ(A)ω= 0 is a gauge invariant equation.
To prove that Dµ(A)ω= 0 is a gauge invariant equation, we can write from expression (1.18),
Dµω= ∂µω− igAµω+ igωAµ . (A.4)
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Now performing a SU(N) transformation, we know that Dµω is in the adjoint representation by defi-
nition,
Dµω= 0→UDµωU† = 0 , (A.5)
so working out this equation we find,
UDµωU† = U∂µΩU†− igUAµU†UωU†+ igUωU†UAµU†
= ∂µω′− (∂µU)ωU†−Uω(∂µU†)− ig(A′µ+
i
g
∂µUU†)ω′+ igω′(A′µ+
i
g
∂µUU†)
= D′µω
′−∂µUωU†−Uω∂µU†+∂µUU†(UωU†)− (UωU†)∂µUU†
= D′µω
′ , (A.6)
whereby we made use of equation (1.15) and the simple formula
UU† = 1 ⇒ ∂µUU†+U∂µU† = 0 . (A.7)
We have thus indeed proven that Dµ(A)ω= 0 is a gauge invariant equation.
A.3 σ decreases with increasing k2.
We shall prove that the following function
f (k,A) =
kµkν
k2
∫ ddq
(2pi)2
f (q2)
1
(k−q)2 Pµν =
∫ d4q
(2pi)2
f (q2)
1
(k−q)2
(
1− kµkν
k2
qµqν
q2
)
,
decreases with increasing k2. Let us prove this in 2 dimensions for simplicity. We assume k = (kx,ky)
to be oriented along the x axis. Using polar coordinates, we obtain
f (k,A) =
∫ ∞
0
dq
(2pi)2
q f (q2)
∫ 2pi
0
dθ
1− cos2 θ
k2+q2− kqcosθ
=
∫ ∞
0
dq
(2pi)2
q f (q2)
(
θ(q2− k2) pi
k2
+θ(k2−q2) pi
k2
)
, (A.8)
whereby we have used the following Poisson-like θ-integral which can be easily calculated using a
contour integration,
∫ 2pi
0
dθ
1− cos2 θ
k2+q2−2qk cosθ =
{
pi
q2 if k
2 ≤ q2
pi
k2 if q
2 ≤ k2 . (A.9)
Now deriving f (k,A) w.r.t. k2 and using the property of the θ function: ∂∂xθ(x−y) = δ(x−y), we find
∂
∂k2
f (k,A) = −
∫ ∞
0
dq
(2pi)2
q f (q2)θ(k2−q2) pi
k4
=−θ(k) pi
k4
∫ k
0
dq
(2pi)2
q f (q2) , (A.10)
and thus f (k,A) is a decreasing function for increasing k2.
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A.4 Determinant of Kµν
We calculate the determinant of
Kabµν(k) = δ
ab
β 1V 2d Ng2N2−1︸ ︷︷ ︸
λ
δµν
1
k2
+δµνk2+
(
1
α
−1
)
kµkν
 . (A.11)
We can write (
detKabµν(k)
)−1/2
= e−
1
2 lndetK
ab
µν = e−
1
2 TrlnK
ab
µν . (A.12)
Therefore, we need to determine
Tr lnKabµν = (N
2−1)Trln
(
δµκ
(
λ
k2
+ k2
)(
δκν+
1
λ
k2 + k
2
(
1
α
−1
)
kκkν
))
= (N2−1)
[
Trln
(
δµν
(
λ
k2
+ k2
))
+Trln
(
δµν+
k2
λ+ k4
(
1
α
−1
)
kµkν
)]
= (N2−1)
[
d∑
k
ln
k4+λ
k2
+Tr
(
k2
λ+ k4
(
1
α
−1
)
kµkν+
(
k2
λ+ k4
(
1
α
−1
))2
kµkκkκkν
)]
, (A.13)
whereby we used ln(1+ x) = x− x22 + . . .. We can now take the trace of the diagonal elements of the
second term, and again use x− x22 + . . .= ln(1+ x). We obtain,
Tr lnKabµν = (N
2−1)
[
d∑
k
ln
k4+λ
k2
+∑
k
ln
(
1+
k2
λ+ k4
(
1
α
−1
)
k2
)]
= (N2−1)
[
d∑
k
ln
k4+λ
k2
−∑
k
ln
k4+λ
k2
+∑
k
ln
(
λ
k2
+
k2
α
)]
. (A.14)
By working out the last term, we see that it is proportional to α,
∑
k
ln
(
λ
k2
+
k2
α
)
= ∑
k
ln
(
k4
α
+λ
)
−∑
k
lnk2
= V
∫ ddk
(2pi)d
ln
(
k2√
α
+ i
√
λ
)
+V
∫ ddk
(2pi)d
ln
(
k2√
α
− i
√
λ
)
∼ αd/4 , (A.15)
whereby
∫
dqq lnq2 is zero in dimensional regularization. Therefore, in the limit α→ 0, becomes
zero. In conclusion, we find(
detKabµν(k)
)−1/2
= exp
[
(N2−1)(d−1)
2
V
∫ ddk
(2pi)d
ln
k4+λ
k2
]
= exp
[
(N2−1)(d−1)
2
V
∫ ddk
(2pi)d
ln
(
k2+
1
V
2
d
βNg2
N2−1
1
k2
)]
. (A.16)
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Appendix B
Cohomologies and the doublet theorem
B.1 Cohomology
Suppose δ is a nilpotent operator, δ2 = 0. The cohomology of δ is given by the solutions of the
equation
δ∆ = 0 , (B.1)
which cannot be written in the form
∆= δΩ . (B.2)
A quantity ∆ obeying equation (B.1) is called closed, while a quantity of the form (B.2) is called exact.
The cohomology of ∆ is thus identified by quantities which are closed but not exact. More precisely,
a non trivial quantity ∆ is always defined up to the addition of an arbitrary exact part, i.e. one speaks
of cohomology classes. In fact, take now two closed quantities ∆1 and ∆2. These quantities belong to
the same cohomology class if
∆1−∆2 = δ(. . .) , (B.3)
i.e. when ∆1 and ∆2 differ by an exact part.
In this way one can always write ∆ obeying (B.1) as a sum of a trivial part and a non trivial part.
∆ = ∆n.triv+δ(. . .)︸ ︷︷ ︸
∆triv
, (B.4)
whereby ∆n.triv does not contain parts that can be written as δ(. . .). In quantum field theory, these non
trivial parts shall be the most interesting parts, as they will be related to the renormalization of the
physical parameters of the theory.
B.2 Doublet theorem
Now there is a very important theorem which shall be very useful later on [116]. Suppose our theory
contains a pair of fields, sources or parameters (ui,vi) which form a doublet:
δui = vi δvi = 0 , (B.5)
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whereby the subscript i is a certain index (e.g. color). We assume ui to be commuting, while vi is an
anticommuting quantity. Then we can prove that ui and vi shall never enter the non trivial part of the
cohomology of δ.
The proof is as follows. We introduce two operators Pˆ and Aˆ
Pˆ =
∫
dx
(
ui
∂
∂ui
+ vi
∂
∂vi
)
Aˆ =
∫
dx
(
ui
∂
∂vi
)
, (B.6)
Functionally, we write for the nilpotent operator δ
δ = vi
∂
∂ui
, (B.7)
so we obtain
δ Aˆ =
∫
dx
(
vi
∂
∂vi
+ v jui
∂
∂u j
∂
∂vi
)
,
Aˆ δ =
∫
dx
(
ui
∂
∂ui
−uiv j ∂∂vi
∂
∂u j
)
,
and thus
{δ, Aˆ}= Pˆ. (B.8)
Analogously we also have
Pˆδ =
∫
dx
(
uiv j
∂
∂ui
∂
∂u j
+ vi
∂
∂ui
− viv j ∂∂vi
∂
∂u j
)
δ Pˆ =
∫
dx
(
v j
∂
∂u j
+ v jui
∂
∂u j
∂
∂ui
+ v jvi
∂
∂u j
∂
∂vi
)
,
and thus
[δ , Pˆ] = 0. (B.9)
As P̂ is a counting operator for the total number of ui and vi, we can expand1 ∆, see expression (B.4),
in eigenvectors of P̂,
∆= ∑
n≥0
∆n , (B.10)
whereby P̂∆n = n∆n and n represents the total number of ui and vi in ∆n. Now from the cohomology
condition (B.1) and the commutation relation (B.9), we find that
0 = ∑
n≥0
nδ∆n ⇒ ∑
n≥1
nδ∆n = 0 . (B.11)
Looking at expression (B.5), we easily obtain that
δ∆n = 0 ∀n≥ 1 . (B.12)
1We assume ∆ to be a polynomial in ui and vi.
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Finally, using this property and invoking expression (B.8), we obtain
∆ = ∆0+∑
n≥1
1
n
Pˆ∆n
= ∆0+∑
n≥1
1
n
δAˆ∆n
= ∆0+δ(. . .) . (B.13)
In conclusion, as δ2 = 0
δ∆= δ∆0 , (B.14)
whereby ∆0 is independent of the doublet (ui, vi). The quantities ui and vi shall thus never enter the
non trivial part of the cohomology.
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Appendix C
Positivity and uniqueness of solution of
time-independent Fokker-Planck
equation
C.1 Positivity
The proof is given in a finite number of dimensions, but that should be a good guide. We use discrete
notation and write Ai instead of Abµ(x), so the time-independent Fokker-Planck equation reads,
0 = ∂i[−∂i+Ki(A)]F(A), (C.1)
where ∂i ≡ ∂∂Ai . Suppose that this equation possesses a solution F(A) that is positive somewhere and
negative elsewhere. Call R the region where F(A) is negative, so F(A) < 0 for A in the interior of
R, it is positive outside, F(A) > 0 for A /∈ R, and the boundary ∂R of the region R is a nodal surface,
F(A) = 0 for A ∈ ∂R. Now integrate the equation over the region R,
0 =
∫
R
dA ∂i[−∂i+Ki(A)]F(A), (C.2)
where dA is the volume element in A-space, and use Gauss’s law to obtain
0 =
∫
∂R
dΣi [−∂i+Ki(A)]F(A), (C.3)
where dΣi is the surface element oriented along the outward normal ni on ∂R. By hypothesis F(A)
vanishes on the boundary ∂R, which gives
0 =
∫
∂R
dΣi ∂iF(A). (C.4)
Moreover F(A) is negative inside R and positive outside, so F(A) increases as one leaves the region
R, and the gradient along dΣi is positive, dΣi ∂iF(A)> 0, which is a contradiction. Consequently the
solution F(A) is either positive everywhere or negative everywhere, and F(A) cannot have any nodal
surface. We may normalize F(A) so it is positive everywhere F(A)> 0, with
∫
dA F(A) = 1.
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C.2 Uniqueness
Now suppose that there are two linearly independent solutions to the time-independent Fokker-Planck
equation, F1(A) and F2(A), and that each is normalized
∫
dA F1(A) =
∫
dA F2(A) = 1. Because the
time-independent Fokker-Planck equation is linear, the difference F(A) = F1(A)− F2(A) is also a
solution, and it satisfies
∫
dA F(A) = 0. However we have just proven that F(A) is either positive
everywhere or negative everywhere, or zero, and we conclude F(A) = F1(A)−F2(A) = 0. Thus if
the time-independent Fokker-Planck equation possesses a non-zero solution F1(A), this solution is
positive and unique up to normalization. This result in no way depends upon whether the drift force
Ki(A) is conservative. However when Ki(A) is non-conservative, the equilibrium current does not
vanish jeq i ≡−∂iPeq +KiPeq 6= 0, for if jeq i = 0 then the drift force is given by Ki = ∂i lnPeq, and is
conservative.
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