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On cobrackets on the Wilson loops associated
with flat GL(1,R)-bundles over surfaces
MOEKA NOBUTA
Abstract
Let S be a closed connected oriented surface of genus g > 0. We study
a Poisson subalgebra W1(g) of C
∞(Hom(pi1(S),GL(1,R))/GL(1,R)), the
smooth functions on the moduli space of flat GL(1,R)-bundles over S.
There is a surjective Lie algebra homomorphism from the Goldman Lie
algebra ontoW1(g). We classify all cobrackets onW1(g) up to coboundary,
that is, we compute H1(W1(g),W1(g) ∧ W1(g)) ∼= Hom(Z
2g,R). As a
result, there is no cohomology class corresponding to the Turaev cobracket
on W1(g).
1 Introduction
Atiyah and Bott [2] constructed a symplectic structure on Hom(π1(S), G)/G,
the moduli space of flat G-bundles over a closed connected oriented surface
S, where G is a compact quadratic Lie group, that is, a compact Lie group
together with a non-degenerate Ad(G)-invariant symmetric bilinear form on the
corresponding Lie algebra. Goldman [6] extended this construction to any non-
compact quadratic Lie groupG. By using the symplectic structure, we define the
structure of a Poisson algebra on the smooth functions C∞(Hom(π1(S), G)/G).
Let πˆ be the set of free homotopy classes of free loops on S and Z[πˆ] the free
Z-module generated by πˆ. Goldman [5] constructed a Lie algebra structure
on Z[πˆ] and established formulas which connect the Lie algebra Z[πˆ] and the
Poisson algebra C∞(Hom(π1(S), G)/G).
Since the constant loop 1 is in the center of Z[πˆ], the quotient Z[πˆ]0 :=
Z[πˆ]/Z1 has a Lie algebra structure. Turaev [7] constructed a cobracket on
Z[πˆ]0 which is compatible with the Lie bracket. As an application of Turaev co-
bracket, Chas and Krongold [3] gives a characterization of simple closed curves.
Alekseev, Kawazumi, Kuno and Naef [1] introduced higher genus Kashiwara-
Vergne problems in view of the formality problem of the Turaev cobracket.
In the case G = GL(n,R), we consider a non-degenerate Ad(G)-invariant
symmetric bilinear form
Tr : gl(n,R)× gl(n,R)→ R, (A,B) 7→ Tr(AB).
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Let Wn(g) be the Lie subalgebra of C
∞(Hom(π1(S),GL(n,R))/GL(n,R)) gen-
erated by all Wilson loops, where g is the genus of the surface S. For [γ] ∈ πˆ
represented by γ ∈ π1(S), the Wilson loop associated with [γ] is given by
ω[γ] : Hom(π1(S),GL(n,R))→ R, ρ 7→ ω[γ] := Tr(ρ(γ)).
This induces a Lie algebra homomorphism [5]
Z[πˆ]0 ⊂ Z[πˆ]→Wn(g) ⊂ C
∞(Hom(π1(S),GL(n,R))/GL(n,R)), [γ] 7→ ω[γ].
So it is natural to ask whether there exists a cohomology class corresponding to
the Turaev cobeacket on Wn(g) and C
∞(Hom(π1(S),GL(n,R))/GL(n,R)).
In this paper we discuss about cobrackets on W1(g) which are compatible
with the bracket and classify them up to coboundaries. When n = 1, W1(g) is
identified with polynomials R[x1, y1, · · · , xg, yg, x
−1
1 , y
−1
1 , · · · , x
−1
g , y
−1
g ], where
(x1, y1, · · · , xg, yg) is a symplectic generators of π1(S, ∗). So W1(g) is easier
than other Wn(g)’s but there are non-trivial cobrackets on W1(g).
We obtain following isomorphism.
Theorem.
Hom(Z2g,R) ∼= H1(W1(g),W1(g) ∧W1(g)), k 7→ [∆k],
where ∆k : W1(g) → W1(g) ∧W1(g) is given by x
a1
1 y
b1
1 · · ·x
ag
g y
bg
g ∈ π1(S)
Ab 7→
k(a1, b1, · · · , ag, bg)x
a1
1 y
b1
1 · · ·x
ag
g y
bg
g ∧ 1.
∆k is a cobracket compatible with the bracket. If we consider a compact
surface with non-empty boundary instead of the closed surface S, then there is
a framed Turaev cobracket δf on the compact surface associated with a framing
f of the tangent bundle [1]. Since δf+χ(α) = δf (α) + χ(α)1 ∧ α for any first
cohomology class χ of the surface, ∆k corresponds to the change of framing
of Turaev cobracket. But there is no cohomology class corresponding to the
framed Turaev cobrackets on W1(g) which represents a non-trivial cohomology
class in H1(Z[πˆ]0,Z[πˆ]0 ∧ Z[πˆ]0). We show the non-triviality in Section 3.
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2 Cobrackets on W1(g)
As was pointed out by Drinfel’d [4], the compatible condition for cobrackets is
equivalent to the cocycle condition for 1-cochains. So we may consider cobrack-
ets as 1-cocycles and are led to compute the first cohomology group. We show
the map
Hom(Z2g,R)→ H1(W1(g),W1(g) ∧W1(g)), k 7→ [∆k]
2
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Figure 1: A surface S with symplectic generators of π1(S).
is injective in section 2.1 and surjective in section 2.2.
Let (g, [ , ]) be a Lie algebra over the field of real numbers R, and M a
left g-module. Z1(g,M) denotes the set of all linear functions f : g → M
satisfying γ0 · f(γ1)− γ1 · f(γ0)− f([γ0, γ1]) = 0 and B
1(g,M) the image of M
under d : M → Z1(g,M), where d(m)(γ) = γ ·m for m ∈ M and γ ∈ g. The
first cohomology group of the Lie algebra g with coefficients in M is defined by
H1(g,M) = Z1(g,M)/B1(g,M).
The products W1(g) ∧W1(g) and W1(g) ⊗W1(g) are W1(g)-modules given
by Z0 ·(Z1∧Z2) = {Z0, Z1}∧Z2+Z1∧{Z0, Z2} and Z0 ·(Z1⊗Z2) = {Z0, Z1}⊗
Z2 + Z1 ⊗ {Z0, Z2}.
If ∆ : W1(g) → W1(g) ∧W1(g) is compatible with the bracket { , }, then
∆ ∈ Z1(W1(g),W1(g) ∧W1(g)), that is,
Z0 ·∆(Z1)− Z1 ·∆(Z0)−∆({Z0, Z1})
= {Z0,∆(Z1)}+ {∆(Z0), Z1} −∆({Z0, Z1}) = 0,
where {Z, u ∧ v} = {Z, u} ∧ v + u ∧ {Z, v} and {u ∧ v, Z} = −{Z, u ∧ v} for
u, v ∈ W1(g). We denote by [∆] the cohomology class of ∆.
If n = 1, the Wilson loop associated with [γ] ∈ πˆ can be identified with
the image of γ under the natural surjection π1(S) → π1(S)
Ab. Fix symplectic
generators (x1, y1, · · · , xg, yg) of π1(S) = π1(S, ∗) as shown in Figure 1.
Then we have a R-module isomorphismW1(g) ∼= Rπ1(S)
Ab = R[x1, y1, · · · , xg, yg, x
−1
1 , y
−1
1 , · · · , x
−1
g , y
−1
g ].
The bracket on W1(g) is defined by {Z1, Z2} = i(Z1, Z2)Z1Z2 for Z1 and
Z2 ∈ π1(S)
Ab, where i is the algebraic intersection form, that is,
i(xa11 y
y1
1 · · ·x
ag
g y
bg
g , x
a′1
1 y
b′1
1 · · ·x
a′g
g y
b′g
g ) = a1b
′
1 − a
′
1b1 + · · ·+ agb
′
g − a
′
gbg.
2.1 Compatibility on W1(g)
In this section we show the map Hom(Z2g,R)→ H1(W1(g),W1(g)∧W1(g)) is in-
jective and for ∆ ∈ Z1(W1(g),W1(g)∧W1(g)), there exist some homomorphism
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k ∈ Hom(Z2g,R) and some element α ∈ W1(g)∧1 such that (∆−(∆k+dα))(Z) ∈
W1(g)
′ ∧W1(g)
′ for all Z ∈W1(g) where
W1(g)
′ := R{ωγ | γ 6= 1 ∈ π1(S)
Ab} ⊂W1(g),
the submodule generated by all Wilson loops except for the Wilson loop asso-
ciated with trivial loop. We have decompositions of W1(g)-modules W1(g) ∧
W1(g) = (W1(g)
′ ∧ 1) ⊕ (W1(g)
′ ∧W1(g)
′) and W1(g) ⊗W1(g) = R(1 ⊗ 1) ⊕
(W1(g)
′ ⊗ 1)⊕ (1⊗W1(g)
′)⊕ (W1(g)
′ ⊗W1(g)
′).
For a map k : Z2g → R, define a linear map ∆k : W1(g) → W1(g) ∧W1(g)
by
∆k(x
a1
1 y
b1
1 · · ·x
ag
g y
bg
g ) = k(a1, b1, · · · , ag, bg)x
a1
1 y
b1
1 · · ·x
ag
g y
bg
g ∧ 1.
If ∆k is compatible with the bracket { , }, then ∆k can be seen as a 1-cocycle
of W1(g) with values in W1(g) ∧W1(g).
Lemma 1. Suppose a map k : Z2g → R satisfies the condition k(0, · · · , 0) = 0
and k(a1+a
′
1, b1+b
′
1, · · · , ag+a
′
g, bg+b
′
g) = k(a1, b1, · · · , ag, bg)+k(a
′
1, b
′
1, · · · , a
′
g, b
′
g)
for a1b
′
1 − b1a
′
1 + · · ·+ agb
′
g − bga
′
g 6= 0. Then k is a homomorphism.
Proof. We will show the statement by induction on g > 0. In the case g = 1,
suppose k(0, 0) = 0 and k(a + a′, b + b′) = k(a, b) + k(a′, b′) for ab′ − ba′ 6= 0.
For a > 0, b > 0, we have
k(a, b) = k(a, b− 1) + k(0, 1) = · · · = k(a, 1) + (b− 1)k(0, 1)
= k(a− 1, 1) + k(1, 0) + (b− 1)k(0, 1)
= · · · = k(0, 1) + ak(1, 0) + (b− 1)k(0, 1) = ak(1, 0) + bk(0, 1).
Since k(a, 0)+k(0, 1) = k(a, 1) = ak(1, 0)+k(0, 1), we obtain k(a, 0) = ak(1, 0).
Similarly, we have k(0, b) = bk(0, 1). Since k(a, b) + k(a,−b) = k(2a, 0),
k(a,−b) = k(2a, 0)− k(a, b) = 2ak(1, 0)− (ak(1, 0) + bk(0, 1))
= ak(1, 0)− bk(0, 1).
Similarly we have k(−a, b) = −ak(1, 0)+bk(0, 1), k(−a, 0) = −ak(1, 0), k(0,−b) =
−bk(0, 1), and k(−a,−b) = −ak(1, 0)− bk(0, 1). By the condition k(0, 0) = 0,
k is a homomorphism.
For g ≥ 2, suppose the above statement holds true for g− 1, k(0, · · · , 0) = 0
and k(a1+a
′
1, b1+b
′
1, · · · , ag+a
′
g, bg+b
′
g) = k(a1, b1, · · · , ag, bg)+k(a
′
1, b
′
1, · · · , a
′
g, b
′
g)
for a1b
′
1 − b1a
′
1 + · · ·+ agb
′
g − bga
′
g 6= 0. Set
kg−1(a1, b1, · · · , ag−1, bg−1) := k(a1, b1, · · · , ag−1, bg−1, 0, 0),
k1(ag, bg) := k(0, · · · , 0, ag, bg).
From the inductive assumption, kg−1 and k1 are homomorphisms. So if (a1, b1, · · · , ag−1, bg−1) =
(0, · · · , 0) or (ag, bg) = (0, 0), we have k(a1, b1, · · · , ag, bg) = a1k(1, 0, · · · , 0) +
b1k(0, 1, 0, · · · , 0) + · · · + agk(0, · · · , 0, 1, 0) + bgk(0, · · · , 0, 1). We can assume
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(a1, b1, · · · , ag−1, bg−1) 6= (0, · · · , 0) and (ag, bg) 6= (0, 0). Suppose ag−1 6= 0 and
ag 6= 0. By the assumption, we have
k(a1, b1, · · · , ag, bg) = k(a1, b1, · · · , ag−1, bg−1 − 1, 0, 0) + k(0, · · · , 0, 1, ag, bg)
= k(a1, b1, · · · , ag−1, bg−1 − 1, 0, 0) + k(0, · · · , 0, 1, 0, 1) + k(0, · · · , 0, ag, bg − 1)
= kg−1(a1, b1, · · · , ag−1, bg−1 − 1) + k(0, · · · , 0, 1, 0, 1) + k1(ag, bg − 1). (1)
Take (c1, · · · , cg, d1, · · · , dg, c
′
1, · · · , c
′
g, d
′
1, · · · , d
′
g) satisfying c1d
′
1 − d1c
′
1 + · · ·+
cgd
′
g − dgc
′
g 6= 0, cg−1 6= 0, cg 6= 0, c
′
g−1 6= 0, c
′
g 6= 0, cg−1 + c
′
g−1 6= 0, and
cg + c
′
g 6= 0. For example we can take (c1, d1, · · · , cg, dg) = (0, · · · , 0, 1, 0, 1, 0)
and (c′1, d
′
1, · · · , c
′
g, d
′
g) = (0, · · · , 0, 1, 0, 1, 1) as in Figure2.
α
β
1 g-1 g
Figure 2: α = xg−1xg, β = xg−1xgyg.
Applying (1) to (c1, · · · , cg, d1, · · · , dg, c
′
1, · · · , c
′
g, d
′
1, · · · , d
′
g), we obtain
kg−1(c1 + c
′
1, d1 + d
′
1, · · · , cg−1 + c
′
g−1, dg−1 + d
′
g−1 − 1)
+k(0, · · · , 0, 1, 0, 1) + k1(cg + c
′
g, dg + d
′
g − 1)
= k(c1 + c
′
1, d1 + d
′
1, · · · , cg + c
′
g, dg + d
′
g)
= k(c1, d1, · · · , cg, dg) + k(c
′
1, d
′
1, · · · , c
′
g, d
′
g)
= kg−1(c1, d1, · · · , cg−1, dg−1 − 1) + k(0, · · · , 0, 1, 0, 1) + k1(cg, dg − 1)
+kg−1(c
′
1, d
′
1, · · · , c
′
g−1, d
′
g−1 − 1) + k(0, · · · , 0, 1, 0, 1) + k1(c
′
g, d
′
g − 1).
Since kg−1 and k1 are homomorphisms, we have k(0, · · · , 0, 1, 0, 1) = k(0, · · · , 0, 1, 0, 0)+
k(0, · · · , 0, 1). Therefore if ag−1 6= 0 and ag 6= 0, then k(a1, b1, · · · , ag, bg) =
a1k(1, 0, · · · , 0) + b1k(0, 1, 0, · · · , 0) + · · ·+ agk(0, · · · , 0, 1, 0) + bgk(0, · · · , 0, 1).
Similar argument holds for other cases.
Theorem 2. For any map k : Z2g → R, ∆k ∈ Z
1(W1(g),W1(g) ∧W1(g)) if
and only if there exists a homomorphism k′ : Z2g → R such that k′|Z2g\(0,··· ,0) =
k|Z2g\(0,··· ,0).
Proof. The Goldman Lie bracket [ , ] on the Goldman Lie algebra Z[πˆ] is defined
as follows. For α = [a] and β = [b] ∈ πˆ, [α, β] =
∑
p∈a∩b ǫ(p; a, b)[apbp], where
a and b are generic immersions, apbp denote the product of a and b as based
loops in π1(S, p) and ǫ(p; a, b) = 1 if the orientation given by the pair of vectors
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{a′(s), b′(t)} agrees with the orientation of S where a(s) = b(t) = p, ǫ(p; a, b) =
−1 otherwise.
Let k be a map from Z2g to R. Since the map Z[πˆ]→W1(g), [γ] 7→ ω[γ] is a
Lie algebra homomorphism [5], we have
∆k{ωα, ωβ} = ∆k(
∑
p∈a∩b
ǫ(p;α, β)ω[apbp]) =
∑
p∈a∩b
k([apbp])ǫ(p;α, β)ω[apbp] ∧ 1
= k([apbp]){ωα, ωβ} ∧ 1,
{∆k(ωα), ωβ}+ {ωα,∆k(ωβ)} = k(α){ωα ∧ 1, ωβ}+ k(β){ωα, ωβ ∧ 1}
= (k(α) + k(β)){ωα, ωβ} ∧ 1,
where k(γ) := k(a1, b1, · · · ag, bg) for γ ∈ πˆ 7→ x
a1
1 y
b1
1 · · ·x
1g
g y
bg
g ∈ π1(S)
Ab.
So if there exists a homomorphism k′ : Z2g → R such that k′|Z2g\(0,··· ,0) =
k|Z2g\(0,··· ,0), then ∆k is compatible with the bracket.
Suppose ∆k is compatible with the bracket for some k : Z
2g → R. Then
k satisfies the latter condition in Lemma 1. Hence we have a homomorphism
k′ : Z2g → R such that k′|Z2g\(0,··· ,0) = k|Z2g\(0,··· ,0).
Theorem 3. 1. The map Hom(Z2g ,R) → H1(W1(g),W1(g) ∧ 1), k 7→ [∆k]
is bijective.
2. The map H1(W1(g),W1(g) ∧ 1)→ H
1(W1(g),W1(g) ∧W1(g)) induced by
the inclusion homomorphism 1→ W1(g) is injective.
Proof. We begin by showing the map Hom(Z2g,R) → H1(W1(g),W1(g) ∧ 1) is
injective. Suppose ∆k is a coboundary, that is, ∆k =
∑
u∈π1(S)Ab
Cud(u ∧ 1),
for some Cu ∈ R. Therefore k(Z)Z ∧ 1 = ∆k(Z) =
∑
u∈π1(S)Ab
Cu{Z, u}∧ 1 for
every Z ∈ π1(S)
Ab. We look at the coefficient of Z ∧ 1 in the right hand side.
Since, for any u ∈ π1(S)
Ab, {Z, u} = i(Z, u)Zu /∈ RZ − 0 where RZ ⊂W1(g) is
the R-submodule generated by Z, we obtain k(Z) = 0 for all Z 6= 1 ∈ π1(S)
Ab.
Hence [∆k] = 0 ∈ H
1(W1(g),W1(g)∧1) if and only if k = 0. Therefore the map
Hom(Z2g,R)→ H1(W1(g),W1(g) ∧ 1) is injective.
Next we will show the map Hom(Z2g,R)→ H1(W1(g),W1(g) ∧ 1) is surjec-
tive. Let [∆] ∈ H1(W1(g),W1(g)∧1) be represented by ∆(Z) =
∑
u∈π1(S)Ab
CZu u∧
1 for Z ∈ π1(S)
Ab. Since ∆ is compatible with the bracket, we have
(a1b
′
1 − b1a
′
1 + · · ·+ agb
′
g − bga
′
g)∆(ZZ
′) = {∆(Z), Z ′}+ {Z,∆(Z ′)},
for Z = xa11 y
b1
1 · · ·x
ag
g y
bg
g and Z ′ = x
a′1
1 y
b′1
1 · · ·x
a′g
g y
b′g
g ∈ π1(S)
Ab. Considering
the coefficient of ZZ ′u⊗ 1 for u = xc11 y
d1
1 · · ·x
cg
g y
dg
g , we obtain
(a1b
′
1 − b1a
′
1 + · · ·+ agb
′
g − bga
′
g)C
ZZ′
ZZ′u (2)
= ((c1 + a1)b
′
1 − (d1 + b1)a
′
1 + · · ·+ (cg + ag)b
′
g − (dg + bg)a
′
g)C
Z
Zu
+(a1(d1 + b
′
1)− b1(c1 + a
′
1) + · · ·+ ag(dg + b
′
g)− bg(cg + a
′
g))C
Z′
Z′u.
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If u = 1, the map C : Z2g → R, (a1, b1, · · · , ag, bg) 7→ C
x
a1
1 y
b1
1 ···x
ag
g y
bg
g
x
a1
1 y
b1
1 ···x
ag
g y
bg
g
is a
homomorphism by Lemma 1. Hence (∆−∆C)(Z) =
∑
u6=Z∈π1(S)Ab
CZu u∧1 for
all Z ∈ π1(S)
Ab.
So we can assume u 6= 1. Set CZ := C
Z
Zu. We will show
C
x
a1
1 y
b1
1 ···x
ag
g y
bg
g
= a1Cx1 + b1Cy1 + · · ·+ agCxg + bgCyg (3)
for all (a1, b1, · · · , ag, bg) ∈ Z
2g and diCxj = djCxi , ciCxj = −djCyi , and
ciCyj = cjCyi for all i, j ∈ {1, · · · , g}, by the induction on g > 0. In other
words, CZZu ∧ 1 =
Cx1
d1
d(u ∧ 1)(Z) for all Z ∈ π1(S)
Ab when d1 6= 0. In the
case g = 1,
(ab′ − ba′)Cxa+a′yb+b′ = ((c+ a)b
′ − (d+ b)a′)Cxayb + (a(d + b
′)− b(c+ a′))Cxa′yb′ . (4)
It suffices to show (3) in the case c = c1 6= 0 and d = d1 6= 0. In fact, suppose
the statement holds true for c 6= 0, d 6= 0. For A ∈ SL(2,Z), (ab′− ba′)CAZZ′ =
((a+c′)b′−(b+d′)a′)CAZ+(a(b
′+d′)−b(a′+c′))CAZ′ where A
(
c′
d′
)
=
(
c
d
)
.
Set C′Z := CAZ and if c
′ 6= 0 and d′ 6= 0, we obtain C′
xayb
= aC′x + bC
′
y and
c′C′x = −d
′C′y. If c 6= 0, d = 0, by substituting A =
(
1 0
−1 1
)
, we have(
c′
d′
)
=
(
c
c
)
. By the assumption, we obtain C′
xayb
= aC′x + bC
′
y and
cC′x = −cC
′
y. Therefore
Cxayb = C
′
xaya+b = aC
′
x + (a+ b)C
′
y = aC
′
xy + bC
′
y
= aCx + bCy,
and since Cx = C
′
xy = C
′
x + C
′
y = 0, d = 0, we get cCx = −dCy. Similar
argument is valid for the case c = 0 and d 6= 0.
Suppose c 6= 0 and d 6= 0. Substituting b = b′ = 0 into (4), we have
0 = −da′Cxa + daCxa′ for all a, a
′ ∈ Z. Since d 6= 0, we obtain Cxa = aCx
Similarly, we have Cyb = bCy. Substituting b = 0, a
′ = 0 into (4), we have
ab′Cxayb′ = (c+ a)b
′Cxa + a(d+ b
′)Cyb′
= ab′((c+ a)Cx + (d+ b
′)Cy).
So for a, b ∈ Z satisfying ab 6= 0,
Cxayb = (c+ a)Cx + (d+ b)Cy
=
Cx
d
(ad− bc)−
Cx
d
(ad− bc) + (c+ a)Cx + (d+ b)Cy
=
Cx
d
(ad− bc) + (d+ b)(
c
d
Cx + Cy).
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For a, b, a′, b′ ∈ Z satisfying ab 6= 0, a′b′ 6= 0 and (a + a′)(b + b′) 6= 0, applying
the above equation to (4), we have
(ab′ − ba′)(d+ b+ b′)(
c
d
Cx + Cy)
= ((c+ a)b′ − (d+ b)a′)(d+ b)(
c
d
Cx + Cy) + (a(d+ b
′)− b(c+ a′))(d + b′)(
c
d
Cx + Cy).
Hence d(2(ab′ − ba′) + (a − a′)d − (b − b′)c)( c
d
Cx + Cy) = 0. Now we choose
(a0, b0, a
′
0, b
′
0) satisfying 2(a0b
′
0− b0a
′
0)+ (a0−a
′
0)d− (b0− b
′
0)c 6= 0, for example
a0 = 1, b0 = d, a
′
0 = 2, b
′
0 = d as in Figure 3. Then we obtain
c
d
Cx + Cy = 0.
Hence Cxayb =
Cx
d
(ad− bc) = aCx + bCy. This proves (3) for g = 1.
xy
xxy
Figure 3: xyd and x2yd when d = 1.
Consider the case g ≥ 2. For i 6= j, substituting (a1, b1, · · · , ag, bg) =
(0, · · · , 0,
2i−1
1˘ , 0, · · · , 0) and (a′1, b
′
1, · · · , a
′
g, b
′
g) = (0, · · · , 0,
2j−1
1˘ , 0, · · · , 0) into
(2), we obtain 0 = −djCxi + diCxj . Similarly we have 0 = cjCxi + diCxj and
0 = cjCxi + diCyj . When i = j, from the calculation for g = 1, we have
0 = ciCxj + djCyi .
Now we assume (3) for g − 1. Recall (c1, d1, · · · , cg, dg) 6= (0, · · · , 0). Hence
we assume d1 6= 0. Similar argument holds for other cases. By the inductive
assumption, we have C
x
a1
1 y
b1
1 ···x
ag−1
g−1 y
bg−1
g−1
=
Cx1
d1
(a1d1 − b1c1 + · · ·+ ag−1dg−1 −
bg−1cg−1) and Cxagg y
bg
g
= agCxg + bgCyg =
Cx1
d1
(agdg − bgcg).
If (a1, b1, · · · , ag−1, bg−1) = (0, · · · , 0) or (ag, bg) = (0, 0), then (3) holds
true. When ag−1 6= 0 and ag 6= 0, we have
ag−1Cxa11 y
b1
1 ···x
ag
g y
bg
g
= (cg−1 + ag−1 + cgbg − dgag)C
x
a1
1 y
b1
1 ···x
ag−1
g−1 y
bg−1−1
g−1
+(a1d1 − b1c1 + · · ·+ ag−2dg−2 − bg−2cg−2
+ag−1(dg−1 + 1)− (bg−1 − 1)cg−1)Cyg−1x
ag
g y
bg
g
,
agCyg−1x
ag
g y
bg
g
= (cg−1 + cg + ag)Cxagg y
bg−1
g
+ (ag(dg + 1)− (bg − 1)cg)Cyg−1yg .
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From straight-forward calculation, we have
ag−1agCxa11 y
b1
1 ···x
ag
g y
bg
g
= ag−1ag
Cx1
d1
(a1d1 − b1c1 + · · ·+ agdg − bgcg)
+(a1d1 − b1c1 + · · ·+ ag−2dg−2 − bg−2cg−2 + ag−1(dg−1 + 1)− (bg−1 − 1)cg−1)
·(cgbg − dgag − cg − ag)(Cyg−1yg −
Cx1
d1
(−Cg−1 − Cg)). (5)
If cg = 0 and dg = −1, we obtain Cxa11 y
b1
1 ···x
ag
g y
bg
g
=
Cx1
d1
(a1d1 − b1c1 + · · · +
agdg − bgcg). So we can assume cg 6= 0 or dg 6= −1. By applying (5) to (2),
(
g∑
i=1
aib
′
i − bia
′
i) ·
Cyg−1yg −
Cx1
d1
(−Cg−1 − Cg)
(ag−1 + a′g−1)(ag + a
′
g)
((a1 + a
′
1)d1 − (b1 + b
′
1)c1 + · · ·
+(ag−1 + a
′
g−1)dg−1 − (bg−1 + b
′
g−1 − 1)cg−1 + ag−1 + a
′
g−1)
·(cg(bg + b
′
g)− dg(ag + a
′
g)− cg − (ag + a
′
g))
= (
g∑
i=1
(ci + ai)b
′
i − (di + bi)a
′
i) ·
Cyg−1yg −
Cx1
d1
(−Cg−1 − Cg)
ag−1ag
(a1d1 − b1c1 + · · ·
+ag−1dg−1 − (bg−1 − 1)cg−1 + ag−1)(cgbg − dgag − cg − ag)
+(
g∑
i=1
ai(di + b
′
i)− bi(ci + a
′
i))
Cyg−1yg −
Cx1
d1
(−Cg−1 − Cg)
a′g−1a
′
g
(a′1d1 − b
′
1c1 + · · ·
+a′g−1dg−1 − (b
′
g−1 − 1)cg−1 + a
′
g−1)(cgb
′
g − dga
′
g − cg − a
′
g). (6)
The coefficient of a21 in (6) as a polynomial of a1 is given by
b′1 ·
Cyg−1yg −
Cx1
d1
(−Cg−1 − Cg)
(ag−1 + a′g−1)(ag + a
′
g)
d1(cg(bg + b
′
g)− dg(ag + a
′
g)− cg − (ag + a
′
g))
= b′1 ·
Cyg−1yg −
Cx1
d1
(−Cg−1 − Cg)
ag−1ag
d1(cgbg − dgag − cg − ag).
This equation holds for all (a1, b1, · · · , ag, bg) and (a
′
1, b
′
1, · · · , a
′
g, b
′
g) ∈ Z
2g sat-
isfying ag−1 6= 0, ag 6= 0, a
′
g−1 6= 0, a
′
g 6= 0, ag−1 + a
′
g−1 6= 0 and ag + a
′
g 6= 0.
Since d1 6= 0 and (cg, dg) 6= (0,−1), we obtain Cyg−1yg −
Cx1
d1
(−Cg−1 −Cg) = 0.
Therefore C
x
a1
1 y
b1
1 ···x
ag
g y
bg
g
=
Cx1
d1
(a1d1 − b1c1 + · · · + agdg − bgcg). This proves
the map Hom(Z2g ,R)→ H1(W1(g),W1(g) ∧ 1) is injective.
We show the map H1(W1(g),W1(g) ∧ 1) → H
1(W1(g),W1(g) ∧ W1(g)) is
injective. Let ∆ ∈ Z1(W1(g),W1(g) ∧ 1) be a coboundary, that is, ∆ =∑
u,v∈π1(S)Ab
Cu,vd(u∧v) for some Cu,v ∈ R. For any Z ∈ π1(S)
Ab,
∑
u,v∈π1(S)Ab
Cu,v({Z, u}∧
v + u ∧ {Z, v}) = ∆(Z) ∈W1(g) ∧ 1. If {Z, u} ∧ v 6= 0 and Zu ∧ v ∈W1(g) ∧ 1,
then we obtain v = 1. Therefore we can take w ∈W1(g) such that ∆ = d(w∧1).
This proves Theorem 3.
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2.2 Computation of H1(W1(g),W1(g)⊗W1(g))
In this section we show the fact ∆ ∈ Z1(W1(g),W1(g) ⊗W1(g)) is determined
by the values ∆(1),∆(x1),∆(y1), · · · ,∆(xg) and ∆(yg). By the decomposition
of W1(g)-modules W1(g) ⊗W1(g) = R(1 ⊗ 1)⊕ (W1(g)
′ ⊗ 1) ⊕ (1 ⊗W1(g)
′) ⊕
(W1(g)
′ ⊗W1(g)
′), we have a decomposition of R-modules
H1(W1(g),W1(g)⊗W1(g)) ∼= H
1(W1(g),R)⊕H
1(W1(g),W1(g)
′)
⊕H1(W1(g),W1(g)
′)⊕H1(W1(g),W1(g)
′ ⊗W1(g)
′).
Wewill showH1(W1(g),R) ∼= R,H
1(W1(g),W1(g)
′) ∼= Hom(Z2g,R) andH1(W1(g),W1(g)
′⊗
W1(g)
′) ∼= 0. This implies there is an isomorphismH1(W1(g),W1(g)⊗W1(g)) ∼=
R × Hom(Z2g ,R)2. As a corollary, we can show the map Hom(Z2g,R) →
H1(W1(g),W1(g) ∧W1(g)) is surjective.
Let ∆ ∈ Z1(W1(g),W1(g)⊗W1(g)) be given by
∆(Z) =
∑
u,v∈π1(S)Ab
CZu,vu⊗ v (7)
for Z ∈ π1(S)
Ab. Since ∆ is compatible with the bracket, we have ∆{Z1, Z2} =
{∆(Z1), Z2}+ {Z1,∆(Z2)}. Considering the coefficients of u⊗ v, we obtain
i(Z1, Z2)C
Z1Z2
u,v = i(u, Z2)C
Z1
Z
−1
2 u,v
+ i(v, Z2)C
Z1
u,Z
−1
2 v
+ i(Z1, u)C
Z2
Z
−1
1 u,v
+ i(Z1, v)C
Z2
u,Z
−1
1 v
(8)
for all Z1, Z2 ∈ π1(S)
Ab and u, v ∈ π1(S)
Ab.
Proposition 4. There is an injective homomorphism
Z1(W1(g),W1(g)⊗W1(g))→ (W1(g)⊗W1(g))
1+2g,
∆ 7→ (∆(1),∆(x1),∆(y1), · · · ,∆(xg),∆(yg)).
Proof. Let ∆ ∈ Z1(W1(g),W1(g)⊗W1(g)) be the 1-cocycle given by (7). Sup-
pose ∆(1) = 0 and ∆(xi) = ∆(yi) = 0 for all i = 1, · · · , g. Substituting
Z1 = xi, Z2 = yi into (8), we have C
xiyi
u,v = 0 for all u, v ∈ π1(S)
Ab. Hence
∆(xiyi) = 0. Since ∆ is compatible with the bracket, we have
∆(xaii yi) = {xi,∆(x
ai−1
i yi)} = · · · = {xi, · · · {xi,∆(xiyi)} · · · } = 0,
∆(xaii y
bi
i ) = a
−1
i {∆(x
ai
i y
bi−1
i ), yi} = · · ·
= a
−(bi−1)
i {· · · {{∆(x
ai
i yi), yi}, yi} · · · , yi} = 0
for all ai, bi > 0 and i = 1, · · · , g.
Next we show ∆(x−1i ) = 0. Substituting Z1 = xiyi, Z2 = x
−1
i into (8), we
have 0 = i(xiyi, u)C
x
−1
i
(xiyi)−1u,v
+ i(xiyi, v)C
x
−1
i
u,(xiyi)−1v
. Consider the following
equations
0 = i(xiyi, u)C
x
−1
i
(xiyi)n−1u,(xiyi)−nv
+ i(xiyi, v)C
x
−1
i
(xiyi)nu,(xiyi)−n−1v
for all n ∈ Z. If
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• i(xiyi, u) 6= 0 and i(xiyi, v) = 0, or
• i(xiyi, u) = 0 and i(xiyi, v) 6= 0,
then C
x
−1
i
(xiyi)n−1u,(xiyi)−nv
= 0 for all n ∈ Z. Hence we get C
x
−1
i
u′,v′ = 0 if
• i(xiyi, u
′) 6= 0 and i(xiyi, v
′) = 0, or
• i(xiyi, u
′) = 0 and i(xiyi, v
′) 6= 0,
by substituting u = xiyiu
′, v = v′, n = 0 into the above equation.
If i(xiyi, u) 6= 0 and i(xiyi, v) 6= 0, then there exists N > 0 such that
C
x
−1
i
(xiyi)n−1u,(xiyi)−nv
= 0 for all n > N . Hence
C
x
−1
i
(xiyi)N−1u,(xiyi)−Nv
= −
i(xiyi, v)
i(xiyi, u)
C
x
−1
i
(xiyi)Nu,(xiyi)−(N+1)v
= 0,
C
x
−1
i
(xiyi)N−2u,(xiyi)−(N−1)v
= −
i(xiyi, v)
i(xiyi, u)
C
x
−1
i
(xiyi)N−1u,(xiyi)−Nv
= 0
and we obtain C
x−1
i
(xiyi)n−1u,(xiyi)−nv
= 0 for all n ∈ Z by induction. Hence
C
x
−1
i
u,v = 0 when i(xiyi, u) 6= 0 or i(xiyi, v) 6= 0.
Substituting (Z1, Z2) = (x
−1
i , xj), (x
−1
i , yj) into (8), where xj ∈ {x1, · · · , xg}
and yj ∈ {y1, · · · , yˆi, · · · , yg}, we have
0 = i(u, xj)C
x
−1
i
x
−1
j
u,v
+ i(v, xj)C
x
−1
i
u,x
−1
j
v
,
0 = i(u, yj)C
x
−1
i
y
−1
j
u,v
+ i(v, yj)C
x
−1
i
u,y
−1
j
v
.
By a similar argument, we have C
x
−1
i
u,v = 0 if there exists
• j ∈ {1, · · · , g} such that i(u, xj) 6= 0 or i(v, xj) 6= 0 or
• j ∈ {1, · · · iˆ, · · · , g} such that i(u, yj) 6= 0 or i(v, yj) 6= 0.
Substituting Z1 = y
−1
i , Z2 = xiyi and u = v = 1 into (8), we have
Cxi1,1 = i(1, xiyi)C
y
−1
i
(xiyi)−1,1
+ i(1, xiyi)C
y
−1
i
1,(xiyi)−1
+ i(y−1i , 1)C
xiyi
yi,1
+i(y−1i , 1)C
xiyi
1,yi
= 0.
Hence ∆(x−1i ) = 0. Similarly, we have ∆(y
−1
i ) = 0. Since ∆(1) = 0, we obtain
∆(xaii y
bi
i ) = 0 for all ai, bi ∈ Z.
Now it suffices to show ∆(ziwj) = 0 for all i 6= j, zi ∈ {xi, yi} and wj ∈
{xj , yj}. Suppose ∆(ziwj) = 0 for all i 6= j, zi ∈ {xi, yi} and wj ∈ {xj , yj}.
We can show ∆=0 by induction on g. If g = 1, we have ∆ = 0 from the above
argument. Suppose ∆(xa11 y
b1
1 · · ·x
ak
k y
bk
k ) = 0 for all (a1, b1, · · ·ak, bk) ∈ Z
2k for
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some 1 ≤ k ≤ g. If (a1, b1, · · · , ak, bk) = (0, · · · , 0) or (ak+1, bk+1) = (0, 0),
we have ∆(xa11 y
b1
1 · · ·x
ak+1
k+1 y
bk+1
k+1 ) = 0. So we may assume (a1, b1, · · · , ak, bk) 6=
(0, · · · , 0) and (ak+1, bk+1) 6= (0, 0) In that case there exist i ∈ {1, · · · , k}, ci ∈
{ai, bi} and dk+1 ∈ {ak+1, bk+1} such that ci 6= 0 and dk+1 6= 0. Suppose
ci = ak and dk+1 = ak+1. Similar argument is valid for other cases.
∆(xa11 y
b1
1 · · ·x
ak+1
g y
bk+1
g )
= a−1k ({∆(x
a1
1 y
b1
1 · · ·x
ak
k y
bk−1
k ), ykx
ak+1
k+1 y
bk+1
k+1 }+ {x
a1
1 y
b1
1 · · ·x
ak
k y
bk−1
k ,∆(ykx
ak+1
k+1 y
bk+1
k+1 )})
= a−1k {x
a1
1 y
b1
1 · · ·x
ak
k y
bk−1
k ,∆(ykx
ak+1
k+1 y
bk+1
k+1 )}
= a−1k a
−1
k+1({x
a1
1 y
b1
1 · · ·x
ak
k y
bk−1
k , {∆(x
ak+1
k+1 y
bk+1−1
k+1 ), ykyk+1}+ {x
ak+1
k+1 y
bk+1−1
k+1 ,∆(ykyk+1)}})
= 0.
We will show ∆(ziwj) = 0 for all i 6= j, zi ∈ {xi, yi} and wj ∈ {xj , yj}. Sub-
stituting Z1 = z
ai
i w
bj
j and Z2 = ζ into (8), where ζ ∈ {x1, y1, · · · , xg, yg} and
i(zaii w
bj
j , ζ) = 0, we have 0 = i(u, ζ)C
z
ai
i
w
bj
j
ζ−1u,v
+ i(v, ζ)C
z
ai
i
w
bj
j
u,ζ−1v
. So if i(u, ζ) 6= 0
or i(v, ζ) 6= 0, then we have C
z
ai
i
w
bj
j
u,v = 0. Therefore if C
z
ai
i
w
bj
j
u,v 6= 0 for some ai
and bj , then u, v ∈ 〈zi, wj〉 ⊂ π1(S)
Ab. Let us define zi by
zi =
{
yi if zi = xi
xi if zi = yi
.
Substituting (Z1, Z2) = (ziwj , zi) and (zi, wjzi) into (8), we have
i(u, zi)C
ziwj
z
−1
i
u,v
+ i(v, zi)C
ziwj
u,z
−1
i
v
= i(zi, zi)C
ziziwj
u,v = i(zi, u)C
wjzi
z
−1
i
u,v
+ i(zi, v)C
wjzi
u,z
−1
i
v
. (9)
Substituting (z−1i u, v) = (z
ci
i w
dj
j , z
c′i
i w
d′j
j ) and (u, z
−1
i v) = (z
ci
i w
dj
j , z
c′i
i w
d′j
j ) into
(9), we have
cii(zi, zi)C
ziwj
z
ci
i
w
dj
j
,z
c′
i
i
w
d′
j
j
= i(zi, zi)C
wjzi
ziz
ci−1
i
w
dj
j
,z
c′
i
i
w
d′
j
j
,
c′ii(zi, zi)C
ziwj
z
ci
i
w
dj
j
,z
c′
i
i
w
d′
j
j
= i(zi, zi)C
wjzi
z
ci
i
w
dj
j
,ziz
c′
i
−1
i
w
d′
j
j
.
If (ci, c
′
i) 6= (1, 0), (0, 1), (0, 0), then
• ci 6= 0 and C
wjzi
ziz
ci−1
i
w
dj
j
,z
c′
i
i
w
d′
j
j
= 0, or
• c′i 6= 0 and C
wjzi
z
ci
i
w
dj
j
,ziz
c′
i
−1
i
w
d′
j
j
= 0.
Therefore C
ziwj
z
ci
i
w
dj
j
,z
c′
i
i
w
d′
j
j
= 0 for (ci, c
′
i) 6= (1, 0), (0, 1), (0, 0).
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Substituting Z1 = ziwj and Z2 = z
ǫi
i w
ǫj
j into (8), where ǫi, ǫj ∈ {1,−1},
i(zi, z
ǫi
i ) = 1 and i(wj , w
ǫj
j ) = −1, we have
0 = i(u, zǫii w
ǫj
j )C
ziwj
(z
ǫi
i w
ǫj
j )
−1u,v
+ i(v, zǫii w
ǫj
j )C
ziwj
u,(z
ǫi
i w
ǫj
j )
−1v
+i(ziwj , u)C
z
ǫi
i
w
ǫj
j
(ziwj)−1u,v
+ i(ziwj , v)C
z
ǫi
i
w
ǫj
j
u,(ziwj)−1v
. (10)
Substituting ((zǫii w
ǫj
j )
−1u, v) = (zcii w
dj
j , z
c′i
i w
d′j
j ) and (u, (z
ǫi
i w
ǫj
j )
−1v) = (zcii w
dj
j , z
c′i
i w
d′j
j )
into (10), we obtain
0 = (ci − dj)C
ziwj
z
ci
i
w
dj
j
,z
c′
i
i
w
d′
j
j
,
0 = (c′i − d
′
j)C
ziwj
z
ci
i
w
dj
j
,z
c′
i
i
w
d′
j
j
.
So if ci − dj 6= 0 or c
′
i − d
′
j 6= 0, then C
ziwj
z
ci
i
w
dj
j
,z
c′
i
i
w
d′
j
j
= 0.
Therefore, if there exists (u, v) such that C
ziwj
u,v 6= 0, then (u, v) = (ziwj , 1), (1, ziwj), (1, 1).
Substituting Z1 = ziwjwj , Z2 = w
−1
j , u = 1 and v = 1 into (8),
C
ziwj
1,1 =
1
i(wj , w
−1
j )
(i(1, w−1j )C
ziwjwj
wj ,1
+ i(1, w−1j )C
ziwjwj
1,wj
) = 0.
By a similar argument to the proof of Theorem 2, we obtain C
ziwj
ziwj ,1
= Czizi,1 +
C
wj
wj ,1
= 0 and C
ziwj
1,ziwj
= Czi1,zi + C
wj
1,wj
= 0. This implies ∆(ziwj) = 0. This
proves Proposition 4.
Lemma 5. There is an isomorphism R → H1(W1(g),R(1 ⊗ 1)), r 7→ [δ0(r)],
where
δ0(r)(Z) =
{
r · 1⊗ 1 if Z = 1
0 otherwise
for Z ∈ π1(S)
Ab.
Proof. δ0(r) ∈ Z
1(W1(g),R(1⊗1)) is clear. Since (dα)(1) = 0 for all α ∈W1(g),
the map is injective.
Let ∆ ∈ Z1(W1(g),R(1⊗1)) be given by ∆(Z) = C
Z
1,11⊗1 for Z ∈ π1(S)
Ab.
For all Z 6= 1 ∈ π1(S)
Ab, there exists Z ′ ∈ π1(S)
Ab such that i(Z,Z ′) 6= 0.
Substituting Z1 = Z
′−1, Z2 = ZZ
′ and u = v = 1 into (8), we have
i(Z,Z ′)CZ1,1 = i(1, ZZ
′)CZ
′−1
(ZZ′)−1,1+i(1, ZZ
′)CZ
′−1
1,(ZZ′)−1+i(Z
′−1, 1)CZZ
′
Z′,1+i(Z
′−1, 1)CZZ
′
1,Z′ = 0.
Hence ∆ = δ0(C
1
1,1).
By a similar argument to the proof of Theorem 2 and Theorem 3, we obtain
following Lemma.
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Lemma 6. For a map k : Z2g ∼= π1(S)
Ab → R, we can define two maps
∆lk :W1(g)→W1(g)⊗ 1,∆
l
k(Z) = k(Z)Z ⊗ 1,
∆rk :W1(g)→ 1⊗W1(g),∆
r
k(Z) = k(Z)1⊗ Z,
for Z ∈ π1(S)
Ab. Then
1. ∆lk,∆
r
k ∈ Z
1(W1(g),W1(g) ⊗W1(g)) if and only if there exists a homo-
morphism k′ : Z2g → R such that k|Z2g\(0,··· ,0) = k
′|Z2g\(0,··· ,0).
2. We have two isomorphisms Hom(Z2g ,R) → H1(W1(g),W1(g)
′ ⊗ 1), k 7→
[∆lk] and Hom(Z
2g ,R)→ H1(W1(g), 1⊗W1(g)
′), k 7→ [∆rk].
Proof. By a similar argument to the proof of Theorem 2, we have Lemma 6.1.
Let ∆ ∈ Z1(W1(g),W1(g)⊗W1(g)) be given by ∆(Z) =
∑
u,v∈π1(S)Ab
CZu,vu⊗ v
for Z ∈ π1(S)
Ab. Since ∆{Z, 1} = {∆(Z), 1}+{Z,∆(1)}, we have {Z,∆(1)} = 0
for all Z ∈ π1(S)
Ab. For Z = xa11 y
b1
1 · · ·x
ag
g y
bg
g , we obtain
0 = {Z,∆(1)} =
∑
u,v∈π1(S)Ab
C1u,v(i(Z, u)Zu⊗ v + i(Z, v)u⊗ Zv).
If we take a1, b1, · · · , ag, bg > maxC1u,v 6=0{degxiu, degxiv, degyiu, degyiv | i =
1, · · · , g}−minC1u,v 6=0{degxiu, degxiv, degyiu, degyiv | i = 1, · · · , g}, then the co-
efficient of Zu⊗v is C1u,vi(Z, u) = 0 and the coefficient of u⊗Zv is C
1
u,vi(Z, v) =
0. Hence C1u,v = 0 for (u, v) 6= (1, 1). By a similar argument to the proof of
Theorem 3, we have Lemma 6.2.
Theorem 7. We have an isomorphism
R×Hom(Z2g,R)2 ∼= H1(W1(g),W1(g)⊗W1(g)), (r, kl, kr) 7→ [δ0(r) + ∆
l
kl
+∆rkr ].
As a corollary, we obtain following isomorphism.
Corollary 8. H1(W1(g),W1(g) ∧W1(g)) ∼= Hom(Z
2g ,R).
Proof. Let φ be the isomorphism in Theorem 7. Define three linear maps as
following.
ι : Hom(Z2g,R)→ R×Hom(Z2g ,R)2, k 7→ (0, k,−k),
s :W1(g) ∧W1(g)→W1(g)⊗W1(g), u ∧ v 7→ u⊗ v − v ⊗ u,
p :W1(g)⊗W1(g)→W1(g) ∧W1(g), u⊗ v 7→
1
2
u ∧ v.
Consider the composition p∗◦φ◦ι, where p∗ denotes the induced mapH
1(W1(g),W1(g)⊗
W1(g))→ H
1(W1(g),W1(g)∧W1(g)). Since {(r, k, k) | r ∈ R, k ∈ Hom(Z
2g,R)} ⊂
ker(p∗ ◦φ), the composition p∗ ◦φ◦ ι is surjective. Moreover p∗ ◦φ◦ ι is injective
from s∗ ◦ p∗ ◦ φ ◦ ι = φ ◦ ι and the injectivity of s∗.
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We begin by proving Theorem 7 for the case g = 1. After that we will prove
Theorem 7 for a general genus g, by almost the same way for g = 1.
We showH1(W1(g),W1(g)
′⊗W1(g)
′) ∼= 0 by showing, for all ∆ ∈ Z1(W1(g),W1(g)
′⊗
W1(g)
′), there exists α ∈ W1(g)
′ ⊗ W1(g)
′ such that ∆(xi) = dα(xi) and
∆(yi) = dα(yi) for all 1 ≤ i ≤ g. For ∆ ∈ Z
1(W1(g),W1(g)
′ ⊗W1(g)
′), we
have ∆(1) = 0 from {∆(1), Z} = 0 for all Z ∈ π1(S)
Ab.
Lemma 9. Suppose g = 1 and ∆ ∈ Z1(W1(1),W1(1)
′ ⊗W1(1)
′). If ∆(y) = 0,
then there exists some element α ∈ W1(1)
′ ⊗W1(1)
′ such that the difference
∆′ := ∆− dα satisfies ∆′(x) = 0 and ∆′(y) = 0.
Proof. Set ∆(Z) =
∑
u,v∈π1(S)Ab
CZu,vu⊗ v for Z ∈ π1(S)
Ab. For b > 0, we have
∆(xyb) = {∆(xyb−1), y} = {{∆(xyb−2), y}, y} = · · · = {· · · {{∆(x),
b︷ ︸︸ ︷
y}, y}, · · · , y}
=
∑
u,v∈π1(S)Ab
Cxu,v
∑
k,l≥0,k+l=b
i(u, y)ki(v, y)l
(
b
k
)
uyk ⊗ vyl, (11)
b∆(x2yb) = {∆(x), xyb}+ {x,∆(xyb)}
=
∑
u,v∈π1(S)Ab
Cxu,v{u⊗ v, xy
b}
+
∑
u,v∈π1(S)Ab
Cxu,v
∑
k,l≥0,k+l=b
i(u, y)ki(v, y)l
(
b
k
)
{x, uyk ⊗ vyl}. (12)
Define a lexicographic order on {xayb ⊗ xcyd | a, b, c, d ∈ Z} as follows. xayb ⊗
xcyd < xa
′
yb
′
⊗ xc
′
yd
′
if and only if
• a < a′ or
• a = a′ and b < b′, or
• a = a′ and b = b′ and c < c′, or
• a = a′ and b = b′ and c = c′ and d < d′.
Let u0 ⊗ v0 be the maximum element satisfying C
x
u0,v0
6= 0 in the order.
For b, b′ > 0 satisfying b 6= b′, the maximum term in i(xyb, xyb
′
)∆(x2yb+b
′
) =
{∆(xyb), xyb
′
}+{xyb,∆(xyb
′
)} is xyb+b
′
u0⊗v0. The coefficient of xy
b+b′u0⊗v0
is
b′ − b
b + b′
Cxu0,v0(i(u0, xy
b+b′) + i(u0, y)
b+b′ i(x, yb+b
′
u0))
= Cxu0,v0(i(u0, y)
bi(ybu0, xy
b′) + i(u0, y)
b′ i(xyb, yb
′
u0)). (13)
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We can choose λ ∈ Z satisfying λ > 1 and λ + i(y, u0) 6= 0. If |i(u0, y)| > 1,
substituting b′ = λb into (13), for sufficiently large b > 0,
b′ − b
b+ b′
Cxu0,v0(i(u0, xy
b+b′) + i(u0, y)
b+b′i(x, yb+b
′
u0))
= O(b · i(u0, y)
(1+λ)b),
Cxu0,v0(i(u0, y)
bi(u0y
b, xyb
′
) + i(u0, y)
b′ i(xyb, yb
′
u0))
= O(b · i(u0, y)
λb),
where O is the asymptotic notation, that is, f(b) = O(g(b)) if and only if
limb→+∞ |
f(b)
g(b) | exists and finite for functions f, g on R. This contradicts (13).
If i(u0, y) = 0, then
b′−b
b+b′C
x
u0,v0
i(u0, xy
b+b′) = 0 for all b, b′ > 0 by (13). Hence
u0 = 1. This contradicts the assumption ∆(x) ∈ W1(1)
′ ⊗W1(1)
′. If i(u0, y) =
−1, when b is odd and b′ is even,
b′ − b
b+ b′
Cxu0,v0(i(u0, xy
b+b′) + i(u0, y)
b+b′i(x, yb+b
′
u0))
=
b′ − b
b+ b′
Cxu0,v0 · 2(i(u0, x)− (b+ b
′)),
Cxu0,v0(i(u0, y)
bi(ybu0, xy
b′) + i(u0, y)
b′ i(xyb, yb
′
u0))
= Cxu0,v0 · 2(−i(u0, x) + b+ b
′).
This contradicts (13). Hence we obtain i(u0, y) = 1. If C
x
u,v 6= 0, then degxu ≤
1.
Substituting Z1 = y, Z2 = y
−1 into (8), we have 0 = i(y, u)Cy
−1
y−1u,v
+
i(y, v)Cy
−1
u,y−1v
from ∆(1) = ∆(y) = 0. So if i(y, u) 6= 0 or i(y, v) 6= 0, then
Cy
−1
u,v = 0. Substituting Z1 = y
−1, Z2 = xy into (8), C
x
u,v = i(u, xy)C
y−1
(xy)−1u,v +
i(v, xy)Cy
−1
u,(xy)−1v+i(y
−1, u)Cxyyu,v+i(y
−1, v)Cxyu,yv. If i(y, u) 6= 0 and i(y, v) 6= 0,
then Cy
−1
(xy)−1u,v = 0 and C
y−1
u,(xy)−1v = 0. From (8) and ∆(y) = 0, we have
Cxu,v = i(y
−1, u)Cxyyu,v + i(y
−1, v)Cxyu,yu
= i(y−1, u)(i(u, y)Cxu,v + i(v, y)C
x
yu,y−1v)
+i(y−1, v)(i(u, y)Cxy−1u,yv + i(v, y)C
x
u,v).
Hence we have
i(u, y)i(v, y)Cxyn−1u,y−n+1v + (i(u, y)
2 + i(v, y)2 − 1)Cxynu,y−nv
+i(u, y)i(v, y)Cxyn+1u,y−n−1v = 0
for all n ∈ Z. There exists N ∈ Z such that Cx
ynu,y−nv
= 0 for all n > N .
By induction on n ≤ N , since i(u, y)i(v, y) 6= 0 and i(u, y)2 + i(v, y)2 − 1 > 0,
we obtain Cx
ynu,y−nv
= 0 if i(y, u) 6= 0 and i(y, v) 6= 0. So if Cxu,v 6= 0 and
i(u, y) = 1, we can write (u, v) = (xyb, yd) for some b and d ∈ Z.
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We introduce ∆′ := ∆ −
∑
u,v∈π1(S)Ab,i(u,y)=1,i(x,u) 6=0
Cxu,v
i(x,x−1u)d(x
−1u ⊗ v),
and set ∆′(Z) =
∑
u,v∈π1(S)Ab
C′Zu,vu⊗ v for every Z ∈ π1(S)
Ab. The maximum
element satisfying C′xu,v 6= 0 in the lexicographic order can be written as x⊗ y
d
for some d 6= 0. For b, b′ > 0,
i(xyb, xyb
′
)∆′(x2yb+b
′
) = {∆′(xyb), xyb
′
}+ {xyb,∆′(xyb
′
)}. (14)
By (12), the coefficient of x⊗ xyb+b
′+d in (b + b′)∆′(x2yb+b
′
) is
C′xx,ydi(y
d, xyb+b
′
) + C′x
y−(b+b
′),xyb+b
′+di(y
−(b+b′), xyb+b
′
)
+C′x
xy−(b+b
′),yb+b
′+di(xy
−(b+b′), y)b+b
′
i(x, yb+b
′+d).
If we take b and b′ > 0 sufficiently large so that −(b+ b′) < minC′xu,v 6=0degyu, we
obtain C′x
y−(b+b
′),xyb+b
′+d = 0 and C
′x
xy−(b+b
′),yb+b
′+d = 0. By (11), the coefficient
of x⊗xyb+b
′+d in {∆′(xyb), xyb
′
} is C′xy
b
y−b
′
,xyb+b
′+di(y
−b′ , xyb
′
)+C′xy
b
x,yb+d
i(yb+d, xyb
′
).
Since b + d > d, we obtain C′x
x,yb+d
= 0. If we take b′ > 0 sufficiently large
so that −b′ < minC′xu,v 6=0degyu, we obtain C
′x
y−b
′
,xyb+b
′+d = 0. Similarly the
coefficient of x ⊗ xyb+b
′+d in {xyb,∆′(xyb
′
)} is 0 if −b < minC′xu,v 6=0degyu.
Hence the coefficient of x⊗ xyb+b
′+d in (14) is b
′−b
b+b′C
′x
x,yd
i(yd, xyb+b
′
) = 0 when
−b,−b′ < minC′xu,v 6=0degyu. This contradicts d 6= 0. Consequently ∆
′(x) = 0
and ∆′(y) = 0.
Lemma 10. For ∆ ∈ Z1(W1(1),W1(1)
′ ⊗W1(1)
′), there exists α ∈ W1(1)
′ ⊗
W1(1)
′ such that (∆− dα)(y) = 0.
Proof. Set ∆(Z) =
∑
u,v∈π1(S)Ab
CZu,vu⊗ v for every Z ∈ π1(S)
Ab. We have
∆(y) =
∑
i(y,u) 6=0,i(y,v)=0
Cyu,v
i(y, u)
d(y−1u⊗ v)(y) +
∑
i(y,u)=0,i(y,v) 6=0
Cyu,v
i(y, v)
d(u ⊗ y−1v)(y)
+
∑
i(y,u) 6=0,i(y,v) 6=0
Cyu,vu⊗ v +
∑
i(y,u)=0,i(y,v)=0
Cyu,vu⊗ v.
Replacing ∆ with
∆−
∑
i(y,u) 6=0,i(y,v)=0
Cyu,v
i(y, u)
d(y−1u⊗ v)−
∑
i(y,u)=0,i(y,v) 6=0
Cyu,v
i(y, v)
d(u ⊗ y−1v),
we may assume Cyu,v = 0 if i(y, u) 6= 0 and i(y, v) = 0, or i(y, u) = 0 and
i(y, v) 6= 0.
If i(y, u0) 6= 0 and i(y, v0) 6= 0, consider the sequence {C
y
y−nu0,ynv0
}n∈Z.
We only have to consider one representative (u0, v0) of each orbit for Z. Let
N ∈ Z be the minimum integer satisfies Cy
y−nu0,ynv0
= 0 for all n > N . Re-
place ∆ with ∆ := ∆ −
C
y
y−Nu0,y
Nv0
i(y,v0)
d(y−Nu0 ⊗ y
N−1v0), and set ∆(Z) =
∑
u,v∈π1(S)Ab
C
Z
u,vu ⊗ v for all Z ∈ π1(S)
Ab. Then C
y
y−Nu0,yNv0
= 0 and
C
y
y−N+1u0,yN−1v0
= Cy
y−N+1u0,yN−1v0
− i(y,u0)
i(y,v0)
Cy
y−Nu0,yNv0
. Repeat this opera-
tion R +N times. For a sufficiently large R > 0, by replacing ∆ with
∆−
R−1∑
n=−N
1
i(y, v0)
(Cy
ynu0,y−nv0
−
i(y, u0)
i(y, v0)
Cy
yn−1u0,y−n−1v0
+ · · ·
+
(
−
i(y, u0)
i(y, v0)
)n+N
Cy
y−Nu0,yNv0
)d(ynu0 ⊗ y
−n−1v0),
we can assume Cy
ynu0,y−nv0
= 0 for n 6= R. We will show Cy
yRu0,y−Rv0
= 0.
Suppose Cy
yRu0,y−Rv0
6= 0. Let us define a lexicographic order on {xayb ⊗
xcyd | a, b, c, d ∈ Z} as follows. xayb ⊗ xcyd < xa
′
yb
′
⊗ xc
′
yd
′
if and only
if
• b < b′ or
• b = b′ and a < a′, or
• b = b′ and a = a′ and d < d′, or
• b = b′ and a = a′ and d = d′ and c < c′.
TakeR sufficiently large so thatR > maxCyu,v 6=0 degy u−degy u0,maxCxu,v 6=0 degy u+
1 − degy u0. Then the maximum term in ∆(y) is y
Ru0 ⊗ y
−Rv0 and that in
∆(xy) = {∆(x), y} + {x,∆(y)} is xyRu0 ⊗ y
−Rv0. The coefficient of xy
Ru0 ⊗
y−Rv0 in ∆(xy) is i(x, y
Ru0)C
y
yRu0,y−Rv0
. By induction on a > 0, the maxi-
mum term in ∆(xay) = {∆(x), xa−1y}+{x,∆(xa−1y)} is xayRu0⊗y
−Rv0, and
its coefficient is i(x, yRu0)
aCy
yRu0,y−Rv0
. The maximum term in a∆(xay2) =
{∆(xay), y}+{xay,∆(y)} is xayR+1u0⊗y
−Rv0 and its coefficient is (i(x
ayRu0, y)i(x, y
Ru0)
a+
i(xay, yRu0))C
y
yRu0,y−Rv0
. For a, a′ > 0, the coefficient of xa+a
′
yR+1u0⊗ y
−Rv0
in i(xay, xa
′
y)∆(xa+a
′
y2) = {∆(xay), xa
′
y}+ {xay,∆(xa
′
y)} is
a− a′
a+ a′
(i(xa+a
′
yRu0, y)i(x, y
Ru0)
a+a′ + i(xa+a
′
y, yRu0))C
y
yRu0,y−Rv0
(15)
= i(xayRu0x
a′y)i(x, yRu0)
aCy
yRu0,y−Rv0
+ i(xay, xa
′
yRu0)i(x, y
Ru0)
a′Cy
yRu0,y−Rv0
.
We can choose λ ∈ Z satisfying λ > 1 and R + i(x, u0) − λ 6= 0. Since we can
assume |i(x, yRu0)| > 1, substituting a
′ = λa, for sufficiently large a > 0,
a− a′
a+ a′
(i(xa+a
′
yRu0, y)i(x, y
Ru0)
a + i(xa+a
′
y, yRu0))C
y
yRu0,y−Rv0
= O(a · i(x, yRu0)
(1+λ)a),
i(xayRu0, x
a′y)i(x, yRu0)
aCy
yRu0,y−Rv
+ i(xay, xa
′
yRu0)i(x, y
Ru0)
a′Cy
yRu0,y−Rv0
= O(a · i(x, yRu0)
λa).
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This contradicts (15). Hence Cy
yRu0,y−Rv0
= 0. So we can assume ∆(y) =∑
k,l∈Z,k,l 6=0 C
y
yk,yl
yk ⊗ yl.
Let yk ⊗ yl be the maximum term satisfying Cy
yk,yl
6= 0. If we replace ∆
with ∆ := ∆ −
∑
s,t∈Z,s6=0
Cx
xys,yt
i(x,ys) d(y
s ⊗ yt), then C
x
xys,yt = 0 for all s 6= 0
and t ∈ Z, where ∆(x) =
∑
u,v∈π1(S)Ab
C
x
u,vu ⊗ v. Since ∆(y) = ∆(y), we can
assume Cxxys,yt = 0 for all s 6= 0 and t ∈ Z. If k 6= 1, then the coefficient of
xyk ⊗ yl in ∆(xy) = {∆(x), y} + {x,∆(y)} is kCy
yk,yl
. By induction on b > 0,
the coefficient of xyk+b−1 ⊗ yl in ∆(xyb) = {∆(xyb−1), y} + {xyb−1,∆(y)} is
bkCy
yk,yl
. Substituting Z1 = y
−(k−1), Z2 = xy
k+b−1 into (8), the coefficient of
xyk+b−1⊗yl in (k−1)∆(xyb) = {∆(y−(k−1)), xyk+b−1}+{y−(k−1),∆(xyk+b−1)}
is
(k − 1) · bkCy
yk,yl
= Cy
−(k−1)
1,yl
i(1, xyk+b−1) + Cy
−(k−1)
xyk+b−1,x−1yl−k−b+1
i(x−1yl−k−b+1, xyk+b−1)
+i(y−(k−1), xy2k+b−2) · (k + b− 1)kCy
yk,yl
+ i(y−(k−1), yk+l−1)Cxy
k+b−1
xyk+b−1,yk+l−1
= (k − 1) · (k + b− 1)kCy
yk,yl
for b ≫ 0. Since k 6= 0 and Cy
yk,yl
6= 0, this contradicts the assumption k 6= 1.
Therefore k = 1. Hence the maximum term in ∆(xyb) is xyb ⊗ yl for b > 0.
Substituting Z1 = x, Z2 = xy
b into (8), the coefficient of xyb⊗xyl in b∆(x2yb) =
{∆(x), xyb}+ {x,∆(xyb)} is
i(1, xyb)Cx1,xyl + i(y
l−b, xyb)Cxxyb,yl−b + i(x, y
b)Cxy
b
yb,xyl
+ i(x, yl)Cxy
b
xyb,yl
.
Since Cxxys,yt = 0 for all s, t 6= 0, we have C
x
xyb,yl−b
= 0. We compute the value
Cxy
b
yb,xyl
. Take b > maxCxu,v 6=0{degyu},maxCyu,v 6=0{degyu}. From the equation
∆(xyb) = {∆(xyb−1), y}+ {xyb−1,∆(y)}, we have
Cxy
b
yb,xyl
= i(yb, y)Cxy
b−1
yb−1,xyl
+ i(xyl, y)Cxy
b−1
yb,xyl−1
+ i(xyb−1, yb)Cy
x−1y,xyl
+ i(xyb−1, xyl)Cy
yb,yl−b+1
= i(xyl, y)Cxy
b−1
yb,xyl−1
+ i(xyb−1, yb)Cy
x−1y,xyl
.
Since ∆(y) =
∑
k,l∈Z C
y
yk,yl
yk ⊗ yl, we obtain
Cxy
b
yb,xyl
= Cxy
b−1
yb,xyl−1
= · · · = Cxyb,xyl−b = 0. (16)
Hence the coefficient of the term xyb ⊗ xyl in ∆(x2yb) is l
b
Cxy
b
xyb,yl
= l
b
(Cx
x,yl
+
bCy
y,yl
). Substituting Z1 = xy
b, Z2 = xy
b′ into (8), (b′ − b)∆(x2yb+b
′
) =
{∆(xyb), xyb
′
} + {xyb,∆(xyb
′
)}. For b, b′ > 0, the coefficient of xyb+b
′
⊗ xyl
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is
b′ − b
b+ b′
l(Cxx,yl + bC
y
y,yl
) = i(yb, xyb
′
)Cxy
b
yb,xyl
+ i(yl−b
′
, xyb
′
)Cxy
b
xyb+b
′
,yl−b
′
+i(xyb, yb
′
)Cxy
b′
yb
′,xyl
+ i(xyb, yl−b)Cxy
b′
xyb+b
′
,yl−b
.
Since b, b′ < b + b′, we have Cxy
b
xyb+b
′
,yl−b
′ = 0 and C
xyb
′
xyb+b
′
,yl−b
= 0. If we take
sufficiently large b and b′, then from a similar argument to (16), we obtain
Cxy
b
yb,xyl
= 0 and Cxy
b′
yb
′
,xyl
= 0. This contradicts l 6= 0 and Cy
y,yl
6= 0. Therefore
∆(y) = 0. This proves Lemma 10.
By Lemma 9 and Lemma 10, we obtain Theorem 7 for g = 1. Now we prove
Theorem 7 for any g.
Lemma 11. Let i ∈ {1, · · · , g} and ∆ ∈ Z1(W1(g),W1(g)
′ ⊗W1(g)
′) satisfy
∆(xj) = 0 and ∆(yj) = 0 for all j > i. Then there exists some element
α ∈ W1(g)
′ ⊗W1(g)
′ such that the difference ∆′ = ∆− dα satisfies ∆′(yi) = 0,
∆′(xj) = 0 and ∆
′(yj) = 0 for all j > i.
Proof. For j > i and zj ∈ {xj , yj}, substituting Z1 = yi, Z2 = zj into (8), we
have 0 = i(u, zj)C
yi
z
−1
j
u,v
+ i(v, zj)C
yi
u,z
−1
j
v
from ∆(zj) = 0. Since C
yi
z
n−1
j
u,zn
j
v
= 0
for sufficiently large n, we have Cyiu,v = 0 if i(u, zj) 6= 0 or i(v, zj) 6= 0. So we
may write ∆(yi) =
∑
u,v∈〈x1,y1,··· ,xi,yi〉
Cyiu,vu ⊗ v, where 〈x1, y1, · · · , xi, yi〉 is
the subgroup of π1(S)
Ab which is generated by x1, y1, · · · , xi, yi. By a similar
argument to the proof of Lemma 10, we can assume
∆(yi) =
∑
u,v 6=1∈〈x1,y1,··· ,xi,yi〉,i(yi,u)=0 and i(yi,v)=0
Cyiu,vu⊗ v.
In other words, let us define a set T := {(yki u1, v1) | k ∈ Z, u1, v1 ∈ 〈x1, y1, · · · , xi−1, yi−1, xi〉}
and take R ∈ Z sufficiently large so that
R > max
C
yi
u,v 6=0
{degy u, 0} − min
C
yi
u,v 6=0
degy u, max
C
xi
u,v 6=0
degy u+ 1− min
C
yi
u,v 6=0
degy u.
Replacing ∆ with
∆−
∑
i(yi,u) 6=0,i(yi,v)=0
Cyiu,v
i(yi, u)
d(y−1i u⊗ v)−
∑
i(yi,u)=0,i(yi,v) 6=0
Cyiu,v
i(yi, v)
d(u⊗ y−1i v)
−
∑
i(yi,u) 6=0,i(yi,v) 6=0,(u,v)∈T
R−1∑
n=−N
1
i(yi, v)
(Cy
yn
i
u,y
−n
i
v
−
i(yi, u)
i(yi, v)
Cyi
y
n−1
i
u,y
−n−1
i
v
+ · · ·
+
(
−
i(yi, u)
i(yi, v)
)n+N
Cyi
y
−N
i
u,yN
i
v
)d(yni u⊗ y
−n−1
i v),
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we have Cyiu,v = 0 when i(yi, u) 6= 0 or i(yi, v) 6= 0. We introduce a lexico-
graphic order on {xa11 y
b1
1 · · ·x
ag
g y
bg
g ⊗ x
c1
1 y
d1
1 · · ·x
cg
g y
dg
g | ai, bi, ci, di ∈ Z} as fol-
lows. x
ag
1 y
bg
1 · · ·x
a1
g y
b1
g ⊗x
a2g
1 y
b2g
1 · · ·x
ag+1
g y
bg+1
g < x
a′g
1 y
b′g
1 · · ·x
a′1
g y
b′1
g ⊗x
a′2g
1 y
b′2g
1 · · ·x
a′g+1
g y
b′g+1
g
if and only if there exists j ∈ {1, · · · , 2g} such that bk = b
′
k and ak = a
′
k for all
k < j and
• bj < b
′
j or
• bj = b
′
j and aj < a
′
j .
Substituting Z1 = xiyi, Z2 = x
−1
i into (8), we obtain
Cyiu,v = i(u, x
−1
i )C
xiyi
xiu,v
+ i(v, x−1i )C
xiyi
u,xiv
+i(xiyi, u)C
x
−1
i
(xiyi)−1u,v
+ i(xiyi, v)C
x
−1
i
u,(xiyi)−1v
.
Hence we have i(xi, u) 6= 0 or i(xi, v) 6= 0 if C
yi
u,v 6= 0.
Let u0 ⊗ v0 be the maximum term satisfying C
yi
u0,v0
6= 0. Then we have
i(xi, u0) 6= 0 or i(xi, v0) 6= 0. If i(xi, u0) 6= 0 and i(xi, v0) 6= 0, then a similar
argument to the proof of Lemma 10 holds. That is, we can write u0⊗v0 = y
k
i u1⊗
yliv1 for some u1, v1 ∈ 〈x1, y1, · · · , xi−1, yi−1〉 and some k, l 6= 0. Considering
the coefficient of xiy
k+b−1
i u1 ⊗ xiy
l
iv1 in ∆(x
2
i y
b
i ) for a sufficiently large b > 0,
we obtain l = 0. This contradicts the assumption l 6= 0.
If i(xi, u0) = 0 and i(xi, v0) 6= 0, we can write u0 ⊗ v0 = u1 ⊗ y
l
iv1 where
u1, v1 ∈ 〈x1, y1, · · · , xi−1, yi−1〉 ⊂ π1(S)
Ab and l 6= 0. From u1 6= 1, there exists
j < i and zj ∈ {xj , yj} such that i(zj, u1) 6= 0. Substituting Z1 = zj and
Z2 = yi into (8), we have
0 = i(u, yi)C
zj
y
−1
i
u,v
+ i(v, yi)C
zj
u,y
−1
i
v
+ i(zj, u)C
yi
z
−1
j
u,v
+ i(zj , v)C
yi
u,z
−1
j
v
.
Substituting z−1j u = u1 and v = y
l
iv1 into the above equation, we obtain
0 = i(zj , u1)C
yi
u1,y
l
i
v1
+ i(zj, v1)C
yi
zju1,z
−1
j
yl
i
v1
.
Since i(zj , u1) 6= 0, we have C
yi
u1,y
l
i
v1
= 0. This contradicts the assumption
Cyi
u1,y
l
i
v1
6= 0. Similar argument holds for the case i(xi, u0) 6= 0 and i(xi, v0) = 0.
Hence ∆(yi) = 0. This proves Lemma 11.
Lemma 12. Let i ∈ {1, · · · , g} and ∆ ∈ Z1(W1(g),W1(g)
′ ⊗W1(g)
′) satisfy
∆(yi) = 0, ∆(xj) = 0 and ∆(yj) = 0 for all j > i. Then there exists α ∈
W1(g)
′ ⊗W1(g)
′ such that the difference ∆′ = ∆− dα satisfies ∆′(xj) = 0 and
∆′(yj) = 0 for all j ≥ i.
Proof. For j > i and zj ∈ {xj, yj}, substituting Z1 = xi, Z2 = zj into (8), we
have 0 = i(u, zj)C
xi
z
−1
j
u,v
+ i(v, zj)C
xi
u,z
−1
j
v
from ∆(zj) = 0. Therefore C
xi
u,v = 0 if
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i(u, zj) 6= 0 or i(v, zj) 6= 0. So we may write ∆(xi) =
∑
u,v∈〈x1,y1,··· ,xi,yi〉
Cxiu,vu⊗
v.
Define ∆′ by
∆′ = ∆− (
∑
k,l∈Z,k 6=0,u1,v1∈〈x1,y1,··· ,xi−1,yi−1〉
Cxi
xiy
k
i
u1,y
l
i
v1
i(xi, yki u1)
d(yki u1 ⊗ y
l
iv1)
+
∑
l 6=0∈Z,u1,v1∈〈x1,y1,··· ,xi−1,yi−1〉
Cxi
u1,xiy
l
i
v1
i(xi, yliv1)
d(u1 ⊗ y
l
iv1)).
Set ∆′(Z) =
∑
u,v∈π1(S)Ab
C′Zu,vu ⊗ v for every Z ∈ π1(S)
Ab. Let u0 ⊗ v0 be
the maximum element satisfying C′xiu0,v0 6= 0 in a lexicographic order, that is,
x
ag
1 y
bg
1 · · ·x
a1
g y
b1
g ⊗x
a2g
1 y
b2g
1 · · ·x
ag+1
g y
bg+1
g < x
a′g
1 y
b′g
1 · · ·x
a′1
g y
b′1
g ⊗x
a′2g
1 y
b′2g
1 · · ·x
a′g+1
g y
b′g+1
g
if and only if there exists j ∈ {1, · · · , 2g} such that ak = a
′
k and bk = b
′
k for all
k < j and
• aj < a
′
j or
• aj = a
′
j and bj < b
′
j .
For b 6= b′, considering the maximum term in i(xiy
b
i , xiy
b′
i )∆
′(x2i y
b+b′
i ) = {∆
′(xiy
b
i ), xiy
b′
i }+
{xiy
b
i ,∆
′(xiy
b′
i )}, we have
b′ − b
b+ b′
C′xiu0,v0(i(u0, xiy
b+b′
i ) + i(u0, yi)
b+b′ i(xi, y
b+b′
i u0))
= C′xiu0,v0(i(u0, yi)
bi(ybiu0, xiy
b′
i ) + i(u0, yi)
b′ i(xiy
b
i , y
b′
i u0)). (17)
By a similar argument to a proof of Lemma 9, we obtain i(u0, yi) = 0 or
i(u0, yi) = 1.
If i(u0, yi) = 0, we have i(u0, xi) = 0 by (17). So we can write u0 ⊗ v0 =
u1 ⊗ x
s
i y
t
iv1, where u1, v1 ∈ 〈x1, y1, · · · , xi−1, yi−1〉 ⊂ π1(S)
Ab, s, t ∈ Z.
Considering the coefficient of u1⊗x
s+1
i y
t+b+b′
i v1 in i(xiy
b
i , xiy
b′
i )∆
′(x2i y
b+b′
i ) =
{∆′(xiy
b
i ), xiy
b′
i } + {xiy
b
i ,∆
′(xiy
b′
i )}, we obtain s = 1. Namely, for b > 0, the
maximum term in
∆′(xiy
b
i ) = {· · · {{∆
′(xi), yi}, yi}, · · · , yi︸ ︷︷ ︸
b
}
=
∑
u,v∈π1(S)Ab
C′xiu,v
∑
k,l≥0,k+l=b
i(u, yi)
ki(v, yi)
l
(
b
k
)
yki u⊗ y
l
iv
is u1 ⊗ x
s
i y
t+b
i v1 and its coefficient is s
bC′xi
u1,x
s
i
yt
i
v1
. The maximum term in
b∆′(x2i y
b
i ) = {∆
′(xi), xiy
b
i } + {xi,∆
′(xiy
b
i )} is u1 ⊗ x
s+1
i y
t
iv1 and its coeffi-
cient is (i(xsi y
t
iv1, xiy
b
i ) + s
bi(xi, y
t
i))C
′xi
u1,x
s
1y
t
i
v1
. Hence the coefficient of u1 ⊗
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xs+1i y
t+b+b′
i v1 in i(xiy
b
i , xiy
b′
i )∆
′(x2i y
b+b′
i ) = {∆
′(xiy
b
i ), xiy
b′
i }+{xiy
b
i ,∆
′(xiy
b′
i )}
is
b′ − b
b+ b′
C′xi
u1,x
s
i
yt
i
v1
(i(xsi y
t
i , xiy
b+b′
i )+s
b+b′t) = C′xi
u1,x
s
i
yt
i
v1
(sbi(xsi y
t
i , xiy
b′
i )+s
b′i(xiy
b
i , x
s
i y
t
i))
for b, b′ > 0. Therefore |s| < 1. If s = 0, we have t = 0 from the above equation.
This contradicts the assumption C′xiu0,v0 6= 0. If s = −1, when b is odd and b
′ is
even,
(i(xsi y
t
i , xiy
b+b′
i ) + s
b+b′t) = −b− b′ − 2t,
sbi(xsi y
t
i , xiy
b′
i ) + s
b′ i(xiy
b
i , x
s
i y
t
i) = b + b
′ + 2t.
This contradicts the above equation. Hence s = 1. Since C′xi
u1,xiy
t
i
v1
6= 0, we have
t = 0 by the definition of ∆′. Since u1 6= 1, there exist j < i and zj ∈ {xj , yj}
such that i(zj, u1) 6= 0. Substituting Z1 = zj, Z2 = xi, u = zju1 and v = xiv1
into (8), we have
0 = i(zju1, xi)C
′zj
x−1
i
zju1,xiv1
+ i(xiv1, xi)C
′zj
zju1,v1
+ i(zj, zju1)C
′xi
u1,xiv1
+ i(zj , xiv1)C
′xi
zju1,z
−1
j
xiv1
= i(zj, u1)C
′xi
u1,xiv1
+ i(zj , v1)C
′xi
zju1,z
−1
j
xiv1
.
Since i(zj, u1) 6= 0, we obtain C
′xi
u1,xiv1
= 0. This contradicts the assumption
C′xiu1,xiv1 = C
′xi
u0,v0
6= 0.
If i(u0, yi) = 1, we can assume u0 ⊗ v0 = xiy
l
iu1 ⊗ x
s
i y
t
iv1 for some u1, v1 ∈
〈x1, y1, · · · , xi−1, yi−1〉 ⊂ π1(S)
Ab and l, s, t ∈ Z. By a similar argument to the
proof of Lemma 9, we have C′xiu,v = 0 if i(yi, u) 6= 0 and i(yi, v) 6= 0. Hence
s = 0. By the definition of ∆′, we have l = 0. If t = 0, there exist j < i and
zj ∈ {xj , yj} such that i(zj, v1) 6= 0. Substituting Z1 = zj, Z2 = xi, u = xiu1
and v = zjv1 into (8), we have
0 = i(xiu1, xi)C
′zj
u1,zjv1
+ i(zjv1xi)C
′zj
xiu1,x
−1
i
zjv1
+ i(zj, xiu1)C
′xi
z
−1
j
xiu1,zjv1
+ i(zj , zjv1)C
′xi
xiu1,v1
= i(zj, u1)C
′xi
z−1
j
xiu1,zjv1
+ i(zj , v1)C
′xi
xiu1,v1
.
Since i(zj, v1) 6= 0, we obtain C
′xi
xiu1,v1
= 0. Therefore t 6= 0.
For a sufficiently large b > 0, the coefficient of xiu1 ⊗ xiy
t+b
i v1 in the right-
hand side of b∆′(x2i y
b
i ) = {∆
′(xi), xiy
b
i }+ {xi,∆
′(xiy
b
i )} is
C′xi
y
−b
i
u1,xiy
t+b
i
v1
i(y−bi u1, xiy
b
i ) + C
′xi
xiu1,y
t
i
v1
i(ytiv1, xiy
b
i ) + C
′xiy
b
i
u1,xiy
t+b
i
v1
i(xi, u1)
+C
′xiy
b
i
xiu1,y
t+b
i
v1
i(xi, y
t+b
i v1) = C
′xi
xiu1,y
t
iv1
i(ytiv1, xiy
b
i ).
For b, b′ > 0, the coefficient of xiu1 ⊗ xiy
t+b+b′
i v1 in {∆
′(xiy
b
i ), xiy
b′
i } is
C
′xiy
b
i
y
−b′
i
u1,xiy
t+b+b′
i
v1
i(y−b
′
i u1, xiy
b′
i ) + C
′xiy
b
i
xiu1,y
t+b
i
v1
i(yt+bi v1, xiy
b′
i ).
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If −b′ < minC′xu,v 6=0 degy u,minC′yu,v 6=0 degy u, we have C
′xiy
b
i
y
−b′
i
u1,iy
t+b+b′
i
v1
= 0.
Since u0⊗v0 = xiu1⊗y
t
iv1 is the maximal u⊗v satisfying C
′xi
u,v and C
′xi
xiy
p
i
u1,y
q
i
v1
=
0 for all p 6= 0, we have C
′xiy
b
i
xiu1,y
t+b
i
v1
= 0. Therefore, for b, b′ ≫ 0, the coeffi-
cient of xiu1 ⊗ xiy
t+b+b′
i v1 in i(xiy
b
i , xiy
b′
i )∆
′(x2i y
b+b′
i ) = {∆
′(xiy
b
i ), xiy
b′
i } +
{xiy
b
i ,∆
′(xiy
b′
i )} is
b′−b
b+b′C
′xi
xiu1,y
t
i
v1
i(ytiv1, xiy
b+b′
i ) = 0. This contradicts t 6= 0.
Consequently ∆′(xi) = 0. This proves Lemma 12.
3 Appendix: The Turaev cobracket represents
a non-trivial cohomology class
In this section we show the Turaev cobracket represents a non-trivial cohomology
class in H1(Z[πˆ]0,Z[πˆ]0 ∧ Z[πˆ]0).
Proposition 13. If S is a closed oriented surface of genus g ≥ 2, then [∆T ] 6=
0 ∈ H1(Z[πˆ]0,Z[πˆ]0 ∧ Z[πˆ]0), where ∆T is the Turaev cobracket on Z[πˆ]0.
Proof. Assume ∆T is a coboundary, that is, ∆T =
∑
iCid(αi ∧ βi), for some
αi, βi ∈ πˆ and Ci ∈ Z. Let us define γ := [x1x
−1
2 ] ∈ πˆ as in Figure 4. We have
γ
x1 x2
Figure 4: γ = x1x
−1
2 .
(
∑
i
Cid(αi ∧ βi))(γ) =
∑
i
Ci([γ, αi] ∧ βi + αi ∧ [γ, βi])
=
∑
i
Ci(
∑
p∈γ∩αi
ǫ(p; γ, αi)γp(αi)p ∧ βi +
∑
w∈γ∩βi
ǫ(p; γ, βi)αi ∧ γq(βi)q), (18)
where [ , ] is the Goldman bracket. From a natural surjection πˆ → π1(S)
Ab, α 7→
α, we have a Lie algebra homomorphism p : Z[πˆ]0 →W1(g). Applying p ∧ p for
(18), we have
p ∧ p((
∑
i
Cid(αi ∧ βi))(γ)) =
∑
i
Ci(i(γ, αi)γαi ∧ βi + i(γ, βi)αi ∧ γβi).
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If γαi = x1 or x
−1
2 , then we have i(γ, αi) = i(x1x
−1
2 , γαi) = 0. Therefore the
coefficient of x1∧x
−1
2 is 0. This contradicts p∧p(∆T (γ)) = x1∧x
−1
2 . Therefore
the Turaev cobracket ∆T represents a non-trivial cohomology class.
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