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Abstract. We establish an existence theorem for the doubly periodic vortices in a gen-
eralized self-dual Chern–Simons model. We show that there exists a critical value of the
coupling parameter such that there exits self-dual doubly periodic vortex solutions for
the generalized self-dual Chern–Simons equation if and only if the coupling parameter is
less than or equal to the value. The energy, magnetic flux, and electric charge associated
to the field configurations are all specifically quantized. By the solutions obtained for
this generalized self-dual Chern–Simons equation we can also construct doubly periodic
vortex solutions to a generalized self-dual Abelian Higgs equation.
1 Introduction
Vortices, which arise in spontaneous broken gange theories in two-space dimension, play important
roles in many areas of physics including superconductivity [1,12,17], optics [3], cosmology [13,18,28],
and the quantum Hall effect [22]. In recent years much attention has been devoted to the study of
vortices in (2+1)-dimensional Chern–Simons gauge theory. An important feature of such vortices is
that they are both magnetically and electrically charged, which is different from the neutral Nielsen–
Olesen vortices [20]. In the work of Hong, Kim, and Pac [15] and Jackiw and Weinberg [16], the
Yang–Mills (or Maxwell) term is removed from the action Lagrangian density while the Chern–
Simons term alone governs electromagnetism, which is physically sensible at large distances and
low energies. When the Higgs potential takes a special form as that in the classical Abelian Higgs
model [4, 17], the static equations of motion can be reduced from a second-order differential to a
Bogolmol’ny type (self-dual) system of first-order equations [4], which enables one to make rigorous
mathematical studies of such solutions. In such a setting, topological multivortices with quantized
charges [23,29], non-topological multivortics with fractional values of charges [7–9,24] and doubly
periodic vortices with quantized charges [6, 10,11,19,21,25,26] are all present.
In [5] Burzlaff, Chakrabarti, and Tchrakian proposed a generalized self-dual Chern–Simons–
Higgs model and a generalized Abelian Higgs model. The non-topological and topological vortices
for the models were established more than ten years ago in [27] and [31], respectively. However, up to
now, the existence of doubly periodic vortices for the models is still open. Our purpose of this paper
is to establish the existence of doubly periodic multivortices to the generalized self-dual Chern–
Simons model. As in [27,31] we first reduce the generalized self-dual Chern–Simons equations into
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a scalar quasilinear elliptic equation with Dirac source terms characterizing the locations of the
vortices. Then by a transformation the quasilinear elliptic equation can be simplified further into a
semilinear one. We establish an existence theorem by applying a sub-super solution method, which
was used by Caffarelli and Yang [6] to construct multiple doubly periodic vortex solutions to the
Chern–Simons model proposed in [15,16].
The rest of our paper is organized as follows. In section 2, we formulate our problem and state
our main results. In section 3 we prove the existence of doubly periodic vortices for the generalized
self-dual Chern–Simons equation. In section 4 we construct a doubly periodic vortex solution for
the generalized self-dual Abelian Higgs model using our results in the previous section.
2 Generalized Chern–Simons vortices
We consider the generalized self-dual Chern–Simons equations derived in [5] over a doubly periodic
domain Ω such that the field configurations are subject to the ’t Hooft boundary condition [14,30,32]
under which periodicity is achieved modulo gauge transformations.
Following [5], we derive the generalized self-dual Chern–Simons equations. The Lagrangian
density in (2 + 1) dimensions reads
L =
√
2κεµνα
[
Aα − 2i
(
1− 1
2
|φ|2
)
φDµφ
]
Fµν + 2(1− |φ|2)2|Dµφ|2 − V, (2.1)
where Dµ = ∂µ + iAµ is the gauge-covariant derivative, Aµ (µ = 0, 1, 2) a 3-vector gauge field, φ a
complex scalar field called the Higgs field, Fαβ = ∂αAβ − ∂βAα the induced electromagnetic field,
α, β, µ, ν = 0, 1, 2, κ > 0 is a constant referred to as the Chern–Simons coupling parameter, εαβγ
the Levi-Civita totally skew-symmetric tensor with ε012 = 1, V the Higgs potential function, and
the summation convention over repeated indices is observed.
Varying (2.1) with respect to Aα and φ, we have the Euler-Lagrange equations
1
2
√
2
κεµνα
[
(1− |φ|2)Fµν − i
(
DµφDνφ−DνφDµφ
)]
+ i(1− |φ|2)φDαφ = 0, (2.2)
2
√
2κiεµνDµ
[(
1− 1
2
|φ|2
)
φ
]
Fµν + 2∂
µ
[(
1− |φ|2)2]Dµφ
+2
(
1− |φ|2)2DµDµφ− 4 (1− |φ|2)φ|Dµφ|2 − ∂V
∂φ
= 0. (2.3)
In the static limit, the α = 0 component of (2.2) implies
A0 = − κ√
2|φ|2(1− |φ|2)
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)] . (2.4)
From (2.4), we can express the density of electric charge as
ρ = −
√
2A0|φ|2
(
1− |φ|2) = κ [(1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)] . (2.5)
Note that the energy E can be expressed as
E =
∫
Ω
dx
[
2
(
1− |φ|2)2(|D0φ|2 + |D1φ|2 + |D2φ|2)+ V ] .
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With the choice of the Higgs potential
V =
1
4κ2
(1− |φ|2)4|φ|2,
in the static limit we have
E =
∫
Ω
dx
{
κ2
|φ|2
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)]2
+2
(
1− |φ|2)2(|D1φ|2 + |D2φ|2)+ 1
4κ2
|φ|2(1− |φ|2)4} .
Then we rewrite the energy as
E =
∫
Ω
dx
{(
κ
|φ|
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)]− 1
2κ
|φ|(1− |φ|2)2)2
+2
(
1− |φ|2)2|D1φ− iD2φ|2 + (1− |φ|2)3F12 − 3i(1− |φ|2)2(D1φD2φ−D1φD2φ)}
=
∫
Ω
dx
{(
κ
|φ|
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)]− 1
2κ
|φ|(1− |φ|2)2)2
+2
(
1− |φ|2)2|D1φ− iD2φ|2 + F12 − 3iεij∂i
[(
1− |φ|2 + 1
3
|φ|4
)
φDjφ
]}
.
Consequently, we have
E ≥
∫
Ω
F12dx, (2.6)
and the lower bound is saturated if and only if (φ,A) satisfies the self-dual equations
D1φ = iD2φ, (2.7)(
1− |φ|2)F12 = i(D1φD2φ−D1φD2φ)+ 1
2κ2
|φ|2(1− |φ|2)2. (2.8)
We aim to seek doubly periodic N -vortex solutions of (2.7) and (2.8) such that, φ vanishes at
the arbitrarily prescribed points, p1, p2, . . . , pm ∈ Ω with multiplicities n1, n2, . . . , nm, repectively,
and
∑m
i=1 ni = N .
Our main result for the existence of periodic multiple vortices of (2.7) and (2.8) reads as follows.
Theorem 2.1 Let p1, p2, . . . , pm ∈ Ω, n1, n2, . . . , nm be some positive integers and N =
∑m
i=1 ni.
There exists a critical value of the coupling parameter, say κc, satisfying
0 < κc ≤
√
|Ω|
27piN
,
such that the self-dual equations (2.7) and (2.8) admit a solution (φ,A) for which p1, p2, . . . , pm are
zeros of φ with multiplicities n1, n2, . . . , nm, if and only if 0 < κ ≤ κc.
The solution (φ,A) also satisfies the following properties.
The energy, magnetic flux, and electric charge are given by
E = 2piN, Φ = 2piN, Q = 2κpiN. (2.9)
The solution (φ,A) can be chosen such that the magnitude of φ, |φ| has the largest possible
values.
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Let the prescribed data be denoted by S = {p1, p2, . . . pm;n1, n2, . . . , nm}, where ni may be zero
for i = 1, . . . ,m, and denote the dependence of κc on S by κc(S). For S
′ = {p1, p2, . . . pm;n′1, n′2, . . . ,
n′m}, we denote S ≤ S′ if n1 ≤ n′1, . . . , nm ≤ n′m. Then κc is a decreasing function of S in the
sense that
κc(S) ≥ κc(S′), if S ≤ S′. (2.10)
3 Existence of doubly periodic vortices
Following [31], we first rewrite the equations (2.7) and (2.8) as a quasilinear elliptic equation with
the Dirac source terms.
Using (2.7), we have
i
(
D1φD2φ−D1φD2φ
)
= −(|D1φ|2 + |D2φ|2)
Then we can rewrite (2.8) in the form(
1− |φ|2)F12 = −(|D1φ|2 + |D2φ|2)+ 1
2κ2
|φ|2(1− |φ|2)2. (3.1)
We complexify the variables
z = x1 + ix2, A = A1 + iA2.
Let
∂ =
1
2
(∂1 − i∂2) ∂¯ = 1
2
(∂1 + i∂2).
Then by (2.7), we can get, away from the zeros of φ,
F12 = −2∂∂¯ ln |φ|2 = −1
2
∆ ln |φ|2. (3.2)
Introduce the real variable u = ln |φ|2. A direct computation leads to
|D1φ|2 + |D2φ|2 = 1
2
eu|∇u|2. (3.3)
Counting all the multiplicities of the zeros of φ, we write the prescribed zero set as Z(φ) =
{p1, . . . , pN}. Inserting (3.3) into (3.2), the equations (2.7) and (2.8) are transformed into the
following quasilinear elliptic equation
(1− eu)∆u− eu|∇u|2 = −λeu(eu − 1)2 + 4pi
N∑
s=1
δps in Ω, (3.4)
where
λ =
1
κ2
,
and δp is the Dirac distribution centered at p ∈ Ω.
Conversely, if u is a solution of (3.4), we can obtain a solution of (2.7)-(2.8) according to the
transformation
φ(z) = exp
(
1
2
u(z) + i
N∑
s=1
arg(z − ps)
)
, (3.5)
A1(z) = −2Re{i∂¯ lnφ}, A2(z) = −2Im{i∂¯ lnφ}. (3.6)
Hence it is sufficient to solve (3.4). Indeed we can establish the following existence result for (3.4).
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Theorem 3.1 For any prescribed points p1, . . . , pN ∈ Ω, there is a critical value of λ, say λc,
satisfying
λc ≥ 27piN|Ω| ,
such that, the equation (3.4) has a negative solution if and only if λ ≥ λc. Moreover, there holds
the quantized integral
λ
∫
Ω
eu
(
eu − 1)2dx = 4piN. (3.7)
Let the prescribed data be denoted by S = {p1, p2, . . . pm;n1, n2, . . . , nm}, where ni may be zero
for i = 1, . . . ,m, and denote the dependence of λc on S by λc(S). For S
′ = {p1, p2, . . . pm;n′1, n′2, . . . ,
n′m}, we denote S ≤ S′ if n1 ≤ n′1, . . . , nm ≤ n′m. Then λc is an increasing function of S in the
sense that
λc(S) ≤ λc(S′), if S ≤ S′. (3.8)
By Theorem 3.1, to complete the proof of Theorem 2.1, we just need to compute the energy,
magnetic flux and electric charge associated to the field configurations (φ,A). Let u be a solution
of (3.4) obtained in Theorem 3.1. Then (φ,A) defined by (3.5) and (3.6) is a N -vortex solution of
(2.7) and (2.8).
By (2.6), (2.7), and (2.8), we have
E = Φ =
∫
Ω
F12dx = −1
2
∫
Ω
∆udx = −1
2
lim
r→0
∫
Ω\∪Nj=1Br(pj)
∇ · ∇udx
=
1
2
N∑
j=1
lim
r→0
∫
∂Br(pj)
(−∂2udx1 + ∂1udx2). (3.9)
where Br(pj) is the disc in Ω centered at pj with radius r > 0 (j = 1, . . . , N).
Noting that near the the point pj , we have the expression
u(x) = ln |x− pj|2 + fj(x), fj ∈ C∞(Br(pj)), j = 1, . . . , N, (3.10)
where r > 0 is small. Then, plugging (3.10) into (3.9), we can obtain
E = Φ = 2piN. (3.11)
From (2.5), the density of the electric charge can be expressed as
ρ = κ
[(
1− |φ|2)F12 + (|D1φ|2 + |D2φ|2)] = −κ
2
(1− eu)∆u+ κ
2
eu|∇u|2.
Therefore, by (3.10), the electric charge is
Q =
∫
Ω
ρdx
= −κ
2
∫
Ω
∇ · [(1− eu)∇u]dx
=
κ
2
N∑
j=1
lim
r→0
∫
∂Br(pj)
(1− eu)(−∂2udx1 + ∂1udx2) = 2κpiN. (3.12)
From (3.11) and (3.12), we obtain (2.9), which says that the energy, magnetic flux, and electric
charge are all quantized.
In what follows we only need to prove Theorem 3.1. To simplify the problem further, we first
derive an a priori estimate for the solutions of (3.4).
5
Lemma 3.1 If u is a solution to (3.4), then u is negative throughout Ω.
Proof. Denote
Bε(pj) = {x|x ∈ Ω, |x− pj| < ε},
and
Ωε = Ω \
N⋃
j=1
Bε(pj). (3.13)
We see that u is negative on ∂Ωε when ε is sufficiently small. Noting that
(1− eu)∆u+ λeu(eu − 1)2 = eu|∇u|2 ≥ 0 in Ω \ {p1, . . . , pN},
by the maximum principle, we obtain u < 0 in Ωε. Then we have u < 0 in Ω.
Then by Lemma 3.1, to solve (3.4), we just need to consider the negative solutions to (3.4).
Since (3.4) is quasilinear, it is difficult to deal with directly. Therefore, as in [27,31], we consider
a new dependent variable v defined by
v = F (u) = 1 + u− eu. (3.14)
It is easy to see that F ′(t) = 1 − et, F ′′(t) = −et < 0. Then F (·) is increasing and invertible over
(−∞, 0]. Denoting the inverse of F over (−∞, 0] by G, we see that both F and G are 1 ∼ 1 from
(−∞, 0] to itself.
In view of the fact that solutions to the equation (3.4) are all negative, the equation (3.4) is
equivalent to the following semilinear equation,
∆v = −λeG(v)(eG(v) − 1)2 + 4pi N∑
j=1
δpj in Ω. (3.15)
Then we just need to seek negative solutions to (3.15).
Let v0 be a solution of the equation (see [2])
∆v0 = −4piN|Ω| + 4pi
N∑
j=1
δpj . (3.16)
Setting v = v0 + w, then the equation (3.15) is reduced to the following equation,
∆w = −λeG(v0+w)(eG(v0+w) − 1)2 + 4piN|Ω| in Ω. (3.17)
In the sequel we just need to consider (3.17).
We easily see that the function f(t) = −et(et − 1)2, t ∈ (−∞, 0], has a unique minimal value
− 427 . If w is a solution of (3.17), then v0 + w < 0. Hence we have
∆w ≥ − 4
27
λ+
4piN
|Ω| . (3.18)
Then integrating (3.18) over Ω, we can obtain
λ ≥ 27piN|Ω| , (3.19)
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which is a necessary condition for the existence of solutions to (3.17).
As in [6] or Chapter 5 in [32] we can use a super-sub solution method to establish the existence
results for (3.17).
It is easy to see that w∗ = −v0 is a supersolution to (3.17) in the distributional sense.
Then, in order to solve (3.17), we introduce the following iterative scheme


(∆−K)wn = −λeG(v0+wn−1)
(
eG(v0+wn−1) − 1)2 −Kwn−1 + 4piN|Ω| ,
n = 1, 2, . . . ,
w0 = −v0,
(3.20)
where K is a positive constant to be determined.
Lemma 3.2 Let {wn} be the sequence defined by (3.20) with K > 2λ. Then
w0 > w1 > w2 > · · · > wn > · · · > w∗ (3.21)
for any subsolution w∗ of (3.17). Therefore, if (3.17) has a subsolution, the sequence {wn} converge
to a solution of (3.17) in the space Ck(Ω) for any k ≥ 0 and such a solution is the maximal solution
of the equation (3.17).
Proof. We prove by (3.21) by induction.
When n = 1, from (3.20) we have,
(∆−K)w1 = Kv0 + 4piN|Ω| ,
which implies w1 ∈ C∞(Ω) ∩ Cα(Ω) for some 0 < α < 1. Noting that
(∆−K)(w1 − w0) = 0 in Ω \ {p1, p2, . . . , pN},
and w1 − w0 < 0 on ∂Ωε, where Ωε is defined by (3.13) for ε sufficiently small, and using the
maximum principle, we have w1 − w0 < 0 in Ωε. Hence we obtain w1 < w0 in Ω.
Suppose that w0 > w1 > · · · > wk. It follows from (3.20) and K > 2λ that
(∆−K)(wk+1 − wk)
= −λ
[
eG(v0+wk)
(
eG(v0+wk) − 1)2 − eG(v0+wk−1)(eG(v0+wk−1) − 1)2]−K(wk − wk−1)
=
[
λeG(v0+ξ)
(
3eG(v0+ξ) − 1)−K] (wk − wk−1)
≥ (2λ−K)(vk − vk−1)
≥ 0,
where we have used the mean value theorem, wk ≤ ξ ≤ wk−1. Applying the maximum principle
again, we obtain wk+1 < wk in Ω.
Now we prove the lower bound in (3.21) in terms of the subsolution w∗ of (3.17). That is,
w∗ ∈ C2(Ω) and
∆w∗ ≥ −λeG(v0+w∗)
(
eG(v0+w∗) − 1)2 + 4piN|Ω| . (3.22)
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Noting that w0 = −v0 and (3.22), we have
∆(w∗ − w0) ≥ −λeG(w∗−w0)
(
eG(w∗−w0) − 1)2
= 2λeG(w∗−w0)eG(ξ−w0)(w∗ −w0) in Ω \ {p1, . . . , pN},
where ξ lies between w∗ and w0. If ε > 0 is small, we see that w∗ − w0 < 0 on ∂Ωε. Then, by the
maximum principle, we obtain w∗ − w0 < 0 in Ωε. Therefore, w∗ < w0 throughout Ω.
Now assume w∗ < wk for some k ≥ 0. It follows from (3.20), (3.22), and the fact K > 2λ that
∆(w∗ − wk+1) ≥ −λ
[
eG(v0+w∗)
(
eG(v0+w∗) − 1)2 − eG(v0+wk)(eG(v0+wk) − 1)2]−K(w∗ − wk)
=
[
λeG(v0+ξ)
(
3eG(v0+ξ) − 1)−K] (w∗ − wk)
≥ (2λ−K)(w∗ − wk)
≥ 0,
where w∗ ≤ ξ ≤ wk. Using the maximum principle again, we get w∗ < wk+1. Then we get (3.21).
Following a standard bootstrap argument, we can obtain the convergence of the sequence {vn}
in any Ck(Ω).
In the sequel we only need to construct a subsolution of (3.17). Indeed, we can establish the
following lemma.
Lemma 3.3 If λ > 0 is sufficiently large, the equation (3.17) admits a subsolution satisfying
(3.22).
Proof. Take ε > 0 sufficiently small such that the balls
B(pj, 2ε) =
{
x ∈ Ω| |x− pj| < 2ε
}
, j = 1, 2, · · · , N,
verify B(pi, 2ε)
⋂
B(pj, 2ε) = ∅, if i 6= j. Let fε be a smooth function defined on Ω such that
0 ≤ fε ≤ 1 and
fε =


1, x ∈ B(pj , ε), j = 1, 2, · · · , N,
0, x /∈
N⋃
j=1
B(pj, 2ε),
smooth connection, elsewhere.
Then,
f¯ε ≡ 1|Ω|
∫
Ω
fεdx ≤ 4piNε
2
|Ω| . (3.23)
Define
gε =
8piN
|Ω| (fε − f¯ε).
It is easy to see that ∫
Ω
gεdx = 0.
Then we see that the linear elliptic equation
∆w = gε in Ω, (3.24)
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admits a unique solution up to an additive constant.
When x ∈ B(pj, ε) ( j = 1, 2, · · · , N), it follows from (3.23) that
gε ≥ 4piN|Ω|
(
2− 8piNε
2
|Ω|
)
>
4piN
|Ω| , (3.25)
if ε is sufficiently small. In the sequel we fix ε such that (3.25) is valid.
Now we choose a solution of (3.24), say w, to satisfy
v0 + w ≤ 0, x ∈ Ω.
Hence, for any λ > 0, we have
∆w = gε >
4piN
|Ω| ≥ −λe
G(v0+w)
(
eG(v0+w) − 1)2 + 4piN|Ω| , (3.26)
for x ∈ B(pj, ε), j = 1, 2, · · · , N.
Finally, set
µ0 = inf

eG(v0+w)
∣∣∣∣∣∣x ∈ Ω \
N⋃
j=1
B(pj, ε)

 ,
µ1 = sup

eG(v0+w)
∣∣∣∣∣∣x ∈ Ω \
N⋃
j=1
B(pj, ε)

 .
Then 0 < µ0 < µ1 and
−eG(v0+w)(eG(v0+w) − 1)2 ≤ −µ0(1− µ1)2 for x ∈ Ω \ N⋃
j=1
B(pj , ε).
Therefore, noting the boundedness of gε, we have
∆w = gε ≥ −λeG(v0+w)
(
eG(v0+w) − 1)2 + 4piN|Ω| for x ∈ Ω \
N⋃
j=1
B(pj, ε), (3.27)
if we take λ large enough.
Hence from (3.26) and (3.27) we infer that w is a subsolution to (3.17) if λ is sufficiently large.
Lemma 3.4 There is a critical value of λ, say λc, satisfying
λc ≥ 27piN|Ω| , (3.28)
such that, for λ > λc, the equation (3.17) has a solution, while for λ < λc, the equation (3.17) has
no solution.
Proof. Assume that w is a solution of (3.17). Then v = v0+w satisfies (3.15) and is negative
throughout Ω.
Define
Λ =
{
λ > 0
∣∣λ is such that (3.17) has a solution}.
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Then we can prove that Λ is an interval. To this end, we prove that, if λ′ ∈ Λ, then [λ′,+∞) ⊂ Λ.
Denote by w′ the solution of (3.17) at λ = λ′. Noting that v0 + w
′ < 0, we see that w′ is a
subsolution of (3.17) for any λ > λ′. By Lemma 3.2, we obtain a solution of (3.17) for any λ > λ′.
Hence [λ′,+∞) ⊂ Λ.
Set λc = inf Λ. Then, by the (3.19), we have λ >
27piN
|Ω| for any λ > λc. Taking the limit λ→ λc,
we obtain (3.28).
Let w be a solution of (3.17) we have just obtained. Then v = v0 + w is a solution to (3.15)
and u = G(v) is a solution to (3.4). Hence, integrating (3.17) over Ω, we have
λ
∫
Ω
eG(v0+w)
(
eG(v0+w) − 1)2dx = 4piN,
which implies (3.7).
Now we consider the critical case λ = λc. We use the method of [25] to deal with this. We first
show that the solution of (3.17) is monotonic with respect to λ.
Lemma 3.5 The maximum solutions of (3.17), {wλ|λ > λc}, are a monotone family in the sense
that wλ1 > wλ2 whenever λ1 > λ2 > λc.
Proof. Let wλ be a solution of (3.17) obtained. Then we have u0+wλ < 0. By the equation
(3.17) we obtain
∆wλ2 = −λ2eG(v0+wλ2)(eG(v0+wλ2) − 1)2 +
4piN
|Ω|
= −λ1eG(v0+wλ2)(eG(v0+wλ2) − 1)2 + 4piN|Ω| + (λ1 − λ2)e
G(v0+wλ2)(eG(v0+wλ2) − 1)2
≥ −λ1eG(v0+wλ2)(eG(v0+wλ2) − 1)2 + 4piN|Ω|
for λ1 > λ2 > λc. Hence wλ2 is a subsolution of (3.17) with λ = λ1. Then by the maximum
principle, we have wλ1 > wλ2 if λ1 > λ2 > λc.
Next we show that solutions to (3.17) are all bounded in W 1,2(Ω). We know that W 1,2(Ω) can
be decomposed as
W 1,2(Ω) = R⊕X.
where
X =
{
v ∈W 1,2(Ω)
∣∣∣∣∣
∫
Ω
vdx = 0
}
is a closed subspace of W 1,2(Ω). In other words, for any v ∈W 1,2(Ω), there exits a unique number
c ∈ R and v′ ∈ X such that v = c+ v′.
Lemma 3.6 Let wλ be a solution of (3.17). Then wλ = cλ +w
′
λ, where cλ ∈ R and w′λ ∈ X. We
‖∇w′λ‖2 ≤ Cλ, (3.29)
where C is a positive constant depending only on the size of the domain Ω. Furthermore, {cλ}
satisfies the estimate
|cλ| ≤ C(1 + λ+ λ2). (3.30)
Especially, wλ satisfies
‖wλ‖W 1,2(Ω) ≤ C(1 + λ+ λ2). (3.31)
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Proof. Noting that
v0 + wλ = v0 + cλ + w
′
λ < 0, (3.32)
then multiplying the equation (3.17) by v′λ, integrating over Ω, using the Ho¨lder inequality and the
Poincare´ inequality, we can obtain
‖∇w′λ‖22 = λ
∫
Ω
eG(v0+wλ)(eG(v0+wλ) − 1)2w′λdx
≤ λ
∫
Ω
|w′λ|dx ≤ λ|Ω|1/2‖w′λ‖2 ≤ Cλ‖∇w′λ‖2,
which implies (3.29).
Using (3.32) again, we get an upper bound for cλ,
cλ < − 1|Ω|
∫
Ω
v0(x)dx. (3.33)
Now we show that cλ is also bounded from below. In view of (3.32), it follows from the equation
(3.17) that
∆wλ + λe
G(v0+wλ)(1− eG(v0+wλ)) ≥ 4piN|Ω| .
Integrating the above inequality over Ω, we have
λ
∫
Ω
eG(v0+wλ)dx ≥ λ
∫
Ω
e2G(v0+wλ)dx+ 4piN > 4piN,
which leads to
λ
∫
Ω
eG(v0+wλ)dx > 4piN. (3.34)
Noting that the function G(t) is an increasing function which maps (−∞, 0] to itself with
lim
t→−∞
G(t) = −∞.
Then we have
lim
t→−∞
G(t)
t
= lim
t→−∞
G′(t) = lim
t→−∞
1
1− eG(t) = 1
Hence, there exists a positive constant M such that
G(t) ≤ t+ 1 as t < −M. (3.35)
Since v0 + wλ < 0 in Ω, we decompose Ω as
Ω = Ω1 ∪Ω2,
where
Ω1 = {x ∈ Ω| v0 + wλ < −M}, Ω2 = {x ∈ Ω| −M ≤ v0 +wλ < 0}. (3.36)
Hence, by (3.35), (3.36), the the Ho¨lder inequality, and Trudinger–Moser inequality (see [2]),∫
Ω
ev
′
dx ≤ C1
∫
Ω
eC2‖∇v
′‖2
2dx, ∀ v′ ∈ X,
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where C1 and C2 are positive constants, we obtain∫
Ω
eG(v0+wλ)dx =
∫
Ω1
eG(v0+wλ)dx+
∫
Ω2
eG(v0+wλ)dx
≤
∫
Ω1
ev0+wλ+1dx+ |Ω|
≤ eecλ
∫
Ω
ev0+w
′
λdx+ |Ω|
≤ eecλ
(∫
Ω
e2v0dx
)1
2
(∫
Ω
e2w
′
λdx
)1
2
+ |Ω|
≤ C1ecλ exp(C2‖∇w′λ‖22) + |Ω|. (3.37)
Then from (3.34), (3.37), and (3.29), we obtain a lower bound for cλ,
cλ ≥ −C(1 + λ+ λ2). (3.38)
Consequently, (3.30) follows from (3.33) and (3.38). Combining (3.29), and (3.30), we obtain
(3.31).
Lemma 3.7 The set of λ for which the equation (3.17) has a solution is a closed interval. In other
words, at λ = λc, (3.17) has a solution as well.
Proof. For λc < λ < λc + 1 (say), by Lemma 3.6, the set {wλ} is uniformly bounded in
W 1,2(Ω). Noting the monotonicity of {wλ} with respect to λ in Lemma 3.5, we conclude that there
exist a function w˜ ∈W 1,2(Ω) such that
wλ → w˜ weakly in W 1,2(Ω) as λ→ λc,
and
v0 + w˜ < 0 in Ω. (3.39)
Therefore wλ → w˜ strongly in Lp(Ω) for any p ≥ 1 as λ→ λc.
Define
g(t) = eG(t)
(
eG(t) − 1)2, t ∈ (−∞, 0].
It is easy to see that
g′(t) = −eG(t)(3eG(t) − 1).
Since G(t) < 0 for all t < 0, we have
|g′(t)| ≤ 2 for all t < 0. (3.40)
Hence, in view of v0 + wλ < 0, (3.39), (3.40), and the fact that wλ → w˜ strongly in Lp(Ω) for any
p ≥ 1 as λ→ λc, we infer that
eG(v0+wλ)(eG(v0+wλ) − 1)2 converges to eG(v0+w˜)(eG(v0+w˜) − 1)2,
strongly in Lp(Ω) for any p ≥ 1 as λ→ λc. Using this result in (3.17) and the elliptic L2-estimates,
we see that w˜ ∈ W 2,2(Ω) and wλ → w˜ strongly in W 2,2(Ω) as λ → λc. Particularly, taking the
limit λ→ λc in (3.17), we obtain that w˜ is a solution of (3.17) for λ = λc.
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Finally we show the last statement of Theorem 3.1.
Denote
S = {p1, · · · , pm;n1, n2, · · · , nm}, S′ = {p1, · · · , pm;n′1, n′2, · · · , n′m}.
We denote the dependence of λc on S by λc(S). Consider the equation
(1− eu)∆u− eu|∇u|2 = −λeu(eu − 1)2 + 4pi
m∑
j=1
njδpj in Ω. (3.41)
As before, setting v = F (u) = 1 + u− eu, the equation (3.41) is equivalent to
∆v = −λeG(v)(eG(v) − 1)2 + 4pi m∑
j=1
njδpj in Ω. (3.42)
Lemma 3.8 If S ≤ S′, then λ(S) ≤ λ(S′).
Proof. It is sufficient to prove that, if λ > λc(S
′), then λ ≥ λc(S). Let v′ be a solution of
(3.42) with nj = n
′
j, j = 1, · · · ,m and v0 satisfy
∆v0 = −4piN|Ω| + 4pi
m∑
j=1
njδpj ,
where N = n1 + · · ·+ nm. Setting v′ = v0 + w , we have
∆w = −λeG(v0+w )(eG(v0+w ) − 1)2 + 4piN|Ω| + 4pi
m∑
j=1
(n′j − nj)δpj
≤ −λeG(v0+w )(eG(v0+w ) − 1)2 + 4piN|Ω| ,
in the distributional sense, which implies in particular that w is a subsolution of (3.17) in the
sense of distribution and (3.21) holds pointwise. It is easy to check that the singularity of w is
at most of the type ln |x − pj|. Hence, the inequality (3.21) still results in the convergence of the
sequence of {wn} to a solution of (3.17) in any Ck-norm. Indeed, by (3.21), we see that {wn}
converges almost everywhere and is bounded in the L2-norm. Therefore, the sequence converges in
L2(Ω). Similarly, we see that the right-hand side of (3.20) also converges in L2(Ω). Then, it follows
from the standard L2-estimate that the sequence {wn} converges in W 2,2(Ω) to a strong solution
of (3.17). Therefore, we can get a classical solution of (3.17). By a bootstrap argument, we can
obtain the convergence in any Ck-norm. Then we have λ ≥ λc(S). Therefore, λ(S) ≤ λ(S′).
Then, Theorem 3.1 follows from Lemmas 3.1∼3.8.
4 Generalized Abelian Higgs vortices
In this section, we construct a multivortex solution for the generalized self-dual Abelian Higgs
equation also proposed in [5] over the doubly periodic domain Ω, using our results of the last
section.
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Recall that in [5] the Hamiltonian of the generalized Abelian Higgs model can be written as
H =
∫
Ω
dx
{
κ2
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)]2
+2
(
1− |φ|2)2(|D1φ|2 + |D2φ|2)+ V } .
With the choice of the Higgs potential
V =
1
4κ2
(
1− |φ|2)4,
as in section 2, we rewrite H as
H =
∫
Ω
dx
{(
κ
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)]− 1
2κ
(
1− |φ|2)2)2
+2
(
1− |φ|2)2|D1φ− iD2φ|2 + (1− |φ|2)3F12 − 3i(1− |φ|2)2(D1φD2φ−D1φD2φ)}
=
∫
Ω
dx
{(
κ
[(
1− |φ|2)F12 − i(D1φD2φ−D1φD2φ)]− 1
2κ
(
1− |φ|2)2)2
+2
(
1− |φ|2)2|D1φ− iD2φ|2 + F12 − 3iεij∂i
[(
1− |φ|2 + 1
3
|φ|4
)
φDjφ
]}
.
Then we obtain
H ≥
∫
Ω
F12dx,
and this lower bound is saturated if and only if (φ,A) satisfies the self-dual equations
D1φ = iD2φ, (4.1)
F12 = i
(
D1φD2φ−D1φD2φ
)
+
1
2κ2
(
1− |φ|2)2. (4.2)
The structure of (4.1) and (4.2) is similar to that of (2.7) and (2.8). However, the approach dealing
with (2.7) and (2.8) cannot be directly used to (4.1) and (4.2). Fortunately, based on the obtained
solution of (2.7) and (2.8), we we can establish a solution of (4.1) and (4.2).
Following a similar procedure as in section 2, we can reduce the equations (4.1) and (4.2) into
the quasilinear elliptic equation
∆u− eu|∇u|2 = −λ(eu − 1)2 + 4pi
N∑
s=1
δps in Ω, (4.3)
where λ = 1
κ2
. Using v = F (u) = 1 + u− eu again, we have
∆v = −λ(eG(v) − 1)2 + 4pi N∑
s=1
δps in Ω. (4.4)
Let v = v0 + w, where v0 is defined by (3.16). Then the equation (4.4) is modified into
∆w = −λ(eG(v0+w) − 1)2 + 4piN|Ω| in Ω. (4.5)
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Let w be a solution of (3.17). Then we have v0 + w < 0 in Ω. As a result, e
G(v0+w) < 1, which
implies
∆w = −λeG(v0+w)(eG(v0+w) − 1)2 + 4piN|Ω|
≥ −λ(eG(v0+w) − 1)2 + 4piN|Ω| .
Thus we see that w is a subsolution of (4.5). It is easy to see that −v0 is also a supersolution
of (4.5). Therefore we can modify the iteration scheme (3.20) to establish a solution w of (4.5),
satisfying w < w < −v0. Indeed, we can get the following theorem.
Theorem 4.1 For any prescribed points p1, . . . , pN ∈ Ω, there is a critical value of λ, say λc,
satisfying
λc ≥ 4piN|Ω| ,
such that, for λ > λc, the equation (4.3) has a solution, while for λ ≤ λc, the equation (4.3) has no
solution.
Remark 1 It was shown in [30], for the Abelian Higgs equation,
∆u = λ(eu − 1) + 4pi
N∑
j=1
δpj in Ω, (4.6)
the critical value of the coupling parameter is
λc =
4piN
|Ω| .
But, at λ = λc, the equation (4.6) has no solution.
Consequently, by Theorem 4.1, we can recover a solution to (4.1) and (4.2) by the transformation
(3.5) and (3.6).
Theorem 4.2 Let p1, p2, . . . , pm ∈ Ω, n1, n2, . . . , nm be some positive integers and N =
∑m
i=1 ni.
There exists a critical value of the coupling parameter, say κc, satisfying
0 < κc ≤ 1
2
√
|Ω|
piN
,
such that, for 0 < κ < κc, the self-dual equations (4.1) and (4.2) admit a solution (φ,A) for which
p1, p2, . . . , pm are zeros of φ with multiplicities n1, n2, . . . , nm, while for κ ≥ κc, the equations (4.1)
and (4.2) have no solution.
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