We review definitions of generalized parallel transports in terms of Cheeger-Simons differential characters. Integration formulae are given in terms of Deligne-Beilinson cohomology classes. These representations of parallel transport can be extended to situations involving distributions as is appropriate in the context of quantized fields.
Introduction
Parallel transports and generalizations thereof have been repeatedly met both in mathematics [13, 6, 19, 8, 3, 15] and in global aspects of gauge theories [2, 12, 11] , which played a major role in elementary particle physics. It has taken some time for the existing mathematics [9, 16, 5, 15, 14] to become known to physicists [12, 11, 25] . At the classical level one is lead to integrate objects more general than differential forms over cycles with a result defined modulo integers; Cheeger-Simons differential characters [6] are privileged candidates. Their integral representations in terms of Deligne-Beilinson smooth cohomology classes are particularly well adapted to field theory for two reasons : first of all, they involve locally defined fields subject to some gluing properties. Besides, they allow for natural generalizations well adapted to, at least, semi classical quantization. Indeed the latter already requires regularizing (thickening) the integration cycles, an operation which can be performed easily within the Deligne-Beilinson cohomology framework. This article remains at quite an elementary mathematical level.
We start in section 2 with the prototype example of Maxwell's electromagnetism where all phenomena hitherto alluded to are exhibited.
Section 3 describes the integration of Deligne-Beilinson classes over a cycle and the corresponding Cheeger-Simons differential characters.
Section 4 offers the natural generalizations that may occur upon quantization. Section 5 contains our concluding remarks. Three appendices are devoted to a description of smooth Deligne-Beilinson cohomology, sufficiently detailed for our purpose.
2 Example : Maxwell theory coupled to an external current.
Classical electromagnetism
In the classical Maxwell theory, on a four dimensional arbitrary oriented Riemannian space-time manifold M 4 , the equations of motion read 1 :
where the first equation is the "true" equation of motion (containing the 3-form j representing physical charges and currents) while the second equation is the Bianchi identity which is a structure equation. Indeed, from this last equation, we deduce that locally (i.e. in any contractible coordinate neighborhood U α of M 4 ) we can write :
where the A α 's define the gauge potential 1-form. This 1-form is in general not globally defined on the space-time manifold, M 4 , since its coordinate representatives glue together up to U(1) gauge transformations :
in any (contractible) intersection U αβ = U α ∩ U β (g αβ being a U(1) gauge transformation in U αβ ). In other words we are looking for a solution of the Bianchi identity that defines a U(1)-connection on M 4 2 . As usual, one may wonder whether the gauge potential satisfying the equations of motion can be obtained from a variational principle. The answer is given by considering the action 4) where the quotes emphasize that we have to make precise the meaning of the second integral since A is not a 1-form on M 4 . It will turn out that also j needs to be considered as an object more detailed than a simple 3-form. Of course, if M 4 is the Euclidean 4-manifold R 4 that can be covered with only one chart, the integral should have the usual meaning. In this simple case, if we require this integral to be gauge invariant, we deduce When there is no torsion in the integral homology groups of M 4 , the (g −1 dg)'s generate the homology group of integral 3-cycles of M 4 . Hence, equation (2.5) means that the 3-form j is orthogonal to any integer 3-cycle and is therefore an exact form (j = dm), as expected when looking at the equations of motion (2.1). This argument still holds when M 4 is a more general (even not simply connected) manifold if we still require gauge invariance of " M 4 j ∧ A " .
Semi-Classical Theory (à la Feynman)
While in a classical theory the action (when it exists) is optional (in principle, the equations of motion are sufficient), this action becomes the keystone of the Feynman semiclassical point of view. Hence, such an action must be carefully defined. In the context of Maxwell's electromagnetism, we consider the Euclidean equivalent of S EM 1 2 M 4 F ∧ * F + i · "
The (+) sign in front of the F ∧ * F term appears for positivity reasons; the i factor occurs through the Wick rotation and the requirement that the Euclidean current -still denoted j in (2.6) -defines real charges.
We defer until the next section a mathematically sound definition of " M 4 j ∧ A " forj with integral periods. At this point, we only need to know that this integral will be defined modulo 2πZ and will fulfill the following linearity property : if A = A 0 + α (with A 0 a fixed U(1)-connection and α a generic 1-form), then
The argument based on gauge invariance becomes M 4 j ∧ (g −1 dg) ∈ 2πZ which is less restrictive than the classical requirement M 4 j ∧(g −1 dg) = 0, commonly assumed [24, 26 ] to hold at the quantum level.
Once the choice of definition of the action integral with the above property has been made, we can try to evaluate the state 3 ( = 1)
where A is a U(1)-connection. First let
with A 0 a background connection and α a globally defined 1-form. Then, denoting by F 0 = dA 0 the background curvature, we obtain
The 1-form α is linearly coupled to (j +i d * F 0 ) and we need to gauge fix the α integration. Note that j ∧ α is an ordinary integral. Gauge transformations connected with the identity are eliminated by choosing a Green function (ξ, the gauge parameter)
11)
3 A state is a linear functional on observables.
in the subspace orthogonal to harmonic forms (the elimination of large gauge transformations will come later). So, we are led to
The subscript ⊥ (resp. ) refers to the decomposition of forms into components orthogonal to (resp. along) harmonic forms. We shall come to the definition of Z(j ) later. The A 0 dependence can be reduced to:
The first term yields an overall normalization factor to be divided out. The third term is ξ independent by dj = 0. The forms α and j being harmonic are necessarily closed (also co-closed). Using Poincaré duality and assuming no torsion, we can decompose them along a dual basis of integral 3-cycles and 1-cycles respectively 14) where the α k 's are real numbers since α is real, while the n k 's are integers since j has integral periods. With this decomposition of α and j , we can formally write 15) where α = (α 1 , ..., α m ) and n = (n 1 , ..., n m ). Now, large gauge transformations are :
and can be factored out by transforming α k integration into ϑ k integration 0 ≤ ϑ k < 2π:
, still assuming no torsion (torsion yields an extra factor).
Similarly e i· " M 4 18) where ϑ 0k are fixed angles which may be incorporated into ϑ k . To conclude, the state < > can be decomposed into gauge invariant states labelled by the angles ϑ 20) a familiar situation which provides an alternative to the commonly accepted choice [24, 26] which amounts to integrate over ϑ's with the result ∝ δ(j ); in this latter case j = dm are the only possible integration currents for A, while for the states defined in (2.20) the currents j are only required to be closed forms with integral periods. In other words, homological triviality of Wilson loops or appropriately smeared version thereof are not consequences of gauge invariance, but rather, of some form of locality.
Integration of Deligne-Beilinson cohomology classes
In section 2 we have described the physical consequences of " M j ∧ A " being defined modulo 2πZ (with j a form with integral periods). We shall now proceed to give some substance to this assumption and write down explicit formulae.
To start with, let us recall that one can associate to any closed curve 4 Γ in a manifold M a closed current δ Γ (i.e. a closed form whose local representatives have distributional coefficients) such that integration of a form ω along Γ formally reduces to the integration of δ Γ ∧ ω over the whole of M [7] . Now we shall first try to find a satisfactory definition of the circulation integral of A along a closed curve Γ by considering various situations. This study will naturally lead us to the mathematical notion of differential character introduced by Cheeger and Simons [6] .
Then, while seeking for a representation of a differential character supported byČech-de Rham cohomology theory, there will emerge a defining formula for " M j ∧ A " in terms of Deligne-Beilinson cohomology [5] . We will see that for j = δ Γ , there is a canonical definition of this integral, whereas for general j there is a whole class of adequate definitions.
From now on, M will be a torsion-free smooth n-dimensional oriented compact manifold without boundary.
Circulation of U (1) gauge fields as differential characters
Within Maxwell's theory of electromagnetism on M 4 , due to the triviality of the homology and cohomology groups of R 4 (i.e. any closed curve is a boundary, and any closed form is exact), the circulation of a U(1)-gauge field A along a closed curve Γ is a perfectly well-defined and gauge invariant integral which measures the magnetic flux through any surface Σ with boundary Γ = ∂Σ, namely
Of course, such a property fails for a general manifold M with non-trivial (co-)homology groups. Nevertheless, it may be asked whether (3.1) can be maintained for boundaries Γ = ∂Σ, assuming that " Γ A" has a mathematical meaning for any closed curve Γ in M.
Let us then consider a closed curve Γ that splits a closed surface Σ into two components Σ + and Σ − : Σ = Σ + ∪ Σ − and Γ = ∂Σ + = −∂Σ − , where the minus sign takes care of orientations. Then, we would have
since Γ = ∂Σ + , and
since Γ = ∂Σ − . Since F is a U(1) curvature, we know that
on any closed surface Σ. This suggests that, if it exists, " Γ A" is only defined modulo Z(1) := 2iπZ. Otherwise stated, we can expect, for fixed A, "
A" to be some R/Zvalued linear functional on the space of closed curves (cycles). Let us have a closer look at such an assumption.
To begin with, a U(1)-gauge transformation, g, changes the connection A into the connection A g = A + g −1 dg with the same curvature F ; therefore, if (3.1) holds
i.e. " ∂Σ A" is gauge invariant. In fact, for any closed 1-form α on M, A + α is also a connection with curvature F = dA, so that we obtain a relation similar to (3.5) with α in place of g −1 dg. Consequently, we can infer that connections with the same curvature may define (a priori different) R/Z-valued linear functionals on cycles which coincide on boundaries. In this sense, the "integral" of A on boundaries is completely defined by F .
For a general closed curve Γ and any gauge transformation g, we would like to maintain gauge invariance of " Γ A ", which is not immediate since the term Γ g −1 dg may not vanish (Γ not being necessarily a boundary). However, since g −1 dg is the pullback by g of the standard U(1) (≃ S 1 ) volume 1-form, z −1 dz, we have
Accordingly, still assuming that " Γ A " is defined modulo Z (1), we obtain the sought after gauge invariance
though Γ is not a boundary. All these requirements can be satisfied if we ask for (3.1) and define "
A" to be an R/Z-valued functional, linear in Γ and affine in A 5 , a property which is satisfied if we set "
where the last integral is the ordinary integral of the 1-form γ -in the same line of thought recall (2.7)-. Then, for any closed 1-form α we have
if and only if all periods of α take values in Z(1). In fact the 1-forms g −1 dg, with g running through the U(1)-gauge group, generate the space of closed 1-forms with Z(1)-valued periods. That is, if per(α) ∈ Z(1), we can write
for some U(1)-gauge transformation g and some function λ on M. Then, as far as "integration" of A on closed curves is concerned, gauge invariance is equivalent to invariance under A → A + α, with α a form with Z(1)-valued periods. Therefore, it is expected that two connections that differ by a form with Z(1)-valued periods define the same R/Z-valued linear functional on the space of closed curves. At this point, let us make some remarks. First, if the connection A is a 1-form on M (for instance when the corresponding U(1)-bundle is flat), we must require that the general definition of " Γ A " reduces to the usual definition of the integral of a form. Second, up to now, we have only considered U(1)-connections on M. In a more general situation we will consider objects A (p) , representing antisymmetric tensor "gauge potentials" which appear in supergravities and string theories [17] . However, the geometric situation turns out to be more involved than in the case of connections. Indeed, a U(1)-connection, although it is not a 1-form on M, is lifted as a 1-form on some principal U(1)-bundle over M. Such A (p) 's will in general not be p-forms on M. It turns out that they can be considered as connections on new mathematical objects called gerbes [5, 20] . Here we will not go into such an interpretation: we will consider locally defined differential forms "A (p) " on M whose differentials, F (p+1) , are globally defined (p + 1)-forms with Z-valued periods on M 6 . We will define an R/Z-valued linear functional," Sp A (p) " on the space of closed p-submanifolds, S p , of M. Such linear functionals turn out to be differential characters in the sense of J. Cheeger and J. Simons. Differential characters have been constructed within the framework of Chern-Simons' theory of secondary characteristic classes, an extension of the Chern-Weil theory. They were introduced to describe, on the base space, secondary characteristic classes of principal bundles initially defined as differential forms on the whole bundle space (see [19] for a review, and [6] for the original reference).
Our integrals, " Sp A (p) ", are related to Deligne-Beilinson cohomology classes as presented in [5] and therefore (cf. section 7 of appendix A) offer a parametrization of differential characters.
In appendix A the reader will find notations, basic definitions and results concerning smooth Deligne-Beilinson cohomology groups H q (C p , D).
Integral representation formulas via Deligne-Beilinson cohomology classes
Our basic example deals with a U(1)-connection on the n-dimensional manifold M. In this case there is a one to one correspondence between the second smooth Deligne cohomology group of M, H 2 (C 2 , D) 7 , and the set of equivalence classes of U(1) principal bundles with connection, (P [U(1)], A) (cf. appendix C). We will show how to integrate an element of H 2 (C 2 , D) over a 1-cycle, z 1 , and take this "integral" as a definition for "
A". This generalizes to integrating elements of H p+1 (C p+1 , D) over p-cycles, z p which provides a definition for " zp A (p) ". As we shall see (section 3.2.1) the classical Weil construction, pertaining to singular homology, both suggests a natural definition of elements of H p+1 (C p+1 , D) and of their integration over a p-cycle. In [26] R. Zucchini gives integral representations of "relative" differential characters, essentially identical with ours, independently of the expression of the integrand in terms of Deligne-Beilinson classes. Later (section 3.2.3) we will give another definition of the integral which avoids Weil's analysis of the cycle and allows for generalization.
Integration over a cycle
There is a natural procedure to define integration over integral cycles, based on a classic work of André Weil [22] . In this paper, for any simple 8 covering U of M, "U-pchains" are defined as singular p-chains, C p , such that
where every C (0,p), α is a singular p-chain with carrier U α (here, ∂ is the boundary operator onČech chains). A U-p-cycle z p is a closed U-p-chain (bz p = 0, with b the boundary operator on singular chains). Then, it is shown that for any U-p-cycle z p of M there exists a sequence ofČech (smooth) singular U-chains,
where each
where b 0 is just the "degree" operator on singular chains [22] ,
is called a Weil descent of z p , and the corresponding equations
according to
where the t (k,p−k+1) are someČech U-chains. Since z p is fixed, we must have 13) which means that ∂t (0,p+1) is a U-(p + 1)-cycle,z p+1 which in turn gives rise to a Weil descentz
14)
with k = 1, ..., p − 1. Accordingly, the general ambiguities on a Weil descent of a given cycle z p of M take the form 
where
In the above equation δ is theČech coboundary operator,
is the injection of numbers into Ω (0) (M) andd the differential of the Deligne complex (it coincides with the de Rham differential d, up to degree p − 1 and is the zero map at degree p). By convention, cohomology (resp. homology) indices are upper (resp. lower) indices, those referring toČech complex coming first.
Note that
is necessarily a cocycle, and, althoughdω (0,p) ≡ 0, dω (0,p) is the restriction of a globally defined closed form ω (−1,p+1) with integral periods [22] . This ω (−1,p+1) will be called the top form of the cocycle ω
We can now proceed and build Deligne-Beilinson cohomology classes as equivalence classes of Deligne-Beilinson cocycles related as follows:
where 
In (3.19) the ambiguities on the representatives z
These terms are necessarily integers since the chains and the cochains appearing there are integers. In other words, (3.19) extends to classes as long as we work modulo "integers". This also means that the duality so realized is over R/Z, not R, i.e. of Pontrjagin type. Actually, this is not totally surprising since a Deligne-Beilinson cohomology class defines a form up to a form with integral periods (cf. appendix A).
Many of the equalities we will encounter only hold true mod Z, accordingly we shall use the notation "
With all this information, we finally set Let us note that the linearity of (3.21) with respect to z p is clear since all descents are linear.
Examples
Let us apply (3.21) to two simple cases. First, consider the situation where the cycle z p is a boundary: z p = bc p+1 . Due to the equivalence of singular andČech homologies, any Cech p-cycle, z (p,−1) , arising from the descent of z p , is aČech boundary, i.e.
for some integralČech chain c (p+1,−1) . Then, the corresponding descent has a representative of the form
with ∂c (0,p+1) = c p+1 . Accordingly, the integral of [ω
This property is exactly what we were expecting when we considered the integration of a U(1)-connection (cf the introduction to this section). Second, let us assume that the (p + 1)-form associated to [ω
D ] is exact. Then, it can be shown that there is a Deligne-Beilinson representative D ] over a cycle coincides -up to integers-with the integral of q (−1,p) over this cycle.
Integration over the whole manifold
In the previous approach that led to the Defining Formula, we have only dealt with integrals defined over cycles. In view of further generalization we shall first express those as integrals over the whole manifold M. A way to do so is to construct a version of Pontrjagin duality in the Deligne-Beilinson framework. In other words, we construct a (non smooth) canonical Deligne-Beilinson cohomology class [η (n−p−1) D (z)] associated to any singular p-cycle z on M and a cup product (∪ D ) [3, 9, 5] . We refer the reader to appendix B for a construction of (a representative of) [η
The cup product ∪ within theČech-de Rahm complex is defined in [4] . In this Deligne-
is an integralČech (n + 1)-cocycle which is necessarily trivial since the covering of M is simple. Hence
for some integralČech n-cochain Z χ (n,−1) . Accordingly, considering M itself as a cycle we can associate to it a Weil decomposition
so that we obtain More precisely the allowed ambiguities on the representatives of the m's and the η's are just those required to set the chains they represent in "general position", so that their intersection can be defined (see for instance [1] ). Then we can show that (3.31) gives, up to integers, the same result as (3.21).
We shall refer to formula (3.31) as the "Long Formula" which obviously allows to generalize the integration of [ω (not necessarily representing a singular cycle) and integrate over M. As an exercise, one can check that the two simple cases presented in subsection (3.2.2) lead to the same results when using the Long Formula, instead of the Defining Formula.
Smoothing
Instead of using singular chains as in the previous construction we use here de Rham chains which are equivalence classes of singular chains -for which the integrals of any smooth form on M are the same ( [7] p28)-. Accordingly we introduce de Rham integration currents T (z)
n−p+k k associated with z (k,p−k) , elements of which can be seen as (n − p)-forms with compact supports (and distributional coefficients). In analogy with (3.10) we obtain a sequence of currents
and the descent equations
for k = 1, ..., p − 1 and
where T (z) is the integration current of z and [z (p,−1) ] is theČech homology class of z in M. In terms of these de Rham currents, the Defining Formula reads
As a special case, the whole cycle M gives rise to a sequence
(3.38)
for k = 1, ..., n − 1 and
[m (n,−1) ] being theČech homology class of M. Accordingly, the Long Formula now reads
The allowed ambiguities of de Rham currents representing [T W (M)] are broader than those implied by the Weil descent in the decomposition of M, except at the first and the last steps -cf. (3.39)-. Indeed, in (3.40) an ambiguity may be any de Rham current and not necessarily the integration current of an integral chain as in the case of (3.30), in particular it can be any smooth form (but still with compact support). This freedom on the ambiguities allows us to smooth the T (M) k k currents occurring in the Long Formula, replacing them by differential forms induced by a partition of unity on M, as shown below.
Let us seek for sequences of (smooth) forms that satisfy the same descent equations as T W (M) and such that when substituted into (3.40) they define the same integrals. Concerning the descent equations, it is well-known (see for instance [22] ) that a partition of unity on M, subordinate to the simple covering U of M, gives rise to a sequence of forms where t (n,−1) is an integralČech cycle while r (n+1,−1) is a realČech chain. That is to say, ϑ n n defines an integral cycle up to a real boundary. Using homological and cohomological descents, one can show that t (n,−1) ∈ [m (n,−1) ]. This is mainly due to the fact that the integration of any closed n-form on M can be performed by means of a partition of unity on M.
Let us compare T W (M) with Θ W (M) in order to replace T W (M) by Θ W (M) in (3.40). To begin with, 
0 can be ignored in (3.45) and the first step of the descent reads
so that
Finally, the constraints (3.34) and (3.44) give
Now, if we replace T k k by ϑ k k and its ambiguities, the Long Formula reads:
The last term in this equation gives
Since all integrals of T n n 's are integers, we obtain
Let us make some final remarks. First, if the simple covering U of M is such that all intersections of order larger than n + 1 are empty -we shall say that U is "excellent"-we deduce that
In other words, with respect to an excellent covering of M, the ϑ Second, the previous construction, i.e. the smoothing, cannot be applied to the Defining Formula without care. Indeed, a simple covering of M does not always induce a simple covering on the p-cycle z p , so that, although a (p + 1)-cocycle on M reduces to a (p + 1)-cocycle on z p , this cocycle is not necessarily trivial. Therefore we cannot establish a smoothed Defining Formula in full generality. However, let us assume that z p admits a tubular neighborhood, V z , such that U |Vz -the restriction to V z of the simple covering U of M -is also simple. Then, as a tubular neighborhood, V z has necessarily the same cohomology as z p , and since U |Vz is simple, this cohomology is also theČech cohomology of U |Vz . In particular theČech (p + 1)-cocycle, Z ω (p+1,−1) , on M is also a (p + 1)-cocycle on V z and is necessarily trivial, that is: p+1) , just as in the case of the Long Formula. With all this, a natural candidate for a smoothed Defining Formula would be
which compares to the smoothed Long Formula (3.53).
As a third remark, one can wonder what is the relation between the Defining Formulas and the decomposition A = A 0 + α used in section 2 in the case of U (1) 
respectively, and write the previous decomposition
This result also means that the standard decomposition A = A 0 + α of U (1) 
which has the advantage to make easier the proof of independence with respect to the various representatives.
Generalizations
In any quantization procedure, ω will be by nature distributional and integration over a cycle will, in general, be ill defined so that the integration current of the cycle will have to be replaced by some regularized form. This is the situation which has been exhibited in the example of section 2. A canonical way to perform such an operation for [ω 
Note that (4.1) is -mod Z ! -symmetric in [ω 
Conclusions
We have described in some details a class of topological actions which are "topological" in the sense that they are defined modulo "integers", a situation repeatedly met in semi classical treatments of various field theories involving particular geometries (mostly gauge theories, including gravity). They are described by integral formulae which involve refinements of closed differential forms with integral periods named Deligne-Beilinson cohomology classes. The integrals are written as pairings of two such classes in such a way that one of them may have a distributional character as demanded in most field theory contexts.
A Deligne-Beilinson cohomology
We have not been able to find an elementary discussion of Deligne-Beilinson cohomology in the mathematical literature. The purpose of this appendix is to fill in this gap, concentrating on the computation of Deligne-Beilinson cohomology and on the proof of its independence upon the covering. For more algebraic exposés we refer to [9, 5] .
A.1 Definitions and notations
As in the main text, M denotes a compact differentiable manifold of dimension n, and {U α } α∈I a simple covering 10 of M, M = ∪ α∈I U α . AČech cochain of degree k with values in an abelian group G is a collection of elements c α 0 ···α k of G, one for each intersection U α 0 ···α k , which is totally antisymmetric in all its indices and vanishes on empty intersections. AČech cochain of degree −1 is a constant map from M to G.
TheČech differential, δ, maps (k −1)-cochains to k-cochains and squares to 0. Acting on (−1)-cochains, δ is the restriction : (δc) α 0 = c on any non empty
were the means omission. The elements in the kernel of δ areČech cocycles, those in the image of δ areČech coboundaries.
In the sequel, we shall have no use of general abelian groups G, but R ( for realČech cochains), Z ( for integralČech cochains) and R/Z will play preferred roles.
One can also considerČech cochains where each c α 0 ···α k is a differential l-form defined on U α 0 ···α k ; such cochains are often referred to asČech-de Rham cochains of bidegree (k, l). InČech degree −1, we retrieve global differential l-forms defined on M and δ is still defined by restriction. On these "extended"Čech (k − 1)-cochains, k ≥ 1, the action of δ is still given by (A.1) except for an overall multiplicative factor (−) l+1 on the right hand side : each term makes sense with the proviso that it is restricted to the corresponding (k + 1)-fold intersection . This leads to the space 11 denoted byČ (k) (U, Ω l (M)) in the main text. To save space in this appendix, we shall denote it simply by Ω (k,l) (R), because most of the time M and U will be fixed. 10 Such an open covering is alternatively called a good covering in [4] . This means that any finite intersection of U α 's,
q+1 , is either empty or diffeomorphic to R n . 11 A more appropriate language for this setting involves sheaves, but we shall not use the corresponding terminology.
By convention, a "purelyČech " cochain with constant coefficients (in a subgroup G of R) receives form degree −1, so it belongs to
We extend d to (−1)-forms as the injection which maps an element of G ⊂ R to the corresponding constant function. This is sometimes denoted by the symbol d −1 . This extension still satisfies d 2 = 0 . Later in the appendix, we shall need to compare several simple coverings. Suppose that the simple covering V = {V σ } σ∈J of M is a refinement of the simple covering U = {U α } α∈I : this means that there is the restriction map r : J −→ I such that V σ ⊂ U r(σ) for all indices σ ∈ J. AČech k-cochain, c, for U can be restricted to V : if the intersection V σ 0 ···σ k is nonempty, then so is U r(σ 0 )···r(σ k ) , and
TheČech and de Rham differentials commute with restriction, i.e. δ • r = r • δ (it being understood that theČech differential on the left-hand side is for the covering V and on the right-hand side for the covering U) and
A.2 Deligne-Beilinson cochains
Take an integer 0 ≤ p ≤ n + 1 ( n the dimension of the manifold) and consider the double complex
The columns of this diagram form standardČech complexes. The rows are Deligne complexes of index p, that is de Rham complexes extended to the left by d −1 (the injection of integral constants into real functions) and truncated on the right at (p − 1)-forms by the 0 map. We denote byd this modified differential, to avoid confusion with the de Rham differential, d.
We build a new "diagonal complex" from this double complex. The space C q p of Deligne-Beilinson cochains of degree q ≥ 0 (with fixed index p) is defined by
Elements of these spaces are respectively represented by the following sequences :
with the last element Z-valued 13 . We set We are interested in the cohomology of (C p , D). A priori, it depends on the covering, but we shall see later that the cohomologies for simple coverings are canonically isomorphic.
The projection π : C q p → Ω (q,−1) (Z) gives a chain map
13 Our complex contains Ω (q,−1) (Z) while in the literature one usually finds Ω (q,−1) (Z(p)), where Z(p) = (2iπ)Z. This difference is irrelevant for our purpose.
14 A better notation would be (C p (M ), U, D).
A.3 Computation of H
In this case, we use the Poincaré lemma for differential forms (ensuring that for forms of nonnegative degree, the de Rham cohomology is locally trivial) to show that
A.4 TheČech homotopy operator
Here we introduce theČech homotopy operator that we shall need to compute H q (C p , D) in the special cases q ≥ p. This homotopy 15 operator, which depends on a partition of unity defined on M, is instrumental to establish the generalized Mayer-Vietoris exact sequence, theČech-de Rham isomorphism and the Collating Formula [4] , a construction we illustrate below.
A.4.1 The K operator on the enlarged double complex
Consider the following double complex :
where the de Rham complex of global differential forms truncated at degree (p − 1) has been added at the top. We extend the definition of D to this enlarged complex. Let us choose a partition of unity ϑ α subordinate to the simple covering {U α } α∈I of M: each ϑ α is a (smooth) non-negative function on M with compact support in U α , and α ϑ α is the constant function 1 on M. On the enlarged complex, define an operator K (depending on the chosen partition of unity) as follows.
Take c = {c α 0 ···α k } ∈ Ω (k,l) (R), k, l ≥ 0. Due to the support properties of the ϑ α 's,
. Though we shall not try to compute its homology, note that K 2 = 0 so K is a boundary operator (or equivalently a co-differential).
A.4.2 The homotopy property and the fundamental identity
Algebraic manipulations show that Kδ + δK is the identity operator on
In particular, in the enlarged double complex, the verticalČech complexes in nonnegative de Rham degree have vanishingČech cohomology, since K is a homotopy operator.
Acting on the enlarged double complex, Kd lowers theČech degree by one unit, so Kd is locally nilpotent and 1 + Kd is invertible : locally the geometric series for (1 + Kd)
stops after a finite number of terms. Moreover, as a consequence of
(the first equality usesd 2 = 0, the seconddδ = −δd and the last one that the image of d lives in de Rham degree ≥ 0 where Kδ + δK = 1) one derives that on the enlarged double complex, D and δ are conjugate, that is
This fundamental identity (♥) is at the heart of the computation of the Deligne-Beilinson cohomology when q ≥ p as shown later in A.5 and A.6. It can also be useful in other contexts as illustrated below.
A.4.3 Relation with theČech-de Rham isomorphism
Suppose that in the first column of the enlarged complex we replace the coefficient group Z by R, and that we take p = n + 1, n the dimension of the manifold, so that the lines are usual de Rham complexes, henced = d in this enlarged context and the (♥) identity can be written (1 + Kd)D = δ(1 + Kd). This double complex is aČech-de Rham complex with differential D = d + δ and of course q < p = n + 1 . In the sequel this is the complex we have in mind when we refer toČech-de Rham cochains, cocycles or coboundaries.
On the one hand if c (q,−1) ∈ Ω (q,−1) (R) is aČech cocycle, it is a D-cocycle, hence its top component (−Kd) q+1 c (q,−1) is a global closed q-form, i.e. a de Rham q-cocycle. On the other hand if c (q,−1) is aČech coboundary, c (q,−1) = δγ (q−1,−1) for some 
We could say this more pedantically by drawing the Deligne-Beilinson complexes (or their enlarged versions) for U and V on top of each other (in three dimensions) and stating that restriction is a (co-)chain map for all differentials or co-differentials defined up to now. 
This shows that Ker(φ) is nothing else but the space of (p − 1)-forms with integral periods. So we can extend our exact sequence to the left using the canonical injection of (p − 1)-forms with integral periods into (p − 1)-forms
B Deligne-Beilinson dual of a cycle
In this section we present a construction of a "cycle map" which associates a DeligneBeilinson cohomology class to a given cycle. The kind of duality that is implied is not of the "Poincaré" type, but is rather an analog of Pontrjagin duality for Deligne-Beilinson cohomology.
Let z p be a singular or rather a de Rham (cf. section (3.2.4)) integral p-cycle of M and U a simple cover. We perform the following descent 19 using the singular boundary operator, b, and theČech coboundary operator, δ:
This descent goes on at level k (the fact that the covering is simple is crucial): in each U α 0 ···α n−p . Hence every c n−p n , α 0 ···α n−p is a integral n-cycle in U α 0 ···α n−p , so that we can write c
once U α 0 ···α n−p has been identified with a singular n-cycle in a natural way. Furthermore, Let us have a look at the ambiguities of the descent of the p-cycle z which led to η (n−p−1) D (z). At the level of the currents η z (n−p−k,k−1) , one can check that ambiguities of Deligne-Beilinson type (3.18) are obviously present. However, since our starting point is the integral current of z, we could also have ambiguities on η z (0,n−p−1) corresponding to the restriction of a globally defined closed (n − p − 1)-current, δη z (−1,n−p−1) . But, since all the currents of our descent must be integration currents of integral chains, δη z (−1,n−p−1) must necessarily be the integration current of a (p + 1)-cycle. Hence, it produces a Deligne-Beilinson ambiguity. The same argument holds at the bottom of the descent, where our integral chains will only produce integralČech cochain ambiguities, which are also of Deligne-Beilinson type.
In other words, the fact we use integral chains to produce a Deligne-Beilinson cocycle provides us with a canonical Deligne-Beilinson class [η 
C U (1) connections as Deligne-Beilinson cohomology classes
Let us briefly recall how connections over U(1)-bundles are related to Deligne-Beilinson cohomology classes [5] . Let P := P (M, U(1), E, π) be a principal U(1)-bundle with total space E over M and projection π. For a given simple open covering of M, U, P is described by transition functions g αβ : U αβ → U(1) which satisfy the cocycle condition
in any intersection U α 0 α 1 α 2 , or equivalently Λ α 0 α 1 + Λ α 1 α 2 + Λ α 2 α 0 := n α 0 α 1 α 2 ∈ Z , (C.2) with g α 0 α 1 = exp(2iπΛ α 0 α 1 ) (C.3)
Trivially n α 0 α 1 α 2 − n α 0 α 1 α 3 + n α 0 α 2 α 3 − n α 1 α 2 α 3 = 0 , (C. 4) in U α 0 α 1 α 2 α 3 , which means that the collection n (2,−1) defined by these integers is an integralČech 2-cocycle on M.
Given a collection of local sections, a connectionÃ on P induces a collection (A) α of locally defined 1-forms on M which glue together on every U α 0 α 1 according to
(C.5)
We then obtain a family (δn (2,−1) ) α 0 α 1 α 2 α 3 := n α 0 α 1 α 2 − n α 0 α 1 α 3 + n α 0 α 2 α 3 − n α 1 α 2 α 3 = 0 , in the appropriate intersections. As described in detail above such a sequence makes up a Deligne-Beilinson cocycle. The curvature ofÃ also admits canonical local representatives on M, F α := dA α , which are globally defined since
Obviously, the existence of F on M is a direct consequence of the existence of A (0,1) , and we can formally write "F = dA (0,1) ".
For a given triple (U, P,Ã) the Deligne-Beilinson cocycle (A (0,1) , Λ (1,0) , n (2,−1) ) is not unique. More precisely, ambiguities on the local representatives of P andÃ (that is Note added While completing this paper, we became aware of the recent mathematical work of R. Harvey, B. Lawson and J. Zweck [14] , who discuss in detail the Pontrjagin duality we use in Section (3.2.3). The authors emphasize the differential character point of view rather than the Deligne-Beilinson one we have adopted here.
