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Abstract
In this paper the notation of the Cline–Greville W -weighted Drazin inverse of a rectan-
gular matrix is extended to bounded linear operators between Banach spaces. We give new
characterizations of the W -weighted Drazin inverse, and we study the perturbations and the
the continuity of the W -weighted Drazin inverse. © 2002 Published by Elsevier Science Inc.
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1. Introduction and preliminaries
The main theme of this paper can be described as a study of a weighted Dra-
zin inverse for bounded linear operators between Banach spaces. This inverse is
an extension of the Cline–Greville [8] W -weighted Drazin inverse of a rectangular
matrix.
Let us recall that if S is an algebraic semigroup (or associative ring), then an
element a ∈ S is said to have a Drazin inverse, or a is Drazin invertible [9] if there
exists x ∈ S such that
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am = am+1x for some non-negative integer m, (1.1)
x = ax2 and ax = xa. (1.2)
If a has a Drazin inverse, then the smallest non-negative integer m in (1.1) above
is called the (Drazin) index i(a) of a. It is well known that there is at most one
x such that Eqs (1.1) and (1.2) hold. The unique x is denoted by ad and called the
Drazin inverse of a. If a has a Drazin inverse, then ad also has a Drazin inverse,
i(ad)  1, (ad)d = a2ad and ((ad)d)d = ad [9]. If S is an associative ring and a ∈ S
has a Drazin inverse, then a may always be written as
a = c + n,
where c, n ∈ S, c has a Drazin inverse, i(c)  1, cn = nc = 0, and ni(a) = 0. The
elements c, n are unique; c is called the core of a, and n the nilpotent part of a. Let
us mention that in this case
c = a2ad and n = a − a2ad.
We shall refer to c + n as the core nilpotent decomposition of a [9].
Let X and Y be infinite-dimensional complex Banach spaces and denote the set
of bounded linear operators from X into Y by B(X,Y). Set B(X) = B(X,X).
For T in B(X,Y) throughout this paper N(T ) and R(T ) will denote, respectively,
the null space and the range space of T . Recall that asc(T ) (des(T )), the ascent
(descent) of T ∈ B(X), is the smallest non-negative integer n such that N(T n) =
N(T n+1) (R(T n) = R(T n+1)). If no such n exists, then asc(T ) = ∞ (des(T ) =
∞). It is well known that a square matrix always has a Drazin inverse. Let us recall
that an operator T ∈ B(X) has a Drazin inverse Td if and only if it has finite ascent
and descent, which is equivalent with that 0 is a pole of the resolvent operator Rλ(T ),
say of order p (see e.g., [11,12,14]). In such a case i(T ) = asc(T ) = des(T ) = p.
By A we denote a Banach algebra with the unit 1, and by A−1 we denote the
set of all invertible elements of A. For an element a ∈A we denote by ρ(a), σ(a)
and r(a) the resolvent set, the spectrum and the spectral radius of a, respectively.
The sets of all isolated and accumulation points of σ(a) are denoted by iso σ(a)
and acc σ(a), respectively. It is well known that if a ∈A is Drazin invertible, then
0 ∈ acc σ(a). Set p = 1 − ada. It follows that p = 0 if 0 ∈ ρ(a); if 0 ∈ iso σ(a), p
is the spectral idempotent of a corresponding to 0 (see e.g., [12,13]); we will write
p = aπ .
2. W -weighted Drazin inverse
Fix W ∈ B(X,Y). For A,B ∈ B(X,Y), define the W -product of A and B by
A ∗ B ≡ AWB. Also, for A ∈ B(X,Y), denote the W -product of A with itself
m times by A∗m. For A ∈ B(X,Y), define |||A||| ≡ ‖A‖ ‖W‖. Then (B(X,Y), ∗,
||| · |||) is a Banach algebra. If W is a 1–1 map of Y onto X, then W−1 ∈ B(X,Y) is
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the unit of this algebra. If the inverse of W does not exist, then adjoin a unit to the
algebra; in either case, we may assume that we are working in a unital algebra. Now
suppose that A,B ∈ B(X,Y) satisfy:
(i) (AW)k+1BW = (AW)k,
(ii) BWAWB = B,
(iii) AWB = BWA.
Multiplying the equation in (i) on the right-hand side by A and then using (iii), we
have
(i)′ (AW)∗(k+2) ∗ B = (AW)∗(k+1),
(ii)′ B ∗ A ∗ B = B,
(iii)′ A ∗ B = B ∗ A.
Conditions (ii)′ and (iii)′ are (ii) and (iii) written in terms of W -multiplication. Thus,
A has a Drazin inverse in the algebra constructed above. In the this case, we write,
B = AD, (or more precise B = Ad,W ).
According to the matrix case [8], the unique solution (if it exists) of (i), (ii) and
(iii) we call the Drazin inverse of A (or more precise, the W -weighted Drazin in-
verse, W -Drazin inverse of A). In this case we shall say that A is Drazin invertible,
W -Drazin invertible.
In the next result we give several equivalent conditions for the existence of the
W -Drazin inverse.
Proposition 2.1. LetX andY be Banach spaces, A ∈ B(X,Y), andW ∈ B(X,Y).
Then the following conditions are equivalent:
(i) A is W -Drazin invertible, that is the equations:
(i.1) (AW)k+1XW = (AW)k for some non-negative integer k,
(i.2) XWAWX = X,
(i.3) AWX = XWA
have a solution X ∈ B(X,Y).
(ii) AW is Drazin inverible,
(iii) WA is Drazin invertible,
(iv) asc(AW) = p <∞, R((AW)p+k) is closed for some k  1, and des(WA) <
∞,
(v) asc(WA) = q <∞, R((WA)q+l ) is closed for some l  1, and des(AW) <
∞.
If any of the five conditions is satisfied, then the above three Eqs. (i.1)–(i.3) have
a unique solution, and
X = AD = Ad,W = A(WA)2d = (AW)2dA. (2.1)
Proof. From the definition of the Drazin inverse it follows that (i) implies (ii) and
(iii). By [8, Corollary 2.1] we have that (ii) implies (i), and by [8, Corollary 1.1]
(iii) implies (ii). Thus, the conditions (i)–(iii) are equivalent. To complete the proof
it is enough to prove that the conditions (i) and (iv) are equivalent. To prove that (i)
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implies (iv), let us remark that (ii) implies asc (AW) = p <∞, and R((AW)p+l )
is closed for all l  1, while (iii) implies des (WA) <∞. Thus (i) implies (iv). Let
us prove that (iv) implies (i). Now, asc (AW) = p <∞, and R((AW)p+k) closed
for some k  1, by [14, Lemma 2.5], imply that there is an 1 > 0 such that N(λ−
AW) = {0}, for 0 < |λ| < 1. Furthermore, by [14, Lemma 2.4], des (WA) <∞
implies that there is an 2 > 0 such that R(λ−WA) = X, for 0 < |λ| < 2. Thus,
by [2, Theorem 3], (λ−WA)−1 ∈ B(X), for 0 < |λ| < , where  = min(1, 2).
Thus, by [14, Theorem 2.6] WA is Drazin invertible. Let us remark that (2.1) is true
as in the matrix case. 
Open problem. In connection with Proposition 2.1 and with the characteriation of
the Drazin inverse of a bounded operator on Banach space, we think that it would be
an interesting result (and we leave it as an open problem) to prove, or disprove, that
asc (AW) <∞ and des (WA) <∞ imply that AW is Drazin invertible.
Remarks.
1. If A ∈ B(X,Y) is a finite-rank operator, then AW is a finite-rank operator. Thus,
AW is Drazin invertible, and A is W -Drazin invertible for each W ∈ B(X,Y).
Furthermore, if W ∈ B(Y,X) is a finite-rank operator, then each A ∈ B(X,Y)
is W -Drazin invertible.
2. Let H,K be complex Hilbert spaces. If A ∈ B(H,K) has closed range, then
there exists a unique operator A† ∈ B(K,H) called the Moore–Penrose pseudo-
inverse of A which satisfies the following properties:
AA†A = A, A†AA† = A†, (AA†)∗ = AA† and (A†A)∗ = A†A.
It is well known that A† = A∗(AA∗)† = (A∗A)† A∗. Furthermore, because A∗A
and AA∗ are self-adjoint operators we obtain (A∗A)† = (A∗A)d and (AA∗)† =
(AA∗)d, that is
A† = A∗(AA∗)d = (A∗A)dA∗.
Thus, we obtain A† = A∗(Ad,A∗A∗), and the A∗-weighted Drazin inverse of A
exists if and only if R(A) is closed, that is if and only if A has a Moore–Penrose
pseudoinverse. In this case Ad,A∗ = A(A∗A)†2 = A(A∗A)2†.
3. Let X be Banach space and H Hilbert space. Following Barnes [1] we say that
an operator S ∈ B(X) has a normal factorization through a Hilbert space H, if
there exist bounded linear maps A and T ,
T : X →H, A :H → X,
with S = AT and TA normal on H. Thus, in this case A is T -Drazin invertible
if and only if R(T A) is closed and Ad,T = A(TA)2†.
4. Let R ∈ B(X,Y) and S ∈ B(X,Y). If λ /= 0, then Barnes [2] has proved that the
operators λ− SR and λ− RS have many basic operator properties in common.
For example, by [2, Theorem 9] an isolated point λ0 /= 0 of σ(RS) is a pole of
the resolvent of RS if and only if λ0 is a pole of the resolvent of SR. Now, we
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remark that by Proposition 2.1 this result is true also for λ0 = 0, that is 0 is a pole
of the resolvent of RS if and only if 0 is a pole of the resolvent of SR, and in that
case i(RS)  i(SR)+ 1.
We now present a new characterization for the W-weighted Drazin inverse, which
reduces to the well-known result if the matrix is nonsingular.
For a nonsingular matrix A, A−1 can be characterized in terms of a well-known
limit process,
A−1 = lim
→0 (I + A)
−1, (2.2)
where we assume− ∈ σ(A) as  → 0 in the limit of the above expression involving
(I + A)−1. The same assumption will be used in the following.
One extension of the limit expression (2.2) to the Drazin inverse was found in
[15] and the Drazin inverse Ad can be similarly be characterized by
Ad = lim
→0 (I + A
l+1)−1Al for every l  k = i(A).
The representation of the Drazin inverse in terms of its eigenprojection Aπ =
I − AdA was given in [18] and [11], respectively
Ad = (A− Aπ)−1(I − Aπ) = (I − Aπ)(A− Aπ)−1
and
Ad = [A |R(A)]−1(I − Aπ).
In this section, we shall next give a new characterization of Ad,W without its
eigenprojection Aπ (see also [21]).
Theorem 2.2. Let A ∈ B(X,Y),W ∈ B(X,Y), and let A be W -Drazin invertible
with k = max{i(AW), i(WA)}. Then
Ad,W = A˜−1(AW)kA,
where A˜ = (AW)k+2 |R[(AW)k] is the restriction of (AW)k+2 to R[(AW)k].
Proof. Notice that A˜ = (AW)k+2 |R[(AW)k] is a one-to-one map of R[(AW)k] onto
R[(AW)k].
Since A˜x = 0, where x ∈ R[(AW)k], there exists a y ∈ X such that x = (AW)ky.
However,
(AW)2k+2y = A˜x = 0,
i.e.,
y ∈ N[(AW)2k+2] = N[(AW)k].
Thus,
x = (AW)ky = 0.
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On the other hand, for every y ∈ R[(AW)k] there exists a x ∈ X such that y =
(AW)k+2[(AW)kx] ∈ A˜R[(AW)k] since R[(AW)k] = R[(AW)2k+2].
These indicate the nonsingularity of A˜.
Set X = A˜−1(AW)kA and let us consider the decomposition of any z ∈ X as
z = z1 + z2 with z1 ∈ R[(AW)k] and z2 ∈ N[(AW)k]. Further, R[(AW)k] =
R[(AW)k+1] implies that there exists a u ∈ X such that z1 = (AW)k+1u.
Next, we will verify that X = A˜−1(AW)kA satisfies the following three equa-
tions:
(AW)k+1XWz= (AW)k+1A˜−1(AW)kAWz = (AW)k+1A˜−1(AW)k+1z1
= (AW)k+1A˜−1(AW)k+2[(AW)ku] = (AW)k(AW)k+1u
= (AW)kz1 = (AW)kz.
Let us remark that we also can write any z ∈ X as z = v1 + v2 with v1 ∈
R[(WA)k] and v2 ∈ N[(WA)k]. Now R[(WA)k] = R[(WA)k+2] implies that there
exists a v ∈ X such that v1 = (WA)k+2v. Next, we obtain
XWAWXz= XWAWA˜−1(AW)kAz = XWAWA˜−1A(WA)kv1
= XWAWA˜−1(AW)k+2[(AW)kAv] = XWAW(AW)kAv
= A˜−1(AW)k+2(AW)kAv = A˜−1A(WA)kv1 = Xz.
Finally,
AWXz= AWA˜−1A(WA)kz = AWA˜−1A(WA)kv1
= AWA˜−1(AW)k+2[(AW)kAv] = AW(AW)kAv = (AW)k+1Av,
XWAz= A˜−1A(WA)k+1v1 = A˜−1(AW)k+2(AW)k+1Av = (AW)k+1Av,
i.e.,
AWXz = XWAz.
The fact mentioned above is true for arbitrary z ∈ X, thus we have
(AW)k+1XW = (AW)k, XWAWX = X, AWX = XWA,
which completes the proof. 
3. Perturbations of theW -weighted Drazin inverse
The set of all elements of a Banach algebra A which possess a Drazin inverse is
not necessarily open in the algebra (see e.g., [12, Example 8.4]), and the perturba-
tions of Drazin invertible elements (operators) were studied under special conditions
e.g. by compatible perturbing elements [4–6], or by elements which satisfy condition
(W) [17,20]; see also ([3,7,12,13,16,19,22,23]). Let us point out that the important
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applications of perturbations of the Drazin inverse are to, e.g. singular perturba-
tions of autonomous linear systems of differential equations and perturbations of
continuous semigroups of bounded linear operators.
Let a ∈A be Drazin invertible. Following [17] and [20], we say that b ∈A obeys
the condition (W) at a if
b − a = aaD(b − a)aaD and ‖aD(b − a)‖ < 1.
For the convenience of the reader let us recall the next main perturbation result
from [17, Theorem 2.1].
Theorem 3.1. Let a ∈A be Drazin invertible, and let b ∈A obey the condition
(W) at a. Then b is Drazin invertible, bbD = aaD, bD = (1 + aD(b − a))−1aD =
aD(1 + (b − a)aD)−1 and i(a) = i(b).
Now, let A,B ∈ B(X,Y), and W ∈ B(X,Y). Suppose that A is W -Drazin in-
vertible and that B satisfies condition (W) at A
B − A = A ∗ AD ∗ (B − A) ∗ A ∗ AD and |||AD ∗ (B − A)||| < 1.
This translates into
B − A = AWADW(B − A)WAWAD and ‖ADW(B − A)‖‖W‖ < 1.
Set E = B − A. Now, based on the above theorem, we can get the following result.
Theorem 3.2. Let A,B ∈ B(X,Y), W ∈ B(X,Y), let A be W -Drazin invertible
and let B obey the condition (W) at A. Then B is W -Drazin invertible, (BW)
(Bd,WW) = (AW)(Ad,WW), i(BW) = i(AW),
Bd,W = (I + Ad,WWEW)−1Ad,W = Ad,W (I +WEWAd,W )−1, (3.1)
R(Bd,W ) = R(Ad,W ) and N(Bd,W ) = N(Ad,W ). (3.2)
Proof. Let us remark that (3.1) implies (3.2). Because B obeys the condition (W)
at A, we know that I + Ad,WWEW and I +WEWAd,W are invertible. Now, by
the observation from the beginning of the Section 2 and Theorem 3.1 we obtain the
proof of the theorem. 
By [17, Section 2] and Theorem 3.2 we obtain the next corollaries.
Corollary 3.3. Let the hypotheses of Theorem 3.2 be satisfied. Then B is W -Drazin
invertible
Bd,W − Ad,W = −Bd,WWEWAd,W = −Ad,WWEWBd,W ,
‖Bd,W − Ad,W‖
‖Ad,W‖ 
‖Ad,WWEW‖
1 − ‖Ad,WWEW‖ ,
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and
‖Ad,W‖
1 + ‖Ad,WWEW‖  ‖Bd,W‖ 
‖Ad,W‖
1 − ‖Ad,WWEW‖ .
Corollary 3.4. Let the hypotheses of Theorem 3.2 be satisfied.
(i) If ‖Ad,W‖ · ‖WEW‖ < 1, then B is W -Drazin invertible, and
‖Bd,W − Ad,W‖
‖Ad,W‖ 
kd,W (A) ‖WEW‖/‖WAW‖
1 − kd,W (A)‖WEW‖/‖WAW‖ ,
where kd,W (A) = ‖WAW‖ · ‖Ad,W‖ is the condition number of the W -weighted
Drazin inverse of A.
(ii) If ‖Ad,WWEW‖ < 1/2, then B is W -Drazin invertible, and A obeys the
condition (W) at B.
The following result is motivated by the index splitting for matrices [22].
Theorem 3.5. Let A,U, V ∈ B(X,Y) and W ∈ B(X,Y). Suppose that A is W -
Drazin invertible, A = U − V, UW is Drazin invertible, i(AW) = k1, i(WA)
= k2, i(UW) = i(WU) = 1, Ud,WWVW is a compact operator, R(UW) =
R((AW)k1) and N(WU) = N((WA)k2). Then I − Ud,WWVW is invertible and
Ad,W = (I − Ud,WWVW)−1Ud,W = Ud,W (I −WVWUd,W )−1. (3.3)
Proof. To prove that I − Ud,WWVW is invertible it is enough to prove that N(I −
Ud,WWVW) = {0}. Suppose that x ∈ N(I − Ud,WWVW). This means that
Ud,WWVW(I − Ud,WWVW)x = 0,
that is Ud,WWAWx = 0. We have
WAWx ∈ N(Ud,W ) = N(WU) = N((WA)k2) = N(Ad,W ),
and Ad,WWAWx = 0, with x ∈ N(Ad,WWAW) = N((AW)k1). However,
x ∈ R((AW)k1) ∩N((AW)k1) = {0}.
Hence, x = 0, and I − Ud,WWVW is invertible. Notice that
(I − Ud,WWVW)Ad,W = [I − Ud,W (WUW −WAW)]Ad,W
Ad,W − Ud,WWUWAd,W + Ud,WWAWAd,W
= Ud,W .
Thus, we have obtained (3.3). 
When W = I and A is a square matrix, Theorem 3.5 reduced to [22].
Corollary 3.6. Let A = U − V ∈ Cn×n, i(U) = 1 and i(A) = k. Suppose that
R(U) = R(Ak) and N(U) = N(Ak). Then I − UdV is invertible and
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Ad = (I − UdV )−1Ud = Ud(I − VUd)−1.
Let us recall that if a, b ∈A are Drazin invertible, then ab is not necessarily Dra-
zin invertible, and if ab is Drazin invertible, then in general (ab)d does not obey the
reverse order law, that is we have (ab)d /= bdad. But, by Theorem and [17, Theorem
4.2] we have the following corollaries.
Corollary 3.7. Let A ∈ B(X,Y), W ∈ B(X,Y), A be W -Drazin invertible, and
let B1, B2 ∈ B(Y,X) obey the condition (W) at A. Then B1, B2 and B1 ∗ B2 are
Drazin invertible and
(B1 ∗ B2)D = (B2)D ∗ (B1)D.
Corollary 3.8. Let A ∈ B(X,Y), W ∈ B(X,Y), A be W -Drazin invertible, and
let B ∈ B(Y,X) obey the condition (W) at A. Then B, B ∗ A and A ∗ B are W -
Drazin invertible, (A ∗ B)D = (B)D ∗ (A)D and (B ∗ A)D = (A)D ∗ (B)D.
4. Perturbation of a linear system
In this section, we give some applications of Theorem 3.2 and Corollary 3.3.
Among other things, this work extends the results obtained by Wei Yimin and Wang
Guorong ([19, Theorem 3.1] and [20, Applications]) for matrices. We shall consider
error bounds for the W -weighted Drazin inverse in B(X,Y). Let us mention that
some related results were obtained for the Drazin inverse of a matrix [20] and for the
generalized Drazin inverse in Banach algebras [17].
Let A,B ∈ B(X,Y), W ∈ B(X,Y) and let A be W -Drazin invertible. Then AW
and WA are Drazin invertible, and set k1 = i (AW) and k2 = i (WA). Hence
X = N((WA)k2)⊕ R((WA)k2) and Y = N((AW)k1)⊕ R((AW)k1).
Let us consider the equation
WAWx = b, b ∈ R((WA)k2) given, (4.1)
with x ∈ Y to be found. Let us remark that R(Ad,W ) = R((AW)k1) = R((AW)d),
R((WA)k2) = R((WA)d), and that x ∈ R((AW)k1), namely
x = Ad,W b
satisfies (4.1). We study the sensitivity of the solution x to variation in the data b and
A, provided that b ∈ R((WA)k2) and x ∈ R(Ad,W )).
Theorem 4.1. Let A ∈ B(X,Y), W ∈ B(Y,X), let A be W -Drazin invertible and
let b, c ∈ R((WA)k2). If x, y ∈ R(Ad,W ) satisfy WAWx = b and WAWy = c, then
‖y − x‖
‖x‖  kd,W (A)
‖c − b‖
‖b‖ . (4.2)
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Proof. Since (Ad,WW)(AW) = (AW)d(AW) is the (oblique) projection onto
R((AW)d), from x, y ∈ R(Ad,W ), WAWx = b and WAWy = c, we have x =
(Ad,WW)(AW)x = Ad,W b and y = (Ad,WW)(AW)y = Ad,W c. Hence,
‖y − x‖  ‖Ad,W‖‖c − b‖ (4.3)
and
‖b‖  ‖WAW‖‖x‖. (4.4)
Clearly, (4.2) follows from (4.3) and (4.4). 
Theorem 4.2. Let the hypotheses of Theorem 3.2 be satisfied and let b∈R((WA)k2).
If x, y ∈ R(Ad,W ) satisfy WAWx = b and WBWy = b, then
‖y − x‖
‖x‖  kd,W (A)
‖Ad,WW(B − A)W‖
1 − ‖Ad,WW(B − A)W‖ . (4.5)
Proof. By Theorem 3.2 we know that Ad,WWAW = Bd,WWBW , and R(Ad,W ) =
R(Bd,W ). Hence, x = (Ad,WW)(AW)x = Ad,W b and y = (Bd,WW)(BW)y =
Bd,W b. Furthermore,
‖y − x‖  ‖Bd,W − Ad,W‖‖b‖  ‖Bd,W − Ad,W‖‖WAW‖‖x‖,
and (4.5) follows by Corollary 3.3. 
Theorem 4.3. Let the hypotheses of Theorem 3.2 be satisfied and let b, c ∈
R((WA)k2). If x, y ∈ R(Ad,W ) satisfy WAWx = b and WBWy = c, then
‖y − x‖
‖x‖ 
‖Ad,W‖
1 − ‖Ad,WW(B − A)W‖
×
(
‖Ad,WW(B − A)W‖‖b‖ + ‖c − b‖
)
. (4.6)
Proof. By Theorem 3.2 we know that Ad,WWAW = Bd,WWBW , and R(Ad,W )
= R(Bd,W ). Hence, x = (Ad,WW)(AW)x = Ad,W b and y = (Bd,WW)(BW)y =
Bd,W c. Now,
y − x = Bd,W c − Ad,W b = (Bd,W − Ad,W )b + Bd,W (c − b)
and we obtain
‖y − x‖  ‖Bd,W − Ad,W‖‖b‖ + ‖Bd,W‖‖c − b‖. (4.7)
Clearly, (4.6) follows by Corollary 3.3 and (4.7). 
Now, as a corollary, we get a generalization of [19, Theorem 3.1] and [20, The-
orem 4.1]. Our formulation of that result is somewhat different from that of Yimin
Wei’s and Guorong Wang’s, but consistent with Theorem 5.3.
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Theorem 4.4. Let the hypotheses of Theorem 5.3 be satisfied and let ‖Ad,W‖ ‖W(B
− A)W‖ < 1. Then
‖y − x‖
‖x‖ 
kd,W (A)
1 − kd,W (A)‖W(B − A)W‖/‖WAW‖
×
(
kd,W (A)
‖W(B − A)W‖
‖WAW‖ +
‖c − b‖
‖b‖
)
.
Proof. The proof follows by Theorem 4.3 and remark that ‖b‖  ‖WAW‖‖x‖. 
Let us mention that Theorem 4.4, unlike Theorem 4.3, deals with relative errors.
5. Continuity of theW -weighted Drazin inverse
Recall that the Drazin inverse of a matrix is not necessarily a continuous function
of the elements of the matrix, and the continuity properties of the Drazin inverse
were investigated by many authors, see e.g [3–7,13,16]. For the convenience of the
reader let us recall:
Theorem 5.1 [13, Theorem 2.4]. Let an and a be Drazin invertible elements of the
Banach algebra A such that an → a. Then the following conditions are equivalent:
(an)d → ad, (5.1)
sup
n
‖(an)d‖ <∞, (5.2)
sup
n
r((an)d) <∞, (5.3)
inf
n
d(0, σ (an) \ {0}) > 0, (5.4)
there is r > 0 such that
{λ : 0 < |λ| < r} ⊂ ρ(a) ∩
∞⋂
n=1
ρ(an), (5.5)
(an)dan → ada, (5.6)
aπn → aπ . (5.7)
We now give a connection between the continuity of the W -Drazin inverse and
the continuity of the Drazin inverse.
Theorem 5.1. Let X and Y be Banach spaces, W,Wn ∈ B(X,Y), n = 1, 2, . . .
and let Wn → W . Let {An} be a sequence inB(X,Y), and let An → A ∈ B(X,Y).
Suppose that A and An, n = 1, 2, . . . , have W -Drazin and Wn-Drazin inverses
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Ad,W and (An)d,Wn, n = 1, 2, . . . , respectively. Then the following conditions are
equivalent:
(An)d,Wn → Ad,W , (5.8)
sup
n
‖(An)d,Wn‖ <∞ (5.9)
(AnWn)d → (AW)d, (5.10)
(WnAn)d → (WA)d. (5.11)
Proof. It is enough to prove (5.8)⇒ (5.9)⇒ (5.10)⇒ (5.8). Clearly (5.8)⇒
(5.9). By (AnWn)d = (An)d,WnWn we obtain that (5.9) implies supn ‖(AnWn)d‖ <
∞, and by Theorem 5.1 we have (AnWn)d → (AW)d. Thus, we prove that (5.9)⇒
(5.10). Since (An)d,Wn = (AnWn)2dAn, we obtain (5.10)⇒ (5.8). 
We now present an elementary proof of the fundamental Izumino’s theorem [10,
Proposition 2.3] on the continuity of the Moore–Penrose pseudoinverse of bound-
ed linear operators on Hilbert spaces based on the corresponding result for the W -
weighted Drazin inverse.
Theorem 5.2. Let H and K be Hilbert spaces, {An} be a sequence in B(H,K),
and let An → A ∈ B(X,Y). Suppose that A and An, n = 1, 2, . . . , have Moore–
Penrose pseudoinverses A† and A†n, n = 1, 2, . . . , respectively. Then the following
conditions are equivalent:
A†n → A†, (5.12)
sup
n
‖A†n‖ <∞ (5.13)
AnA
†
n → AA†, (5.14)
A†nAn → A†A, (5.15)
(An)d,A∗n → Ad,A∗ . (5.16)
Proof. It is clear that (5.12)⇒ (5.13)–(5.15). Furthermore, we can easily see that
A† = A∗Ad,A∗A∗ implies (5.16)⇒ (5.12).
(5.13)⇒ (5.16). Note, by
(AA∗)d = (AA∗)† = A†∗A†
that
sup
n
‖(AnA∗n)d‖  sup
n
‖A†n‖2.
Hence we easily see that (5.13) implies supn ‖(AnA∗n)d‖ <∞, and by Theorems
5.1 and 5.2 we obtain (5.16). To prove (5.14)⇒ (5.16), note, by (AA∗)π = I −
(AA∗)(AA∗)d = I − AA†, that (5.14) implies (AnA∗n)π → (AA∗)π . Now, by
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Theorem 5.1 (AnA∗n)d → (AA∗)d, and finally by Theorem 5.2 we obtain (5.16). In
a similar way we could prove (5.15)⇒ (5.16). 
Corollary 5.3. Let the hypotheses of Theorem 6.2 be satisfied.
(i) Let the indices i(AnWn) be bounded, and the spectral projections Pn, P of
AnW, AW, corresponding to 0 be of finite rank. Then (An)d,Wn → Ad,W if and
only if there exists n1 such that rankPn = rankP for all n  n1.
(ii) Let the indices i(WnAn) be bounded, and the spectral projections Qn, Q of
WnAn, WA, corresponding to 0 be of finite rank. Then (An)d,Wn → Ad,W if and
only if there exists n2 such that rankQn = rankQ for all n  n2.
Proof. By Theorem 5.2 and [13, Theorem 5.1], (see also [16, Corollary 3.4]). 
The preceding corollary implies the result of Chen Xu Zhou and Chen Guo Liang
[7, Theorem 2.2] on the continuity of the W -Drazin inverse for matrices, that is the
quivalence of (i) and (ii) in the next corollary.
Corollary 5.4. Let Ak and A ∈ Cm×n, k = 1, 2, . . . , Wk,W ∈ Cn×m, Wk → W
and Ak → A. Then the following conditions are equivalent:
(i) (Ak)d,Wk → Ad,W ,
(ii) there exists k1 such that rank(AkWk)c = rank(AW)c for all k  k1, where
(AkWk)c and (AW)c are the core matrices of AkWk and AW, respectively,
(iii) there exists k2 such that rank(WkAk)c = rank(WA)c for all k  k2, where
(WkAk)c and (WA)c are the core matrices of WkAk and WA, respectively.
Proof. This follows from the preceding corollary when we observe that the in-
dex of matrices AW is bounded by m and that rank(AkWk)c = m− rankPk and
rank(AW)c = m− rankP , where Pk and P are the eigenprojections of Ak and A at
0. 
Let X and Y be Banach spaces and let An (n = 1, 2, . . .) and A be operators in
B(X, Y ). We then write An →s A if the sequence An converges to A strongly. We
next show an equivalent condition for the strong convergence of weighted Drazin
inverses, which is to be compared with Theorem 5.2.
Theorem 5.5. Let {An} be a sequence in B(X, Y ), and let An →s A ∈ B(X, Y ).
Suppose that W,Wn ∈ B(Y,X), n = 1, 2, . . . , Wn →s W, A and An, n = 1, 2, . . . ,
have W -Drazin and Wn-Drazin inverses Ad,W and (An)d,Wn, n = 1, 2, . . . , respec-
tively. Then the following conditions are equivalent:
(An)d,Wn →s Ad,W , (5.17)
sup
n
‖(An)d,Wn‖ <∞ and (AnWn)dAnWn →s (AW)dAW, (5.18)
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sup
n
‖(An)d,Wn‖ <∞ and (WnAn)dWnAn →s (WA)dWA, (5.19)
(AnWn)d →s (AW)d, (5.20)
(WnAn)d →s (WA)d. (5.21)
Proof. It is enough to prove that (5.17)⇒ (5.18)⇒ (5.20)⇒ (5.17). If we as-
sume (5.17), then the inequality in (5.18) is obtained from Banach–Steinhaus theo-
rem and the other assertation in (5.18) is easily seen by the uniform boundedness of
{(An)d,Wn}.
To prove (5.18)⇒ (5.20), let us note that (5.18) implies supn ‖(AnWn)d‖ <∞,
and that
(AnWn)d − (AW)d
= (AnWn)d[(AnWn(AnWn)d − AW(AW)d]
+ [AnWn(AnWn)d − AW(AnWn)d](AnWn)d
− (AnWn)d(AnWn − AW)(AW)d.
Finally, because (An)d,Wn = (AnWn)2dAn and Ad,W = (AW)2dA, by Banach–
Steinhaus theorem we easily see that (5.20)⇒ (5.17). 
Let us mention that in contrast to the case of uniform convergence, we cannot
deduce the inequality supn ‖(An)d,Wn‖ <∞ from (AnWn)dAnWn →s (AW)dAW
(see [16, Remark 3.7]).
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