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Optical fibers are made of isotropic silica. Yet all optical fibers are weakly birefringent. Phase velocity birefringence causes continuous changes of polarization of a mode propagating along the fiber. Random deformations of the fiber cause the two so called principal polarizations to propagate at different velocities. Environmental effects change both the delay and the orientation of the principal polarizations. A pulse, a ''one'' in digital optical transmission along the fiber has components along each of the two principal polarization. Polarization mode dispersion "PMD… pulls these components apart. Thus even small PMD becomes significant as the bit-rate is increased. However, the peak pulse energy also increases with the bit-rate is increased. However, the peak pulse energy also increases with the bit-rate so that the Kerr nonlinearity can become important. Pulses propagating along an isotropic fiber with "anomalous… dispersion propagate without spreading with the help of the Kerr nonlinearity. Such pulses are called solitons. Solitons propagating along a birefringent fiber with phase velocity birefringence continuously change their polarization but may still maintain their pulse envelope; these solitons are called Manakov solitons. This work shows that the Kerr effect provides a binding force between the two pulse polarizations that opposes pulse separation caused by PMD. It can prevent pulse breakup, if the PMD is not excessive. This property of Manakov solitons prompts their use in high bit-rate optical communications.
I. INTRODUCTION
Polarization mode dispersion ͑PMD͒ sets a limit on the bit-rate distance product that can be transmitted in regenerator free long distance optical fiber communications. The response to PMD of linear propagation as contrasted with soliton propagation is the same for short distances, but differs fundamentally for distances comparable to a soliton period. This paper investigates the limits set by PMD on the bit-rate of soliton-, and dispersion managed soliton-, communications.
In the context of NRZ, an extensive literature exists on the effects of PMD. [1] [2] [3] [4] [5] [6] With an increase of bit-rates to 40 Gb/s, long distance transmission of non-return-to-zero ͑NRZ͒ will become difficult, if not impossible with existing levels of PMD of commercial fibers. Broadband pulses are dispersed by PMD, if propagating linearly. Pulses propagating nonlinearly generate an equivalent potential well that provides an attractive force between the two principal polarizations, and can prevent their separation if not excessive. Since the spatial scale of PMD is generally much shorter than the soliton period, polarization scrambling occurs, and the propagation equation reduces to the Manakov equation. 7 PMD appears as a perturbation term in the Manakov equation. One difficulty encountered in an analytic study of the effect of PMD on the Manakov soliton is that it produces internal motion of the soliton, i.e., the two polarizations are pulled apart and respond by a damped oscillation to the perturbation. Conventional soliton perturbation theory does not describe this internal motion. 8, 9 An extension of soliton perturbation theory to include vector solitons has been carried out by Lakoba and Kaup. 10 They treated PMD effects on solitons, but did not use the perturbation theory. Instead they used a phenomenological equation describing the damping of the internal motion. We have applied perturbation theory rigorously to treat the effect of PMD on solitons, 11 arriving at results that differ from those of Ref. 10 . Briefly described, the perturbation of a vector soliton excites continuum. The overlap of the continuum with the soliton results in a net displacement between the component pulses in the two polarizations experiencing group velocity birefringence. The beat between the continuum and the soliton excitation results in an oscillatory motion of the net displacement until the continuum has dispersed from the interval occupied by the soliton. This leads to damping of the oscillation.
In this paper we develop an analytic approach of an oscillator model to the description of the internal motion of the Manakov soliton. We determine the force acting between two component pulses of the soliton when they are displaced relatively with respect to each other. This force leads to a time rate of change of momentum ͑proportional to the deviation from the carrier frequency͒. Momentum changes in turn lead to a time rate of change of position. The two resulting equations are the equations of a harmonic oscillator. The oscillation is damped, since the displacement is associated with the overlap of the continuum with the soliton. As the continuum spreads, the oscillation decays. The Q of the oscillation can be derived from this model. The equations are those of a damped harmonic oscillator. The propagating soliton is exposed to the PMD that acts as a noise source of the damped oscillations. In this way one can derive the level of excitation of the oscillator. When the relative displacement becomes comparable to the pulsewidth, the pulse will tend to break up. In this way one obtains an analytic formula for the threshold of break-up of the solitons. The analytic theory is backed up by numerical simulations. The extension to dispersion managed solitons is straightforward, since the oscillation period is much longer than the period of the dispersion map. The master equation for the average dispersion managed soliton may be invoked, and the formulas developed for the soliton can be adapted to this case.
II. THE MANAKOV EQUATION
In the presence of strong polarization mixing by birefringence, pulse propagation along a fiber with anomalous dispersion and Kerr effect obeys the Manakov equation; i.e., the cross coupling between the two polarizations u and v along two orthogonal vectors e (1) and e (2) is equal to the self-coupling,
We describe the evolution in time to emphasize the correspondence with the nonlinear Schrödinger equation. Here, Љ is the second derivative of the frequency with respect to propagation constant, Љϭ
; Љ is positive when the dispersion is anomalous; is the Manakov Kerr coefficient 8 9 0 v g n 2 /cA eff . We identify 0 ͉u(x,t)͉ 2 with the energy per unit length, where 0 is the carrier frequency. The soliton solutions of these equations are
͑4͒
where A and B are complex amplitudes, and
There are six free parameters: the complex amplitudes A and B of the two polarizations containing four real parameters, the position x 0 , and the frequency deviation ⌬ from the nominal carrier frequency 0 . The frequency deviation changes the spatial dependence by the factor exp͓i⌬(x Ϫx 0 )/v g ͔, where v g is the group velocity. These are the collective parameters of motion of the soliton as a whole.
In introducing the PMD perturbation, we interpret ͑1͒ and ͑2͒ in a very specific way. We consider a section of fiber short compared with the coherence length of the PMD and, a fortiori, short compared with the soliton period. Within this short section of fiber, the two polarizations are interpreted as expressed in terms of the principal eigenvectors e (1) and e (2) of PMD. The field vector is ϭue (1) ϩve (2) . ͑6͒
Within this short distance, PMD generates a perturbation term due to the group delay difference. This perturbation is introduced into the two equations,
where u Ј and v Ј are the group velocity deviations of the two principal polarizations. The perturbation theory that needs to be developed is an extension of standard soliton perturbation theory. 8, 9 Standard soliton perturbation theory treats changes of the four soliton parameters, the amplitude, phase, carrier frequency, and displacement. All other perturbations, including the ''internal motion,'' are assigned to the continuum. What can happen, and does happen, is that the two components of the vector soliton can get displaced with respect to each other. The jointly generated potential well is distorted and can counteract the displacement. Thus, the vector soliton is like a one-dimensional ''two particle'' system with center of mass motion and internal degrees of freedom. We develop here a perturbation approach that deals directly with this internal motion. It should be noted that we are not dealing with two ''lumped masses,'' but with two ''distributions of mass.''
III. A GROUP DELAY PERTURBATION
We study perturbations of position and of carrier frequency of the form,
In the previously developed soliton perturbation theory, 9 the excitations were projected out by the adjoint functions which are orthonormal to the expansion functions, and in particular are orthogonal to the continuum,
In the present context, orthogonality does not hold. Indeed, internal oscillations of the soliton couple to the continuum. A simple displacement of the entire pulse does not introduce any reaction; a displaced pulse is an eigensolution of the linearized equations with the same time dependence as the main pulse. If u is displaced relative to v, a perturbation term is produced from the Kerr effect, since the relative displacement ⌬x u Ϫ⌬x v changes the Kerr term i͉u͉ 2 v by ⌬(i͉u͉ 2 v). This produces a perturbation term for the u-polarization,
An analogous perturbation is associated with the pulse v,
Soliton perturbation theory gives the equations of motion of the momentum ͑or frequency͒ and the position
where, in standard perturbation theory, the sources are projections with the adjoint functions. 9 Since we are not dealing with a simple soliton, and the perturbation functions of the two vector pulses composing the soliton do not form an orthonormal set, we use a different approach.
The momentum perturbation of the pulse u has the form iA⌬ u (x/v g )sech(x/ 0 ). The function driving the excitation due to a relative displacement has the functional dependence itanh(x/ 0 )sech 3 (x/ 0 ). A portion i(x/ 0 )sech(x/ 0 ) of this excitation goes into the momentum perturbation, the rest goes into radiation. We minimize the radiation by minimizing the integral of the difference squared,
͑15͒
Minimization of the integral gives for the parameter ,
We find for the equation of motion,
and for the perturbation of the v-pulse,
͑20͒
The relative motion is described by the relative frequency shift,
and the relative displacement is
From ͑17͒ and ͑18͒, and the corresponding equations for the perturbation of the v-pulse, one constructs equations for the relative motion,
͑24͒
In the absence of the birefringence, ͑23͒ and ͑24͒ predict an evolution at the frequency ⍀ 0 given by
Note that the frequency is independent of the relative excitations of the two polarizations. This is surprising. One would expect that an excitation aligned with one of the principal polarizations would not go through an oscillation, as in fact it does not. It is simply the case that the amplitude of the oscillation goes to zero. This fact is not evident from a Lagrangian formulation. 12 The frequency of oscillation can be compared with the ''soliton frequency,'' the rate at which the soliton is phase shifted by 2. The Kerr phase shift per unit time is determined by the average intensity and is (͉A͉ 2 ϩ͉B͉ 2 )/2. If we define a ''soliton frequency'' by ⍀ sol ϭ(͉A͉ 2 ϩ͉B͉ 2 )/2, we find that
Before we conclude this section, it is of interest to tie the perturbations to the moments of the pulse wave function. Suppose we have a pulse of the form u 0 (x)ϩ⌬x u f x (x) with u 0 (x)ϭA sech(x/ 0 ), where ⌬x u is a complex amplitude of position change. The first order moment of the pulse position is
where higher order terms in ⌬x u have been neglected. Since ⌬x u varies with time as exp(j⍀ 0 t), we see that the first order moment accurately reproduces the motion of the pulse position. In a similar way we may evaluate the first order moment in frequency for a pulse shape in the frequency domain u 0 (⍀)ϩ⌬ u f (⍀) with
We see that the magnitudes of the complex amplitudes ⌬x u and ⌬ u give the peak excursions of the position-and frequency-deviations. The equations of motion have been tested by numerical simulation of the coupled nonlinear Schrödinger equations. The two polarizations were displaced initially and the positions and carrier frequency of the two pulses are plotted in Fig. 1 for two different polarizations. The positions were found from the spatial moment of the two pulses, and the carrier frequencies from the spectral moments. We can see that the oscillation frequency is independent of polarization as predicted by the analytic approach. The frequency of oscillation is 27% off from the numerically obtained value. This compares with that derived from Lagrangian formulation, 12 which is 46% larger than the numerically estimated frequency. One fact that does not show up explicitly in the analytic model is decay of the oscillations.
This decay is due to the nature of the continuum generated by the perturbation. In his paper on continuum generation, 13 Gordon evaluated amplitude, position, momentum, and phase changes of the standard soliton, caused by an initial disturbance, from the overlap integral of the pulse with the continuum. We use the same approach in another paper 11 to arrive at the perturbations of a Manakov soliton. The internal motion of the Manakov soliton can also be determined by such an overlap integral. This approach yields an equivalent Q-factor of the decay of Qϭ7, consistent with the one obtained from the simulation.
We have mentioned in the Introduction that the internal motion of the soliton, the relative displacement of the component pulses, is due to the beat of the soliton with the continuum excited by the displacement. The continuum spreads. width of the excitation. Figure 2 shows Figs. 1͑a͒ and 1͑b͒ . The analytic and numerical plots are in satisfactory agreement. The initial decay can be approximated by an exponential decay with a Q of 7. The simple model of a damped harmonic oscillator analysis misses the well known asymptotic behavior for large t which predicts a 1/ͱt decay of the amplitude, when the amplitude is small. This decay follows directly from the above formula at large values of t. However, it is plausible, and has been shown rigorously, that this low amplitude behavior does not affect significantly the response to a white noise excitation, such as the one encountered in the analysis of PMD.
The PMD has been expressed as variations of group velocity of the e (1) and e (2) -polarizations. In fact, the physical situation is more complicated. The birefringence of the fiber does not only vary in magnitude, but also in orientation. Yet, Eqs. ͑7͒ and ͑8͒ can be used to describe this more complicated situation, provided we identify u ЈϭS 1 v PMD /2 and v Ј ϭϪS 1 v PMD /2 with v PMD the group velocity difference of the orthogonal polarizations and S 1 being one of the Stokes parameters introduced in transformation and averaging of the coupled nonlinear Schrödinger equations for a randomly varying birefringent fiber to the Manakov equations. 7 The birefringence produces, first of all, continuous polarization changes of the pulse. The polarization wanders all over the Poincaré sphere. Confining the birefringence to the e (1) and e (2) -axes is not a restriction if the soliton polarization is changing continuously, and, as we have seen, the oscillation associated with PMD is independent of the polarization of the soliton.
IV. ENERGY OF THE INTERNAL OSCILLATION OF THE SOLITON
We started out by identifying 0 ͐dx͉u(x)͉ 2 as the energy of the soliton. It is a quantity conserved by the equations of motion. The Manakov equations have an infinite set of conserved quantities, most with no physical interpretation attached. However, the Hamiltonian from which Eqs. ͑1͒ and ͑2͒ are derived contains invariants that may be identified with the internal motion of the soliton. The Hamiltonian is
͑27͒
It is unusual to write a classical Hamiltonian in terms of complex amplitudes. The approach is motivated by the quantum theory of solitons. yields the equations of motion ͑1͒ and ͑2͒. From the Hamiltonian we may evaluate the ''energies'' associated with the internal motion of the soliton. There are two forms of energy. A positive definite term that is the kinetic energy and a negative definite term that is the potential energy. The sum of the kinetic energy and potential energy is conserved if the integral is extended over all space. The energy, in the absence of a perturbation is Figure 3 shows a numerical simulation of the evolution of the change of the kinetic energy and the change of the potential energy as a function of time ͑distance͒ for an initial displacement, on one hand, and an initial carrier frequency deviation on the other hand. The change is defined as the total energy from which the unperturbed energies have been subtracted. One finds that neither of the two energies behaves as one is accustomed to expect from a lumped harmonic oscillator. The change of kinetic energy has a time independent negative average, the change of the potential energy has a positive time average. There are small oscillations at the fundamental frequency. The change of the total energy is, of course, time independent. The energies behave more like those of the classical analog of a quantum oscillator, a distribution of mass in a parabolic well. In this case the kinetic and potential energy changes are time independent as shown in the appendix. The negative kinetic energy change is due to a widening of the well via the displacement. This leads to a lessening of the slopes of u and v and a decrease of kinetic energy. The potential energy change is positive, which is due to a decrease of the binding force, again a consequence of the widening of the well. Figure 4 shows the energies within windows of width 12 0 as functions of time ͑or distance͒ for the two kinds of perturbations. The figures show that the radiation via the continuum is small. Hence one may conclude that the initial exponential decay of the oscillations is due not only to radiation loss, but also to an internal redistribution of energy. This picture also explains the fact that the oscillation shows two regimes of decay.
V. THE MODEL OF PMD
Polarization mode dispersion is caused by the random changes of birefringence along the fiber. To zeroth order in frequency spread, phase shifts are produced between the fields along two orthogonal axes, so that the polarization of a cw wave walks all over the Poincaré sphere. In the case of a pulse, to first order in the spectral width, there are group delay differences between the two principal polarizations. Such group delay differences are obtained from an eigenvalue equation involving the energy matrix of the fiber segment. These group delay differences are contained
We decomposed the soliton along the two principal PMD polarizations. These change continuously over lengths longer than the coherence length l c . One must imagine the soliton decomposed into the two principal polarizations over a coherence length, and then redecomposed over the next length. Within each segment, the group delay is different. The mean square fluctuations of this group delay act as the noise source driving the internal soliton oscillation.
VI. THE NOISE-FED OSCILLATOR
We have developed harmonic oscillator equations for the relative displacement and relative frequency shifts. Incorporating the decay via the Q, the oscillator mode of ͑23͒ and ͑24͒ reads
͑32͒
In terms of displacement ⌬x rel , the equations become
͑33͒
As the soliton propagates in the presence of PMD, it is exposed to the statistical drive in ͑33͒. The average of this drive is zero. The mean square fluctuations have a flat ͑white͒ spatial spectrum, if the coherence length of PMD is much shorter than the soliton period. We find from ͑33͒ for ⌬ rel (0)ϭ⌬x rel (0)ϭ0,
͑34͒
with ⍀ϭ⍀ 0 ͱ1Ϫ0.25/Q 2 , and the variance of the displace- where the terms proportional to 1/Q 2 and higher have been dropped for simplicity of the expression without loss of accuracy and a white noise spectrum has been assumed. The mean square fluctuations increase with increasing period of the oscillation and are, at first, a simple random walk. The mean square displacement reaches a maximum, when the energy input into the oscillation is balanced by the decay. This level is higher the higher the Q of the circuit. The Q is a dimensionless quantity and thus is independent of the parameters of the system or the level of excitation. The soliton will remain stable, if the mean square fluctuations are smaller than the total soliton width. Figure 5 shows a variation of the group delay along the fiber schematically. The autocorrelation of this function consists of a series of triangles of different widths. If they are independent, the average area of these triangles is ͗ u Ј 2 ͗͘l c ͘ and ͗ v Ј 2 ͗͘l c ͘. They are delta-function-like on the scale of the soliton oscillation. The spectrum is white and of magni- We find for the spectrum of PMD,
͗͘ c ͘.
͑36͒
Since the frequency ⍀ 0 is related to the pulse width 0 by ⍀ 0 0 2 ϭͱ2Љ we have
With the value of Qϭ7 and ϭ2/ 2 , we are ready to determine the critical amount of PMD that would be acceptable for the soliton transmission without a significant distortion. We make the reasonable assumption that the root mean square pulse separation be less than 0 /2,
͑38͒
This gives the relation
͑39͒
This equation gives a limit of acceptable PMD that is independent of the bit-rate. If a soliton communications channel is stable with respect to PMD at low bit-rate, it will also be stable at a high bit-rate, for a fixed value of dispersion. Computer simulations carried out by Mollenauer et al.
14 have found the limit. Note that the evolution in Ref. 14 is described in distance and thus ⌬␤Ј, z h , and D correspond to v PMD , c , and Љ in ͑39͒.
Equation ͑39͒ shows that increasing the dispersion, PMD can be fought more effectively. Increasing dispersion means, of course, that the pulse energy for a given pulsewidth is increased, leading to stronger binding by the potential well produced by the Kerr effect.
Pulses propagating linearly along a fiber with zero net dispersion experience relative displacements that are described by the equation
͑40͒
The white noise source causes a random walk; ͗⌬x rel 2 ͘ increases linearly with the distance of propagation without limit
͗͘ c ͉͘t͉.
͑41͒
Solitons have an advantage over linear propagation if the time of travel is greater than roughly Q 0 2 /Љ.
VII. DISPERSION MANAGED SOLITONS
Thus far we discussed regular solitons on a uniform fiber perturbed by PMD. Dispersion managed solitons propagate along segments of fiber that are alternately positively and negatively dispersive. The most interesting case is when the net dispersion of the two segments is zero, because then the Gordon-Haus effect is removed. 15 The scale of the dispersion management is usually much shorter than the soliton period. The scale of PMD is much shorter than that. The period of the oscillation of the Manakov soliton is much longer than the soliton period. Hence, the oscillator model of the soliton can be applied to the dispersion managed soliton without change. It goes through the same oscillations.
One may imagine sampling the soliton within every period of the dispersion map, where it is transform limited. An internal oscillation of the soliton occurs over many periods, so that the period may be treated as a differential distance, and the equation for the oscillation is of the same form as that for a regular soliton on a uniform fiber. The period of the oscillation, however, must take into account the reduced Kerr effect due to the stretching of the pulse. The displacements caused by PMD are still described by ͑23͒ and ͑24͒. The dispersion managed soliton is treated as an average soliton. This is, of course, an approximation. It is well known that the dispersion managed soliton is not secant hyperbolic in shape. The dispersion managed soliton obeys approximately the equation 
VIII. CONCLUSIONS
We have developed an analytic theory for the behavior of Manakov solitons. We derived equations of motion for the position and frequency deviation of the two polarizations of the soliton. For displacements small compared with the width of the soliton, the internal motion is that of a harmonic oscillator of reduced mass, with a spring constant that is derived from the restoring force that is produced by the well distortion resulting from a separation of the pulses in the two polarizations. We found that the frequency of this oscillation is independent of the polarization. The oscillations are damped. Should the polarization of the soliton coincide with one of the principal axes of the fiber, the relative mass goes to zero. Even though the oscillations formally exist, there is no motion of the soliton.
PMD acts as a noise source that excites the oscillator. Because the spatial scale of PMD is much shorter than the period of the oscillation, the spectrum of the noise source is white. The oscillations ''level out'' in the steady state as they do in the case of an oscillator excited by thermal noise. If the amplitude of the displacement remains smaller than the width of the soliton, one may assume that the soliton is not broken up by PMD. This gives a criterion as to the critical value of PMD that breaks up the soliton. The steady state is reached after a propagation time of the order of Q/2⍀ sol ϭQT sol /, where T sol is the time within which the soliton experiences a phase shift of 2. The so-called soliton period ͑the distance for a /2 phase shift͒ for a 10 Gb/s soliton signal typically 250-500 km. Thus, the distance for which solitons are more stable against PMD than linear propagation is 6ϫ͑250-500͒ kmϭ1500-3000 km. If the bit rate is increased by a factor of 2, the distance decreases by a factor of 4 for a fixed dispersion. Then it is clear that over transoceanic distances soliton propagation is more stable.
Dispersion managed solitons have smaller effective dispersions, and hence longer soliton periods. Typical values are reductions by a factor of 3-4. Yet even with this handicap, dispersion managed solitons outperform linear propagation when PMD is important for the bit-rate of 20 Gb/s or higher. 
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