III. The Method

A. Why the Need of a new Method?
When discretizising a domain, the grid cells are chosen so that they describe the physics of the flow. It is also desirable to use as few cells as possible to save computational time. Close to a solid wall, the gradients are significantly larger in the wall normal direction than in any other direction. Thus, regarding the objectives just mentioned, the node distance in the wall direction will be much smaller than in any other direction, that is, the cells close to the wall will have high aspect ratio. Also, grids for computation of free shear layers have such cells. As indicated in figure (1), the focus in this text will be on geometries including solid walls. From here on, we assume that we have a three dimensional domain discretized as shown in figure (1). The discretization in The CFL number is a common tool used to choose a time step. For compressible flow, the CFL number of a cell is In the case of an instationary flow, there are basically two ways of choosing the time step for a specific explicit time stepping scheme. In this case a second order accurate Runge-Kutta scheme 12 was used even though any similar scheme could have been used. Choosing another scheme, the difference will be the upper limit for the CFL number. The first of the two ways is to use the latest available data and for each cell compute the largest time step allowed. The results are compared and the smallest time step is used for all cells. The second way is to just pick a time step that is small enough. The first way may seem superior in all cases, but due to the implementation of boundary conditions, the second way was used in this work.
Regardless of what way is used to choose the time step, the fact that some cells will have a CFL number much smaller than one remains. As a matter of fact, in many cases, a vast majority of the cells will have a CFL number much smaller than one while only a small fraction of the cells will have CFL number close to the upper limit. Even if a higher order time stepping scheme is used, which allows larger 1 2
, this situation will remain. The time has now come to ask the question: What fast flow structures are there close to the wall that we need to resolve and thus are limiting the size of our time step? Once again looking at equation (3), we see that the last term on the right hand side can be large close to the wall despite the no-slip boundary condition. This term represents the small, nearly isotropic sound waves that carry the pressure information. Unless we want to study the sound field, these waves are of no interest. Still we need to know what the effect of their presence is.
This is exactly what can be achieved using implicit time stepping, but using it for the whole domain would not be any more efficient than explicit time stepping. A more efficient approach would be to use some kind of hybrid method where an implicit time stepping is used for cells close to the wall and explicit time stepping scheme is used for other cells. But we can do even better.
B. The Preconditioning Equation
For the present method, the only restriction put on the grid is that it needs to be structured where the method is applied. The flow, on the other hand, must have a region with character such that, for a column of cells, one direction contributes much more to the CFL-number than any other direction. Some other characteristics are also necessary for the method to be of any practical use. These will be described later since they are of no importance for the theoretical derivation of the method.
First the notations , but those have been, and will be for the rest of the chapter, omitted to make the equations more readable. This should cause no confusion.
The continuation from here on depends on the exact discretization scheme used. Even though any discretization scheme can be used, we will in this derivation, for simplicity, use a second order central scheme for both the viscous and the inviscid flux vectors. 
. When comparing the right hand side of equation (9) with equation (7) we see that equation (9) can be written as:
Equation (10) (10) for the¨and direction and apply them in a sequential manner with equation (10), we will get the well known approximate factorization method which in turn is an approximation to a fully implicit scheme.
Both the analogy to Newton-Raphson's method and to the approximate factorization method can be taken as starting points for further development of the current method which will be discussed in the section VI.
C. Time Stepping Scheme
The attentive reader have probably noticed that we so far have used 
D. Implementation
The present method is of interest for wall bounded flow, because of the high aspect ratio of the cells there, equation (10) is valid. Also, for the present method to be of any practical use, the coupling of cells must end somewhere. The more cells that are coupled, the less effective the method will be. In case of a wall, the aspect ratio some distance out from the wall will be much lower than at the wall, and thus there will be no need for semi-implicit preconditioning there.
Utilizing the current method, some terms in equation (3) will change. The terms that represent the contribution from the preconditioned direction, will be replaced by some altered terms. These terms will depend on how equation (10) is implemented. The time step used must be chosen so that this altered CFL-number never gets larger than a limit given by the explicit time step scheme, in our case approximately U . Equation (10) In the case of a shock, the numerical scheme cannot resolve the shock and the resulting instabilities cause divergence of the computation. To hinder this scenario, extra chock capturing diffusion was added. In the calculation of the fluxes, a term based on pressure difference and spectral radius of ¡ in equation (11) A further aspect of implementation of the current method is stretching of cells close to the wall. If the cells are not stretched enough, the columns described in subsection III.D will become very long before the CFL-number becomes less than any acceptable limit. On the other hand, the grid cannot be stretched too much without loss of accuracy. In figure (2) the stretching for this particular grid is shown. The maximum stretching at ¡ ¥ 9 is chosen, which is relevant for LES applied to realistic aeronautic applications. For example the DNS used to create the fluctuations for the inlet boundary layer had streaching of such a magnitude. The streching could though be made in a better way and was changed in the test case described in section V. Two calculations were carried out for this channel. One using fully explicit time stepping and one using the semi-implicit preconditioning scheme. Startup was made from an approximate solution obtained from early test calculations and computations were run for several flow through times (FTTs) to obtain a fully developed flow in time. When the profile of the friction velocity, The computational time saved by using the semi-implicit scheme was significant. Despite the fact that a large part of the net was close to a wall and that the grid stretching there was probably not optimal, the semi-implicit scheme used only U 9
of the time required by the fully explicit scheme.
With such results, we are comfortable in proceeding to a more difficult test case. The geometry is such that for some subsonic boundary conditions at the inlet and outlet, the flow will be accelerated over the bump and the sonic pocket that is formed will be terminated by a shock. Measurements have shown that no shock in the range of interest is so strong that it will reach up to the roof. Therefore, we do not think that replacing the roof with a symmetry plane should have any strong influence on the flow field. A possibility is though that the mass displacement over the bump will be further out in the free-stream if a symmetry line is used compared to a roof, but the reduction of mentioned earlier should compensate for this.
V. A Test Case
A. Test Case Setup
This test case is actually a numerical model of a part of an experimental test rig that is
As mentioned in section IV, the grid stretching could be made better than in the validation case. There, the stretching started at a low rate and increased rapidly and then dropped even quicker. Numerically it would be better to have the grid stretched over a longer distance, avoiding the rather large peak value in the stretching factor. As can be seen in figure (7) 
B. Boundary Conditions
As already mentioned the upper boundary was set to be a symmetry boundary and as in the validation case, the spanwise boundaries were given translational periodic boundary conditions. Along the wall, no-slip, adiabatic conditions were enforced.
From measurements . Since the development of the boundary layer as it is accelerated up the bump is not included, the boundary layer should be somewhat thinner than the calculated 
C. Test Case Results
The calculations started from a homogeneous solution. As a check to determine whether fully developed flow in time was reached or not, the wall friction was calculated in a region at the back of the bump and averaged in spanwise and streamwise direction. When no long time transients could be seen, the flow was considered stable. Data was then averaged for about © -direction to fit the scale of the stresses. At the top of the bump, the boundary layer is almost, but not completely, laminarized. Directly after the shock, the Reynolds stresses are very large. One explanation could be that the shock is moving which can be seen in the experimental rig. Animations of the computation show that the shock foot position is not stable, but apart from the fact that detachment occurs, the complexity of the flow pattern hinder conclusions to be drawn without further research. The reattachment at the back of the bump is also visible.
Figure (10) shows a close up of the pressure contours below the shock. As can be seen, no discontinuities or sudden changes can be seen in the region around the interface between the semi-implicit scheme and the fully explicit scheme.
Since no comparison have been made, neither with other calculations nor with experimental data, conclusions about the accuracy of the test case calculation are yet to be made. However, the results so far are sufficient to show that the current semi-implicit method can be applied even to difficult cases like this transonic flow.
VI. Possible Development of the Method
In this work we have chosen a simple implementation, but there are alternatives that will be discussed here. First of all, a check of the assumption that the wall normal direction is the by far largest contributor to the CFL-number can be added. Such a check would guaranty that the scheme is only used where the underlying assumptions are valid. The problem is to know what is meant by 'by far largest contributor'. There is probably some practical limit that can be found by testing. We have not tried to find this limit, but know that among the cells for which semi-implicit preconditioning was used, the aspect ratio between the © -and -direction was about at its smallest value. This can seem low, but these cells were the ones at the outer edge of the columns. Here the influence of the preconditioning is so weak, that a small violation of the assumption introduces no large errors. As a matter of fact the present method is valid for all cells, as long as the CFL-number is less than the limit set by the explicit time stepping method. The only effect will then be a time stepping scheme which is different in one direction compared to the others.
Regarding the performance, tests shows that if the column is 18 cells high, the cells in the column require seven times more computational time than with no preconditioning. Thus, there is much time to save if the preconditioning processing can be made faster. The tests also reveal that calculating the flux Jacobian matrices and solving the resulting equation system require approximately the same time. A high stretching of the cells close to the wall makes the columns shorter and thus less flux Jacobian matrices have to be computed and the resulting equation systems will be smaller and thus faster to solve.
In this work, a direct solver has been used to solve the equation systems for the columns. It utilizes the band structure of the system. Actually the system is penta block diagonal. If a direct solver which utilizes that can be found there would be some gain in performance. Another alternative is to use an iterative solver. The problem is that the system, even though it is block diagonal, is not very sparse. It has a density of about & " U 9
. Futhermore it possesses non of the desirable properties: It is not symmetric, nor is it positive semidefinite and on top of that, it is often ill-conditioned. The calculations should not stop just because the iterative solver cannot converge. Thus, a direct solver is a more stable choice.
As described in subsection III.D, the flux Jacobian matrices are recalculated for each stage in the Runge-Kutta method. It has not been tested, but it might be possible to omit this recalculation and instead calculate them only once and reuse that result in all three stages. Another untested possibility is to use a flux scheme of lower order for calculating the flux Jacobian matrices. The risk with such alternations is that they make one NewtonRaphson iteration insufficient and that more iterations must be made. It is not necessary that such an approach will decrease the performance. When we lower the order of the discretization scheme, the band-width of the equation systems will also decrease which makes the systems faster to compute and to solve. So making two iterations with a lower order scheme might be faster and perhaps more accurate than making one iteration with a scheme of higher order. Last it might be worth pointing out that the present method can be modified to use variable time step. For fully explicit schemes, the maximum time step for all cells are calculated and compared. The smallest of all time steps is then used for all cells. For the present method, when the smallest possible time step is to be found, all cells which can be part of a column should be omitted. The problem is to know which cells that can be part of a column, since that is determined by the limit discussed in the beginning of this section.
VII. Summary
A numerical method based on semi-implicit treatment of the discretized Navier-Stokes equations for compressible flow has been developed. Knowing in advance what cells in the domain that limit the time step, a preconditioning equation for these cells has been derived from the finite volume formulation of the Navier-Stokes equations and applied to LES calculations. The method is, for the cells where it is applied, equivalent to making one iteration with the Newton-Raphson method and also equivalent of making partial factorization, but in one direction only.
The method was validated for developing channel flow where almost perfect agreement between the fully explicit scheme and the semi-implicit preconditioning scheme could be found. In the validation case, the new method saved U 9
of the computational time compared to the fully explicit scheme.
The new method was also applied to transonic flow over a bump. The results was of physical nature as far as the grid resolution allowed, but the calculation showed anyhow that the new scheme can handle more difficult flow cases. In this case, about U 9 of the computational time was saved.
The method has potential for further development. It can be made more secure to users mistake and some alterations are possible that might give the method higher performance.
