The great success of deep learning poses urgent challenges for understanding its working mechanism and rationality. The depth, structure, and massive size of the data are recognized to be three key ingredients for deep learning. Most of the recent theoretical studies for deep learning focus on the necessity and advantages of depth and structures of neural networks. In this paper, we aim at rigorous verification of the importance of massive data in embodying the out-performance of deep learning. To approximate and learn spatially sparse and smooth functions, we establish a novel sampling theorem in learning theory to show the necessity of massive data. We then prove that implementing the classical empirical risk minimization on some deep nets facilitates in realization of the optimal learning rates derived in the sampling theorem. This perhaps explains why deep learning performs so well in the era of big data.
I. INTRODUCTION
With the rapid development of data mining and knowledge discovery, data of massive size are collected in various disciplines [50] , including medical diagnosis, financial market analysis, computer vision, natural language processing, time series forecasting, and search engines. These massive data bring additional opportunities to discover subtle data features which cannot be reflected by data of small size while creating a crucial challenge on machine learning to develop learning schemes to realize benefits by exploring the use of massive data. Although numerous learning schemes such as distributed learning [26] , localized learning [32] and sub-sampling [14] have been proposed to handle massive data, all these schemes focused on the tractability rather than the benefit of massiveness. Therefore, it remains open to explore the benefits brought from massive data and to develop feasible learning strategies for realizing these benefits.
Deep learning [18] , characterized by training deep neural networks (deep nets for short) to extract data features by using rich computational resources such as computational power of modern graphical processor units (GPUs) and custom processors, has made remarkable success in computer vision [23] , speech recognition [24] and game theory [40] , practically showing its power in tackling massive data. Recent developments on deep learning theory also provide several exciting C. K. Chui theoretical results to explain the efficiency and rationality of deep learning. In particular, numerous data features such as manifold structures of the input space [38] , piecewise smoothness [36] , rotation-invariance [5] and sparseness in the frequency domain [37] were proved to be realizable by deep nets but cannot be extracted by shallow neural networks (shallow nets for short) with same order of free parameters. All these interesting studies theoretically verify the necessity of depth in deep learning. The problem is, however, they do not provide any explanations on why deep learning works so well for big data.
Our purpose is not only to pursue the power of depth in deep learning, but also to show the important role of the data size in embodying advantages of deep nets. To this end, we aim at finding data feature (or function) that is difficult to be reflected by data of small size, but is easily captured by massive data. The spatially sparse feature (or function) naturally comes into our sights. As demonstrated in Figure 1 , if a function is supported on the orange range, then small data content as shown in Figure 1 (a) cannot capture the spareness of the support. It requires at least one sample point in each sub-cube to reflect the spatial spareness as shown in Figure 1(b) . Such a spatially sparse assumption abounds in numerous application regions such as computer vision [41] , signal processing [11] and pattern recognition [19] , and several special deep nets have been designed to extract spatially sparse features of data [13] .
Due to the limitation of small size data-sets in reflecting the spatial sparseness as shown in Figure 1 , this paper is devoted to deriving the quantitative requirement of the data size to extract the spatial sparseness. In particular, we prove existence of some learning scheme that can reflect both the smoothness and spatial sparseness, provided that the data size achieves a certain level. This finding coincides with the wellknown sampling theorem in compressed sensing [10] . We then reformulate our sampling theorem in the framework of arXiv:1912.07464v1 [cs. LG] 16 Dec 2019 learning theory [8] by highlighting the important role of data size in deriving optimal learning rates for learning smooth and spatially sparse functions. The established sampling theorem in learning theory theoretically verifies the necessity of massive data in sparseness-related applications and shows that massive data can extract some data features that cannot be reflected by data of small size.
By applying the piecewise linear and continuous property of the rectifier linear unit (ReLU) function, σ(t) := max{0, t}, we construct a deep net with two hidden layers and finitely many neurons to provide a localized approximation, which is beyond the capability of shallow nets [3] , [35] , [4] . The localized approximation of deep nets highlights their power in capturing the position information of data inputs. A direct consequence is that deep nets can reflect the spatially sparse functions [29] . This property, together with the recently developed approaches in approximating smooth function by deep nets [44] , [36] , [17] , give rise to the feasibility of adopting deep nets to extracting smoothness and spatial sparseness simultaneously. We succeed in deriving almost optimal learning rates for implementing empirical risk minimization (ERM) on deep nets and proving that up to a logarithmic factor, the derived learning rates coincide with those of the sampling theorem. In other words, our results theoretically verify the benefits of massiveness of data in learning smooth and spatially sparse functions, and that deep learning is capable of embodying advantages of massive data.
The rest of this paper is organized as follows. In Section II, we show the popularity of spatially sparse functions and present the sampling theorem for learning smooth and spatially sparse functions. In Section III, we provide the advantage of deep nets in embodying the benefits of massive data via showing the optimal learning rates for ERM on deep nets. In Section IV, we establish upper bounds of the sampling theorem and learning rates for ERM on deep nets. In Section V, we present the proofs for the lower bounds.
II. SAMPLING THEOREM FOR REALIZING SPATIALLY SPARSE AND SMOOTH FEATURES
In this section, we discuss the benefits of massive data via presenting a sampling theorem in the framework of learning theory.
A. Spatially sparse and smooth functions
Spatial sparseness is a popular data feature which abounds in numerous applications such as handwritten digit recognition [7] , magnetic resonance imaging (MRI) analysis [1] , image classification [43] and environmental data processing [9] . Different from other sparseness measurements such as the sparseness in the frequency domain [25] , [37] and the manifold sparseness [4] , spatial sparseness depends heavily on partitions of the input space. Considering handwritten digit recognition as an example, Figure 2 (a) shows that the handwritten digit is not sparse if the partition level is 4. However, if the partition level achieves 16 as shown in Figure 2 (b), the handwritten digit is sparse. Based on this observation, we present the following definition of spatially sparse functions (see, [29] ). Let
and consider a function f defined on I d , if the support of f is contained in S := ∪ j∈Λs A j for a subset Λ s of {1, 2, . . . , N d } of cardinality at most s. We then say that f is s-sparse in N d partitions. In what follows, we take Λ s to be the smallest subset that satisfies this condition.
Besides the spatial sparseness, we also introduce the smooth property of f , which is a widely used a-priori assumption [44] , [36] , [28] , [4] , [47] . Let c 0 > 0 and r = u + v with u ∈ N 0 := {0} ∪ N and 0 < v ≤ 1. We say that a function f :
satisfies the Lipschitz condition
where x denotes the Euclidean norm of x. Denote by Lip (r,c0) the family of (r, c 0 )-smooth functions satisfying (1) and by Lip (N,s,r,c0) the set of all f ∈ Lip (r,c0) which are s-sparse in N d partitions.
B. Sampling theorem for realizing spatially sparse and smooth features
We conduct the analysis in a standard least-square regression framework [8] , in which samples
are drawn independently according to an unknown Borel probability measure ρ on Z = X × Y with X = I d and Y ⊆ [−M, M ] for some M > 0. The objective is the regression function defined by
x ∈ X , which minimizes the generalization error
where ρ(y|x) denotes the conditional distribution at x induced by ρ. Let ρ X be the marginal distribution of ρ on X and (L 2 ρ X , · ρ ) denote the Hilbert space of ρ X square-integrable functions on X . Then for f ∈ L 2 ρ X , it follows, in view of [8] , that
If f ρ is supported on S but ρ X is supported on I d \S, it is impossible to derive a satisfactory learning rate, implying the necessity of restrictions on ρ X . In this section, we assume ρ X is the uniform distribution for the sake of brevity. Our result also holds under the classical distortion assumption on ρ X [46] . Denote by M(N, s, r, c 0 ) the set of all distributions satisfying that ρ X is the uniform distribution and f ρ ∈ Lip (N,s,r,c0) . We enter into a competition over all estimators 
The following theorem is our first main result.
then
where C * , C 1 , C 2 are constants independent of m, s or N .
The proof of Theorem 1 will be given in Sec. V. The sampling theorem [39] originally focuses on deriving the minimal sampling rate that permits a discrete sequence of samples to capture all the information from a continuoustime signal of finite bandwidth in sampling processes. Recent developments [45] imitate the sampling theorem in terms of deriving minimal sizes of samples to represent a signal via some transformations such as wavelet, Fourier and Legendre transformations. In learning theory, the sampling theorem studied in this paper aims at deriving minimal sizes of samples that can achieve the optimal learning rates for some specified learning task. Theorem 1 shows that optimal learning rates for learning spatially sparse and smooth functions are achievable provided (3) holds. The size of samples, as governed in (3), depends on the sparsity level s and partitions numbers N , and increases with respect to N , showing that more partitions require more samples. This coincides with the intuitive observation as shown in Figure 1 . Different from the classical results in signal processing [45] , the size of samples in (3) decreases with s. This is not surprising, since the established optimal learning rates in (4) increase with s. In other words, the size of samples in our result is to recognize the support of the regression function and thus increases with N while the sparsity s is reflected by optimal learning rates in (4) .
The almost optimal learning rate in (4) can be regarded as a combination of two components m − 2r 2r+d for the smoothness and s N d d 2r+d for the sparseness. If s = N d , meaning that f ρ is not spatially sparse, then the learning rate derived in Theorem 1 coincides with the optimal learning rate in learning smooth functions ( [16, Chap. 3] ), up to a logarithmic factor. If r is extremely small, the learning rate derived in Theorem 1, near to s N d due to the uniform assumption on ρ X , is also the optimal learning rates for learning spatially sparse functions. If m is relatively small with respect to N , i.e. (3) does not hold, then while the smoothness part m − 2r 2r+d can be maintained, the sparseness property cannot be captured. This shows the benefit of massive data in learning spatially sparse functions. It should be noted that there is an additional logarithmic term in (4) . We believe that it is removable by using different tools from this paper and will consider it as a future work.
III. DEEP NETS IN REALIZING SPATIAL SPARENESS
In this section, we verify the power of depth for ReLU nets in localized approximation and spatially sparse approximation, and then show that deep nets are able to embody the benefits of massive data in learning spatially sparse and smooth functions.
A. Deep ReLU nets
One of the main reasons for the great success of deep learning is the implementation in terms of deep nets. In comparision with the classical shallow nets, deep nets are significantly better in providing localized approximation [3] , manifold learning [38] , [4] , realizing rotation invariance priors [30] , [5] , embodying sparsity in the frequency domain [25] , [37] and in the spatial domain [29] , approximating piecewise smooth functions [36] and capturing the hierarchical structures [34] , [22] etc.. However, all these interesting results are not yet sufficient to explain why deep nets perform well in the era of big data.
Let σ(t) := max{t, 0} be the rectifier liner unit (ReLU). Deep ReLU nets, i.e. deep nets with the ReLU activation function, is most popular in current research in deep learning. Due to the non-differentiable property of ReLU, it seems difficult for ReLU nets to approximate smooth functions at the first glance. However, it was shown in [44] , [36] , [48] , [17] that increasing the depth of ReLU nets succeeds in overcoming this problem and thus provides theoretical foundations in understanding deep ReLU nets.
ReLU nets with depth L and width d j in the j-th hidden layer can be mathematically represented as
where
..,d L ,σ} the set of all these deep ReLU nets. The structures of deep nets are reflected by weight matrices W k and threshold vectors b k , k = 1, . . . , L. For example, taking the special form of Toeplitz-type weight matrices leads to the deep convolutional nets [47] , [48] , [49] , full matrices correspond to deep fully connected nets [12] , and tree-type sparse matrices imply deep nets with tree structures [5] , [6] . In this paper, we do not focus on the structure selection of deep nets, but rather on the existence of some deep net structure for realization of the sampling theorem established in Theorem 1.
B. Deep ReLU nets for localized approximation
Localized approximation is an important property of neural networks in that it is a crucial step-stone in approximating piecewise smooth functions [36] and spatially sparse functions [29] . The localized approximation of a neural network allows the target function to be modified in any small region of the Euclidean space by adjusting a few neurons, rather than the entire network. It was originally proposed in [3, Def. 2.1] to demonstrate the power of depth for deep nets with sigmoidtype activation functions. The main conclusion in [3] is that deep nets only with two hidden layers and 2d + 1 neurons can provide localized approximation, while shallow nets fail for d ≥ 2, even for the most simple Heaviside activation function. In this section, we prove that deep ReLU nets with two hidden layers and 4d + 1 neurons are capable of providing localized approximation.
For
Then the definition of σ yields
We may then consider
The following proposition presents the localized approximation property of N a,b,τ .
The proof of Proposition 1 will be postponed to Section IV. Similar approximation results for deep nets with sigmoid-type activation functions and 2d + 1 neurons have been established in [3] , [38] , [29] . The representation in Proposition 1 is better because the expression for
of side length 1/N * and with centers {ξ k } In view of Proposition 1, (8) and (11), we have
As shown in Figure 3 , the parameter τ determines the size of B k,τ , and thus affects the performance of localized approximation for the constructed deep nets in (11) . However, it does not mean the smaller τ the better, since the norms of weights decrease with respect to τ , which may result in extremely large capacity of deep ReLU nets for too small τ .
C. Deep ReLU nets for spatially sparse approximation
The localized approximation established in Proposition 1 demonstrates the power of deep ReLU nets with two hidden layers to recognize some spatial information of the input. A direct consequence is that deep ReLU nets succeed in capturing the spatially sparse property of functions and also maintaining the capability of deep ReLU nets in approximating smooth functions. On one hand, spatial sparseness defined in this paper is built upon a cubic partition of I d , i.e.
Aj ∩B k =∅ can be recognized by the localized approximation of N 1,N * ,ξ k ,τ . Figure 4 demonstrates that for small enough τ , summations of N 1,N * ,ξ k ,τ with different k can reflect the spatial sparseness for N * = N . On the other hand, due to the localized approximation of N 1,N * ,ξ k ,τ (x), for any x ∈ I d , there is at most 2 d indices k j with N 1,N * ,ξ k j ,τ (x) = 1 for j = 1, 2, . . . , 2 d and |N 1,N * ,ξ k ,τ (x)| extremely small for k = k j . Then, for large enough N * , the smoothness of f leads to small approximation error for f (x) −
With the above observations, we find that deep ReLU nets are capable of realizing both the smoothness and spatial sparseness, which is beyond the capability of shallow ReLU nets [3] , [44] . The following proposition is the main result in this subsection. 
such that
and
where γ,C, C * 1 , C 3 , C 4 , C 5 are constants depending only on c 0 , r, d and f L ∞ (I d ) .
The proof of Proposition 2 will be given in Section IV. Approximating functions in Lip (r,c0) is a classical topic in neural network approximation. It is shown in [33] that for shallow nets with C ∞ sigmoid type activation functions and (N * ) d free parameters, an approximation rate of order (N * ) −r can be achieved. Furthermore, [31] , [27] provide a lower bound. Although these nice results show the excellent approximation capability of shallow nets, the weights of shallow nets in [33] , [31] are extremely large, resulting in extremely large capacity. With such extremely large weights, it follow from the results in [31] , [20] that there exists a deep net with two hidden layers and finitely many neurons possessing the universal approximation property. The extremely large weights problem can be avoided by deepening the neural networks. In fact, it can be found in [44] , [36] , [17] that similar results hold for deep ReLU nets with a few hidden layers and controllable weights, i.e., weights increasing polynomially fast with respect to the number of free parameters. Our Proposition 2 also implies this finding by setting s = (N * ) d and larger value of τ . It will be shown in the next subsection that controllable weights play a crucial role in deriving small variance as well as fast learning rates for implementing ERM on deep ReLU nets.
The approximation rates established in (14) not only reveal the power of depth in approximating smooth functions, but also exhibit the advantage of deep ReLU nets in embodying the spatial sparseness by means of multiplying an additional s N d 1/p on the optimal approximation rates (N * ) −r for smooth functions. Noting that shallow nets with the Heaviside activation function [3] cannot provide localized approximation, corresponding to a special case of s = 1, Proposition 2 show the power of depth of deep ReLU net under the condition N * ≥ 4N .
D. Realizing optimal learning rates in sampling theorem by deep nets
In this subsection, we aim at developing a learning scheme to take advantage of the power of deep ReLU nets in realizing the spatial sparseness and smoothness. Denote by H n,L the collection of deep nets that possess the structure in Proposition 2 with
Then, it is easy to verify that
with τ = s 2N d (N * ) 1+pr . We consider the generalization error estimates for implementing ERM on H n,L,R as follows:
Since |y i | ≤ M , it is natural to project the final output Jp −→ L 2 ρ X . and D ρ X ,p = J p . Then D ρ X ,p is called the distortion of ρ X (with respect to the Lebesgue measure) [46] , which measures how much ρ X distorts the Lebesgue measure. In our analysis, we assume D ρ X ,p < ∞, which holds for the uniform distribution for all p ≥ 2 obviously. According to the definition, for each f ∈ L 2
The following theorem with proof to be given in Section V shows that the simple ERM strategy (20) based on deep ReLU nets has the capability of realizing the optimal learning rates established in Theorem 1.
Theorem 2. Let f D,n,L be defined by (20) with L, n satisfying (16) and R satisfying (18) . Suppose that
Then
where C 1 , C 6 are constants independent of m, s, or N and a ∼ b with a, b ≥ 0 denotes that there exist positive absolute
If ρ X is the uniform distribution, then (21) holds with p = 2 and D ρ X ,p = 1. Hence, if f ρ ∈ Lip (N,s,r,c0) , we have
which coincides with the optimal learning rates in Theorem 1 up to a logarithmic factor. Theorem 2 thus presents a theoretical verification on the success of deep learning in spatial sparseness related applications for massive data. In particular, it presents an intuitive explanation on why deep learning performs so well in handwritten digit recognition [2] . As shown in Figure 2 , high-resolution of a figure implies large size of data, which admits an extremely large partitions for the input space with small sparsity s. Then, the additional term
in Theorem 2 yields a small generalization error. Learning spatially sparse and smooth functions was first studied in [29] and similar learning rate as that in Theorem 2 has been derived. In comparison with [29] , there are three novelties of our work. The first is that we deduce lower bounds for learning these functions and show the optimality for the derived learning rates, while [29] only focused on upper bounds. The second is that the range of r in our study is r > 0, while that in [29] is 0 < r ≤ 1. In view of the discussion in [44] , the depth is necessary for extending the range from 0 < r ≤ 1 to r > 0. Thus, more layers are required in our analysis to show the advantage of deep nets. We would like to point out that the activation function in the present paper is the widely used ReLU function, while the activation functions in [29] are hybrid functions including the Heaviside function in the first layer and continuous sigmoid-type function in other layers.
IV. UPPER BOUND ESTIMATES
This section is devoted to the proof of Proposition 1, Proposition 2, and the upper bounds in (24) and (4) . It should be noted that the upper bound in (4) is a direct corollary of the upper of (24), with p = 2.
A. Proofs of Proposition 1
Proof of Proposition 1: For x ∈ I d , it follows from (8) that 0 ≤ T τ,a,b (x (j) ) ≤ 1 for any j ∈ {1, . . . , d}. This implies that
] for every j ∈ {1, . . . , d}. Hence, it follows from (8) that T τ,a,b (x (j) ) = 1 for every j ∈ {1, . . . , d}, which implies that d j=1 T τ,a,b (x (j) ) = d and N a,b,τ (x) = 1. This completes the proof of Proposition 1.
B. Proof of Proposition 2
Before presenting the proof of Proposition 2, we need several lemmas. The first one can be found in [21, Lemma 1] .
where c 1 is a constant depending only on r, c 0 and d.
For τ > 0, define the localized Taylor polynomials by
where N 1,N * ,ξ k ,τ is given in (11) . In the following lemma, we present an upper bound estimate for approximating functions in Lip (N,s,r,c0) by N 2,N * ,τ . 
where c 2 , c 3 are constants dependent only on d, r, c 0 and f L ∞ (I d ) .
Proof: Observe that I d = (N * ) d k=1 B k . Then for each x ∈ I d , let k x be the smallest k such that x ∈ B kx Note that k x is unique (the last restriction is for those points x on boundaries of cubes B k ). It follows from (28) that
But (12) 
.
(
We first estimate the first term on the right-hand side of (31). For j ∈ Λ s , definẽ
Since
are cubic partitions of I d and N * ≥ 4N , we have
In view of (32), we obtain
From ( 
Since f ∈ Lip (N,s,r,c0) , it follows from Lemma 1 and (33) that
Inserting (37) and (36) into (35), we obtain
Now we estimate the second term of the right-hand side of (31) . For each k ∈ {1, . . . , (N * ) d }, define
Noting further that (41) we obtain, from (39), (40) , (12) and |N 1,N * ,ξ k ,τ (x)| ≤ 1, that
But k / ∈ Ξ k implies that for any ∈ Ξ k ,
where the mean value theorem is applied to yield the last inequality. Thus,
Plugging the above estimate into (41), we may conclude from
Inserting (38) and (43) into (31) and noting that
from (27), we deduce that
). This proves (29) . We now turn to prove (30) . First, (28) and (12) imply that for x ∈ I d ,
Since 0 < τ ≤ 1/(2N * ), it follows from (40) 
This completes the proof of Lemma 2.
The following "product-gate" property for deep ReLU nets can be found in [17] . 
where c 4 and γ are constants depending only on θ andL.
For β ∈ N 0 and B > 0, define
where α = (α 1 , . . . , α d ) ∈ N d 0 , |α| = α 1 + · · · + α d and x α = (x (1) ) α1 · · · (x (d) ) α d . The following lemma was proved in [17] .
β,B and 0 < ε < 1, there is a deep ReLU net structure with 2βL + 8β + 1 layers and at most β d + c 4 (β d+1 B) θ ε −θ free parameters bounded by max{B, (β d+1 B) γ ε −γ } such that for any P ∈ P d β,B there exists a deep ReLU net h P with the aforementioned structure that satisfies
Let c 5 be a constant that satisfies
For N * > max c 
Noting that the parameters of the deep nets× 2 (t 1 , t 2 ) are independent of t 1 , t 2 ∈ [−1, 1], we may conclude that N 3,N * ,τ is a deep net with 25 + 4r/d + 2r 2 /d + 10r layers and at most C * 1 (N * ) d free parameters with C * 1 := 2(4d + 1 + r d ) that are bounded byB * defined by (13) with C 3 := 2r d+1 ( f L ∞ (I d ) + c 1 d r/2 ). With these preparations, we can now prove Proposition 2 as follows.
Proof of Proposition 2: By applying the triangle inequality, we have
It follows from p ≥ 1, N * ≥ 4N and Lemma 3 with = 2, θ = d 2d+r , ε = c 5 (N * ) −2d−r andL = 2 + r/d that
Similarly, we also note 0 ≤ N 1,N * ,ξ k ,τ (x) ≤ 1 and Lemma d) , andL = 1 + r/d imply
The same approach as that in the proof of (43) yields that, for
Therefore,
where c 6 := c 5 (1 + d 1/p 3 2d ). Furthermore, by Lemma 2 that under 0 < τ ≤ s 2N d (N * ) 1+pr , we obtain
Plugging the estimates of I 1 , I 2 , I 3 into (46), we then have
with C 4 := c 2 + c 6 + c 5 . Thus, (14) holds. Now we turn to the proof of (15) . According to (45) and Lemma 3 with = 2, θ = d 2d+r , ε = (N * ) −2d−r andL = 2 + r/d , we have
But (12), together with 0 < τ ≤ 1/(2N * ), (40), 0 ≤ N 1,N * ,ξ k ,τ (x) ≤ 1 and (44) yields
which implies (15) with C 5 := (c 5 +3 d )( f L ∞ (I d ) +c 1 d r/2 + 1). This completes the proof of Proposition 2.
C. Proof of Theorem 2
Let B be a Banach space and V be a subset of B. Denote by  N (ε, V, B) the ε-covering number [16, Chap. 9] of V under the metric of B, which is the minimal number of elements in an ε-net of V . The following lemma proved in [15, Theorem 1] gives rise to a tight estimate for the covering number of deep ReLU nets. Lemma 5. Let H n,L,R be defined by (17) . Then
where c 7 is a constant depending only on d and D max = max 0≤ ≤L d .
To prove Theorem 2, we also need the following lemma, the proof of which can be found in [5] . Lemma 6. Let H be a collection of functions defined on I d and define
Suppose there exist n , U > 0, such that
Then for any h ∈ H and ε > 0,
Now we are in a position to prove the upper bound of (24) .
Proof of the upper bound of (24):
For N * ≥ max{4N,C}, Proposition 2 implies that there exists an h ρ ∈ H L,n,R with L, n satisfying (16) and R satisfying (18) such that
Recalling (15), we have
But Lemma 5, together with the structure of deep nets in Proposition 2, (16) and (18), implies D max ≤ c 8 n with c 8 depending only on r and d and log N ε, H n,L,R , L ∞ (I d ) ≤ c 9 L 2 n log Rn ε ≤ c 10 (N * ) d log N * N d sε for some positive constants c 9 , c 10 depending only on d, r, C * 1 , c 7 , c 8 , γ, p. Using the above three estimates in Lemma 6 with n = c 10 (N * ) d , U = N * N d /s, we have
Thus, by scaling 3ε to ε, for ε ≥ A p , we obtain
Thus,
From (50), we also have
A direct computation then yields
where c 11 := 3C 2 4 D 2 ρ X ,p c10c111024M 2 . It follows from (23) that N * ≥ max{C, 4N }. Thus, for p ≥ 2, we have, from the definition of A p , that
where c 12 := (2r + 1 + dp) log
where c 13 := 1024M 2 + 112(3M + C 5 + 1) 2 . Hence,
This provides the upper bound of (24).
V. PROOF OF THE LOWER BOUNDS
In this section, we present a general lower bound estimate for Theorem 1 and Theorem 2. To this end, we need the following assumption for the qualification of the distribution ρ. 
The following theorem is a more general lower bound than that in Theorem 1. inf
It it easy to see that the lower bound of Theorem 1 is a direct consequence of Theorem 3. Before presenting the proof, we introduce a function g that satisfies the following assumption.
, where supp(g) denotes the support of g.
be a set of independent Rademacher random variables, i.e.,
where ξ k is the center of the cube B k . Since
whereḂ k = B k \∂B k and ∂A denotes the boundary of a cube A. Given S = ∪ j∈Λs A j , consider the set F S,N * of all functions,
with k that satisfies (54). It is obvious that F S,N * is a set of random functions. The following lemma shows that it is almost surely a subset of Lip (N,s,r,c0) .
Lemma 7.
If g k is defined by (55) with g satisfying the Assumption 2, then for N * ∈ N and S = ∪ j∈Λs A j , then F S,N * ⊂ Lip (N,s,r,c0) almost surely.
Proof: From the definition of F S,N * , it is obvious that each f ∈ F S,N * is s-sparse in N d partitions. So, it suffices to prove that f ∈ F S,N * implies f ∈ Lip (r,c0) almost surely. For x, x ∈ I d with x = x , we divide the proof into four cases:
x, x ∈ S, x ∈ S but x / ∈ S, x / ∈ S but x ∈ S and x, x ∈ S.
So, for each f ∈ F S,N * , we get from | k | = 1, (56), (55) and
. . , (N * ) d } with k 1 = k 2 , we can choose z ∈ ∂B k1 and z ∈ ∂B k2 such that z, z are on the segment between x and x . Then
So, Assumption 2, (56), 0 < v ≤ 1, Jensen's inequality and (57) show
These two assertions imply that f ∈ Lip (r,c0) almost surely and proves Lemma 7 for the first case. Case 2: Suppose x ∈ S, x / ∈ S. There is some k 3 ∈ {1, . . . , (N * ) d } such that x ∈ S ∩ B k3 . For each f ∈ F S,N * and any x / ∈ S, it follows from (55) and Assumption 2 that
Select a z ∈ ∂B k3 on the segment between x and x . Then, x − x ≥ x − z . Hence, the result in the first case above shows that
The proof of this case is the same as that of Case 2.
Case 4: Suppose x, x / ∈ S. For each f ∈ F S,N * and any x, x / ∈ S, we have
Combining the above four cases, we complete the proof of Lemma 7.
Let H S,N * be the set of all functions
It then follows from the definition of F S,N * that
The following lemma constructs an orthonormal basis of H S,N * .
Lemma 8. Let H S,N * be defined as above with g k and g that satisfy (55) and Assumption 2, respectively. Let
Then, the system g * k,S (·) g * k,S ρ : k = 1, . . . , (N * ) d is an orthonormal basis of H S,N * using the inner product of L 2 ρ X . Proof: For k = k , it follows from (56) and (59) that
Therefore, {g * k,S (·) : k = 1, . . . , (N * ) d } is an orthogonal set in L 2 ρ X . Noting further g * k,S ρ = 0 for all k ∈ {1, . . . , (N * ) d },
and H S,N * is an (N * ) d -dimensional linear space, we may conclude that the system g * k,S (·) g * k,S ρ : k = 1, . . . , (N * ) d is an orthonormal basis of H S,N * . This completes the proof of Lemma 8.
To prove the lower bound, we need the following three lemmas. The first one can be found in [16, Lemma 3.2] . 
where the constantC 2 dependent only on d.
Proof: It follows from Assumption 2 and (B) that
where the second inequality holds since N * (x − ξ k ) is restricted to some subset of R d that contains
k=1 are cubic partitions of I d , we may conclude that each A j then contains
With the above preparations , we present the following lemma, which will play a crucial role in our analysis. 
We then divide the proof into the following three steps.
Step 1: Estimating |D in,S |. Since ρ X is the uniform distribution on I d , for each x i ∈ D in , Then
This implies
So, it follows from Markov's inequality that
The above estimate, together with the formula of total probability, implies that 
For each j ∈ Λ s and k ∈ Λ * j , it follows from (63) that = |B k,D | ≤ |D in,S |. Then for each h : R m → {−1, 1}, from the formula of total probability again, we obtain 
Given D in , = 0, |D in,S | ≤ 2ms N d , for each k ∈ {1, . . . , (N * ) d }, it follows from the definition of F S,N * and (56) that there exists some k = k such that y i = (N * ) d k=1 k g k (x i )+ν i = k g k (x i )+ν i , i = 1, 2, . . . , m, which is independent of k . That is, k is independent of (y 1 , . . . , y m ). Thus, it follows from (54) that Given D in , |D in,S | ≤ 2ms N d and = with ≥ 1, for each j ∈ Λ s and k ∈ Λ * j , then we get from the definition of F S,N * and (56) that there exists a k = k, such that
which is independent of k . Write where y D, := (y 1,k , . . . , y ,k ). From (56) again, it is easy to see that (y 1,k , . . . , y ,k ) (73) := k (g k (x 1,k ), . . . , g k (x ,k )) + (ν 1,k , . . . , ν ,k ), Therefore, applying Lemma 9 with U = (g k (x 1,k ), . . . , g k (x ,k )) and θ = k , we get from (73) and (72) that for each k ∈ Λ * j and j ∈ Λ s , min h * :R →{−1,1} P r h * (y D, ) = k |D in,S | ≤ 2ms N d , D in , = ≥C 1 exp − (g k (x 1,k )) 2 + · · · + (g k (x ,k )) 2 2 .
(74)
Putting (74) and (71) into (69) and noting (72) and (70), we obtain that for each k ∈ Λ * j and j ∈ Λ s , Step 3: Estimating the probability. Putting (75) into (68), we have, from Jensen's inequality with the convexity of exp(−·), that Inserting the above estimate into (66), we then have Since N * = ms N d 1/(2r+d) , we see that, for any k ∈ Λ * j , j ∈ Λ s ,
