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Forests fulfill an important role in natural ecosystems, e.g., they provide food, fiber, habitat, 
and biodiversity, all of which contribute to stable ecosystems. Assessing and modeling the 
structure and characteristics in forests can lead to a better understanding and management 
of these resources.  Traditional methods for collecting forest traits, known as “forest 
inventory”, is achieved using rough proxies, such as stem diameter, tree height, and foliar 
coverage; such parameters are limited in their ability to capture fine-scale structural 
variation in forest environments. It is in this context that terrestrial laser scanning (TLS) has 
come to the fore as a tool for addressing the limitations of traditional forest structure 
evaluation methods. However, there is a need for improving TLS data processing methods. 
In this work, we developed algorithms to assess the structure of complex forest 
environments – defined by their stem density, intricate root and stem structures, uneven-
aged nature, and variable understory - using data collected by a low-cost, portable TLS 
system, the Compact Biomass Lidar (CBL).  The objectives of this work are listed as follow: 
 
1. Assess the utility of terrestrial lidar scanning (TLS) to accurately map elevation 
changes (sediment accretion rates) in mangrove forest; 
2. Evaluate forest structural attributes, e.g., stems and roots, in complex forest 
environments toward biophysical characterization of such forests; and 
3. Assess canopy-level structural traits (leaf area index; leaf area density) in complex 
forest environments to estimate biomass in rapidly changing environments.  
 
The low-cost system used in this research provides lower-resolution data, in terms of 
scan angular resolution and resulting point density, when compared to higher-cost 
commercial systems. As a result, the algorithms developed for evaluating the data collected 
by such systems should be robust to issues caused by low-resolution 3D point cloud data. 
The data used in various parts of this work were collected from three mangrove forests on 
the western Pacific island of Pohnpei in the Federated States of Micronesia, as well as tropical 
forests in Hawai’i, USA. Mangrove forests underscore the economy of this region, where 
more than half of the annual household income is derived from these forests. However, these 
mangrove forests are endangered by sea level rise, which necessitates an evaluation of the 
resilience of mangrove forests to climate change in order to better protect and manage these 
ecosystems. This includes the preservation of positive sediment accretion rates, and 
stimulating the process of root growth, sedimentation, and peat development, all of which 
are influenced by the forest floor elevation, relative to sea level. Currently, accretion rates 
are measured using surface elevation tables (SETs), which are posts permanently placed in 
mangrove sediments. The forest floor is measured annually with respect to the height of the 
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SETs to evaluate changes in elevation (Cahoon et al. 2002). In this work, we evaluated the 
ability of the CBL system for measuring such elevation changes, to address objective #1.  
Digital Elevation Models (DEMs) were produced for plots, based on the point cloud resulted 
from co-registering eight scans, spaced 45 degree, per plot. DEMs are refined and produced 
using Cloth Simulation Filtering (CSF) and kriging interpolation. CSF was used because it 
minimizes the user input parameters, and kriging was chosen for this study due its 
consideration of the overall spatial arrangement of the points using semivariogram analysis, 
which results in a more robust model. The average consistency of the TLS-derived elevation 
change was 72%, with and RMSE value of 1.36 mm. However, what truly makes the TLS 
method more tenable, is the lower standard error (SE) values when compared to manual 
methods (10-70x lower). 
In order to achieve our second objective, we assessed structural characteristics of the 
above-mentioned mangrove forest and also for tropical forests in Hawaii, collected with the 
same CBL scanner. The same eight scans per plot (20 plots) were co-registered using 
pairwise registration and the Iterative Closest Point (ICP). We then removed the higher 
canopy using a normal change rate assessment algorithm. We used a combination of 
geometric classification techniques, based on the angular orientation of the planes fitted to 
points (facets), and machine learning 3D segmentation algorithms to detect tree stems and 
above-ground roots. Mangrove forests are complex forest environments, containing above-
ground root mass, which can create confusion for both ground detection and structural 
assessment algorithms. As a result, we needed to train a supporting classifier on the roots to 
detect which root lidar returns were classified as stems. The accuracy and precision values 
for this classifier were assessed via manual investigation of the classification results in all 20 
plots. The accuracy and precision for stem classification were found to be 82% and 77%, 
respectively. The same values for root detection were 76% and 68%, respectively. We 
simulated the stems using alpha shapes in order to assess their volume in the final step. The 
consistency of the volume evaluation was found to be 85%. This was obtained by comparing 
the mean stem volume (m3/ha) from field data and the TLS data in each plot. The reported 
accuracy is the average value for all 20 plots. Additionally, we compared the diameter-at-
breast-height (DBH), recorded in the field, with the TLS-derived DBH to obtain a direct 
measure of the precision of our stem models.  DBH evaluation resulted in an accuracy of 74% 
and RMSE equaled 7.52 cm. This approach can be used for automatic stem detection and 
structural assessment in a complex forest environment, and could contribute to biomass 
assessment in these rapidly changing environments. 
These stem and root structural assessment efforts were complemented by efforts to 
estimate canopy-level structural attributes of the tropical Hawai’i forest environment; we 
specifically estimated the leaf area index (LAI), by implementing a density-based approach. 
242 scans were collected using the portable low-cost TLS (CBL), in a Hawaii Volcano National 
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Park (HAVO) flux tower site. LAI was measured for all the plots in the site, using an AccuPAR 
LP-80 Instrument. The first step in this work involved detection of the higher canopy, using 
normal change rate assessment. After segmenting the higher canopy from the lidar point 
clouds, we needed to measure Leaf Area Density (LAD), using a voxel-based approach. We 
divided the canopy point cloud into five layers in the Z direction, after which each of these 
five layers were divided into voxels in the X direction. The sizes of these voxels were 
constrained based on interquartile analysis and  the number of points in each voxel. We 
hypothesized that the power returned to the lidar system from woody materials, like 
branches, exceeds that from leaves, due to the liquid water absorption of the leaves and 
higher reflectivity for woody material at the 905 nm lidar wavelength. We evaluated leafy 
and woody materials using images from projected point clouds and determined the density 
of these regions to support our hypothesis. The density of points in a 3D grid size of 0.1 m, 
which was determined by investigating the size of the branches in the lower portion of the 
higher canopy, was calculated in each of the voxels. Note that “density” in this work is defined 
as the total number of points per grid cell, divided by the volume of that cell. Subsequently, 
we fitted a kernel density estimator to these values. The threshold was set based on half of 
the area under the curve in each of the distributions. The grid cells with a density below the 
threshold were labeled as leaves, while those cells with a density above the threshold were 
set as non-leaves. We then modeled the LAI using the point densities derived from TLS point 
clouds, achieving a R2 value of 0.88. We also estimated the LAI directly from lidar data by 
using the point densities and calculating leaf area density (LAD), which is defined as the total 
one-sided leaf area per unit volume. LAI can be obtained as the sum of the LAD values in all 
the voxels. The accuracy of LAI estimation was found to be 90%. Since the LAI values cannot 
be considered spatially independent throughout all the plots in this site, we performed a 
semivariogram analysis on the field-measured LAI data. This analysis showed that the LAI 
values can be assumed to be independent in plots that are at least 30 m apart. As a result, we 
divided the data into six subsets, where each of the plots were 30 meter spaced for each 
subset. LAI model R2 values for these subsets ranged between 0.84 - 0.96. The results bode 
well for using this method for automatic estimation of LAI values in complex forest 
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Terrestrial laser scanning (TLS) has proven potential for extracting accurate 3D 
measurements of its surrounding area, thereby allowing derivation of important forest 
inventory traits. Improvement of forest structural attribute assessment can lead to a better 
understanding of these natural resources, which in turn could aid both commercial and 
ecological forest management, sustainability, and resilience against human-induced and 
natural changes. Traditional methods for acquiring structural characteristics in forest 
environments are both inefficient in terms of time and monetary requirements, while being 
limited in deriving fine-scale, local features. TLS thus has been used widely in recent years 
for derivation of forest structural properties, e.g., digital elevation models (DEM), canopy 
height models (CHM), stem detection and quantification , etc. However, the capability of TLS 
systems for accurate extraction of features in complex forest environments is yet to be fully 
investigated. We therefore developed algorithms to (i) evaluate the ability of TLS to 
accurately map the DEM and associated elevation changes in a complex, mangrove forest 
environment, (ii) assess the capability of a TLS system for evaluating forest structural 
attributes in complex forest environments toward biophysical characterization of such 
forests, and (iii) automatically evaluate the canopy-level attributes, e.g., leaf area index, to 




The objectives of this study are to: 
 
1. Assess the utility of terrestrial lidar scanning (TLS) to accurately map elevation 
changes in mangrove forest; 
 
2. Evaluate forest structural attributes, e.g., stems and roots, in complex forest 
environments toward biophysical characterization of such forests; and 
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3. Assess canopy-level structural traits (leaf area index; leaf area density) in complex 




1. We hypothesize that low-cost, low point density, and rapid-scan terrestrial laser 
scanning can provide accurate ground returns and associated digital elevation models 
(DEM) and thus can improve the elevation change assessment in comparison with the 
conventional analogue methods. 
 
2. We hypothesize that such low scan resolution TLS can be used to accurately and 




The layout of this dissertation is based on the introduced objectives. Chapter 2 provides a 
high-level review of the current state-of-the-art in TLS usage for structural assessment in 
forest environments. The following chapters focus on the specific objectives, and discuss the 
background, methods, and developed approaches for achieving these objectives. The final 
chapter details the conclusions and future research needs in forest complexity assessment 
and structure derivation using low-cost, low-resolution, and rapid-scan TLS. It is worth 
noting that each of the main chapters were developed as stand-alone journal paper 




Introduction and Literature Review 
 
This chapter serves to provide a high-level background to the use of TLS in forest inventory 
and assessment. More detailed and focused literature reviews are presented in subsequent 




Forest management practices can have a distinct impact on various economic and 
environmental ecosystem services, such as habitat suitability for organisms (Quine et al., 
2007), fuel resources (Klemperer, 1996), soil productivity (Grigal, 2000), and forest carbon 
stocks (Gibbs et al., 2007). Evaluation of forest structure characteristics and its changes 
therefore is vital for functional forest management. This information is acquired by 
collecting forest traits, also known as “forest inventory” (Hamilton, 1975). Conventional 
forest inventories are performed mostly on via field (ground) sampling using field crews, 
with the help of geographic information systems (GIS) for gathering data on stand structure 
(e.g., size and stocking level) and types (e.g., hardwood vs. softwood species) (Means et al., 
2000). Inventories are executed with various kinds of sampling plots, such as fixed-area or 
variable-radius plots (Albred et al., 1985), while forest traits are obtained using plot-level 
measurements that are later extrapolated to coarser scales (Kangas et al., 2006). These 
structural attributes can include leaf area index (LAI), plant area index (PAI), diameter-at-
breast-height (DBH; diameter measured at 130 cm above ground), stem density, tree 
volume, tree height, canopy complexity, crown width, and basal area (Kangas et al., 2006).  
 Although traditional methods for acquiring forest traits widely have been adopted 
and provide useful information, complex forest composition and structure are difficult and 
inefficient to assess over large and remote areas with these methods, and they may not be 
able to provide the desired level of accuracy for understanding fine-scale structural 
characteristics (Zimble et al., 2003). It is in this context that modern tools, including remote 
sensing, global positioning systems (GPS), and geographic information systems (GIS), have 
proven their utility for acquiring such data (Reis et al., 1999). Although proven efficient, the 
performance assessment of these methods rely on the reliability of the field measurement, 
typically used as ground truth in such studies. In other words, the results obtained using 
remote sensing methods are evaluated via  relatively coarse estimates acquired through 
forest inventories, which can impact the true/actual accuracy of these remote sensing-based 
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approaches. Light detection and ranging (lidar) is one such a remote sensing tool that is 
useful for acquiring especially 3D measurement data in forest environments (Means et al., 
2000). There are various applications of lidar technology in forest inventories, e.g., 
producing digital elevation models (DEMs; Kraus et al., 1998), general forest structure, 
canopy complexity, and leaf area index measurements (Drake et al., 2000; Kane et al., 2010; 
Kelle et al., 2001).   
Lidar systems used in forest inventory typically are of either the ‘discrete return’ or 
full waveform types, and these systems differ from each other in how they sample the 
canopy’s three-dimensional structure both horizontally and vertically (Lim et al., 2003). 
Discrete return systems record one to a few returns for each pulse, while waveform systems 
record (digitize) the amount of energy returned to the sensor at equal time intervals (Mucke 
et al., 2013). Resolution of lidar systems is described in terms of the spatial and temporal 
profile of the laser pulse. It is important to note that the spatial profile of the laser pulse 
depends on the range and the divergence of the beam, the latter which is often defined in 
terms of the angular beam divergence.  The capability of discrete return lidar systems to 
collect multiple returns and penetrate beyond the first interaction point of the canopy is a 
useful and important characteristic when it comes to forest environmental applications (Lim 
et al., 2003). There are two different type of lidar systems in terms of platform, namely 
Airborne Laser Scanning (ALS) and Terrestrial Laser Scanning (TLS). 
ALS is used primarily for coarse scale or large area purposes, like terrain mapping 
and powerline assessment (Flood et al., 1997). Applications of ALS in forest inventories also 
include mostly large-area forest structure assessment (e.g., Nelson et al., 1988; Means at al., 
2000, van Aardt et al, 2006). However, in order to calibrate and evaluate airborne data and 
models, ground-truth information is needed (Liang et al., 2012). These models therefore are 
limited by the accuracy of the reference data, which are collected using traditional methods. 
TLS can overcome many of the limitations of both traditional field methods (time, cost, 
accuracy/precision) and ALS (coarse assessments) (Maas et al., 2008) and also addresses 
the calibration needs of ALS (Jupp et al., 2011) by collecting fine-scale data.  
The use of TLS has rapidly increased in recent years for tasks including topographical 
surveys (Gallay et al., 2013), investigations of small-scale landslides (Wang et al., 2013), or 
collecting forest inventory measurements (Dassot et al., 2011; Kelbe et al., 2015; Simonse et 
al., 2003).  This is due to the detailed measurements of structural complexity at a fine spatial 
scale (Parker et al., 2004). TLS enables fast and dense height sampling from the surface of 
objects in the neighborhood of the scanner. However, TLS is limited to smaller areas when 
compared to ALS, specifically because of the low oblique angle of transmitted signals (Hilker 
et al., 2012). TLS lidar pulses furthermore can be absorbed/reflected by obstacles, which 
results in occlusion effects in 3D point clouds, which presents a challenge in especially dense 
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and complex forest environments and in areas with a rugged topography (Panholzer and 
Prokop, 2013). The 3D spatial sampling of TLS systems also warrant mention. 
 The density of TLS point clouds is higher close to the scanner and decreases inversely 
proportional to the square of the distance to the scanner location (Hilker et al., 2010). To 
alleviate these issues and generate a more robust 3D point cloud, multiple TLS scans with 
different “viewsheds” can be merged to form a single point cloud. Examples of this approach 
in previous studies include Danson et al. (2006), where the authors collected three scans per 
plot over an area of 60 m2 in a pine forest for tree canopy studies. Another study by Heritage 
et al. (2007) showed that 14 scans were required to survey 360,000 m2 in a glacial valley to 
accurately assess cliff evolution. In this work we evaluate the structural attributes of complex 
forest environments, i.e., elevation changes and topography, stem quantization, and canopy 
structural assessment, e.g., leaf area index (LAI), using a low-cost, portable TLS. We therefore 
also opted for a multiple-scan approach, to negate some of the above-mentioned challenges. 
Forest structure encompasses the 3D attributes of forests and is affected by the 
spatial and temporal distribution of forest elements (Oliver et al., 1996). The three-
dimensional structural traits of a forest are a direct indication of ecosystem function, carbon 
and nutrient cycling, disturbance regimes, and the coupling between forests and regional 
climate (Tang et al., 2014). Mangrove and tropical forests, which constitute the case studies 
in our work, have additional complexity considerations with regard to structural diversity, 
species interactions, and multi-layered vegetation, and are thought to be among the most 
complex forest ecosystems (Whitmore et al., 1982). We hypothesized that TLS is ideally 
situated to assess such complexity, since TLS collects detailed, three-dimensional digital 
point clouds of forest and individual trees from an understory perspective (Srinivasan et al., 
2014). In particular, TLS can be helpful for reducing uncertainty associated with the 
generalized allometric equations used to convert tree measurements to biomass or other 
forest traits (Maclean et al., 2014). However, there are several system and algorithmic 
challenges when using TLS data. 
One of the limitations of TLS data in forest environments is due to the occlusion effect, 
a disadvantage common to many lidar systems. Occlusion occurs due the fact that some 
stems, branches, twigs, and leaves, or parts of it, may not be scanned as they are hidden by 
elements closer to the scanner. In complex forest environments, due to their complicated 
structures, this issue can be more pronounced. One way to reduce occlusion involves 
collection of multiple scans with a set spatial displacement in a single plot, and then 
registering these scans (e.g., Kelbe et al., 2013). Registration is the act of aligning lidar data 
into common coordinate system. One such approach to register the TLS point clouds is to 
align them based on visual inspection (Yang et al., 2013), following data collection. Another 
method for registration is to place targets in the scene to serve as tie points (Van der Zande 
et al., 2006). Spherical targets have produced the best registration accuracies compared to 
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other forms of targets (see Hilker et al., 2012, for an example). Such in-scene targets, 
however, add an additional layer of complexity when it comes to practical implementation. 
In this work we use a combination of manual and automatic methods for registration. 
First, we aligned two point clouds based on structural tie points, using a pairwise registration 
technique, which outputs a rigid transformation matrix (Zai et al., 2017). The Iterative 
Closest Point (ICP) algorithm then was used as part of the registration process. The ICP, for 
each point in the point cloud, matches the closest point in the reference point cloud and 
estimates the combination of rotation and translation using a root mean square distance 
minimization technique (Besl et al., 1992). The merged set of TLS scans, which forms a 
combined, occlusion-reduced point cloud, now can be used more effectively for assessment 
of forest structure, which was our over-arching objective, but for a novel low-cost, low point 
density, and rapid-scan TLS.  
In the next three chapters we discuss our three main objectives in this research, i.e., 
elevation change evaluation in mangrove forests, stem and root assessment in mangrove 




Surface Elevation Change Evaluation in Mangrove 
Forests 
 
This chapter focuses on Objective #1, and was submitted to Limnology and Oceanography 
Methods as a peer-reviewed paper entitled “Surface Elevation Change Evaluation in 
Mangrove Forests Using a Low-Cost, Rapid-Scan Terrestrial Laser Scanner”. 
 
3.1 Introduction 
Sea level rise (SLR) is one of the greatest threats that mangroves will face in the 21st century 
(Friess et al. 2019, Ward et al. 2016). Mangrove forests have kept up with or paced previous 
increases in SLR rates by maintaining their forest floor elevation. This is accomplished 
through root growth, sedimentation, resistance to soil compaction, and peat development 
(Krauss et al. 2014). Today, these processes are threatened by various human activities such 
as altered hydrology, sedimentation rates, or deforestation (Krauss et al. 2010, Lang'at et al. 
2014, Cahoon and Reed 1995, Sasmito et al. 2016). As a result, efforts have increased to 
monitor Surface Elevation Changes (SEC) in mangrove forests to develop more effective and 
robust conservation or restoration strategies on a global scale (Webb et al. 2013). For 
example, surface elevation of mangroves keeping up with or pacing SLR will result in forests 
that are more resilient to climate change and should be prioritized in overall conservation 
approaches such as implementation of no take zones or development of sustainable harvest 
practices. Surface elevation of mangroves that are not keeping up well with SLR are more 
vulnerable to climate change and may require management actions such as the addition of 
sediments or out planting of mangrove trees.  
SEC is commonly measured in mangroves using surface elevation tables (SETs) or rod 
surface elevation tables (rSETs). SETs and rSETs are aluminum pipes or stainless-steel rods, 
respectively, driven through the mangrove sediment/peat to a point of refusal. The elevation 
of the forest floor is then measured relative to the top of the pipe/rod over time, typically at 
nine points in four different directions from the pipe center for a total of 36 measurements 
per SET/rSET (Cahoon et al. 2002, Lynch et al. 2015). Once installed, each SET/rSET can 
provide a short term (years to decades) assessment of whether the forest floor is building 
elevation or subsiding (Cahoon et al., 2002). This approach integrates aboveground 
processes occurring on the mangrove surface (sedimentation/accretion, erosion) with 
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deeper belowground process such as root growth or peat collapse and provides an estimate 
of SEC at sub-cm resolutions (mm/yr). However, field-campaigns for collecting SET/rSET 
data are time-consuming, labor-intensive, and prone to human error as pins are manually 
set in presumably the same location at each time point. Furthermore, the number of points 
used for assessing the elevation change are relatively few, approximately 36 points per 
SET/rSET. All of these factors can result in a high standard error for the elevation change 
measurements using SET/rSETs. Error associated with repetitive SET/rSET re-
measurement alone is 1.0-1.5 mm, and this can be compounded to 1.3-4.3 mm in wetland 
soils (Cahoon et al. 2002). The large standard error range decreases the reliability of the 
results obtained using the SET/rSET-based approach.  
We propose an approach using a portable and rapid-scan Terrestrial Laser Scanning 
(TLS) system (Compact Biomass Lidar, or CBL; Kelbe et al., 2015) to estimate SEC in 
mangrove forests. This approach is expected to be far more accurate than SET/rSETs 
because it measures significantly more points (30,000-100,000) in a greater area (2-5 m 
radius plots) and without human bias or error as points are remeasured each time point via 
a laser return.  
The application of TLS or CBL systems has increased rapidly in recent years for tasks 
including topographical surveys (e.g., Gallay et al., 2015), investigation of small-scale 
landslides (e.g., Wang et al., 2013), and collecting forest inventory measurements (e.g., 
Dassot et al., 2011; Kelbe et al., 2013, Rouzbeh Kargar et al., 2019). TLS are also being used 
more often to create high resolution, small scale (< 0.5 ha) digital elevation models (DEMs) 
for digital soil mapping (McBratney et al., 2003), natural hazard assessment (Arnone et al., 
2016), and ecological species distribution studies (Guisan and Zimmermann, 2000). The 
rapid growth in TLS use is due to the higher accuracy and detailed measurements that TLS 
can provide in forest systems with complex aboveground structures (e.g., mangroves) 
compared to Airborne Laser Scanners (ALS) (McMahon et al., 2015; Baltensweiler et al., 
2017).  For example, Su et al. (2006) reported an overestimation of 0.2 m in ALS derived 
DEMs compared to TLS that was attributed to complexity in vegetation structure. Fan et al. 
(2015) also found that areas with higher surface structural complexity introduce larger Root 
Mean Square Error (RMSE) values (~2-17 mm). These errors can be significantly reduced in 
close-range, fine-scale TLS scans. The trade-off with higher point densities and detailed 
measurements of TLS is that laser pulse scans can be obscured (reflected/absorbed) by 
obstacles, resulting in irregular point distribution and shadowing (occlusion) effects in the 
3D point clouds that require more complex separation of ground and non-ground returns 
compared to ALS data (Panholzer and Prokop, 2013). Multiple TLS scans with different 
“viewsheds” are therefore typically required to form a single mega-point cloud to alleviate 
these concerns (Milan et al., 2007).  
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Another challenge when working with dense scans generated by TLS is detecting 
ground points. Current interpolation methods for detecting ALS ground points include 
minimum height filtering (Lee et al., 2003), Triangulated Irregular Network (TIN; Axelsson 
et al., 1999), and Cloth Simulation Filtering (CSF; Zhang et al., 2016). The interpolation (cell) 
resolution typically is based on point density and distribution, horizontal accuracy, and 
terrain complexity (Hengl, 2006). For higher cell resolutions generated by TLS, the ground 
filtering method becomes more complex (Hseih et al., 2017) and the  interpolation method 
used for generating the DEM from the detected TLS ground returns can impact the accuracy 
of the resulting elevation model.  Of the different interpolation techniques used for DEM 
generation (e.g., linear interpolation, Inverse Distance Weighting, kriging interpolation), 
kriging interpolation appears to be the most accurate (Meijering et al., 2002; Oliver et al., 
1990). This is because kriging interpolation considers point weights that depend on the 
overall spatial arrangement of the points, and as a result, is more resilient to noise and 
typically produces more accurate DEMs, at the cost of increased processing requirements 
(Barbarella et al., 2017).  
In this study, we compared the accuracy and effectiveness of a low-cost, rapid-scan 
TLS to standard SET measurements in quantifying SEC in three mangrove forests of Pohnpei 
Island in the Federated States of Micronesia. These forests are considered to be structurally 
complex with tertiary root and trunk structures (Krauss et al. 2003, Krauss et al. 2010). The 
CBL was used to generate DEMs in 2017 and 2019 at the same time periods that SETs were 
manually measured. CBL generated DEMs and SET measurements were then compared 
between time points to quantify changes in the surface elevation of the forest floor with each 
respective method. Additionally, the lidar (CBL) used in this study generates rapid-scan (30 
s per scan), low-density data, due to lower angular orientation and pulse frequency, when 
compared to higher-cost, longer scan-time commercial scanners. The minimum angular 
step-width of CBL is 4.36 milliradian (mrad), resulting in a lidar point cloud with lower 
associated point density when compared to higher cost systems, for which the minimum 
angular step-width can be as small as 0.02 mrad (Kelbe et al., 2015). The minimum angular 
step-width defines the angular intervals in which the scanner collects the data. As a result, 
our approach needs to be robust to issues caused by low-density data and complex structural 
environments. We hypothesize that by combining the lidar point clouds collected with 
different viewsheds in each plot and using a point filtering approach based on the angular 
orientation of the lidar points, we can evaluate the changes in mangrove forest floor 
elevation, and increase the reliability and accuracy of the results compared to current 
SET/rSET methods. 
3.2. Methods and Materials  
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3.2.1 Study Sites 
Research was conducted in mangrove forests on the western Pacific island of Pohnpei, one 
of the eastern most island states in the Federated States of Micronesia and in the Carolina 
island chain (6° 50' 59.99" N, 158° 12' 60.00" E). Pohnpei is a 35,000 ha, 782 m high volcanic 
island that receives large amounts of unevenly distributed rainfall, ranging from 3500 to 
5000 mm/yr (Krauss et al. 2003, Krauss et al. 2007).  
Mangrove forests represent approximately 16% of the land area of Pohnpei and can be 
divided into fringe, riverine, and interior hydrogeomorphic zones (Ewel et al. 1998a, Ewel et 
al. 1998b). Sonneratia alba J. Smith, Bruguiera gymnorrhiza (L.) Lamk., and Rhizophora 
apiculata BL are commonly found in all zones (Krauss et al. 2010). Average stand heights 
range from 15 to 27 m, with trees in interior and riverine zones generally being taller than 
trees in fringe zones (Ewel et al. 2003).  
3.2.2 Surface Elevation Tables  
Surface elevation tables (SETs) were installed in 1998 in the Enipoas and Sapwalap 
mangrove forests to measure SEC (Krauss et al. 2010). Aluminum pipes (7.6 cm in diameter) 
were driven into soil until refusal using a manual slammer, a notched, SET insert tube was 
attached to the top of the pipe, and the entire aboveground portion of the SET was backfilled 
with cement. During each measurement, a portable SET table was attached to the insert tube. 
Nine fiberglass pins were then slid through nine holes in the SET table until they rested on 
top of the forest floor. The pin heights were then measured relative to the top of the SET 
table. The SET table was placed in four different directions relative to the aluminum pipe and 
re-leveled each time for a total of 36 measurements. Changes in the pin height relative to an 
initial starting point reflect the interaction of erosion, vertical accretion, soil expansion (from 
root growth), and shallow subsidence (Cahoon and Reed 1995; McKee et al. 2007). Three 
SETs were installed in the riverine, fringe, and interior zones of the Enipoas and Sapwalap 
mangrove forests for a total of 18 SETS, which were measured once a year from 1998-2004 
and again from 2015-2019.  
3.2.3. The Compact Biomass Lidar 
In 2017 and 2019, we also scanned the surface elevation of eight 10-m-radius forest plots in 
Enipoas (n=1) and Sapwalap (n=7) using a low cost, rapid scan TLS (CBL; SICK LMS-151, 
SICK AG Waldkirch, Germany) at low tide, when the forest floor was completely exposed (see 
Fig. 1a). The CBL was mounted on a modified SET arm that allowed the CBL to be mounted 
to either SET and rSETs (Fig. 1b). Eight scans were collected in each plot, at 45 between-
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scan increments, with the starting point directed northward. The scans were collected with 
the CBL in a downward facing position to capture as many lidar ground returns as possible; 
this is counter to typical TLS use where the scanned lidar “hemisphere” is directed toward 
the upward-facing forests structures (Kelbe et al., 2013, 2015).  
  
Figure 3.1  a) Interior site in the Enipoas mangrove forest that shows the structural 
complexity and above ground roots typical of the forest plots we scanned and b) the CBL 
scanner mounted on the modified SET arm and attached to the insert tube of the SET pipe.  
The low-cost CBL used for this project was built to address the limitations of higher-cost 
scanners in structural assessment of forest environments, such as low mobility and 
prolonged scan times (Van der Zande et al., 2006). The CBL allows rapid sampling of its 
surroundings, but this comes at the cost of its angular resolution and associated lidar point 
density being lower than typical higher-cost commercial systems (Kelbe et al., 2015). As a 
result, the algorithms developed for processing data need to be robust to issues caused by 
low-density lidar data. The scanner in the CBL (SICK LMS-151 unit, SICK AG, Waldkirch, 
Germany) uses a 905-nm laser pulsing at 27 kHz. The scanning mirror operates in a 270 
plane. The scanner is attached to a rotation stage, rotating through 180, enabling scanning 
of a 270360 "hemisphere", though a 90 cone above the scanner remains unscanned. A 
maximum of two returns are digitized for each pulse. The specifications of CBL are presented 
in Table 1 (SICK AG Waldkirch: Reute, 2009). Once the scans were complete, a photo in each 
cardinal direction (N, S, W, E) was also taken from each plot to help with interpretation of 
point clouds generated from the scans.  
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Table 3.1. Specifications of Compact Biomass Lidar Instrumentation 
Range finder Time-of-flight and intensity 
Wavelength (nm) 905 
Measured range (m) 5-20 
Resolution () 0.25 
Range accuracy (mm) 30 
Scan duration (sec) 33 
Weight (Kg) 3.9 
Beam divergence (mrad) 15.0 
Minimum angular step-width (mrad) 4.36 
Coverage () 270360 
Maximum pulse frequency (kHz) 27 
3.2.4. Lidar Scan Registration and Downsampling 
The first step in this work was to co-register the eight scans per plot using a combination of 
manual and automatic approaches. These point clouds cannot be registered accurately by 
automatic algorithms due to the complex structures of the scanned area. In our first step, we 
aligned two consecutively scanned or adjacent point clouds. This was done based on the 
structural tie points between the lidar point clouds using a pairwise registration technique, 
outputting a rigid transformation matrix (Zai et al., 2017). Afterwards, we used the Iterative 
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Closest Point (ICP) algorithm to align the point clouds more accurately. The ICP finds the 
closest points between the two point clouds and determines the rotation and translation 
matrices, using the root mean square distance minimization approach (Besl et al., 1992). It 
is important to mention that the first scan, which was directed northward, was considered 
as the reference point cloud, meaning that all other point clouds were registered in a manner 
as to be oriented northward. This was done to ensure that the generated DEMs are oriented 
similarly. Additionally, after registering all the scans per plot for 2019 data, the resulting 
point clouds were aligned with those from 2017, in order to avoid any spatial and angular 
displacement between the detected ground points. This mismatch can occur if the scanner is 
not perfectly level in the adjacent scans, which realistically could occur given the difficult 
data collection conditions (mangrove root complexity, care required not to disturb sediment, 
etc.). Additionally, based on the possible structural variation in the plots between the two 
years, e.g., changes in forest floor elevation, and vegetation cover, there could be a spatial or 
angular displacement between the data collected in 2017 and 2019. We next downsampled 
the point clouds, since the areas closer to the scanner and directly at its nadir (0° zenith) are 
highly oversampled, due to the oversampling bias of the scanner in these regions, where the 
iterative mirror scans of the lidar crosses at the 0° zenith location as it rotates through 180°. 
The downsampling algorithm that we used is based on the spherical sampling scheme of the 
TLS, and considers higher weights for the points further from the scanner, while assigning 
lower weights to points in closer proximity (Fafard et al., 2019). This approach maintains 
the structural attributes of the point cloud, while effectively reducing oversampling and 
locational scan bias from our data. 
3.2.5. Denoising The Point Cloud 
Following the scan registration process, noise points in the data (i.e., outliers that do not 
relate to any structure in the lidar point cloud) were removed from the lidar point clouds. 
These outliers can affect the structural assessment accuracy and local point properties (e.g., 
point normal characteristics). We used the Statistical Outlier Removal (SOR) algorithm 
(Rusu et al., 2008) for noise reduction. SOR is an algorithm which finds the mean distance of 
each point to all its neighboring points, and with the assumption of a Gaussian distribution, 
the points with a mean distance outside a select threshold are labeled as outliers. This 
threshold is defined by the mean and standard deviation of the global distances between the 
points in the point cloud. The number of neighbors used for SOR analysis in this work was 
found by investigating the point density in manually detected structures, like stems, roots, 
and also some visible ground regions, that were located farther from the scanner, but 
represented the geometric characteristics of these structures accurately. The number of 
neighbors for SOR assessment, which preserves these structures, was found to be five. Figure 
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2 shows the point cloud for one of the plots after pre-processing (i.e., registration, 
downsampling, noise removal). 
 
Figure 3.2. The height map of a point cloud after pre-processing from a single plot in the 
Sapwalap mangroves, including scan registration, downsampling, and noise removal. The 
structural complexity of these data can be seen in the point cloud, e.g., above-ground roots. 
3.2.6. Ground Detection 
3.2.6.1 Cloth Simulation Filtering 
The points in the lidar point cloud had to be divided or classified into ground and non-ground 
returns in order to generate a plot-level DEM. We used the CSF algorithm for ground 
detection (Zhang et al., 2016). We chose this method to limit the number of parameters 
needed to be set by the user, which can aid in generalizing this methodology for other 
environments. In this method the point cloud is initially turned upside down, and then a 3D 
polynomial, known as "cloth", is fitted to the point cloud to detect the ground returns. The fit 
is evaluated by assessing the position of the cloth particles, which are constrained in a 
vertical direction. When a particle intersects with the lidar ground return, it is set as 
unmovable. Finally, the relative position of the particles is assessed by external and internal 
forces in the cloth to detect anomalies (e.g., a steep slope between two adjacent points or 
extreme elevation changes) (Zhang et al., 2016). This process yields the first output for 
refinement to accurately detect ground lidar returns. 
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3.2.6.2 Angle-Based Filtering of Ground Returns 
Conventional ground detection algorithms do not typically provide very accurate ground 
returns, mainly due to the structural complexity and increased shadowing (occlusion) effects 
in TLS data. Additional post-processing steps, like removing the above-ground points based 
on structural metrics, therefore may be required in order to generate accurate results using 
these algorithms on TLS data. We visually identified root points that were classified as 
ground in the plots where the above-ground roots had segments very close to the ground 
and/or were horizontally oriented, even after applying CSF and extracting ground returns. 
Next, we filtered the detected ground returns based on their angular orientation in order to 
remove these erroneous points (Fig. 3). This was done by extracting the facets of the point 
cloud (Dewez et al., 2016), which are planes fit to the points of the 3D point cloud. The 
FACTES plugin in CloudCompare software (version 2.9.1) was used in this step. This plugin 
applies the Kd-Tree and Fast Marching algorithm to extract the facets (Bentley et al., 1975; 
Sethian et al., 1996). Kd-Tree is a method for segmenting the data by grouping points in k-
dimensional space, and Fast Marching is a numerical technique for determining the 
associated boundary values. Both of these approaches segment the lidar point cloud into 
subsets, and then find the planar surfaces and generates polygons from them. We found that 
the angular orientation of these points ranges between 12 and 23 by manually 
investigating the angular distribution of the roots close to the ground in eight plots. We can 




Figure 3.3.  The removal of incorrectly-classified root points by filtering the facets of the point 
cloud using their angular orientation. 
3.2.7 Interpolating the Ground Points and Generating DEMs 
We wanted to ensure that DEM interpolation was based upon areas within that scanned plot 
that had adequate TLS point densities and did not include areas that had low point returns 
or highly-variable lidar point densities . We therefore limited  our scanned plots  to only 
include areas where the density of ground points was significantly higher, in terms of the 
range of two standard deviations from the mean of the ground lidar point density of the 
entire scanned plot, and performed interpolation only in this area of each plot. In the areas 
of low point density, the resultant DEM quality could be highly affected by the interpolation 
as low point densities in complex topography decrease the accuracy of elevation mapping in 
those regions. The resulting radii of interpolation ranged between 1.8 m and 3.1 m among 
the various plots. The detected ground points then were interpolated to generate a DEM for 
each plot. We used the kriging interpolation technique in this study; kriging is a method of 
interpolation in which the interpolated values are modeled by a Gaussian process (Trochu, 
1993). Kriging predicts the value of a function at a given point by computing a weighted 
average of the values in the neighboring cells. It presumes that the distance between the 
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points represents spatial correlation. Kriging uses semivariogram analysis to determine the 
value for each location, where the semivariance is calculated by measuring the dispersion of 
all observations that fall below the mean or target value of a set of data (Matheron, 1963). As 
a result, in kriging, the weights depend on the overall spatial arrangement of the measured 
points, resulting in more robustness to noise points and outliers. We interpolated the ground 
returns to 1 x 1 cm (x, y) grid resolution (Fig. 4).  
 
Figure 3.4. An elevation “heat map” of a DEM generated for the Enipoas Riverine C plot from 
2019 data. This DEM was created for a 2 m radius plot, due to the higher density of ground 
points within this area. 
3.2.8 Assessing The Surface Elevation Change 
3.2.8.1 Elevation Change Assessment Using Nearest Neighbor Search 
A linear Nearest Neighbor Search (NNS) technique was applied to the 2D grid of X and Y 
coordinates from the two DEMs (Zlot et al., 2009) in order to compare the exact same points 
from 2017 and 2019 data. NNS finds the point in a set which is closest to a specified input 
point. This closeness is typically evaluated via a dissimilarity function; the more similar the 
objects, the smaller the function values (Knuth, 1973). Finally, the elevation (Z values) of the 
corresponding points of the two DEMs were subtracted, to identify locations where either 
an elevation gain or loss has occurred between 2017 and 2019, and its associated value (Fig. 
5). However, some extreme points were obtained during this elevation change assessment 
process. These points were found to be either a result of human interaction (i.e., foot prints) 
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or fallen logs. This information was acquired by studying the scanned plots from images, 
observations of the field crew, or examination of photos that were also collected. In these 
cases, the lidar can either consider the top of the log as the ground return, resulting in an 
extreme elevation gain, or after the log is removed, an extreme elevation loss will be 
recorded by the scanner. This can be reconciled against standard SET rules for determining 
the soil surface in specific mangrove wetlands (Lynch et al. 2015) 
 
Figure 3.5. The height map of the elevation changes between the DEMs generated from the 
2017 and 2019 data from Sapwalap Fringe B. The negative values and cooler colors show 
elevation loss from 2017 to 2019, and the positive values and warmer colors represent 
elevation gain. It can be seen that there are extreme elevation changes in this DEM, which 
after studying the site, was found to be related to recently fallen logs in this plot. 
3.2.8.2 Removal of Extreme Elevation Changes 
The points with extreme elevation change described above were removed using 
Interquartile Range (IQR) analysis. IQR is the difference between the first and third quartiles 
(Q1 and Q3), or the medians of the lower and upper half of the data, respectively (Wright, 
1996). Points that were further than 2IQR from the median of the data (Q2, or second 
quartile) were labeled as outliers. This wide range was chosen for interquartile analysis, 
since only extreme elevation changes were flagged for removal. The average of the elevation 
change in each plot was then determined, and the consistency was assessed by comparing 
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the lidar-derived SEC with the field-measured elevation data, collected by SETs (Krauss et 
al., 2010). 
3.3. Results  
The SEC was assessed in eight plots using the TLS point clouds, and then compared to field-
measured forest floor elevation changes, based on the SET approach (Table 3.2 – Figure 
3.6). Surface elevation change determined from CBL scans were typically within 1 mm 
(0.2-1.1 mm) of the SET measurements. The only exceptions were Sapwalap Riverine A (4.3 
mm) and C (2.2 mm) and Sapwalap Interior B (2.6 mm). This was due to elevation changes 
measured with the CBL that were not captured by the 36 SET pin measurements (i.e., Fig. 
5). Standard error from CBL surface elevation measurement were also 10-70x lower than 
SET-based elevation change measurements.  
The consistency metric used in this study was found using the following equation: 
𝑪𝒐𝒏𝒔𝒊𝒔𝒕𝒆𝒏𝒄𝒚 =
𝑭𝒊𝒆𝒍𝒅 𝒗𝒂𝒍𝒖𝒆 − |𝑭𝒊𝒆𝒍𝒅 𝒗𝒂𝒍𝒖𝒆 − 𝑳𝒊𝒅𝒂𝒓 𝒗𝒂𝒍𝒖𝒆|
𝑭𝒊𝒆𝒍𝒅 𝒗𝒂𝒍𝒖𝒆
 
where Lidar value is the average of elevation change found by the TLS in each plot, and the 
Field value is the average elevation change collected by the SETs in that plot. It is worth 
noting here that a coordinate-based, point-to-point comparison between the TLS and SET 
approaches would have been more ideal; however, the traditional SET-based approach does 
not record the within-plot coordinate of each reading, Even if one could determine the exact 
x, y coordinates of the pins, there may not be an exact lidar hit at that point, especially across 
years, which would be needed for a direct comparison. The SET/rSET based approach yields 
a plot-level assessment of elevation change, which could be construed as a significant benefit 
of the TLS-based approach, i.e., that researchers/practitioners are provided with spatially-
explicit, within-plot elevation change data driven by the large number of points analyzed 
using the TLS versus only 36 SET points.  The calculated consistency ranged between 56-
92%, with an average of 72%, and an RMSE of 1.36 mm. The consistency was affected by the 
complexity of the scene, like root structures, which affect the ground detection accuracy. The 
consistency was lower in plots where the roots’ structures contained higher complexity 
closer to the ground, which decreased the accuracy of ground detection. As the accuracy of 
ground detection decreases, interpolation introduces more error. These errors could not be 
avoided, due to the very complex structure of these mangrove forests, and the confusion 
caused by factors like human interaction in the studied plots.   
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Table 3.2. Per plot average elevation change acquired by TLS- and SET-based methods 










TLS -6.92 0.08 





TLS 2.97 0.06 





TLS -1.44 0.15 





TLS -1.62 0.25 





TLS -1.14 0.10 





TLS -3.10 0.22 





TLS 6.01 0.08 
SET 5.59 2.11 






SET 7.28 3.66 
 
Figure 3.6. Per plot average elevation change and standard error obtained using TLS and 
SET. It can be seen that the standard error is lower for the TLS compared to the SET in all the 
measured plots. 
3.4. Discussion 
The methodology presented in this study significantly decreases the labor and time 
requirements of SEC data collection using CBL (minutes versus hours) compared to more 
traditional SET/rSETs used around the world (Webb et al. 2013). CBL also appears to 
increase the accuracy of SEC measurements by measuring a greater number of points within 
the forest plots and also reduces human error associated with SET measurements. For 
example, the SET method uses 36 points per plot for SEC measurement, all of which are 
assessed by lowering the pins down until they are resting on the forest floor surface. This 
approach introduces significant bias and error, in terms of when exactly an operator deems 
the SET pins to have made full contact with the underlying surface or if the operator pushes 
the pins into the sediment. The TLS-based approach, on the other hand, is completely 
automated (unbiased) in its 3D scanning operation and yields upwards of 30,000 elevation 
points per plot. This can increase the repeatability and reliability of the presented approach 
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when compared to SET. The presented approach also results in a significantly lower 
standard error (Table 3.2). The lower standard errors for lidar SEC measurements indicate 
higher reliability of this method, when compared to SET measurements, which is attributed 
to the higher number of points analyzed across a larger area. As a result, we argue that the 
use of lidar can provide a more reliable and robust SEC evaluation. 
The use of CBL for SEC measurements significantly expands localized SET plot 
measurements to a larger plot-level scan radius, DEMs’ radius values ranging from 1.8 m to 
3.1 m, only restricted by the lidar scanner engineering specifications. This allows the CBL to 
capture changes in elevation that the SET pins can miss. This was evident by the large 
differences we observed between SEC measurements made in Sapwalap Riverine A and C 
and interior C.  
Although potentially more efficient, there are drawbacks using TLS to assess the SEC in 
mangrove forests. The main drawback is that TLS measurements can only be performed 
when the forest floor is exposed (e.g., low tide, after significant rainfall events), since the 905 
nm laser of the TLS used in this work cannot penetrate the water and as a result, the 
submerged ground surface cannot be detected. Future efforts should include using lidar 
systems with the laser in a wavelength range which can penetrate water, so that the 
measurements can be done throughout the year. However, in this case one should consider 
the impact of the system wavelength on the power returned to the lidar sensor from objects 
such as vegetation cover, roots, and stems. 
The novel use of a low-density TLS to assess SEC in structurally complex mangrove forests 
proved to be an effective and efficient method. Previous studies also were successful in 
evaluating land surface dynamics using TLS data. Bodin et al. (2008)evaluated changes in the 
structure of rock glaciers via assessment of internal deformation of ice and debris mixtures 
using high point density TLS data, approximately 2,500 points per second. The sub-
decimeter resolution of the scanner used by Bodin et al. (2008), in theory, leads to increases 
in the accuracy of derived DEMs. On the other hand, the lower-density data acquired by CBL, 
at millimeter resolution, introduces challenges to ground detection and associated 
assessment of mangrove forest structure and elevation changes, while decreasing the cost 
and time of data collection. Additional steps therefore are needed alongside the typical 
ground detection techniques, in order to address this issue. In this work, we presented an 
angle-based lidar point filtering approach to improve the ground detection and elevation 
change assessment. The performance of this approach deteriorates when the complexity of 
the above-ground root structures increases, especially when these roots are located in close 
proximity to the ground and oriented horizontally, which introduces confusion in ground 
detection algorithms. Su et al. (2006) studied the effect of vegetation density and structure 
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on DEM accuracy and found that where the structural attributes of the vegetation were more 
complex, e.g., the slope gradient of the vegetation components were either steep or variable, 
the accuracy of DEM decreases. They observed a maximum overestimation of 0.2 m in the 
lidar-derived DEMs, where the vegetation exhibited higher structural complexity. In another 
study, Fan et al. (2015) found that the RMSE value for DEM accuracy assessment is highly 
dependent on the surface complexity. They found RMSE values in the range of approximately 
2-17 mm. The areas with more complex surface structural attributes, roughness in the case 
of their study, provided the highest RMSE value, while smoother surfaces were associated 
with the lower RMSE values. The above-ground mangrove roots caused the same problem in 
our data, and the angle-based filtering was used to address this issue.  
In a more recent work, Stovall et al. (2019) evaluated the ability of a TLS to detect the 
hummocks in black ash wetlands in northern Minnesota, USA. They used the slope analysis 
of the TLS points for detecting the hummocks, similar to what was done in our work to filter 
the root points, and acquired good results (91% accuracy) in retaining the hummocks by 
thresholding the surface model elevation and slope. The authors rasterized the ground-
classified points and did not interpolate empty cells, and regardless, acquired smooth surface 
models. This was attributed to the specifications of the TLS they used, the Faro Focus 120 3D 
phase-shift TLS, and also the structural attributes of the study site. The Faro Focus 120 3D 
phase-shift TLS provides much denser data when compared to the CBL, being able to collect 
up to 976,000 points per scan (Castro et al., 2018), while the CBL collects up to 
approximately 300,000 points per scan in natural environments. Additionally, the beam 
divergence in the Faro Focus 120 3D is 0.19 mrad, which provides a higher resolution 
compared to the 15 mrad beam divergence of the CBL, while the range accuracy for the Faro 
Focus 120 3D is as low as 2 mm (at ranges < 120 m), while the range accuracy for the CBL is 
specified as 30 mm (at ranges < 50 m) (Kelbe et al., 2015). The Faro Focus 120 3D therefore 
in effect yields a denser lidar point cloud and enables more accurate structural assessment 
of the targets. However, as mentioned earlier, the low-cost CBL system boasts a reduction in 
both collection time, i.e., based on a scan duration of 33 seconds for the CBL compared to a 
few minutes for Faro Focus 120, and cost of data acquisition (Faro Laser Scanner Focus 3D 
manual, Lake Mary, FL, USA). Furthermore, the study site in our work (i.e., mangrove forests) 
theoretically introduces additional structural complexity when compared to black ash 
wetlands. The above-ground roots in mangrove forests make the detection of above-ground 
structures and also ground detection more challenging, while the black ash forests do not 
contain any above-ground structures, other than vegetation and tree stems.  Another 
confounding factor is that Stovall et al. (2019) logically planned their TLS campaign to 
coincide with the period when the vegetation cover was minimal (leaf-off for deciduous 
trees) and when there was the least likelihood of above-ground water. This in effect reduces 
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forest structural complexity, and as a result makes it difficult to generalize such a method to 
other forest environments, such as mangroves. Although the detection of hummocks and 
mangrove roots seem to be similar problems, hummocks exhibit higher elevation differences 
relative to the bare ground points, when compared to mangrove roots that are located close 
to the ground, and confuse the ground detection algorithm. The angular orientation of the 
hummocks also is much different when compared to the lower mangrove roots; hummocks 
are mostly vertically-oriented and as a result can be detected via slope analysis of the surface 
model. Near-ground mangrove root sections with a horizontal orientation (12-23°), on the 
other hand, make ground vs. non-ground lidar point classification significantly more 
challenging. Finally, we opted for a robust interpolation approach, i.e., kriging interpolation, 
to increase the accuracy of surface model and minimize the impact of mangrove root 
occlusion effects. Although the interpolation approach from Stovall et al. (2019) resulted in 
a smooth surface model, we were required to boost the robustness of our approach, given 
the lower point density generated by the CBL scanner, albeit at the trade-off benefits of 
mobility, scan time, and instrument cost. 
The DEM generation and evaluation approach presented in this work also can be used in 
areas where mangrove tree densities are even higher, unlike the more traditional ALS 
implementations where canopy cover can adversely affect the performance of the ground 
detection algorithms (Spaete et al., 2011). Spaete et al. (2011) studied the impact of 
vegetation and canopy cover on lidar-derived DEMs and found that tree species with steep 
stem/branching angles and higher canopy density  resulted in higher RMSE values for DEM 
accuracy assessment (0.220 m). Low-angle and low-density canopy species, e.g., low 
sagebrush, on the other hand, yielded lower RMSE values for DEM evaluation (0.072 m). In 
other studies, vegetation-related errors of up to 1 m have been reported when the ALS DEM 
data were used to model structural attributes of forest environments, e.g., coastal saltmarsh 
areas (Rosso et al., 2006) and scrubland areas (Palamara et al., 2007). We encountered 
similar problems when we tested out the effectiveness of the CBL to measure elevation 
change Distichilis dominated salt marsh systems in the Chesapeake Bay (Kargar; 
unpublished data). 
It is important to note that such a TLS-based method can also improve satellite-based forest 
ecosystem assessments, specifically by aiding calibration of air- and space-borne remote 
sensing data. As an example, Alsaaideh et al. (2013) used Landsat Enhanced Thematic 
Mapper plus (ETM+) and coincident DEMs to detect mangroves in six islands, located in 
southern Japan. Although they reported high classification accuracies (89.3-93.6%), they 
mentioned that improvements in DEM accuracy can improve the results of mangrove 
detection via satellite imagery. In another study, Takaku et al. (2004) evaluated the DEMs 
acquired by the Panchromatic Remote Sensing Instrument for Stereo Mapping (PRISM), 
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carried on the Advanced Land Observing Satellite (ALOS). The authors assessed the accuracy 
of DEMs for various land covers, e.g., an urban area, paddy field, forest area, and a truck farm. 
The results show that the RMSE values for the forest area is higher than for other land covers, 
5.204 m and < 5.0 m, respectively. The higher RMSE in the forest area was attributed to lidar 
occlusion effects, which made the detection of height edges challenging. An approach like the 
one presented in our work, for which the DEM accuracy RMSE values are on the millimeter 
order, can be used to calibrate DEMs generated using satellite- and airborne data, and to 
increase the accuracy and reliability of those models. Additionally, mangroves contain 
complex above-ground root structures which affect the performance of ground detection, 
while in a less complex forest environment, the accuracy of DEM assessment likely will 
increase. One important consideration in our approach is related to our objective to 
generalize the approach for any potential mangrove plot, regardless of the species 
composition and plot-specific structural attributes.  It is of course expected that more 
complex root structures, i.e., frequency and density of roots closer to the ground, may result 
in a decrease in ground detection accuracy. However, our aim was to develop a unified 
approach for mangrove plots, without the need to parameterize models for factors like 
species, root variability, etc., thereby generalizing this approach when working with low-
density 3D point cloud data, even when species  classification may be challenging. For 
example, information on the dominant species in each of the plots is listed in Table 2. 
Rhizophora apiculata arguably has the highest level of structural complexity, i.e. more dense 
and complex root shapes. An average increase of 0.06 mm in the standard error values in 
Rhizophora apiculate-dominant plots was attributed to the higher structural complexity of 
this species. A future improvement may involve incorporating relevant species-specific 
parameters into 3D algorithms and building upon the method we have developed in this 
study. Future work should include an increase in the number of plots to improve the 
statistical validity of the results and an improvement in the ground detection accuracy by 
incorporating more structural metrics of the lidar point clouds during ground filtering, other 
than the angular orientation of the lidar points used in this work. 
3.5. Conclusions 
We presented an approach to assess SEC in mangrove forests, which are regarded as forest 
environments with complex root structures, using a low-cost, portable, and rapid-scan TLS 
system. The complex above-ground root mass in mangroves can introduce errors to ground 
detection algorithms and subsequently decrease the accuracy of SEC assessment. We 
reduced the impacts of occlusion effects and low-density data by registering eight scans in 
each plot. We used the angular orientation of facets/points for filtering ground- from non-
ground lidar returns during pre-processing in order to improve the accuracy of ground 
detection, which can be used in environments where the structural complexity of the data 
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introduces challenges to existing ground detection techniques. We evaluated the changes in 
DEM elevation between two sets of data, from 2017 and 2019, to estimate the elevation 
changes in these mangrove forests. We observed a 72% consistency between the traditional 
SET-based and the novel TLS-based approaches, while the latter approach exhibited a 
significantly lower standard error range. However, the structural complexity of the plot, e.g., 
low-lying and horizontally-oriented above ground roots, can introduce challenges and 
impact the performance of this approach. We concluded that the TLS can address issues 
associated with SET/rSETs such as a limited number of observed elevation locations per plot 
and operator objectivity and can provide more accurate and consistent estimation of forest 
floor dynamics. This approach can lead to a more accurate/precise assessment of SEC that 
can be used to identify mangroves that are more resilient or vulnerable to increased rates of 
SLR. This information can then be used to help develop and guide more effective 
management for mangrove forests and the many ecosystem services that they provide. A 
potential improvement in the accuracy and precision of SEC assessments in mangrove 
forests will also likely contribute to enhanced, better calibrated satellite-based forest 
information products and enhance our ability to monitor the impact of climate change on 
global mangrove ecosystems. Future work should incorporate improved ground filtering 
approaches, by using additional structural parameters other than the angular orientation 
method used in this work, and also extend this approach to structural assessment in other 
forest environments.  
The next chapter addresses Objective #2, namely stem and root detection and 
quantification in a complex mangrove forest environment. The focus of Chapter 3 was on 
mangrove forest sediment changes and resilience to climate change (sea level rise), while 




Stem and Root Assessment In Mangrove Forests Using 
a Low-Cost, Rapid-Scan Terrestrial Laser Scanner 
 
This chapter addresses Objective #2, and was submitted to Wetlands Ecology and 
Management as a peer-reviewed paper entitled “Stem and Root Assessment in Mangrove 




Evaluating and monitoring the trends and attributes of biosphere ecology is of significant 
importance; these trends and attributes in forest environments typically are often assessed 
via changes in aboveground biomass, annual litterfall, and canopy structure (Saenger et al., 
1993). Quantifying above-ground biomass typically involves the use of allometric equations 
that are based on relationships between non-destructive diameter-at-breast-height (DBH) 
measurements and the sum biomass of tree trunks, branches, and sometimes leaves from a 
select few trees that have been harvested (Clough and Scott, 1989; Fromard et al., 1998). The 
use of allometric equations is especially challenging in structurally-complex forest 
environments, such as mangrove forests. Allometric equations for mangrove trees often do 
not include the biomass of complex aboveground root structures that stabilize trees in soft, 
unconsolidated sediments and in areas of high tidal energy (Duke 1992). Furthermore, 
complexity and structure can significantly vary among species and between individual trees 
of the same species (Komiyama et al. 2008). For example, knee roots (Fig. 1A) and 
pneumatophores (Fig 1B) project upwards from above sediments; complex networks of 
prop roots (Fig. 1C), ribbon roots (Fig. 1D), and buttresses (Figs. 1A, 1D) extend radially. The 
same allometric equation can therefore introduce significant errors when calculating 
biomass (Cole et al 1992). Additionally, the manual data collection of field data, required for 
performing such analysis, is labor intensive, time-consuming, and prone to (subjective) 
measurement errors. The latter of which can later deteriorate the accuracy and precision of 
the results. An accurate, efficient, and non-destructive approach is needed to accurately 






Figure 4.1. Structural complexity of mangrove trees that make the development and 
accuracy of allometric equations challenging. A) Knee roots and buttress trunks of Bruguiera 
gymnorrhiza (Rhizophoraceae), B) pneumatophores of Sonneratia alba (Lythraceae), C) 
prop/stilt roots of Rhizophora apiculata (Rhizophoraceae), and D) ribbon roots and buttress 
trunks of Xylocarpus granatum (Meliaceae).    
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Improvements in 3D data collection methods for forests have led to more accurate 
detection and assessment of tree attributes (e.g., location, height, DBH (Bucksch et al., 2013)) 
and derivation of geometric traits using methods such as cylinder fitting to estimate tree 
volume (Hopkinson et al., 2004). Since field measurements are time consuming and 
inefficient, especially in mangrove forests where complex above-ground root structures 
make data collection more challenging, an increasing number of studies have focused on 
evaluation of forests using light detection and ranging (lidar) scans (Yao et al., 2011). As an 
example, Lefsky et al. (2002) used a single regression model to assess the above-ground 
biomass in a high biomass forest; such forests traditionally have been regarded as 
challenging environments for assessment of structural attributes and also carbon storage. 
The single regression model could explain 84% of the variance in the above-ground biomass, 
which is a promising result in context of the data and methodology used. Lidar systems 
rapidly emit laser pulses (>25kHz pulse frequency for most terrestrial systems), and 
measure the return trip elapsed time for each laser pulse to reflect (backscatter) from a 
target in its path. This elapsed time is converted into a range, distance-from-sensor value, 
which eventually yields a 3D point cloud of the surrounding environment, typically based on 
pseudo-hemispherical scan pattern, for terrestrial lidar systems  (Baltsavias, 1999). Such 
lidar-based approaches enable us to rapidly and accurately assess plot-level characteristics, 
e.g., basal area, stem volume, and stem density (Yao et al., 2011) and while would be useful 
to measure the biomass of complex mangrove forest environments, has rarely used to do so.  
One approach for modeling stem structure is by assessing the diameter value at various 
heights of the tree, i.e., stem taper. While this is a traditional method that uses a reloscope to 
assess wood volume for timber extraction (Cole et al. 1999), it can also be done by dividing 
the lidar point cloud into different segments, and then fitting a circle to the area of the stem 
that is projected onto the horizontal plane (Olofsson et al., 2014). Another method is via 
fitting a cylinder to 3D segments of the point cloud in order to simulate stems (Thies et al., 
2004). In the case of non-circularly shaped stems, free-form curves have been used for 
modeling the stems (Pfeifer et al., 2004) and also by finding the plane orthogonal to the 
growth direction of the tree and then projecting the points on this plane, thereby modeling 
stems that are not perfectly vertical (Forsman et al., 2005). Another approach relies on a 2D 
composite of the flattened image of Terrestrial Laser Scanning (TLS) point clouds (Olagoke 
et al., 2016). Stem modeling has also been performed by using the images of projected point 
clouds, and detecting the edges and linearity of the stems (Hilker et al., 2013). Voxel-based 
approaches also have been used for stem volume measurement.  
Stovall et al. (2017) used a voxelization approach and estimated the trunk volume 
using the outer hull model (OHM). The OHM uses convex hulls and accurately fits the true 
shape of the trunk, rather than forcing a cylindrical fit. However, in the case of mangrove 
stems, which are more structurally complex compared to the data used by the authors (i.e., 
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from pine trees), such an approach could be inaccurate. These complex forest environments 
introduce challenges to structural assessment algorithms, thus increasing the need for more 
advanced techniques.  
One example of such a technique is RAndom SAmple Consensus (RANSAC) (Olofsson 
et al., 2014), which is used for stem detection based on taper models (Tansey et al., 2009). 
Advanced algorithms enable us to model the stems more accurately (Kelbe et al., 2015), 
while proving useful for associated stem volume assessment (Liang et al., 2014).  The lidar-
derived forest structural attributes can then be used as inputs to forest biomass, growth, 
complexity, and structure-composition modeling (Calders et al., 2018). 
Prior studies have proven the ability of TLS for tree properties and architecture evaluation. 
These studies have focused on tree morphology (Gorte et al., 2004), clustering (Delagrange 
et al., 2011), and graph search (Wuttke et al., 2012). Others included voxel analysis methods 
(Vonderach et al., 2012), which include digitization of the voxel attributes (Eysen et al., 
2013). All these approaches can contribute to our improved management of forests as 
natural resources (Cote et al., 2011). However, to the best of our knowledge, there is still a 
lack of studies that have focused on plot-level TLS stem and root assessment in mangrove 
forests. Most studies on mangrove root and stem assessment are performed on single tree 
models, acquired from high-density TLS scans (Feliciano et al., 2014; Olagoke et al., 2016), 
which reduce the confusion for stem and root detection and modeling algorithms. 
In this work, we use a low-cost, portable TLS system, the Compact Biomass Lidar 
(CBL) (Kelbe et al., 2015), which provides rapid 3D scans of its environment. We evaluate 
this TLS system for detecting stems and assessing their attributes in three different 
mangrove forests on Pohnpei Island in the Federated States of Micronesia, which we regard 
as a complex forest environment given the non-circular stem forms, above-ground root 
mass, and high degree of structural variability in that root mass (Fig. 1). Data collection 
furthermore is challenging in these mangrove forests due to the locale (access), thus making 
lightweight, portable scanners more ideal. Such scanners do have a drawback in that they 
generally provide lower density lidar point clouds than commercial higher-cost scanners, 
which also introduces challenges to structural assessments based on 3D lidar point clouds. 
We therefore present an application of classification techniques for automatic detection of 
tree stems and roots in mangrove forests, based on the structural features of the points, and 







Forest plots were previously established in the Enipein, Enipoas, and Sapwalap mangrove 
forests on the western Pacific island of Pohnpei in the Federated States of Micronesia (6° 
50' 59.99" N, 158° 12' 60.00" E). Each plot contained either a surface elevation table or rod 
surface elevation table (referred to as SET from here on) (see Krauss et al. 2010 for 
additional details on SETs) that had been installed in 1998 or 2017, respectively. The CBL 
system was mounted to each SET receiver in a northward direction prior to scanning the 
plot (Fig. 1). After each scan, the CBL system was pivoted on the SET receiver 45o 
clockwise, for a total of eight scans per plot. The height of the CBL relative to the ground 
elevation in each plot was dependent on the height of the rSET/SET installation. However, 
to remove the bias resulting from the measurement height changes, the elevation of the 
point clouds were normalized using the lidar ground returns for each of the individual 
plots individually; this facilitated a consistent and accurate approach, one that was 
independent of the scanner heigh-above-ground . Of the 27 plots, only 18 could be scanned 
with the lidar. The downward orientation of the scanner arguably could create challenges 
for forest structural assessment (e.g., occlusion effects for detecting stems) typical for TLS 
systems in forest environments (Kelbe et al., 2016). However, these drawbacks are 
mitigated by collecting eight scans per plot, which allowed us to scan specific trees from 
different locations, thereby enabling offset vantage points and resulting in a dense point 
cloud. 
 
4.2.2 Field Measurement 
 
We installed either 7 m or 10 m radius plots directly adjacent to plots that were scanned 
with the CBL in order to measure stem volumes in the field. All trees >5 cm in DBH were 
identified to species, and DBH was measured to the nearest 0.1 cm within the entire 7 or 
10-m radius circular plot. All trees <5 cm DBH (e.g., saplings) were identified to species and 
DBH measured to the nearest 0.1 cm within a 2-m radius circular plot, nested within the 
larger 7 m or 10 m radius subplot. The  number of trees measured in each plot ranged 
between 15 and 21. For trees with prop roots (Rhizophora spp.), the point of measurement 
for determining DBH was 15 cm above the highest prop root that could safely be measured. 
Species-specific allometric equations developed for Pohnpei (Cole et al. 1999) were then 
used to estimate tree volume using DBH measurements, after which the volume of each 
tree was summed for each plot, and the total plot volume within each plot was divided by 
the area of that plot (m3/ha). 
 
4.2.3 Compact Biomass Lidar 
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The data used in this work were collected using a modified SICK LMS-151 CBL system, a low-
cost portable TLS (see table 3.1). Such low-cost sensors are designed to address the 
limitations of TLS in structural evaluation of forests, such as limited mobility, extensive 
power requirements and prolonged scan times (Van der Zande et al., 2006). The CBL 
provides us with efficient and rapid sampling of its surroundings (Figures 4.2, 4.3), but with 
a lower angular resolution and associated point density, compared to higher-cost 
commercial scanners. As a result, algorithms developed for structural assessment using data 
from this system need to be robust to issues caused by low-resolution point cloud data. The 
CBL was mounted to an inverted extension arm, at a distance of 0.49 m from the plot center, 
which resulted in each scan location being viewed in a downward fashion; this configuration 
left a 90° unscanned cone facing directly upward. The scanner mount and configuration were 
used in this fashion, since the main objective of the field deployment was to assess sediment 
elevation changes via DEMs in the mangrove forests. The focus of this paper, however, was 
to use these data to address a secondary objective, namely characterization of the mangrove 




Figure 4.2. The height map of a point cloud collected using a terrestrial lidar system. The 
structures are represented as 3D objects which can be processed using their coordinates 






Figure 4.3. An intensity image recorded by CBL. The brighter areas represent higher 




4.3.1 TLS Point Cloud Registration 
 
Scans were co-registered using a combination of manual and automatic methods. First, at 
each plot, we aligned each pair of consecutively scanned point clouds of the eight total scans 
based on structural tie points using a pairwise registration technique, which provides us 
with a rigid transformation matrix as the output (Zai et al., 2017). The Iterative Closest Point 
(ICP) algorithm was then used as part of the registration process to improve the registration 
accuracy. For each lidar return in the 3D point cloud, the ICP algorithm matches the closest 
point in the reference point cloud and evaluates a combination of rotation and translation 
parameter values between the two, using the root mean square distance minimization 
technique (Besl et al., 1992). All eight scans were registered in each plot, forming one 
combined 3D point cloud (Fig. 2). Since the area right above the scanner has an artificially 
high point density (i.e., where multiple scan lines intersect, thereby oversampling this 
location), we downsampled the point cloud to normalize the density distribution and remove 
any CBL sampling bias from our results. The downsampling technique in our work is based 
on the spherical sampling of the data and considers lower weight for points closer to the 
scanner and higher weights for those further away, thereby ensuring that 3D sampling 
remains unbiased (no scanner protocol impacts) and that the structural variability of the 
point cloud is maintained (van Aardt et al., 2017, Fafard et al., 2020). 
 
 
4.3.2 Noise Removal 
 
After registering the scans, we needed to remove the noise returns in the point cloud in order 
to improve the performance of our classification. Typically, lidar data contain sparse outliers, 
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which can decrease the structural evaluation accuracy, and can also complicate estimation 
of local point characteristics, like normal or curvature changes.  For this step, we used the 
Statistical Outlier Removal (SOR) algorithm (Rusu et al., 2008). SOR is based on the 
distribution of distances between a point and its neighbors. For each point, the mean 
distance to all the neighboring points is computed, and based on an assumption of a Gaussian 
distribution, all of the points with a mean distance outside a set threshold are considered 
outliers. This threshold is defined by the mean and standard deviation of the global distances 
between the points in the data. The number of neighbors we used for SOR assessment in this 
study was five, which was determined by the point density, ranging from 1700 to 3200 
points/m3, in the structures of the point cloud we needed to maintain. We evaluated the 
density in manually detected stems that were further from the scanner, but where we could 
still represent the geometric structure of the stem accurately, and identified the number of 
points that best preserved these structures after application of the SOR noise removal 
algorithm. 
 
4.3.3 Higher Canopy Removal 
 
The next step was to remove the higher canopy points, since while most TLS systems provide 
detailed 3D scans of the fine-scale, close-range below-canopy environment, the laser signal 
attenuates (reflected, absorbed, transmitted, and occluded) toward the upper-canopy layers 
(Cote et al., 2009). The removal of upper-canopy layers therefore was necessary since the 
objective of this work focused on assessment of below-canopy structures (i.e., stems), and 
the higher canopy may contribute to confusion during structural evaluation of the stem and 
root components. Removal of upper canopy lidar returns was achieved via normal change 
rate assessment. The normals of the point cloud, which are unit vectors perpendicular to the 
plane fitted to the points, differ in terms of angular orientation and also change rates in stems 
and forest canopies. The normal difference of the canopy point cloud is generally smaller 
than non-canopy segments, due to more structural irregularity in these areas (Rouzbeh 
Kargar et al., 2019; Shihua et al., 2017). The remaining segments contained the stems and 
roots, following detection and removal of the canopy lidar returns from the point cloud. 
 
4.3.4 Stem and Root Classification 
 
4.3.4.1 Building the Training Set  
 
We used a 3D classifier (Shapovalov et al., 2011), in order to detect the stems in the 
segmented section of the point cloud. First, we needed to construct the training set for this 
classifier. We extracted the facets of the point cloud (i.e., the planar surfaces between 
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adjacent lidar returns) to find the angular distribution of the points (Dewez et al., 2016) 
using kd-Tree and Fast Marching in the FACETS plugin in CloudCompare software (v 2.9.1; 
Bentley et al., 1975; Sethian et al., 1996; Dewez et al., 2016). Kd-Tree is a method for 
partitioning the data in order to arrange points in k-dimensional space, and Fast Marching is 
a numerical approach for finding the boundary values. Both of these algorithms subset the 
point cloud into segments, find the planar surfaces, and then propagate them into polygons 
(enclosed areas/units). A tension parameter is used in order to modify the boundaries of 
these segmented planes; this parameter operates by moving the vertices closer to, or away 
from, the neighboring vertices, based on the distance between the points and finding the 
average position of the neighboring vertices. This is done to acquire smoother boundaries 
and less artifacts in these regions. The difference between the FACETS method and other 
similar approaches (e.g., curvature filtering) is that the segmentation part of this method 
using Kd-tree and Fast Marching, helps to reduce the run time in “big data”, such as the 3D 
point clouds used in this study. Additionally, due to the structural complexity of these data 
(i.e., the above-ground roots, small gaps between structures), the more advanced 
segmentation step used in FACETS can improve the results compared to similar methods. 
We determined that the stem facets' angular distribution was between 77° and 112°, 
after analyzing the facetized point cloud. This was obtained by manually investigating the 
plots and extracting 20 facets for stems per plot, specifically the stems that represented 
extreme angular orientations (Fig. 4). 
 
 
Figure 4.4. The height map of the facetized point cloud of the stems and roots. It can be 
seen that the stems are more vertically oriented, while the roots, shown in the lower 
portion of the point cloud in blue (colder) colors, are more horizontally oriented. 
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4.3.4.2 The 3D Classifier 
 
We used a 3D lidar point cloud classification technique, introduced by Shapovalov et al. 
(2011), to classify roots and stems in the processed point clouds. In this approach, a spatial 
index first is assigned to each point in the training set; in our case, the index was set for stem 
points that were detected by filtering the facets of the point cloud using their angular 
orientation. All other points were labeled as “non-stem”. This stage introduces over-
segmentation, the segmented sections of the point cloud are themselves partitioned into 
subsets. The algorithm builds a graph over the segments, after labeling the points, and then 
the features are extracted. This classifier then trains the Random Forest classifier (Ho et al., 
1995) on the point features of specific classes (i.e., roots and stems). Subsequently, a 
kernelized structural support vector machine (Bartelli et al., 2011) is used for estimating the 
dependency of the points. As stated before, the training set was obtained by filtering the 
facets of the point cloud, based on the estimated angular distribution of the stem facets. The 
stems detected using this approach in 15 plots were used as the training set. It is important 
to mention that not all the stems in the plot were detected using the filtering of the facets, 
and as a result, the training set did not include all the stems in these plots. This is due to the 
fact that in the areas where the stem points were very close to other structures, the facet 
extracted from the stem was unified with other structures, resulted in a different angular 
orientation and direction. Consequently, after filtering out the facets, some of these stem 
points were removed. 
The initial result of the classification included some incorrectly labeled points as 
stems. These points mostly belonged to the typical above-ground roots found in mangrove 
forest ecosystems. We therefore trained a supporting classifier on the root points. The same 
approach was followed for training the root point classifier; however, in order to remove any 
bias in our method, we gathered our training set for the root points from the same plots that 
we used for the stem classification. 
 
4.3.5 Stem Reconstruction and Volume Measurement 
 
The next step, after detecting stems and roots, was to measure the volume of the stems. We 
simulated the detected stems using alpha shapes (Akkiraju et al., 1995). Alpha shapes are 
linear simple curves in the Euclidean plane, related to the shape of a set of points 
(Edelsbrunner et al., 1983). The difference between an alpha shape and a convex hull is that 
one can incorporate a shrinkage factor in the alpha shape approach, thus implying that a 
convex hull is an alpha shape with zero shrinkage (Fig. 5). In other words, three dimensional 
convex hull polygons are known to overestimate the object volume, so introducing 
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supplementary geometric metrics, or a shrinkage factor in this case, can improve the results 
(Paynter et al., 2018). We found that shrinkage factor of 0.3 yielded the most accurate result. 
This was determined based on comparing the polylines, resulting from the projection of the 
points of the stems and those obtained from projecting the reconstructed stems using alpha 
shapes, with different shrinkage factors. The points closer to the scanner were used for this 
component of our approach, since the higher point density in these regions resulted in a 
more detailed 3D sampling of the environment. This finding also was validated by comparing 
the area of the projected stems.  
 
 
Figure 4.5. The image on the left shows a stem reconstruction using an alpha shape with a 
shrinkage factor of 0.3, while the image on the right shows the same stem, simulated using 
a convex hull. We found that the shrinkage factor of 0.3 models the stems more accurately 
for our study environment. 
 
4.3.6 Consistency Assessment Method 
 
The stem volume data obtained from lidar were then compared to the field-measured 
volume data. The reported volume (m3/ha) for lidar data in each plot was found by summing 
the volumes of all the detected stems, and then dividing by the area in which the stems were 
detected, for a circular area with radius of 7 m or 10 m, based on the radius used for field 
measurement: 
 







Where n is the number of detected stems in the plot, v is the volume of each stem (m3), and 
area is the area of the plot (ha). 
 
4.3.7 DBH Assessment 
 
In our final step, we evaluated the DBH using the lidar point clouds to have a more reliable 
metric to compare our field measurements with and validate our methodology. DBH was 
measured 15 cm above the highest prop root for each tree stem in the field. We followed the 
same approach using the reconstructed stems from lidar point clouds. After detecting the 
stems and roots, and simulating the stems, we segmented the points from 14 cm to 16 cm 
height range from the base of the stem model. This range was introduced to address the bias 
and error in field measurement of DBH and the sparsity of the lidar data. Afterwards, these 
points were projected on the X Y plane and a circle was fit to them, for which the diameter 
represents the DBH (Fig. 6). 
 
 
Figure 4.6. The measurement of DBH using reconstructed stems from lidar point clouds. 
The root points (shown in the point cloud on the left) are segmented out after 
classification, after which the DBH measurement is performed on the stems. 
 





4.4.1.1 Stem and Root Classification Accuracy Assessment 
 




Figure 4.7. Result of root and stem classification in one of the plots, a) a top-down view of 
the detected roots, and b) the height map of the detected stems. The maximum height of the 
stems below canopy in this plot was found to be 14 meters. 
 
The classification results contained some noise points, such as sparse points which 
did not belong to the structures in the lidar point cloud, and some errors such as roots were 
labeled as stems, that were attributed to the complex structure of the mangrove forest. The 
accuracy of this classification therefore was assessed using the true and false positive and 
negative values (Li et al., 2013) in each plot. These were found via manual investigation, 
where the results of classification were manually validated by inspecting the point clouds, 




𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛
 
 
Where tp denotes true positive, tn is true negative, fp is false positive, and fn shows false 












Table 4.1 Accuracy Assessment Results for Stem and Root Classification 
Task Accuracy(%) Precision(%) 
Stem Classification 82 77 
Root Detection 76 68 
 
The accuracy of the root classification is lower than for the stem classification, which 
was attributed to the more complex structure of the roots and more structural diversity in 
their shapes and orientations. When the structural complexity increases (e.g., due to more 
complex root shapes) reduced distances between different segments of the roots, and more 
rapid angular orientation changes of these segments, the extraction of distinct features 
becomes more challenging for the classifier, thereby resulting in a lower classification 
accuracy. 
 
4.4.1.2 Stem Volume Measurement Consistency Assessment 
 
In our next step, we used alpha shapes to reconstruct the tree stems. We observed that the 
selected shrinkage factor of 0.3 avoided overestimation of stem volumes (Fig. 8).  
 
 
Figure 4.8. The result of reconstructing tree stems using alpha shapes in one plot. The 
stems that were within a radius of 7 m or 10 meters from the scanner, based on the radius 
of the field measurement, were included in the analysis for volume measurement. 
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As mentioned before, we calculated stem volumes for each plot for all the trees within 
a 7 m or 10 m radius from the center scanner location, based on the radius used in the field-
measured data. This was done to avoid the lower point densities beyond this radius, and to 
compare volume/ha to the field measurements that were also made. The lower far-range 
point densities of TLS are due to angular divergence of scan lines, attenuation of laser energy, 
both as a function of range-from-scanner, and occlusion effects (Dix et al., 2011). We 
constructed stem volumes up to a maximum height of 12 m, since the average point density 
for the stems was significantly lower after this height, less than 15% of the total stem density. 
The plot-level field-measured stem volume ranged between 91.71-1105.5 m3/ha, while the 
lidar-derived plot-level stem volume ranged from 105.36-1014.4 m3/ha. The average 
consistency of stem volume measured using the CBL was within 85% of the volumes 
estimated from DBH measurements made in the field, ranging from 66%-98% across plots. 
The RMSE value was 63.65 m3/ha, with a MAE value of 49.89 m3/ha. The consistency in this 
case was found using the following equation: 
 
𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 =
𝐹𝑖𝑒𝑙𝑑 𝑣𝑎𝑙𝑢𝑒 − |𝐹𝑖𝑒𝑙𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑙𝑖𝑑𝑎𝑟 𝑣𝑎𝑙𝑢𝑒|
𝐹𝑖𝑒𝑙𝑑 𝑣𝑎𝑙𝑢𝑒
    
 
 
where Field Value denotes the field measured stem volume, and Lidar Value is the volume 
data acquired from lidar point clouds. It is important to note that although more effective, it 
was not possible to compare volume measurement between the manual and lidar approach 
at the tree level, since the stem map information was not available. As a result, the plot-level 
volume measurement comparison was applied.   
 
4.4.1.3 DBH Evaluation Accuracy Assessment 
 
The DBH accuracy was assessed using the same formula used in section 4.4.1.2. Table three 
represents the DBH evaluation results. 
 
Table 4.2 Accuracy Assessment Results for DBH Evaluation 
Field-measured DBH range 
(cm) 
Lidar-derived DBH range (cm) Average 
Accuracy 
RMSE (cm) 
16.8-41.8 19.2-52.6 74% 7.52 
 
The accuracy was assessed in each plot and the average accuracy is the result of averaging 
all the acquired per plot accuracy values. It is important to note that since the stem map 
was not available for this data, the DBH values were compared on a plot level. 
 42 
We applied Kolmogorov-Smirnov (KS) test (Stephens, 1974) to test whether the 
difference between the field-measured DBH and lidar-derived DBH is statistically 
significant. The KS test is a nonparametric approach for comparing the similarity of two 
probability distributions. We chose this approach because we did not have any underlying 
assumptions regarding the probability distribution of the data. The result showed a p-value 
of 0.131 at the critical value of 0.05. We therefore concluded that the difference between 
the two sets of data is not statistically significant. 
We also generated a basal area estimate, using DBH extracted from lidar-derived 
DBH values. We found an average consistency of 88% and RMSE of 6.06 m2/ha, when 
comparing the field-measured basal area and the lidar-derived result. Table 4.3 shows both 
the plot-level and species-level field-measured stem density, basal area, and tree volume 
and the plot-level lidar-derived basal area and tree volume. The species are listed as: i) 
RHSP, which represents Rhizophora apiculate, Rhizophora mucronate, and Rhizophora 
stylosa, ii) SOAL (Sonneratia alba), iii) XYGR (Xylocarpus granatum), and iv) BRGY 
(Bruguiera gymnorrhiza). 
 
Table 4.3 Sum of stem densities, tree basal area, and tree volume for each species and plot, 
sampled using standard US Forest Service methods and the terrestrial lidar. 
Site Stem density Tree Basal Area (m2/ha) Tree Volume (m3/ha) 
Enipein    
 Fringe A 0.8 11.53 75.4 
  RHSP 0.3 5.90 49.2 
  BRGY 0.5 5.63 26.1 
       Lidar  10.60 98.93 
 Fringe B 1.5 16.59 82.7 
  RHSP 0.5 5.64  30.4 
  BRGY 1 10.95 52.3 
       Lidar  14.86 101.74 
 Fringe C 1.9 16.46 83.1 
  RHSP 0.9 7.329 34.8 
  SOAL 0.1 1.98 13.6 
  BRGY 0.9 7.15 34.7 
       Lidar  14.79 91.22 
    
 Riverine A 2.2 79.06 571.3 
  RHSP 0.8 12.07 93.5 
  SOAL 0.1 45.56 365.0 
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  BRGY 1.3 21.42 112.8 
       Lidar  80.42 579.72 
 Riverine B 0.6 7.68 44.7 
  RHSP 0.1 1.36 10.1 
  XYGR 0.3 1.00 4.5 
  BRGY 0.2 5.30 30.1 
       Lidar  6.24 50.36 
 Riverine C 1.4 47.77 323.9 
  BRGY 0.5 11.36 62.8 
  RHSP 0.5 5.30 38.4 
  XYGR 0.4 31.11 222.8 
       Lidar  33.01 358.81 
    
Enipoas    
 Fringe A 1.8 25.62 139.3 
  RHSP 0.3 1.070 5.4 
  SOAL 0.1 3.90 27.6 
  BRGY 1.4 20.65 106.3 
       Lidar  27.49 164.91 
 Fringe B 2.2 74.87 522.0 
  RHSP 0.3 2.40 15.8 
  SOAL 0.8 53.98 408.6 
  BRGY 1.1 18.48 97.6 
       Lidar  79.13 577.82 
 Fringe C 3 67.93 482.9 
  RHSP 2.1 21.33 148.8 
  SOAL 0.4 38.48 290.9 
  BRGY 0.5 8.1 43.1 
       Lidar  66.51 541.72 
    
 Interior A 2.7 49.80 308.5 
  RHSP 0.7 7.09 48.5 
  SOAL 0.2 19.89 151.2 
  BRGY 1.8 22.82 108.7 
       Lidar  46.8 381.31 
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 Interior B 2.6 59.56 392.5 
  RHSP 0.9 6.66 41.6 
  SOAL 0.4 35.51 264.7 
  BRGY 1.3 17.38 86.2 
       Lidar  68.4 421.69 
 Interior C 2.1 48.53 328.2 
  RHST 0.3 6.78 66.2 
  SOAL 0.3 16.34 117.8 
  BRGY 1.5 25.40 144.1 
       Lidar  46.97 372.37 
    
 Riverine B 1.8 45.73 323.7 
  RHSP 1.1 16.42 127.9 
  SOAL 0.1 17.01 129.7 
  BRGY 0.6 12.29 66.1 
       Lidar  50.81 362.91 
 Riverine C 1.3 44.55 278.4 
  BRGY 1.3 44.55 278.4 
       Lidar  41.46 304.31 
    
Sapwalap     
 Fringe B 2.8 25.68 156.7 
  RHSP 2 14.80 98.4 
  XYGR 0.7 9.75 53.2 
  BRGY 0.1 1.13 5.1 
       Lidar  38.91 188.12 
 Fringe C 1 51.98 387.6 
  RHSP 0.1 3.80 38.7 
  SOAL 0.2 37.21 285.3 
  XYGR 0.7 10.96 63.6 
       Lidar  55.83 311.48 
    
 Interior A 0.7 25.29 216.1 
  RHSP 0.4 13.34 139.7 
  BRGY 0.3 11.95 76.4 
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       Lidar  22.01 226.53 
 Interior B 1.6 63.54 493.3 
  RHSP 1.2 18.99 159.2 
  SOAL 0.2 39.12 300.7 
  XYGR 0.1 0.96 4.8 
  BRGY 0.1 4.47 28.5 





One challenge in this work is the relatively low-density data, which require algorithms to be 
robust to this aspect, both for pre-processing and classification. The low-density data 
decrease the classification, and subsequent volume estimation and DBH evaluation 
accuracies. We should place this in context though – the data used here are not sub-standard, 
but rather the result of a portable, low power requirement (e.g., industry-standard power 
tool batter pack), lower-cost, and rapid-scan system, which makes it significantly more 
practical for further utilization in complex forest environments. The variation in DBH 
assessment accuracy and tree volume consistency between plots was attributed to the 
spatial complexity across site locations, i.e. the diversity in root shapes, stems’ angular 
orientation, and vegetation density. Accuracy was lower in the plots where the vegetation 
density was higher, and the structure of the above-ground roots were more complex in terms 
of angular, shape, and size diversity, thus making the feature extraction of stems more 
challenging. For example, two plots are shown in Figure 9 from the same site, one with less 
structural complexity in above-ground root shapes (Fig 4.9a) and the other with higher 
structural complexity in above-ground roots and dense vegetation (Fig 4.9b). The 
consistency of stem volume evaluation and also stem detection was lower in the plot with 
higher complexity, by 12%. This is attributed to more occlusion effect, and less distance 
between the stems and higher-elevated root structures. In the latter case, when extracting 
the facets of the point cloud for gathering training set, the stem segments and those of roots 
are associated with one single plane, which can introduce errors to the classification, leading 
to less accurate detection and volume estimation per plot. The angular orientation of the 
stems was another issue that caused a decrease in classification and stem volume accuracies. 
After further assessment we found that most of the stems that were incorrectly classified 
had an angular orientation near the extreme limits, i.e. 77° and 112° - in these cases some of 
the stems were incorrectly classified as roots. To address these issue, more scans can be 
collected in the areas where the stems are shadowed by above-ground roots and more dense 
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Figure 4.9. Images of two of the plots where the data were collected, a) contains less 
structural complexity, resulting in a higher accuracy for stem detection and volume 
estimation, and b) the high-elevated complex structure of above-ground roots reduced the 
accuracy of stem classification and volume estimation in this plot. 
 
Additionally, in the case of DBH evaluation, an average overestimation of 25% was 
observed in the lidar DBH values. This was due to not all the stems being detected in the lidar 
point clouds. Additionally, this was attributed to the errors caused by simulating the 
segments of the stems that were occluded from the scanner’s view. Although the use of eight 
45° displaced scans per plot, all with different viewsheds, arguably minimizes lidar 
shadowing and occlusion effects, these are still present and can introduce errors in 
reconstructing stems for volume and DBH measurement. However, this occlusion is a typical 
drawback of all terrestrial laser scanners, and can only be circumvented by displacing the 
scanner significantly between adjacent scans. We were constrained by the fixed plot location 
in this study, where the CBL was physically attached to a SET receiver. We were able to offset 
the scanner 0.49 m from the plot center via an extension arm, and then rotate the instrument 
through a full 360° at 45° increments. This set-up arguably negates some detrimental 
occlusion effects, but given the non-cylindrical nature of mangrove stems, the complex 
above-ground root mass, and the non-vertical nature of much of the forest structure, we 
recommend that future studies also investigate an approach where the scanner is displaced 






We presented an approach for stem detection and volume measurement in complex 
mangrove forest environments, by applying machine learning and geometric reconstruction 
techniques to terrestrial lidar system data (light detection and ranging; 3D point clouds). 
Such complex forest environments introduce challenges to automatic structural evaluation 
algorithms, mainly due to large variance in angular, size class, and shape distributions of 
both stems and roots, with the latter often presenting above ground, further creating class 
confusion. We presented methods for overcoming these challenges, by (i) reducing the 
confusion for the algorithm via removal of upper-canopy lidar returns and facet-based 
distribution analysis and (ii) automating the assessment of the structural attributes, via 
angular assessment of point cloud facets and the use of alpha shapes to model stems. We 
obtained accuracies of 76% and 82% for root and stem classification, respectively, while our 
stem volume assessment matched field-based measurements at an 85% level, on average.  
Mangrove forests contain distinct structural features, such as complex above-ground 
roots and non-circular stems forms, making their evaluation different than other types of 
forest environments. The results show that this methodology is effective at providing a 
relatively accurate estimation of the volume data (~85% consistency), which can then be 
used as an input for biomass modeling, detailed structural assessment of the forest, and even 
for change detection. We could also argue that the TLS-based method in fact provides a more 
accurate volume estimation, when compared to manual approaches. This is due to the fact 
that using TLS, we can provide an accurate 3D model of the stems and measure their volume 
that incorporate irregularities in the stem not captured using traditional allometric 
equations that assume stems are essentially perfect cylinders or tapers and that typically 
only use a single diameter as a parameter for volume estimation. However, the result is 
affected by the structural complexity, which includes the diversity in above-ground roots 
structural attributes, non-vertical stem forms, and vegetation density of the plot, where a 
decrease in accuracy was observed in plots that exhibited more complexity in terms of lidar 
point density. We contend that this challenge can be overcome by collecting higher number 
of scans in areas where the stems are shadowed by above-ground roots, or including a pre-
processing step in which the vegetation is segmented from the woody materials in the scene. 
The latter can be done in a more accurate way using a dual wavelength scanner, to be able to 
differentiate between the foliar and non-foliar returns more effectively. Even though future 
work could focus on refinement of this approach to address these shortcomings, the results 
still bode well for rapid, accurate, and precise characterization of these valuable and rapidly 
changing ecosystems. Such a TLS scanning approach effectively can be used to rapidly 
characterize remote locations, thereby reducing field sampling time and impacts, while 
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serving as calibration data for more synoptic air- and spaceborne structural sensing of 
mangrove forests. 
Chapter 4 addressed characterization of the mangrove forest ecosystem in terms of 
stem and root detection and volume assessment, but lacked detail on the foliar forest 
components. The next chapter therefore shifts focus to Objective #3, namely quantification 
of canopy-level structural traits (leaf area index; leaf area density) in another complex forest 





A Density-Based Approach For Leaf Area Index 
Assessment In Complex Forest Environment Using A 
Terrestrial Laser Scanner  
 
This final comprehensive chapter focuses on Objective #3, and was published in Remote 
Sensing as a peer-reviewed paper entitled “A Density-Based Approach for Leaf Area Index 




The spatial distribution of foliage in a forest canopy controls light and energy transfer to 
the lower plant components and also the ground (Chen et al., 1999), the interception of 
precipitation (Whitehead et al., 1991), photosynthesis (Amthor et al., 1990), and other 
phenomena. As a result, leaf properties and canopy structure are important inputs in 
eco-physical models of forest environments (Davi et al., 2006). Leaf Area Index (LAI) is an 
indicator for predicting photosynthetic primary production, evapotranspiration and crop 
growth (Wilhelm et al., 2000). LAI is typically defined as the vertically integrated one-sided 
area of leaf per unit ground surface area on a horizontal plane (Chen et al., 2006). LAI is 
traditionally measured through destructive sampling. Since LAI cannot be easily measured 
through non-destructive methods, effective LAI (LAIe) is more commonly measured in the 
field and calibrated to true LAI (Chen et al., 2006). The difference between LAI and LAIe is 
that effective LAI does not differentiate between branches and foliar components (Chen et 
al., 2006). Furthermore, LAI has been linked to vertical laser pulse return profiles using 
lidar. One simple method is to calculate the ratio of the number of returns below the 
canopy to the total number of returns, and assume that this is related to gap fraction (𝑃) of 







Where 𝑁𝑡𝑜𝑡𝑎𝑙  is the total number of returns and 𝑁𝑏𝑐  is the number of returns below some 
height above the ground surface (usually between 1 and 3 meters). It has also been shown 
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that this formula does not always provide a direct estimate of the gap fraction, but this ratio 
can be used for LAI estimation when using airborne lidar data (Hopkins et al., 2009). 
 





Where 𝑘 is the extinction coefficient. An assumption of random or spherical leaf distribution 
is typically used, which results in the k value of 0.5 (Martens et al., 1993). In reality, k values 
range from 0.25 to 0.75 (Jarvis et al., 1983).  
A voxel-based approach for gap fraction estimation was presented by Henning et al. 
(2006). They sampled a plot with an area of 20 by 40 meters with fifteen Terrestrial Lidar 
System (TLS) scans. These scans were then co-registered, providing a dense point cloud. The 
point cloud was partitioned into different voxels and the number of points were counted in 
each voxel. The authors estimated Plant Area Index (PAI) for two different point clouds; leaf-







Where 𝑁𝑖 is the number of laser beams passing through voxel number i, and 𝐼𝑖 is the number 
of returns within the voxel i. The plot level PAI was then obtained by taking the average of 
all the voxel PAI values. LAI was estimated as the difference between the PAI measurements 
for leaf-on and leaf-off point clouds. The resulting LAIs were in the range of 1.4 to 1.8, which 
is significantly lower than the LAI values obtained by traditional manual methods (LAI=2.7-
8.2). 
Another way to estimate LAI using TLS is by estimating Leaf Area Density (LAD) 
(Shihua et al., 2017). LAD can be described as the total one-sided leaf area per unit volume 
(Weiss et al., 2004) and the integration of a LAD profile vertically, yields the LAI (Hosoi et al., 
2007). LAD can be estimated using direct, semi-direct, or indirect methods on site (Beland 
et al., 2014). The direct approach includes the counting and measuring of leaves. Semi-direct 
methods count the contact of a leaf with probes inserted into the canopy (Wilson et al., 1963). 
Indirect techniques involve the application of passive optical devices, based on a gap fraction 
method (Monsoi et al., 2005). The mentioned methods are limited in accuracy and in the 
spatial explicitness of their estimates (Beland et al, 2014). As a result, the extracted 3D 
structures from lidar data can be used for measuring LAD (Shihua et al., 2017). One method 
for finding the contact frequencies in the canopy is presented by Wilson et al. (1959), which 
is known as the inclined point quadrat method. In this method a probe is pierced into the 
canopy at known heights and angles, and then the number of contact points with the foliage 
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components are tallied. This method estimates the probability that a laser pulse penetrating 
the canopy will contact a foliage component. In the following equation,  𝑁  denotes the 
contact frequency, 𝜃𝑣  and 𝜑𝑣  represent elevation and azimuth angle respectively, and 𝐻 is 
the height. 𝐺 is the projection function denoting the unit mean projected foliage area, and 𝑙 
is the height-dependent LAD.  
 








For simplifying this equation, typically one assumes that the LAD and projection function are 
independent of height. So, we can have: 
 





A challenge of this method is that it is difficult to measure this quantity (Weiss et al., 2004). 
One more convenient approach can be describing the gap fraction based on the same terms, 
with the assumption of random spatial distribution of small leaves: 
 





In later efforts, Chen et al. (1991) included the clumping effect and with the assumption of 







where N describes the clumping index and Ω𝐿 denotes the effective LAI. 
 The mentioned projection function depends on the leaf normal orientation 
distribution. However, by restricting the penetration zenith angles to 57.5, the computation 
of the leaf normal orientation distribution can be neglected (Wilson et al., 1963). These 
authors have shown that 𝐺(𝜃𝑣) at the angle of 57.5 equals 0.5. Effective LAI then can be 
described with this model: 
 
𝐿 = 1.1𝑁(57.5) 
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where N denotes the number of contact points with vegetation at a zenith angle of 57.5. 
TLS, on the other hand provides a fine spatial resolution allowing the internal parts 
of the canopy to be evaluated from the ground, making LAD estimation more accurate (Hosoi 
et al., 2006). One of the important considerations of LAD estimation is the ability to describe 
the spatial distribution of leaves, separately from the woody canopy structures (Beland et 
al., 2014). LAD estimation is highly affected by whether the leafy and woody parts are 
separated in the point cloud (Hosoi et al., 2006). Many studies have used manual techniques 
for leaf classification (Hosoi et al., 2006), although these approaches are time consuming. 
However, Intensity of the reflected pulse can be used to distinguish a leaf from woody 
structures in the canopy (Beland et al., 2014), even though, the intensity is affected by the 
distance and incidence angle. Geometric methods have also been used for separating leaves 
and branches in TLS data (Tao et al., 2015), but such information is difficult to obtain and 
based on the resolution of the system, the accuracy can be reduced dramatically (Wang et al., 
2016). We therefore opted for a density-based approach for segmenting the leaves in TLS 
point clouds, which will be discussed in detail in the methods section.  
As mentioned earlier, LAI is calculated by the sum of the LAD measurements in 
vertical layers of the forest canopy: 
 





Shihua et al. (2017) used a voxel-based method for estimating the LAD of an individual tree 
using point cloud segmentation of TLS data. They differentiated between the leafy and 
woody materials using the normal differences of the two. They also partitioned point cloud 
into subregions to improve the accuracy of the leaf extraction. 
Such point cloud segmentation approaches can be classified into three main 
categories, namely edge-detection, region-growth (blob-growth), and hybrid methods. The 
edge-detection techniques find the breaks in the surface of the point cloud, where the region-
growth methods detect the continuous surfaces that are similar in geometric properties, and 
the hybrid methods combine the two mentioned approaches (Woo et al., 2002). Normals of 
the point cloud can be used in segmentation of unorganized 3D point clouds. In short, the 
more the surface structure changes in adjacent areas, the more the normals of these areas 
are oriented differently (Ioannou et al., 2012). Figure 5.1 shows an illustration of the 





Figure 5.1. Normals of a point cloud of lead and non-leaf materials. The arrows show the normals of the 
point cloud, it can be seen that the normal change rate theoretically is higher in leaves compared to more 
homogenous woody segments, like branches and trunks. 
 
The normal differences of the leaf point cloud are generally smaller than those from non-leaf 
materials (Shihua et al, 2017), and for a point, p, in the point cloud, it is measured by the 
following equation: 
 
∆𝑛(𝑝, 𝑟) = (
1
𝑁





Where 𝑛(𝑝) is the normal of the point cloud in point p, and 𝑟 is the average spatial distance 
between the two leaves (Shihua et al., 2017). The leaf point cloud is extracted using the 
magnitude of ∆𝑛 and compared to a threshold. One common way for finding the threshold 
is using the Otsu algorithm (Yao et al., 2009). 
Furthermore, for this voxel-based method of LAD assessment (Shihua et al., 2017), 
the point cloud is segmented into horizontal layers, and LAD is calculated in all those layers 
using a voxel-based canopy profiling (VCP) method (Hosoi et al., 2006). LAD between heights 
ℎ and ℎ + ∆ℎ is calculated using the following equation: 
 











Where 𝜃 is the zenith angle of the lidar beam, ∆ℎ is the layer thickness, 𝑚ℎ  and 𝑚ℎ + ∆ℎ 
denote the voxel coordinates on the vertical axis, corresponding to height ℎ and ℎ + ∆ℎ, and 
𝑛1(𝑘)  and 𝑛𝑝(𝑘)  indicate the number of voxels containing leaf points and excluding leaf 
points, respectively. Thereby, 𝑛1(𝑘) + 𝑛𝑝(𝑘) gives the total number of incident laser beams 







𝛼(𝜃) is a correction factor of the leaf inclination angle at the laser zenith angle of 𝜃. 𝐺(𝜃) is 
the mean projection of a unit leaf area on a plane perpendicular to the direction of the laser 













Where 𝜃𝐿  indicates the leaf inclination angle, 𝜑𝐿  is the azimuth angle of the normal, and  
𝑛𝐵 = (𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜑, 𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜑, 𝑐𝑜𝑠𝜃)  and 𝑛𝐿 = (𝑠𝑖𝑛𝜃𝐿𝑐𝑜𝑠𝜃𝐿 , 𝑠𝑖𝑛𝜃𝐿𝑠𝑖𝑛𝜑𝐿 , 𝑐𝑜𝑠𝜃𝐿) are unit 
vectors showing the direction of the lidar beam and the direction of the leaf normal, 
respectively.  
 The TLS used in this study provides lower-density data, due to lower angular 
resolution and pulse frequency, compared to commercial higher-cost systems. The minimum 
angular step-width of CBL is 4.36 mrad, which result in lidar point clouds with lower 
associated point density when compared to higher cost systems, for which the minimum 
angular step-width can be as small as 0.02 mrad. These low-density data introduce 
challenges to automatic leaf segmentation algorithms. We therefore evaluated the ability of 
this arguably more operational system (low-cost; rapid-scan) to automatically extract leaf 
points, and propose an approach for estimating leaf density and LAI, using LAD assessment, 
at the plot level. This approach can be used for plot-level LAI assessment in complex forest 
environments, using such a low-cost, portable TLS, which can reduce the time and cost of 
data collection, and evaluate canopy-level structural attributes that cannot be measured in 
field due to the complex structure of these plots. This algorithm is especially helpful when 
there is no access to specific geometric attributes and parameters of the canopy-level 





5.2.1 Study Site  
 
The data used in this research were collected using CBL (refer to section 3.2.3). The TLS 
and LAI field data for this study were collected in the Hawaii Volcano National Park 
(HAVO). This site has a latitude of 19 25' 27.59" N and a longitude of -155 15' 15.30" W. 
Unique species have evolved in this site, including swordfern, naio, koa, and etc. (Vitousek 
et al., 1993). 242 scans were collected at the local flux tower site (Giambelluca et al., 2009), 
within a 50m by 100m fetch area of the tower, with 5 meters spacing between the plots. 
The site was divided into 22 rows and 11 columns. Figure 5.2 shows one of the images from 
the HAVO site. 
 
 
Figure 5.2. Hawaii Volcanoes National Park (HAVO) site, in which the data were collected 
for this study. 
 
5.2.2 Leaf Area Index (LAI) Measurement  
 
In all the 242 plots, LAI was measured using an AccuPAR LP-80 (METER Group, Pullman, 
WA, USA) instrument. Four measurements were recorded for each plot in the different 
directions, since the LAI is highly dependent on the spatial characteristics of the scanned 
location. Consequently, the average of the four measurements was considered as the LAI 
value for each plot. AccuPAR LP-80 is a linear Photosynthetically Active Radiation (PAR) 
ceptometer. Its function is based on the amount of intercepted light in the canopy, which in 
turn can be used to estimate the LAI. The Accupar LP-80 has a probe carrying 80 sensors, 
which have 1-cm spacing along the instrument. The PAR is measured in the wavelength 
range of 400 to 700 nm, and has the units of micromols per meter squared per second 
(𝜇𝑚𝑜𝑙 𝑚−2 𝑠−1). This instrument can be used as a hand-held or even unattended device. The 
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device was held around breast height (DBH level), slightly lower than the scanner, meaning 
that the LAI recorded by the Accupar is a result of vegetation cover above the DBH-level 
only, and should correspond with the lidar data collected via the CBL, at approximately the 
same height above ground. A second Accupar LP-80 was used to log available PAR at one-
minute intervals during the same period as the field collection effort; this instrument was 
mounted on a fire lookout tower approximately 500m from the field site and was located 
above the forest canopy. The recorded values from two instruments were then correlated 
based on recorded time. The Accupar LP-80 measures the LAI based on PAR. The following 










𝐴 = 0.283 + 0.785𝑎 − 0.159𝑎2 
 
𝜏 denotes the fraction of transmitted PAR (ratio of below to above the canopy measured 
PAR), 𝑓𝑏 is the fraction of incident beam, 𝑘 represents the extinction coefficient, and 𝑎 is the 
leaf absorption in the PAR band (the default value is 0.9). Table 5.1 shows the specifications 
of Accupar LP-80. 
 
Table 5.1. AccuPAR LP-80 Instrument Specifications 
Operating environment 32-122  ℉ 
Probe length 84 cm 
Number of sensors 80 
PAR range 0-2500 𝜇𝑚𝑜𝑙 𝑚−2 𝑠−1 
Resolution 1 𝜇𝑚𝑜𝑙 𝑚−2 𝑠−1 




5.3.1 Point Cloud Processing 
The first step involved cleaning the TLS point cloud data, since the complicated 
structure of this forest resulted in many noise returns in the point clouds. For example, the 
polar scan location right above the scanner is always highly oversampled, due to the various 
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270∘ scans intersecting at this polar region of the hemisphere, as the scanner rotates through 
180∘ for the full 270∘ × 360∘ scan. We therefore downsampled the point clouds using an 
algorithm based on the spherical sampling of the data points, in order to avoid any bias in 
our data. This technique uses a range-based weighting function, i.e., smaller weights for 
closer and higher weights for further removed scan locations (van Aardt et al., 2017). 
Statistical Outlier Removal (SOR) was used as an additional step for the noise reduction 
process (Rusu et al., 2008). SOR calculates the distance of each point to its neighbors and 
removes those that are further away. The distance between the points is compared, based 
on the average distance between points in the point cloud. The number of neighbors chosen 
in this research was five, which was obtained based on the density of the points in the 
vegetation structures we needed to maintain, and it allowed us to preserve these structural 
components and remove most of the noise points. Next, we used a connected component 
labeling algorithm for detecting more dense structures and removing irrelevant points, 
especially in the lower canopy where the structural complexity and the plant/point density 
were higher. Connected component labeling, which is also known as blob or region 
extraction, is an algorithm application of graph theory, where segments of connected 
components are labeled similarly (Samet et al., 1988). Connected component labeling detects 
connected regions in images, and can be used in 3D form for point clouds. This algorithm 
segments the point cloud into smaller parts that are separated by a minimum distance; in 
this study, we used a grid size of 0.15 m for our segmentation. This value was chosen based 
on the point density of the vegetation structures from the lower portion of the point cloud, 
like stems and ferns. Connected component labeling was effective at removing the irrelevant 
(noise) lidar points, with the resulting segments including the actual forest structures of 
interest. This stage was critical because, even after SOR was applied, there were still some 
noise points remaining in the areas where the point cloud was dense and contained more 
complex, sub-canopy level, and arguably irrelevant structures, in terms of the study’s 
objective (LAI estimation). 
 
5.3.2 Detecting The Canopy 
 
Detection of the higher canopy was achieved via normal change rate assessment. As 
mentioned earlier, the more the surface structure changes in adjacent points in the lidar 
point cloud, the more their normals are oriented differently, or the more variable these 
normals become. Figure 5.3 shows the result of the segmentation of the higher canopy in one 
of the scans. It is important to mention that, in some of the plots, due to the very complex 
vegetation structures (e.g., irregular stem or branch shapes), we needed to manually remove 
some of the points that were incorrectly segmented as higher canopy. This step of the 
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algorithm can in future research be improved by deriving more geometric features for 
differentiating the canopy from other segments of the point cloud. 
 
 
Figure 5.3. The normal change rate assessment for detecting the higher canopy of the point 
cloud. The image on the left shows the original point cloud after noise reduction, and the 
image on the right shows the result of normal change rate assessment. It can be seen that the 
higher canopy is segmented from the lower portion of the scan, where the main part of the 
trunks and some of the lower ferns are located. 
 
5.3.3 Finding Voxel Sizes 
 
After segmenting the higher canopy of the plots, and in order to perform the voxel-
based approach for LAD measurement, we divided the canopy point cloud into layers in Z 
direction. Each layer then was divided into other layers in the X direction, in order to 
decrease the computational time and also the confusion for our algorithm, which can be 
caused by excessively large number of points and a broad density distribution. The number 
of layers in Z direction were chosen to be five because this number provided us with a 
narrower range of density distribution in each layer, where the difference between the 
maximum and minimum point density was much lower than that for the whole canopy point 
cloud. This reduces the computational time and confusion for our algorithm. As a result, we 







where h is the height of each layer in the Z direction, 𝑧𝑚𝑎𝑥  is the maximum height of the 
points in the canopy, 𝑧min is the minimum height of the points segmented as the canopy. 
Voxel size is a critical parameter that can affect the performance of the algorithm. We 
observed that larger voxels in the areas with a higher number of points can lead to an 
 59 
underestimation of the number of leaf points, whereas smaller voxels in regions where there 
are fewer points can lead to an overestimation of the density in these areas. The mentioned 
factors can introduce extreme outliers into our model. As a result, we determined the voxel 
sizes in the X direction, based on the number of points in each voxel, and by using inter-
quartile analysis. In each plot, we used the layer containing the highest number of points for 
finding the voxel sizes. A third degree polynomial, shown by the following equation, was 




2 + 𝑝3𝑥 + 𝑝4 
 
where x denotes the X coordinate values of the points. We then used interquartile analysis 
in order to find the initial size of the voxels. The second quartile (Q2) is the median of the 
polynomial function. The first and third quartiles (Q1 and Q3) are the medians of the lower 
and upper half of the dataset, respectively. The Interquartile Range (IQR) is described as the 
following. 
 
𝐼𝑄𝑅 = 𝑄3 − 𝑄1 
 
 We then calculated the density values that are half the IQR further from the median of the 
density distribution, Q2: 
 
𝐷1 = 𝑄2 − (0.5)𝐼𝑄𝑅 
 
𝐷2 = 𝑄2 + (0.5)𝐼𝑄𝑅 
 
After calculating these density values, we found their corresponding X values. We call the X 
value at the median of the density, 𝑥𝑚𝑒𝑑𝑖𝑎𝑛 , and 𝑥1  and 𝑥2  are the X values at 𝐷1  and 𝐷2 , 
respectively. The distance between these X components are described with the following 
equations. 
 
∆𝑥1 = |𝑥1 − 𝑥𝑚𝑒𝑑𝑖𝑎𝑛| 
 
∆𝑥2 = |𝑥2 − 𝑥𝑚𝑒𝑑𝑖𝑎𝑛| 
 
We introduce our initial ∆𝑥 as the minimum of these two distances, because we want our 
voxels to be smaller in the areas that contain a large number of points. 
 
∆𝑥 = 𝑚𝑖𝑛(∆𝑥1, ∆𝑥2) 
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As a result, our first two voxels have the size of ∆𝑥, while the starting point would be 𝑥𝑚𝑒𝑑𝑖𝑎𝑛. 
It should be noted that, since the third degree polynomial may not be monotonous in the 
range of 0.5×IQR from the median of the density distribution, there can be another condition, 
i.e., other than a monotonous distribution in that range that has to be considered, where 
there is a relative maximum in the range of 0.5×IQR from the median. In this case, one of 
the D1 or D2 values would be the same as previously described, depending on which side of 
the median the maximum is located. To obtain the other X value, we calculate the difference 
in the density values of the median and the maximum (Dmax), and then find the density value 
equal to 0.5×IQR−(Dmax−Q2). Afterwards, we determine the corresponding X value at this 
density, either higher or lower than the X at the maximum, depending on whether the 
maximum is on the right or left of the median, respectively. 
After determining the width of the first two voxels, we found the number of points 
in each and introduced the threshold used for detecting the voxel sizes, as the average of 







where 𝑁1 and 𝑁2 are the number of points in the first two voxels and the 𝑁𝑡ℎ is set as the 
threshold. The next step involves calculating the width of the voxels based on this threshold, 
meaning that each voxel should contain the number of points equal to Nth. It is important to 
mention that, in the far ends of the point cloud, where the point density is significantly lower, 
if the number of points were less than one third of the threshold (Nth), we merged that 
region with the previous one, thereby forming one voxel. This is due to the fact that a small 
number of points result in an excessively narrow and inaccurate density distribution. Table 
5.2 shows the statistics for the voxel sizes. 
 
Table 5.2. Voxel Size Statistics 
Minimum (m) Maximum (m) Mean (m) stdev (m) 
0.73 3.46 1.57 0.62 
 
5.3.4 Measuring The Volume Density 
 
The backscattered power (intensity) from woody materials in the shortwave-infrared 
(SWIR), i.e., the spectral region roughly between 1400–2500 nm, is higher than the power 
returned from leaves, due to the liquid water absorption by leaves (Douglas et al., 2012). The 
CBL operates at a wavelength of 905 nm, and although the difference in intensities in foliar 
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and woody materials at 905 nm is not as noticeable as in the SWIR region, there is still a 
higher intensity recorded for the stems and branches. Additionally, the leaves in the higher 
canopy of the HAVO site, visible in the lidar point cloud, are mostly flat and horizontally 
oriented. Further from the scanner, the scanned area of the leaves decreases dramatically, 
multiplied by the cosine of the angle. However, due to the cylindrical shape of the branches 
and their relatively vertical structure, their scanned area is relatively consistent along the 
scene. The angular distribution of some of the detected branches was found to be between 
72 to 121, while the angular distribution of the leaves, which was derived from facets of 
the manually-detected leaf point clouds, was found to be between 11 and -23 (Dewez et al., 
2016). This shows that the leaves are more horizontally oriented in this scene. As a result, 
we can assume that the total scanned area of the leaves is lower than for the stems and 
branches, especially in regions further from the scanner. 
We also incorporated the images resulting from the intensity images of the point 
clouds, recorded by the scanner, in order to detect some of the branches and leaves 
accurately. We were able to detect points that were definitively branches and others that 
were leaves, purely by detecting the intensity image edges and “outlining” the original image. 
This was done using the Canny edge detection algorithm (Canny et al., 1987). In this 
approach, a Gaussian filter first is applied to the image to reduce noise, after which the 
intensity gradient of the image is produced. Non-maximum suppression is applied 
afterwards to remove the incorrectly detected edges; this algorithm operates by finding the 
main edges and removing detected edges that do not exhibit a strong connectivity to the 
main edges. We then measured the density of the detected foliar and woody regions. This 
was done for twenty plots and 40 segments of leaves and branches in each plot. We found 
that the density of the branches was higher than that for the leaves by an average order of 
magnitude of 10 in all of the 20 selected plots. These results support our hypothesis that one 
will observe a higher lidar point density for branch regions, when compared to foliar 
materials in TLS point clouds. 
Finally, we calculated the volume density, i.e., the number of points in a known 
volume, in each of the canopy voxels. The first issue is the grid size, which is used for 
measuring the density. We manually investigated 110 random plots from all the 242 plots. 
The average width of the biggest branch in the lowest portion of the higher canopy was found 
to be 0.09 m. Consequently, we chose the grid size to be 0.1 m on each side. In other words, 
in each of the voxels, the volume density in a 3D grid with the size of 0.1 m was measured. 
 
5.3.5 Detecting Leaf Points 
 
The next stage constitutes a seminal step in the process, namely the segmentation of 
leaves from branches, accomplished by setting a threshold for the density values in each 
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voxel. We thus fitted a kernel density estimator to the density histogram in each voxel. In 
probability theory and statistics, Kernel Density Estimation (KDE) is a continuous and non-
parametric approach for estimating the probability density function of a random variable 
(Parzen, 1962). KDE is used when no assumptions are made regarding the form of the data 




















where n is the number of points, K is the kernel, and h is the bandwidth, which is a smoothing 
parameter in the KDE formula. The density threshold was obtained based on half of the area 
under the KDE curve. Figure 5.4 shows an example of one of the distributions and the 
threshold chosen, based on the area under the curve. 
 
 
Figure 5.4. The curve on the left shows the KDE fitted to the density distribution from one 
of the voxels. The curve on the right shows the threshold found for this distribution. The 
orange area is the area containing the leaf points' density values. 
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The points that have lower density values than the threshold are labeled as leaves, while 
those points above the threshold were labeled as non-leaves. We modeled the LAI using 
these leaf point densities, with the results presented in the next section. 
 
5.3.5.1 KDE Bandwidth Selection 
 
The bandwidth, or bin size, is an important parameter when using KDE. The bandwidth can 
be estimated using Silverman's (1986) rule of thumb. The formula for the bandwidth derived 












Where n is the number of points and 𝜎 is the standard deviation of the density distribution. 
Silverman's rule of thumb is calculated with an assumption of a normal distribution, which 
is unsuitable for our data. As a result, we reduced the constant value from 1.06 to 0.5 in order 
to avoid the over-smoothing caused by the normal density assumption. The bandwidth we 






Figure 5.5 shows the difference between the two KDEs, one obtained with Silverman's rule 
of thumb, and the other one with the modified bandwidth. Figure 5.6, representing the leaf 





Figure 5.5. The orange curve is the one produced using the bandwidth obtained by 
Silverman's rule of thumb, while the blue curve is derived from the modified bandwidth 
equation. The over-smoothing effect, which is caused by the normal distribution assumption, 
is visible in this figure, showing that the bandwidth derived using the modified equation 




Figure 5.6. This image shows the result of the segmentation of leaves and branches. The 
green points represent the branches, while the blue points show the leaves. The image on 
the right depicts the isolated branch point cloud. 
 
5.3.6 LAI Estimation Using LAD 
 
We also calculated the LAI directly from our detected leaf points using the LAD 
measurement. LAD is calculated as the total one-sided leaf area per unit volume. In the last 
step, LAI is calculated as sum of the LAD measurements in the layers in Z direction: 
 





In our case, since we have discrete values for different height intervals, we can state: 
 





Where i denotes the number of layers. Figure 5.7 shows the workflow/diagram of the 
methods used in this study. The results for modeling the LAI based on (i) the point densities 
 66 




Figure 5.7. The diagram showing the methods used in this work. 
 




We followed two approaches in evaluating our algorithm; first, we modeled the field-
measured LAIs using the derived leaf densities, and second, we directly measured the LAI 
using the detected leaf points and LAD assessment. In the case of directly estimating the LAI 
values obtained from our TLS data analysis, we ran the algorithm on all 242 plots and 
achieved an average accuracy of 90%, ranging from 79% to 97%. Accuracy in this case is 
calculated by directly comparing the field measured LAI and the derived LAI from TLS data 
in each plot. The following equation is used for assessing the accuracy: 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =




where the Field LAI represents the field-measured LAI using the Accupar LP-80, and 
the Lidar LAI is the TLS-derived LAI value in each plot. The RMSE value for LAI assessment 
was 0.31, with an overestimation of 9% for the average lidar-derived LAI, compared to the 
field-measured LAI. We also found the accuracy was lower in the plots where the canopy 
structural complexity is higher, i.e., the vegetation density is higher in the canopy, especially 
in the lower portion of the canopy which decreases the lidar beam penetration to the higher 
levels of the canopy. We refer to “complexity” in this scenario in terms of canopy “density”, 
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i.e., expressed via the number of lidar pulses returned at specific vertical strata throughout 
the canopy, and their inherent impact on transmission of laser pulses to higher strata; 
specific examples are provided in the Discussion section. This issue introduces challenges to 
the leaf detection algorithm and associated LAI estimation. The obtained accuracy shows 
that this approach can be used for estimating LAI values in a complex forest environment, 
especially since an error <10% generally is acceptable in natural resource studies (Avery et 
al., 2019) 
In the case of modeling the LAI using the leaf point densities, we achieved an R2 value 
of 0.88. The leaf point densities in each voxel in this case were calculated as the mean of the 
densities of the points labeled as leaves. Figure 5.8 shows the linear model obtained from 
this analysis. However, this latter analysis assumed no spatial auto-correlation between the 




Figure 5.8. The linear model of LAI using the TLS derived leaf densities. The X variable 
represents the point densities, and the Y axis denotes the field LAI measurements. The R2 
value for this model is 0.88, with a standard error of 0.14, and the line represents a good fit. 
 
We next performed semi-variogram analysis to evaluate the spatial dependence 
between the field-measured LAI values, since the field-measured LAI arguably cannot be 
considered spatially independent across all of the 242 field plots. A semi-variogram is 
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Where M is a spatial point in the data, V is the geometric representation of the data, and 
𝑓(𝑀) is the value at that point, which in our work is the field-measured LAI. Figure 5.9 
shows the result of the semivariogram analysis. 
 
Figure 5.9. The semivariogram analysis shows that the LAI values can be considered 
spatially independent for plots that are spaced 30 m apart. 
 
We found that the LAI values are spatially independent once plots are 30 meters 
apart, based on the semivariogram analysis. Consequently, we divided the 242 plots into 
six different datasets, each random iteration containing the plots that had a 30-meter 
spacing. The LAI values in each of these sets were modeled using the derived leaf densities, 
and the R2 values ranged from 0.84-0.96. Figure 5.10 shows the six linear models. The 
linear models for these subsets of data show that the algorithm also performs well for the 
regions where the LAI is spatially independent. 
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Figure 5.10. Linear models acquired for the six random sets with plots spaced 30 meters 
apart. The R2 value for these models ranged between 0.84-0.96, representing a good fit in 




The presented approach provides a method for automatic leaf detection and LAI assessment, 
an important parameter in structural evaluation of vegetation, for what could be considered 
complex forest environments. This algorithm reduces the time and cost associated with data 
collection for LAI assessment, and provides the ability to assess canopy-level structural 
attributes, which can be manually impractical due to the structural complexity of many forest 
environments. This study therefore contributes to plot-level assessment of canopy structural 
attributes, such as LAI and LAD, using a low-cost, portable TLS, and it does so at high accuracy 
and precision rates. While previous studies have shown that the higher-density TLS data can 
provide accurate estimations of LAI, using geometrical attributes of the canopy and 
directional gap fraction assessment (Antonarakis et al., 2010), the lower-density data used 
in this work, in terms of lower angular resolution of the scanner and lower associated lidar 
point density, reduce the cost and time of data collection. However, low-density data make 
the derivation of geometric traits of the leaves and branches difficult and introduce 
associated challenges to structural assessment via TLS data. As an example, Antonarakis et 
al. used a directional gap fraction approach to estimate LAI using TLS in three forests which 
consisted mostly of commercial hybrid poplars. While this method proved to be effective 
when using high-density data, low-density data do not allow an accurate assessment of 
canopy gap fraction, due to an inability to capture geometric characteristics of the intra-
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canopy structures, i.e., leaves and branches, and to evaluate their impact on the radiation 
transferred through the canopy. Our approach thus uses only one variable, namely lidar 
point density, to detect leaves, and to evaluate LAD and LAI. The lidar point densities are 
obtained using statistical analysis of the canopy lidar point cloud, without the need of 
additional geometric and structural parameters. In addition to the issues caused by low-
density data, the structural complexity of the studied tropical forests, i.e., the vegetation 
density and associated lidar point density in the canopy at different vertical strata, 
introduces challenges to plot-level LAI assessment, when compared to evaluating LAI using 
a controlled laboratory experiment (e.g., Moorthy et al., 2008), or a single tree scan (e.g., Li 
et al., 2017). Li et al. developed a point cloud slicing approach based on the canopy gap 
fraction, and were successful in estimating LAI using a single-tree scan. Although an 
approach like the one used in our work may not provide results as accurate as the ones 
obtained using methods based on high-density data and single tree scans, our method 
estimates plot-level LAI, thus reduces the time and cost of data collection, which results in 
more practical applications of TLS in forest inventories. In another study, Olsoy et al. used 
TLS to model LAI in 42 Wyoming big sagebrush shrubs, using canopy cover, the percentage 
of the total ground area which is covered by the vertical projection of the tree crown, and 
canopy volume as TLS variables. They acquired an R2 value of 0.73 for modeling LAI using 
canopy cover and an R2 of 0.78 when modeling LAI using the canopy volume obtained based 
on a convex hull approach. Such a method can be effective in assessing LAI using small-range 
TLS data and single tree scans, while in our work we addressed these issues by developing a 
density-based approach for assessing the plot-level LAI, acquiring R2values in the range of 
0.84 to 0.96. Additionally, the accuracy of canopy volume estimation can decrease when the 
structural complexity and vegetation density increases, and also in further ranges from the 
scanner, due to lower penetration rate of lidar pulses in those regions and lower associated 
lidar point density (Watt et al., 2005). TLS data and voxel-based approaches, like the one 
presented in our work, also have been used for LAI assessment in relatively recent studies. 
Greaves et al. used a voxel counting approach for LAI estimation in low-stature (<1.5 m tall) 
Arctic shrub species. In this method, the TLS point cloud is divided into voxels, and then the 
number of voxels that are occupied by at least one point are counted and the number of these 
voxels per unit ground area provides the LAI estimate (R2 = 0.94 for close range (2 m) TLS 
data). While this approach is successful in LAI estimation of low-stature species, TLS data 
used in our work are from tropical forests with the maximum TLS point cloud height ranging 
from 13 m to 18 m. As a result, such a method, solely based on voxel counting, can in fact lead 
to PAI, instead of LAI, due to the inability to differentiate between leaves and branches. Zheng 
et al. found that the nonphotosynthetic canopy components, e.g., branches, contributed from 
19% to 54% to LAI estimation depending on canopy vegetation densities. Therefore, the 
density-based approach presented in our work for detecting leaves in low-density data 
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increases the plot-level LAI estimation accuracy in forest environments with dense 
vegetation, such as tropical forests. 
We did, however, observe an overestimation of 9% for the average lidar-derived LAI, 
compared to the field-measured LAI. This slight discrepancy was partly attributed to the fact 
that the field-measured LAI is highly dependent on the spatial characteristics of the location 
where the measurement is collected, while the TLS-derived LAI depends on the overall 
canopy-level spatial and structural attributes. Although the algorithm proved effective in 
achieving its objective, the performance is affected by the structural complexity in the 
canopy point cloud, specifically vegetation density. It was found that the accuracy of LAI 
estimation decreases, coupled to increases in vegetation density, especially in the lower part 
of the canopy. These more complex, higher density lower-canopy regions effectively reduce 
the penetration rate of lidar pulses to the higher regions of the canopy, thereby resulting in 
associated lower LAI assessment accuracy. As an example, in the plot where we obtained the 
lowest LAI estimation accuracy, 79%, the point density of the lowest layer in the Z direction 
was 2.21 times the second lowest layer, and the density in the second lowest layer was 1.74 
times the third one. This results in a distinct decrease in lidar point density in different height 
levels of the canopy, which is a result of lower lidar beam penetration due to higher 
vegetation density in the canopy, whereas, in the plot in which we acquired the highest 
accuracy of LAI estimation, 97%, the point density of the lowest layer in Z direction was 1.19 
times the second lowest layer, and the point density of the second lowest layer was 1.22 of 
the third one. This shows that, in such plots, there is a higher point density throughout the 
whole canopy point cloud, which results in a more accurate estimation of LAI. To address 
this issue, future research can incorporate a fusion of airborne lidar and TLS data to mitigate 
the impact of lower-canopy structural complexity on lidar pulse penetration throughout the 
canopy, and thereby hypothetically increase the accuracy of such LAI assessment 
approaches. 
We also showed that a robust approach, i.e., one that incorporates spatial auto-correlation 
considerations, did not result in significantly poorer LAI assessment performance. In fact, 
our full 242 plot set R2 value of 0.88 for LAI modeling represented the range of R2 values for 
the spatially-uncorrelated sets (R2 = 0.84–0.96). This implies that, in practice, one could 
optimize or improve LAI assessments by evaluating the spatial auto-correlation of canopy 
structure variables, and then develop statistically-reliable, valid estimates for the main 
parameter of interest (LAI). It also could be argued that such an approach improved 
estimates, i.e., we achieved R2 values as high as 0.96, by constraining our modeling to 
spatially-independent regions within the forest. We therefore recommend that future efforts 
also include an investigation into how such a spatial statistics approach applies to potential 
predictor variables, such as leaf density, gap fraction, etc., over and above the dependent 
variable (LAI). 
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Future research, over and above the previously-mentioned topics, can include the use of a 
dual- or multi-wavelength scanner in order to better differentiate foliar and woody materials 
and thereby improve algorithm performance. If the scanner wavelength is located in the 
SWIR spectral region, e.g., 1520 nm, we expect to see a better separation between the leaf 
and non-leaf (woody) segments. This is due to the larger difference in moisture-impacted 
reflectance values of these two materials in the SWIR wavelength range. As an example, Zhao 
et al. used the dual wavelength Echidna lidar (DWEL), which collects data in two different 
wavelengths (1064 nm and 1548 nm), to measure the effective LAI. Such a system typically 
enables better discrimination between reflectance values of woody and foliar materials in 
the canopy, due to its ability to collect lidar data in the SWIR spectral region. The Echidna 
also yields higher density point clouds, with an angular step width of approximately 1 mrad, 
compared to the discrete lidar system used in this work, the CBL, with a minimum angular 
step width of 4.6 mrad. 
 
 5.5 Conclusions 
We presented an algorithm for modelling and estimating the LAI in a complex, 
tropical forest environment using lidar point densities, derived from TLS data. The data used 
in this study were from a portable (3.2 kg), rapid-scan (33 s), low-cost (USD 20,000) TLS 
system. We assumed that the intensity (or power) returned to the scanner from woody 
materials is higher than for the leaves at 905 nm, and supported this hypothesis by 
investigating the point cloud density, both in foliar and woody segments. We acquired an 
accuracy of 90%, and RMSE value of 0.31 in directly estimating the field-measured LAI, using 
LAD assessment, and R2 values of 0.84–0.96 for modeling the field-measured LAI with leaf 
point density values, for spatially-uncorrelated plot locations. An overestimation of 9% was 
found in the TLS-derived LAI compared to the field-measured LAI. This was attributed to the 
fact that TLS-derived LAI considers overall canopy-level structural attributes, while the field-
measured LAI is sensitive to the spatial characteristics (angular canopy interactions, 
illumination conditions, etc.) of the specific location where the LAI is measured. The data in 
this study were from an arguably complex forest type, which makes each step of this 
approach more challenging. However, this algorithm works well in predicting the LAI using 
just one variable, namely leaf point density. We also considered the fact that the LAI values 
may not be spatially independent across the whole scene. As a result, by using semi-
variogram analysis, we found that this approach works well for spatially-independent LAI 
values as well. This algorithm works well for automatic detection of leaf points in lower-
density TLS lidar data. However, when higher-density (small angular resolution, high point 
density) lidar data are available, the geometric information of the leaves and branches 
potentially can be used to improve the leaf detection algorithm. 
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This algorithm can be used for evaluating LAI in complex forest environments and 
when derivation of the geometric information and structure from the data are not 
practicable, due to low scanner angular resolution (and associated point cloud densities) or 
limited structural retrievals of the scanned site. Finally, such a rapid-scan, fine-scale 
approach to LAI assessment could prove useful to the larger community when it comes to 
calibration/validation of landscape-to-regional scale products, derived from airborne- and 
spaceborne platforms. 
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Chapter 6 
Conclusions and Outlook 
 
We evaluated the ability of a low-cost, low point density, rapid-scan terrestrial laser 
system (TLS), namely the Compact Biomass Lidar (CBL), to assess complex forest structures 
in terms of stem attributes, canopy structure, canopy complexity (e.g., leaf area index), and 
digital elevation models in this study. Our CBL system produces relatively low resolution 3D 
point cloud data when compared to higher-cost commercial scanners. This relatively low-
resolution data introduces challenges for automatic detection and assessment of forest 
structure, mainly due to a higher laser beam divergence (15 mrad) and angular sampling 
resolution (0.25°), resulting in ~850,000 discrete lidar returns for an enclosed environment. 
However, the system scans rapidly (~33s/scan), collects a 270x360° scanned point cloud, is 
highly portable, and has low power requirements. We therefore developed algorithms to 
assess the structural environment in complex forest ecosystems, and evaluated them via 
field data, tailored to this kind of rapid-scan system. Specifically, we attempted to detect 
stems and roots and assess tree volume in Micronesia mangrove forests, and estimate LAI 
using leaf area density (LAD) assessment in a Hawai’ian study site. In order to evaluate our 
assessment of sediment elevation changes, we compared the TLS-derived results to those 
recorded using surface elevation table (SETs) in the field.  
Examples of our results indicate that we can assess the elevation changes in 
mangrove forest using TLS data with an average consistency of 72% and an RMSE of 1.36 
mm. More importantly, the standard error values for TLS results were 10-70x lower than 
field measurements. One important challenge in this work was differentiating between the 
root segments close to the ground and actual ground points needed for elevation change 
analysis. We addressed this issue by filtering the points resulting from ground segmentation, 
based on the angular orientation of the points, thus segmenting out the remaining root 
points. However, more complex root structures in different species may have a higher impact 
on ground detection. Future research should incorporate more species- and structural-
related parameters toward optimizing this algorithm and addressing the species-related 
root structure complexity. An issue in assessing SEC using a CBL-type system in wetlands, 
including mangrove forests, is the inability of the laser beam at 905 nm to penetrate the 
water. To address this issue and assess the validity/error of our approach, we suggest a 
follow-up experiment in a controlled environment to develop an algorithm for detection of 
standing water regions, using parameters like unusually flat regions (“puddles”) or a 
decrease in the normal gradient. The ground detection can be further optimized using such 
approach, which in turn could result in a more accurate SEC assessment. 
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When evaluating the aboveground stem and root structures, we found an accuracy 
and precision value of 82% and 77%, respectively, for stem classification. The values for root 
classification were lower due to higher structural complexity, namely 76% and 68%, 
respectively. Additionally, we acquired consistency values ranging between 66%-98% 
across plots when comparing the measured stem volume using TLS and field data. We 
implemented a 3D classification approach using a random forest classifier, followed by a 
kernelized SVM. A potential improvement involves augmenting data and incorporating more 
sophisticated machine learning techniques, e.g., deep learning and neural networks, to 
enhance the classification, as well as studying the species-related impacts on the 
classification and modeling.  
Finally, we evaluated the leaf area index as a canopy-level metric that can be used in 
studying the structural changes in complex forest environments. Using a 3D point density-
based approach, we obtained an average accuracy of 90% and a RMSE = 0.31 when 
evaluating leaf area index, and an R2 = 0.88 when modeling the field-measured leaf area index 
using only TLS-derived leaf density values. The data we used in this study are of low-density 
and as a result, deriving leaf-level geometric features were not practical. Future work should 
incorporate leaf geometric features, which can be acquired by sensors like full waveform 
lidar, to improve the leaf detection in lidar point clouds and expanding the application of 
such approach to other types of forest environments. 
 All the findings in this research can be used collectively with other structural 
attributes of complex forest environments, such as canopy complexity, to build 
a  biophysically-accurate 3D model of such forests. This 3D model can then be used for 
modeling of radiative transfer in these environments and for other simulation studies. This 
can reduce the cost of time-consuming field work, by simulating these forests in ways to 
enable modifications to meet the needs of each specific study. Also, the application of the 
algorithms developed in this work can be expanded to other data sets, in order to evaluate 
their performance in environments with different structures, thereby identifying the 
modifications needed to adapt our algorithms more broadly to generic, but “typical” complex 
forest environments. Furthermore, with inevitable future improvements in TLS systems, e.g., 
increases in point density for low-cost scanners, the algorithms developed in this research 
can be adapted to these types of denser data. Typically, structural evaluation using high-
density data is less challenging due to the ability of extracting detailed structural features 
from these data, especially for canopy-level assessment. We argue that all the algorithms in 
this work would provide better results with higher-density data. However, to increase 
efficiency in terms of computational time, one can tailor select algorithms to better fit a 
denser data scenario. An example may be the use of a simpler geometric reconstruction 
technique, instead of alpha shapes, for stem reconstruction, or incorporating gap fraction 
 76 
and leaf geometric features in LAI assessment to supplement the density-based method 
provided in this work.  
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