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Abstract
Communication is an important factor for the big
multi-agent world to stay organized and produc-
tive. Recently, the AI community has applied the
Deep Reinforcement Learning (DRL) to learn the
communication strategy and the control policy for
multiple agents. However, when implementing the
communication for real-world multi-agent applica-
tions, there is a more practical limited-bandwidth
restriction, which has been largely ignored by the
existing DRL-based methods. Specifically, agents
trained by most previous methods keep sending
messages incessantly in every control cycle; due to
emitting too many messages, these methods are un-
suitable to be applied to the real-world systems that
have a limited bandwidth to transmit the messages.
To handle this problem, we propose a gating mech-
anism to adaptively prune unprofitable messages.
Results show that the gating mechanism can prune
more than 80% messages with little damage to the
performance. Moreover, our method outperforms
several state-of-the-art DRL-based and rule-based
methods by a large margin in both the real-world
packet routing tasks and four benchmark tasks.
1 Introduction
Communication is an essential human intelligence, while Re-
inforcement Learning (RL) and especially the Deep Neural
Network (DNN) based Reinforcement Learning (DRL) are
emergent techniques that can achieve artificial intelligence.
Recently, inspired by the communication among humans,
DRL-based methods have been successfully applied to learn
the communication among multiple intelligent agents.
However, it remains an open question to apply these meth-
ods to the real-world multi-agent systems, because real-world
applications usually impose many constraints on communica-
tion, such as the bandwidth limitation for transmitting mes-
sages, the random delay of messages, and even the protection
of private messages. Only by resolving these constraints can
we develop practical communication strategy.
In this paper, we focus on resolving the limited-bandwidth
restriction in multi-agent communication. We then try to ap-
ply our method to the real-world packet routing systems, be-
cause packet routing is not only a representative task with the
above property, but also one of the most essential and critical
tasks on the Internet.
Formally, we define the limited-bandwidth restriction as
follows: the bandwidth (or more generally, the resource) for
transmitting the communication messages is limited, there-
fore the agents should generate as few messages as possible
on the premise of maintaining the performance.
We are interested in the limited-bandwidth restriction due
to two reasons. On the one hand, it is ubiquitous in real sys-
tems. For example, in the packet routing systems, the link
has a limited transmission capacity; in the Internet of Things,
the sensor has a limited battery capacity. Once we figure
out a principled method to address this problem, many fields
can benefit from this work. On the other hand, this problem
has been largely ignored by the existing DRL-based methods.
There is a great need to devote attention to this problem.
We take two steps to address this problem. Firstly, we ag-
gregate the merits of the existing methods to form a basic
model named Actor-Critic with Message Learning (ACML).
However, the proposed ACML is still not practical because
it does not change the communication pattern of the existing
methods. That is to say, ACML keeps sending messages in-
cessantly in every control cycle, regardless whether the mes-
sage is beneficial enough for the whole agent team. Secondly,
we extend ACML with a Gating mechanism to design a more
flexible and practical GACML model. The gating mechanism
is trained based on a novel auxiliary task, which tries to open
the gate to encourage communication when the message is
beneficial enough to the whole agent team, and close the gate
to discourage communication otherwise. As a result, after the
gating mechanism is trained well, it can prune unprofitable
messages adaptively to control the message quantity around
a desired threshold. Consequently, GACML is applicable to
real-world systems with limited-bandwidth restriction.
We evaluate our method in the real-world packet routing
and benchmark tasks. It outperforms several state-of-the-art
DRL-based and rule-based methods by a large margin. Fur-
thermore, the proposed gating mechanism can prune more
than 80% messages with little damage to the performance.
2 Background
DEC-POMDP. We consider a partially observable cooper-
ative multi-agent setting that can be formulated as DEC-
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POMDP [Bernstein et al., 2002]. It is formally defined as
a tuple 〈N,S, ~A, T,R, ~O,Z, γ〉, where N is the number of
agents; S is the set of state s; ~A = [A1, ..., AN ] represents
the set of joint action ~a, and Ai is the set of local action ai
that agent i can take; T (s′|s,~a) : S × ~A × S → [0, 1] rep-
resents the state transition function; R : S × ~A × S → R is
the reward function shared by all agents; ~O = [O1, ..., ON ]
is the set of joint observation ~o controlled by the observation
function Z : S × ~A→ ~O; γ ∈ [0, 1] is the discount factor.
In a given state s, agent i can only observe an observation
oi ∈ s, and each agent takes an action ai based on its own ob-
servation oi, resulting in a new state s′ and a shared reward r.
The agents try to learn a policy pii(ai|oi) : Oi × Ai → [0, 1]
that can maximize E[G] where G is the discount return de-
fined as G =
∑H
t=0 γ
trt, and H is the time horizon. In prac-
tice, we map the observation history rather than the current
observation to an action (namely, oi represents the observa-
tion history of agent i in the rest of the paper).
Reinforcement Learning (RL). RL [Sutton and Barto,
1998] is generally used to solve special DEC-POMDP prob-
lems whereN = 1. In practice, we usually define the Q-value
function as Qpi(s, a) = Epi[G|S = s,A = a], then the opti-
mal policy can be derived by pi∗ = arg maxpi Qpi(s, a).
Deterministic Policy Gradient (DPG) [Silver et al., 2014]
is a special actor-critic algorithm where the actor adopts a de-
terministic policy µθ : S → A and the action space A is con-
tinuous. Deep DPG (DDPG) [Lillicrap et al., 2015] applies
DNN µθ(s) and Q(s, a;w) to approximate the actor and the
critic, respectively. DDPG is an off-policy method. It adopts
target network and experience replay to stabilize training and
to improve data efficiency. Specifically, the critic’s parame-
ters w and the actor’s parameters θ are updated based on:
δ = r + γQ(s′, a′;w−)|a′=µθ− (s′) −Q(s, a;w) (1)
L(w) = E(s,a,r,s′)∼D[δ2] (2)
∇θJ(θ) = Es∼D[∇θµθ(s) ∗ ∇aQ(s, a;w)|a=µθ(s)] (3)
where D is the replay buffer containing recent experience tu-
ples (s, a, r, s′); Q(s, a;w−) and µθ−(s) are the target net-
works whose parameters w− and θ− are periodically updated
by copying w and θ. A merit of actor-critic algorithms is that
the critic is only used during training, while only the actor is
needed during execution. Due to this merit, we only need to
prune messages among the actors in our GACML.
3 Related Work
Traditional Communication Model. The communication
models have been widely studied in the RL community,
e.g., MTDP-COM [Pynadath and Tambe, 2002] and DEC-
POMDP-COM [Goldman and Zilberstein, 2004]. However,
traditional methods usually either predefine the communica-
tion message [Wu et al., 2011] or optimize the communi-
cation message for a predefined control policy [Roth et al.,
2005], which are inapplicable to the real-world multi-agent
systems. Previous studies also try to address the limited-
bandwidth restriction by pruning the messages [Roth et al.,
2005; Becker et al., 2009; Wu et al., 2011]. A general method
is the Value of Communication (VoC) [Becker et al., 2009].
VoC measures the difference between the expected values of
communicating and remaining silent. Communication is a
better choice when VoC is larger than zero. Nevertheless,
calculating VoC requires the knowledge of the environment,
which is not easy to get since multi-agent systems are usually
too complex. In contrast, we focus on model-free learning.
Deep Communication Model. Recently, combining DNN
with RL, DRL-based communication models have been ex-
plored in model-free setting, such as CommNet [Sukhbaatar
et al., 2016], DIAL [Foerster et al., 2016], BiCNet [Peng et
al., 2017], AMP [Peng et al., 2018] and [Mao et al., 2017;
Mordatch and Abbeel, 2018; Mao et al., 2018]. They adopt
a DNN with hard-coded structure to represent the policy, and
the policy takes as input the messages from all agents to gen-
erate a single control action. Thus, the agents have to keep
sending messages incessantly in every control cycle, without
alternatives to reduce the message quantity. Due to emitting
too many messages, they are inflexible to be applied to multi-
agent systems with the limited-bandwidth restriction.
Methods for addressing the limited-bandwidth restriction
can be roughly divided into two types. The simple type does
not generate messages at all. For example, MADDPG [Lowe
et al., 2017] and COMA [Foerster et al., 2017] adopt an inde-
pendent DNN to generate the policy for each individual agent.
Because the policy is independent of other agents’ informa-
tion, these methods can generate control action without any
communication. Therefore, they are applicable in tasks with
strict limit-bandwidth restriction. However, as the policies do
not exchange messages, these methods suffer from the par-
tially observable problem. Obviously, it is impossible to fig-
ure out the best control policies based on partial information.
The principled type applies special mechanisms to adap-
tively decide whether to send the messages (equivalently,
whether to prune the messages), so the message quantity can
be controlled to some extent. Our GACML is an instance of
such method, and the most relevant studies include ATOC
[Jiang and Lu, 2018], MADDPG-M [Kilinc and Montana,
2019], SchedNet [Kim et al., 2019] and IC3Net [Singh et
al., 2019]. Both ATOC and IC3Net learn a binary action to
specify whether the agent wants to communicate with others,
which is similar to our gating mechanism. However, ATOC
and IC3Net are only suitable for homogeneous agents due to
their DNN structures, while our GACML is a general model
for both homogeneous and heterogeneous agents. More im-
portantly, both ATOC and IC3Net cannot control how many
messages will be pruned, while GACML has this ability be-
cause we introduce a special threshold for that purpose in
our method. MADDPG-M adopts a two-level policy to learn
whether the agent’s private observation is sufficiently infor-
mative to be shared with others. However, MADDPG-M is
only applicable to 2D tasks where the distance between the
agents and their target agents is measurable and available.
SchedNet generates a weight w for each agent, and the top
M agents in terms of their weights w will communicate with
each other. However, it is not easy to apply a hard-coded pa-
rameter M to real-world multi-agent systems.
Summary. Most of the existing RL-based communication
models are inflexible to be applied in the real-world multi-
agent systems with limited-bandwidth restriction. A few pos-
sible DRL-based methods seem to be still preliminary, while
our GACML is the first formal method that can control the
message quantity to a desired threshold, as far as we know.
4 The Proposed Method
4.1 ACML
The key variables used in this section are as follows. ai is
the local action of agent i. ~a−i is the joint action of other
agents except for agent i. ~a is the joint action of all agents,
i.e., ~a = 〈ai,~a−i〉. The observation history ~o, oi, ~o−i, and the
policy µθi are denoted similarly. s
′ is the next state after s,
and ~o′, o′i, ~o
′
−i, ~a
′, a′i, ~a
′
−i are denoted similarly.
The Design. ACML is motivated by combining the mer-
its of the existing DRL-based communication methods men-
tioned in Section 3. As can be seen from Figure 1, ACML
adopts the following designs.
(1) Each agent is made up of an ActorNet and a Message-
GeneratorNet. This design represents the policy and the mes-
sage with two separated network branches. Another choice is
to take the hidden layer of policy network as the message. We
notice that most previous methods adopt the former, which
usually outperforms the latter.
(2) All agents share the same CriticNet and MessageCo-
ordinatorNet, which are placed in a coordinator (i.e., a spe-
cially designed agent). The shared MessageCoordinatorNet
is similar to many previous methods such as the CommNet,
AMP and ATOC, while the shared CriticNet is similar to the
well-known MADDPG and COMA.
Although each separate design is common, aggregating
them together properly is novel. For example, MADDPG
and COMA do not adopt the MessageGeneratorNet and Mes-
sageCoordinatorNet, making them suffer from the partially
observable problem during execution; while AMP and ATOC
do not adopt the shared CriticNet, making them suffer from
the non-stationary problem [Hernandez et al., 2017] during
training. ACML is fully observable and training stationary.
ACML works as follows during execution 1.
(1)mi = MessageGeneratorNet(oi), i.e., agent i generates
the local message mi based on its own observation oi.
(2) All agents send their mi to the coordinator.
(3) M1, ..,MN = MessageCoordinatorNet(m1, ..,mN ),
i.e., the coordinator extracts the global message Mi for each
agent i based on all local messages mi.
(4) The coordinator sends Mi back to agent i.
(5) ai = ActorNet(oi,Mi), i.e., agent i generates action ai
based on its local observation oi and the global message Mi,
which encodes all 〈o1, .., oN 〉 for full observability.
The Training. As described above, the agents generate ai
based on oi and Mi to interact with the environment, and the
environment will feed a shared reward r back to the agents.
Then, the experience tuples 〈oi, ~o−i, ai,~a−i, r, o′i, ~o′−i〉 are
used to train ACML. Specifically, as the agents exchange
messages with each other, the actor and the shared critic can
be represented as µθi(oi,Mi) and Q(~o,~a;w), respectively.
1Please note that the CriticNet is only used during training, while
other components are needed during execution.
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Figure 1: The proposed ACML. For clarity, we show this model
using a two-agent example. All components are made up of DNN.
h is the hidden layer of the DNN;mi is the local message; Mi is the
global message. The red arrows imply the message sending process.
We can extend Equation (1 – 3) to multi-agent formulations
shown in Equation (4 – 6), where the parameters w, w−, θi
and θ−i have similar meaning to these of single-agent setting.
δ = r + γQ(~o′,~a′;w−)|a′i=µθ−
i
(o′i) −Q(~o,~a;w) (4)
L(w) =E(oi,~o−i,ai,~a−i,ri,o′i,~o′−i)∼D[δ
2] (5)
∇θiJ(θi) =E(oi,~o−i)∼D[ ∇θiµθi(oi,Mi)
∗ ∇aiQ(~o,~a;w)|ai=µθi (oi) ] (6)
Since all components in ACML are implemented by DNN,
ACML is end-to-end differentiable, and the communication
message and the control policy can be optimized jointly using
back propagation (BP) based on the above equations.
4.2 GACML
Motivation. As can be seen from the execution process,
ACML takes as input the communication messages from all
agents to generate a single control action. Thus, the agents
have to keep sending messages incessantly in every control
cycle, regardless whether the messages are beneficial enough
to the performance of the agent team. This is also a common
problem of most deep communication models as mentioned
in Section 3. As a result of too many messages, these meth-
ods are inflexible to be applied to the real-world multi-agent
systems with limited-bandwidth restriction.
GACML is motivated by handling this problem through
pruning unprofitable messages in a principled manner.
The Design. We propose a gating mechanism to adaptively
prune unprofitable messages among ActorNets, such that the
agents can maintain the performance while pruning as many
messages as possible to resolve the bandwidth constraints.
As shown in Figure 2, except for the original components,
each agent is equipped with an additional GatingNet. Specif-
ically, GACML works as follows.
(1) The agent generates a local message mi as well as a
probability score p ∈ (0, 1) based on its own observation oi.
hh
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Figure 2: The actor part of the proposed GACML. For clarity, we
only show one agent’s structure, and we do not show the critic part
because it is the same as that of ACML.
(2) A gate value g ∈ {0, 1} is generated by a threshold
function Tp = 0.5. That is to say, if p ≤ Tp, we set g = 0,
otherwise, we set g = 1.
(3) The agent sends mi  g to the coordinator, and the
following process is the same as that of ACML.
In the above process, if g = 0, mig will be a zero vector,
and the agent has no need to send mi to the coordinator. Ac-
cordingly, the coordinator does not send the global message
Mi back to the agent, because we replace Mi with a zero
vector to “tell” our GACML model that the message Mi is
pruned indeed. We call this design zero padding.
Please note that zero padding is a crucial design for prun-
ing a lot of messages. Suppose that we have pruned many
messages, the time span of two valid messages would be rel-
atively large. If we simply adopt the message caching method
[Dowling and Haridi, 2008] to replace M ti with M
t˜
i gen-
erated a long time ago (i.e., t − t˜ is relatively large), M t˜i
can hardly approximate M ti anymore. In contrast, the zero
padding will always “tell” GACML a correct signal: the mes-
sages have been really pruned. Using another GatingNet to
decide whether to prune Mi will be evaluated in the future.
The Training Method with a Novel Auxiliary Task. In
order to make the above design work, a suitable probability p
must be trained for each observation o 2, otherwise GACML
may degenerate to ACML (in the extreme case where p is
always larger than Tp). However, as the threshold function
Tp is non-differentiable, it makes the end-to-end BP method
inapplicable. We also tried the approximate gradient [Hubara
et al., 2016], the sparse regularization [Makhzani and Frey,
2015] and several other methods without success.
Finally, we decided to embrace the auxiliary task technique
[Jaderberg et al., 2016] to provide training signal for p di-
rectly. Recall that we want to prune the messages on the
premise of maintaining the performance. For RL, the per-
formance could be measured by the Q-value, so we design
the following auxiliary task.
Let p indicate the probability of that ∆Q(o) = Q(o, aC)−
Q(o, aI) is larger than T , where aC is the action generated
based on communication, aI is the action generated indepen-
dently (i.e., without communication), and T is a threshold
2We remove the subscript i to represent that the following de-
scription is suitable for all agents.
controlling how many messages should be pruned. In this
setting, the label of this auxiliary task can be formulated as
Y (o) = I(Q(o, aC)−Q(o, aI) > T ) (7)
where I is the indicator function. Then we can train p by
minimizing the following loss function:
Lθop(o) = −Eo[Y (o) log p(o; θop)
+(1− Y (o)) log(1− p(o; θop))] (8)
where θop are the parameters between the observation o and
the probability p as shown in Figure 2.
The insight of the above loss function is that if ∆Q(o) =
Q(o, aC)−Q(o, aI) is really larger than T (i.e., aC can obtain
at least T Q-values more than aI , and the corresponding label
is Y (o) = 1), the network should try to generate a probabil-
ity p(o; θop) that is larger than Tp = 0.5 to encourage com-
munication. In other word, GACML only prunes messages
that contribute less Q-values than the threshold T . Therefore,
after the gating mechanism is trained well, it can prune un-
profitable messages adaptively to control the message quan-
tity around a desired threshold specified by T . Consequently,
GACML needs much fewer messages to achieve a desirable
performance. It is our key contribution that makes GACML
a novel and principled method.
The Key Implementation. The above training method re-
lies on correct labels of the auxiliary task. It means that we
should provide suitable Q(o, aC), Q(o, aI) and T as indi-
cated by Equation (7).
For the Q-values, we firstly set g = 1 (i.e., without message
pruning) to train other components except for the GatingNet
based on Equation (4 – 6). After the model is trained well, we
can get approximately correct ActorNet and CriticNet. After-
wards, for a specific observation o, the ActorNet can generate
aC and aI when we set g = 1 and g = 0, respectively; then
the CriticNet can estimate an approximately correct Q-value
Q(o, aC) and Q(o, aI).
For the threshold T , we propose two methods to set a fixed
T and a dynamic T , respectively. To calculate a fixed T , we
firstly sort the ∆Q(o) of the latest K observations o encoun-
tered during training, resulting in a list of ∆Q(o), which is
calledL∆Q(o). Then, we set T by splittingL∆Q(o) in terms of
the index. For example, if we want to prune Tm% messages,
we set T = L∆Q(o)[K × Tm%]. We do not split L∆Q(o) in
terms of the value, since ∆Q(o) usually has a non-uniform
distribution. The advantage of a fixed T is that the actual
number of the pruned messages is ensured to be close to the
desired Tm%. Besides, this method is friendly to a large K.
For the dynamic T , we adopt the exponential moving aver-
age technique 3 to set T :
Tt = (1− β)Tt−1 + β(Q(ot, aCt )−Q(ot, aIt )) (9)
where β is a coefficient for discounting older T . We test some
β in [0.6, 0.9], and they all work well. The advantage of a
dynamic T is that Y (o) becomes an adaptive training label
even for the same observation o. This is very important for
the dynamically changing environments, because T and Y (o)
can quickly adapt to these environments.
3https://en.wikipedia.org/wiki/Moving average#Exponential
moving average
5 Experiments
5.1 The Experimental Settings
Due to limited space, we only show the evaluation on real-
world packet routing systems. Four benchmark tasks such as
traffic control and predator prey are shown in the appendix.
Baseline. We adopt Independent Actor-Critic (IND-AC)
[Peng et al., 2017], MADDPG [Lowe et al., 2017] and AMP
[Peng et al., 2018] for comparison. These methods can be
regarded as the ablation models of ACML. In IND-AC, the
agent learns its own actor-critic network independently with-
out communication. We can know the effect of communica-
tion by comparing with IND-AC. MADDPG adopts central-
ized critics to share information among multiple agents, while
the actors are independent. In AMP, only the actors exchange
messages, while the critics are independent. In contrast, both
actors and critics in ACML can exchange messages. Methods
like ATOC are not compared, since they are unsuitable for the
routing tasks due to the reasons analyzed in Section 3.
Parameter. The probability p in GACML is a hidden layer
with 1 neuron, and the activation function is Sigmoid. The
first hidden layer of our model has 64 neurons, while other
hidden layers have 32 neurons, and the activation function is
Relu. Learning rates of actor, critic and target networks are
0.001, 0.01 and 0.001, respectively. Replay buffer size, batch
size and discount factor are 106, 128 and 0.95, respectively.
5.2 The Packet Routing System
Environment Description. In the information era, packet
routing is a very fundamental and critical task on the Internet.
We evaluate our methods on three routing tasks. As shown in
Figure 3, the small topology and the moderate topology are
the most classical topologies in the Internet Traffic Engineer-
ing community [Kandula et al., 2005]; the large topology is
based on the real needs of our industrial collaborator, and it
is more complex than the real-world Abilene Network 4 in
terms of the numbers of routers, links and paths.
In each topology, there are several edge routers. Each edge
router has an aggregated flow that should be transmitted to
other edge routers through available paths. For example, in
Figure 3(a), B is set to transmit flow to D, and the available
paths are BEFD and BD. Each path is made up of several
links, and each link has a link utilization, which equals to the
ratio of the current flow on this link to the maximum flow
transmission capacity of this link.
The necessity of cooperation among routers is as follows:
one link can be used to transmit the flow from more than one
router, so the routers must not split too much or too little flow
on the same link at the same time; otherwise this link will be
either overloaded or underloaded.
Note that there is a strict limited-bandwidth restriction in
these tasks, because the capacity of the network is limited.
Problem Definition. The routers are controlled by our al-
gorithm, and they try to learn a good flow splitting policy to
minimize the Maximum Link Utilization in the whole network
(MLU). The intuition behind this goal is that high link utiliza-
tion is bad for dealing with bursty flow. The observation in-
cludes the latest ten steps’ flow demands, the latest ten steps’
4A backbone net https://en.wikipedia.org/wiki/Abilene Network
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Figure 3: The packet routing environments.
link utilizations and their average, and the latest action taken
by the router. The action is a flow splitting ratio on each avail-
able path (e.g., in Figure 3(b), B will generate an action like
[a%, b%, 1− a%− b%] for paths [B12G,BG,B34G]). The
reward is set as 1−MLU to minimize MLU. Besides MLU,
we also care about the convergence ratio of all experiments.
5.3 The Experimental Results
Results without Message Pruning. In this experiment, we
use synthetic flow to evaluate different methods on the small
and moderate topologies. The flow has a shape ofA sin(wx+
ϕ) + b with different settings of A, w, ϕ, b.
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Figure 4: The average results of 30 independent experiments. A
smaller MLU is better. A larger convergence ratio is better.
Figure 4(a) shows the MLU of 30 independent experi-
ments. In the small topology, all DRL-based methods (i.e.,
excluding the rule-based WCMP and TeXCP) have a simi-
lar performance. The reason is that this topology is rather
simple, and all DRL-based methods can find the near-optimal
control policies easily after they have been trained, regard-
less whether the methods adopt communication. Thus, the
more advanced methods, such as MADDPG and ACML, do
not have enough space to further improve IND-AC.
In the moderate topology, the performances of IND-AC,
AMP and MADDPG drop severely, while ACML keeps the
performance and achieves much smaller MLU. This is be-
cause other models suffer from either the partially observable
problem or the non-stationary problem, making them ineffec-
tive in complex environment. In contrast, ACML can address
these problems as analyzed before, resulting in stronger abil-
ity to deal with complex tasks.
Furthermore, compared with the rule-based TeXCP 5 [Kan-
dula et al., 2005] and WCMP 6, the DRL-based models
achieve much smaller MLU in both topologies. The reason
lies in that the DRL-based methods can take the actions’ fu-
ture effect into consideration, which is in favor of accom-
plishing the routing task, whereas the rule-based methods can
only consider the current effect of the actions. Even worse,
WCMP gets a MLU larger than 1.0 in the moderate topology,
and the simulation system crashed.
Figure 4(b) shows the convergence ratio. As can be seen,
ACML achieves the largest convergence ratio in both topolo-
gies. Furthermore, when the evaluation turns to the moderate
topology, the decrease of convergence ratio of ACML is much
smaller than that of other methods. It means that our ACML
is more stable than other DRL-based methods during training.
Overall, the above results demonstrate ACML with general
applicability, scalability and stability.
Message Pruning Evaluation. In this experiment, we test
GACML using real flow trajectory and the large topology.
The results for adopting a fixed threshold T = L∆Q(o)[K×
Tm%] are shown in Table 1. We draw the following conclu-
sions. (1) For a predefined threshold Tm%, the actual num-
ber of the pruned messages is close to Tm%. It means that
GACML can control the message to our desired quantity. (2)
GACML can prune a large number of messages (e.g., more
than 82%) with little damage to the performance (e.g., less
than 7%). It implies that the pruned messages are usually not
beneficial enough to the performance. (3) When we pruned
all messages (i.e., the last row of Table 1), the reward has
a large decrease. Compared with the second to the last row
of Table 1, it indicates that the remaining 1.5% messages are
very important for keeping the performance, and GACML has
learnt to share these important messages with all agents.
The results for adopting a dynamic threshold T are shown
in Figure 5. As can be seen, GACML performs much better
than the state-of-the-art MADDPG. In addition, GACML can
keep the performance close to ACML while pruning quite a
lot of messages (in this case, 74.3%).
To conclude, the above results demonstrate that the pro-
posed gating mechanism can prune unnecessary messages on
the premise of maintaining the performance indeed, and that
our GACML is very suitable for the real-world routing sys-
tems with limited-bandwidth restriction.
Message Pruning Analysis. In this experiment, we ana-
lyze GACML using synthetic flow and the small topology.
We adopt this setting because the results are easy to under-
stand. For example, as shown in Figure 6(a), when the total
flow in the network is decreasing during timestep 100 to 300,
GACML adapts to this situation more quickly than MAD-
DPG, and it obtains similar rewards as ACML after dozens of
steps. Besides, since we use A sin(wx + ϕ) + b to generate
5We slightly modify it for the testing environment.
6https://en.wikipedia.org/wiki/Equal-cost multi-path routing
Tm% # of Pruned Message Reward Decrease
80% 82.13% 6.84%
90% 87.68% 8.05%
95% 93.39% 11.30%
98% 99.14% 15.98%
99% 98.53% 14.86%
100% 100.00% 61.52%
Table 1: The pruned message and the reward decrease in terms of
ACML for a fixed (i.e., a predefined) pruning threshold Tm%.
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Figure 5: The testing rewards. For GACML, we set β = 0.8.
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(a) The average rewards.
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(b) The gate values of 2 tests.
Figure 6: The testing results of 30 message pruning experiments
based on the small topology and synthetic flow. GACML gets 8.2%
fewer rewards than ACML, while the message decrease is 56.3%. It
also outperforms MADDPG. Please zoom in for better view.
synthetic flow, the reward curves shown in Figure 6(a) and
the gate value curves shown in Figure 6(b) are similar to the
shape of sin(x). We also notice that the bursty flow usually
generates a gate value g = 1. The results imply that GACML
has learnt a subtle communication strategy.
6 Conclusion
This paper presents a method to jointly learn the communica-
tion strategy and the control policy for multiple cooperative
agents. In contrast to most previous methods, we focus on ad-
dressing the limited-bandwidth restriction that exists in many
real-world applications. Specifically, we firstly aggregate the
merits of the existing methods to form a new method that out-
performs several state-of-the-art DRL-based and rule-based
methods. Then, we propose a gating mechanism with several
crucial designs that can prune quite a lot of unprofitable mes-
sages with little damage to the performance. Consequently,
our method is applicable to the real-world packet routing sys-
tems with limited bandwidth. As far as we know, it is the first
formal method to achieve this in a novel and principled way,
and it is the key contribution of this work.
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