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Introduction
Let M ∈ IR m×m and N ∈ IR n×n be symmetric positive definite matrices, and let A ∈ IR m×n be a full rank matrix. In the following, we will extensively use the following Hilbert spaces
and their dual spaces
We remark that, using the previous notation, the matrix A is an operator between N into M.
In particular, for each fixed q ∈ N we also have that v, Aq M,M = v T Aq, Aq ∈ L(M) ∀q ∈ N .
(1.1)
The adjoint operator A of A can be defined [4] as
and it is linked to the transpose of A. Given q ∈ M and v ∈ N , the critical points for the
are the "generalized singular values and singular vectors" of A. Indeed the saddle-point conditions for (1.3 
Hereafter, we assume that σ 1 ≥ σ 2 ≥ · · · ≥ σ n > 0. If we operate a change of variables using M 1/2 and N 1/2 we have that the generalized singular values are the standard singular values of
The generalized singular vectors q i and v i , i = 1, . . . , n are the transformation by M −1/2 and N −1/2 respectively of the left and right standard singular vector ofÃ.
Remark 1.1. We point out that the necessary and sufficient conditions, based on the inf-sup condition [5, 7, 6] , that guarantee both existence and unicity of the solution and the stability, are equivalent to impose that the generalized singular values σ i of A are in the interval (a, b) with 0 < a < b and a and b independent of the dimensions n and m. This also implies that the generalized condition number κ(A) = σ 1 σ n is independent of n and m.
In the following, we analyse the use of the generalized Golub-Kahan bidiagonalization algorithm (G-K bidiagonalization) [13] in solving the problem
where M is a nonsingular symmetric and positive definite matrix.
1 Several problems can be reduced to the case (1.5) . The general problem min A T w=r
where the matrix W is positive semidefinite and ker(W) ∩ ker(A T ) = 0 can be reformulated as (1.5) by choosing
If W is non singular then we can choose ν = 0. The paper is organized as follows: Section 2 is dedicated to the properties of the Golub-Kahan bidiagonalization algorithm, in Section 3, we analyse and describe the stopping criteria, and finally in Section 4 we validate the theory on selected numerical examples.
Generalized G-K bidiagonalization
In [13, 17] , several algorithms for the bidiagonalization of a m × n matrix are presented. All of them can be theoretically applied toÃ and their generalization to A is straightforward as shown by Bembow [3] . Here, we want specifically to analyse one of the variants known as the "Craig"-variant (see [17, 20, 19] ). Therefore, we seek the upper bidiagonal matrix B such that the following relations are satisfied
The augmented system that gives the optimality conditions for (1 
(2.10)
From (2.10), it possible to deduce that u depends only on the first n columns of V because z 2 is equal to zero. Thus, we can further reduce (2.10) to the form 
Moreover, the G-K bidiagonalization can be set such that
and, then, the value of z 1 will correspond to the first column of the inverse of B multiplied by b N −1 . By using the first relation of (2.7), we can compute the first column of B and of V;
Finally, knowing q 1 and v 1 we can start the recursive relations
Thus, the value of u can be approximated when we have computed the first k columns of U by
The entries ζ j of z k can be easily computed recursively starting with
From the first m equations of (2.8) and approximating p = Qy by
we have that
Following an observation made by Paige and Saunders [17, 19] , we can easily transform the previous relation into a recursive one where only one extra vector is required.
First, we observe that
From this relation, we have that the matrix
can be computed recursively taking into account that B T is a lower bidiagonal matrix as follows
where d j are the columns of D. Therefore, we have that starting with p (1) = −ζ 1 d 1 and u (1) = ζ 1 v 1 the solutions u (k) and p (k) can be recursively computed as
We want to point out here that the Craig algorithm we have described has an important property of minimization. Let V = span {V k } and Q = span {Q k }. At each step k the algorithm 2.1 computes u (k) such that [19] min
It is straightforward to see that the Lagrange conditions of optimality for (2.17 ) are satisfied from relations (2.7). The Craig variant of G-K bidiagonalization can then be formulated as shown in Algorithm 2.1.
In the next Section 3, we give error estimates for the errors on u − u (k) and p − p (k) , and on the dual norm of the residual
procedure [U, V, B, u, p] = G-K bidiagonalization(A, M, N, b, maxit);
while convergence = false and it < maxit
Stopping criteria and error estimates
Taking into account the expression of u (k) and (2.9), we have from the M-orthogonality properties of V that the M norm of the error
Moreover, the dual norm of the residual
can easily computed. From (2.9) we have
and, thus, from (1.3) and (1.4), the dual norm is
Finally, a bound on the N-norm of the error p − p (k) can be obtained from (2.9) and (2.14)
Remark 3.1. We observe that, owing to the non singularity of both M and N, all β i and α i , (i = 1, . . . , n) are strictly positive. The expression of the M norm of the error on u (3.18) and the minimization property (2.17) entail that the sequence e (k) M decreases strictly.
A lower bound estimate
From Remark 3.1, we can apply the same strategy used in [1] and proposed by Hestenes-Stiefel in [15] for testing the convergence of the conjugate gradient method. Given a threshold τ < 1 and an integer d, we can estimate e (k) 2 M by
The procedure "check(z k , . . . )" in Algorithm 2.1 can then specialized as
Although the vale of ξ k,d is a lower bound, it has two advantages:
• ξ k,d measures the error at the step k − d but because all the following u (k) minimise the error, we can safely use the last ones;
. . , k and, thus, we have that u (k−1) will satisfy
and T is a nonnegative positive definite matrix. The z 2 2 is then equal to
where T k is the k × k principal submatrix of T.
Following [14] exposition, the estimate of the error can then be interpreted as a Gaussian quadrature process for approximating the integral of a function with respect to a Stieltjes measure defined by the singular values of B. In [14, Ch. 6] , it is shown as this gives an estimate that is a lower bound of the exact integral. 6 
An upper bound estimate
Despite being very inexpensive, the estimator (3.22) is still a lower bound of the error. It would also be useful to have an upper bound estimator of the error. Taking into account the observation at the end of the previous section, we can use an approach inspired by the Gauss-Radau quadrature algorithm and similar to the one described in [14, Ch. 6] .
Let 0 < a < σ n a lower bound for all the singular values of B. We can then compute the matrixT k+1 asT
where ω k+1 = a 2 + δ k (a 2 ) and δ k (a 2 ) is the k-entry of the solution of
We point out that the matrix T k − a 2 I is positive definite and thatT k+1 has one eigenvalue equal to a 2 .
Analogously to what is done in [14] for the conjugate gradient method, we can recursively compute δ(a 2 ) k and ω k+1 by using the Cholesky decomposition. Therefore, we obtain the following realization of the procedure "check(z k , . . . )" in Algorithm 2.1;
if k = 1 then
The procedure "checkGR" is the practical realization of a Gauss-Radau quadrature that uses the matricesT k . Therefore, from [14, Theorem 6.4], we can derive thatξ is an upper bound for
The major drawback of the Gauss-Radau approach is the need for an accurate estimate of the smallest singular value of B. This can be very difficult in general, however, in special cases, it can be done. In particular, taking into account Remark 1.1, if the problem is the approximation of a variational problem by mixed (hybrid) finite-element methods, and the inf-sup condition is satisfied [5, 7] a good estimate can be derived from the physical properties of the underlying continuous model. In [14] , adaptive strategies are proposed in order to improve the estimate of a.
Another difficulty arises from the choice of the delay d. Again, this is very much problem dependent and M and N dependent. If M and N can be chosen such that the generalized singular values of A become bounded in an interval independent of n and m, the delay parameter d can be quite small.
In the next section, we analyse the connections of the proposed stopping criteria for the mixed/hybrid finite element method.
Remark 3.2. We presented here only the upper bound for the Gauss-Radau for the sake of simplicity. As illustrated in [14] , it is possible to obtain another upper bound based on Gauss-Lobatto integration theory. In this case, we need both a lower bound a and an upper bound b for the singular values of B, i.e. a ≤ σ n and σ 1 ≤ b.
Mixed finite-element
In this section, we apply the results of Section 3.1 and Section 3.2 to the solution of continuous saddle-point problem [5, 7] . The aim is to have error bounds merging the approximation error for the mixed finite-element method and the algebraic errors introduced by the generalized G-K bidiagonalization method. Let H and P be two Hilbert spaces, and H and P the corresponding dual spaces. Let
be continuous bilinear forms. Given f ∈ H and g ∈ P , we seek the solutions u ∈ H and p ∈ P of the system In order to make the following discussion simpler, we assume that a(u, v) is symmetric and coercive on H 0 < χ 1 v H ≤ a(u, u).
(3.28) However, [7] the coercivity on the Ker(A ) is sufficient. We will also assume that ∃χ 0 > 0 such that 
..,m be a basis for H h and {ψ j } j=1,...,n be a basis for P h . Then, the matrices M and N are the Grammian matrices of the operators M and A. In order to use the latter theory, we need to weaken the hypothesis, made in the Introduction 1, that A be full rank. In this case, we have that • s generalized singular values will be zero;
• however, the G-K bidiagonalization method will still work and it will compute a matrix B of rank n − s.
On the basis of the latter observations, the error e (k) M can be still computed by (3.18) χ 0 ≤ σ n h ≤ · · · ≤ σ 1 ≤ a. We can then prove the following Theorem. 
can be obtained both a priori [7] or a posteriori [16] , and τ can be chosen as a scalar of the same order.
Finally, we point out that the Algorithm 2.1 convergence rate will not depend on the dimensions of the problem.
Numerical experiments 4.1 Test problems
We have four classes of test problems:
• The Poisson problem with mixed boundary conditions on Ω = (0, 1) × (0, 1):
where n is the external normal to the domain. where n is the external normal to the domain and f has zero mean.
• The Stokes problem on a domain with a step: Ω is the L-shaped region generated by taking the complement in ( Poisson with mixed finite-element approximation Following [7] , the Poisson problem is casted in its dual form as a Darcy's problem:
. We subdivided Ω with a uniform mesh of triangles, see Figure 4 .1. Then, we approximated the spaces H and L 2 (Ω) by RT0 and by piecewise constant functions respectively using the Matlab software described in [2] . The matrix N is the mass matrix for the piecewise constant functions and it is a diagonal matrix with diagonal entries equal to the area of the corresponding triangle. The matrix M has been chosen such that each approximation H h of H is
Therefore, denoting by W the mass matrix for H h , we have
We point out that the pattern of W is structurally equal to the pattern AN −1 A T . In Table 4 .1, we give the dimensions, the value of h, the number of nonzero entries in A and in the upper triangular part of M for each generated mesh.
Moreover, the discrete norm of q is equal to the H norm of the corresponding finite dimensional function given by the linear combination of the basis functions with q. With the chosen boundary 
As in [18] , we partition the domain by √ n × √ n uniform mesh, where n = 4 k for a fixed k and approximate the derivative by finite differences. The Neumann boundary conditions imply that w = 0 outside Ω. After scaling, the finite dimensional problem has the following structure:
Given the bidiagonal matrix C ∈ IR
and the vector b has entries equal to the values of the function f in the nodes divided by √ n. We point out that the matrix E is not full rank (the product of E by a vector with all equal entries produces the zero vector). We chose the following values for k k = {5, 6, 7, 8, 9} . In all the 5 cases, the right hand side b has been chosen with entries
In all test problems, we modified the (1, 1) block adding to it the matrix EE T and, then, corrected the right-hand side consistently with (1.6). In Table 4 Stokes problems The Stokes problems have been generated using the software provided by ifiss3.0 package [9, 10] . We use the default geometry of "
Step case" and the Q2-Q1 approximation described in [22, page 27 ]. In Table 4 .3, we give the dimensions, the number of nonzero entries in A and in the upper triangular part of M for each generated mesh. Step2 1538 209 10190 7140
Step3 5890 769 44236 30483
Step4 23042 2945 184158 126799
Step5 91138 11521 751256 518897 DIAMO problems The DIAMO problems have been downloaded. As for the Poisson problem, we added to the (1,1) block the matrix AA T and modified the right-hand side following (1.6).
We have the original right-hand side only for the DEN2 problem. For all the remaining ones, we use a value of b similar to the one used for the Poisson problems.
In Table 4 .4, we give the dimensions, the number of nonzero entries in A and in the upper triangular part of M for each generated mesh. Moreover, we indicate if A has full rank.
Numerical results
For all the experiments, we report the summary of the results obtained using a Matlab version of Algorithm 2.1, where the matrices M and N are factorized using the Matlab function chol ([R, err, S] = chol(X), X = M or Q). For the dual formulation of the Poisson problem (4.34), we chose f = 0 and, thus we could compare the error on the computed solution exactly. In Table 4 .5, we display the number of iterations, e (k) 2 for the velocity field, the residual A T u − b, and p − p (k) 2 for τ = 10 −8 . The number of steps is independent of the value of h. In Figure 4 .2, we display the convergence behaviour for the problem corresponding to h = 2 −8 . For the Stokes problems, we have a well defined Hilbert space H for the velocity filed:
Moreover, the pressure (or potential) is defined in P = L 2 (Ω). The package ifiss3.0 gives the possibility of supplying the mass matrix N for the approximation of the norm on L 2 (Ω). Thus, we can compute the generalized G-K bidiagonalization using the correct approximation of the norms for H and P. It is not surprising that, in agreement with the results of [24, 21, 10] , Algorithm 2.1 computes the solutions of the problem in a number of steps independent of the size of the mesh.
In Table 4 .2, we report the summary of the results, where the tolerance τ was fixed at τ = 10 −10 and the value of the delay d was five. The number of iterations in the table includes the extra d steps. On this set of problems the Gauss-Radau upper bounds are very close to the lower bounds. In Figure 4 .2, we display the convergence behaviour for problem Step5.
Step1 30 In Table 4 .2, we display the results for the Neumann problems with τ = 10 −8 and d = 5. For these problems, the value of the pressure is known minus a constant and we do not give the true error value in the table. The convergence rate of Algorithm 2.1 is independent of n in these problems. The number of iterations in the table includes the extra d steps. In Figure 4 .4, we display the convergence behaviour for problem NFD5.
Finally, in Figure 4 .5, we display the convergence behaviours for the DIAMO set of problems. In these cases it was impossible to have a reasonable evaluation of the norm of P and we used 1/n 2 by the identity of order m as an approximation of the norm. In all the cases, the value of τ has been chosen as τ = Here, we have generalized the Craig version of G-K bidiagonalization to the augmented system. Taking advantage of the inf-sup conditions, we have shown that the problem can be transformed into an equivalent one where the proposed algorithm converges with a rate independent of the dimension of the problem itself.
We point out that the cost of one iteration of Algorithm 2.1 is the same of one step of Minres with a block diagonal preconditioner made with M and N. At each step the error e (k) 2 M decreases and the additional steps necessary to estimate the convergence can be very moderate if we choose the correct norms.
We proposed both a lower and an upper bound estimator of the error that are reliable and computationally inexpensive. Their properties follow easily from the results of [14] . The upper bound can be computationally problematic for problems where the matrix A is rank deficient as we have noticed in solving the Neumann test problems. However, the lower bound has been always very accurate.
Finally, we observe that Algorithm 2.1 cannot be extended straightforwardly to the stabilized version of augmented systems such as The matrix governing the system is now symmetric quasi-definite [11] and in this case an LDL T factorization without pivot can be a viable alternative [12, 23] . Moreover, in this case, it would be appropriate to investigate the use of a conjugate gradient-like algorithm. 
