Our goal is to design architectures that retain the groundbreaking performance of Convolutional Neural Networks (CNNs) for landmark localization and at the same time are lightweight, compact and suitable for applications with limited computational resources. To this end, we make the following contributions: (a) we are the first to study the effect of neural network binarization on localization tasks, namely human pose estimation and face alignment. We exhaustively evaluate various design choices, identify performance bottlenecks, and more importantly propose multiple orthogonal ways to boost performance. (b) Based on our analysis, we propose a novel hierarchical, parallel and multi-scale residual architecture that yields large performance improvement over the standard bottleneck block while having the same number of parameters, thus bridging the gap between the original network and its binarized counterpart. (c) We perform a large number of ablation studies that shed light on the properties and the performance of the proposed block. (d) We present results for experiments on the most challenging datasets for human pose estimation and face alignment, reporting in many cases state-of-the-art performance. (e) We further provide additional results for the problem of facial part segmentation. Code can be downloaded from https://www.adrianbulat.com/binary-cnn-landmarks Index Terms-Binary convolutional neural networks, residual learning, landmark localization, human pose estimation, face alignment Ç
INTRODUCTION
T HIS work is on localizing a predefined set of fiducial points on objects of interest which can typically undergo non-rigid deformations like the human body or face. Very recently, work based on Convolutional Neural Networks (CNNs) has revolutionized landmark localization, demonstrating results of remarkable accuracy even on the most challenging datasets for human pose estimation [1] , [2] , [3] and face alignment [4] . However, deploying (and training) such methods is computationally expensive, requiring one or more high-end GPUs, while the learned models typically require hundreds of MBs, thus rendering them completely unsuitable for real-time or mobile applications. This work is on highly accurate and robust yet efficient and lightweight landmark localization using binarized CNNs.
Our work is inspired by recent results of binarized CNN architectures on image classification [5] , [6] . Contrary to these works, we are the first to study the effect of neural network binarization on fine-grained tasks like landmark localization. Similarly to [5] , [6] , we find that binarization results in performance drop, however to address this we opted to investigate and propose several architectural innovations which led to the introduction of a novel hierarchical, parallel and multi-scale residual block, as opposed to investigating ways to improve the binarization process as proposed in [5] , [6] . In summary, our main methodological contributions are:
We are the first to study the effect of binarization on state-of-the-art CNN architectures for the problem of localization, namely human pose estimation and face alignment. To this end, we exhaustively evaluate various design choices, and identify performance bottlenecks. More importantly, we describe multiple orthogonal ways to boost performance; see Sections 4.2, 4.3, and 4.4. Based on our analysis, we propose a new hierarchical, parallel and multi-scale residual architecture (see Section 4.5) specifically designed to work well for the binary case. Our block results in large performance improvement over the baseline binary residual block of [7] (about 6 percent in absolute terms when the same number of parameters are used (see Section 4.6.1, Table 2 )). Fig. 1 provides a comparison between the baseline residual block of [7] and the one proposed in this work. We investigate the effectiveness of more advanced extensions of the proposed block (see Section 7) and improved network architectures including network stacking (see Section 8) .
Further experimental contributions include:
While our newly proposed block was developed with the goal of improving the performance of binary networks, we also show that the performance boost offered by the proposed architecture also generalizes to some extent for the case of real-valued networks (see Section 4.6.2). We perform a large number of ablation studies that shed light on the properties and the performance of the proposed block (see Sections 4.6 and 6).
We present results for experiments on the most challenging datasets for human pose estimation and face alignment, reporting in many cases state-of-the-art performance (see Section 6) . We further provide additional results for the problem of facial part segmentation (see Section 9) . Compared to our previous work in [8] , this paper investigates the effectiveness of more advanced binary architectures (both at block and network level), provides a more indepth analysis of the proposed methods and results (including more qualitative ones) and additionally includes the aforementioned experiment on facial part segmentation.
CLOSELY RELATED WORK
This Section reviews related work on network quantization, network design, and gives an overview of the state-of-theart on human pose estimation and face alignment.
Network Quantization
Prior work [9] suggests that high precision parameters are not essential for obtaining top results for image classification. In light of this, [10] , [11] propose 16-and 8-bit quantization, showing negligible performance drop on a few small datasets [12] . [13] proposes a technique which allocates different numbers of bits (1-2-6) for the network parameters, activations and gradients.
Binarization (i.e. the extreme case of quantization) was long considered to be impractical due to the destructive property of such a representation [10] . Recently [14] showed this not to be the case and that by quantizing to fÀ1; 1g good results can be actually obtained. [15] introduces a new technique for training CNNs that uses binary weights for both forward and backward passes, however, the real parameters are still required during training. The work of [6] goes one step further and binarizes both parameters and activations. In this case multiplications can be replaced with elementary binary operations [6] . By estimating the binary weights with the help of a scaling factor, [5] is the first work to report good results on a large dataset (ImageNet). Notably, our method makes use of the recent findings from [5] and [6] using the same way of quantizing the weights and replacing multiplications with bit-wise xor operations.
Our method differs from all aforementioned works in two key respects: (a) instead of focusing on image classification, we are the first to study neural network binarization in the context of a fine-grained computer vision task namely landmark localization (human pose estimation and facial alignment) by predicting a dense output (heatmaps) in a fully convolutional manner, and (b) instead of enhancing the results by improving the quantization method, we follow a completely different path, by enhancing the performance via proposing a novel architectural design for a hierarchical, parallel and multi-scale residual block.
Block Design
The proposed method uses a residual-based architecture and hence the starting point of our work is the bottleneck block described in [7] , [16] . More recently, [17] explores the idea of increasing the cardinality of the residual block by splitting it into a series of c parallel (and much smaller so that the number of parameters remains roughly the same) sub-blocks with the same topology which behave as an ensemble. Beyond bottleneck layers, Szegedy et al. [18] propose the inception block which introduces parallel paths with different receptive field sizes and various ways of lowering the number of parameters by factorizing convolutional layers with large filters into smaller ones. In a follow-up paper [19] , the authors introduce a number of inception-residual architectures. The latter work is the most related one to the proposed method.
Our method is different from the aforementioned architectures in the following ways (see Fig. 1b ): we create a hierarchical, parallel and multi-scale structure that (a) increases the receptive field size inside the block and (b) improves gradient flow, (c) is specifically designed to have (almost) the same number of parameters as the original bottleneck, (d) our block does not contain 1 Â 1 convolutions, and (e) our block is derived from the perspective of improving the performance and efficiency of binary networks.
Network Design
Our target was not to propose a new network architecture for landmark localization; hence we used the state-of-the-art [7] . (b) The proposed hierarchical parallel & multi-scale structure: our block increases the receptive field size, improves gradient flow, is specifically designed to have (almost) the same number of parameters as the original bottleneck, does not contain 1 Â 1 convolutions, and in general is derived from the perspective of improving the performance and efficiency for binary networks. Note: a layer is depicted as a rectangular block containing: its filter size, the number of input and output channels; "C" -denotes concatenation and "+" an element-wise sum. Hour-Glass (HG) network of [2] which makes use of the bottleneck block of [16] . Because we are interested in efficiency, most of our experiments are conducted using a single network. Our baseline was the single binary HG obtained by directly quantizing it using [5] . As Table 1 shows, there is a significant performance gap between the binary and the real valued HGs. We bridge this gap by replacing the bottleneck block used in the original HG with the proposed block.
Human Pose Estimation
Traditionally, human pose estimation methods relied on tree structured graphical models [20] , [21] , [22] , [23] , [24] , [25] to represent the spatial relationships between body parts and were usually built using hand crafted features. More recently, methods based on CNNs have shown remarkable results outperforming traditional methods by large margin [1] , [2] , [3] , [26] , [27] , [28] , [29] , [30] . Because learning a direct mapping from the image to the location of the body parts is a highly non-linear problem that is difficult to learn, most methods represent each landmark as a confidence map encoded as a 2D Gaussian centered at the landmark's location and adopt the fully convolutional framework of [31] . Furthermore, instead of making single-shot predictions, almost all methods follow a cascaded approach making a number of intermediate predictions, refined in a sequential manner [1] , [2] , [3] . Notably, to further reduce the number of parameters of the cascaded approaches the method introduced in [30] uses a recurrent neural network. While achieving remarkable performance, all the aforementioned deep learning methods are computationally demanding, requiring at least one high-end GPU. In contrast, our network uses binary weights and activations and as such it is intended to run on systems with limited resources (e.g. embedded devices, smartphones).
Face Alignment
Current state-of-the-art for large pose 2D and 3D face alignment is also based on CNNs [4] , [32] , [33] , [34] , [35] , [36] . However, despite their accuracy, these methods are computationally demanding. Our network produces state-of-theart results for this task, yet it is designed to run on devices with limited computational resources.
BACKGROUND
The ResNet consists of two types of blocks: basic and bottleneck. We are interested only in the latter one which was designed to reduce the number of parameters and keep the network memory footprint under control. We use the "preactivation" version of [7] , in which batch normalization [37] and the activation function precede the convolutional layer. Note that we used the version of bottleneck defined in [2] the middle layer of which has 128 channels (vs 64 used in [7] ).
The residual block is the main building block of the Hourglass (HG) network, shown in Fig. 2 , which is a stateof-the-art architecture for landmark localization that predicts a set of heatmaps (one for each landmark) in a fully convolutional fashion. The HG network is an extension of [31] allowing however for a more symmetric top-down and bottom-up processing. See also [2] .
METHOD
Herein, we describe how we derive the proposed binary hierarchical, parallel and multi-scale block of Fig. 7e . In Section 4.6.1, by reducing the number of its parameters to match the ones of the original bottleneck, we further derive the block of Fig. 1b . This Section is organized as follows:
We start by analyzing the performance of the binarized HG in Section 4.1 which provides the motivation as well as the baseline for our method. Then, we propose a series of architectural innovations in Sections 4.2, 4.3, 4.4, and 4.5 (shown in Figs. 7b, 7c, and 7d) each of which is evaluated and compared against the binarized residual block of Section 4.1. We continue, by combining ideas from these architectures, we propose the binary hierarchical, parallel and multi-scale block of Fig. 7e . Note that the proposed block is not a trivial combination of the aforementioned architectures but a completely new structure. Finally, we attempt to make a fair comparison between the performance of the proposed block against that of the original bottleneck module for both real and binary cases. We note that all results for this Section were generated for the task of human pose estimation using the standard training-validation partition of MPII [1] , [2] .
Binarized HG
The binarization is accomplished using:
where I is the input tensor, W represents the layer weights, a 2 R þ is a scaling factor computed as the average of the absolute weight values and Ã denotes the binary convolution operation which can be efficiently implemented with XNOR.
We start from the original bottleneck blocks of the HG network and, following [5] , we binarize them keeping only the first and last layers of the network real. See also Fig. 2 . This is crucial, especially for the very last layer where higher precision is required for producing a dense output (heatmaps). Note that these layers account for less than 0.01 percent of the total number of parameters.
The performance of the original (real-valued) and the binarized HG networks can be seen in Fig. 3 and Table 1 . We observe that binarization results in significant [2] . Following [5] , the first and last layers (brown colour) are left real while all the remaining layers are binarized.
performance drop. As we may notice, for almost all parts, there is a large difference in performance which clearly indicates that the binary network has significant less representational power. Some failure cases are shown in Fig. 4 illustrating that the binary network was not able to learn some difficult poses. We address this with a better architecture as detailed in the next four Sections.
On the Width of Residual Blocks
The original bottleneck block of Fig. 7a is composed of 3 convolutional layers with a filter size of 1 Â 1, 3 Â 3 and 1 Â 1, with the first layer having the role of limiting the width (i.e. the number of channels) of the second layer, thus greatly reducing the number of parameters inside the module. However, it is unclear whether the idea of having a bottleneck structure will be also successful for the binary case, too. Due to the limited representational power of the binary layers, greatly reducing the number of channels might reduce the amount of information that can be passed from one layer to another, leading to lower performance.
To investigate this, we modify the bottleneck block by increasing the number of channels in the thin 3 Â 3 layer from 128 to 256. By doing so, we match the number of channels from the first and last layer, effectively removing the "bottleneck", and increasing the amount of information that can be passed from one block to another. The resulting wider block is shown in Fig. 7b . Here, "wider" 1 refers to the increased number of channels over the initial thin layer.
As Table 2 illustrates, while this improves performance against the baseline, it also raises the memory requirements. Conclusion: Widening the thin layer offers tangible performance improvement, however at a high computational cost.
On Multi-Scale Filtering
Small filters have been shown both effective and efficient [18] , [39] with models being solely made up by a combination of convolutional layers with 3 Â 3 and/or 1 Â 1 filters [7] , [16] , [39] . For the case of real-valued networks, a large number of kernels can be learned. However, for the binary case, the number of possible unique convolutional kernels is limited to 2 k states only, where k is the size of the filter. Examples of such 3 Â 3 learned filters are shown in Fig. 5 .
To address the limited representation power of 3 Â 3 filters for the binary case, and similarly to [19] , we largely depart from the block of Fig. 7b by proposing the multi-scale structure of Fig. 7c . Note that we implement our multi-scale approach using both larger filter sizes and max-pooling, which greatly increase the effective receptive field within the block. Also, because our goal is to analyze the impact of a multi-scale approach alone, we intentionally keep the number of parameters to a similar level to that of the original bottleneck block of Fig. 7a . To this end, we avoid a leap in the number of parameters, by (a) decomposing the 5 Â 5 filters into two layers of 3 Â 3 filters, and (b) by preserving the presence of thin layer(s) in the middle of the block.
Given the above, we split the input into two branches. The first (left) branch works at the same scale as the original bottleneck of Fig. 7a but has a 1 Â 1 layer that projects the 256 channels into 64 (instead of 128) before going to the 3 Â 3 one. The second (right) branch performs a multi-scale analysis by first passing the input through a max-pooling layer and then creating two branches, one using a 3 Â 3 filter and a second one using a 5 Â 5 decomposed into two 3 Â 3. By concatenating the outputs of these two sub-branches, we obtain the remaining 64 channels (out of the 128 of the original bottleneck block). Finally, the two main branches are concatenated adding up to 128 channels, which are again back-projected to 256 with the help of a convolutional layer with 1 Â 1 filters.
The accuracy of the proposed structure can be found in Table 2 . We can observe a healthy performance improvement at little additional cost and similar computational requirements to the original bottleneck of Fig. 7a .
Conclusion. When designing binarized networks, multiscale filters should be preferred. 1. The term wider here strictly refers to a "moderate" increase in the number of channels in the thin layer (up to 256), effectively removing the "bottleneck". Except for the naming there is no other resemblance with [38] which performs a study of wide vs deep, using a different building block alongside a much higher number of channels (up to 2048) and without any form of quantization. A similar study falls outside the scope of our work.
On 1 Â 1 Convolutions
In the previously proposed block of Fig. 7c , we opted to avoid an increase in the number of parameters, by retaining the two convolutional layers with 1 Â 1 filters. In this Subsection, by relaxing this restriction, we analyze the influence of 1 Â 1 filters on the overall network performance.
In particular, we remove all convolutional layers with 1 Â 1 filters from the multi-scale block of Fig. 7c , leading to the structure of Fig. 7d . Our motivation to remove 1 Â 1 convolutions for the binary case is the following: because 1 Â 1 filters are limited to two states only (either 1 or -1) they have a very limited learning power. Due to their nature, they behave as simple filters deciding when a certain value should be passed or not. In practice, this allows the input to pass through the layer with little modifications, sometimes actually blocking "good features" and hurting the overall performance by a noticeable amount. This is particularly problematic for the task of landmark localization, where a high level of detail is required for successful localization. Examples of this problem are shown in Fig. 6 .
Results reported in Table 2 show that by removing 1 Â 1 convolutions, performance over the baseline is increased by more than 8 percent. Even more interestingly, the newly introduced block outperforms the one of Subsection 4.2, while having less parameters, which shows that the presence of 1 Â 1 filters limits the performance of binarized CNNs. Conclusion. The use of 1 Â 1 convolutional filters on binarized CNNs has a detrimental effect on performance and should be avoided.
On Hierarchical, Parallel & Multi-Scale
Binary networks are even more sensitive to the problem of fading gradients [5] , [6] , and for our network we found that the gradients are up to 10 times smaller than those corresponding to its real-valued counterpart. To alleviate this, we design a new module which has the form of a hierarchical, parallel multi-scale structure allowing, for each resolution, the gradients to have 2 different paths to follow, the shortest of them being always 1. The proposed block is depicted in Fig. 7e . Note that, in addition to better gradient flow, our design encompasses all the findings from the previous Subsections: (a) no convolutional layers with 1 Â 1 filters should Fig. 7 . Different types of blocks described and evaluated. Our best performing block is shown in figure (e) . A layer is depicted as a rectangular block containing: its filter size, number of input channels and the number of output channels). "C" -denotes concatenation operation, "+" an element-wise sum and "UP" a bilinearly upsample layer. be used, (b) the block should preserve its width as much as possible (avoiding large drops in the number of channels), and (c) multi-scale filters should be used.
Contrary to the blocks described in Sections 4.2, 4.3, and 4.4, where the gradients may need to pass through two more layers before reaching the output of the block, in the newly proposed module, each convolutional layer has a direct path that links it to the output, so that at any given time and for all the layers within the module the shortest possible path is equal to 1. The presence of a hierarchical structure inside the module efficiently accommodates larger filters (up to 7 Â 7), decomposed into convolutional layers with 3 Â 3 filters. This allows for the information to be analysed at different scales because of the different filter sizes used (hence the term "multi-scale"). We opted not to use pooling because it results in loss of information. Furthermore, our design avoids the use of an element-wise summation layer as for example in [17] , [19] , further improving the gradient flow and keeping the complexity under control.
As we can see in Table 2 , the proposed block matches and even outperforms the block proposed in Section 4.3 having far less parameters.
Conclusion. Good gradient flow and hierarchical multiscale filtering are crucial for high performance without excessive increase in the parameters of the binarized network.
Proposed versus Bottleneck
In this Section, we attempt to make a fair comparison between the performance of the proposed block (Ours, Final, as in Fig. 7e ) against that of the original bottleneck module (Fig. 7a ) by taking two important factors into account:
Both blocks should have the same number of parameters. The two blocks should be compared for the case of binary but also real-valued networks. With this in mind, in the following Sections, we show that:
The proposed block largely outperforms a bottleneck with the same number of parameters for the binary case. The proposed block also outperforms a bottleneck with the same number of parameters for the real case but in this case the performance difference is smaller.
We conclude that, for the real case, increasing the number of parameters (by increasing width) results in performance increase; however this is not the case for binary networks where a tailored design as the one proposed here is needed.
Binary
To match the number of parameters between the proposed and bottleneck block, we follow two paths. First, we increase the number of parameters of the bottleneck: (a) a first way to do this is to make the block wider as described in Section 4.2. Note that in order to keep the number or input-output channels equal to 256, the resulting block of Fig. 7b has a far higher number of parameters than the proposed block. Despite this, the performance gain is only moderate (see Section 4.2 and Table 2 ). (b) Because we found that the 1 Â 1 convolutional layers have detrimental effect to the performance of the Multi-Scale block of Fig. 7c , we opted to remove them from the bottleneck block, too. To this end, we modified the Wider module by (a) removing the 1 Â 1 convolutions and (b) halving the number of parameters in order to match the number of parameters of the proposed block. The results in Table 2 clearly show that this modification is helpful but far from being close to the performance achieved by the proposed block.
Second, we decrease the number of parameters in the proposed block to match the number of parameters of the original bottleneck. This block is shown in Fig. 1b . To this end, we reduced the number of input-output channels of the proposed block from 256 to 192 so that the number of channels in the first layer are modified from [256 ! 128, 3 Â 3] to [192!96, 3 Â 3], in the second layer from [128!64, 3 Â 3] to [96!48, 3 Â 3] and in the third layer from [64!64, 3 Â 3] to [48!48, 3 Â 3]. Notice, that even in this case, the proposed binarized module outperforms the original bottleneck block by more than 5 percent (in absolute terms) while both have very similar number of parameters (see Table 2 ).
Real
While the proposed block was derived from a binary perspective, Table 3 shows that a significant performance gain is also observed for the case of real-valued networks. In order to quantify this performance improvement and to allow for a fair comparison, we increase the number of channels inside the original bottleneck block so that both networks have the same depth and a similar number of parameters. For our binary block, in order to bring it back to the real valued domain, we simply replace the "sign" function with ReLU activations while keeping all the weights real. Even in this case, our block outperforms the original block although the gain is smaller than that observed for the binary case. We (Fig. 7b) 11.3 M 70.7% Multi-Scale (MS) (Fig. 7c) 4.0 M 69.3% MS without 1 Â 1 filters (Fig. 7d conclude that for real-valued networks performance increase can be more easily obtained by simply increasing the number of parameters, but for the binary case a better design is needed as proposed in this work.
ABLATION STUDIES
In this Section, we present a series of other architectural variations and their effect on the performance of our binary network. All reported results are obtained using the proposed block of Fig. 7e coined Ours, Final. We focus on the effect of augmentation and different losses which are novel experiments not reported in [5] , and then comment on the effect of pooling, ReLUs and performance speed-up. Is Augmentation Required?. Recent works have suggested that binarization is an extreme case of regularization [6] , [15] , [40] . In light of this, one might wonder whether data augmentation is still required. Table 4 shows that in order to accommodate the presence of new poses and/or scale variations, data augmentation is very helpful providing a large increase (4 percent) in performance. See Section 6.1 for more details on how augmentation was performed.
The Effect of Loss. We trained our binary network to predict a set of heatmaps, one for each landmark [27] . To this end, we experimented with two types of losses: the first one places a Gaussian around the correct location of each landmark and trains using a pixel-wise L2 loss [27] . However, the gradients generated by this loss are usually small even for the case of a real-valued network. Because binarized networks tend to amplify this problem, as an alternative, we also experimented with the Sigmoid cross-entropy pixelwise loss typically used for detection tasks [41] . We found that the use of the Sigmoid cross-entropy pixel-wise loss increased the gradients by 10-15x (when compared to the L2 loss), offering a 2 percent improvement (see Table 4 ), after being trained for the same number of epochs.
Pooling Type. In the context of binary networks, and because the output is restricted to 1 and -1, max-pooling might result in outputs full of 1s only. To limit this effect, we placed the activation function before the convolutional layers as proposed in [5] , [7] . Additionally, we opted to replace max-pooling with average pooling. However, this leads to slightly worse results (see Table 4 ). In practice, we found that the use of blocks with pre-activation suffices and that the ratio of 1 and -1 is close to 50 percent even after max-pooling.
With or without ReLU. Because during the binarization process all ReLU layers are replaced with the Sign function, one might wonder if ReLUs are still useful for the binary case. Our findings are in line with the ones reported in [5] . By adding a ReLU activation after each convolutional layer, we observe a 2 percent performance improvement (see Table 4 ), which can be attributed to the added non-linearity, particularly useful for training very deep architectures.
Performance. In theory, by replacing all floating-point multiplications with bitwise XOR and making use of the SWAR (Single instruction, multiple data within a register) [5] , [6] , the number of operations can be reduced up to 32x when compared against the multiplication-based convolution. However, in our tests, we observed speedups of up to 3.5x, when compared against cuBLAS, for matrix multiplications, a result being in accordance with those reported in [6] . We note that we did not conduct experiments on CPUs. However, given the fact that we used the same method for binarization as in [5] , similar improvements in terms of speed, of the order of 58x, are to be expected: as the realvalued network takes 0.67 seconds to do a forward pass on a i7-3820 using a single core, a speedup close to x58 will allow the system to run in real-time.
In terms of memory compression, by removing the biases, which have minimum impact (or no impact at all) on performance, and by grouping and storing every 32 weights in one variable, we can achieve a compression rate of 39x when compared against the single precision counterpart of Torch.
COMPARISON WITH STATE-OF-THE-ART
In this Section, we compare our method against the current state-of-the-art for human pose estimation and 3D face alignment. Our final system comprises a single HG network but replaces the real-valued bottleneck block used in [2] with the proposed binary, parallel, multi-scale block trained with the improvements detailed in Section 5.
Training
All human pose estimation and 3D face alignment models were trained from scratch following the algorithm described in [5] and using rmsprop [42] . The initialization was done as in [16] . For human pose estimation, we randomly augmented the data with rotation (between À40 and 40 degrees), flipping and scale jittering (between 0.7 and 1.3). We trained the network for 100 epochs, dropping the learning rate four times, from 2.5e-4 to 5e-5. A similar procedure was applied to the models for 3D face alignment, with the difference that the training was done for 55 epochs only. The input was normalized between 0 and 1 and all described networks were trained using the binary cross-entropy loss, defined as:
where p n ij denotes the ground truth confidence map of the nÀth part at the output pixel location ði; jÞ and b p n ij is the corresponding predicted output at the same location.
The models were implemented with Torch7 [43] . 
Human Pose Estimation
As in all previous experiments, we used the standard training-validation partition of MPII [1] , [2] . We report the performance of (a) the proposed binary block, (b) the proposed block when implemented and trained with real values, (c) the real-valued stacked HG network consisting of 8 stacked single real-valued HG networks trained with intermediate supervision (state-of-the-art on MPII [2] ) and, finally, (d) the same real-valued network as in (c) where the bottleneck block is replaced by our proposed block. The results are shown in Table 5 . We observe that when a single HG network with the proposed block is trained with real weights, its performance reaches that of [2] . This result clearly illustrates the enhanced learning capacity of the proposed block. Moreover, there is still a gap between the binary and real-valued version of the proposed block indicating that margin for further improvement is possible. We also observe that a full-sized model (with 8 HG networks) based on the proposed block performs slightly better than the original network from [2] , indicating that, for the realvalued case, the new block is more effective than the original one when a smaller computational budget is used. Finally, qualitative results produced by our method can be seen in Fig. 15b .
Face Alignment
We used three very challenging datasets for large pose face alignment, namely AFLW [44] , AFLW-PIFA [45] , and AFLW2000-3D [46] . The evaluation metric is the Normalized Mean Error (NME) [45] .
AFLW is a large-scale face alignment dataset consisting of 25,993 faces annotated with up to 21 landmarks. The images are captured in arbitrary conditions exhibiting a large variety of poses and expressions. As Table 6 shows, our binarized network outperforms the state-of-the-art methods of [47] and [34] , both of which use large real-valued CNNs.
AFLW-PIFA [45] is a gray-scale subset of AFLW [44] , consisting of 5,200 images (3,901 for training and 1,299 for testing) selected so that there is a balanced number of images for yaw angle in ½0 ; 30 ; ½30 ; 60 and ½60 ; 90 . All images are annotated with 34 points from a 3D perspective. Fig. 8a and Tables 7 and 8 show our results on AFLW-PIFA. When evaluated on both visible and occluded points, our method improves upon the current best result of [33] (which uses real weights) by more than 10 percent.
AFLW2000-3D is a subset of AFLW re-annotated by [46] from a 3D perspective with 68 points. We used this dataset only for evaluation. The training was done using the first 40,000 images from 300W-LP [46] . As Fig. 8b shows, on AFLW2000-3D, the improvement over the state-of-the-art method of [46] (real-valued) is even larger. As further results in Table 9 show, while our method improves over the entire range of poses, the gain is noticeably higher for large poses (½60 À 90 ), where we outperform [46] by more points (CALE is the method of [33] ), (b) on AFLW2000-3D on all points computed on a random subset of 696 images equally represented in ½0 ; 30 ; ½30 ; 60 ; ½60 ; 90 (see also [46] ). The Results for RCPR, ESR and SDM are Taken from [46] . than 40 percent. Finally, qualitative results produced by our method can be seen in Fig. 15a .
ADVANCED BLOCK ARCHITECTURES
In this section, we explore the effectiveness of two architectural changes applied to our best performing block (Ours, final), namely varying its depth and its cardinality. Again, we used the standard training-validation partition of MPII.
On the Depth of the Proposed Block
To further explore the importance of the multi-scale component in the overall structure of the proposed block, we gradually increase its depth and as a result, the number of its layers, as shown in Fig. 9b . The advantage of doing this is twofold: (a) it increases the receptive field within the block, and (b) it analyses the input simultaneously at multiple scales. We ensure that by doing so the number of parameters remains (approximately) constant. To this end, we halve the number of channels of the last layer at each stage.
In the most extreme case, the last layer will have a single channel. Because, the representational power of such a small layer is insignificant, in practice we stop at a minimum of 4, which corresponds to a depth equal to 8. The results, reported in Fig. 9b , show that the performance gradually improves up to 76.5 percent for a depth equal to 6, and then, further on, it saturates and eventually gradually degrades as the depth increases.
Conclusion. The depth of the multi-scale component is an important factor on the overall module performance. Increasing it, up to a certain point, is beneficial and can further improve the performance at no additional cost.
On the Cardinality of the Proposed Block
Inspired by the recent innovations of [17] for real-valued networks, in this section we explore the behavior of an increased cardinality (defined as in [17] as the size of the set of transformations) when applied to our binary hierarchical, parallel & multi-scale block.
Starting again from our block of Fig. 7e , we replicate its structure C times making the following adjustments in the process: (1) While the number of input channels of the first layer remains the same, the output and the input of the subsequent layers are reduced by a factor of C, and (2) the output of the replicated blocks is recombined via concatenation. The final module structure is depicted in Fig. 10b . The full results with respect to the network size and the block cardinality (ranging from 1 to 16) are shown in Fig. 10b . Our findings are that increasing the block cardinality, while shown to provide good improvement on image classification using real-value networks, for the case of binary networks, given their significantly smaller size, depth and representational power, the same observation does not hold. In particular, when incorporated into the structure of our block with a similar number of parameters, the module under-performs by 1 percent compared to the original block (having a cardinality equal to one).
Conclusion. For the binary case, further increasing the block cardinality hurts performance.
IMPROVED NETWORK ARCHITECTURES
In all previous sections, we investigated the performance of the various blocks by incorporating them into a single hourglass network, i.e. by keeping the network architecture fixed. In this section, we explore a series of architectural changes applied to the overall network structure. First, inspired by [51] , we simplify the HG model, improving its performance without sacrificing accuracy for the binary case. Then, we study the effect of stacking multiple networks together and analyze their behavior.
Improved HG Architecture
Motivated by the findings of Section 4.5 that shed light on the importance of the gradient flow and suggested that skip connections with shorter paths should be used where possible, we adopt a similar approach to the overall HG architecture.
In particular, to improve the overall gradient flow, we removed the residual blocks in the upsampling branches that are tasked with the "injection" of high resolution information into the later stages of the network. To adjust to that change, the number of input channels of the first layer from the modules that are immediately after the point where the branch is merged via concatenation is increased by two times (to accommodate to the increase in the number of channels).
The resulting architecture, depicted in Fig. 11 , is a modified U-net architecture [51] which was binarized in the same way as the HG model.
The results, reported in Table 10 , show that by removing the residual blocks from the upsampling branches, the performance, over the baseline HG is increased by 0.5 percent, further solidifying the importance of the gradient flow in the performance of binary networks. Furthermore, due to the decrease in the number of layers and parameters, an up to 20 percent speedup is observed. The network is trained using the same procedure described previously, for 100 epochs.
Stacked Binarized HG Networks
Network stacking was recently shown to achieve state-ofthe-art results on human pose estimation [1] , [2] , [3] when real-valued models are used. In this subsection, we explore whether the same holds for the binary case.
Following [2] , we stack and interconnect the networks as follows: The first network takes as input the RGB image and outputs a set of N heatmaps. The next network in the stack takes as input the sum of: (1) the input to the previous network, (2) the projection of the previously predicted heatmaps, and (3) the output of the last but one block from the previous level. The resulting network for a stack of two is shown in Fig. 12 .
As the results of Table 11 show, network stacking for the binary case behaves to some extent similarly to the realvalued case, however the gains from one stage to another are smaller, and performance seems to saturate faster. We believe that the main reason for this is that for the case of binary networks, activations are noisier especially for the last layers of the network. This is illustrated in Fig. 13 where we compare the feature maps obtained from a real and the two types of binary networks compared in this paper (original, based on bottleneck and proposed). Clearly the feature maps for the binary case are more noisy and blurry as we move on to the last layers of the network. As network stacking relies on features from the earlier networks of the Fig. 11 . Improved, U-Net inspired, HG architecture. The dark-green modules were left unchanged, while for the light-green ones we doubled the number of their input channels from 256 to 512. cascade and as these are noisy, we conclude that this has a negative impact on the overall network's performance.
Training. To speedup the training process, we trained the stacked version in a sequential manner. First, we trained the first network until convergence, then we added the second one on top of it, freezing its weights and training the second one. The process is repeated until all networks are added. Finally, the entire stack is trained jointly for 50 epochs.
ADDITIONAL EXPERIMENTS
In this section, we further show that the proposed block generalizes well producing consistent results across various datasets and tasks. To this end, we report results on the task of face parsing, also known as semantic facial part segmentation, which is the problem of assigning a categorical label to Fig. 14. Example of a ground truth mask (right) produced by joining the 68 ground truth landmarks (left). Each colour denotes one of the seven classes. Fig. 13 . Features extracted from the first layer (first column), middle layer (middle column) and right before the very last layer (right column) for real-valued and binary (ours and original) networks. As we move on to the last layers, activations become more noisy for the binary case, which we believe that it hurts the performance of the stacked networks. Fig. 15 . Qualitative results produced by our method on (a) AFLW2000-3D and (b) MPII datasets. every pixel in a facial image. We constructed a dataset for facial part segmentation by joining together the 68 ground truth landmarks (originally provided for face alignment) to fully enclose each facial component. In total, we created seven classes: skin, lower lip, upper lip, inner mouth, eyes, nose and background. Fig. 14 shows an example of a ground truth mask. We trained the network on the 300 W dataset (approximately 3,000 images) and tested it on the 300 W competition test set, both Indoor&Outdoor subsets (600 images), using the same procedure described in Section 7.
Architecture. We reused the same architecture for landmark localization, changing only the last layer in order to accommodate the different number of output channels (from 68 to 7). We report results for three different networks of interest: (a) a real-valued network using the original bottleneck block (called "Real, Bottleneck"), (b) a binary network using the original bottleneck block (called "Binary, Bottleneck"), and (c) a binary network using the proposed block (called "Binary, Ours"). To allow for a fair comparison, all networks have a similar number of parameters and depth. For training the networks, we used the Log-Softmax loss [31] .
Results. Table 12 shows the obtained results. Similarly to our human pose estimation and face alignment experiments, we observe that the binarized network based on the proposed block significantly outperforms a similar-sized network constructed using the original bottleneck block, almost matching the performance of the real-valued network. Most of the performance improvement is due to the higher representation/learning capacity of our block, which is particularly evident for difficult cases like unusual poses, occlusions or challenging lighting conditions. For visual comparison, see Fig. 16 .
CONCLUSION
We proposed a novel block architecture, particularly tailored for binarized CNNs and localization visual tasks. During the process, we exhaustively evaluated various design choices, identified performance bottlenecks and proposed solutions. We showed that our hierarchical, parallel and multi-scale block enhances representational power, allowing for stronger relations to be learned without excessively increasing the number of network parameters. The proposed architecture is efficient and can run on limited resources. We verified the effectiveness of the The Pixel acc., Mean acc. and Mean IU are Computed as in [31] .
proposed block on a wide range of fine-grained recognition tasks including human pose estimation, face alignment, and facial part segmentation.
