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a b s t r a c t
In this paper, He’s homotopy perturbationmethod is applied to solve non-linear systems of
mixed Volterra–Fredholm integral equations. Two examples are presented to illustrate the
ability of the method. Also comparisons are made between the Adomian decomposition
method and the homotopy perturbation method. The results reveal that He’s homotopy
perturbation method is very effective and simple and in these examples leads to the exact
solutions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The homotopy perturbation method that has been applied for non-linear problems continuously deforms the difficult
problem under study to an easy problem to solve. Recently the homotopy perturbation method has been used to solve
integral equations [1]. Authors of [2–4] have applied He’s homotopy perturbation method for solving systems of Volterra
integral equations of the first and the second kinds and also systems of integro-differential equations. In [5], He’s homotopy
perturbationmethod is employed to solve non-linear systems of second-order boundary value problems. Interested readers
are referred to [6–8], for some applications of the method. In this article, the homotopy perturbation method has been used
to solve non-linear systems of mixed Volterra–Fredholm integral equations.
A non-linear system of mixed Volterra–Fredholm integral equations can be presented as the following:
f (x, t) = g(x, t)+
∫ t
0
∫
Ω
k (x, t, ξ , τ , f (ξ , τ )) dξ dτ (x, t) ∈ [0, T ] ×Ω (1)
where
f (x, t) = (f1(x, t), f2(x, t), . . . , fn(x, t))t ,
g(x, t) = (g1(x, t), g2(x, t), . . . , gn(x, t))t ,
k(x, t, ξ , τ , f (ξ , τ )) = (k1 (x, t, ξ , τ , f (x, τ )) , k2 (x, t, ξ , τ , f (x, τ )) , . . . , kn (x, t, ξ , τ , f (x, τ )))t
(2)
and f (x, t) is an unknown functions on D = [0, T ] ×Ω ,(Ω is a closed subset of Rn, n = 1, 2, 3).
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2. Basic ideas of the homotopy perturbation method
To illustrate the basic concepts of homotopy perturbationmethod, consider the following non-linear functional equation:
A(U) = f (r), r ∈ Ω. (3)
With the following boundary conditions:
B (U, ∂U/∂n) = 0, r ∈ Γ (4)
where A is a functional operator, B is a boundary operator, f (r) is a known analytic function, and Γ is the boundary of the
domainΩ .
Generally speaking, the operator A can be decomposed into two parts L and N , where L is a linear and N is a non-linear
operator. Therefore, (3) can be rewritten as the following:
L(U)+ N(U)− f (r) = 0. (5)
We construct a homotopy V (r, p) : Ω × [0, 1] → R, which satisfies:
H(V , p) = (1− p) [L(V )− L(U0)]+ p [A(V )− f (r)] = 0, p ∈ [0, 1], r ∈ Ω (6)
or
H(V , p) = L(V )− L(U0)+ pL(U0)+ p [N(V )− f (r)] = 0, p ∈ [0, 1], r ∈ Ω (7)
where U0 is an initial approximation to the solution of Eq. (1). In this method, the homotopy perturbation parameter p is
used to expand the solution, as a power series, say;
V = V0 + pV1 + p2V2 + · · · . (8)
Usually an approximation to the solution, will be obtained by taking the limit, as p tends to 1,
U = lim
p→1 = V0 + V1 + V2 · · · . (9)
The convergence and stability of this method is addressed in [9].
3. Using the homotopy perturbation method to solve system (1)
To illustrate the homotopy perturbationmethod, for non-linear systems of mixed Volterra–Fredholm integral equations,
let us consider the system (1) as the following,
fi(x, t) = gi(x, t)+
∫ t
0
∫
Ω
ki (x, t, ξ , τ , f1(ξ , τ ), . . . , fn(ξ , τ )) dξdτ , i = 1, 2, . . . , n. (10)
We assume that the function gi can be divided into the sum of two parts, namely gi,0 and gi,1, therefore we can write:
gi = gi,0 + gi,1, i = 1, 2, . . . , n. (11)
We rewrite Eq. (10) as the following,
fi(x, t) = gi,0(x, t)+ gi,1(x, t)+
∫ t
0
∫
Ω
ki (x, t, ξ , τ , f1(ξ , τ ), . . . , fn(ξ , τ )) dξdτ , i = 1, 2, . . . , n. (12)
For solving Eq. (10), by the homotopy perturbation method, we construct the following homotopies:
Case 1.
(1− p) (Gi(x, t)− gi(x, t))+ p

Gi(x, t)− gi(x, t)−
∫ t
0
∫
Ω
ki (x, t, ξ , τ ,G1(ξ , τ ), . . . ,Gn(ξ , τ )) dξdτ

= 0,
i = 1, 2, . . . , n (13)
or
Gi(x, t)− gi(x, t)− p
∫ t
0
∫
Ω
ki (x, t, ξ , τ ,G1(ξ , τ ), . . . ,Gn(ξ , τ )) dξdτ

= 0, i = 1, 2, . . . , n. (14)
Suppose that the solution of the system (14) is presented as the following:
Gi(x, t) = Gi,0(x, t)+ pGi,1(x, t)+ p2Gi,2(x, t)+ · · · , i = 1, 2, . . . , n, (15)
where Gi,j(x, t), i = 1, 2, . . . , n, j = 0, 1, 2, . . . , are functions which should be determined.
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Substituting Eq. (15) into Eq. (14), rearranging terms, based on powers of p, we obtain:
p0 : Gi,0(x, t) = gi(x, t), i = 1, 2, . . . , n.
p1 : Gi,1(x, t) =
∫ t
0
∫
Ω
ki

x, t, ξ , τ ,G1,0(ξ , τ ),G2,0(ξ , τ ), . . . ,Gn,0(ξ , τ )

dξdτ , i = 1, 2, . . . , n.
p2 : Gi,2(x, t) =
∫ t
0
∫
Ω
ki

x, t, ξ , τ ,G1,1(ξ , τ ),G2,1(ξ , τ ), . . . ,Gn,1(ξ , τ )

dξdτ , i = 1, 2, . . . , n.
...
pk : Gi,k(x, t) =
∫ t
0
∫
Ω
ki

x, t, ξ , τ ,G1,k−1(ξ , τ ),G2,k−1(ξ , τ ), . . . ,Gn,k−1(ξ , τ )

dξdτ , i = 1, 2, . . . , n.
...
Therefore, the approximated solutions of (12) can be obtained, by setting p = 1.
fi(x, t) = lim
p→1Gi(x, t) =
∞−
j=0
Gi,j(x, t) i = 1, 2, . . . , n. (16)
Case 2.
(1− p) Fi(x, t)− gi,0(x, t)+ pFi(x, t)− gi(x, t)− ∫ t
0
∫
Ω
ki (x, t, ξ , τ , F1(ξ , τ ), . . . , Fn(ξ , τ )) dξdτ

= 0,
i = 1, 2, . . . , n (17)
or
Fi(x, t)− gi,0(x, t)− p

gi,1(x, t)+
∫ t
0
∫
Ω
ki (x, t, ξ , τ , F1(ξ , τ ), . . . , Fn(ξ , τ )) dξdτ

= 0,
i = 1, 2, . . . , n. (18)
Suppose the solution of system (18), is shown as the ;
Fi(x, t) = Fi,0(x, t)+ pFi,1(x, t)+ p2Fi,2(x, t)+ · · · , i = 1, 2, . . . , n, (19)
where Fi,j(x, t), i = 1, 2, . . . , n, j = 0, 1, 2, . . . , are functions which should be determined.
Substitution of Eq. (19) into Eq. (18), rearranging terms, based on powers of p, we obtain:
p0 : Fi,0(x, t) = gi,0(x, t), i = 1, 2, . . . , n.
p1 : Fi,1(x, t) = gi,1(x, t)+
∫ t
0
∫
Ω
ki

x, t, ξ , τ , F1,0(ξ , τ ), F2,0(ξ , τ ), . . . , Fn,0(ξ , τ )

dξdτ , i = 1, 2, . . . , n.
p2 : Fi,2(x, t) =
∫ t
0
∫
Ω
ki

x, t, ξ , τ , F1,1(ξ , τ ), F2,1(ξ , τ ), . . . , Fn,1(ξ , τ )

dξdτ , i = 1, 2, . . . , n.
...
pk : Fi,k(x, t) =
∫ t
0
∫
Ω
ki

x, t, ξ , τ , F1,k−1(ξ , τ ), F2,k−1(ξ , τ ), . . . , Fn,k−1(ξ , τ )

dξdτ , i = 1, 2, . . . , n.
...
Therefore, an approximated solution of Eq. (10) can be obtained, by setting p = 1.
fi(x, t) = lim
p→1 Fi(x, t) =
∞−
j=0
Fi,j(x, t) i = 1, 2, . . . , n. (20)
4. Numerical results
In this section, the homotopy perturbation method will be applied to solve two systems of mixed Volterra–Fredholm
integral equations, in two examples.
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Table 1
Numerical results of Example 1.
(x, t) Absolute error for f1 in Example 1 Absolute error for f2 in Example 1
(0, 0) 0 0
(0.1, 0.1) 0.5630× 10−9 0
(0.2, 0.2) 0.7517× 10−7 0
(0.3, 0.3) 0.1371× 10−5 0
(0.4, 0.4) 0.1117× 10−4 0
(0.5, 0.5) 0.5881× 10−4 0
(0.6, 0.6) 0.2348× 10−3 0
(0.7, 0.7) 0.7739× 10−3 0
(0.8, 0.8) 0.2214× 10−2 0
Example 1. Consider the following non-linear system of the mixed Volterra–Fredholm integral equations:
f1(x, t) = g1(x, t)+
∫ t
0
∫ 1
0
k1 (x, t, ξ , τ , f1(ξ , τ ), f2(ξ , τ )) dξdτ ,
f2(x, t) = g2(x, t)+
∫ t
0
∫ 1
0
k2 (x, t, ξ , τ , f1(ξ , τ ), f2(ξ , τ )) dξdτ
where
g1(x, t) = −12x sin(t)−
1
6

t2 + x2 (t cos(t)− sin(t)) , (21)
k1 (x, t, ξ , τ , f1, f2) =

t2 + x2 ξτ f1(ξ , τ ),
g2(x, t) = t tan(x)+ 0.14726t3 (t − x) ,
k2 (x, t, ξ , τ , f1, f2) = ξ (x− t) f 22 (ξ , τ ).
Let us decompose g1(x, t) and g2(x, t) into two parts as follows:
g1(x, t) = g1,0(x, t)+ g1,1(x, t) =
[
−1
2
x sin(t)
]
+
[
−1
6

t2 + x2 (t cos(t)− sin(t))] , (22)
g2(x, t) = g2,0(x, t)+ g2,1(x, t) = [t tan(x)]+

0.14726t3 (t − x) .
In order to solve this problem by the homotopy perturbation method, we obtain the following recursive relation:
Case 1.
Substituting (15) into (14), and equating the terms with identical powers of p, leads to
p0 : G1,0(x, t) = g1(x, t) = −
1
2
x sin(t)− 1
6

t2 + x2 (t cos(t)− sin(t)) ,
G2,0(x, t) = g2(x, t) = t tan(x)+ 0.14726t3 (t − x) ,
p1 :
G1,1(x, t) =
∫ t
0
∫ 1
0
k1

x, t, ξ , τ ,G1,0(ξ , τ ),G2,0(ξ , τ )

dξdτ =
∫ t
0
∫ 1
0

t2 + x2 ξτG1,0(ξ , τ ) dξdτ ,
G2,1(x, t) =
∫ t
0
∫ 1
0
k2

x, t, ξ , τ ,G1,0(ξ , τ ),G2,0(ξ , τ )

dξdτ =
∫ t
0
∫ 1
0
ξ (x− t)G22,0(ξ , τ )dξdτ ,
...
(23)
Suppose f1(x, t) = G1,0(x, t)+ G1,1(x, t)+ G1,2(x, t), f2(x, t) = G2,0(x, t)+ G2,1(x, t)+ G2,2(x, t), the absolute errors of
f1 (x, t) and f2(x, t) are presented in Table 1 and Figs. 1 and 2.
Case 2.
Substituting (19) into (18), and equating the terms with identical powers of p, we have
p0 : F1,0(x, t) = g1,0(x, t) = −
1
2
x sin(t),
F2,0(x, t) = g2,0(x, t) = t tan(x),
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Fig. 1. Absolute error for f1(x, t) in Example 1.
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Fig. 2. Absolute error for f2(x, t) in Example 1.
p1 :
F1,1(x, t)= g1,1(x, t)+
∫ t
0
∫ 1
0
k1

x, t, ξ , τ , F1,0(ξ , τ ), F2,0(ξ , τ )

dξdτ
=−1
6

t2 + x2 (t cos(t)− sin(t))+ ∫ t
0
∫ 1
0

t2 + x2 ξτF1,0(ξ , τ ) dξdτ = 0,
F2,1(x, t)= g2,1(x, t)+
∫ t
0
∫ 1
0
k2

x, t, ξ , τ , F1,0(ξ , τ ), F2,0(ξ , τ )

dξdτ
= 0.14726t3 (t − x)+
∫ t
0
∫ 1
0
ξ (x− t) F 22,0(ξ , τ )dξdτ = 0,
p2 :
F1,2(x, t) =
∫ t
0
∫ 1
0

t2 + x2 ξτF1,1(ξ , τ ) dξdτ = 0,
F2,2(x, t) =
∫ t
0
∫ 1
0
ξ (x− t) F 22,1(ξ , τ )dξdτ = 0,
...
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Table 2
Numerical results of Example 2.
(x, t) Absolute error for f1 in Example 2 Absolute error for f2 in Example 2
(0, 0) 0 0
(0.1, 0.1) 0.147785× 10−5 0.890567× 10−7
(0.2, 0.2) 0.386954× 10−4 0.221376× 10−5
(0.3, 0.3) 0.236417× 10−3 0.123914× 10−4
(0.4, 0.4) 0.786859× 10−3 0.360757× 10−4
(0.5, 0.5) 0.1856741× 10−2 0.694463× 10−4
(0.6, 0.6) 0.3481879× 10−2 0.949673× 10−4
(0.7, 0.7) 0.5486231× 10−2 0.893427× 10−4
(0.8, 0.8) 0.743680× 10−2 0.467016× 10−4
And by repeating this approach we obtain F1,3(x, t) = F2,3(x, t) = F1,4(x, t) = F2,4(x, t) = · · · = 0. Hence,
f1(x, t) = − 12x sin(t) and f2(x, t) = t tan(x), which are exact solutions of Example 1.
Example 2. In the second example, consider the following system of non-linear the mixed Volterra–Fredholm integral
equations such that
g1(x, t) = −t2 + 2tx− 190 t
3 130− 45t + 18t2 ,
k1 (x, t, ξ , τ , f1, f2) = t2 + f 21 (ξ , τ ),
g2(x, t) = 1+ t2 sin(x)− 0.01667t
−60− 18.3879t2 − 3.27211t4 t2 − x ,
k2 (x, t, ξ , τ , f1, f2) =

x− t2 f 22 (ξ , τ ).
As stated before, we decompose g1(x, t) and g2(x, t) into two parts as follows:
g1(x, t) = g1,0(x, t)+ g1,1(x, t) =
−t2 + 2tx+ [− 1
90
t3

130− 45t + 18t2] , (24)
g2(x, t) = g2,0(x, t)+ g2,1(x, t) =

1+ t2 sin(x)+ −0.01667t −60− 18.3879t2 − 3.27211t4 t2 − x .
Following the above procedure, we obtain following the recursive relation:
Case 1.
Substituting (15) into (14), and equating the terms with identical powers of p, we have
p0 : G1,0(x, t) = g1(x, t) = −t
2 + 2tx− 1
90
t3

130− 45t + 18t2 ,
G2,0(x, t) = g2(x, t) = 1+ t2 sin(x)− 0.01667t
−60− 18.3879t2 − 3.27211t4 t2 − x ,
p1 :
G1,1(x, t) =
∫ t
0
∫ 1
0
k1

x, t, ξ , τ ,G1,0(ξ , τ ),G2,0(ξ , τ )

dξdτ =
∫ t
0
∫ 1
0

t2 + G21,0(ξ , τ )

dξdτ ,
G2,1(x, t) =
∫ t
0
∫ 1
0
k2

x, t, ξ , τ ,G1,0(ξ , τ ),G2,0(ξ , τ )

dξdτ =
∫ t
0
∫ 1
0

x− t2 G22,0(ξ , τ ) dξdτ ,
...
Suppose f1(x, t) = G1,0(x, t)+ G1,1(x, t)+ G1,2(x, t), f2 (x, t) = G2,0(x, t)+ G2,1(x, t)+ G2,2(x, t), the absolute errors of
f1 (x, t) and f2(x, t) are shown in Table 2 and Figs. 3 and 4.
Case 2.
Substituting (19) into (18), and equating the terms with identical powers of p, we have
p0 : F1,0(x, t) = g1,0 (x, t) = −t
2 + 2tx,
F2,0(x, t) = g2,0(x, t) = 1+ t2 sin(x),
p1 :
F1,1(x, t)= g1,1(x, t)+
∫ t
0
∫ 1
0
k1

x, t, ξ , τ , F1,0(ξ , τ ), F2,0(ξ , τ )

dξdτ
=− 1
90
t3

130− 45t + 18t2+ ∫ t
0
∫ 1
0

t2 + F 21,0(ξ , τ )

dξdτ = 0,
F2,1(x, t)= g2,1(x, t)+
∫ t
0
∫ 1
0
k2

x, t, ξ , τ , F1,0(ξ , τ ), F2,0(ξ , τ )

dξdτ
=− 0.01667t −60− 18.3879t2 − 3.27211t4 t2 − x+ ∫ t
0
∫ 1
0

x− t2 F 22,0(ξ , τ ) dξdτ = 0,
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Fig. 3. Absolute error for f1(x, t) in Example 2.
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Fig. 4. Absolute error for f2(x, t) in Example 2.
p2 :
F1,2(x, t) =
∫ t
0
∫ 1
0

t2 + F 21,1(ξ , τ )

dξdτ = 0,
F2,2(x, t) =
∫ t
0
∫ 1
0

x− t2 F 22,1(ξ , τ ) dξdτ = 0,
...
And by repeating this approach we obtain F1,3(x, t) = F2,3(x, t) = F1,4(x, t) = F2,4 (x, t) = · · · = 0. Hence,
f1(x, t) = −t2 + 2tx, and f2(x, t) = 1+ t2 sin(x), which are exact solutions of Example 2.
5. Conclusion
This paper presents the use of He’s homotopy perturbation method, for solving non-linear systems of mixed
Volterra–Fredholm integral equations. Maleknejad and Fadaei Yami in [10] reported the computed error for Examples 1
and 2, but by He’s homotopy perturbation method we obtain the exact solution. It can be concluded that He’s homotopy
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perturbation method is a powerful and efficient technique in finding very good solutions for these kinds of systems.
Computations are performed using Maple 10.
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