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Resumen
En los u´ltimos an˜os en robo´tica el a´rea de la visio´n 3D esta´ en continuo desa-
rrollo gracias principalmente a la aparicio´n de hardware de bajo coste y de librer´ıas
de desarrollo open source. Estas herramientas facilitan cada vez ma´s la tarea de
modelar el entorno para que robots mo´viles sean capaces de saber que´ zonas son
transitables y evitar, de esta forma, los obta´culos que aparezcan a su paso.
Este proyecto parte de uno anterior llevado a cabo por Jose Pardeiro[1]. En e´l
se propon´ıa un algoritmo capaz de detectar suelos lisos transitables haciendo uso
de la informacio´n recibida mediante una ca´mara Microsoft Kinect. Para ello se
val´ıa tanto de la informacio´n 3D que proporciona la ca´mara como de la informa-
cio´n sobre los para´metros de color RGB que captaba del entorno.
Este proyecto se propone, en primer lugar, realizar una serie de pruebas con el
algoritmo anterior usando distintos espacios de color. Posteriormente, llevar a ca-
bo la implementacio´n de mejoras a dicho algoritmo para perfeccionar no solo el
etiquetado del suelo transitable, sino tambie´n el tiempo de ejecucio´n del mismo.
Para ello, se optimizara´ el co´digo y se introducira´n nuevos criterios, como la Delta
E divergence, que permitira´n usar de una forma ma´s efectiva la informacio´n del
color para la identificacio´n del suelo, evitando al mismo tiempo los obsta´culos.
Para tal objetivo se hara´ uso del lenguaje de programacio´n C++ y de librer´ıas
externas como Open CV y PCL.
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Abstract
The 3D vision area has recently become more important in robotics. It is in
continuous development thanks, mainly, to the new low cost hardware and open
source libraries available nowadays. These tools make easier to characterize the
surroundings so that a mobile robot could recognize the environment and know
which are walkable areas. That enables it to avoid the different obstacles that may
encounter along its way.
This project is based in a previous one carried out by Jose Pardeiro[1]. That
project implemented an algorithm capable of detecting flat walkable floor using
for that purpose a Microsoft Kinect camera. The algorithm combined both 3D
information and color parameter information (in RGB) provided by the camera to
recognize the floor.
The main goals of this project are the following:
Firstly, to carry out several tests on the previous algorithm using three different
space colour.
Secondly, to implement various upgrades on the previous algorithm in order to
improve its performance: better recognition of the walkable floor and reduction
of runtime if possible. To achieve this objectives, the code will be optimized and
a new way of computing color divergences wil be implemented. This new criteria
to compute color differences, Delta E divergence, will cater for a more effective
treatment of color information.
Finally, several tests will be done on this new algorithm to find the best confi-
guration for each environment.
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1. Introduccio´n
1.1. Motivacio´n
El algoritmo sobre el que se basa el proyecto era capaz de detectar buena parte
del suelo, pero su resultado depend´ıa en gran medida de que las condiciones del
entorno le fuesen favorables. Requer´ıa de diferencias de color grandes entre el suelo
y los obsta´culos.
Era incapaz de etiquetar los brillos que aparecen en el suelo, debido a la ilumi-
nacio´n artificial en interiores, al producir un cambio importante en la apreciacio´n
del color en estos tramos. La utilizacio´n del espacio de color RGB para caracteri-
zar el suelo y comparar si un color es suficientemente cercano a otro era tambie´n
mejorable, pudiendose utilizar otros espacios de color que fuesen ma´s cercanos al
modo en que el ojo humano capta los colores.
El tiempo de ejecucio´n se pod´ıa reducir optimizando el co´digo en la medida de
lo posible.
En general, el algoritmo ofrec´ıa la oportunidad de realizar una gran cantidad de
pruebas para examinar el desempen˜o del mismo con cada uno de los cambios que
quer´ıamos introducir. Y de ese modo poder discernir de forma experimental cua´l
es la forma o´ptima de aprovechar los para´metros suministrados por la ca´mara Ki-
nect, con sus limitaciones lo´gicas, para realizar de la forma ma´s ra´pida y precisa
el etiquetado del suelo transitable.
1.2. Objetivos
El objetivo es crear un algoritmo basa´ndonos en el anterior para que el etique-
tado del suelo sea ma´s preciso y de este modo reducir el nu´mero de falsos positivos
y falsos negativos. Para ello se realizara´n toda una serie de pruebas para deter-
minar experimentalmente si los cambios mejoran notablemente los resultados del
algoritmo ya existente tanto en la identificacio´n del suelo transitable como en el
tiempo de ejecucio´n.
De forma ma´s detallada, se pretende realizar lo siguiente:
Optimizar el co´digo previo.
Trabajar con dos espacios de color ma´s al realizar pruebas con el algoritmo
anterior, HSV y CIE L*ab.
Implementar cambios en el algoritmo para realizar la comparacio´n de color
de una forma ma´s eficiente para poder etiquetar el suelo transitable de forma
ma´s precisa.
Realizar un amplio nu´mero de pruebas en este nuevo algoritmo con distintas
nubes de puntos captadas por la ca´mara variando los distintos para´metros
de entrada. Probar las distintas combinaciones posibles y compararlas entre
ellas para establecer la o´ptima.
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1.3. Estructura
En este documento se realizara´ una breve introduccio´n al a´rea de la robo´tica
en la que se ha desarrollado este proyecto y se presentara´n las bases teo´ricas de
las herramientas que han sido utilizadas para lograr el objetivo. As´ı como una
descripcio´n a nivel te´cnico del hardware y las herramientas software necesarias.
Posteriormente se detallara´ la estructura del algoritmo y se mostrara´ toda una
serie de pruebas llevabas a cabo para determinar cua´les son las condiciones y los
para´metros de entrada o´ptimos para obtener el ma´ximo rendimiento del algoritmo.
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2. Estado del arte
Se comenzara´ en esta seccio´n por introducir al lector en el estado del arte de la
navegacio´n auto´noma de robots y de la visio´n artificial como principal herramienta.
2.1. Navegacio´n de robots mo´viles
Hay tres te´cnicas principales para el desarrollo de la navegacio´n aunto´noma de
robots:
Map building and Interpretation: consiste en la descripcio´n de un escenario
usando el marco de referencia de un robot.
Localisation: consite en reconstruir el entorno utilizando los sensores
disponibles para que el robot sea capaz de conocer su posicio´n respecto del
entorno y pueda moverse en consecuencia.
Path-planning : utiliza el output del me´todo anterior y una vez conocida ya
la posicio´n del robot, requiere tambie´n la posicio´n final deseada con respecto
al mismo origen de coordenadas.
La navegacio´n que usaremos en este proyecto es la basada en visio´n. Aquella que
usa sensores o´pticos para extraer toda la informacio´n que sea posible del entorno
para poder ubicar al robot. Para logar esto u´ltimo, es de vital importancia analizar
correctamente la informacio´n proporcionada por los sensores. Para este proposi-
to existen te´cnicas como la representacio´n del entorno y algoritmos de localizacio´n.
Como muestra, la Universidad de Changzhou[4] (China) creo´ un sistema de navega-
cio´n en interiores basado en ultrasonidos. Apoya´ndose en la informacio´n aportada
por los sensores de ultrasonidos, junto a otros, le permite generar un mapa del
entrono. Con dicho mapa es capaz de conocer las coordenadas de posicionamiento
y calcular la mejor ruta para alcanzar el objetivo.
2.2. Visio´n artificial
Es una de las a´reas clave en el desarrollo de la navegacio´n auto´noma de robots.
Estudia la capacidad para procesar e interpretar la informacio´n obtenida por los
sensores o´pticos.
Se puede dividir el proceso en dos partes, que tendra´n lugar de forma continua
para cada frame captado por los sensores.
En primer lugar, se recogen todos los datos captados por los sensores. En mu-
chos casos la informacio´n procede de ca´maras 2D convencionales, aunque tambie´n
se utilizan infrarrojos o ca´maras 3D para este propo´sito. Dicha informacio´n es
transmitida habitualmente a la unidad de procesado mediante puertos USB, Fire-
Wire o Ethernet.
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En segundo lugar, se procesa la informacio´n obtenida para traducirla en infor-
macio´n utilizable. Existen mutitud de me´todos para hacerlo. Entre ellos tenemos
la conversio´n a una escala de grises para facilitar el procesado, segmentacio´n, detec-
cio´n de bordes, reconocimiento de elementos, procesado de aprendizaje mediente
redes neuronales o filtrado.
Tras este proceso tiene lugar la toma de decisiones. En el caso de la navegacio´n
auto´noma de robots, consistira´ en elegir la ruta o´ptima para alcanzar el objetivo.
Este campo ha avanzado mucho tecnolo´gicamente. Sin embargo, el principal han-
dicap es el alto coste de implementar un sistema de navegacio´n basado en visio´n
de calidad. Por tanto, una parte importante de la investigacio´n en este campo se
centra en implementar dicha tecnolog´ıa y obtener buenos resultados con equipos
de bajo coste.
Como muestra de esas investigaciones, la Universidad de Almer´ıa publico´ un sis-
tema para la automatizacio´n del riego en invernaderos[5]. Para conseguirlo usaban
un robot que pose´ıa todo lo necesario para realizar el riego e integraba tambie´n
un sistema de navegacio´n. Con estos medios implementaron dos soluciones, por un
lado el uso de una ca´mara web para recibir la informacio´n y un equipo empotrado
para procesarla, y por otro una ca´mara inteligente que realiza todos los pasos. A
pesar de usar equipos diferentes, ambas soluciones se basaban en la necesidad de
localizar el centro del pasillo del invernadero.
Tambie´n existen variedad de proyectos basados en la navegacio´n en interires, co-
mo el desarrollado por la Universidad de Tianjin[6] (China). En e´l, una ca´mara
colocada en el techo es capaz de segmentar el suelo y convertirlo en mapas de
navegacio´n que el robot puede usar para moverse conociendo el entorno.
Con este proyecto se busca contribuir a este estado del arte proporcionando un al-
goritmo capaz de etiquetar el suelo navegable en interiores por que el que se podr´ıa
mover un robot sin chocar con obsta´culos. Y todo ello con la principal ventaja de
poder hacerlo con un hardware de bajo coste.
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3. Fundamentos teo´ricos
3.1. O´ptica
Un efecto o´ptico de utilidad para este proyecto ha sido el efecto pinhole.
Consiste en la formacio´n de ima´genes invertidas por la luz que atraviesa un pequen˜o
orificio. Es la base de la ca´mara oscura y por tanto de la ca´mara fotogra´fica, e
incluso es la base del funcionamiento del ojo humano. Si bien es verdad que tanto
nuestro ojo como la ca´mara fotogra´fica hacen uso de lentes que enfocan la imagen
(el cristalino en nuestro caso y el objetivo en el otro). Es decir, al dejar pasar la
luz primero por una lente y despue´s por un pequen˜o orificio, la informacio´n 3D
del mundo se proyecta sobre un plano como una imagen invertida cuyo taman˜o es
proporcional al de los objetos reales y se puede variar modificando la distancia a
la lente. Esta distancia se conoce como distancia focal.
Figura 1: Ejemplo de modelo pinhole. Imagen cortes´ıa de
http://www.schoolphysics.co.uk
En medidas cercanas, el modelo pinhole posee una gran exactitud que va per-
diendo segu´n se aleja el objeto.
Se han creado te´cnicas que reproducen el efecto pinhole, como range imaging.
Es un conjunto de te´cnicas que se usan para producir una imagen en 2D mos-
trando la distancia de los puntos respecto a uno espec´ıfico, generalmente asociado
al tipo de sensor. El nu´mero de p´ıxeles de la imagen obtenida depende de dicha
distancia. Si la ca´mara esta´ bien calibrada, con este me´todo se puede conocer la
posicio´n de cada p´ıxel de la imagen en 2D partiendo de la distancia al punto en 3D.
Si se tiene en un cuenta un p´ıxel (xd,yd), una distancia focal (fxd,fyd) y una
profundidad depth(xd, yd), se puede conocer la situacio´n real de cada p´ıxel ha-
11
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ciendo uso de las siguientes ecuaciones:
P3D.x = (xd− cxd) ∗ depth(xd, yd)/fxd (1)
P3D.y = (yd− cyd) ∗ depth(xd, yd)/fyd (2)
P3D.z = depth(xd, yd) (3)
Para poder obtener los para´metros, es necesario calibrar la ca´mara. Para ello,
se suele partir de un tablero de ajedrez impreso en A3 como el mostrado a
continuacio´n:
Figura 2: Ejemplo de tablero A3. Imagen cortes´ıa de Nicolas Burrus
Usando ese tablero, de dimensiones conocidas, y colca´ndolo a distancias
tambie´n conocidas, se puede calibrar la ca´mara y obtener los valores de
profundidad.
3.2. Espacios de color
Un espacio de color es un sistema que describe los colores matema´ticamente.
Esto permite reproducir un mismo color de forma exacta. En realidad no es ma´s
que un modelo matema´tico abstracto que pretende describir los distintos colores
posibles como un conjunto de nu´meros (normalmente usan tres cifras). Esto da
lugar a un sistema de coordenadas donde cada punto representa un color distinto.
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3.2.1. RGB
El espacio de color RGB utiliza la intensidad de los tres colores primarios, ro-
jo, azul y verde, para generar el resto de colores combinandolos. Se trata de un
modelo basado en la s´ıntesis aditiva. Es el ma´s comu´n en sistemas electro´nicos o
en fotograf´ıa.
Cada color primario queda definido por un byte de informacio´n, y su valor, que va
de 0 a 255, implica cuanto afecta en el resultado, siendo 0 que no interviene y 255
que tiene su ma´xima intensidad. El negro se representa con tres ceros y el blanco
con los tres valores a su ma´ximo. Se suele representar en forma de cubo:
Figura 3: Cubo de color RGB
Este modelo de color no define por s´ı mismo lo que significa rojo, verde y azul,
por lo que se conoce como un espacio de color no absoluto al depender del dispositi-
vo en el que se reproduzca. Sin embargo, se han creado espacios de color absolutos
a partir de este, como el sRGB que es en el que trabaja la ca´mara Kinect, tal como
informa Microsoft[2].
Como veremos ma´s adelante, el inconveniente de trabajar con RGB ,o sRGB en
nuestro caso, es que este no describe los colores de forma lineal respecto a como lo
capta el ojo humano. Es decir, lo que el ojo capta como pequen˜as variaciones de
color puede producir grandes variaciones en los para´metros RGB y viceversa.
3.2.2. CIE L*ab
Tambien conocido como CIE Lab 1976. Sus tres variables son:
L*: representa la luminosidad. Oscila entre 0, negro; y 100, blanco difuso.
a*: posicio´n entre rojo y verde.
b*: posicio´n entre amarillo y azul.
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Este modelo croma´tico se usa para describir todos los colores que capta el ojo
humano. Fue desarrollado especificamente por la CIE (C ommission Internationale
de l’Eclairage) con el propo´sito de linealizar las diferencias de color perceptibles
por el ojo basa´ndose en el espacio de color CIE XYZ creado anteriormente en 1931.
Al ser mucho ma´s lineal que RGB, nos sera´ ma´s u´til a la hora de comparar dife-
rencias de color. Para ello habra´ que realizar una transformacio´n desde el espacio
sRGB en el que trabaja la ca´mara hasta este. Para conseguirlo habra´ que realizar
unas transformaciones intermedias: primero desde sRGB a RGB, despue´s a CIE
XYZ y por u´ltimo a CIE L*ab.
En un primer momento tenemos los valores r, g y b en el espacio sRGB (repre-
sentados por α) y se transforman a R, G y B (representados por β) en el espacio
RGB lineal.
if α ≤ 0, 04045⇒ β = α
12, 92
(4)
else ⇒ β = α + 0, 055
1, 055
(5)















Por u´ltimo, se obtienen los valores L*ab:





else ⇒ L∗ = Y
Y n
∗ 903, 3 (8)
a∗ = 500 ∗ [f(X/Xn)− f(Y/Y n)] (9)
b∗ = 200 ∗ [f(Y/Y n)− f(Z/Zn)]
Siendo la funcion f(t):
if t ≥ 0, 008856⇒ f(t) = 3√t (11)
else ⇒ t = 7,787 ∗ t+ 16/116 (12)
3.2.3. HSV
Hue (Matiz), Saturation (Saturacio´n) and Value (Valor) o HSV es un espacio
de color compuesto por las tres variables que incluye su nombre. Se representa en
coordenadas cil´ındricas. Para ser ma´s presicos:
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H: representa un a´ngulo en grados entre 0o y 360o. Cada valor corresponde
a un color.
S: se representa como la distancia al eje de brillo negro-blanco. Oscila de
0 a 100 segu´n la saturacio´n. Cuanto menor sea este valor, ma´s grisacio y
decolorado se vera´ el color en cuestion.
V: representa la altura en el eje blanco-negro. Var´ıa de 0 a 100 tambie´n.
Cuanto mayor es, ma´s claro se hace el color.
Para tener una mejor idea, su representacio´n en tres dimensiones es:
Figura 4: Coordenadas cilindricas HSV
Este espacio de color tampoco tiene una trasformacio´n lineal a RGB, ya que al
igual que CIE L*ab intenta acercarse al modo en que el ojo capta las transiciones
de los colores.
3.2.4. Delta E divergence
En 1976 la Comisio´n Internacional de la Iluminacio´n (CIE) propuso una unidad
de medida para cuantificar las diferencias entre colores, conocida como Delta E.
Fue desarrollada conjuntamente con el primer espacio de color que pretendia ser
perceptualmente uniforme, CIE L*ab.
Delta E es un nu´mero que representa la distancia entre dos colores. La idea fue
hacer que un valor igual a 1 fuese la menor diferencia de color que pudiese apreciar
un observador entrenado bajo condiciones ideales de comparacio´n. La realidad es
que el espacio L*ab no es ideal, no es completamente uniforme como pretend´ıan
y por tanto una misma Delta E no se aprecia exactamente igual para dos colores
cualquiera, pero se aproxima bastante.
Matema´ticamente la Delta E divergence no es ma´s que la distancia eucl´ıdea entre
dos puntos distintos - es decir, colores - en el espacio L*ab.
DeltaE =
√
(L∗1 − L∗2)2 + (a∗1 − a∗2)2 + (b∗1 − b∗2)2 (13)
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3.3. Cluster k-means
La separacio´n por grupos resulta clave siempre que se manejen gran cantidad
de datos. En este caso, al manejar gran cantidad de puntos captados por la Kinect
sera´ necesario usar algu´n me´todo que permita realizar agrupaciones de puntos si-
milares entre si.
Entre los distintos me´todos de clusterin destaca uno de ellos por su sencillez,
k-means. El proceso que sigue este me´todo es el siguiente:
Se parte de un nu´mero n de datos en los que se quiere realiza k agrupaciones.
En un primer momento se eligen al azar k datos como centro de los grupos y
se calcula la distancia de cada dato a cada centro. Se reagrupan los datos segu´n el
centro que tengan a menor distancia, y se calcula un nuevo centro para cada gru-
po, que se encontrara´ en el punto medio del conjunto de datos pertenecientes. Se
repetira´ el proceso en bucle hasta que de una iteracio´n a la siguiente ningu´n punto
cambie de grupo. En ese momento ya quedara´n definidos los k grupos distintos.
Figura 5: Proceso de clustering k-means
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4. Tecnolog´ıas asociadas
En este apartado tendra´ lugar una breve descripcio´n de la tecnolog´ıa en la que
se ha basado el desarrollo de este proyecto. Principalmente la ca´mara kinect, el
lenguaje de programacio´n utilizado y las librer´ıas adicionales que han resultado de
ayuda para llevar a cabo el proyecto.
4.1. Ca´mara Microsoft Kinect
El principal hardware del que haremos uso sera´ la ca´mara Kinect. Fue lanzada
al mercado a finales del 2010 cosechando un gran e´xito no solo en sector de los
videojuegos, tanto que Microsoft finalmente accedio´ a liberar los drivers.
Consta de un sensor de profundidad, una ca´mara RGB y un micro´fono multi-
array. Con ello es capaz de captar movimiento en 3D y posee reconocimiento facial
y de voz.
El sensor de profundidad consiste en dos sensores infrarojos y un sensor CMOS
monocromo que es capaz de capturar imagenes en 3D. Sin embargo, el rango de
deteccio´n de profundidad no es todo lo amplio que nos gustar´ıa y por ello haremos
uso en este proyecto de la informacio´n que aporta la ca´mara RGB para ampliar-
lo. Para distancias muy cercanas es problematico, y demasiado lejos no funciona.
Tambie´n tiene el inconveniente de que al usar la´ser infrarrojo solo funciona en unas
condiciones de iluminacio´n muy concretas, que se dan solo en interiores.
Figura 6: Ca´mara Kinect
La ca´mara RGB usa por defecto una resolucio´n VGA de 8 bits (640 x 480) con
un filtro de color Bayer, y la salida de video funciona a 30 Hz. Su rango de trabajo
es de 1,2m a 3,5m y posee un a´ngulo de visio´n horizontal y vertical de 57o y 43o
respectivamente.
Necesita alimentacio´n externa para funcionar mediante cable USB.
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4.2. C++
Se trata de uno de los lenguajes de programacio´n ma´s utilizados en la actuali-
dad. Fue creado Bjarne Stroustrup a mediados de los an˜os 1980 con la intencio´n de
extender el lenguaje C con mecanismos para la programacio´n orientada a objetos.
Esto dio lugar a un lenguaje h´ıbrido de gran potencia y flexibilidad.
Actualmente existe un esta´ndar, ISO C++, al que se han unido la mayoria de
fabricantes de compiladores actuales.
4.3. Herramientas de desarrollo
En esta seccio´n se hara´ un breve repaso de las herramientas utilizadas para
poder programar en el lenguaje C++.
4.3.1. Coleccio´n de compiladores GNU
Los compiladores GNU (GNU Compiler Collection), GCC, son unas herramien-
tas libres creadas por el proyecto GNU bajo la licnecia GPL. Estos compiladores
son ba´sicos en los sistemas basados en UNIX[3].
Actualmente GCC soporta los lenguajes ma´s comunes, como C, C++, Java o For-
tran, mientras que de forma no esta´ndar se an˜aden otros como mercury o VHDL.
4.3.2. CMake
CMake es una herramienta que que se encarga de la generacio´n de co´digo para
ayudar a portarlo entre distintas plataformas o compiladores. Para ello genera un
proyecto siguiendo una serie de instrucciones marcadas por el usuario, facilitando
el desarrollo multiplataforma.
Para poder usar CMake correctamente es necesario crear un fichero de nombre
CMakeLists.txt que debe contener los para´metros necesarios, como ficheros que
forman parte de la compilacio´n, librer´ıas que hay que incluir o el nombre final de
la aplicacio´n. CMake lee dicho archivo y genera un proyecto adecuado al Siste-
ma Operativo, el compilador elegido y la ubicacio´n de las librer´ıas que van a ser
enlazadas.
4.4. Licencia GPL
Una de las bases del proyecto es la de realizar un co´digo extensible, modular
y multiplataforma, que pueda servir como base o complemento para futuros pro-
yectos con Kinect. Por ello sera´ publicado bajo la llamada licencia GNU General
Public License (GPL).
Esta licencia fue creada por la Free Software Foundation en 1989 con la inten-
cio´n de proteger el software libre e impedir la apropiacio´n del co´digo y el robo de
libertades.
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En te´rminos legales, la licencia GPL actu´a como un contrato al ceder algunos
derechos al usuario, siendo una licencia reconocida legalmente.
4.5. Bibliotecas
En te´rminos de programacio´n, una biblioteca o librer´ıa es el conjunto de subpro-
gramas que se emplean para desarrollar otros programas, proporcionando servicios
que pueden facilitar el desarrollo. Los programas se enlazan con las librer´ıas me-
diante llamadas en el co´digo fuente, lo que hace que a la hora de compilar dichas
bibliotecas se enlacen en el ejecutable.
Las librer´ıas son utilizadas constantemente en programacio´n. Todos los lengua-
jes poseen sus propias librer´ıas que facilitan tareas tan habituales y comunes como
la muestra de elementos por pantalla. Una de las grandes facetas de C++ es la de
poder utilizar conjuntos de librer´ıas externas al lenguaje, pero programadas en e´l,
creadas por terceros, proporcionando un abanico de posibilidades inmenso, que en
este proyecto sera´n aprovechadas para simplificar el trabajo.
4.5.1. Point Cloud Library
Point Cloud Library (PCL) son un conjunto de librer´ıas que integran
multitud de algoritmos para el trabajo con nubes de puntos tridimensionales y
procesamiento geome´trico. Concretamente, contienen algoritmos variados para
filtrado, estimaciones, reconstruccio´n de superficies, registro, segmentacio´n o
adecuacio´n de modelos que son muy u´tiles en el campo de la robo´tica. Se desarrolla
de forma comunitaria por contribuyentes de todo el mundo, esta´ escrita en su
mayor´ıa en C++ y liberada bajo la licencia BSD, permitiendo que puedan ser
usadas en cualquier clase de proyecto, no necesariamente libre.
4.5.2. OpenCV
OpenCV se trata de una biblioteca open-source de visio´n artificial creada en
sus or´ıgenes por Intel. Esta´ liberada bajo la licencia BSD, la cual permite que
se integre en cualquier proyecto siempre que se cumplan las condiciones de la li-
cencia. Es una librer´ıa multiplataforma, con versio´n para Windows, MacOS X y
GNU/Linux, y contiene una gran cantidad de funciones dentro del a´rea de la visio´n.
La librer´ıa se encuentra escrita en C y C++ de forma muy optimizada, dando
un gran rendimiento. Actualmente se utiliza en multitud de aplicaciones, como
seguridad o control de procesos.
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5. Algoritmo propuesto para etiquetado de suelo
navegable
En esta seccio´n se explicara´ en detalle el funcionamiento del algoritmo paso a
paso. Primero se hara´ una breve introduccio´n que muestre cua´l es el objetivo ideal
que se desea implementar y que fue el objetivo con el que este proyecto comenzo´.
Posteriormente se seccionara´ el programa en sus distintas etapas para analizarlas
por separado y de ese modo tener una visio´n global del conjunto.
5.1. Introducio´n
El objetivo con el que comenzo´ este proyecto fue el de mejorar el algoritmo
realizado en un proyecto anterior por Jose´ Pardeiro[1]. Se busca tratar de paliar
las limitaciones de la ca´mara kinect para expandir su rango de trabajo ma´s alla´ de
la restringida informacio´n 3D que aportaban los sensores la´ser. Para tal propo´sito
haremos uso de la informacio´n de color que proporciona la ca´mara RBG. Se busca
etiquetar una mayor parte del suelo navegable que el algoritmo anterior -aumentar
true positives- evitando al mismo tiempo cometer ma´s errores y pagar el precio de
considerar como suelo lo que son obta´culos -false positives-. Ese es el reto, pues
siempre es posible aumentar los true positives relajando las condiciones de etique-
tado, lo que lleva a un aumento tambie´n de los false positives.
Para entenderlo mejor se muestra gra´ficamente de que´ situacio´n partimos y lo
que queremos conseguir.
Figura 7: Captura RGB
Partiendo de un pasillo como el mostrado anteriormente, podemos discernir los
puntos que pertenecen al suelo fa´cilmente usando la informacio´n del sensor 3D:
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Figura 8: Captura RGB
Pero el problema, como se puede apreciar, es el ya expuesto. El rango del sensor
es bastante limitado.
Para intentar solucionarlo haremos uso de la informacio´n en 2D que nos aporta la
ca´mara RGB. Usando de forma efectiva en nuestro algoritmo los para´metros de
color que nos aporta la ca´mara, intentaremos llegar a un resultado que se aproxime
lo ma´s posible al siguiente:
Figura 9: Captura RGB
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Es decir, que etiquete como suelo transitable lo ma´ximo que pueda dejando
fuera a los obsta´culos, como la papelera en este caso.
A parte de conseguir esto, hay que tener en cuenta de do´nde partimos. Para poder
mejorarlo hay que saber que´ resultados arrojaba el algoritmo anterior configura-
do con los para´metros que se dedujeron como o´ptimos. En esas circunstancias, se
obten´ıa el siguiente resultado:
Figura 10: Captura RGB
No es posible en esta situacio´n mejorar el etiquetado del suelo sin evitar que
empiece a etiquetar tambie´n obsta´culos como la puerta, la papelera o las piernas de
las personas. Por tanto buscamos mejorar ese programa para ser capaces de llegar
a un resultado que mejore lo anterior, como por ejemplo el de la figura 11. Este es,
como veremos ma´s adelante, el mejor resultado que podemos obtener con el nuevo
algotimo en este entorno, configurado con los para´metros de entrada o´ptimos.
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Figura 11: Captura RGB
Por tanto, es evidente la mejora en el etiquetado de este nuevo algoritmo.
El diagrama de flujo del programa es:
Figura 12: Diagrama de flujo general del algoritmo
En un primer momento se filtra la nube de puntos inicial para trabajar con
menos informacio´n y agilizar la segmentacio´n posterior. Una vez segmentada la
nube filtrada en sus distintos plano(suelo, techo y paredes), se calcula la regio´n
de intere´s. Posteriormente, se realiza un ana´lisis de las propiedades de color de
los p´ıxeles pertenecientes a la regio´n de intere´s para de ese modo poder etiquetar
como suelo navegable a los que cumplan ciertas condiciones. Por u´ltimo se genera
una vista ae´rea del suelo donde se muestra la zona etiquetada.
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En la siguiente seccio´n se explica ma´s detalladamente cada una de las etapas.
5.2. Partes del algoritmo
Una vez conocido el objetivo del proyecto, toca describir cada una de las partes
que lo conforman en ma´s detalle.
Al comienzo del algoritmo, la kinect nos aporta una nube de puntos con la que
tendremos que trabajar. Cada punto de la nube corresponde a un p´ıxel de la ima-
gen (640 x 480) que capta la ca´mara RBG. Para algunos de esos puntos tenemos
la toda la informacio´n: posicio´n en x, y, z; y valores RGB del p´ıxel. Pero como
ya hemos mencionado, esto solo ocurre en un rango muy limitado, en el resto de
puntos solo nos asiste la ca´mara VGA que nos aportara´ el color en sRGB.
Partiendo de esta base, los pasos que tendra´n lugar son:
5.2.1. Filtrado
El filtrado consiste en la eliminacio´n de un exceso de datos tratando de su-
primir informacio´n redundante para quedarnos con la mı´nima indispensable. Esto
supone un ahorro de ca´lculos y tiempo para realizar la segmentacio´n ma´s adelante.
Haciendo uso de un filtro tipo voxel grid se genera una rejilla de cubos de ide´ntico
taman˜o en la nube de puntos. Para cada cubo, que contendra´ varios puntos en
su interior, se genera un solo punto que sustituira´ a todos los anteriores y que se
situara´ en el centroide.
De este modo se obtiene una nube filtrada con menor nu´mero de puntos con
los que trabajar sin que se pierda la informacio´n caracter´ıstica que nos aportaba
la nube inicial. Para ello hubo que encontrar emp´ıricamente un taman˜o correcto
para el cubo del filtrado, un punto intermedio entre ligereza y fidelidad con la nube
inicial.
Figura 13: Nube original frente a filtrada
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La nube de puntos original posee 307200 puntos (640 x 480) y tras el filtrado
conseguimos reducir el nu´mero de puntos entorno a un 12 %.
5.2.2. Segmentacio´n
Dado que la parte que interesa en este proyecto es el suelo, en este paso se va a
proceder a segmentar la nube de puntos ya filtrada en sus distintos planos: suelo,
techo y paredes.
Para tal propo´sito se utilizara´ el algoritmo RANSAC (RANdom SAmple Con-
sensus). Este me´todo ajusta, de forma iterativa, los para´metros que definen a un
plano que abarque el mayor nu´mero de puntos y evalu´a las distancias entre puntos
para discriminar los que superen un cierto l´ımite, minimizando as´ı los errores.
Una vez se han obtenido los coeficientes de cada uno de los planos (ax+by+cz+d =
0), el programa los analiza para determinar cua´l es cua´l: suelo, techo, pared iz-
quierda y pared derecha. Para tal ana´lisis geome´trico, hay que tener en cuenta que
la posicio´n de la kinect es paralela al suelo en su eje Z y perpendicular en su eje
Y. Por tanto, si el valor absoluto del coeficiente a esta´ comprendido entre 0,9 y 1
se tratara´ de un plano vertical, pudiendo ser la pared derecha o izquierda. Para
determinar de cual se trata, habra´ que prestar atencio´n al valor de su coeficiente
d. Si es positivo esta´ situado a la derecha, mientras que si es negativo sera´ la pared
izquierda. Por contra, si es el coeficiente b el que se encuentra entre 0,9 y 1 el plano
es horizontal, entonces habra´ que examinar su coeficiente d para ma´s informacio´n.
En este caso si d es positivo indica techo, y en caso contrario, suelo.
Tabla 1: Coeficientes de los planos generados
a b c d
Pared dch. 0.990 0.995 0.124 1.134
Pared izq. 0.995 -0.030 0.093 -1.204
Techo -0.047 0.999 0.025 0.920
Suelo -0.044 -0.999 -0.01 -1.954
Finalmente, se obtienen cuatro nubes de puntos representando cada una a una
de las cuatro superficies. Esto descarta de nuevo a un gran nu´mero de puntos que
no entran en ninguna de las nubes cuatro nubes creadas en la segmentacio´n.
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Figura 14: Nubes de puntos segmentadas






























Figura 15: Diagrama de flujo del proceso de segmentacio´n
La gran ventaja de conocer la ecuacio´n que describe el plano del suelo es que
ahora se puede deducir que´ puntos de la nube inicial pertenecen a dicho plano y
por tanto al suelo. Esto solo se prodra´ realizar para los puntos que entren dentro
del rango de medida de los sensores la´ser, ya que son los u´nicos de los que se
tiene acceso a su posicio´n en 3D (x,y,z) y estos datos son los que usaremos para
comprobar si cumplen la ecuacio´n del plano del suelo.
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En realidad, el requisito no sera´ que lo cumplan a la perfeccio´n, se introducira´ cier-
ta tolerancia en el criterio. Se considerara´n puntos que pueden pertenecer al suelo a
aquellos que se encuentren en un rango de 10 cm de distancia al plano que describe
el suelo. De ese modo, ya tendremos en un primer momento una serie de puntos
-correpondientes a p´ıxeles en la imagen en 2D- que podr´ıan ser considerados suelo
navegable. Para que lo sean definitivamente, tendra´n que cumplir otro requisito
ma´s adelante, cuando se realice el clustering.
5.2.3. Ca´lculo de la regio´n de intere´s
La regio´n de intere´s, conocida como ROI (Region Of Interest) por sus iniciales
en ingle´s, es la parte de la imagen -conjunto de p´ıxeles- que pueden ser suelo na-
vegable. Conocer la ROI es u´til para ahorrar tiempo y trabajo al algoritmo, pues
no sera´ necesario considerar los p´ıxeles que se encuentren fuera de esta regio´n a la
hora de deducir si pertenecen al suelo navegable o no.
Para calcularlo se utilizara´ la informacio´n obtenida en la segmentacio´n. Conocien-
do la ecuacio´n del plano del suelo y de las dos paredes, se calcula la interseccio´n
entre ellos. Se obtienen dos rectas que se proyetara´n sobre la imagen en 2D, como
se ve a continuacio´n:
Figura 16: Rectas interseccio´n
Todos los p´ıxeles encerrados entre las dos rectas sera´n los pertenecientes a la
ROI, que sera´n utilizados ma´s adelante.
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5.2.4. Ana´lisis de para´metros de color
Una vez que se conocen los primeros p´ıxeles (o puntos) que pertenecen al sue-
lo, gracias a la informacio´n 3D de los sensores la´ser, el resto de puntos hay que
extraerlos usando la informacio´n sobre el color que nos aporta la ca´mara VGA que
posee la kinect.
Hay dos procesos en este apartado:
El primero es un clustering (en L*ab) para dividir segu´n su color los p´ıxeles
que se encontraban en un rango de 10 cm al plano del suleo, calculados ante-
riormente al final de la segmentacio´n. El nu´mero de grupos del clustering, k,
es una de las variables de entrada del algoritmo y se puede modificar a placer
como haremos ma´s adelante en la seccio´n de pruebas. La finalidad de esta
divisio´n en grupos segu´n su tonalidad es la de quedarnos solo con el cluster
de mayor taman˜o y etiquetar esos p´ıxeles como suelo transitable.
Con esto se consigue descartar un conjunto de p´ıxeles que pod´ıan ser obsta´cu-
los y no parte del suelo transitable, puesto que el u´nico requisito que hab´ıan
pasado previamente era solo el de ser p´ıxeles cercanos al suelo. Al quedarnos
con el grupo mayor de tonalidad similar, tenemos muchas posibilidades de
que todos esos p´ıxeles sean suelo transitable que tienen un color similar. Esto
parte tambie´n de la idea de que la mayor parte del suelo sera´ transitable,
y habra´ un mayor nu´mero de p´ıxeles transitables que de obsta´culos en las
imagenes con las que trabajemos.
Cabe sen˜alar que en un primer momento el algoritmo se implemento´ sin
el clustering, y el resultado era claramente peor. Resulta clave para el pro-
ceso, y ma´s teniendo en cuenta como se desarrolla ma´s adelante, el poder
eliminar en un primer momento cualquier p´ıxel perteneciente a obsta´culos
del conjunto de p´ıxeles que consideraremos suelo transitable en un primer
momento.
En segundo lugar, y una vez conocido el primer conjunto de p´ıxeles etique-
tados como suelo transitable, llega el momento de expandir el etiquetado
hacia el resto de p´ıxeles pertenecientes a la ROI de la forma que se explica
a continuacio´n.
Para cada uno de los p´ıxeles etiquetados como suelo se chequea a sus cuatro
vecinos, es decir, los p´ıxeles colindantes tanto horizontal como verticalmen-
te. Sin embargo esto solo se llevara´ a cabo siempre y cuando los vecinos
pertenezcan a la ROI.
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Figura 17: Vecinos a 4
El chequeo consiste en calcular la Delta E entre el p´ıxel considerado suelo y su
vecino. Si el valor de la Delta E es inferior a un cierto umbral (th, para´metro
de entrada variable) al haber una diferencia de color que consideramos lo
suficientemente pequen˜a, ese p´ıxel vecino se etiquetara´ tambie´n como suelo.
Por tanto se procedera´ a examinar tambie´n a los vecinos de ese nuevo p´ıxel
etiquetado. De este modo, el algoritmo continuara´ expandiendo la zona




(L∗1 − L∗2)2 + (a∗1 − a∗2)2 + (b∗1 − b∗2)2 ≤ th (14)
En el algoritmo anterior se tomaba un cierto color (con su valor medio y su des-
viacio´n) como referencia del color que deb´ıa tener un p´ıxel para ser considerado
suelo navegable. Los para´metros de color de cada p´ıxel de la ROI se comparaban
con e´l para determinar si era lo suficientemente cercano, y por tanto se pod´ıa
considerar suelo transitable o no. Eso no permit´ıa captar bien los tramos en los
que las variaciones de color se iban produciendo paulatinamente hasta llegar a un
color muy distinto del de partida. Esto es lo que ocurre, por ejemplo, a lo largo
de la zona central de los pasillos en las ima´genes que venimos usando de muestra,
donde el color del suelo se va gradualmente tornando ma´s blanco. Esto es fruto de
la iluminacio´n artificial que se da en interiores.
Un algoritmo como este, que toma como referencia las transiciones de color que
se producen progresivamente, p´ıxel a p´ıxel, muestra un comportamiento mucho
ma´s adecuado a la hora analizar los para´metros de color en interiores, mejorando
notablemente los resultados en el etiquetado. El hecho de usar la Delta E para
evaluar las variaciones de color es tambie´n un avance que influye en la mejora
del resultado, pues cuantifica la distancia entre colores de una forma mucho ma´s
uniforme y ma´s cercana a la percepcio´n del ojo humano.
5.2.5. Generacio´n de mapa
Como u´ltimo paso queda generar un mapa visto desde arriba, lo que se conoce
como vista de pa´jaro. Para ello es necesario conocer previamente las distancias
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reales en 3D de los p´ıxeles etiquetados como suelo.
Partiendo del modelo pinhole y conociendo los para´metros de calibracio´n de la
lente y la distancia focal, se puede conocer la distancia real haciendo uso de las
ecuaciones (1), (2) y (3) (seccio´n 3.1). Partiendo de los datos (u,v) del p´ıxel, se
desea calcular su posicio´n (x,y,z) en 3D, con lo que tenemos un sistema indetermi-
nado.
Para obtener un dato ma´s que nos falta para hacer el sistema determinado, asu-
mimos que la distancia entre la ca´mara y el plano del suelo es Y, segu´n los ejes
del plano que se pueden ver en la figura 18:
Figura 18: Representacio´n espacial kinect
Este paso ser´ıa suficiente si los ejes de la kinect fuesen realmente paralelos
al suelo y su eje Y fuese, por tanto, perpendicular al plano del suelo. Pero esto
no ocurre, el eje Y esta´ ligeramente rotado y no es perpendicular. Se encuentra
rotado respecto al eje Z que es paralelo al plano del suelo. Para solucionar este
inconveniente, es necesario calcular el a´ngulo que forma el eje Y respecto del vector
normal al plano del suelo para posteriormente rotar los p´ıxeles respecto del eje Z
en el sentido de las agujas del reloj.
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De este modo conseguiremos que los p´ıxeles del plano del suelo ya si sean perpen-
diculares al eje Y de la ca´mara kinect y podamos hacer la suposicio´n anterior para
calcular las posiciones en 3D en el mundo real de cada uno de los p´ıxeles del suelo
transitable que aparecen en la imagen.
Por mostrar un ejemplo, el resultado es el de la figura 19:
Figura 19: Ejemplo generacio´n de mapa
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6. Resultados experimentales
A continuacio´n se mostrara´n los resultados de las pruebas realizadas. En pri-
mer lugar se expondra´n las pruebas llevadas a cabo en el algoritmo anterior, para
conocer de donde partimos, y posteriormente se incluira´n las pruebas y conclusio-
nes sobre el algoritmo propuesto en este proyecto.
Para poder analizar los resultados haremos uso de tres para´metros que nos per-
mitira´n cuantificar el desempen˜o del algoritmo de forma objetiva: precision, recall
y F-score. Precision es el ı´ndice de p´ıxeles etiquetados como suelo correctamen-
te, recall representa la sensibilidad del algoritmo para etiquetar correctamente los
p´ıxeles del suelo, y F-score es una media armo´nica que combina ambos para´metros
anteriores para obtener un resultado global, y por tanto es el mejor para´metro para










2 · Precision ·Recall
Precision+Recall
(20)
donde tp significa true positives, fp false positives y fn false negatives.
6.1. Algoritmo anteior
Se han llevado a cabo una serie de pruebas con el algoritmo anterior en tres
espacios de color (RGB, L*ab, y HSV) en los tres pasillos distintos que se pueden
ver en las figuras 20, 21 y 22. En estos tres entornos, se han an˜adido obsta´culos
y se ha determinado el nu´mero de p´ıxeles etiquetados correcta e incorrectamente
para cada uno de los diez valores distintos dados al u´nico para´metro de entrada del
programa: la mahalanobis distance. Es el equivalente al threshold de la Delta E de
nuestro algoritmo propuesto, en el sentido de que marca el umbral para el que una
diferencia de color mayor ya no sera´ considerada suelo navegable. Sin embargo, hay
que tener presente que los me´todo ultilizado para la comparacio´n son totalmente
distintos, tal y como se explico´ anteriormente (seccio´n 5.2.4).
Figura 20: Pasillo 1 Figura 21: Pasillo 2 Figura 22: Pasillo 2
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De este modo, podemos mostrar a continuacio´n co´mo var´ıan precision frente a
recall y F-score frente a mahalanobis distance, que es lo que realmente nos ayu-
dara´ a determinar cua´l es la configuracio´n ma´s adecuada de este algoritmo en cada
uno de los tres entornos.
Figura 23: Resultados en los tres escenarios con obsta´culos. En HSV la
mahalanobis distance esta´ multiplicada por 10
Precision es muy similar en RGB y en Lab, en ambos casos superando a HSV.
Esto quiere decir que en HSV se etiquetan ma´s obsta´culos como suelo navegable.
Sin embargo, en HSV el valor de recall es superior. En cuanto a F-score, para
valores ma´s restrictivos de la distancia de mahalanobis se comporta mejor en HSV,
aunque con RGB o Lab se consigue un desempen˜o ma´s equilibrado al comportarse
mejor con umbrales menos restrictivos.
6.2. Algoritmo propuesto
En este apartado se mostrara´n los resultados de las distintas pruebas llevadas a
cabo con el algoritmo propuesto. Para cada uno de los tres pasillos que se muestran
en las figuras 24, 25 y 26, se han realizado una serie de pruebas modificando los
dos para´metros de entrada que posee el algoritmo para encontrar su configuracio´n
ma´s adecuada.
6.2.1. Para´metros de entrada
Los dos para´metros de entrada que modificaremos son:
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Figura 24: Pasillo A Figura 25: Pasillo B Figura 26: Pasillo C
k: nu´mero de agrupaciones que se relizan en el clustering. Cuanto mayor sea
su valor, menor sera´ el nu´mero de puntos iniciales de los que partiremos para
comparar los p´ıxeles vecinos.
Si su valor es 1, no habra´ en realidad un proceso de clustering, pues solo
habra´ un grupo que incluira´ a todos los puntos. Estos p´ıxeles son los que
aparecen en color verde y que dara´n origen, por comparacio´n con sus ve-
cinos, a los pintados en azul. Si en el pasillo A (con un valor de th = 7)
tomamos k = 1, se aprecia como tenemos un gran nu´mero de p´ıxeles en color
verde:
Figura 27: Pasillo A con k=1
Al no estar realizando el clustering, explicado en la seccio´n 5.2.4, se
esta´n tomando como p´ıxeles de partida, para la posterior comparacio´n de
color, algunos p´ıxeles pertenecientes a obsta´culos, como son las piernas
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de la persona que aparece en la imagen. Por tanto, es inevitable que por
comparacio´n de color se acabe etiquetando a gran parte de estos obsta´culos
(p´ıxeles azules). Para evitar esto, conviene aumentar el valor de k hasta que
se consiga no etiquetar obsta´culos como parte de los p´ıxeles de partida (color
verde). Tomando k=4 se consigue lo anteriormente expuesto, como se puede
ver en la imagen 28:
Figura 28: Pasillo A con k=4
Este ser´ıa el valor o´ptimo de k para este entorno, ya que si seguimos
aumentando la k ya no conseguiremos mejorar los resultados. Lo u´nico que
ocurrira´ sera´ que dejara´ de etiquetar incluso algunas zonas de suelo que antes
si etiquetaba, y el tiempo de ejecucio´n del algoritmo aumentara´ notablemente
tambie´n. Esto se aprecia en la figura 29 para un k = 7.
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Figura 29: Pasillo A con k=7
Para poder volver a etiquetar esa zona central, que dejo´ de considerarse suelo
al aumentar demasiado el valor de k, sera´ necesario jugar con el valor de th
aumenta´ndolo.
Por tanto, podemos concluir que una vez alcanzado el valor de k o´ptimo,
que evita el etiquetado inicial de los obsta´culos, no conviene aumetarlo ma´s.
th: es el umbral (threshold en ingle´s) que tendra´ la Delta E. Para un valor
superior a ese umbral, se considerara´ que la distancia entre colores es dema-
siado grande, y por tanto, ese p´ıxel vecino no pertenece al suelo navegable.
Una vez encontrado el valor de k o´ptimo en el pasillo C (k=2), vamos a
comprobar como influye el threshold que pongamos en la Delta E. Si el valor
es igual a 2, solo cumplira´n la condicio´n p´ıxeles que tengan pra´cticamente el
mismo color que su vecino. Por tanto, no se puede esperar que haya muchos
ma´s p´ıxeles etiquetados que los que lo esta´n de inicio (los verdes).
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Figura 30: Pasillo C con th=2
Se aprecia que apenas hay p´ıxeles en azul, que son los que han cumplido el
requisito de la divergencia de color. Aumentando el th hasta un valor de 7
mejora mucho el etiquetado.
Figura 31: Pasillo C con th=7
Sin embargo, existe tambie´n un valor o´ptimo de th que consiga etiquetar lo ma´ximo
posible del suelo navegable sin llegar a etiquetar de forma indiscriminada los
obsta´culos. Ese etiquetado indiscriminado, por un th excesivo, se puede apreciar
en la figura 32 con un th=15.
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Figura 32: Pasillo C con th=2
En este u´ltimo caso se admite una diferencia de color tan grande que es
imposible evitar que la papelera, la puerta o las piernas sean consideradas suelo.
6.2.2. Pasillo A
Pasamos ahora a mostrar el resultado de las pruebas experimentales relizadas
con la nube de puntos captada por la ca´mara kinect en el primero de los tres pa-
sillos.
Tras realizar una serie de pruebas tomando un valor fijo de k y variando la th, y
viceversa, hemos estimado los p´ıxeles etiquetados de forma correcta e incorrecta
para poder computar el valor de precision y de recall en cada prueba. El resultado
se muestra en la figura 33
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Figura 33: Precision frente a Recall en pasillo A
Como era de esperar, al mejorar recall empeora precision. Esto se debe a que al
relajar las condiciones de etiquetado, la proporcio´n de p´ıxeles del suelo navegable
que son etiquetados aumenta, pues aumenta el nu´mero de p´ıxeles etiquetados en
general. Es decir, aumentan los true positives, lo cual hace que mejore recall. Sin
embargo, esto ocurre pagando el precio de aumentar tambie´n los false positives, al
etiquetar como suelo a una mayor parte de los obsta´culos, lo que hace que dismi-
nuya la precisio´n del etiquetado.
Para poder determinar cua´l es el valor o´ptimo de los para´metros de entrada para
lograr el mejor desempen˜o posible de nuestro algoritmo en este primer entorno,
se han realizado un conjunto de pruebas con distintos valores de k y de th para
determinar la F-score en cada caso. De este modo, se muestra a continuacio´n en
la figura 34 la superficie en 3D que describe F-score al ser representada frente a k
y th.
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Figura 34: F-score frente a k y th
El valor ma´s cercano a uno de F-score se alcanza para el caso k=4 y th=9. En
este entorno, esta ser´ıa la configuracio´n o´ptima para un buen etiquetado del suelo
navegable. En este caso el etiquetado queda tal como muestra la figura 35.
Figura 35: Etiquetado o´ptimo pasillo A
Sin embargo, cabe destacar que segu´n las circunstancias podr´ıa convenir reducir
el nu´mero de clusters y tomar un valor de k inferior. El valor de k es uno de los
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principales responsables del tiempo de ejecucio´n del algoritmo, y por tanto, en
ciertas circunstancias podr´ıa interesar reducir algo su valor, aunque se reduzca
ligeramente F-score, si as´ı se consigue una mayor velocidad en la ejecucio´n.
6.2.3. Pasillo B
Este entorno tiene la caracter´ıstica de no poseer obsta´culos dentro de la ROI.
Por tanto, cuanto ma´s se relajen las condiciones de etiquetado y ma´s p´ıxeles se
etiqueten, mejor sera´ el resultado. Esto quiere decir que al no haber riesgo de false
positives, precision sera´ siempre igual a uno y recall y F-score mejorara´n cuanto
ma´s aumente th y ma´s disminuya k. Esto se puede apreciar en las figuras 36 37.
Figura 36: Precision frente a Recall en pasillo B
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Figura 37: F-score frente a k y th
En este caso especial que no posee obsta´culos de ningu´n tipo, la mejor con-
figuracio´n ser´ıa la ma´s permisiva. Si bien hay que tener en cuenta que esto solo
ocurrira´ en estas circunstancias particulares, para el resto de casos estos para´me-
tros de entrada estar´ıan muy lejos de ser los mejores.
Para un caso as´ı, tomando por ejemplo k=1 (no realiza clustering) y th=15 el
etiquetado es el que se muestra en la figura 38.
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Figura 38: Pasillo B con k=1 y th=15
6.2.4. Pasillo C
Estamos de nuevo ante un pasillo con diversos obsta´culos, y por tanto el com-
portamiento del algoritmo sera´ cercano al que tuvo con el pasillo A.
En las figuras 39 y 40 se muestran las dos gra´ficas que venimos utilizando.
Figura 39: Precision frente a Recall en pasillo C
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Figura 40: F-score frente a k y th
Igual que ocurr´ıa en el pasillo A, vemos como al principio para valores muy
bajos de th la F-score se encuentra bastante alejada del 1. A medida que se aumenta
la th mejora mucho el etiquetado, como nos indica la gran pendiente que posee la
superficie en los primeros valores de th. El mejor resultado se obtiene con k=2 y
th=10, donde el pico alcanza un F-score=0.9959. Se muestra esta situacio´n en la
figura 41
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Figura 41: Etiquetado o´ptimo pasillo C
6.3. Ana´lisis de tiempos
El propo´sito de este apartado es evaluar uno de los puntos claves de cualquier
algoritmo que pretenda ser ejecutado en tiempo real de forma continua, como es
nuestro caso, para cada frame que capte la ca´mara kinect.
Hay que sen˜alar que los tiempos de ejecucio´n dependen del procesador en el que
se ejecute el algoritmo. En este caso las pruebas se han realizado valiendose de un
procesador Intel i7-2670QM con una velocidad de reloj de 2,20GHz en cada uno
de sus nu´cleos.
En primer lugar, vamos a valorar la incidencia del threshold que fijamos en el
tiempo de ejecucio´n de nuestro algoritmo.
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Figura 42: Tiempo frente a th
Como se aprecia en la gra´fica de la figura 42, el valor de th no influye realmente
en el tiempo que tarda en ejecutarse el programa. El hecho de tener que etiquetar
ma´s o menos p´ıxeles a la hora de hacer la comparacio´n de color parece ser que no
tiene incidencia en el tiempo total. Sin embargo, tal como vemos en la figura 43, el
nu´mero de agrupaciones segu´n tonalidad que tenga que realizar durante el proceso
de clustering, es lo que realmente marca la diferencia.
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Figura 43: Tiempo frente a k
Tambie´n se aprecia que el tipo de entorno influye decisivamente. A mayor
complejidad del entorno a analizar, mayor tiempo de procesado requerira´.
7. Conclusiones y trabajo futuro
Aunque la mejora del algoritmo resulta evidente respecto al anterior, su apli-
cacio´n a entornos de interior sigue siendo muy mejorable.
En primer lugar tenemos las limitaciones propias del hardware utilizado. La tecno-
log´ıa basada en infrarrojos que usa la ca´mara kinect impide su funcionamiento en
exteriores debido a las interferencias con la luz solar. Tambie´n el reducido rango
de actuacio´n de los sensores la´ser son una limitacio´n intr´ınseca de la ca´mara.
La limitacio´n principal del algoritmo es que esta´ disen˜ado para uso exclusivo en
pasillos. Entornos donde haya siempre dos paredes, techo y suelo. Y adema´s el
pasillo debe ser de anchura no variable, pues si no es as´ı el ca´lculo de la ROI no se
correspondera´ con la realidad. Por tanto, la mejora del algoritmo se podr´ıa encami-
nar hacia una ampliacio´n de los distintos entornos en los que se pueda caracterizar
correctamente la regio´n de intere´s atendiendo a sus caracter´ısticas geome´tricas.
As´ı como introducir otros para´metros adicionales, como la textura, a la hora de
comparar entre si los p´ıxeles para determinar si cumplen las condiciones para ser
considerados parte del suelo navegable.
Finalmente, cabe sen˜alar que el tiempo de ejecucio´n sigue siendo un inconveniente
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importante a la hora del uso del algoritmo en tiempo real. Convendr´ıa reducir los
tiempos buscando maneras de lograr el mismo resultado sin realizar el clustering,
realizando un proceso alternativo para evitar etiquetar en un primer momento los
p´ıxeles de los obsta´culos pero que consuma mucho menos tiempo.
A. Presupuesto
En este anexo se detallara´ el coste del proyecto aqu´ı propuesto.
A.1. Costes de personal
Los costes de personal se han desglosado en las distintas etapas del proyecto.
Tambie´n se ha distinguido entre el director del proyecto y el ingeniero, pues existe
diferencia salarial entre ambos.
Las distintas etapas en las que se ha dividido el proyecto son:
Planteamiento: aprendizaje y manejo de las librer´ıas necesarias, estudio del
algoritmo inicial y disen˜o general del proyecto.
Desarrollo: desarrollo del nuevo algoritmo y estudio de las novedades a
incorporar.
Pruebas: todas las pruebas realizadas tanto en el algoritmo inicial como en
el nuevo.
Redaccio´n de la memoria: redaccio´n y correccio´n de la memoria.
Director de proyecto Ingeniero
3*Planteamiento Familiarizacio´n (h) 0 30
Estudio del algoritmo (h) 10 20
Disen˜o (h) 0 10
2*Desarrollo Desarrollo del algoritmo (h) 5 300
Investigacio´n (h) 5 120
2*Pruebas Pruebas con algoritmo propuesto (h) 10 80
Pruebas con algoritmo inicial (h) 1 5
2*Memoria Redaccio´n (h) 0 60
Correccio´n (h) 15 15
4*Total Total (h) 46 640
Salario/hora 50 30
Salario total () 2300 19200
Total () 21500
Tabla 2: Costes desglosados de personal
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A.2. Costes materiales
Aqu´ı se tiene en cuenta todos los costes en los que se incurren que no sean
de personal. Es decir, el gasto en hardware, software y recursos de oficina. En
hardware tenemos tanto la ca´mara kinect como un ordenador de alta gama. Se
ha considerado que ambos dispositivos tienen un plazo de amortizacio´n de tres
an˜os, y se han tenido en cuenta los 4 meses de duracio´n del proyecto. El coste
en software es nulo en este caso, pues se opto´ por el uso de alternativas libres y
gratuitas. Finalmente, como recursos de oficina tenemos solo el coste de acceso a
internet.
Coste de proyecto
2*Hardware Ordenador 900 (total) 100
Kinect 100 (total) 11.11
Software Software 0 0
Oficina Internet 30 (/mes) 120
Total () 231.11
Tabla 3: Costes desglosados de material
A.3. Total
Sumando todos los costes anteriores, y an˜adiendo tambie´n los costes
indirectos(20 %) y el IVA(21 %), el precio total asciende a treinta y un mil qui-




Costes indirectos (20 %) 4346.22
Subtotal 26077.33
IVA (21 %) 5476.24
Total () 31553.57
Tabla 4: Costes desglosados totales
Legane´s, 14 de Septiembre de 2014
El ingeniero
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