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Abstract It is well known that mode coupling theory (MCT) leads to a two-step power-law time decay in dense
simple fluids. We show that much of the mathematical machinery used in the MCT analysis can be taken over to
the analysis of the systematic theory developed in the Fundamental Theory of Statistical Particle Dynamics [1]. We
show how the power-law exponents can be computed in the second-order approximation where we treat hard-sphere
fluids with statics described by the Percus-Yevick solution.
1 Introduction
The long time dynamics of dense classical fluids is complicated. There is experimental evidence of power-law
decays as a function of time. One approach used to describe this evolution is Mode-Coupling Theory (MCT). MCT
has been an extremely controversial theory. The problem is that there is no systematic derivation. MCT has been
cobbled together piece by piece leading to its present form. There has been no systematic way of deriving, correcting,
or extending the basic description.
Despite these criticisms MCT has led to a long time scenario which seems to match a lot of the physical opera-
tions in a dense fluid. It has been argued by [2] that MCT is the “mean field” theory governing glassy behavior and
the basic results are more general than found in MCT.
The most contentious issue in judging MCT is the existence of an ergodic-nonergodic (ENE) transition. It is
commonly believed that there are no ENE transitions in the classes of models studied. However there is almost a
transition. In the ideal MCT scenario there is an ENE transition at some critical packing fraction η∗. MCT implies
a rather elaborate slow dynamics on either side of the critical density. There is, for η < η∗, a three step process [3].
The equilibrium density autocorrelation function first exhibits power-law decay
Gρρ (q, t) = 〈ρ−q(0)ρq(t)〉c ∼ fq +Aqt−a ,
followed by the von Schweidler decay
〈ρ−q(0)ρq(t)〉c ∼ fq−Bqtb ,
and finally exponential (possibly stretched) decay
〈ρ−q(0)ρq(t)〉c ∼ e−(t/t0)β .
A full analysis of the theory gives expressions for the exponents
Γ (1−a)2
Γ (1−2a) = λ =
Γ (1+b)2
Γ (1+2b) ,
where λ is a material dependent quantity.
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Fig. 1 Generic one loop contribution to ΣBB(1,2).
In FTSPD[1] and SDENE[4] one of us introduced a new theory for the dynamics of collections of classical
particles. It is shown in [4] that at second order in perturbation theory one is led to a description which has similarities
with MCT.
In this paper we take the analysis of the kinetics beyond the analysis of the location of the transition. We explore
the slow kinetics for the regimes bellow and above the transition. It was shown in [4, 5] that the density-density
cumulant Gρρ (q, t) satisfies the kinetic equation
∂ Gρρ
∂ t (q, t) =−
¯Dq2ρ¯S(q)−1Gρρ (q, t)+ ¯Dq2
∫ t
0
dsβ 2ρ¯ΣBB(q, t− s) ˙Gρρ(q,s) , (1.1)
where β = 1/kBT is the inverse temperature, ρ¯ is the average density, ¯D is the diffusion coefficient, S(q) is the static
structure factor, and ΣBB is the B-B component of the self-energy matrix for the theory of the two fields ρ and B
where B is a response field. The important point is that ΣBB can be determined systematically in perturbation theory
and, at second order in the potential, is given by
β 2ρ¯4ΣBB(q1, t) =−12
∫ d3k2
(2pi)3
d3k3 dt ′ δ (q1− k2− k3)δ (t− t ′)
[
1+2 ¯K13
∂
∂ t +2
¯K12
∂
∂ t ′ +
¯K212
∂ 2
∂ t ′2
+ ¯K213
∂ 2
∂ t2 +2
¯K12 ¯K13
∂
∂ t
∂
∂ t ′
]
×
[
G(0)ρρ (k2, t) ˜Gρρ(k3, t ′)+ ¯Gρρ(k2, t) ¯Gρρ(k3, t ′)
]
where ¯K12 = (q1 ·k2)/q21k22, ¯K13 =(q1 ·k3)/q21k23, G(0)ρρ is the non-interacting density autocorrelation function and ˜Gρρ
and ¯Gρρ are dressed propagators [5]. Recently it has been suggested [6] that it is important to include information in
addition to the static structure factor to make accurate quantitative predictions about glassy dynamics. In principle,
a systematic extension of FTSPD to higher orders in the effective potential can take such data into account.
There are a number of differences between the MCT kernel and ΣBB although the overall structure is similar.
In the FTSPD the self-energy has the basic structure represented by the one-loop diagrams shown in Figure 1. The
triangles at the ends of the graph are the lowest order vertices. We study here the cases where the vertex functions
are given by the non-interacting values. These vertices have a frequency dependence. Between the vertices we have
several sets of products of matrix propogators. An interesting feature is that all of these propagators G(0)i j , Gi j , ˜Gi j ,
¯Gi j satisfy similar fluctuation-dissipation theorems. For a full discussion see [7].
It has been understood for some time that there are corrections to MCT that consist of higher numbers of loops.
The two loop correction is of the general form
Σ (3)BB (1,2)=

1 2
where now one has 4-point vertices and a product of these dressed matrix propagators.
Our work here is to explore the long time solutions of the kinetic equations. Near an ENE transition we can
assume certain analytic forms for the time dependence of Gρρ (q, t). For MCT a rather elaborate mathematical
machinery has been developed for performing this asymptotic analysis [8]. While none of this is new for MCT, we
find it useful to present these procedures in some detail. The results of an analysis for MCT are well known; for the
case of the FTSPD the results are all new and comparable to the MCT. We begin with some background information
on FTSPD and MCT. We follow this by a review of the asymptotic MCT analysis. Finally, we apply the analyis to
FTSPD and numerically determine the power-law and von Schweidler exponents for hard spheres using the Percus-
Yevick approximation for the static structure factor. We compare these results to those of the corresponding mode
coupling theory.
32 Reviews of FTSPD and MCT
In this section we shall briefly review the origins of FTSPD and MCT and how one can use them to construct kinetic
equations like (1.1) for correlation functions of interest.
FTSPD
The Fundamental Theory of Statistical Particle Dynamics is a framework from which mode-coupling-like kinetic
equations can be derived, including systematic corrections to them. In Smoluchowski dynamics, FTSPD is devel-
oped as a field theory whose fundamental field is the position variable, Ri(t). Starting with the equations of motion,
˙Ri(t) = DFi(R)+ηi(t)
together with the variance of the Gaussian noise term
〈ηi(t)η j(t ′)〉= 2kBT Dδi jδ (t− t ′) ,
we obtain a generating functional for a path
Z(H) = 〈eRi·Hi〉=
∫
[dηi]d3R(0)i P0(R
(0)
i )exp
{
− 1
4kBT D
∫
∞
t0
η2i dt +Ri ·Hi
}
where R ·H is shorthand for ∫
∞
t0
R(t) ·H(t)dt
and the integrated-over initial conditions are
Ri(t0) = R
(0)
i
with probability distribution given by P0(R(0)i ). We can obtain the Martin-Siggia-Rose action for this system by
exploiting the functional delta-function identity∫
[dηi]δ ( ˙Ri−DFi−ηi) =
∫
[dRi] detMi δ ( ˙Ri−DFi−ηi) = 1 ,
where detMi is the Jacobian
detMi = det
δηi
δRi
.
Inserting this identity into the generating functional and using the functional Fourier representation of the delta-
function we obtain
Z(H) =
∫
[dηi]d3R(0)i P0(R
(0)
i )exp
{
− 1
4kBT D
∫
∞
t0
η2i dt +Ri ·Hi
}
=
∫
[dηi][dRi]d3R(0)i P0(R
(0)
i ) detMi δ ( ˙Ri−DFi−ηi)exp
{
− 1
4kBT D
∫
∞
t0
η2i dt +Ri ·Hi
}
=
∫
[dηi][dRi][d ˆRi]d3R(0)i P0(R
(0)
i ) detMi exp
{
i
∫
ˆRi( ˙Ri−DFi−ηi)dt
}
exp
{
− 1
4kBTD
∫
∞
t0
η2i dt +Ri ·Hi
}
.
We now combine the arguments of the two exponentials into a single integral:
Z(H) =
∫
[dηi][dRi][d ˆRi]d3R(0)i P0(R
(0)
i ) detMi exp
{∫
∞
t0
(
i ˆRi( ˙Ri−DFi−ηi)− η
2
i
4kBTD
)
dt +Ri ·Hi
}
=
∫
[dηi][dRi][d ˆRi]d3R(0)i P0(R
(0)
i ) detMi exp
{∫
∞
t0
(
i ˆRi( ˙Ri−DFi)− η
2
i +4ikBT D ˆRiηi
4kBT D
)
dt +Ri ·Hi
}
=
∫
[dηi][dRi][d ˆRi]d3R(0)i P0(R
(0)
i ) detMi
× exp
{∫
∞
t0
(
i ˆRi( ˙Ri−DFi)− (ηi +2ikBT D
ˆRi)2
4kBT D
− ˆRikBT D ˆRi
)
dt +Ri ·Hi
}
.
4Now all other variables are independent of ηi, so we can perform the Gaussian integral and absorb the constant into
the measure. We obtain
Z(H) =
∫
[dRi][d ˆRi]d3R(0)i P0(R
(0)
i ) detMi exp
{
−
∫
ˆRikBT D ˆRi− i ˆRi( ˙Ri−DFi)dt +Ri ·Hi
}
.
We use this to build the generating functional for all the paths:
ZN(H) =
∫ N
∏
i=1
[dRi][d ˆRi]d3R(0)i P0(R
(0)
i ) exp
{
−
∫
dt
N
∑
i=1
[ ˆRikBT D ˆRi− i ˆRi( ˙Ri−DFi)−AiJ]+φ ·H
}
,
where we have rewritten the Jacobians as AiJ = lndetMi and introduced the symbol φ to represent the fields (con-
structed from R, ˆR) that we wish to couple to H. A more complete derivation with a treatment of the Jacobian is
available in [1]. From the generating functional of the paths we obtain the grand canonical partition function
ZT [H] =
∞
∑
N=0
zN
N!
ZN(H)
from which we construct the generator of cumulants
W [H] = logZT [H] .
The source fields Hρ and HB are coupled to the density
ρ(1) = ∑
i
δ (x1−Ri(t1)) ,
and response field
B(1) = D∑
i
{
ˆRi∇1 +θ (0)∇21
}
δ (x1−Ri(t1)) ,
respectively. The value of θ (0) is chosen based upon the discretization scheme we adopt for the path integral. The
standard Stratonovich discretization1 results in θ (0) = 1/2. We generate cumulants by functional differentiation:
Gρ...ρB...B(1, ..., ℓ, ℓ+1, ...,n) =
δ
δHρ
· · · δδHρ
δ
δHB
· · · δδHB W [H]
∣∣∣∣
Hρ=HB=0
.
From the Legendre transform of W [H] one generates the irreducible vertices
Γi j...k =
δ
δGi
δ
δG j
· · · δδGk W [G] .
The two-point vertices satisfy the Dyson equation
∑
k
ΓikGk j = δi j .
Expanding the vertex to second order in the potential we have Γik = γ(0)ik + γ
(1)
ik −Σik. Plugging into the B-ρ compo-
nent of Dyson’s equation we construct the kinetic equation
∂ Gρρ
∂ t (q, t) =−
¯Dq2ρ¯S(q)−1Gρρ (q, t)+ ¯Dq2
∫ t
0
dsβ 2ρ¯ΣBB(q, t− s) ˙Gρρ(q,s) ,
where ¯D = kBT D and Gρρ (q,0) = S(q). It is shown in [4] that approximations for ΣBB can be generated as a power
series in an effective interaction potential.
1 Using the Ito prescription is equivalent to making θ(0) = 0, resulting in a trivial Jacobian. The Stratonovich prescription is usually
preferable since the ordinary chain rule of calculus remains unmodified when dealing with multiplicative noise. Either way, in FTSPD
the Fokker-Planck equation and all correlation functions resulting from the path integral are independent of the choice of discretization
since the noise is not multiplicative.
5MCT
The most common path to Mode Coupling Theory is through the projection operator formalism of Zwanzig and
Mori. We briefly summarize the development given in [9]. We start from the fundamental relationship between a
function of phase-space variables A(r, p) and the Hamiltonian H = ∑i p2i /2m+ 12 ∑i6= j V (ri j):
dA
dt = {A,H } ≡ iL A(t) , (2.1)
where we have used the Poisson bracket
{A,B}= ∑
i
(∂ A
∂ ri
∂ B
∂ pi
− ∂ A∂ pi
∂ B
∂ ri
)
.
This equation defines the Liouville operator L :
iL =∑
i
pi
m
∂
∂ ri
−∑
i6= j
∂V
∂ ri
∂
∂ pi
.
It follows that we may formally express the time evolution of A as
A(t) = eiL t A(0) .
The next step in the analysis is to identify A with a set of functions that we are interested in tracking. These are
referred to as “slow variables.” For the derivation of the basic MCT equation these are the density fluctuations and
longitudinal current: A(t) = (δρk(t), jLk (t)). We also define an inner product
(A,B) = 〈A†B〉 ,
which allows us to define the projection operator 2
P ≡ A(A, ...)(A,A)−1 .
Note that A = A(0) above. The projections perpendicular to the slow variables are referred to as “fast variables.”
Separating the left-hand side of (2.1) into components parallel and perpendicular to A(0) allows us to express the
time evolution as
dA
dt = iΩA(t)+
∫ t
0
eiL (t−τ)iPL f (τ)dτ + f (t) ,
where
iΩ = (A, iL A)(A,A)−1
and
f (t) = ei(1−P)L t i(1−P)L A .
Exploiting the orthogonality between f (t) and A(0) allows us to write
dA
dt = iΩA−
∫ t
0
K(t− τ)A(τ)dτ + f (t) ,
where the kernel is given by
K(t) = ( f (0), f (t))(A(0),A(0))−1 .
Introducing the correlation matrix C(t) = 〈A†(0)A(t)〉= (A(0),A(t)) we have
dC
dt = iΩC(t)−
∫ t
0
dτ K(t− τ)C(τ) .
2 The projection operator retains the same form when A is generalized to a set of functions. In this case, (A,A) refers to the matrix
Ai j = (Ai,A j) and PB = ∑i, j (A,A)−1i j(A j ,B)Ai.
6Specializing to our choice of slow variables, A = (δρk(t), jLk (t)), we obtain
∂ 2Gρρ(q, t)
∂ t2 +
q2kBT
mS(q)Gρρ (q, t)+
m
NkBT
∫ t
0
dτ 〈R−q(0)Rq(t− τ)〉 ˙Gρρ(q,τ) = 0 (2.2)
from the ρ- j component of our correlation matrix, where
Gρρ (q, t) = 〈δρ−q(0)δρq(t)〉
is the density-density cumulant 3 and
Rq =
d jLq
dt − i
qkBT
mS(q)δρq .
So far all of these manipulations have been exact. However, computing with (2.2) is not practical without simplifying
the kernel K(t) = 〈R−q(0)Rq(t)〉. This is the point where the uncontrolled approximations of MCT are introduced.
They consist of:
– Replacing the time evolution operator ei(1−P)L t → P2eiL tP2, where P2 projects onto the dominant “slow”
mode of Rq.
– Gaussian and convolution approximations for the correlation functions which allow them to be factorized into
simpler correlation functions proportional to the static structure factor.
In contrast to the FTSPD, it is not clear how one could go about systematically improving the MCT approximations
for the memory function kernel.
3 Review of MCT Asymptotic Analysis
These approximations define mode coupling theory and lead to the following equation4 for the density autocorrela-
tion function, Gρρ(q, t):
∂ 2
∂ t2 Gρρ(q, t)+Ω
2(q)Gρρ(q, t)+Ω 2(q)S(q)
∫ t
0
dt ′M(q, t− t ′) ∂∂ t ′Gρρ (q, t
′) = 0 ,
where
Ω 2(q) = q
2kBT
mS(q)
M(q, t) =
1
2
∫ d3k
(2pi)3
V 2(q,k)Gρρ(k, t)Gρρ(|q−k|, t)
V 2(q,k) = ρ
q2
{qˆ ·kc(k)+ qˆ · (q−k)c(|q−k|)}2
ρc(k) = 1− 1S(k)
The important point is that M is a non-linear function of the density autocorrelation function. V (q,k) is the vertex in
the theory. We may rewrite the equation in terms of the normalized density autocorrelation function φ(k, t) which is
related to the autocorrelation function by Gρρ (q, t) = S(q)φ(q, t). The kinetic equation can then be written as
∂ 2
∂ t2 φ(q, t)+Ω
2(q)φ(q, t)+Ω 2(q)
∫ t
0
dt ′M′(q, t− t ′) ∂∂ t ′φ(q, t
′) = 0 . (3.1)
3 It should be noted that the convention used in this section (and most of the MCT literature) for the cumulants is different
from the convention we have employed in the discussion of FTSPD: GFTρρ (q,t) = lim V−1〈δ ρ−q(0)δ ρq(t)〉 while GMCTρρ (q,t) =
lim N−1〈δ ρ−q(0)δ ρq(t)〉, where V and N are the volume and number of particles, respectively. Accordingly the static structure factors
are related in the same way: SFT (q) = ρSMCT (q). We continue to use the MCT convention when we discuss the MCT kinetic equation
below, and switch back to the original convention when we discuss the FTSPD kinetic equation.
4 We are presenting the Newtonian MCT equation. For Smoluchowski dynamics only one time derivative appears.
7The corresponding kernel M′(q, t) is given by
M′(q, t) =
1
2
∫ d3k
(2pi)3
V 2(q,k)φ(k, t)φ(|q−k|, t)
V 2(q,k) = ρ
q2
S(q)S(k)S(|q−k|){qˆ ·kc(k)+ qˆ · (q−k)c(|q−k|)}2 .
The only relevant parameter for hard spheres is the number density, ρ . We are interested in extracting the long-time
slow dynamics for this model. In the following sections all numerical calculations and plots are found using the
Percus-Yevick approximation for the hard sphere sturcture factor. It is useful to work using the Laplace transform5
which diagonalizes (3.1) [10, 11]. This leads to
z2φ(q,z)− z+Ω 2φ(q,z)+Ω 2L [M(q, t)](zφ(q,z)−1) = 0 ,
where we have applied the initial conditions φ(q,0) = 1 and ˙φ (q,0) = 0. Rearranging terms we have
Ω 2φ(q,z)
1− zφ(q,z) = Ω
2
L [M(q, t)]+ z . (3.2)
3.1 Heuristic Analysis of MCT: Time Dependence at Transition
In the long-time regime we assume φ(q,z)→∞ as |z| → 0. In this regime (|z| ≪ 1) we may ignore the z on the right
hand side of (3.2) and thereby cancel the factors of Ω . This gives us6
φ(q,z)
1− zφ(q,z) = L [M(q, t)] . (3.3)
Next we apply the ansatz φ(q, t) = f (q) + (1− f (q))2ψq(t) where ψq(t) is assumed small and f (q) is a non-
ergodicity parameter. The Laplace transform of the ansatz is given by
φ(q,z) = f (q)
z
+(1− f (q))2ψq(z) .
We now plug this into (3.3) and expand the left hand side to second order in ψq(z):
1
1− fq
( fq
z
+(1− fq)ψq(z)+ z(1− fq)2ψ2q (z)
)
= L [M(q, t)] .
To apply the ansatz to the right hand side note that
φ(k, t)φ(|q−k|, t) = { fk +(1− fk)2ψk(t)}{ fq−k +(1− fq−k)2ψq−k(t)}
= fk fq−k + fk(1− fq−k)2ψq(t)+ fq−k(1− fk)2ψk(t)+(1− fk)2(1− fq−k)2ψk(t)ψq−k(t) .
The two middle terms above may be combined into a single term in the integral. We now employ the notation of [8]
to make the following more compact. Let
Fq[ fk] = ρS(q)2q2
∫ d3k
(2pi)3
V 2(q,k) fk fq−k
Cq = ρ
δFq[ fk]
δρ
Cqk =
δFq[ fk]
δ fk (1− fk)
2 (3.4)
Cqkp =
1
2
δ 2Fq
δ fkδ fp (1− fk)
2(1− fp)2 .
5 Our conventions are defined in Appendix B.
6 Note that in MCT both Newtonian dynamics and Smoluchowski dynamics satisfy the same asymptotic equation.
8We obtain
1
z
( fq
1− fq −Fq[ fk]
)
+
(
ψq(z)−Cqkψk(z)
)
+ z(1− fq)ψ2q (z)−CqkpL [ψk(t)ψp(t)] = 0 (3.5)
where it is understood that we are integrating over repeated indices: Cqk fk ≡
∫
d3kCqk fk/(2pi)3, etc. This expansion
yields three conditions for the ideal metastable state. The first one, given by
fq
1− fq = Fq[ fk]
determines fq. For hard spheres, this equation can be solved by iteration. A plot of fq using the Percus-Yevick
approximation for the hard-sphere structure factor is available in Figure 2. The second and third conditions can
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Fig. 2 This plot shows f MCTk , the non-ergodicity parameter, at the critical density ηMCT = 0.515.
be found by considering a further expansion of ψq(z) = ψ(1)q +ψ(2)q , with ψ(2)q /ψ(1)q → 0 as z → 0. We plug the
expansion into our equation and match orders. To the order of ψ(1)q , we obtain
ψ(1)q (z) =Cqkψ(1)k (z) , (3.6)
where Cqk is defined by (3.4). This equation determines the spatial dependence of ψ(1)q (z). We can solve this equation
for ψ(1)q (z) by finding an eigenvector of the operator
Cqk =
ρS(q)
q2
V 2(q,k) fq−k(1− fk)2
with unit eigenvalue. This eigenvector is found at the critical density [12]. Below the critical density (3.6) cannot
support a nontrivial solution. Above the critical density the eigenvalue moduli are all less than one. Denote the right
eigenvector associated with the unit eigenvalue by ek, and the corresponding left eigenvector by eˆk. Furthermore,
impose the conditions ∑k eˆkek = 1 and ∑k eˆkekek(1− fk) = 1. With this notation we have
ψ(1)q = Aeqφν(z) ,
90
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Fig. 3 This plot shows eMCTk , the right eigenvector of CMCTqk , at the critical density ηMCT = 0.515. The eigenvector is normalized
according to the convention ∑k ekek = 1.
with A a thus far undetermined constant and φν (z) a function of z only. Plots of ek and eˆk for the hard sphere system
are available in Figures 3 and 4, respectively. Next, we match the second order terms in (3.5). We obtain
(δqk−Cqk)φ (2)k =−(1− fq)z[ψ(1)q ]2 +CqkpL [ψ(1)k ψ(1)p ] .
Now multiply both sides by the left eigenvector, eˆq. We obtain
0 =−eˆq(1− fq)z[ψ(1)q ]2 + eˆqCqkpL [ψ(1)k ψ(1)p ]
=−eˆq(1− fq)zA2eqeqφ2ν (z)+A2eˆqCqkpekepL [φ2ν (t)]
=−A2zφ2ν (z)+A2λL [φ2ν (t)] ,
where we have used the condition ∑k eˆkekek(1− fk) = 1 and λ = eˆqCqkpekep in the third line. This gives us an
equation for the z-dependent part of ψ(1):
zφ2ν (z) = λL [φ2ν (t)] . (3.7)
Using7 φν(t) = t−a, which implies φν(z) = Γ (1−a)z1−a , we obtain a quantitative expression for the power law index
z
Γ 2(1−a)
z2−2a
= λ Γ (1−2a)
z1−2a
.
This implies
Γ 2(1−a)
Γ (1−2a) = λ = eˆqCqkpekep ,
where λ has to be determined numerically. This analysis only applies near the transition density. The assumption of
ψ = ψ(1)+ψ(2) and matching the orders might fail in other circumstances. A question remaining in this analysis is
the nature of the separation of ψq(z) into first and second order terms.
7 The amplitude of the power law is absorbed in the parameter A.
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Fig. 4 This plot shows eˆMCTk , the left eigenvector of CMCTqk , at the critical density ηMCT = 0.515. The eigenvector is normalized according
to the convention ∑k eˆk eˆk = 1.
3.2 Ergodic-Nonergodic Transition
Having demonstrated the approach corresponding to slow power-law decay, we can push harder for a fuller descrip-
tion at the transition as well as above and below. We take first the case of working at the transition. To see if the
mode-coupling approach supports an ergodic-nonergodic transition, we write φ(q, t) = fq+gq(t), with gq(t)→ 0 as
t → ∞. This implies φ(q,z) = fq/z+gq(z), with gq(z) less singular than 1/z. Let us make this substitution in (3.2):
Ω 2( fq/z+gq(z))
1− z( fq/z+gq(z)) = Ω
2
L [M(q, t)]+ z .
Ignoring terms less singular than 1/z in the long time limit (z→ 0) we obtain
fq
1− fq = Fq( fk) . (3.8)
Therefore, we find that there is a non-ergodic state when the above equation supports a nontrivial solution for fq.
Solving this equation by iteration reveals that there is indeed an ergodic/non-ergodic transition for hard spheres at
η ≈ 0.52, using the Percus-Yevick approximation for the static structure factor.
Next let us determine how the non-ergodicity parameter changes when we perturb the density: ρ → ρ + δρ .
Write fq = f ρq +(1− f ρq )2gq, where gq is “small”, and substitute into the left hand side of (3.8):
fq
1− fq =
f ρq +(1− f ρq )2gq
(1− f ρq )(1+(1− f ρq )gq)
=
f ρq
1− f ρq
+gq +(1− f ρq )g2q +O(g3)
The right hand side of (3.8) expands to
Fρ+δ ρq ( f ρ+δ ρk ) = Fρq +
δFρq
δρ δρ +
δFρq
δ fk δ fk +
1
2
δ 2Fρq
δ fkδ fp δ fkδ fp +O(g
3,gρ,ρ2) ,
where δ fk = (1− fk)2gk and Fρq is evaluated at f ρk . Using notation introduced in Section 3.1 we obtain
Fρ+δ ρq ( f ρ+δ ρk ) = Fρq +Cqε +Cqkgk +Cqkpgkgp +O(g3,gρ,ρ2) .
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Combining both sides we obtain an equation for gq:
gq +(1− f ρq )g2q =Cqε +Cqkgk +Cqkpgkgp +O(g3,gρ,ρ2) .
Rewriting in a more suggestive form,
(δqk−Cqk)gk =−(1− f ρq )g2q +Cqε +Cqkpgkgp +O(g3,gρ,ρ2) (3.9)
At the transition density, ρ = ρc, Cqk has unit eigenvalue. Let us expand gk = g(1)k + g
(2)
k and assume that g
(1)
k is
the unit eigenvalue of Cqk. In that case, we can write g
(1)
k = gek, with g a thus far undetermined small parameter.
Plugging this form into (3.9) allows us to relate g and the separation parameter ε = (ρ − ρc)/ρc. Expanding to
second order in g, we obtain
(δqk−Cqk)g(2)k =−(1− f ρq )(g(1)q )2 +Cqε +Cqkpg(1)k g(1)p +O(g3,gρ,ρ2) .
Multiplying both sides by the left eigenvector of Cqk to eliminate g
(2)
k yields
0 =−g2eˆq(1− f ρq )e2q + eˆqCqε +g2eˆqCqkpekep +O(g3,gρ,ρ2) .
Recalling the convention for the eigenvectors, eˆq(1− f ρq )e2q = 1, and the definition of λ = eˆqCqkpekep, we find
g2 =
eˆqCqε
1−λ .
We also know that Cq is positive, since to leading order in the separation parameter Fρ+δ ρq = (1+ ε)Fρq . Therefore
our assumptions are consistent near the transition density as long as λ < 1 and the small parameter in g(1)k scales as√
ε . Putting all of this together, the non-ergodicity parameter near the transition density can be written as
fq = f cq +g(1− fq)2eq .
A plot demonstrating the proper scaling behavior is shown in Figure 5. A similar analysis implies that for the largest
eigenvalue E0 of Cqk, assuming the eigenvalue is one at the critical density, E0 = 1− 2g(1−λ), agreeing with the
statements in [13]. A plot of the maximum eigenvalue of Cqk as a function of the packing fraction is shown in Figure
6.
3.3 Time regimes
In this section we will analyze the asymptotic long-time behavior of φ(q, t). First we need to find out what happens
at the critical density so we can match the other solutions to it in the limit ε → 0. The analysis of φ(q, t) at the critical
density is essentially the same as in Section 3.1, but we include it here for completeness. In the non-ergodic (glass)
case we have only one long time to consider. In the ergodic (liquid) case there are two time regimes: the power law
decay as in the solid case followed by the von Schweidler decay. To analyze these regimes we rescale the time t by
introducing a large constant ωc such that τ = ωc t . In this rescaling the power law decay corresponds to τ ≪ 1 and
the von Schweidler decay to τ ≫ 1.
3.3.1 Critical Density
Here we are interested in the asymptotic behavior of φ(q, t) at large times. First we consider what happens at the
critical density. As in Section 3.1 we apply the ansatz φ(q, t) = f (q)+(1− f (q))2ψq(t). We obtain
1
z
( fq
1− fq −Fq[ fk]
)
+
(
ψq(z)−Cqkψk(z)
)
+ z(1− fq)ψ2q (z)−CqkpL [ψk(t)ψp(t)] = 0 , (3.10)
where the first term (proportional to 1/z) vanishes by definition. Again, considering a further expansion of ψq(z) =
ψ(1)q +ψ(2)q with ψ(2)q /ψ(1)q → 0 as z → 0, we plug into our equation and match orders. To the order of ψ(1)q , we
obtain
ψ(1)q (z) =Cqkψ(1)k (z) .
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Fig. 5 This plot shows f MCT(kσ = 1.0), the non-ergodicity parameter at wavenumber kσ = 1.0, as a function of the packing fraction.
The dashed line shows a visual fit of A
√
ε +B to the data. This confirms our calculation of g in Section 3.2.
Therefore, we may write ψ(1)q (z) = Aeqφν(z). Plugging this back into (3.10) and multiplying by the left eigenvector
of Cqk to eliminate ψ(2)q , we obtain an equation for φν(z):
zφ2ν (z) = λL [φ2ν (t)] .
3.3.2 Glass Side
Next let us consider what happens when we are slightly away from the critical density on the glass side. Here we use
the ansatz φ(q,z) = f cq/z+(1− f cq)2gψq(z), with ψq(t)→ eq as t → ∞. (g was computed in Section 3.2.) Starting
from (3.2) and expanding to second order in g,
1
z
( fq
1− fq −Fq[ fk]−Cq
δρ
ρ
)
+g
(
ψq(z)−Cqkψk(z)−δCqkψk(z)
)
+g2
(
z(1− fq)ψ2q (z)−CqkpL [ψk(t)ψp(t)]
)
= 0 .
According to our assumptions the first two terms in the 1/z factor cancel. We are left with
−1
z
(
Cq
δρ
ρ
)
+g
(
ψq(z)−Cqkψk(z)−δCqkψk(z)
)
+g2
(
z(1− fq)ψ2q (z)−CqkpL [ψk(t)ψp(t)]
)
= 0 .
Let us re-write δρ/ρ as g2B. (B can be determined from the expression for g2 in Section 4. Note that ε = δρ/ρ .
Also note that δCqk = gDqk since δCqk scales as
√
ε .) We obtain
g
(
ψq(z)−Cqkψk(z)
)
+g2
(
z(1− fq)ψ2q (z)−CqkpL [ψk(t)ψp(t)]−Dqkψk(z)−
CqB
z
)
= 0 .
Using the same method as before, we split ψk = ψ(1)k +gψ
(2)
k . We find
ψ(1)k (z) = Aekψν(z) .
Using this result and eliminating ψ(2) by multiplying by the left eigenvector we obtain an equation for ψν(z):
zψ2ν (z)−λL [ψ2ν(t)]−D′ψν(z)−
B′
z
= 0 , (3.11)
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which is slightly different from (3.7). Now change frequency variables to ζ = z/ωc, with ε → 0, ωc/ε → 0 z → 0
and ζ = z/ωc constant. This implies L [ f (t)](z)→ ω−1c L [ f (τ)](ζ ), where τ = ωct . Rewriting according to this
change of variables:
1
ωc
{
ζ ψ2ν (ζ )−λL [ψ2ν(τ)](ζ )−D′ψν(ζ )− B
′
ζ
}
= 0 (3.12)
We see that we obtain the same equation as before, but with z → ζ . Now let us make the ansatz ψν(τ) = 1+ τ−a.
This implies ψν(ζ ) = 1/ζ +Γ (1−a)/ζ 1−a. Substituting this in (3.12),
ζ
(
Γ (1−a)2
ζ 2−2a +2
Γ (1−a)
ζ 2−a +
1
ζ 2
)
−λ
(
Γ (1−2a)2
ζ 1−2a +2
Γ (1−a)
ζ 1−a +
1
ζ
)
−D′
(
Γ (1−a)
ζ 1−a +
1
ζ
)
− B
′
ζ = 0 .
In the limit ζ ≫ 1, τ ≪ 1, we find that
λ = Γ (1−a)
2
Γ (1−2a) ,
provided 0 < a < 1/2. In the limit ζ ≪ 1 the solution goes to its final asymptotic value. Plugging in above allows
us to obtain an equation for A in ψ(1)k (t) = Aekφν(t), removing some ambiguity from our solution. Evaluating the
limit as ε → 0 and matching the solution with what we found at the critical density implies that
lim
ε→0
g(1− fk)2ek(1+ τ−a) = (1− fk)2Aekt−a .
Since g∼ ε1/2, we must have
ε1/2τ−a = constant× t−a .
From the definition τ = ωct ,
ε1/2ω−ac = constant .
From this we find that ωc scales as ε1/2a.
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3.3.3 Liquid Side
Finally we consider what happens when we are slightly below the critical density (liquid side). Here we need to
assume that a slight change from the critical density results in a long plateau region which is close to f cq . Following
the same procedure as before we obtain a slightly different equation:
ζ ψ2ν(ζ )−λL [ψ2ν(t)](ζ )+D′ψν(ζ )+ B
′
ζ = 0 .
Note the change in sign of the final two terms. This is due to the separation parameter being negative on the liquid
side of the transition, implying g is negative there as well. However, the analysis for ζ ≫ 1 is basically the same as
on the glass side, and we obtain
λ = Γ (1−a)
2
Γ (1−2a) .
This solution is valid as long as t0 ≪ t ≪ ω−1c , where t0 is a timescale governing the microscopic dynamics and ωc
was found in the previous section to be Ω0× ε1/2a with Ω0 constant.
For ζ ≪ 1 we consider the ansatz ψν(τ) = 1− τb, which implies ψν(ζ ) = 1/ζ −Γ (1+b)/ζ 1+b. Plugging this
into our equation,
ζ
(
1−2Γ (1+b)ζ 1+b +
Γ (1+b)2
ζ 2+2b
)
−λ
(
1−2Γ (1+b)ζ 1+b +
Γ (1+2b)
ζ 1+2b
)
+D′
(
1− Γ (1+b)ζ 1+b
)
+
B′
ζ = 0 .
Taking the limit, and considering only the most singular terms, we obtain
λ = Γ (1+b)
2
Γ (1+2b) .
provided b > 0. The validity of our solution is based on the assumption that |zψ(q,z)|≪ 1. We used this assumption
when we expanded the fraction in (3.2) as a geometric series. Since our solution is singular as z→ 0, this inequality
will eventually be violated rendering our solution invalid. This will happen when
gζ 1ζ 1+b = gζ
−b ∼ 1 =⇒ ε1/2ωbc z−b ∼ 1 =⇒ z∼ ε
1
2b+
1
2a = εγ ,
where γ = 1/2a+1/2b. Therefore this von Schweidler part of the solution is valid when
ε−1/2a ≪Ω0× t ≪ ε−γ .
Thus we have analytically found the famous two step process of a power law to a plateau followed by the von
Schweidler decay.
4 Application to FTSPD
It turns out that the asymptotic analysis of the FTSPD is remarkably similar to the MCT analysis. The FTSPD yields
the following kinetic equation for the evolution of the normalized density autocorrelation function in the case of
Smoluchowski Dynamics:
∂ φ
∂ t +
¯Dq2
S(q)φ(q, t)+ ¯Dq
2
∫ t
0
dsρβ 2ΣBB(q, t− s)∂ φ(q,s)∂ s = 0
where the memory function kernel is given at second order by
ρ4β 2ΣBB(q, t) = 12
∫ d3k
(2pi)3
[
˜Gρρ(k, t)G(0)ρρ (|q−k|, t)+ ¯Gρρ(k, t) ¯Gρρ(|q−k|, t)
]
. (4.1a)
In writing down (4.1a) we have already assumed that the frequency dependence of the 3-point vertices can, reason-
ably, be dropped in the long-time limit. This amounts to dropping time derivative terms acting on the density-related
quantities G(0)ρρ , Gρρ , ˜Gρρ , ¯Gρρ where G
(0)
ρρ is the non-interacting correlation function, and the dressed propagators
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˜Gρρ and ¯Gρρ are discussed in some detail in Appendix A. In the following section we demonstrate that this fre-
quency dependence is irrelevant for our asymptotic analysis. To analyze the asymptotic behavior of this equation
using the methods of MCT we must examine the Laplace transform of φ(q, t):
zφ(q,z)−1+ ¯Dq
2
S(q)φ(q,z)+ ¯Dq
2
L [ρβ 2ΣBB(q, t)](zφ(q,z)−1) = 0 ,
where we have used the initial condition φ(q,0) = 1 and L [ΣBB(q, t)] is the Laplace transform of ΣBB(q, t). Dividing
by zφ(q,z)−1 we obtain
¯Dq2
S(q)
φ(q,z)
1− zφ(q,z) = 1+ ¯Dq
2
L [ρβ 2ΣBB(q, t)] . (4.1b)
We see that we obtain essentially the same equation as in MCT but with a different kernel.
4.1 Long-time behavior of ΣBB(q, t)
For the asymptotic analysis of our kinetic equation (4.1b), we must determine which terms in the kernel ΣBB(q, t)
are relevant at long times. We begin the analysis with an examination of ˜Gρρ , defined in the frequency domain by
˜Gρρ(q,ω) = G
(0)
ρi σi jG jkσkℓG
(0)
ℓρ
=V (q)2
{
G(0)ρρ GBρ G
(0)
Bρ +G
(0)
ρBGρρ G
(0)
Bρ +G
(0)
ρBGρBG
(0)
ρρ
}
,
where σi j =V (k) if i 6= j and is zero otherwise [4]. In the time domain this becomes
˜Gρρ (q, t) =V (q)2
∫
∞
−∞
ds
∫
∞
−∞
ds′
{
G(0)ρρ (t− s′− s)GBρ(s)G(0)Bρ (s′)+G(0)ρB(t− s′− s)Gρρ(s)G(0)Bρ (s′)
+ G(0)ρB(t− s′− s)GρB(s)G(0)ρρ (s′)
}
,
where we have suppressed the wave-number dependence on the right-hand side. We shall now examine each of the
three terms in the integrand in turn. Using the fluctuation dissipation theorem, we have for the first term
β−2
∫
∞
−∞
ds
∫
∞
−∞
ds′G(0)ρρ (t− s′− s)GBρ(s)G(0)Bρ (s′) =
∫
∞
−∞
ds
∫
∞
−∞
ds′G(0)ρρ (t− s′− s)θ (−s) ˙Gρρ(−s)θ (−s′) ˙G(0)ρρ (−s′)
=
∫ 0
−∞
ds
∫ 0
−∞
ds′G(0)ρρ (t− s′− s) ˙Gρρ(−s) ˙G(0)ρρ (−s′)
=
1
2
G(0)ρρ (0)
∫ 0
−∞
dsG(0)ρρ (t− s) ˙Gρρ(s) ,
where we have performed the integral over s′ in the final line. For the second term we have
β−2
∫
∞
−∞
ds
∫
∞
−∞
ds′G(0)ρB(t− s′− s)Gρρ(s)G(0)Bρ (s′)
=
∫
∞
−∞
ds
∫
∞
−∞
ds′ θ (t− s′− s) ˙G(0)ρρ (t− s′− s)Gρρ(s)θ (−s′) ˙G(0)ρρ (−s′)
=
∫ 0
−∞
ds′
∫ t−s′
−∞
ds ˙G(0)ρρ (t− s′− s)Gρρ(s) ˙G(0)ρρ (−s′)
=
∫ 0
−∞
ds′
∫ t−s′
−∞
dsG(0)ρρ (t− s′− s) ˙Gρρ(s) ˙G(0)ρρ (−s′)−
∫ 0
−∞
ds′G(0)ρρ (0)Gρρ (t− s′) ˙G(0)ρρ (−s′)
=− ¯Dq2
∫ 0
−∞
ds′
∫ t−s′
−∞
dsG(0)ρρ (t− s′− s) ˙Gρρ(s)G(0)ρρ (s′)+G(0)ρρ (0)
∫
∞
t
G(0)ρρ (t− s) ˙Gρρ(s)ds
+G(0)ρρ (0)2Gρρ(t) .
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Finally, the third term becomes
β−2
∫
∞
−∞
ds
∫
∞
−∞
ds′G(0)ρB(t− s′− s)GρB(s)G(0)ρρ (s′) =
∫
∞
−∞
ds
∫
∞
−∞
ds′ θ (t− s′− s) ˙G(0)ρρ (t− s′− s)θ (s) ˙Gρρ(s)G(0)ρρ (s′)
=
∫
∞
0
ds
∫ t−s
−∞
ds′ ˙G(0)ρρ (t− s′− s) ˙Gρρ(s)G(0)ρρ (s′)
=− ¯Dq2
∫
∞
0
ds
∫ t−s
−∞
ds′G(0)ρρ (t− s′− s) ˙Gρρ(s)G(0)ρρ (s′) .
Next, using the fact that ˙G(0)ρρ (t) =± ¯Dq2G(0)ρρ (t) to add up the double integrals from the second and third terms (with
the sign in front of q2 depending on the sign of t), we obtain
− ¯Dq2
∫ 0
−∞
ds′
∫ t−s′
−∞
dsG(0)ρρ (t− s′− s) ˙Gρρ(s)G(0)ρρ (s′)− ¯Dq2
∫
∞
0
ds
∫ t−s
−∞
ds′G(0)ρρ (t− s′− s) ˙Gρρ(s)G(0)ρρ (s′)
=− ¯Dq2
∫ t
0
ds
∫ t−s
0
ds′G(0)ρρ (t− s− s′) ˙Gρρ(s)G(0)ρρ (s′)−G(0)ρρ(0)
∫
∞
0
G(0)ρρ (t− s) ˙Gρρ(s)ds
− 1
2
G(0)ρρ (0)
∫ 0
−∞
dsG(0)ρρ (t− s) ˙Gρρ(s) .
Adding all three terms,
˜Gρρ(q, t) = [βV (q)]2
{
− ¯Dq2
∫ t
0
ds
∫ t−s
0
ds′G(0)ρρ (t− s− s′) ˙Gρρ (s)G(0)ρρ(s′)
− G(0)ρρ (0)
∫ t
0
G(0)ρρ (t− s) ˙Gρρ(s)ds + G(0)ρρ (0)2Gρρ(t)
}
= [βV (q)]2G(0)ρρ (0)
{
G(0)ρρ (0)Gρρ(t)−
∫ t
0
ds [1+ ¯Dq2(t− s)]G(0)ρρ(t− s) ˙Gρρ(s)
}
.
From here we compute the Laplace transform,
˜Gρρ (q,z) = [βV (q)]2G(0)ρρ (t = 0)
{
G(0)ρρ (t = 0)Gρρ (z)− z+2
¯Dq2
(z+ ¯Dq2)2
(zGρρ (z)−Gρρ(t = 0))
}
.
We see that the only singularities as z → 0 come from Gρρ (z). Therefore, in the z → 0 limit we find that the most
dominant term is
˜Gρρ (q,z)→ [βV (q)ρ0]2Gρρ(q,z) ,
where we have replaced G(0)ρρ (0) with ρ0. Taking the inverse transform,
˜Gρρ(q, t ≫ t0) = [βV (q)ρ0]2Gρρ(q, t) ,
where t0 is a timescale governing the early-time dynamics. Plugging in our ansatz, Gρρ (q, t) = S(q)( fq +hq|t|α),
and multiplying by G(0)ρρ (t),
L [ ˜Gρρ(q, t)G
(0)
ρρ(q, t)](z) = [βV (q)ρ0]2S(q)L [( fq +hqtα)G(0)ρρ (t)]
= [βV (q)ρ0]2S(q)ρ0
{
fq 1
z+ ¯Dq2
+hq
Γ (1+α)
(z+ ¯Dq2)1+α
}
.
Since this term is not singular as z → 0 it does not affect the asymptotic analysis in the lowest order limit. Thus
we can ignore the “single particle” contribution to ΣBB in (4.1a). Note that the derivative terms in the kernel add
multiples of z to our Laplace transformed expressions which implies that they go to zero in the limit. It follows that
the dominant contribution to the asymptotic equation from the kernel is the “collective” ¯Gρρ(q−k, t) ¯Gρρ(k, t) term.
17
4.2 Ergodic/Non-ergodic Transition
To determine if an ENE transition occurs we set φ(q,z) = fq/z and let z→ 0. Plugging into (4.1b), we obtain
¯Dq2
S(q)
fq/z
1− fq = 1+
¯Dq2L [ρβ 2ΣBB(q, t)]
with
L [ρβ 2ΣBB] = 1
z
· β
2
2ρ
∫ d3k
(2pi)3
V (k)S(k)V (q− k)S(q− k) fk fq−k .
Putting this form into the equation, and setting
Fq[ fk] = S(q)β
2
2ρ
∫ d3k
(2pi)3
V (k)S(k)V (q− k)S(q− k) fk fq−k
we obtain
1
z
fq
1− fq =
S(q)
¯Dq2
+
1
z
Fq[ fk]
which becomes fq
1− fq = Fq[ fk]
in the z→ 0 limit. From here it is apparent that the determination of the ENE transition is identical to MCT, except
that we have a different “vertex” or potential.
4.3 Time Dependence at Transition
Ignoring the constant term (which becomes negligible in the z→ 0 limit), equation (4.1b) reduces to
φ(q,z)
1− zφ(q,z) = L [ρβ
2ΣBB] .
We apply the ansatz φ(q, t) = f (q)+(1− f (q))2ψq(t). The Laplace transform of the ansatz is given by
φ(q,z) = f (q)
z
+(1− f (q))2ψq(z) .
We now plug this into the equation and expand the left hand side to second order in ψq(z):
1
1− fq
( fq
z
+(1− fq)ψq(z)+ z(1− fq)2ψ2q (z)
)
= L [ρβ 2ΣBB(q, t)] .
To apply the ansatz to the right hand side we must analyze ¯Gρρ . Ultimately, we need to compute the Laplace
transform of ¯Gρρ (q, t) ¯Gρρ(p, t). A prerequisite for this computation is ¯Gρρ(q, t). Our ansatz will be
Gρρ(q, t) = S(q)( fq +hq|t|α) .
This implies we set ψq(t) = hq|t|α/(1− fq)2.
¯Gρρ(q,ω) =
V (q)
2
[
(G(0)ρρ (q,ω)(GρB(q,ω)+GBρ(q,ω))+Gρρ(q,ω)(G
(0)
ρB(q,ω)+G
(0)
Bρ (q,ω))
]
.
In the time domain, we have (suppressing wave-number arguments)
¯Gρρ(t) =
V (q)
2
∫
∞
−∞
ds
[
(G(0)ρρ (s)(GρB(t− s)+GBρ(t− s))+Gρρ(s)(G(0)ρB(t− s)+G(0)Bρ (t− s))
]
=
βV (q)
2
{∫
∞
t
˙Gρρ(s− t)G(0)ρρ(s) ds+
∫ t
−∞
˙Gρρ (t− s)G(0)ρρ(s) ds
+ β−1
∫
∞
−∞
Gρρ(t− s)(G(0)ρB(s)+G(0)Bρ (s)) ds
}
(4.2)
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where we have invoked the fluctuation dissipation theorem (FDT) in the second line. Using the FDT on one of the
terms in the third integral we obtain
β−1
∫
∞
−∞
Gρρ(t− s)G(0)Bρ (s) ds =
∫ 0
−∞
Gρρ (t− s) ˙G(0)ρρ(−s) ds
=−Gρρ(t)G(0)ρρ (0)−
∫ 0
−∞
˙Gρρ (t− s)G(0)ρρ (−s) ds
=−Gρρ(t)G(0)ρρ (0)−
∫ 0
−∞
˙Gρρ (t− s)G(0)ρρ (s) ds ,
where we have used the properties of G(0)ρρ (t) in the second and third lines. A similar computation reveals that the
other term in the third integral of (4.2) reduces to
β−1
∫
∞
−∞
Gρρ(t− s)G(0)ρB(s) ds =−Gρρ(t)G(0)ρρ (0)+
∫
∞
0
˙Gρρ (t− s)G(0)ρρ (s) ds .
Adding all the pieces together,
¯Gρρ (q, t) =
βV (q)
2
{∫
∞
t
˙Gρρ(s− t)G(0)ρρ(s) ds+
[∫ t
−∞
+
∫
∞
0
−
∫ 0
−∞
]
˙Gρρ (t− s)G(0)ρρ(s) ds−2Gρρ (t)Gρρ(0)
}
= βV (q)
{
−Gρρ(t)G(0)ρρ(0)+
∫ t
0
˙Gρρ (t− s)G(0)ρρ (s) ds
}
.
Taking the Laplace transform,
¯Gρρ (q,z) = βV (q)
{
−Gρρ(z)G(0)ρρ (t = 0)+(zGρρ(z)−Gρρ(t = 0))G(0)ρρ (z)
}
.
Since G(0)ρρ (z) is not singular as z→ 0, we find that the non-integral term of ¯Gρρ(t) dominates in the long-time limit.
Therefore, we may replace
¯Gρρ(q, t)→−βρ0V (q)S(q)( fq +hq|t|α)
in this limit. At this point the analysis becomes identical to the MCT case, except that we have a different vertex
function. Using the notation of Section 3, let
Fq[ fk] = β
2S(q)
2ρ
∫ d3k
(2pi)3
V (k)S(k)V (q− k)S(q− k) fk fq−k
Cq = ρ
δFq[ fk]
δρ
Cqk =
δFq[ fk]
δ fk (1− fk)
2
Cqkp =
1
2
δ 2Fq
δ fkδ fp (1− fk)
2(1− fp)2
where V (q) is a pseudo-potential determined in [4]. Putting all this together, we find
lim
z→0
L [ΣBB(q, t)](z) =
Fq[ fk]
z
+Cqkψk(z)+CqkpL [ψk(t)ψp(t)] .
Therefore,
1
z
( fq
1− fq −Fq[ fk]
)
+
(
ψq(z)−Cqkψk(z)
)
+ z(1− fq)ψ2q (z)−CqkpL [ψk(t)ψp(t)] = 0 ,
and the analysis for the ergodic and non-ergodic regimes now proceeds identically to the mode coupling case, the
only difference being the “vertex” in MCT and the pseudo-potential in FTSPD.
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Fig. 7 The product V (k)S(k) appearing in the FTSPD kinetic equation kernel ΣBB(q,t) = pi12η
∫ d3k
(2pi)3 VkSkVq−kSq−k ¯φ(k,t) ¯φ (q− k,t) at
the transition. The negative values of this combination imply that CFTqk is not a positive matrix. This is why we cannot choose eˆk such
that eˆk > 0 for all k as we can in Mode Coupling Theory. Nevertheless, the maximum eigenvalue of CFTqk approaches unity as the packing
fraction tends to the transition point implying the analysis is still valid.
5 Numerical Results for Hard Spheres
Solving for f and ψ as suggested by the preceding MCT analysis yields results in close agreement with [13]. We
find that with the Percus-Yevick approximation for the structure factor of hard spheres the transition happens at a
packing fraction of ηMCT = 0.515 and λMCT = 0.734. Solving for the exponents, we find a = 0.312 and b = 0.584.
We find that λ increases quite sharply in the vicinity of the critical density. Barrat et. al. report ηMCT = 0.525 and
λMCT = 0.758 with the Verlet-Weiss approximation.
While conducting these numerical experiments it became clear that convergence near the critical density requires
integrating out to fairly high (kσ ∼ 100) wavenumbers. Increasing the range beyond this does not have a noticeable
effect on the calculations. In addition, the number of iterations required for the convergence of the non-ergodicity
parameter increases quite rapidly as the transition density is approached. For instance, convergence to three digits
in the eigenvalue occurs after 60 iterations for ηMCT = 0.52, but it takes over 700 iterations at ηMCT = 0.51505.
The vertex in MCT has some special properties which allow one to draw conclusions about the eigenvalues and
eigenvectors. Because CMCTqk is a positive matrix it can be proved that there is a largest eigenvalue and that it becomes
unity in the continuum limit. In addition, it can be shown that the both the right and left eigenvectors, ek and eˆk,
must be positive. In FTSPD the situation is more complicated - as can be seen from Figure 7 the pseudopotential no
longer guarantees that CFTqk ≥ 0. Therefore the same proofs from MCT cannot be carried over to the FTSPD case.
However, despite the complication with the pseudopotential, numerical evidence (see Figure 8) indicates that the
largest eigenvalue of CFTqk is unity. In addition, the right eigenvector ek is found to be positive, as in MCT. We also
observe the same
√
ε scaling behavior in f FTq that we see in MCT (see Figure 9).
Using the first-order result for the pseudopotential for simplicity, which is essentially the direct correlation func-
tion [1, 4], solving the FTSPD for hard spheres with the Percus-Yevick approximation appears to be computationally
easier than MCT. Convergence only requires integration to at most kσ ∼ 80 compared to kσ ∼ 100 for MCT. This is
expected because the decay of the vertex function is much faster for large wavenumbers in the FTSPD. Convergence
requires more iteration closer to the transition similarly to MCT. We find that the ENE transition occurs at a packing
fraction of ηFT = 0.602 with a corresponding λFT = 0.553. The non-ergodicity parameter at the transition is plotted
in Figure 10, while the right and left eigenvectors are plotted in Figures 11 and 12, respectively. Solving for the
exponents, we obtain a = 0.386 for the power law relaxation and b = 0.935 for the von Schweidler relaxation.
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Fig. 8 The eigenvalues of CFTqk sorted by eigenvalue modulus. The largest eigenvalue is real, non-degenerate, and approaches unity as
the density approaches the transition point. This graph was constructed from CFTqk computed on a 800×800 grid with a spacing dk = 0.1.
The spectra for grids down to 400×400 with dk = 0.2 and up to 1600×1600 with dk = 0.05 are essentially identical.
6 Conclusion
We have demonstrated that, to second order in the effective potential, the FTSPD essentially reduces to a mode
coupling theory. This shows that FTSPD is a framework from which MCT can be derived and systematic corrections
introduced. We find that an ergodic / non-ergodic transition occurs at a packing fraction of ηFT = 0.602, which is
in good agreement with some recent simulations and experiments [14]. This agreement prompts us to investigate
the effectiveness of the pseudopotential approach for other systems. In addition, we plan to confirm this asymptotic
analysis by a direct integration of the FTSPD kinetic equation. Although we have gathered extensive numerical
evidence for their veracity, proofs that the largest eigenvalue E0 of CFTqk is real, positive, and nondegenerate and
E0 → 1 as η → η∗ are still unavailable to the best of our knowledge. In a forthcoming paper we extend this analysis
to a treatment of binary mixtures. An analysis of Newtonian dynamics within the framework of FTSPD is given in
[7].
A Properties of ˜G and ¯G
In this appendix we prove that the dressed propagators ¯G and ˜G individually satisfy the same fluctuation dissipation
theorem that G satisfies:
Gρρ(q,ω) =
2
βω ImGBρ (q,ω) .
In the time domain,
GBρ(q, t) = βθ (−t)Gρρ(q,−t) .
This result holds at all orders of perturbation theory. The non-interacting cumulants are given by
G(0)ρρ (q,ω) =
2ρ0 ¯Dq2
ω2 +( ¯Dq2)2
and
G(0)ρB(q,ω) = G
(0)
Bρ (q,ω)
∗ =
βρ0 ¯Dq2
iω− ¯Dq2 .
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Fig. 9 This plot shows f FT(kσ = 7.4), the non-ergodicity parameter at wavenumber kσ = 7.4, as a function of the packing fraction.
The dashed line shows a least squares fit of A
√
ε +B to the data.
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Fig. 10 This plot shows f FTk at the critical density ηFT = 0.602.
In the following subsections it will be useful to decompose the cumulants into real and imaginary components:
G(0)Bρ = R0 + iI0 GBρ = R+ iI
G(0)ρB = R0− iI0 GρB = R− iI
G(0)ρρ =
2
βω I0 Gρρ =
2
βω I
22
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0 5 10 15 20 25 30 35 40
e k
kσ
Fig. 11 This plot shows eFTk , the right eigenvector of CFTqk , at the critical density ηFT = 0.602. The eigenvector is normalized according
to the convention ∑k eˆk eˆk = 1.
A.1 ¯G FDS
Recall the form of ¯Gi j given by
¯Gi j =
1
2
(G(0)ix σxyGy j +GixσxyG
(0)
y j )
Explicitly, this yields
¯GρB =
1
2
(G(0)ρBβV GρB +GρBβV G(0)ρB) = G(0)ρBβV GρB ,
¯GBρ =
1
2
(G(0)Bρ βV GBρ +GBρβV G(0)Bρ ) = G(0)Bρ βV GBρ ,
and
¯Gρρ =
1
2
(G(0)ρBβV Gρρ +G(0)ρρ βV GBρ +GρBβV G(0)ρρ +Gρρ βV G(0)Bρ ) .
If we write out our contributing terms as real and imaginary components then we have for the imaginary part of
¯GρB,
Im ¯GBρ =
1
2i
( ¯GBρ − ¯GρB)
=
βV
2i
[(R0 + iI0)(R+ iI)− (R0− iI0)(R− iI)]
= βV (IR0 + I0R) .
Looking next at ¯Gρρ , we have
¯Gρρ =
2V
ω
(R0I+RI0) .
Finally, we obtain the fluctuation dissipation relation
¯Gρρ =
2
βω Im ¯GBρ .
23
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0 5 10 15 20 25 30 35 40
eˆ k
kσ
Fig. 12 This plot shows eˆFTk , the left eigenvector of CFTqk , at the critical density ηFT = 0.602. We see that this eigenvector is not positive for
all k, in contrast to MCT. The reason for this is that CFTqk is not a positive matrix, rendering the Perron-Frobenius theorems inapplicable.
The eigenvector is normalized according to the convention ∑k eˆk eˆk = 1.
A.2 ˜G FDS
We may repeat the same procedure for ˜Gi j , which is given by
˜Gi j = G(0)ix σxyGyzσzpG
(0)
p j .
This implies
˜GρB = ˜G∗Bρ = G
(0)
ρBβV GρBβV G(0)ρB
and
˜Gρρ = G
(0)
ρρ βV GBρ βV G(0)Bρ +G(0)ρBβV Gρρ βV G(0)Bρ +G(0)ρBβV GρBβV G(0)ρρ .
Using the same decomposition into real and imaginary components, we have
Im ˜GBρ =
1
2i
(
˜GBρ − ˜GρB
)
=
1
2i
(
G(0)Bρ βV GBρ βV G(0)Bρ −G(0)ρBβV GρBβV G(0)ρB
)
=
(βV )2
2i
[(R0 + iI0)(R+ iI)(R0 + iI0) −(R0− iI0)(R− iI)(R0− iI0)]
= (βV )2 ((R20− I20)I+2R0I0R)
and
˜Gρρ =
2βV 2
ω
[I0(R+ iI)(R0 + iI0)+(R0 + iI0)I(R0− iI0)+(R0− iI0)(R− iI)I0]
=
2βV 2
ω
[
(R20− I20 )I+2R0I0R
]
.
Therefore,
˜Gρρ =
2
βω Im ˜GBρ .
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B Conventions and Fundamental Relationships
We define the Fourier tranform of a function f (t) as
F [ f (t)](ω) = f (ω) =
∫
∞
−∞
eiωt f (t)dt
with inverse transform
F
−1[ f (ω)](t) = f (t) =
∫
∞
−∞
e−iωt f (ω)dω
2pi
.
One of the tools we have used extensively is the Laplace transform:
L [ f (t)](z) =
∫
∞
0
e−zt f (t)dt .
We define the convolution of two functions f and g as:
( f ∗g)(t)≡
∫ t
0
f (t− s)g(s)ds
The Laplace transform of a convolution is then
L [( f ∗g)(t)] = L [ f (t)]L [g(t)] .
In addition we have employed a “discrete” notation for various integral kernels. This is convenient since we are
only considering spherically symmetric functions for which the notation corresponds to the dicretized form used in
the numerical routines. For example,
Cqk fk ≡
∫ d3k
(2pi)3
Cqk fk
and
δqk ≡ (2pi)3δ (q−k) .
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