Abstract-The color constancy problem is addressed by structured-output regression on the values of the fully-connected layers of a convolutional neural network. The AlexNet and the VGG are considered and VGG slightly outperformed AlexNet. Best results were obtained with the first fully-connected "fc6" layer and with multi-output support vector regression. Experiments on the SFU Color Checker and Indoor Dataset benchmarks demonstrate that our method achieves competitive performance, outperforming the state of the art on the SFU indoor benchmark.
I. INTRODUCTION
A visual system possesses color constancy if it perceives colors almost independently of the prevailing illumination for a wide range of conditions. In digital cameras, the so-called automatic white balance aims at reaching this property. Color constancy is a desirable property in many computer vision and graphics applications where the intrinsic color of the object is needed -for accurate classification, regression, segmentation, and feature extraction [24] as well as for accurate scene rendering.
Methods aiming at achieving color constancy fall into two groups. The first estimate illumination properties of the observed scene which is followed by image color correction called chromatic adaption [2] , [3] [10], [12] , [16] , [23] , [40] . The second group, operates on an illumination invariant representations without explicitly estimating the scene illumination. The invariant features are designed or learned to depend only on reflectance characteristics or spatial structure [1] , [17] , [33] , [39] .
We propose a novel method for estimating scene illumination color that uses a structured-output regression on the output of a single fully-connected layer from a deep net. Image color is then corrected on the basis of the estimated illumination parameters. The deep net extract visual information that has been shown to facilitate color constancy [6] as well as other computer vision task [31] , [36] , [38] .
The structured-output regression models the cross-channel correlations, which is the main contribution of our work. In the literature [21] , single-output regressor, i.e. support vector regression, has been employed to learn the relationship between observation variables and each color dimension of the target variables independently.
We show experimentally that the proposed framework achieves competitive performance comparable with several state-of-the-art methods on two popular color constancy benchmarks.
II. RELATED WORK
Color constancy is a well-established problem. To understand the complexity of the problem, we revisit one of the simplest but yet often adopted model of image formation, i.e, the of Lambertian surfaces with purely diffuse reflection lit by constant scene illumination. In this case, the measured image color values ρ i (x, y) at pixel x, y is a function of the global light source I(λ), the spectral response of the sensors S i (λ), and the surface reflectance R(x, y, λ), λ denotes the wavelength. The dependence is captured by the following formula:
The formulate expresses that fact that the RGB value of each pixel is obtained by integration over wavelengths with different weights in each single channel.
In a color constancy task, ρ is given, while ρ gt under canonical illumination is sought. We consider the case when neither camera sensibility S(λ) nor the illumination I are available, making this task under-constrained or under-determined [20] .
Below, a basic introduction is given to illumination estimation algorithms. To make different assumptions unified, Van de Weijer et al. [40] proposed a formulation, which can cover different algorithms based on exploiting imagery statistics in a single image to estimate the scene illumination I as the following:
where illumination I is decided by the order n of the derivative, Minkowski-norm ρ, and the scale parameter σ of a Gaussian filter. Operator ⊗ defines convolution between the image ρ and Gaussian filter G. K is a constant added to make I in unit length. By varying (n, ρ, σ) in Eq.
(1), a number of existing algorithms are generated under different assumptions. For instance, GM-pixel [19] , GW [10] , SoG [15] , gGW [40] and WP [11] are clustered as one group -zero-order statistics based methods, as they are all under the assumption that a part of images (e.g., local regions) has gray average color. In terms of higher order statistics, first-order [40] and second-order based methods [40] respectively adopt the assumption that edges or gradient of edges has gray average color intrinsically. In the light of this, illumination is measured by the offset of the average color. Gamut-mapping based methods assume that in real world, part of color spectral distribution of objects is able to be observed [2] , [19] . In other words, the limited set of colors in each biased image is caused by a certain lighting condition, which encourages researchers to introduce a learning based framework to recognize canonical illumination pattern with a sufficient amount of labeled training data. Machine learning algorithms have succeeded in learning a function directly mapping low-level image feature to illumination. Support Vector Regression (SVR) is first applied to deal with color constancy task in [21] , but the performance is limited by weak predictive power of the color histogram. Bayesian approaches [22] learn the probability of illumination assuming normal-distributed reflectances. The Exemplar method [29] estimates illumination via finding nearest neighbor surfaces of a test image using an unsupervised clustering of texture and color features,
CNNs have been applied successfully to the color constancy problem. Barron et al. [5] formulate the color constancy as a 2D spatial localization task in log chromatic space using a convolutional classifier specifically designed for object localization. In Bianco et al. [6] , a five-layer ad-hoc CNN is designed that combines feature generating and multi-channel regression to estimate illumination in an end-to-end way, similarly to [41] . Bianco et al. [6] compare results obtained with their five-layer ad-hoc CNN with reference -the output of layer fc 6 of an AlexNet fed into SVR. The AlexNet with SVR performed worse, but outperform most of the statistic-based methods. The selection of AlexNet and layer fc 6 is ad-hoc, no other layers or net architectures were explored.
III. METHODOLOGY
The proposed deep structured-output regression color constancy method consists of three steps (see Fig. 2 ): 1) Calculation of the response, after the non-linearity, of the fully-connected fc 6 layer of the VGG CNN [36] . 2) Illumination estimation by structured-output regression.
3) Image correction with the illumination obtained. Below we describe the three steps in details.
A. CNN Feature Extraction
Color constancy regression has been shown to perform well [6] , [21] . CNN is a robust regressor for a number of problems [25] .
The nets showing consistent performance for a number of vision problems are VGG [36] , [38] and AlexNet [32] . We tested both architectures and the VGG outperformed AlexNet in all experiments (Table II) . The 19-layer VGG CNN we adopted has the same structure as in [36] .
We did not attempt training the VGG from scratch since the size of the available training set was limited to about 1000 samples (568 from the SFU Color Checker Dataset [22] , [35] and 321 from the SFU Indoor Dataset [4] ). We therefore tried only to fine-tune the VGG CNN that was pre-trained on ImageNet. However, the fine-tuned net performed worse than the original pre-trained VGG. Therefore, the original VGG CNN without fine-tuning was used in all experiments.
We experimented with features from different fullyconnected layers, namely "fc 6 ", "fc 7 " (both having 4096 dimensions) and "fc 8 " (1000 dimensions). The results are presented in Table III . CNN features from layer "fc 6 " were selected as the performed the best, and can be extracted the fastest. The CNN feature is extracted from an image resized to 224 × 224.
B. Structured-Output Regression Learning
The regressor is trained on the set {(x, y)} i , i = 1, 2, · · · , N includes vector-valued y, where x denotes the 4096-dimensional VGG "fc 6 " feature vector. The objective of structured-output [21] is to learn regression functions independently for y l , l = 1, 2, 3 where i denotes the color (RGB) dimensions. The single-output regression learning is formulated as:
where w ∈ R d is the weight vector to be optimized, the parameter C controls the regularization trade-off and f (x i ) = φ(x i )
T w + b with φ(·) is the kernel function to project x to a high-dimensional Hilbert space.
In order to take the possible correlations between output variables into account, general structured-output regression has the following formulation:
where
and b ∈ R 3 . Eq. (3) is the general formulation for multi-output regression. Adopting different loss functions leads to different regressors. Given training samples {(x, y)} i , i = 1, 2, · · · , N , a multioutput regressor (i.e., multi-output support vector regression (MSVR) and multi-output ridge regression (MRR)) is employed to learn both the input-output relationship and latent correlations across output variables jointly.
Multi-output ridge regression (MRR) -minimizes quadratic loss function:
It has a closed-form solution based on matrix inversion [7] , [13] .
Multi-output support vector regression (MSVR) -with a -sensitive loss function for support vector regression (SVR) [37] , is solved by using cutting-plane strategies [28] . in formulation controls the insensitivity to output bias.
C. Image Correction
Given an unseen test image, an estimate of global illumination is obtained with the trained structured-output regressor in Section III-B. By one more step, we can recover unbiased image with it, which is called chromatic adaptation [42] . Among many chromatic adaptation methods (e.g. Bradford [27] and CIECAT02 [34] ), we choose to use the von Kries model [42] 
, which is based on the simplified assumption that each channel of color is modified separately to model photo-metric change and the sensors S(λ) in Eq. (1) are narrow-band approaching a delta function. Despite its simplicity the model is relatively stable in practice [9] .
IV. EXPERIMENT

A. Datasets and Measurement
The proposed method is evaluated on two popular benchmarking datasets [4] , [22] , [35] with linear images. The SFU Color Checker dataset [22] , [35] contains 568 14-bits dynamic range images which all include the Macbeth Color Checker chart. The SFU Indoor dataset [4] includes more artificiallylooking scenes, containing 321 images captured in 11 different controlled lighting conditions. Groudtruth of both datasets are provided. Sample images from the two datasets are shown in Fig. 3 .
Following the standard procedure [6] , we evenly split the data into training, validation and testing sets. We train our regressors and use the validation set to tune free parameters of the regressors. The procedure is repeated 30 times with different random splits. The average errors are reported.
Following the prior work [4] , [14] , [22] , [35] , the accuracy of illumination estimation is measured by the angular error ε between estimated illumination I and groundtruth I gt :
where · denotes the inner product between vectors, · is Euclidean norm. 1 1 We are aware that error measure is not directly related to the appearance of an image corrected by the estimated illumination I. We follow the standard procedure -discussion of color error metrics is the out of scope of the paper. 
B. Regressor Learning Settings
Free parameters in the aforementioned regressors need to be tuned: regularization trade-off parameter C, kernel coefficient γ for the RBF kernel and insensitivity parameter in MSVR.
• For multi-output ridge regression, only trade-off parameter C is chosen from C ∈ 10 (−2:1:2) .
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• For our structured-output SVR implementation (i.e., CNN+MSVR), we choose the optimized parameters by searching in grid space where C ∈ 10 (−3:1:5) , γ ∈ 10 (−4:1:4) and ∈ 10 (−4:2:3) .
C. Comparison to State-of-the-Art
In Table I , the median, the average, and the maximum of the angular errors of state-of-the-art methods and our methods are evaluated and compared. We categorize these methods into three groups in the table: non-learning algorithms (top), camera-specific ones (middle) and learning-based ones (bottom). The best results for each metric are in bold.
The multi-output ridge regression (CNN+MRR), multioutput support vector regression (CNN+MSVR) and ridge regression (CNN+RR) are our implementations. They all share the same CNN features from the "fc 6 " layer of VGG CNN. From Table I , it is evident that even a medium-depth CNN [32] coupled with SVR (CNN+SVR [6] ) shows better performance than all statistics based algorithms and most of gamut based and learning based methods. Specifically, our CNN+MSVR outperforms the best non-learning based methods (Grey Pixel) on the SFU color checker and the SFU indoor datasets by decreasing the median angular error with 13.55% and 28.70% respectively. Compared to the existing camera-specific and learning based frameworks, the significant improvement of our CNN-MSVR is achieved on the SFU Indoor dataset, while our solution is comparable to the state-of-the-art on the SFU Color Checker benchmark. The significant improvement on CNN+SVR over its direct competitor SVR can be attributed to the introduction of powerful CNN features, which demonstrates the advantages of adopting CNN features for illumination estimation. Moreover, direct comparison between CNN+SVR and CNN+MSVR substitutes our main contribution to capture inter-channel correlations by using structured-output regressors, with CNN+MSVR significantly outperforming CNN+SVR. A similar situation is observed for single-output CNN+RR and structural output model CNN+MRR on both benchmarks.
D. Choosing CNN Architecture, Layer, and The Regressor
Our best result (last row in Table I ) is obtained by an optimized combination of the CNN architecture, the CNN layer and the regressor, on which evaluation experiments have been done respectively.
Firstly we choose the VGG features as default setting because VGG outperforms AlexNet on two datasets used in our experiments. Table II shows in the metric of median error and mean error, VGG fc6 +MSVR achieved 0.7∼0.9 reduction on SFU Color Checker, while on SFU Indoor, this superiority seems not that distinct.
In the second step we investigate the effect of depth of feature extraction layer designed for visual recognition on illumination estimation. The deep feature has been extracted from three fully-connected layers: "fc 6 ", "fc 7 ", "fc 8 " shown in Fig. 2 . Each type of deep feature is fed into MSVR model to compare the estimation performance. In Table III , one trend is discovered: the deeper the CNN layer we adopt, the worse the performance we can achieve. One possible explanation could be that illumination estimation relies more on low-level information like edges, colors than abstract highlevel knowledge for visual understanding as some synthetic examples look fragmented and contain no object or just part of it. Then, the regressor (MSVR) with the highest performance is chosen from three candidates (MSVR, MRR, RR) using the same settings, which is already analyzed in Section IV-C.
It is known that CNN can work for regression problems directly and we do one more experiments to illustrate the advantages of CNN feature with structured-output regressors over CNN model only. For the aim to expand the amount of training examples massively, two simple cropping or patching strategies are considered. Randomly cropping is to randomly crop 224×224 patches from resized original image (max(w, h) = 1000), while sliding-window patching is aimed to get 224×224 clipped image patches using a square sliding window to scan the whole image region. As shown in Table  IV , this two strategies suffer from over-fitting and cannot achieve competitive performance, compared to the proposed deep structured-output regression frameworks.
V. CONCLUSIONS
A novel method addressing the color constancy problem by structured-output regression on the values of the fullyconnected layers of a convolutional neural network has been proposed. Two widely used AlexNet and VGG CNNs were 
