Abstract. Due to bandwidth constraint and dynamic topology of mobile ad hoc networks, supporting Quality of Service is a challenging task. In this paper we present a solution for QoS routing based on an extension of the AODV reactive routing protocol that deals with bandwidth monitoring. The solution uses an IEEE 802.11 MAC layer as the underlying technology and the QoS routing decision is based on simple but accurate measurements, at the MAC layer, of the available bandwidth on each link of the route. In addition, to allow a QoS loss recovery, a notification mechanism is used to inform the source about bandwidth degradation on a link. This reactive solution using standard protocols is adapted to small and dynamic ad hoc networks. A complete simulation set shows that, with the proposed QoS routing protocol, bandwidth on a route is significantly improved without overhead.
Introduction
Throughputs reached today by mobile ad hoc networks based on the IEEE 802.11b and 802.11g standards [1] [2] enable the execution of complex applications (video conference, distribution of multimedia flows…). However, these applications consume significant amounts of resources and can suffer from an inefficient and unfair use of the wireless channel. Therefore, new specific QoS solutions need to be developed taking into account the dynamic nature of ad hoc networks. Since these networks should deal with the limited radio range and mobility of their nodes, we believe that the best way to offer QoS is to integrate it in routing protocols. These protocols will have to take into consideration the QoS required by the applications, such as bandwidth constraints, in order to select the adequate routes. In our current work, a new available bandwidth monitoring technique is proposed. This monitoring is integrated to the routing process. It acts on each link allowing determining if a particular bandwidth demand can be granted or not. In addition, bandwidth monitoring allows detecting, after the QoS route is traced, if the available bandwidth is degraded on a particular link and thus leading to QoS loss on the route using the concerned link. In that case, a QoS loss recovery mechanism is triggered to inform the source which will be able to start a new QoS route search.
The QoS routing process is based on the AODV (Ad hoc On-demand Distance Vector) routing protocol [3] and uses QoS extensions proposed by the originators of AODV [4] . To that first proposal, we add the bandwidth measurement and the QoS loss recovery mechanism. The choice of a standard and reactive routing protocol such as AODV is justified in small, highly dynamic and mobile ad hoc networks. Indeed, it is proved that reactive protocols are well suited in this kind of networks [5] [6] which respond to the most common use cases, such as meetings or emergencies, where the number of nodes is limited and variable in a reduced space. Furthermore, the bandwidth measurements are realized according to 802.11 operations without influencing them. Theses measures are thus passive and compatible with the reactive routing process. Thus, our solution uses recognized and standard protocols without modify them: no modification of the 802.11 standard for the measurements and QoS routing extensions for AODV without additional signalling. The rest of the paper is organized as follows. In section 2, we introduce the different solutions for bandwidth monitoring in ad hoc networks and the selected one. Section 3 describes the QoS routing process. Section 4 concerns the QoS loss recovery mechanism. Section 5 presents the simulation results. Finally, section 6 concludes the paper and presents some perspectives.
Bandwidth Measurement
Before describing the different solutions for the bandwidth measurement, let us clarify some important preliminary points in an ad hoc context and with a reactive routing protocol: − As the objective is to establish a QoS route between the nodes, the available bandwidth (abw) must be monitored for each link of the route rather than in the neighbourhood of each node. − For a given source node A, the estimate on the link can be different according to the receiving node (abw AB ≠ abw AC ). Indeed, the receivers do not have the same neighborhood. Moreover the estimate is not symmetrical because the transmitter and receiver nodes do not have the same neighborhood (abw AB ≠ abw BA ). − To estimate abw AB on the link between A and B, it is necessary to take into account the bandwidth consumed by A and B neighbors. − It is also necessary to take into account the disturbances caused by the nodes in the interference zone of the receiver B (it is generally considered that the interference zone has a ray double of that of the neighbourhood zone). Indeed, the transmissions of a node in the interference zone of B may cause an important decrease in the Signal to Noise Ratio (SNR), leading to frame losses in the vicinity of B. Then, the different studies present in the literature can be classified according to the layer where they act: network or link. At the network layer, the study [7] presents an estimation method, named hello method, which is very close to that proposed in the BRuIT protocol [8] , but with its integration into the routing process. The principle is that a node can estimate its own available bandwidth when receiving "hello" probes containing information on the bandwidth consumed by its one hop neighbours (two hops for BRuIT protocol). The principal disadvantage of these type of solutions is that they require an important control traffic, particularly for the messages exchanges intended to maintain important and static routing tables, which gives a proactive character on the QoS routing process, more adapted to dense and not very mobile ad hoc networks. In addition, in [7] , the "QoS-aware" approach is slightly different from our insofar as the aim is to preserve the end to end average throughput, compared to the solution without QoS, and not to guarantee the throughput required by a source. At the link layer, most of proposed solutions [9] [10] [11] are based on the calculation of the medium availability ratio for each node by measuring the idle and/or the activity periods at the MAC layer. The main disadvantage of these methods is the need for emitting systematically a consequent number of measurement packets for each estimate, which is not appropriate if we want to keep the reactive nature of the routing strategy. In addition, the method is intrusive as it disturbs the neighbouring flows and thus has an influence on the value which it is supposed to measure. Finally, the constraints related to the selected context (reactive routing, bandwidth on a link, neighborhood zone and interference zone) show us that the estimates are more relevant at the MAC layer, even if the measure is not passive. Indeed, the consideration of neighboring or interfering flows is intrinsically related to measurement and does not require implementing complex signaling overhead at the network layer, which would be in opposition to the reactive character of the routing. The various solutions at the MAC layer are all based on an initial measurement of the activity or idle periods of the radio channel. These durations are not directly available on an 802.11 interface but can be measured simply by introducing measurement packets provided with timestamps. It is the method employed in [10] and [11] . We include in our proposal this method which takes directly into account the effects of neighbouring and interfering flows. To this method, we add a correction on the packet size, a mechanism allowing to alert the source of an increase in the bandwidth on the link and we avoid the systematic use of a measurement window, conflicting to the reactive character. Let us detail the measurement principle at the MAC layer on a link between two stations A and B. The various stages of transmission on the 802.11 channel are summarized on Fig. 1 . We are interested here in the duration of the channel occupancy and in the duration d AB between the moment when the packet is ready to be emitted by A at the MAC layer and the moment when the packet is received by B (i.e. the moment when the MAC acknowledgement is received by A). We can split up d AB into a variable part and a constant part. The variable part depends on the channel occupancy and on the duration of the contention window. The constant part corresponds to the transmissions of the control and data frames when station A is in emission phase:
Data length abw
The constant term T CST shows dependence with the data packets's size (t MPDU ):
The duration T BUSY which corresponds to the sequence of the various NAV (Network Allocation Vector) timers imposed by the stations in emission, until the station has the right to emit, is directly a function of the traffic in the neighbourhood and interference zones. The duration of the contention window T CW is related to the backoff algorithm of 802.11 standard, it is thus a partly random duration but also related on the contentions and the retransmissions and consequently also dependent on the number of neighbouring and interfering flows. We thus verify that in theory, this first simple estimate of the available bandwidth on the link is related to the sender's and receiver's neighbouring flows (if the contentions increase, T BUSY and T CW increases and abw decreases) and also to the flows in the interference zone of the receiver (if the number of retransmissions caused by losses or errors increases, the MAC acknowledgements will be delivered less quickly and T CW will increase). The QoS decision must be made, for each link, on the receiving node (see next section). A timestamp can thus be transmitted by the transmitting node in a request or data packet's extension to indicate to the receiver the moment when the packet is ready at the MAC layer. Furthermore, this first approximation depends on the packet's size and it is necessary to carry out a correction to take into account the real data packet's size and not the RREQ packet's length, when those are used for measurement. We thus propose a correction on the d AB duration:
We can then express the corrected bandwidth: To preserve the reactive feature of our QoS routing and to avoid intrusive measurements, we choose to not use beforehand, as in the studies [10] [11] , a temporal window to calculate an average on successive measures with, for example, "hello" packets. In our proposal, the estimate of the available bandwidth is initiated by the first request packets charged to trace the QoS route but uses indifferently all the control or data packets having already crossed the concerned link before the request (passive measurement). A first order smoothing taking into account the previous measurements realized with the request or data packets is then realised. We can thus express the available bandwidth:
Moreover, to guarantee the validity in time of the measure and to take into account the arrival or the extinction of neighbouring or interfering flows, we propose a mechanism integrated into the routing protocol which informs the source of a reduction of abw beyond a preset threshold (see section 4). Another limitation of our estimate is not specific to the chosen method but more generally related to admission control on a radio medium. Indeed, it is impossible to estimate beforehand the effect, due to the contentions on the medium that a new data flow will have on the available bandwidth measured according to the flow already present in the neighbourhood or interference zones. Thus the admission of a new flow based on the preliminary estimate, the least intrusive possible, will cause more contentions and an inevitable fall of the available bandwidth for all flows. To overcome this issue, one of the usual solutions is to introduce a margin into the admission control to compensate the global reduction in bandwidth (see next section). This solution can be improved with a dynamic re-negotiation when the load in the neighbourhood is modified.
QoS Routing Process
The QoS routing objective is to find a route with enough available resources to satisfy a QoS request. Thus, a source having a bandwidth constraint transmits a RREQ packet with QoS bandwidth extension (an optional extension is foreseen by AODV for its main packets RREQ and RREP). This extension indicates the minimum bandwidth that is needed on the whole path between the source and the destination. Before forwarding the RREQ packet, an intermediate node compares its available bandwidth abw (note that abw is estimated for the concerned link and not for the node receiving the RREQ) to the bandwidth field indicated in the QoS extension (see Fig.  2 ). If the bandwidth required is not available (i.e. if according to the estimate it does not remain sufficient bandwidth on the concerned link), the packet is discarded and the process stops. As specified previously, even if the traffic used for measurement does not affect significantly the entire traffic load during the route search, it is necessary to introduce a margin on the comparison to compensate the effect of the new flow on other flows when the route will be established (new contentions will reduce the estimate of the inactivity periods of the channel). For example, for a QoS request of 500kbps, a value of 540kbps for abw on one of the links will be insufficient if the selected margin is 10% of the request. This admission control margin has to be tuned according to the traffic characteristics and the density of the network. In response to a QoS request, the destination sends a RREP packet with the available bandwidth measured on the link which precedes it. Each intermediate node receiving the RREP compares the bandwidth field of the extension with the available bandwidth on the link which precedes it and keeps the minimum between these two values to propagate the RREP on the selected route (Fig. 2) . The received value (bandwidth field of RREP) is also recorded in the temporary routing table for the concerned destination. It indicates the minimum available bandwidth for the destination. This entry update allows an intermediate node to answer the next RREQ simply by comparing the minimum bandwidth fields of the table with the value of the transmitted extension (the request does not need to be forwarded toward the destination). This information remains valid as long as the route is valid (in AODV, the lifetime is based on sequence number transmitted in control packets and on the "ACTIVE_ROUTE_TIMEOUT" parameter).
Finally, one should note that the data packets are also used to estimate abw and to calculate an average value. This is realized in order to assess the validity in time of link bandwidth measurement. Also, in the case where a particular link is already used by a route, this continuous estimate will serve during new QoS route search involving the concerned link. 
QoS Loss Recovery Mechanism
When because of node movement or new traffic arrival, the available bandwidth decreases on a link of the route, it is possible that the QoS constraint required by the source can not be respected any more. In order to overcome that, a QoS loss recovery mechanism is implemented. The latter uses a predefined QoS Bandwidth Margin (QBM). A route error packet (RERR) is generated when an intermediate node detects a decrease in abw that is greater than QBM. As for standard AODV route error mechanism, the RERR packets are sent to all the precursors stored for all the concerned routes. These routes are then erased from routing tables. When the RERR packet reaches the QoS source, it initiates a new route discovery with RREQ packet if the QoS route is still needed.
In the example of figure 3 , the link between node A and node B is used for two QoS routes: S1-C-A-B-D1 and S3-A-B-F-D3. When B receives a RREQ packet from A for the QoS route from S1 to D1 (or for any other QoS route discovery involving the link of A towards B), it compares its previous value of abw with the new measured one. Then, if it detects a decrease in abw that is greater than QBM, the node B send a RERR packet to A which specifies the list of the unreachable destinations (D1 and D3). After reception, node A forwards the RERR packet to all the precursors (C and S3) stored in its routing table for the routes to destinations D1 and D3 and then erases these routes. Note that the abw is measured each time a RREQ or a data packet is received by a node, which generally corresponds to a change of the traffic load (new source) or of the network topology (node movement and route failure) producing a possible loss of QoS. Furthermore, if the QBM margin is selected too large, the source node will not be informed of an eventual QoS loss. Conversely, if the margin is too small, useless RERR packets can be generated, causing new RREQ broadcasts. This undesirable control packet transmission induces an undesired overhead, slowing down data packet exchanges, even if the QoS constraint is initially respected. So, an adequate choice of this margin, according to the characteristics of the network, is necessary.
Simulation Results
In order to evaluate the performance of our QoS routing protocol, we simulate the proposed mechanisms using NS-2 [16] and its 802.11b extensions. The radio model allows a signal rate of 11 Mbps, a transmission range of 100m and a detection range of 200m. These ranges correspond to the neighbourhood and interference zones previously described and are close to the typical values obtained for an indoor 802.11b deployment. The number of mobile nodes is set to 10, 20 or 50 nodes giving three simulation sets. These nodes are spread randomly in a 400×400m area network and they move to a random destination every 30s with a speed randomly chosen between 0 and 2m/s (maximal speed for a pedestrian user). Simulations run for 300s. Traffic sources are CBR (Constant Bit Rate). Their rates correspond to the QoS constraint (i.e. the bandwidth required by the source for its QoS application) and are fixed to 500kbps (122 packets of 512 bytes per second). This value is selected to reach the saturation limits (more than 50 % of the delivered packets are not received) when the number of sources is maximum. Several simulations are realized by varying the number of CBR sources from 10% to 100% of the total number of nodes (a node can integrate several CBR sources). Preliminary measures not represented here made it possible to fix optimal values for the different parameters: 0.2 for the smoothed factor α used for abw estimation; 150kbps (30% of the request) for the admission control margin on the bandwidth requests and 50kbit/s (10% of the request) for QBM. For the various network densities, this value of QBM margin corresponds to the best compromise between the reactivity and the overhead and thus gives the best results in terms of global average throughput and number of transmitted packets. Figure 4 and 5 present the average throughput on all routes when data packets are sent from a source to a destination. The throughput is evaluated at the destination by measuring the rate of the received packets during the connection periods (when the CBR source is active and the route between the source and the destination is up). For low density networks (Fig. 4) , the bandwidth constraint is almost respected with a fall of 1% on a 20-node network (minimum value of 495kbps for 100% of sources) and of 3% on a 10-node network (minimum value of 484kbps for 60% of sources).
The results are slightly better with 20 nodes because the compromise between the density of the network and the traffic load is much favourable to search and maintain QoS routes in this case. Without QoS routes, the available bandwidth on the links is not considered and the delay between two packet's receptions on the selected route can increase significantly, thus reducing the average global throughput (from 500kbps to 420kbps for 20 nodes and 100% of sources). For a high density network of 50 nodes, the improvement is still better (Fig. 5) . With QoS, the throughput is always higher than 470kbps (6% less compared to the constraint). When the number of QoS sources reaches 100%, the average global throughput slightly decrease (440kbps) because of the transitional periods corresponding to the route reorganizations are more frequent. Without QoS, the throughput is not controlled at all and it decreases very quickly: less than 250kbps (50% of the constraint) as soon as the number of sources becomes higher than 20%. Figure 6 shows the evolution of the number of packets which are dropped along the way when the number of sources increases. The y-axis thus represents the ratio between the number of packet dropped by an intermediate node (whatever the reason: mobility or contention) and the number of data packet sent by the source when a route is supposed to exist. In all the cases, the results are clearly better with QoS: less than 12% of dropped packets whatever the density of the network. These important improvements are due principally to two factors: the rejection of the unreliable routes during the QoS route setup procedure and the QoS loss notifications mechanism which avoid sending packet when a high contention risk is foreseen. Note that without QoS, the number of dropped packets can be very important (up to 86% with 50 nodes), confirming that the accepted routes are not reliable. Figure 7 presents the evolution of the total number of undelivered packets according to the number of sources. The y-axis thus represents the ratio between the number of packets generated by the CBR sources which never reach their destinations (whatever the reason: no route at the source, mobility or contention) and the total number of packets generated by the CBR sources. Let us note that this latter is about identical with or without QoS, which thus makes it possible to compare, with theses curves, the absolute number of undelivered packets or, by difference, the absolute number of received packets. We notice that the number of undelivered packets is not very different with or without QoS routing (it is even better with QoS in a 50-node network). This result shows that most of the undelivered packets are rejected at the source because no route is possible or even are dropped along the way because of mobility rather than because the available bandwidth is insufficient on the crossed links. Furthermore, we can notice that the number of received packets, obtained by subtraction, is also quite close with QoS but for all these received packets, the QoS condition is met (remember that without QoS the average throughput can be less than 250kbps). This show that the QoS routes are not obtained to the detriment of the number of delivered packets. Figure 8 shows the effective packet overhead due to the AODV control messages. The y-axis thus represents the ratio between the number of AODV packets and the number of AODV packets plus the number of received data packets. We can observe that for 50-node network, even if there are more AODV packets which circulate with the QoS solution, these packets are much more useful to find a reliable route and to avoid the losses. For 10-node and 20-node networks the difference is very weak showing here also, if we take into account the bandwidth improvements (Fig. 4) , that the QoS overhead is effective. 
Conclusion
In this paper, we proposed and evaluated a QoS routing solution for ad hoc networks based on link available bandwidth monitoring. This solution uses standard protocols (AODV for the routing process and 802.11 at the link layer) and is intended for small and dynamic ad hoc networks in which an important reactivity is necessary. The QoS routes are traced node by node and the proposed routing algorithm uses only extensions of the AODV request (RREQ) and reply (RREP) packets. The bandwidth measurement is initiated on RREQ arrivals in a node (these times correspond to a network state change: arrival of a new flow or route recovery following a node movement) to avoid increasing the overhead unnecessarily. Moreover, a QoS loss recovery mechanism, also based on the existing extensions, is used to take into account the variations of the available bandwidth due to the dynamic nature of the ad hoc network and its traffic. The proposed QoS routing with QoS loss recovery gives very satisfying results. The required bandwidth on the QoS routes is obtained with less than 6% of fall in almost all the cases. Comparatively, this bandwidth that the source nodes seek to maintain thanks to the QoS routing can be divided by two in the absence of this one. In addition, these improvements are not obtained to the detriment of the number of routed packets since in all the cases, the relative rate of dropped packets is lower with the QoS solution. Lastly, the effective overhead is less important with the QoS constraint whatever the density of the network.
As for future works, we are targeting the issue of the dynamic optimization of QDM and the admission control margin. A first idea will be to analytically derive a relationship between these margins and both the number of flows crossing each node and/or their bandwidth/delay requests.
