We present here the analogue of Grothendieck inequality for positive linear forms. We obtain upper and lower bounds of L p 0 < p ≤ ∞, type, which all lead to sharp inequalities.
Introduction
Here we are motivated by the famous Grothendieck inequality [2] , see next.
Theorem 1 (Grothendieck 1956 ). Let K 1 and K 2 be compact spaces. Let u : C (K 1 ) × C (K 2 ) → R be a bounded bilinear form. Then there exist probability measures µ 1 and µ 2 on K 1 and K 2 , respectively, such that
for all f ∈ C (K 1 ) and g ∈ C (K 2 ), where K R G is a universal constant. We have that 
See [2, 4] , for the left-hand side and right-hand side bounds, respectively. Still K R G precise value is unknown. The complex case is studied separately, see [3] . We are also motivated by [4] . Here we present analogues of Theorem 1 for the case of a positive linear form, which is, of course, a bounded linear one.
We rely on Theorem 2 (W. Adamski (1991) , [1] ). Let X be a pseudocompact space and Y be an arbitrary topological space, then, for any positive bilinear form Φ : C (X ) × C (Y ) → R, there exists a uniquely determined measure µ on the product of the Baire σ − algebras of X and Y such that
holds for all f ∈ C (X ) and all g ∈ C (Y ).
, in the case that X, Y are both pseudocompact, so that Φ is a bounded bilinear form.
Main results

We present
Theorem 3. Let X, Y be pseudocompact spaces, Φ : C (X ) × C (Y ) → R be a positive bilinear form and p, q > 1 :
Then there exist uniquely determined probability measures µ 1 , µ 2 on the Baire σ − algebras of X and Y , respectively, such that
for all f ∈ C (X ) and all g ∈ C (Y ). Inequality (4) is sharp, namely it is attained, and the constant 1 is the best possible.
Proof. By Theorem 2 we have
and µ is a unique measure on the product of the Baire σ − algebras of X and Y . Without loss of generality we may assume that Φ 0. Denote by m := µ (X × Y ), so it is 0 < m < ∞, and consider the measures µ * (A) := µ (A × Y ), for any A in the Baire σ −algebra of X , and µ * * (B) := µ (X × B), for any B in the Baire σ −algebra of Y . Here µ * , µ * * are uniquely defined. Note that
Denote the probability measures
and
So from (5) we have
.
Next we establish sharpness in (4). Let us assume f (x) = c 1 > 0, g (y) = c 2 > 0. Then the left-hand side of (4) equals c 1 c 2 m, equal to the right-hand side of (4).
That is proving attainability of (4) and that 1 is the best constant.
We give Corollary 4. All as in Theorem 3 with p = q = 2. Then
for all f ∈ C (X ) and all g ∈ C (Y ). Inequality (12) is sharp and the best constant is 1. So when Φ is positive we improved Theorem 1.
Corollary 5. All as in Theorem 3. Then
for all f ∈ C (X ) and all g ∈ C (Y ). Inequality (13) is sharp and the best constant is 1.
Corollary 6. All as in Theorem 3, but p = 1, q = ∞. Then
for all f ∈ C (X ) and all g ∈ C (Y ). Inequality (14) is attained when f (x) ≥ 0 and g (y) = c > 0, so it is sharp.
Proof. We see
Sharpness of (14) is obvious.
Corollary 7. Let X, Y be pseudocompact spaces, Φ : C (X ) × C (Y ) → R be a positive bilinear form. Then there exist uniquely determined probability measures µ 1 , µ 2 on the Baire σ -algebras of X and Y , respectively, such that
for all f ∈ C (X ) and all g ∈ C (Y ).
Proof. Obvious from Corollary 6.
Next we give some converse results.
We need Definition 8. Let X , Y be pseudocompact spaces. We define Theorem 9. Let X , Y be pseudocompact spaces, Φ : C + (X ) × C ++ (Y ) → R be a positive bilinear form and 0 < p < 1, q < 0 :
Then there exist uniquely determined probability measures µ 1 , µ 2 on the Baire σ -algebras of X and Y , respectively, such that
for all f ∈ C + (X ) and all g ∈ C ++ (Y ). Inequality (19) is sharply attained, and the constant 1 is the best possible.
Proof. We use the same notations as in Theorem 3. By Theorem 2 and reverse Hölder's inequality we have
proving (19). For the sharpness of (19), take
We need Definition 10. Let X , Y be pseudocompact spaces. We define 
for all f ∈ C − (X ) and all g ∈ C −− (Y ).
Inequality (23) is sharply attained, and the constant 1 is the best possible.
