Categorial grammars adhere to the group of formalisms aiming at a description of natural languages in which the syntactic role of expressions is described by means of types. Types are indices of two forms | primitive or compound. Compound types are built inductively by means of three type-forming operators: left division n , right division / and product .
The product-free version of ABH will be denoted ABH o . The intuitive meaning of a derivable in ABH formula x 1 x 2 . . . x n ! y can be stated as follows: if expressions A i are of types x i ; 1 i n, then the expression A 1 A 2 . . . A n as a whole is of type y. Putting y = s, where s is a distinguished type of properly built sentences, one obtains a criterion for the sentencehood of sequencess of expressions in the sense of the calculus ABH. The question of assigning types to elements of vocabulary is crucial for the acceptance or rejection of sequences as coherent sentences. It is denitely not enough to assign only one type to each vocabulary item: it is well known that adverbs can play the role of verb modi ers as well as sentence modi ers, leading to two di erent readings of sentences like Someone sings frequently. On the other hand, assigning types without any restrictions is inacceptable for obvious reasons: ad hoc assignment deprives one of the possibility of examining any regularities which can occurr between the types assigned to the same element of vocabulary. What we need is a certain mechanism capable of generating in a regular way new types out of nite, generic sets of types ascribed to vocabulary items. Such type changing patterns, linguistically motivated, have been proposed on di erent occasions, and include among others the schemes (M) x ! (y=x)ny (E) xn(y=z) ! (xny)=z x ! y=(xny) (xny)=z ! xn(y=z) (C) x=y y=z ! x=z (G) x=y ! (x=z)=(y=z) xny ynz ! xnz ynx ! (zny)n(znx) known as Montague, Exchange, Composition and Geach Rules. An instantiation of (G), for example, gives the formula sns ! (nns)n(nns) which means that if an expression plays the role of sentence modi er (sentential adverb) then it can also be a verb phrase modi er (verb phrase adverb), which is precisely the case for the adverb frequently in the above example. As can easily be observed, the formulas (M),(E), (C) and (G) cannot be derived in ABH. J. Lambek (1958) proposed an extension of ABH to the system L by means of two additional rules of inference:
These new rules give the possibility of assigning new types to vocabulary items by extracting, step by step from the predecessor of a formula, the types of expressions constituting the context in which the item occurrs. One can easily check that the formulas (M),(E), (C) and (G) are derivable in L, thus the calculus becomes a common platform for solving a number of syntactic phenomena which are traditionally regarded as an adequacy criterion for grammar formalisms. The list of such phenomena includes non-constituent coordination, right-and left-node raising and peripheral extraction in relative clause constructions, see Morrill 1992 , Steedman 1990 . Nevertheless, there still remain constructions which, from the perspective of the Lambek calculus L, are still intractable such as, for example, topicalization or non-peripheral extraction in relative clauses. The fundamental reason for the incapability of L is the directionality of its type-forming operators or the lack of a mechanism which would allow change to the order of types in antecedents of formulas of L. Di erent measures have been proposed to make Lambek formalism more exible: to enrich the calculus by a new typeforming operator of extraction, see Moortgat 1988 , to add a modal operator of permutation, see Morrill et al. 1990 , with the polymorphic Lambek calculus also being considered, see Emms 1994 . However, a method of changing the order of types can be introduced into the Lambek calculus in a straightforward way, by adopting in the system the following rule of permutation:
This, however, results in undesirable consequences. Let us observe that in the Lambek calculus with permutation LP, both formulas are derivable:
x=y ! ynx ynx ! x=y
Thus there is no need to distinguish between the right and left slash, and the system can be formalized in a unidirectional way. Moreover, if the formula X ! x is derivable in LP, then it is also true for the formula (X) ! x, where (X) is any permutation of the sequence of types in X. But it means that along with any properly built sentence S of a language (i.e. a string of words which gets the type s in LP) one is forced to accept as a sentence a phrase in which all words of S are put in any order. No calculus admitting such a general relaxation has any chance of gaining esteem among linguists. However, as J. van Benthem (1986) claims: \. . . the frequent occurrence of permutations of phrases (e.g., in relative clauses or questions)
is an undeniable fact of linguistic life". Consequently, in order to build a calculus which would better stick to linguistic reality one has to introduce permutation in a restricted form. We will describe one such possibility which is based on imposing nonassociativity on the calculus. Extending the calculus ABH to L by means of the rules (R/) and (Rn), apart from the growth in the exibility of the calculus, also has some drawbacks. Lambek (1961) observed that L, along with syntactically coherent sentences, also accepts some ill-formed expressions as John likes poor him, and considers the associativity of L to be the reason for such failures. Consequently, he proposed changing the format of the formulas of the calculus: no longer should their predecessors be treated as strings of types but rather as bracketed strings of types. Formally, we de ne the set BSTP of bracketed strings of types as follows: (i) TP BSTP, (ii) if X and Y are in BSTP, then (XY ) is also in BSTP. The nonassociative Lambek calculus NL is a formal system with formulas of the shape X ! x, where X 2 BSTP and x 2 TP, with the axiom scheme (A0) and the rules of inference:
The system consisting of (A0), (NA/), (NAn) and (NPR) will be called the nonassociative Ajdukiewicz-Bar-Hillel calculus and denoted NABH. Let us notice that the type changing patterns (C), (E) and (G) cease to be derivable in NL, as their derivations essentially employ associativity. On the other hand, in the calculus NLP, which is equal to NL equipped with the nonassociative counterpart of the rule (P):
permutation can be performed only on a limited scale; it is not admissible between all types but between adjacent bracketed strings. All the syntactic calculi described so far, as well as their product free versions, can serve as type reduction systems in categorial grammars. By a categorial grammar (CG) based on a type reduction system TRS, is meant a quadruple G = hV; I; s;TRSi in which V is a nite vocabulary, I is a nite subset of V TP called the initial type assignment, s 2 Pr, and TRS is a calculus of syntactic types. A categorial grammar G over an associative TRS generates a string language L(G) de ned as follows: L(G) = fa 1 . . . a n 2 V + : 81 i n 9(a i ; x i ) 2 I (`T RS x 1 . . . x n ! s)g. The generative power of a certain grammar formalism is expressed by the class of languages it generates. The Chomsky hierarchy provides a scale to compare classes of languages, thus also to compare di erent types of grammars. We will describe the place which those languages generated by categorial grammars based on NLP as the type reduction system (NLPlanguages), occupy in the Chomsky hierarchy. In addition, we will make a comparison of NLP-languages and languages generated by CGs based on other TRSs with those levels of the hierarchy which are considered as the best approximations to the position of natural languages.
The rst result which established the generative power of CGs concerned grammars based on ABH o (ABH o -grammars). In Bar-Hillel, Gaifman and Shamir 1960 the following theorem was proved: Theorem 1. ABH o -grammars generate precisely the class of CF-languages.
In the above paper a hypothesis was made according to which the class of languages generated by L o -grammars coincided with the class of CFlanguages as well. Despite intense attempts to prove it, this question has had to wait more than thirty years for its solution: in Pentus 1993 one nds the following result:
Theorem 2. L o -grammars generate the class of CF-languages.
For LP o -grammars an upper bound in the Chomsky hierarchy is not known, the following theorem gives the lower bound, see Buszkowski 1984: Theorem 3. LP o -grammars generate at least all permutation closures of CF-languages.
For each result presented above a separate method of proof had to be found. The situation is di erent in the case of grammars based on nonassociative calculi: derivations in these calculi share the property of normalizability which provide a certain uniformity to derivation trees. This feature turned out to be essential in establishing the generative power of NL o -and NL-grammars, cf. Buszkowski 1986b and Kandulski 1988a: Theorem 4. NL o -grammars and NL-grammars generate the class of CFlanguages. The method of normalization turned out to be applicable in the case of NLP-grammars as well. We are going to show that as far as generative power is concerned, the restrictive ability of nonassociativity is strong enough to suppress the growth in generative power caused by the presence of the rule of permutation. This part of our presentation is based on Kandulski 1993 and Kandulski 1995. Similarly as in LP, both formulas x=y ! ynx and ynx ! x=y are derivable in NLP. It suggest that the system may equivalently be axiomatized with the use of unidirectional types. The set TP/ of unidirectional types with product is de ned inductively as follows: (i) Pr TP/, (ii) if x and y are in TP/, then x=y and x y are in TP/. For every type x 2 TP (resp. bracketed string X 2 BSTP) we de ne a type kxk (resp. a bracketed string kXk) called the unidirectional version of x (resp. of X) inductively as follows: (i) kpk = p, if p 2 Pr, (ii) kx yk = kxk kyk; kx=yk = kynxk = kxk=kyk, (iii) k(XY )k = (kXk kY k). By the unidirectional version of a formula X ! x, to be denoted kX ! xk, we mean the formula kXk ! kxk.
By NCA we denote the syntactic calculus with formulas of the shape X ! x, where X 2 BSTP/, x 2 TP/, admitting the axiom scheme (A0) and the following rules of inference:
NCA can be thought of as the unidirectional version of the calculus NABH with permutation. In order to formalize the unidirectional Lambek calculus equivalent to NLP we need an auxiliary system Ax which can be described as follows: Ax has formulas of the shape x ! y, where x; y 2 TP/, and admits the rules of inference and the schemata mentioned below for all x; y; z 2 TP/: inductively, we prove that if x 1 ! ! x n+3 , n 1 and x 1 6 = x n+3 , is a derivable in Ax sequence of the index EO n R in which no formula is an instance of (A0), then there exists a sequence y ! ! z 2 Ax whose index is either O k , where k n + 2, or O k EO l RO m , where k + l + m n and k + m 6 = 0, such that x 1 = y and x n+3 = z. The latter fact implies that for a given EO n R-sequence we can either get rid of the E-formula and the R-formula from this sequence or we can reduce the number of O's between the E-and R-formula without changing the initial and terminal type of the sequence. Now to obtain the conclusion of our lemma we apply induction on n and employ both above mentioned facts. 2
An instance of the rule (C) employing an E-(resp. R-or O-) formula is called an E-(resp. R-or O-) instance of (C). A derivation D of X ! x in NCL is called seminormal if all E-instances of (C) follow R-instances of (C) and all instances of the rules (NA/), (/NA), (NPR) and (PRN). A derivation is normal if it is seminormal and all R-instances of (C) precede (NA/), (/NA), (NPR) and (PRN), and additionally if no O-rule is placed between the latter rules.
Theorem 6. If`N CL X ! x, then any derivation D of X ! x can e ectively be transformed to a seminormal and then to normal form.
Proof. In order to transform a derivation to a seminormal form we must show how to change the part of the derivation in which a sequence of the index EO n (n 0) precedes one of the rules (NA/), (/NA), (NPR), (PRN) or an R-instance of (C). In all but the last case we can easily change the order of rules. Assume that a sequence S of the index EO n precedes an R-instance of the rule (C). If n = 0 then we employ Lemma 1 to obtain a sequence of any but ER index. Let n > 0. Then, by Lemma 2, S can be transformed to a sequence of the index O k , where k n+2, or of the index O m ERO l , where m+l n, with the same initial and terminal types. In the rst case we have nothing to do, and in the second case we apply Lemma 1 as in the case n = 0. The reduction of a seminormal derivation to a normal one is obtainable by a direct manipulation of the order of applied rules. 2
For an NCL-grammar G 1 = hV G 1 ; I G 1 ; s G 1 ; NCLi one can construct an NCA-grammar G 2 = hV G 2 ; I G 2 ; s G 2 ; NCAi in the following way: V G 2 = V G 1 ; s G 2 = s G 1 , and for x 2 TP/ and v 2 V G 2 let (v; x) 2 I G 2 if and only if there exists types x 1 ; . . . ; x n such that (v; x 1 ) 2 I G 1 , x n = x, x 1 ! ! x n 2 Ax, and every formula in this sequence is either R-or O-formula.
Lemma 3. L(G 1 ) = L(G 2 ).
Proof. As in Kandulski 1988 , including the essential use of the normalization procedures in NCL established in Theorem 6. 2 Let G = hV G ; I G ; s G ;NCAi be an NCA-grammar. We de ne a CFgrammar G in the following way: V G = V G ; s G = s G and U G = sub(fx 2 TP: (9v 2 V G )((v; x) 2 I G g). ( For a set T of types sub(T ) stands for the set of all subtypes of types from T). The set P G of production rules contains all rules of one of the shapes: (i) x 7 ! v where x 2 TP, v 2 V G , and (v; x) 2 I G , or (ii) x 7 ! x=y y; x 7 ! y x=y; x y 7 ! x y; x y 7 ! y x, for all x; y 2 U G .
As in Kandulski 1988a, the next lemma can also be proved:
Lemma 4. BL(G) = BL(G).
As a consequence of Lemma 3 and Lemma 4 we have the theorem:
Theorem 7. The class of string languages generated by NCL-grammars is included in the class of CF-languages.
This upper bound for the class of NCA-languages can be made more exact. In order to ascertain this limit we need some additional notions concerning phrase languages.
The set BS(V ) of phrase structures over V provided with the operations f n (A 1 ; . . . ; A n ) = (A 1 . . . A n ), n = 2; 3; 4; . . . forms an absolutely free algebra over V . For any L BS(V ) there exists the largest congruence on L (with respect to inclusion), called the intersubstitutability relation for L and denoted INT L , cf. Buszkowski 1986a and Kandulski 1988b . The index of INT L will be referred to as the index of L and denoted ind(L). A path in a phrase structure A is a sequence A 1 ; . . . ; A n such that A 1 is a substructure of A and A i+1 is a direct substructure of A i , i = 1; . . . n ? 1. We de ne the degree deg(A) of a phrase structure A 2 BS(V ) as the smallest natural number n such that for every substructure B of A there is a path of length n leading from B to an atom from V . The two theorems which follow characterize phrase languages generated by categorial grammars and CF-grammars in terms of degrees of complexity, see Buszkowski 1986b and Thatcher 1967, respectively: Theorem 8. A phrase language L such that s(L) 2 is generated by an Proof. Given a CF-grammar G let G 0 be a CF-grammar in the Chomsky normal form equivalent with G. We can assume that the right-hand sides of the production rules in G 0 are closed with respect to permutation (or, equally, to transpositions, as there are two nonterminals on the right-hand side). We have L(G) = L(G 0 ) but no longer BL(G) = BL(G 0 ) as the phrase structure of the elements of BL(G 0 ) is ner than that in BL(G). However, for any phrase structures A 2 BL(G) and A 0 2 BL(G 0 ) such that jAj = jA 0 j we have the inequalities:
But s(BL(G)) is nite (it is the maximal length of strings on the right-hand sides of production rules from G) and deg(BL(G)) is nite as well (G is a CF-grammar). Therefore the following estimation is true:
Obviously s(BL(G 0 )) 2, and by Theorem 9 ind(BL(G 0 )) < @ 0 . Consequently, by Theorem 8 the language BL(G 0 ) is generated by a certain NABH o -grammar G 1 . Now it su ces to show that L(G 1 ) is generated by a certain NCL-grammar, cf. Kandulski 1995. 2 Theorems 10 and 11 entirely characterize the class of languages generated by NCL (and NLP) grammars, and can be summarized as Theorem 12. The class of NCL-languages (NLP-languages) consists of CF-languages of nite degree generated by grammars whose rules are closed with respect to permutation.
The foregoing results concerning the generative power of categorial grammars based on di erent type reduction systems have their meaning in the light of the discussion on the place of natural languages in the Chomsky hierarchy. The presence of nested dependencies in natural languages is evidence against their regularity. This was already known to Chomsky in the 50s, and a language fa n b n : n 1g can serve as a formal counterpart of these phenomena. Only in the mid 80s was a proper argument against the context-freeness of natural languages found | it is connected with the presence of cross-serial dependencies whose structure can be illustrated by a language fa n b m c n d m : n; m 1g. According to Gazdar and Pullum (1985) , the upper bound for syntactic phenomena can be found 
