It remains a puzzle that why deep neural networks (DNNs), with more parameters than samples, often generalize well. An attempt of understanding this puzzle is to discover implicit biases underlying the training process of DNNs, such as the Frequency Principle (F-Principle), i.e., DNNs often fit target functions from low to high frequencies. Inspired by the F-Principle, we propose an effective model of linear F-Principle (LFP) dynamics which accurately predicts the learning results of two-layer ReLU neural networks (NNs) of large widths. This LFP dynamics is rationalized by a linearized mean field residual dynamics of NNs. Importantly, the long-time limit solution of this LFP dynamics is equivalent to the solution of a constrained optimization problem explicitly minimizing an FP-norm, in which higher frequencies of feasible solutions are more heavily penalized. Using this optimization formulation, an a priori estimate of the generalization error bound is provided, revealing that a higher FP-norm of the target function increases the generalization error. Overall, by explicitizing the implicit bias of the F-Principle as an explicit penalty for two-layer NNs, our work makes a step towards a quantitative understanding of the learning and generalization of general DNNs.
Introduction
The wide success of deep learning in many fields (LeCun et al. 2015 ) remains a mystery. For example, a puzzle recently attracts a lot of attention, that is, why Deep Neural Networks (DNNs), with more parameters than samples, often generalize well (Zhang et al. 2016) . A major difficulty of resolving this puzzle may be attributed to the lack of an effective model which can accurately predict the final output function of DNNs and yet is simple enough for analysis. Devising such an effective model could propel deep learning into a new era in which quantitative understandings of deep learning replace the qualitative or empirical ones.
Towards this end, we begin with a widely observed phenomenon of DNNs, that is, Frequency Principle (F-Principle) (Xu et al. 2018 , Rahaman et al. 2018 , Xu et al. 2019 ):
Related works
Various approaches have been proposed in an attempt to resolve the generalization puzzle of DNNs. For example, the generalization error has been related to various complexity measures (Bartlett et al. 1999 , Bartlett & Mendelson 2002 , Bartlett, Foster & Telgarsky 2017 , Bartlett, Harvey, Liaw & Mehrabian 2017 , Neyshabur et al. 2017 , Golowich et al. 2017 , Dziugaite & Roy 2017 , Neyshabur et al. 2018 , E et al. 2018 , local properties (sharpness/flatness) of loss functions at minima (Hochreiter & Schmidhuber 1995 , Keskar et al. 2016 , Dinh et al. 2017 , Wu et al. 2017 , stability of optimization algorithms (Bousquet & Elisseeff 2002 , Xu & Mannor 2012 , Hardt et al. 2015 , and implicit bias of the training process (Arpit et al. (2017) , Rahaman et al. (2018) , Xu (2018a,b) , Pérez et al. (2018) , Xu et al. (2019 Xu et al. ( , 2018 , Neyshabur et al. (2014) , Poggio et al. (2018) , Soudry et al. (2018) ). Recently, analyzing DNNs in an extremely over-parameterized regime renders a promising approach. For example, the training process of two-layer neural networks at the mean-field limit can be described by a partial differential equation (Rotskoff & Vanden-Eijnden 2018 , Mei et al. 2018 , Sirignano & Spiliopoulos 2018 . In addition, the training dynamics of a DNN in an extremely over-parameterized regime is found to be well approximated by the gradient flow of a linearized model of the DNN resembling kernel methods (Jacot et al. 2018 , Lee et al. 2019 . This result initiates a series of works. For example, Arora et al. (2019) , Cao & Gu (2019) , E, Ma, Wang & Wu (2019 ), E, Ma & Wu (2019 utilize the linearized model to study the generalization error bounds of DNN. Note that an a priori generalization error bound for two-layer NNs is provided in E et al. (2018) , in which an explicit penalty is imposed to the loss function of NNs. In contrast, our a prior generalization bound works for NNs without any extra penalty.
3 Notation and experimental setup
Notation
For a two-layer neural network, its output (also known as the hypothesis function) reads as
where r i , x ∈ R d , θ = (w, R, l), w, l ∈ R N and R ∈ R N ×d , and by default σ(x) = max(x, 0) is the activation function of ReLU. The target function is denoted by f (x). In this work, we consider the mean-squared error (MSE) loss function
where p(x) is the population probability density. The following notation will be used in studying the training dynamics: u(x, t) = h(x, θ(t)) − f (x), u p (x, t) = h p (x, θ(t)) − f p (x), where h p (x, θ(t)) = h(x, θ(t))p(x), f p (x) = f (x)p(x). In this work, we focus on p(x) = 1 M M i=1 δ(x − x i ), which accounts for the real case of a finite training dataset {x i ; y i } M i=1 with each input x i ∈ R d and output y i ∈ R. Because the target function f (x) is not available, without loss of generality, we fixed it to any continuous function satisfying f (x i ) = y i for i = 1, · · · , M. Then f p (x) = 1 M M i=1 y i δ(x − x i ). Because ∂ t f (x) = 0 for any fixed f (x), its choice does not affect the training dynamics of h(x, θ(t)).
For any function g defined on R n , n ∈ Z + , we use the following convention of the Fourier transform and its inverse:
·ξ dξ, where ξ ∈ R n denotes the frequency. For any function g defined on the torus Ω := T n = [0, 1] n , n ∈ Z + , we use the following convention of the Fourier series and its inverse:
·k , where k ∈ Z n denotes the frequency. For u and u p , their Fourier transforms are written asû(ξ, t) and u p (ξ, t), respectively. θ(t) = (w(t), R(t), l(t)) are the parameters at training time t.
Experimental setup
In our experiments, we use two-layer ReLU NNs of form h( A random non-zero initial output of DNN leads to a specific type of generalization error. To eliminate this error, we use DNNs with an antisymmetrical initialization (ASI) trick (Zhang et al. 2019) .
An effective model of Linear F-Principle (LFP) dynamics
It is difficult to analyze DNNs theoretically due to its huge number of parameters and highly nonlinear dynamics. In this section, inspired by the F-Principle, we propose a Linear F-Principle (LFP) dynamics to effectively model a two-layer ReLU NN of a large width. Specifically, with the loss of MSE, up to a multiplicative constant in time scale, we model the gradient descent dynamics of the two-layer NN of a sufficiently large width N as
where, different fromû(ξ, t) in the left hand side (LHS),
in the right hand side (RHS) incorportates the information from the training dataset. In our numerical experiments, we only consider NNs with ASI trick (Zhang et al. 2019) , which guarantees h(·, θ 0 ) = 0. Note that, for d = 1, an NN of the form h(x, θ) = N i=1 w i σ(r i (x − l i )) is modeled by the same LFP dynamics (3). For convenience, we refer to the long-time limit solution of the LFP dynamics as the solution of the LFP model. Intuitively, the coefficient as a function of ξ in the RHS characterizes a decaying priority of convergence for u(ξ, t) from low to high frequencies, conforming with the phenomenon of the F-Principle (Xu et al. 2018 (Xu et al. , 2019 .
Intuitively, a higher order of decay in the frequency domain, say 1/|ξ | d+3 comparing to 1/|ξ | d+1 , leads to a more "smooth" solution. Therefore, adjusting the relative importance of 1/|ξ | d+3 and 1/|ξ | d+1 through their coefficients
we can obtain solutions of different regularity/smoothness for a given training dataset.
Before we rationalize this model, we first demonstrate the effectiveness of this model through experiments on the synthetic training data of 1-d and 2-d input. Note that the long-time limit solution of dynamics (3) is obtained by solving an equivalent optimization problem numerically (see Section 5 and Appendix 11 for details.). Fig. 1(a) , for the two-layer ReLU NN of 500 hidden neurons, the solution of the corresponding LFP model well approximates the final output of the NN. As we increase the number of hidden neurons to 16000, as shown in Fig. 1(b) , the approximation becomes almost perfect. We use L p norm to quantify the approximation error at
, where h N is the final output of the two-layer ReLU NN of N hidden neurons, h LFP is the solution of the corresponding LFP model. As shown in Fig. 1(c) , L 1 (h N , h ∞ ) and L 2 (h N , h ∞ ) decrease as N increases, indicating that our LFP model accurately models the two-layer NNs of sufficiently large widths. To obtain a less smooth interpolation of the training data, we initialize w i 's and r i 's with uniform distributions on [−2, 2], such that 1/|ξ | 2 dominates in Eq. (3). As shown in Fig. 1(d) , the solution of the LFP model is less smooth compared to that in Fig. 1(a) and (b). In fact, it is close to a piecewise linear function. We note that the LFP model with only the decaying term of 1/|ξ | 2 in the RHS of Eq. (3) performs the piecewise linear interpolation for d = 1. We will elaborate this result in our future works. In this example, the solution of our LFP model almost perfectly overlaps with the final output of the NN.
For the case of 2-d input, i.e., d = 2, we consider the training dataset of the famous XOR problem, which cannot be solved by one-layer neural networks. This training dataset consists of four points represented by white stars in Fig. 2(a) . As shown in Fig. 2 (a-c), our LFP model predicts the final output of NN very accurately over the domain [−1, 1] 2 . Similar to the 1-d case, as the number of hidden neurons increases, the prediction by the LFP model becomes more accurate. We also present similar experimental results for an asymmetrical training dataset in Fig. 4 in Appendix.
Rationalization of the LFP dynamics
Our starting point is the following linearized mean field residual dynamics (Mei et al. (2018 (Mei et al. ( , 2019 ):
where θ 0 denotes the initial parameters of the NN in the mean field kernel limit. The kernel is defined as where 
where (3) can be obtained by replacing · w 0 , |r 0 | with the mean over N hidden neurons.
Explicitizing the implicit bias of the F-Principle

An equivalent optimization problem to the gradient flow dynamics
In our LFP model, the solution is implicitly regularized by a decaying coefficient for different frequencies ofû throughout the training. For a quantitative analysis of this solution, we explicitize such an implicit dynamical regularization by a constrained optimization problem as follows.
First, we present a general theorem that the long-time limit solution of a gradient flow dynamics is equivalent to the solution of a constrained optimization problem. All proofs are in Appendix 9.
Let H 1 and H 2 be two seperable Hilbert spaces and P : H 1 → H 2 is a surjective linear operator, i.e., Im(P) = H 2 . Let P * : H 2 → H 1 be the adjoint operator of P, defined by
Given g ∈ H 2 , we consider the following two problems.
Since this equation is linear and with nonpositive eigenvalues on the right hand side, there exists a unique global-in-time solution u(t) for all t ∈ [0, +∞) satisfying the initial condition. Moreover, the long-time limit lim t→+∞ u(t) exists and will be denoted as u ∞ .
(ii) The minimization problem
In the following, we will show that it has a unique minimizer which is denoted as u min . Now we present the following theorem of the equivalence relation. Theorem 1. Suppose that PP * is surjective. The above Problems (i) and (ii) are equivalent in the sense that u ∞ = u min . More precisely, we have
The following corollary is obtained directly from Theorem 1.
Then the following two problems are equivalent in the sense thatĥ ∞ =ĥ min .
The initial value problem
The minimization problem
Note that in Appendix 9, we provide another version of Corollary 2 for the discretized frequency, which is considered in Section 6.
Explicitizing the implicit bias for two-layer NNs
By Corollary 2, we derive the following constrained optimization problem explicitly minimizing an FP-norm (see Section 6.1), whose solution is equivalent to that of the LFP model (3), that is,
subject to constraints h( 
FP-norm and an a priori generalization error bound
The equivalent explicit optimization problem (10) provides a way to analyze the generalization of sufficiently wide two-layer NNs. We begin with the definition of an FP-norm, which naturally induces a FP-space containing all possible solutions of a target NN, whose Rademacher complexity can be controlled by the FP-norm of the target function. Thus we obtain an a priori estimate of the generalization error of NN by the theory of Rademacher complexity. Our a priori estimates follows the Monte Carlo error rates with respect to the sample size. Importantly, Our estimate unravels how frequency components of the target function affect the generalization performance of DNNs.
FP-norm and FP-space
We denote Z d * := Z d \{0}. Given a frequency weight function γ :
we define the FP-norm for all function h ∈ L 2 (Ω):
If γ : Z d * → R + is not defined at 0, we set (γ(0)) −1 := 0 in the above definition and · γ is only a semi-norm of h. Next we define the FP-space
Clearly, for any γ, the FP-space is a subspace of L 2 (Ω). In addition, if γ :
Note that in the case of DNN, according to the F-Principle, (γ(k)) −2 increases with the frequency. Thus, the contribution of high frequency to the FP-norm is more significant than that of low frequency.
a priori generalization error bound
The following lemma shows that the FP-norm closely relates to the Rademacher complexity, which is defined asR
for the function space H .
By Lemma 14 in Appendix 10, the FP-norm of the solution for the optimization problem in Corollary 2 is bounded by Q = f − h ini γ . Then, we obtain the following estimate of the generalization error bound. Theorem 4. Suppose that the real-valued target function f ∈ F γ (Ω), the training dataset {x i ;
, and h M is the solution of the regularized model
Then we have (i) given γ : Z d → R + , for any δ ∈ (0, 1), with probability at least 1 − δ over the random training samples, the population risk has the bound
(ii) given γ : Z d * → R + with γ(0) −1 := 0, for any δ ∈ (0, 1), with probability at least 1 − δ over the random training samples, the population risk has the bound
Remark 5. By the assumption in the theorem, the target function f belongs to F γ (Ω) which is a subspace of L 2 (Ω). In most applications, f is also a continuous function. In any case, f can be well-approximated by a large neural network due to universal approximation theory Cybenko (1989).
Our a priori generalization error bound in Theorem. 4 is large if the target function possesses significant high frequency components. Thus, it explains the failure of DNNs in generalization for learning the parity function (Shalev-Shwartz et al. 2017), whose power concentrates at high frequencies. In the following, We use experiments to illustrate that, as predicted by our a priori generalization error bound, larger FP-norm of the target function indicates a larger generalization error. 
Experiment
In this section, we train a ReLU-NN of width 1-5000-1 to fit 20 uniform samples of f (x) = sin(2πv x) on [0, 1] until the training MSE loss is smaller than 10 −6 , where v is the frequency. We then use 500 uniform samples to test the NN. The FP-norm of the target function is computed by
wheref (ξ) is computed by the discrete Fourier transform of f (x). As shown in Fig. 3 , a larger FP-norm of the target function is related to a larger test error.
Discussion
In this work, inspired by the F-Principle, we propose an effective LFP model for NNs -a model quantitatively well predicts the output of wide two-layer ReLU NNs and is theoretically rationalized by their training dynamics in an extremely over-parameterized regime. We explicitize the implicit bias of the F-Principle by a constrained optimization problem equivalent to the LFP model. This explicitization leads to an a priori estimate of the generalization error bound, which depends on the FP-norm of the target function. Note that, our LFP model based on the ReLU transfer function can be naturally extended to other transfer functions following a similar construction process.
As a candidate of an effective model of DNNs, the LFP model advances our qualitative/empirical understandings of the F-Principle to a quantitative level. i) With ASI trick (Zhang et al. 2019) offsetting the initial DNN output to zero, the LFP model indicates that the F-Principle also holds for DNNs initialized with large weights. Therefore, "initialized with small parameters" (Xu et al. 2018 (Xu et al. , 2019 is not a necessary condition for the F-Principle. ii) Based on the qualitative behavior of F-Principle, previous works (Xu et al. 2018 , 2019 , Rahaman et al. 2018 speculate that "DNNs prefer to learn the training data by a low frequency function". With an equivalent optimization problem explicitizing the F-Principle, the LFP model quantifies this speculation.
Our a priori generalization error bound increases as the FP-norm of the target function increases. This explains several important phenomena. First, DNNs fail to generalize well for the parity function (Shalev-Shwartz et al. 2017) . Xu et al. (2019) shows that this is due to the inconsistency between the high frequency dominant property of the parity function and the low frequency preference of DNNs. In this work, by our a priori generalization error bound, the dominant high frequency of the parity function quantitatively results in a large FP-norm, thus, a large generalization error. Second, because randomly labeled data possesses large high frequency components, which induces a large FP-norm of any function well matches the training data and test data, we expect a very large generalization error, e.g., no generalization, as observed in experiments. Intuitively, our estimate indicates good generalization of Ns forNwell-structured low-frequency dominant real dataset as well as bad generalization of NNs for randomly labeled data, thus providing insight into the well known puzzle of generalization of DNNs (Zhang et al. 2016 ).
The F-Principle, a widely observed implicit bias of DNNs, is also a natural bias for human. Empirically, when a human see several points of training data, without a specific prior, one tends to interpolate these points by a low frequency dominant function. Therefore, the success of DNN may partly result from its adoption of a similar interpolation bias as human's. In general, there could be multiple types of implicit biases underlying the training dynamics of a DNN. Inspired by the LFP model, discovering and explicitizing these implicit biases could be a key step towards a thorough quantitative understanding of deep learning. 
Rationalization of the LFP dynamics
In this section, we derive the dynamics of each frequency component of the loss function when a two-layer ReLU-NN is used to fit a d-dimensional function. Under mild assumption, we can clearly see that a lower frequency component has a faster convergence speed.
The starting point is the following linearized mean field residual dynamics Mei et al. (2018 Mei et al. ( , 2019 :
here θ 0 denotes the initial parameters of the training dynamics, considering the linear kernel regime. The kernel is defined as
) and σ is the ReLU function. For simplicity, we assume the parameters are isotropic and ρ(l 0 ) = C l 0 , ρ(e r 0 ) = C e r 0 to be specified later that is,
where e r 0 is the unit vector of r 0 . Then gradient of σ * with respect to the parameters is
For any given vector r 0 , we can decompose the gradient with respect to r 0 , that is, second row in the above gradient vector, into two directions: parallel and perpendicular to r 0 , i.e.,
where
due to the property of the ReLU function. Thus, the gradients (24) can be written into two parts
Then the kernel (22) can be split into two parts,
In the following computation, we will drop the term G. Since this term corresponds to the direction perpendicular to r 0 , it is not very easy to check by numerical experiments and we only consider the dynamics of the parallel part.
Taking Fourier transform with respect to x,
Notice for any function f defined on R, the following results hold:
and
2 r 0 and y = e r 0 · x. The above delta function is defined as, for any function f (e r 0 )
Combining the above results, one obtains
So
then we first integrate the variable e r 0 using (42) to get
Notice that
thus
Finally, by choosing a suitable time scale the above dynamics can be written as
9 Proofs of the equivalence theorems Let H 1 and H 2 be two seperable Hilbert spaces and P : H 1 → H 2 is a surjective linear operator, i.e., Im(P) = H 2 . Let P * : H 2 → H 1 be the adjoint operator of P, defined by
Lemma 6. Suppose that H 1 and H 2 are two seperable Hilbert spaces and P : H 1 → H 2 and P * : H 2 → H 1 is the adjoint of P. Then all eigenvalues of P * P and PP * are non-negative. Moreover, they have the same positive spectrum. If in particular, we assume that the operator PP * is surjective, then the operator PP * is invertible.
Proof. We consider the eigenvalue problem P * Pu 1 = λu 1 . Taking inner product with u 1 , we have
. Note that the left hand side is Pu 1 2 H 2 which is non-negative. Thus λ ≥ 0. Similarly, the eigenvalues of PP * are also non-negative. Now if P * P has a positive eigenvalue λ > 0, then P * Pu 1 = λu 1 with non-zero vector u 1 ∈ H 1 . It follows that PP * (Pu 1 ) = λ(Pu 1 ). It is sufficient to prove that Pu 1 is non-zero. Indeed, if Pu 1 = 0, then P * Pu 1 = 0 and λ = 0 which contradicts with our assumption. Therefore, any positive eigenvalue of P * P is an eigenvalue of PP * . Similarly, any positive eigenvalue of PP * is an eigenvalue of P * P.
Next, suppose that PP * is surjective. We show that PP * u 2 = 0 has only the trivial solution u 2 = 0. In fact, PP * u 2 = 0 implies that P * u 2 2 H 1 = u 2 , PP * u 2 H 2 = 0, i.e., P * u 2 = 0. Thanks to the surjectivity of PP * , there exists a vector u 3 ∈ H 2 such that u 2 = PP * u 3 . Let u 1 = P * u 3 ∈ H 1 . Hence u 2 = Pu 1 and P * Pu 1 = 0. Taking inner product with u 1 , we have Pu 1 2 H 2 = u 1 , P * Pu 1 H 1 = 0, i.e., u 2 = Pu 1 = 0. Therefore PP * is injective. This with the surjectivity assumption of PP * leads to that PP * is invertible.
Remark 7. For the finite dimensional case H 2 = R M , conditions for the operator P in Lemma 6 are reduced to that the matrix of P has rank M (full rank).
(i) The initial value problem du dt = P * (g − Pu)
In the following, we will show it has a unique minimizer which is denoted as u min .
Now we show the following equivalent theorem. Theorem 8. Suppose that PP * is surjective. The above Problems (i) and (ii) are equivalent in the sense that u ∞ = u min . More precisely, we have
Proof. Letũ = u − u ini andg = g − Pu ini . Then it is sufficient to show the following problems (i') and (ii') are equivalent.
(i') The initial value problem dũ dt = P * (g − Pũ)
u(0) = 0.
(ii') The minimization problem
We claim thatũ min = P * (PP * ) −1g . Thanks to Lemma 6, PP * is invertible, and thus u min is welldefined and satisfies that Pũ =g. It remains to show that this solution is unique. In fact, for anyũ satisfying Pũ =g, we have
The equality holds if and only ifũ =ũ min .
For problem (i'), from the theory of ordinary differential equations on Hilbert spaces, we have that its solution can be written asũ
where λ i , i ∈ I are positive eigenvalues of PP * , I is an index set with at most countable cardinality, and v i , i ∈ I are eigenvectors in H 1 . Thusũ ∞ =ũ min = P * (PP * ) −1g .
Finally, by back substitution, we have
The following corollaries are obtained directly from Theorem 8. Corollary 9. Let u be the parameter vector θ in H 1 = R N p , g be the outputs of the training data Y , and P be a full rank matrix in the linear DNN model. Then the following two problems are equivalent in the sense that θ ∞ = θ min .
(A1) The initial value problem
The next corollary is a weighted version of Theorem 8. Corollary 10. Let H 1 and H 2 be two seperable Hilbert spaces and Γ : H 1 → H 1 be an injective operator. Define the Hilbert space H Γ := Im(Γ). Let g ∈ H 2 and P : H Γ → H 2 be an operator such that PP * : H 2 → H 2 is surjective. Then Γ −1 : H Γ → H 1 exists and H Γ is a Hilbert space with norm u H Γ := Γ −1 u H 1 . Moreover, the following two problems are equivalent in the sense that u ∞ = u min .
(B1) The initial value problem du dt = γ 2 P * (g − Pu)
(B2) The minimization problem
Proof. The operator Γ : H 1 → H W is bijective. Hence Γ −1 : H Γ → H 1 is well-defined and H Γ with norm · H Γ is a Hilbert space. The equivalence result holds by applying Theorem 8 with proper replacements. More precisely, we replace u by Γu and P by PΓ.
Corollary 11. Let γ : R d → R + be a positive function and h be a function in
(C1) The initial value problem 
The equivalence result then follows from Corollary 10.
We remark that
Therefore problem (C1) can also be written as:
In the following, we study the discretized version of this dynamics-optimization problem (C1&C2). 
∈ R M and P : H Γ → R M be a surjective operator such as
(D1) The initial value problem
(y i e −2πix i ·k −ĥ(k) * e −2πix i ·k ) h(0) =ĥ ini .
(D2) The minimization problem
s.t. h(x i ) = y i , i = 1, · · · , M. . Moreover, ĥ −ĥ ini
(k) * e −2πix i ·k .
10 Proof of the a priori generalization error bound
Problem Setup
We focus on regression problem. Assume the target function f : Ω := [0, 1] d → R. Let the training set be {(
, where x i 's are independently sampled from an underlying distribution ρ(x) and y i = f (x i ). We consider the square loss
with population risk L = L( f ) = E x∼ρ (x; h) (59) and empirical riskL
FP-space
If γ : Z d * → R + is not defined at 0, we set (γ(0)) −1 := 0 in the above definition and · γ is only a semi-norm of h.
Then we define the FP-space
By our definition, the FP-space is always a subspace of L 2 (Ω). In addition, if γ : k → |k | −m/2 for k ∈ Z d * , then functions in the FP-space withĥ(0) = ∫ Ω h(x) dx = 0 form the Sobolev space H m (Ω). Fig. 2 (a,b,c) except that the training data consists of 5 points and is asymmetrical.
Numerical solution of the LFP model
Numerically, we solve the following ridge regression problem (Mei et al. (2019) ) to approximate the solution of the optimization problem (10) 
