Abstract. We consider hp-Galerkin time stepping methods as applied to nonlinear initial value problems in real Hilbert spaces. More precisely, we develop new techniques to prove general Peano-type existence results for discrete solutions for both the continuous as well as the discontinuous Galerkin schemes. In particular, our results show that the existence of solutions is independent of the local approximation order. The theory in this paper will be applied to nonlinearities of Lipschitz-type as well as to problems with finite time blow-ups. In addition, a series of numerical experiments will be presented.
Introduction
In this paper we focus on hp-type continuous Galerkin (cG) as well as on discontinuous Galerkin (dG) time stepping discretizations as applied to abstract initial value problems of the form u (t) = F(t, u(t)), t ∈ (0, T ), (1)
Here, u : (0, T ) → H, for some T > 0, is an unknown solution, with values in a real Hilbert space H (with inner product denoted by (·, ·) H and induced norm · H ). The initial value u 0 ∈ H prescribes the solution u at the start-up, and F : [0, T ] × H → H is a possibly nonlinear, continuous operator. In the sequel, we will usually omit to explicitly write the dependence on the first argument t.
For H = R N and continuous nonlinearities F, the well-known Peano Theorem (see, e.g., [15] ) guarantees the existence of C 1 -solutions u of (1)- (2) within some limited time range, t ∈ (0, T ), for some T > 0. Generalizations to problems in Banach spaces are available as well; see, e.g., [9] . Notice that the existence interval for solutions may be arbitrarily small even for smooth F: For instance, the initial value problem (1)-(2) may exhibit solutions that may become unbounded in finite time; more precisely, this means that u(t) H < ∞ for 0 < t < T , lim t T u(t) H = ∞.
To give an example, let us consider the initial value problem of finding a R-valued function u which satisfies u (t) = |u(t)| β−1 u(t), u(0) = 1,
for a given constant β > 1. It is elementary to check that u(t) = (1 − (β − 1)t) 1 
1−β
is a solution of (3), and we see that there appears a blow-up as t T := 1 β−1 . Galerkin-type time stepping methods for initial-value problems are based on weak formulations. For both the cG and the dG time stepping methods, the test spaces constitute of polynomials that are discontinuous at the time nodes. In this way, the discrete Galerkin formulations decouple into local problems on each time step, and the discretizations can therefore be understood as implicit onestep schemes. Galerkin time stepping methods have been analyzed for ordinary differential equations (ODEs), e.g., in [3, 5, 7, 8, 10] .
A key feature of Galerkin time stepping methods is their great flexibility with respect to the size of the time steps and the local approximation orders, thereby naturally leading to a hp-version Galerkin framework. The hp-approach is well-known for its ability to approximate smooth solutions with possible local singularities at high algebraic or even exponential rates of convergence; see, e.g., [4, 12, 13, 16] for the numerical approximation of problems with start-up singularities.
The hp-version of the cG and dG time stepping schemes were introduced and analyzed in the works [11, 12, 14, 17] . In particular, in the articles [11, 17] , which focus on ordinary initial value problems with uniform Lipschitz nonlinearities, a combination of suitable hp-analyses and the use of the contraction mapping theorem made it possible to prove the existence of (unique) discrete solutions; incidentally, the existence of numerical solutions was shown to be independent of the local approximation orders.
In the first part of the present paper, we will develop a new approach for showing existence of the cG and dG solutions to (1)-(2) solely under the continuity assumption on the nonlinearity F. For this purpose, we will write the weak discrete formulations in strong form along the lines of [1, 14] . Subsequently, suitable fixed-point forms need to be derived. In the context of the cG method, this is accomplished within an integral equation framework. For the dG scheme, matters are more challenging, and a careful investigation of the discrete time derivative operator, which involves a lifting operator from [14] , is required on the local polynomial approximation space; this operator turns out to be an isomorphism on the underlying polynomial spaces and paves the way for a fixed point equation. For both the cG and the dG schemes the application of Schauder's fixed point theorem yields the existence of discrete solutions. Interestingly, the existence results do not depend on the local polynomials degrees, and only require the local time steps to be sufficiently small. In this sense, our theory constitutes a discrete version of Peano's Theorem.
Throughout the paper, Bochner spaces will be used: For an interval I = (a, b) and a real Hilbert space H as before, the space C 0 (I; H) consists of all functions u : I → H that are continuous on I with values in H. Moreover, introducing, for 1 ≤ p < ∞, the norm
and, for p = ∞, the norm
we write L p (I; H) to signify the space of (classes of) measurable functions u : I → H so that the corresponding norm is bounded. For H = R we simply write
. We notice that L 2 (I; H) is a Hilbert space with the inner product
Our article is organized as follows: Section 2 presents the hp-cG and hp-dG time stepping schemes. The main part of the paper, Section 3, is concerned with the development of existence proofs for discrete solutions. Moreover, some applications to Lipschitz continuous nonlinearities and problems with finite time blow-up will be studied in Section 4. Finally, the article closes with a few concluding remarks in Section 5.
Galerkin Time-Discretizations
In this section we present the hp-cG and hp-dG time stepping methods as applied to (1) Furthermore, to each interval we associate a polynomial degree r m ≥ 0 which takes the role of a local approximation order. Then, given a (real) Hilbert space X ⊂ H, and r ≥ 0, the set
signifies the space of all polynomials of degree at most r on an interval J ⊂ R with values in X. In practical computations, the Hilbert space H, on which (1)- (2) is based, will typically be replaced by a finite-dimensional subspace
With these definitions, the (fully discrete) hp-cG time marching scheme is iteratively given as follows: For given initial value U m−1 := U | Im−1 (t m−1 ) ∈ H (with U 0 := u 0 , where u 0 ∈ H is the initial value from (2)), we find U | Im ∈ P rm+1 (I m ; H m ) through the weak formulation
for any 1 ≤ m ≤ M . Notice that, in order to enforce the initial condition on each individual time step, the local trial space has one degree of freedom more than the local test space. Furthermore, we remark that the Galerkin solution U is globally continuous on (0, T ) provided that
hp-dG Time
Stepping. In order to define the discontinuous Galerkin scheme, some additional notation is required: We define the one-sided limits of a piecewise continuous function U at each time node t m by
Then, the discontinuity jump of
With these definitions and setting U − 0 := u 0 , where u 0 is the initial condition from (2), the (fully discrete) hp-dG time stepping method for (1)- (2) reads:
for any 1 ≤ m ≤ M . We emphasize that, in contrast to the continuous Galerkin formulation, the trial and test spaces are the same for the discontinuous Galerkin scheme. This is due to the fact that the initial values are weakly imposed (by means of an upwind flux) on each time interval.
Existence of discrete solutions
In this Section our goal is to show existence of solutions to the discrete local problems (5) and (6) . Our general strategy is to represent the Galerkin formulations in terms of strong equations, and then to derive suitable fixed-point formulations. Subsequently, the existence of discrete solutions will follow from the application of Schauder's fixed point theorem.
3.1. Existence of cG Solutions. We begin by rewriting (5) as finding U ∈ P rm+1 (I m ; H m ) such that
, which is uniquely defined by
, we obtain the strong form
Integration results in
We see that the operator
maps P rm+1 (I m ; H m ) into itself, and hence, the integral equation (8) is a fixed point formulation,
In particular, any solution of (8) will solve (5).
Theorem 1. Let 1 ≤ m ≤ M , and suppose that, for some κ m > 0,
where
Then, if the local time step is chosen such that
Proof. For a κ m > 0 let U ∈ M κm m be arbitrary. We let t ∈ I m such that
Then, using Bochner's Theorem as well as the Cauchy-Schwarz inequality, yields
Taking into account the boundedness of the L 2 -projection (with constant 1) leads to
Finally, since M κm is a convex and compact ball, and T cG m is continuous, Schauder's fixed point theorem implies that there exists at least one solution of (9) in M κm , and thus of (5). Remark 1. It should be emphasized that the existence criterion (10) is independent of the local polynomial degree r m .
3.2.
Existence of dG Solutions. The situation for the dG method is more involved. We will commence by looking at the discrete time derivative operator appearing in the dG formulation. 
on a real Hilbert space X, with inner product (·, ·) X , and norm · X . In view of this definition with X = H m , we have for the dG solution U ∈ P rm (I m ; H m ) from (6):
for any V ∈ P 
The term on the left-hand side of this equation is the hp-dG time discretization of the continuous derivative operator u → u . This motivates the definition of a discrete operator (12) χ :
given by
. For the proof of existence of solutions of (11) it is important to notice that the operator χ is invertible. Proposition 1. Let X be a real Hilbert space, and 1 ≤ m ≤ M . Then, the operator χ from (12)- (13) is an isomorphism. In addition, there exists a constant C χ > 0 independent of the time step k m and the local approximation order r m such that, for any p ∈ [1, ∞], there holds the bound
for any U ∈ P rm (I m ; X).
In order to establish this result, we require two auxiliary estimates which will be proved first. Lemma 1. Let 1 ≤ m ≤ M , and X a real Hilbert space. Then, there holds (15) sup
for any z ∈ X. The estimate is sharp as can be seen by selecting t = t m−1 in the integral.
Proof. Let us first consider the lifting operator L rm : X → P rm ( I; X) on the unit interval I = (−1, 1), defined by
Referring to [14, Eq. (35) and Lemma 8] there holds the explicit formula
with { K i } i≥0 signifying the family of Legendre polynomials on (−1, 1) (with degrees deg(
Eq. (9) and Lemma 1]. Combining the above identities, we obtain
Noticing the telescope sum as well as the fact that K 0 (t) = 1 and K 1 (t) =t, we arrive at
Then, employing the fact that
and using the triangle inequality, results in
Now we define the affine mapping
A scaling argument implies that
see [14, Lemma 7] . Hence, by a change of variables,
Taking the supremum for t ∈ I m completes the proof.
Lemma 2. Let 1 ≤ m ≤ M , and X a real Hilbert space. Then, the bound
holds true for any U ∈ P rm (I m ; X).
Proof. Let U ∈ P rm (I m ; X). We define
where K rm is the r m -th Legendre polynomial on (−1, 1), which we scale such that K rm (−1) = (−1) rm (cf. the proof of Lemma 1), and F m is the affine element mapping from (17) . Then,
.
Involving (16) shows
Furthermore, Υ rm m is orthogonal to the space P rm−1 (I m ; X) (where P −1 (I m ; X) := {0} ⊂ X) with respect to the inner product in L 2 (I m ; X). In particular, since U ∈ P rm−1 (I m ; X), we have
Therefore, using Hölder's inequality and recalling (19), we conclude that
shows the desired bound.
We are now ready to show Proposition 1.
Proof of Proposition 1. Consider U ∈ P rm (I m ; X). Then, we choose t ∈ I m such that U (t ) X = U L ∞ (Im;X) . It holds that
Applying the triangle inequality as well as Bochner's Theorem, and recalling (15) , this implies that
Inserting the bound (18) results in
and applying Hölder's inequality completes the proof with C χ = 2.
Remark 2. The proof of Proposition 1 reveals the upper bound C χ ≤ 2. We emphasize, in particular, that the estimate (14) is uniform with respect to the local polynomial degree r m ≥ 0 as r m → ∞. (14), we obtain
Remark 3. Upon setting
for any V ∈ P rm (I m ; X).
Fixed Point Formulation.
We prove the existence of a solution of (6) by means of a fixed point argument. For this purpose, we will derive a suitable fixed point formulation, and return to the case X = H m . Noticing the fact that
, and recalling (11), we can write
Then, introducing the new variable
, and therefore, by means of Proposition 1, 
. This is the 'dG-version' of the integral equation (8) for the cG method.
Existence of Discrete dG Solutions.
We will now prove the existence of solutions to the local hp-dG time stepping scheme (6). Remark 5. As for the cG method (cf. Remark 1), we stress the fact that the existence criterion (25) is independent of the local polynomial degree r m .
Applications
In this section we will discuss the existence theorems from Section 3 in the context of two different types of nonlinearities F: Firstly, we shall focus on Lipschitz continuous nonlinearities as in [11, 17] , and secondly, we will analyze problems with finite time blow-ups. 4.1. Lipschitz Continuous Nonlinearities. Suppose that F satisfies the uniform Lipschitz condition
for some constant L > 0. Existence of a cG (or dG) solution on a given time interval I m requires the assumptions of Theorem 1 (or Theorem 2) to be fulfilled. To this end, let us fix κ m > 0, and compute , with c = 1 for the cG method, and c = C χ for the dG scheme, where C χ is the constant from (14) . The previous inequality holds for
This shows that k m needs to be bounded of order O(L −1 ) if κ m 0. We note that this is in line with the existence results from [11, Theorem 2.6] and [17, Proposition 2.2] for the hp-cG and hp-dG methods, respectively. Incidentally, these papers also contain a number of numerical experiments, which will not be repeated here.
4.2.
Blow-Up Solutions. We shall now turn to problems of type (3) which exhibit blow-ups in time. More precisely, we make the assumption that
for some constants α > 0, β > 1, and sufficiently large t. Proceeding as before, we estimate the quantity
Using Hölder's inequality inequality, we note the estimate
for any a, b ≥ 0. Therefore,
We can satisfy (27) by asking that values of the polynomial degree r. In particular, we observe that the ratios seem to be independent of r, and that the stable limits in the plots coincide with the theoretically predicted reduction factor (0.75 for cG and 0.875 for dG) from (31).
Figures 2 and 3 display the relative errors,
for the cG and dG methods (in the plots, the nodal errors are linearly interpolated on each time step), respectively. We see that, while the approximations of lowest possible order (r = 1 for the cG and r = 0 for the dG scheme, corresponding to the backward Euler and Crank-Nicolson schemes, respectively) resolve the nodal values and the blow-up time at moderate quality, the higher-order computations deliver increasingly better results. Let us mention that the Galerkin time stepping schemes are well-known to exhibit super-convergence at the end time of each time step (see, e.g., [5, 6] ); in particular, the relative errors may oscillate considerably on the individual time intervals. This is depicted exemplarily for the dG method with r = 1 in Figure 4 ; here, piecewise linear oscillations and superconvergence at the final time on each time step are clearly visible. We close this section by noting that all computations have been performed with the aid of the deal.II package; see [2] and the website dealii.org.
Conclusions
In this paper we have investigated the hp-version continuous and discontinuous Galerkin time stepping methods for the numerical approximation of general initial value problems with continuous nonlinearities in real Hilbert spaces. Our main findings are Peano-type existence results for the discrete systems. They show that discrete solutions exist provided that the local time steps are chosen sufficiently small (independent of the local polynomial degrees). The key steps in the proofs include the derivation of strong forms of the Galerkin discretizations, the transformation into suitable fixed point equations, and the application of Schauder's fixed point theorem. Our current and future work on the subject will focus on the derivation of error estimates and the extension of the techniques derived in this article to nonlinear parabolic partial differential equations. 
