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ABSTRACT
In this thesis, the boundary integral equation method (BIEM) is studied and applied
to electromagnetic and elastic wave problems.
First of all, a spectral domain BIEM called the spectral domain approach is employed
for full wave analysis of metal strip grating on grounded dielectric slab (MSG-GDS) and
microstrips shielded with either perfect electric conductor (PEC) or perfect magnetic
conductor (PMC) walls. The modal relations between these structures are revealed by
exploring their symmetries. It is derived analytically and validated numerically that all
the even and odd modes of the latter two (when they are mirror symmetric) find their
correspondence in the modes of metal strip grating on grounded dielectric slab when the
phase shift between adjacent two unit cells is 0 or pi. Extension to non-symmetric case
is also made. Several factors, including frequency, grating period, slab thickness and
strip width, are further investigated for their impacts on the effective permittivity of the
dominant mode of PEC/PMC shielded microstrips. It is found that the PMC shielded
microstrip generally has a larger wave number than the PEC shielded microstrip.
Secondly, computational aspects of the layered medim doubly periodic Green’s func-
tion (LMDPGF) in matrix-friendly formulation (MFF) are investigated. The MFF for
doubly periodic structures in layered medium is derived, and the singularity of the peri-
odic Green’s function when the transverse wave number equals zero in this formulation is
analytically extracted. A novel approach is proposed to calculate the LMDPGF, which
makes delicate use of several techniques including factorization of the Green’s function,
generalized pencil of function (GPOF) method and high order Taylor expansion to derive
the high order asymptotic expressions, which are then evaluated by newly derived fast
convergent series. This approach exhibits robustness, high accuracy and fast and high
order convergence; it also allows fast frequency sweep for calculating Brillouin diagram
in eigenvalue problem and for normal incidence in scattering problem.
Thirdly, a high order Nystro¨m method is developed for elastodynamic scattering
that features a simple local correction scheme due to a careful choice of basis functions.
A novel simple and efficient singularity subtraction scheme and a new effective near
singularity subtraction scheme are proposed for performing singular and nearly singular
xii
integrals on curvilinear triangular elements. The robustness, high accuracy and high
order convergence of the proposed approached are demonstrated by numerical results.
Finally, the multilevel fast multipole algorithm (MLFMA) is applied to accelerate
the proposed Nystro¨m method for solving large scale problems. A Formulation that can
significantly reduce the memory requirements in MLFMA is come up with. Numerical
examples in frequency domain are first given to show the accuracy and efficiency of
the algorithm. By solving at multiple frequencies and performing the inverse Fourier
transform, time domain results are also presented that are of interest to ultrasonic non-
destructive evaluation.
1CHAPTER 1. INTRODUCTION
Mathematical modeling plays a very important role in both science and technology
because it provides principles of numerical reckoning for the problems of interest, which
is “the first essential step in the direction of learning any subject” [1]. In the early days,
researchers relied highly on their analytic skills to solve those models, which came usually
in the form of differential or integral equations. However, the fast pace of scientific and
technological evolution demands the solution of more and more complex problems that
are beyond the capacity of pencil and ruler. As a result, the use of numerical methods
implemented on computers has become a common practice nowadays.
1.1 Boundary Integral Equation Method
The boundary integral equation method (BIEM), among others like the finite ele-
ment method (FEM) and the finite difference method (FDM), is one of the most popular
numerical methods for solving differential equations [2]. It has a long history of develop-
ment, but interests in its numerical implementation thrived only after digital computers
became available in the 1960s [3]. It has been a very powerful method since then, es-
pecially for open-region problems like scattering and radiation. Compared with other
approaches, the BIEM has the boundary rather than the volume of the object as the
solution domain, which yields fewer unknowns (degrees of freedom) after the fields on
the whole solution domain is approximated with those on a collection of small boundary
elements approximating the geometry of the domain. Also, because of the employment
of Green’s functions to represent the interaction between different elements, the BIEM
usually delivers higher accuracy. The bottleneck, however, exists that the linear systems
resulted from the BIEM are dense and very difficult to solve when the dimension goes
tremendous [4]. It was not until the 1990s when fast algorithms were developed that the
BIEM could truly handle very large scale problems [5, 6].
In the past two decades, the pursuit of more powerful BIEM hasn’t for a moment
2ceased among computational scientists. Topics such as how to solve problems accurately
and efficiently from very low to very high frequencies, how to address the accuracy
issue brought about by internal resonance [7], how to deal with thin cracks [8], layered
medium [9] and periodic structures [10], how to seek a solution for multi-scale and multi-
physics problems, and how to take advantage of parallel computing to deliver results
faster [11, 12], have all attracted great interests from researchers, and many novel and
advanced techniques have been or are being developed.
1.1.1 Boundary Integral Equations for Electromagnetic Waves
The time harmonic electromagnetic waves are governed by Maxwell’s equations:
∇× E = iωB−M (1.1)
∇×H = −iωD + J (1.2)
∇ ·D = ρe (1.3)
∇ ·B = ρm (1.4)
where J, ρe, M and ρm are densities of electric current, electric charge, and (fictitious)
magnetic current and charge. Maxwell’s equations are famous for its predicting power
of electromagnetic phenomena, and the application of the theory has brought about
revolutionary changes to human society. The science of solving Maxwell’s equations
with certain boundary conditions is known as computational electromagnetics (CEM).
In the community of CEM, boundary integral equations (BIEs) are more often referred
as surface integral equations (SIEs) [7].
The key to the formulation of integral equations is the dyadic Green’s function
[13]. From (1.1) and (1.2), one can derive the following vector wave equation for a
homogeneous medium with D = E and B = µH:
∇×∇× E(r)− k2E(r) = iωµJ(r)−∇×M(r) (1.5)
where  and µ are the permitivity and permeability, and k = ω
√
µ is the wave number
in the medium. Since we have the following expansions
J(r) =
∫
V
I¯δ(R) · J(r′)dr′ (1.6)
∇×M(r) =
∫
V
∇× I¯δ(R) ·M(r′)dr′ (1.7)
3where I¯ = xˆxˆ + yˆyˆ + zˆzˆ is the unit dyad and δ(R) with R = r − r′ is the Dirac delta
function, we are also justified by the principle of superposition that the electric field can
be cast in the following form
E(r) = iωµ
∫
V
G¯EJ(r, r′) · J(r′)dr′ +
∫
V
G¯EM(r, r′) ·M(r′)dr′ (1.8)
where G¯EJ(r, r′) and G¯EM(r, r′) are called electric dyadic Green’s functions for electric
and magnetic sources, and they satisfy the following equations
∇×∇× G¯EJ(r, r′)− k2G¯EJ(r, r′) = I¯δ(R) (1.9)
∇×∇× G¯EM (r, r′)− k2G¯EM (r, r′) = −∇× I¯δ (r− r′) (1.10)
which can be solved to yield
G¯EJ(r, r′) = (I¯ +
1
k2
∇∇)g(k,R) (1.11)
G¯EM(r, r′) = −∇× G¯EJ = −∇g(k,R)× I¯ (1.12)
where R = |R|, and
g(k,R) =
eikR
4piR
(1.13)
is the scalar Green’s function. From duality theorem, we have
H(r) =
∫
V
G¯HJ(r, r′) · J(r′)dr′ + iω
∫
V
G¯HM(r, r′) ·M(r′)dr′ (1.14)
where the magnetic dyadic Green’s functions are
G¯HJ(r, r′) = −G¯EM(r, r′) (1.15)
G¯HM(r, r′) = G¯EJ(r, r′) (1.16)
To derive the SIE, we refer to Figure 1.1, where each of the regions V± is occupied
by one homogeneous isotropic material, and we let the impressed sources X± = J±.
According to the equivalence principle and extinction theorem [7], the contribution to
the fields external to S from the object enclosed by it can be made equal to that from
a set of equivalent surface electric current Js(r) = nˆ(r) × H(r) and magnetic current
Ms(r) = E(r) × nˆ(r) (r ∈ S, nˆ is the outward unit surface normal of S) radiating in
a homogeneous space composed of the material from V+ while the total field in V− is
set null; similarly, the contribution to the fields internal to S from all sources in V+ can
also be reproduced by −Js and −Ms radiating in a homogeneous space occupied by the
4𝑆∞
S
V
V
X
X
nˆ
Figure 1.1: Derivation of boundary integral equations.
material of V− while the total field in V+ is set null. Hence in each region, the total fields
can be expressed as the sum of the fields from internal sources and boundary equivalent
sources. Mathematically, we have
E(r) · (r ∈ V¯±) = Ei±(r)± iωµ
∫
S
G¯EJ± (r, r
′) · Js(r′)dS ′ ±
∫
S
G¯EM± (r, r
′) ·Ms(r′)dS ′
(1.17)
H(r) · (r ∈ V¯±) = Hi±(r)± iω
∫
S
G¯HJ± (r, r
′) · Js(r′)dS ′ ±
∫
S
G¯HM± (r, r
′) ·Ms(r′)dS ′
(1.18)
where V¯± are the closure of V±, G¯EJ± , G¯
EM
± , G¯
HJ
± and G¯
HM
± are the dyadic Green’s func-
tions for the two materials, and
Ei±(r) = iωµ
∫
V
G¯EJ± (r, r
′) · J±(r′)dr′ (1.19)
Hi±(r) =
∫
V
G¯HJ± (r, r
′) · J±(r′)dr′ (1.20)
For scattering problems, Ei± and Hi± can be regarded as the incident fields. The equa-
tions (1.17) and (1.18) can be evaluated on S, and then the boundary conditions of the
continuity of tangential fields can be applied to arrive at the famous electric field integral
equation (EFIE) and magnetic field integral equation (MFIE). It is worth pointing out
that when r ∈ S, the integrals have to be interpreted as Cauchy principle integrals due
to the singularity of the dyadic Green’s functions.
51.1.2 Boundary Integral Equations for Elastic Waves
The motion of particles in a solid material is governed by Newton’s second law.
When time-varying forces are applied, the particles in the solid will experience small
perturbations which disrupt their equilibrium. However, if the material is elastic, it will
provide restoring forces for the displaced particles, the balance of which will lead to the
elastic wave equation. For time-harmonic case, the elastic wave equation is [7]
γ∇∇ · u(r)− µ∇×∇× u(r) + ρω2u(r) = −f(r) (1.21)
where u is the displacement, f is the applied force density, γ = λ + 2µ, λ and µ here
are Lame´ constants (not to confuse with wavelength and permeability), and ρ the mass
density, ω the angular frequency. By the same argument as for the electromagnetic wave
equation, the solution of (1.21) can also be represented via a dyadic Green’s function in
the following form
u(r) =
∫
V
G¯uf (r, r′) · f(r′)dr′ (1.22)
where the dyadic Green’s function satisfies
γ∇∇ · G¯uf (r, r′)− µ∇×∇× G¯uf (r, r′) + ρω2G¯uf (r, r′) = −I¯δ(r− r′) (1.23)
the solution of which is found to be [7]
G¯uf (r, r′) =
1
µ
(¯I +
∇∇
k2s
)g(ks, R)− ∇∇
k2cγ
g(kc, R) (1.24)
with ks = ω
√
ρ/µ, kc = ω
√
ρ/γ being the wave numbers for shear and compressional
waves respectively.
Refer again to Figure 1.1, and let X± = fi± be the excitation body forces in each
region. The equivalence principle and extinction theorem for elastic wave are expressed
as the following BIE:
u(r) · (r ∈ V¯±) = ui±(r)±
∫
S
[G¯ut± (r, r
′) · t(r′)− G¯uu± (r, r′) · u(r′)]dS ′ (1.25)
where
ui±(r) =
∫
V
G¯uf± (r, r
′) · fi±(r′)dr′ (1.26)
6and G¯ut = G¯uf is the Stokes’ displacement tensor, G¯uu = Σ¯T with Σ¯ being the Stokes’
traction tensor. The traction vector t and the Stokes’ traction tensor Σ¯ are defined
as [14]
t(r) = −nˆ(r) · {λI¯∇ · u(r) + µ[∇u(r) + u(r)∇]} (1.27)
Σ¯(r, r′) = nˆ′(r′) · {λI¯∇ · G¯uf (r, r′) + µ[∇G¯uf (r, r′) + G¯uf (r, r′)∇]} (1.28)
The equations in (1.25) are called the conventional boundary integral equations (CBIEs)
for elastodynamics. Compared with (1.17) and (1.18) where the equivalent surface
sources are tangential, those in (1.25), namely t and u, have both tangential and normal
components, and the boundary condition requires all the components to be continuous
across the surface.
1.1.3 Solution to Boundary Integral Equations
To solve the BIE is to find the equivalent surface sources, with which all the fields can
be derived. The solution process can be described as follows. A mesh is first generated,
as illustrated in Figure 1.2 for a penny shape crack, where the geometry is approximated
with a set of boundary elements (triangles in the example). Sub-domain basis functions
relating to a node, an edge, or an element can be defined, the linear combination (with
coefficients to be determined) of which can be used to represent the fields in each bound-
ary element. Take, for instance, the scattering from a perfect electric conductor (PEC).
The EFIE is written as
Ei(r) = −iωµ
∫
S
G¯EJ(r, r′) · Js(r′)dS ′, r ∈ S (1.29)
Let Bn(r) be the n-th (N+ 3 n ≤ N) basis functions relating to the n-th subdomain Sn,
we have
Ei(r) = −iωµ
N∑
n=1
Jsn
∫
Sn
G¯EJ(r, r′) ·Bn(r′)dS ′, r ∈ S (1.30)
where Jsn are the unknown coefficients. The above BIE can then be weighted by N
subdomain testing functions Tm(r), and integrated over Sm (N+ 3 m ≤ N), to give the
following numerically solvable linear system
Vm =
N∑
n=1
ZmnJsn (1.31)
7where
Zmn = −iωµ
∫
Sm
∫
Sn
Tm(r) · G¯EJ(r, r′) ·Bn(r′)dS ′dS (1.32)
Vm =
∫
Sm
Tm(r) · Ei(r)dS (1.33)
Figure 1.2: A triangular surface mesh for a penny shape crack.
In electromagnetics, the method of moments (MoM) [7] is the most popular solver
for SIEs. And for elastodynamics, the boundary element method (BEM) is usually
adopted [10]. The Nystro¨m method (NM) is another promising approach that finds
applications in both electromagnetics and elastodynamics [15,16]. The major difference
between the three approaches, apart from the choice of basis and testing functions, lies in
the way to treat the singular integrals in Zmn when R is very small: the MoM evaluates
the singular integrals directly by transferring the singularity of the Green’s functions
to the basis and testing functions; the NM applies a local correction to the interaction
matrix in the vicinity of the singularity; the BEM regularizes the integral equation using
some global identities of the static Green’s functions.
1.2 Motivation of the Thesis
While the BIEM has applications in many fields, this thesis is confined to electro-
magnetic and elastic problems. Employing the BIEM to tackle engineering problems,
and contributing to the advancement of the method itself, constitute the major motiva-
tion to the author. The specific interests of this work focus on the following subjects: the
metal strip grating on grounded dielectric slab and its modal relationship with shielded
interconnects; doubly periodic structure in layered medium and the computation of the
8Green’s function; fast and high order Nystro¨m method for elastodynamic scattering, with
applications to ultrasonic non-destructive evaluation.
1.2.1 Metal Strip Grating on Grounded Dielectric Slab and Shielded Inter-
connect
In modern integrated circuits, interconnects play such an important role that ac-
curate and efficient modeling of them is a must. For example, COMS circuits see the
responsibility of interconnects for more than half of the on-chip capacitance and dynamic
power dissipation, significant delay to critical paths, and noise and jitter to signals [17].
Microstrip transmission lines, as we know, are key building blocks for interconnects.
Microstrips shielded with perfect electric conductors (PECs) draw attention in that they
can model the effect of packaging such as providing isolation between different elements
as well as mechanic support for the integrated circuit [18]. As a dual of the PEC shielded
case, the perfect magnetic conductor (PMC) shielded microstrip is also worth investiga-
tion.
Metal strip grating on grounded dielectric slab (MSG-GDS), which is a grounded
dielectric slab loaded with one-dimensional periodic metal strips, is another classic struc-
ture which has seen various applications in electric engineering. For instance, the be-
haviors of the waves travelling in the direction perpendicular to the strips are utilized
to design leaky wave antennas [19]. Strip-element phased arrays [20] and polarizers with
low cross-polarization [21] also account for some important applications of MSG-GDS.
In fact, we can treat the three structures mentioned above as only one: a microstrip,
but with different boundary conditions. It is not unfamiliar to us that the PEC and
PMC boundary conditions are used to truncate the simulation domain or analyze peri-
odic structures in high frequency electromagnetic field solvers. But what exactly is the
relationships between the PEC, the PMC and the periodic boundary conditions? Though
for each of these structures, there exists an abundance of literatures, it is hardly seen in
the literature an explicit elaboration of this relation. As far as we are concerned, only
the literature [22] bears a short discussion about the relationships between the modes of
the PEC/PMC shielded microstrips and the MSG-GDS, but it is restricted to the case
in the absence of phase shift between adjacent periods. We aim in this work to reveal
more comprehensively the modal relationships between MSG-GDS and the PEC/PMC
shielded microstrips.
91.2.2 Computation of Layered Medium Doubly Periodic Green’s Function
in Matrix-Friendly Formulation
Periodic structures in layered medium find many engineering applications such as
frequency selective surfaces [23], photonic crystal slabs [24], metamaterials [25], and
reflectarray antennas [26]. The MSG-GDS mentioned above is also a particular case of
this type of structures. To have a good understanding of their properties, and hence good
designs, it is essential to perform scattering or eigenvalue analysis for these structures.
Among various approaches, the method of moments (MoM) solution to integral
equations is very appealing for its high accuracy and capability to solve large and com-
plex problems. Quite a few researchers have adopted the renowned mixed potential
integral equation (MPIE) [9] for layered medium, to name a few, [27–33]. Recently, an
alternative and elegant matrix-friendly formulation [34] has also been proposed, which is
comparable with Michalski-Zheng’s formulation C [9] in terms of absence of line integrals
and convergence rate, and also amenable for incorporating fast algorithms [35]. For both
formulations, the implementation of MoM to multilayered periodic structures involves
the computation of periodic Green’s functions.
Unfortunately, the Green’s functions for doubly periodic structures in layered medium
are in the form of double infinite spectral sums, which can be very slowly convergent [36],
especially when the source and observation points are in the same horizontal plane or
very close to each other. This poses a challenging problem which draws great interests
from researchers [37].
The Kummer-Poisson transformation [38, 39], the discrete complex image method
(DCIM) [40], the Ewald transformation [41, 42] and the generalized pencil of function
(GPOF) method [33] have been proposed or employed to evaluate the layered medium
doubly periodic Green’s function (LMDPGF). These approaches involve lots of approxi-
mations, and the accuracy, convergence, and robustness are not satisfactory and need to
be improved.
1.2.3 Fast High Order Nystro¨m Method for Elastodynamic Scattering
Non-destructive evaluation (NDE) allows people monitor the quality of dear equip-
ments, parts and materials without doing damage to them, which plays a very important
role in failure prevention and cost saving [43]. One of the fundamental problems of NDE
is how to obtain the interior properties of a solid material so that we can tell if there
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are some defects inside. Ultrasonic waves serve as a very popular choice for this purpose
due to their cheap generation and detection, deep penetration and good resolution [44].
However, the modeling of ultrasonic wave propagation and scattering in a solid is chal-
lenging, especially when it contains complex flaws. A variety of methods exist to tackle
this problem. Approximate methods such as Kirchhoff [45] and Born [46] approximations
can deliver results fast, making it much welcome in NDE practitioners, but are prone to
inaccuracies since it is hard to track the validity of the approximation used. Numerical
methods provide another alternative, with the advantages of higher accuracy and wider
scope of application than approximate methods, but are generally slower. It is hence of
great value to seek a fast and accurate numerical solver for elastic wave scattering.
The Nystro¨m method, a relatively simpler approach to solve boundary integral
equations compared with the boundary element method(BEM), has been introduced to
elastic wave scattering [47]. A more accurate high order Nystro¨m method is developed
for elastodynamics in [48], which utilizes singularity subtraction [16, 49] for singular
integrals and evaluates nearly singular integral by recursive subdivision. The singularity
subtraction approach is accurate yet laborious, while the recursive subdivision can be
slowly convergent for extremely nearly singular integrals. A simpler singularity treatment
and a more efficient near singularity scheme are desired. In addition, the local correction
of NM can also be made simpler.
When it comes to large and complex problems, the NM becomes impractical due to
high computational and memory costs. To eliminate this difficulty, one can incorporate
into it fast algorithms such as the multi-level fast multipole algorithm (MLFMA) [50],
the pre-corrected fast Fourier transform (pFFT) [51], the H-matrix method [52], the
H2−matrix method [53], the adaptive cross approximation (ACA) [54], etc. Among
these, the MLFMA is believed to be one of the most efficient fast algorithms for problems
involving homogeneous media. So far the MLFMA has been implemented to accelerate
low order boundary integral equation method [55–57], and it is appealing to develop a
fast high order one.
1.3 Organization of the Thesis
The thesis is organized as follows: Chapter 1 gives an introduction to the boundary
integral equation method, as well as the problems we are going to investigate using
this approach; Chapter 2 studies the MSD-GDS and its relationship with the shielded
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microstrip lines; Chapter 3 presents a novel accurate and efficient computation scheme
for layered medium doubly periodic Green’s function in matrix-friendly formulation;
Chapter 4 develops the high order Nystro¨m method, followed by the its acceleration
using the MLFMA in Chapter 5; Chapter 6 concludes the thesis.
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CHAPTER 2. METAL STRIP GRATING ON GROUNDED
DIELECTRIC SLAB AND SHIELDED INTERCONNECT
The metal strip grating on grounded dielectric slab (MSG-GDS) is a planar singly
periodic structure that has various applications in microwave engineering. A fundamental
understanding of this structure requires an analysis of the modes supportable by it, which
can be achieved by solving the eigenvalue problem. In this chapter, a spectral domain
boundary integral equation method titled the spectral domain approach (SDA) [58] will
be used to this end. With SDA, we also analyze the PEC/PMC shielded microstrips.
Since the MSG-GDS and PEC/PMC shielded microstrips are geometrically similar, one
would ask the question whether their modes are closely related, the answer to which will
be reached by a theoretical derivation and verified by numerical examples [59].
2.1 Spectral Domain Approach
The MSG-GDS is drawn in Fig. 2.1a. The structure obtained by adding a top
PEC shield, illustrated in Fig. 2.1b, will be considered together. A coordinate system
is created in Fig. 2.1c, added with some assisting dash lines locating symmetry planes.
As shown in the figure, a dielectric slab of thickness h is grounded by an infinite PEC
plane, and topped by a grating (with period P ) of perfect conducting strips of widths
w. We assume that the thickness of the metal strips is zero for convenience, but later
we will discuss the generalization of our analysis to the case with finite thickness. The
permittivity and permeability for the slab are 1 and µ1, and for the region above the
slab are 2 and µ2. If there is a top shield, the distance to the top slab surface is d. The
shielded microstrips can be obtained by placing PEC (or PMC) walls at x = ±P/2, so
we save their illustrations for book-keeping. For the MSG-GDS, the waves can be guided
in arbitrary horizontal directions, but we focus on the case when the wave propagates
along the strips.
The spectral domain approach [58] is a very accurate and efficient method to solve
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(a) w/o top shield (b) w/ top shield
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(c) Edge view
Figure 2.1: Metal strip grating on grounded dielectric slab.
the eigenproblem for microstrip structures, hence it will be adopted in this work. Given
the periodicity of the structure, the Floquet theorem enables us to confine our scope to
the first unit cell (between x = ±P/2 ). The tangent electric fields at the top surface of
the slab can be determined by the current on the metal strip and expressed in the form
of a Fourier series as
∞∑
n=−∞
∑
s
G˜rs(kxn, ky;h)J˜s(kxn)e
ikxnx = Er(x, h) (2.1)
where kxn and ky are the wave numbers x in and y directions, with the Bloch wave
number kxn = (φ0 + 2npi)/P (n ∈ Z), where φ0 is the phase shift between adjacent
periods, r, s ∈ {x, y}, J˜s is the Fourier transform of the current in the unit cell, G˜rs is
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the spectral dyadic Green’s function available in simple analytic form [58]:
G˜xx(kxn, ky) = −iη2(k2∆)−1
[
µrγ1(k
2
xn − k22) tanh(γ1h) + γ2(k2xn − k21)Θ
]
(2.2)
G˜xy(kxn, ky) = G˜yx(kxn, ky) = −iη2kxnky(k2∆)−1 [µrγ1 tanh(γ1h) + γ2Θ] (2.3)
G˜yy(kxn, ky) = −iη2(k2∆)−1
[
γ1µr(k
2
y − k22) tanh(γ1h) + γ2(k2y − k21)Θ
]
(2.4)
with
∆ =
[
γ1 coth(γ1h) + µrγ2Θ
−1] [γ1 tanh(γ1h) + εrγ2Θ] (2.5)
where we have r = 1/2, µr = µ1/µ2, ηi =
√
µi/i, ki = ω
√
µii and γi =
√
k2xn + k
2
y − k2i ,
Θ = 1 for Fig. 2.1a and Θ = tanh(γ2d) for Fig. 2.1b. When γ2d > 9, which is approx-
imately guaranteed when d > 3P/2, the two Green’s functions has little difference if
single precision is used. Since the Green’s functions for the two cases are so close, they
can be handled together.
Then we apply the Galerkin’s method, where the basis and testing functions are
chosen the same, to solve (2.1). Specifically, the currents are expanded as
Js(x) =
Ns−1∑
q=0
CsqJsq(x) (2.6)
where Csq (s ∈ {x, y}) are expansion coefficients, Ns are the number of basis used in the
expansion, and the current basis functions are chosen to be
Jxq (x) = −iUq (2x/w)
√
1− (2x/w)2 (2.7)
Jyq (x) = Tq (2x/w) /
√
1− (2x/w)2 (2.8)
with Uq and Tq being the Chebyshev polynomials of the first and second kind, corre-
spondingly. The Fourier transforms of the basis functions are
J˜xq (kx) = (−i)q+1pi (q + 1)
kx
Jq+1 (wkx/2) (2.9)
J˜yq (kx) = (−i)qpiw
2
Jq (wkx/2) (2.10)
where Jq (q ∈ N ), different from Js, is here the Bessel function of the first kind of order
q. Then we have
J˜s(kx) =
Ns−1∑
q=0
CsqJ˜sq(kx) (2.11)
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Substituting (2.11) into (2.1), we obtain
∞∑
n=−∞
∑
s
∑
q
CsqG˜rs(kxn, ky;h)J˜sq(kxn)e
ikxnx = Er(x, h) (2.12)
Then we test both sides of the equation above by Jrp(x) (r ∈ {x, y}, N 3 p < Nr ), to
have∫ P/2
−P/2
dxJrp(x)
∞∑
n=−∞
∑
s
∑
q
CsqG˜rs(kxn, ky;h)J˜sq(kxn)e
ikxnx =
∫ P/2
−P/2
dxJrp(x)Er(x, h)
(2.13)
which, after performing the integral over x, leads us eventually to the following homoge-
neous linear system [
Kxx Kxy
Kyx Kyy
][
Cx
Cy
]
= 0 (2.14)
where Cx and Cy are vectors of the coefficients Csq, Krs(r, s ∈ {x, y}) is a matrix with
elements given by
Krspq =
∞∑
n=−∞
J˜rp(−kxn)J˜sq(kxn)G˜rs(kxn, ky) (2.15)
And the right hand side vanishes due to the fact that on the metal there is no tangential
field, while in dielectric the current is null.
To solve the eigenvalue problem, we require the vanishing of the determinant of the
matrix in (2.14). In general, we need to find both φ0 and ky, but in this paper we would
fix φ0, and just find ky using a root-finding procedure. The series in (2.15) can be slowly
convergent, so the leading asymptotic terms are extracted and summed with some fast
convergent series, while the remaining part is summed directly, which, after this process,
exhibits good convergence [60]. Notice that, when ky = 0, we have Kxy = Kyx = 0, so
the modes decouple into TE and TM waves, and kx0 is the eigenvalue to be found.
2.2 Relations with PEC/PMC Shielded Microstrips
2.2.1 Symmetric Case
Figure 2.2 shows the symmetric and non-symmetric shielded microstrips. On the
two sides, the shields can be PEC walls, or PMC walls. The top shield may be absent
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(a) Symmetric (b) Non-symmetric
Figure 2.2: Shielded microstrips.
when we consider their relationships with the MSG-GDS in Fig. 2.1a. Let’s first consider
the symmetric case. In the periodic structure, we place phase shift walls (PSWs) at the
boundary of the first unit cell and obtain a shielded structure as well. The electric and
magnetic fields for this structure can be expressed in Fourier series as
F(x, z) =
∞∑
n=−∞
F˜(kxn, z)e
ikxnx (2.16)
where F ∈ {E,H} and exp(ikyy) variation has been suppressed. In fact, the expressions
for the fields in Fig. 2.2 are in the same form as (2.16), but the values of kxn are
different. Considering the mirror symmetry of the structure with respect to the yoz
plane, one can classify the modes into two categories: even and odd [61]. To better
under the parity of the modal fields, we first express the components of the spectral
currents using the magnetic and electric vector potentials Φ
(e)
i and Φ
(h)
i (i indicates the
ith region) as follows [62]:
J˜x(kxn) = −ik−1y
[
(k22 − k2y)Φ(h)2 (kxn, h)− (k21 − k2y)Φ(h)1 (kxn, h)
]
(2.17)
J˜y(kxn) = ikxn
[
Φ
(h)
2 (kxn, h)− Φ(h)1 (kxn, h)
]
− ω
ky
∂
∂z
[
ε2Φ
(e)
2 (kxn, z)− ε1Φ(e)1 (kxn, z)
]
z=h
(2.18)
where ω is the angular frequency. The above equations inform us that for a given mode,
either even or odd, the currents in x and y directions have different parities in terms
of kx. Given the parity of a mode, parity of the current is specified, and then we can
determine the parities of the potentials at the upper surface of the dielectric slab, which
should be identical for all constant z planes. This would in turn allow us to identify
the parities of all the components of the electric and magnetic fields. If we separately
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consider the two types of modes, and check the expressions for the electric and magnetic
fields, we find that E˜y and E˜z have the same parity in terms of kx, which differs from
that of E˜x; H˜y and H˜z have the same parity, but different from that of H˜x. The parity
of the fields in spectral domain, according to the properties of Fourier transform, is the
same as that in spatial domain. With these in mind, we are ready to distinguish two
types of modes, and define the modes as even modes if Jy, Ey, Ez, Hx are even and Jx,
Ex, Hy, Hz are odd; the modes are odd modes if the converse is true. Now let’s make
use of (2.16), and examine the tangential fields at the PSWs (x = ±P/2). For φ0 = 0,
indicating the absence of phase shift between adjacent periods, we yield
Fy/z(±P/2, z) = F˜y/z(0, z) +
∞∑
n=1
(−1)n
[
F˜y/z(2npi/P , z) + F˜y/z(−2npi/P , z)
]
(2.19)
where F ∈ {E,H}. Obviously it vanishes if Fy/z is an odd function of x. While for
φ0 = pi, we acquire
Fy/z (±P/2, z) = ±i
∞∑
n=0
(−1)n
[
F˜y/z ((2n+ 1) pi/P , z)− F˜y/z (− (2n+ 1) pi/P , z)
]
(2.20)
which again vanishes if Fy/z is even. The implication of the vanishing of tangential fields
is that we can place PEC or PMC walls at the boundary and the modal profiles would
remain unperturbed. Now if we take into account the parities of the modal fields as have
been defined above, we conclude that the periodic boundary condition (PBC) reduces
to PEC boundary condition for the odd modes if φ0 = 0, for even modes if φ0 = pi; it
reduces to PMC boundary condition for odd modes if φ0 = pi, for even modes if φ0 = 0.
Think the other way around: Are all the modes of the PEC or PMC shielded microstrips
included in the modes of the MSG-GDS with phase shift φ0 = 0, pi? The answer is yes,
because we can extend the domain of the PEC or PMC shielded structures to periodic
ones by introducing infinite number of images according to the image theory. Then we
are assured that the PEC and PMC boundary conditions are indeed special cases of the
PBC for the symmetric structure under consideration. It should be noted that the above
conclusions are not limited to the case when the strip thickness is 0, but also apply when
the strips are of finite thickness, since our derivation only assumes mirror symmetry of
the structure in this section and is independent of the zero-thickness assumption.
Since the structure is also mirror symmetric with respect to the plane x = P/2 , we
can also place PSWs at x = 0 and x = P . Thus a corresponding PEC or PMC shielded
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microstrip is obtained if PEC or PMC walls are placed. In this circumstance, the parity
of a mode is defined in the same way as in the case for symmetry about x = 0, but
referred with respect to the central plane of the shielded microstrip at x = P/2. The
modal relations between the three structures can be analyzed similarly. We tabulate the
relations for both cases in Table 2.1. For the modes in the same row, they have the same
propagation constant along the longitudinal direction. We can see that when φ0 = 0,
the same walls are placed and the parities are the same for both symmetric cases, while
when φ0 = pi, different walls are placed and the parities are opposite.
Figure 2.3: Periodic extension for non-symmetric shielded microstrip.
Table 2.1: Summary of Modal Relations
φ0 x = 0 symmetry x = P/2 symmetry
0
PEC Odd PEC Odd
PMC Even PMC Even
pi
PEC Even PMC Odd
PMC Odd PEC Even
2.2.2 Non-symmetric Case
For non-symmetric case, the modes of the PEC/PMC shielded microstrips can no
longer be divided into even and odd modes. But we can perform periodic extension in
this case. As shown in Fig. 2.3, where we have supplemented the original non-symmetric
shielded structure with its mirror image. We perform an odd extension for the modes of
PEC shielded microstrip, and all the modes of the original non-symmetric structure now
correspond to the odd modes of the extended symmetric PEC shielded structure whose
width has doubled. For the PMC shielded microstrip, we conduct an even extension,
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and all the modes of the original structure has correspondence to the even modes of
the extended structure. Now we make up a MSG-GDS with the extended structure in
Fig. 2.3 (taking away the vertical PEC or PMC walls) as the unit cell. Based on our
previous discussions, we know the odd modes of the extended PEC shielded microstrip
correspond to the modes with φ0 = 0 in the MSG-GDS (with extended unit cell), which
means all the modes of the original non-symmetric PEC shielded microstrip correspond
to the modes of MSG-GDS with φ0 = 0. Similarly, we have the correspondence between
the modes of the non-symmetric PMC shielded microstrip and those of the MSG-GDS.
Table 2.2: Normalized Wavenumber in Y Direction
Mode Reference Calculated
1 (even) 2.7102057109 2.7102057101
2 (odd) 1.2894527450 1.2894527434
3 (even) 1.1026365889 1.1026365888
4 (odd) 0.9223133480 0.9223133479
5 (even) 0.7250996002 0.7250996009
Figure 2.4: Effective permittivity for the PEC/PMC shielded microstrip v.s. frequency.
Parameters: r1 = 9.7, µr1 = 1, r2 = µr2 = 1, w = 1.219 mm, h = 1.27 mm, and
P/w = 5.
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2.3 Numerical Results
The first numerical experiment is about the PEC shielded microstrip as illustrated
by Fig. 2.2a. Following the reference [63], we set the parameters as follows: εr1 = 8.875,
µr1 = 1, εr2 = µr2 = 1, f = 20 GHz, h = 1.27 mm, w = h, d = 11.43 mm and
P = 10h. The first 5 modes are calculated and tabulated in Table 2.2, where the
normalized wavenumbers are ky/k2. We can see that agreement of 8-10 digits is achieved,
and we only use 4 terms in the expansion of the currents in x and y directions. It is to
be noted that our results are obtained not by solving the eigenproblem of the shielded
microstrip directly, but by solving that for the MSG-GDS. We pick up the modes of the
shielded microstrip from the set of modes of MSG-GDS by letting φ0 = 0 orπand using
basis functions with proper parites according to our previous conclusions. The good
agreement achieved confirms our claims about the relationships between the MSG-GDS
and shielded microstrip.
In practice, the shield for the microstrips may be used to model the packaging effect.
Then one question arises: Which one captures the physics better, the PEC shielded
microstrip, or the PMC shielded? So it is beneficial for us to compare the behavior of
the two structures. Again, we do this by finding their eigen modes from a calculation of
the MSG-GDS. Fig. 2.4 shows the dispersion curves for the dominant modes of the PEC
and PMC shielded microstrips in the range from 1 GHz to 25 GHz, where the effective
permittivity is defined as the square of the normalized wave number. The parameters
are εr1 = 9.7, µr1 = 1, εr2 = µr2 = 1, w = 1.219 mm, h = 1.27 mm and P/w = 5.
Here we assume there is no top shield. As indicated by the legend, both modes are even
modes. It can be seen first that both effective permittivities increase with the frequency.
Also notice that the PMC shielded microstrip has a larger effective permittivity than the
PEC shielded microstrip, and the difference between the two permitivities decreases with
frequency and eventually almost vanishes at high frequency. The reason for this is that
the electromagnetic fields aggregate more in the vicinity of the metal strip, whose width
is just 1/5 of the period. Therefore we are grounded to treat the shields on both sides
as far from the region where most energy rests, and it makes little difference whether we
put a PEC or PMC wall.
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(a) h = 1.27 mm and f = 10 GHz
(b) f = 10 GHz and P/w = 5
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(c) h = 5w and f = 5 GHz
Figure 2.5: Effective permittivity for the PEC/PMC shielded microstrip v.s. geometry,
with parameters r1 = 9.7, µr1 = 1, r2 = µr2 = 1, w = 1.219 mm.
In Fig. 2.5, the geometric parameters P, h, w are explored. Parameters common to
Fig. 2.5 (a-c) are r1 = 9.7, µr1 = 1, r2 = µr2 = 1, w = 1.219 mm. In Fig. 2.5a, w is
very close to h, and the effective permittivities are plotted against the ratio P/w at 10
GHz. It is observed that the PMC shielded microstrip still has a larger effective dielectric
constant than the PEC shielded microstrip, and the two permittivities approach each
other when frequency is increased. At P = 1.5w, the electric field distributions in the
two structures are drawn in Fig. 2.6. The fields are calculated by convoluting the
dyadic Green’s function with the eigen-current, which can be found by solving (2.14)
with the normalization that the l2-norm of the expansion coefficients equals unity. The
arrows in the graphs represent a snapshot of the vector fields, and color plot conveys the
amplitude of the fields. It is very clear that the PEC shielded microstrip has the fields
mostly confined around the two edges of the metal strip, and decays very quickly into
the dielectric region and air region. Nevertheless, the PMC shielded microstrip drives
most of the electric fields into the high dielectric region, and the distribution is also
rather uniform. This implies that the PMC shielded microstrip in this configuration has
a larger capacitance for storing electric energy, which is equivalently interpreted as a
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(a) PEC (b) PMC
Figure 2.6: Electric field (in V/m) distributions for PEC/PMC shielded microstrips.
Parameters follow the two points at P = 1.5w in Fig. 2.5a.
larger effective permittivitly. But when P/w goes high, the PEC/PMC walls on both
sides play a lesser role, which leads to very close effective permittivities.
The influence of the slab thickness is more complicated, as illustrated in Fig. 2.5b.
For the PEC shielded microstrip, the effective permittivity keeps going down when the
slab becomes thicker, while that for the PMC shielded microstrip descends to a valley
before its rise. When h is very small, the two have almost the same effective permittivity.
In this situation, we can think of a very thin parallel capacitor formed between the
metal strip and the metal ground, and this capacitor has a large capacitance to store
the energy in the small region near the metal strip. As a result, the fields can hardly
reach the boundary on the two sides, shedding light on why the two permittivities are
very close. For this point, we are confirmed by the field distribution in Fig. 2.7, where
the field distributions for the two structures at h = w are close to each other, and most
of the fields are in the slab region. Besides, the fields decay to a very weak level at the
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(a) PEC
(b) PMC
Figure 2.7: Electric field (in V/m) distributions for PEC/PMC shielded microstrips.
Parameters follow the two points at h = w in Fig. 2.5b.
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(a) PEC
(b) PMC
Figure 2.8: Magnetic field (in A/m) distributions for PEC/PMC shielded microstrips.
Parameters follow the two points at h = 10w in Fig. 2.5b.
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PEC/PMC walls. When h is very large, the PMC shielded microstrip has a much larger
effective permittivity than the PEC shielded microstrip. To make sense of this, we look
at the (magnetic) field distributions at h = 10w in Fig. 2.8. We can see that for the
PEC shielded microstrip, the fields decay away from the metal strip, but for the PMC
shielded, things are different: there are peaks and valleys in the high dielectric region.
The PMC shields influence the field distribution such that the mode is very close to a
TEM wave in the slab region, and much more energy is stored in the slab. That is why
it exhibits a larger dielectric constant. In Fig. 2.5c, the dispersion curves of the PEC
and PMC shielded microstrip are plotted against P/h, where h = 5w and f = 5 GHz.
Similar phenomena are observed as in Fig. 2.5a. From the above discussions, we are
led to claim that the PMC shielded microstrip in general has a larger effective dielectric
constant than the PEC shielded microstip, given that the frequency is not too high, the
slab not too thin, and the width P is not significantly larger than the slab thickness h
and strip width w.
2.4 Summary
As a summary, this chapter has investigated the eigenvalue problems of the metal
strip grating on grounded dielectric slab and the PEC/PMC shielded microstrips by
virtue of a spectral domain boundary integral equation method known as the spectral
domain approach, with an emphasis on the modal relationships between these structures.
By exploring the symmetry of these structures and examining the tangential fields at the
boundary, we have found that the PEC and PMC boundary conditions are special cases
for the periodic boundary conditions. To be specific, it has been revealed and verified
that all the even and odd modes of the mirror symmetric PEC/PMC shielded microstrip
find their correspondence in the modes of metal strip grating on grounded dielectric
slab when the phase shift between adjacent two unit cells is 0 or pi. By performing a
periodic extention for the non-symmetric shielded structures and making up a new MSG-
GDS, all the modes for the original non-symmetric shielded structures also correspond
to those of the MSG-GDS with 0 or pi phase shift between adjacent unit cells. Through
a calculation for the MSG-GDS and the use of the relations between the PEC/PMC
shielded microstrips and MSG-GDS, we conduct a comparison of the PEC and PMC
shielded microstrips. The effect of frequency and geometric parameters on the dominant
modes for the PEC and PMC shielded microstrips have been studied. We found that the
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dominant (even) mode of the PMC shielded microstrip has in general a larger effective
dielectric constant than the dominant (even) mode of the PEC shielded microstrip due to
a stronger capacity to drive more electromagnetic energy into the high dielectric region.
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CHAPTER 3. COMPUTATION OF LAYERED MEDIUM
DOUBLY PERIODIC GREEN’S FUNCTION IN
MATRIX-FRIENDLY FORMULATION
Layered medium doubly periodic structure (LMDPS) is a much more complicated
periodic structure than MSG-GDS. As for the boundary integral equation for LMDPS,
the mixed potential integral equation (MPIE) [9] and the matrix-friendly formulation
(MFF) [34] make use of the dyadic Green’s function for LMDPS, which can reduce the
number of unknowns and improve the accuracy compared with the equivalence principle
algorithm [64], but have to confront the challenge of accurate and efficient evaluation of
the layered medium doubly periodic Green’s function (LMDPGF).
Researchers have carried out lots of analytic and numerical studies on evaluating the
LMDPGF [37]. The Kummer-Poisson transformation (KPT) [38], initially proposed to
promote the convergence of free space periodic Green’s function, can also be extended to
the multilayered case [39]. The discrete complex image method (DCIM) is widely used,
either to obtain approximate closed-form spatial Green’s functions [40], or the asymptotic
expressions [41]. However, this procedure may necessitate formidable task to take care
of the spatial and lateral waves for layered medium [65], and the computation of com-
plementary error function (Erfc) with complex arguments is also of large computational
costs [66]. In [42], the spectral Green’s function is approximated with real exponen-
tials for certain ranges of transverse wave number. Then the Kummer’s transformation
and Ewald transformation are applied and the argument for Erfc is always real since
only static images are involved. Recently, a new method based on generalized pencil
of function (GPOF) method and the Kummer-Poisson transformation with asymptotic
expansion of arbitrarily large order has been reported [33]. Though it can yield accurate
result for all range of distances between sources and observation points, the accuracy is
limited to roughly four significant digits. For approximations have to be made for each
pair of z and z′, and/or each frequency in the approaches mentioned above, they are also
inefficient and unstable.
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Figure 3.1: Planarly layered medium with doubly periodic inclusions.
In this chapter, the MFF is adopted due to its succinctness and elegance. The
LMDPGF is first derived, which is used to formulate the MFF for LMDPS. Then an
accurate and efficient algorithm for evaluating the LMDPGF will be developed [67].
3.1 Layered Medium Doubly Periodic Green’s Functions
Figure 3.1 shows the configuration of an N-region layered medium with doubly
periodic inclusions. With TE and TM decomposition, the dyadic Green’s functions for
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homogeneous layered medium can be derived using vector wave functions as [68]
G¯EJ(r, r′) = (∇× zˆ)(∇′ × zˆ)gTE(r, r′)
+
1
k2nm
(∇×∇× zˆ)(∇′ ×∇′ × zˆ)gTM(r, r′)− zˆzˆ
k2m
δ(r− r′)
(3.1)
G¯HJ(r, r′) = (∇×∇× zˆ)(∇′ × zˆ)gTE(r, r′)
+
µn
µm
(∇× zˆ)(∇′ ×∇′ × zˆ)gTM(r, r′) (3.2)
where k2nm = ω
2nµm, r is in Region n, and r
′ in Region m, gTE and gTM are scalar
Green’s functions, which are in form of Sommerfeld integral [7]:
gTE/TM(r, r′) =
i
8pi2
∫∫
∞
dks
k2skmz
F TE/TM (ks; z, z
′) eiks·(rs−r
′
s) (3.3)
The Dirac delta singularity due to ∂z∂z′e
ikmz |z−z′| at z = z′ for G¯EJ should be ignored [68]
since it has already been extracted in the last term for G¯EJ. In the following, we
will drop the zˆzˆ
k2m
δ(r − r′) term since its contribution can be easily retrieved. We also
choose not to separate the primary and secondary fields, firstly because we still need
special techniques to evaluate the contribution from the primary fields−periodic Green’s
function in homogeneous media−if it is separated out, and the second reason is that
both fields can be conveniently handled together in our proposed method. For doubly
periodic structures with direct lattice vectors a1 and a2 (ϕ is the angle between a1 and
a2), with the help of Poisson summation formula (Appendix A), we just need to replace
gTE and gTM for homogeneous media with the following expressions
gTE/TM(r, r′) = SˆF TE/TM(ksI; z, z′) (3.4)
where the operator Sˆ is defined as
Sˆf(ksI; z, z
′) =
i
2Acell
∑
I
f(ksI; z, z
′)
k2sIkmzI
eiksI·(rs−r
′
s) (3.5)
where Acell = |a1× a2|, ksI = k0 + k˜sI, k˜sI = i1b1 + i2b2, I = (i1, i2) ∈ Z×Z, ksI = |ksI|
are discrete samples of transverse wave number ks, kmzI =
√
k2m − k2sI, rs = (x, y) and
r′s = (x
′, y′). k0 is the Bloch wave vector in the horizontal plane, which depends on
frequency and incident angle in scattering problem, while in eigenvalue problem, to
calculate the Brillouin diagram, eigenfrequency is sought for a fixed k0. b1 and b2 are
reciprocal lattice vectors satisfying ai · bj = 2piδij, where δij is the Kronecker delta
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function. The propagation factors F TE/TM(ksI; z, z
′) can be found as [68]
F+(ks; z, z
′) = [eiknz(z+dn) + R˜n,n−1e−iknz(z+2dn−1−dn)]
× [e−ikmz(z′+dm−1) + R˜m,m+1eikmz(z′+2dm−dm−1)]M˜mS˜+mn
(3.6)
F−(ks; z, z′) = [e−iknz(z+dn−1) + R˜n,n+1eiknz(z+2dn−dn−1)]
× [eikmz(z′+dm) + R˜m,m−1e−ikmz(z′+2dm−1−dm)]M˜mS˜−mn
(3.7)
where “+” is chosen when z > z′ , and “−” is chosen when z < z′. In above, we have
M˜m = [1− R˜m,m−1R˜m,m+1e2ikmz(dm−dm−1)]−1 (3.8)
and the generalized reflection and transmission coefficients are given as
R˜i,i+1 =
Ri,i+1 + R˜i+1,i+2e
2iki+1,z(di+1−di)
1 +Ri,i+1R˜i+1,i+2e2iki+1,z(di+1−di)
, R˜N,N+1 = 0 (3.9)
R˜i,i−1 =
Ri,i−1 + R˜i−1,i−2e2iki−1,z(di−1−di−2)
1 +Ri,i−1R˜i−1,i−2e2iki−1,z(di−1−di−2)
, R˜1,0 = 0 (3.10)
and
S˜+mn = S˜
+
m,m−1
m−1∏
i=n+1
eiS˜
+
i,i−1, m > n (3.11)
S˜±mm = e
−ikmz(dm−dm−1), m = n (3.12)
S˜−mn = S˜
−
m,m+1
n−1∏
i=m+1
eiS˜
−
i,i+1, m < n (3.13)
where ei = e
ikiz(di−di−1) and
S˜+i+1,i =
Ti+1,i
1−Ri,i+1R˜i,i−1e2iki,z(di−di−1)
(3.14)
S˜−i−1,i =
Ti−1,i
1−Ri,i−1R˜i,i+1e2iki,z(di−di−1)
(3.15)
The Fresnel reflection and transmission coefficients are
Rϑij =
pjkiz − pikjz
pjkiz + pikjz
, T ϑij =
2pjkiz
pjkiz + pikjz
, |i− j| = 1 (3.16)
where p = µ if ϑ= TE and p = ε if ϑ= TM.
32
3.2 Matrix-Friendly Formulation
The matrix-friendly formulation can be derived with the following decomposition [7]
(∇× zˆ)(∇′ × zˆ) = k2s I¯s −∇∇′ +∇z∇′ +∇∇′z −∇z∇′z (3.17)
(∇×∇× zˆ)(∇′ ×∇′ × zˆ) = ∇∇′∂z∂z′ + k2m∇∇z
+ k2n∇′z∇′ + k2mk2nzˆzˆ
(3.18)
for G¯EJ , and
(∇×∇× zˆ)(∇′ × zˆ) = (∇∂z + k2nzˆ)(∇′ × zˆ) (3.19)
(∇× zˆ)(∇′ ×∇′ × zˆ) = (∇× zˆ)(∇′∂z′ + k2mzˆ) (3.20)
for G¯HJ, where ∇z = ∂z zˆ,∇′z = ∂z′ zˆ , and I¯s = xˆxˆ + yˆyˆ is 2-D unit dyad. Then
integration by parts is used as much as possible to transfer the differential operators to
the basis and testing functions. One problem with the periodic Green’s function is that
it blows up when ks = 0, therefore ways have to be found to extract this singularity.
For G¯EJ, it can be easily observed that the singularity disappears for the term involving
k2s I¯s, and it can be shown that for other terms this singularity would also disappear or
cancel each other in the final expression of the dyadic Green’s function. Therefore, when
infinity occurs due to ks = 0 in the denominator, that term can be safely discarded.
However, the decomposition of (3.19) and (3.20) fails to provide such convenience. To
overcome this difficulty, we suggest modifying (3.20) as
(∇× zˆ)(∇′ ×∇′ × zˆ) = ∂z′k2s
←
Is +∇(∇′ × zˆ)∂z′
+ ∂zz′ zˆ(∇× zˆ) + k2s(∇× zˆ)zˆ
(3.21)
to extract the contribution from ks = 0, where we have
←
Is = xˆyˆ − yˆxˆ (see Appendix
B). With (3.19) and (3.21), the singularity disappears for terms concerning ∂z′k
2
s
←
Is, and
would disappear or cancel each other for all the rest parts when it is substituted into the
final expression for the dyadic Green’s function. Then we can ignore the contribution
from the terms that go to infinity due to ks = 0 in the denominator. Notice that the above
differential operators on the left-hand-side in (3.17)-(3.21) operate on gTE/TM , which is
in series form, but in the calculation, since we can exchange the order of summation and
differentiation, k2s is to be understood as an operator on the general term of the series.
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In the MoM implementation, we can write the moment matrix elements involving
G¯EJ as〈
Ti, G¯
EJ,Bj
〉
=
〈
TSi, g
TE
S ,BSj
〉
+
〈
∇ ·Ti, ∂zz′
k2nm
gTM − gTE,∇′ ·Bj
〉
−
〈
TZi,
µn
µm
∂z′g
TM + ∂zg
TE,∇′ ·Bj
〉
−
〈
∇ ·Ti, εm
εn
∂zg
TM + ∂z′g
TE, BZj
〉
+
〈
TZi, k
2
mng
TM − ∂zz′gTE, BZj
〉
(3.22)
For those involving G¯HJ, we have〈
Ti, G¯
HJ,Bj
〉
= k2n
〈
TZi, (∇′ × zˆ)gTE,Bj
〉
− 〈∇ ·Ti, (∇′ × zˆ)∂zgTE,Bj〉
− µn
µm
〈
Ti, (∇× zˆ)∂z′gTM ,∇′ ·Bj
〉
+ k2mn
〈
Ti, (∇× zˆ)gTM , BZj
〉
+ σ0
〈
Ti,
←
Is,Bj
〉
(3.23)
if we use (3.19) and (3.20), where σ0 is defined as
σ0 =
iµn∂z′F
TM(0; z, z′)
2µmkmAcell
· (0 ∈ {ksI}) (3.24)
which accounts for the contribution from ks = 0; or we can adopt (3.19) and (3.21) to
obtain 〈
Ti, G¯
HJ,Bj
〉
=
〈
Ti, ∂z′g
TM
S
←
Is,Bj
〉
+
〈
Ti, (∇× zˆ)gTMS , BZj
〉
+
〈
TZi, (∇′ × zˆ)
(
k2ng
TE − ∂zz′gTM
)
,Bj
〉
− 〈∇ ·Ti, (∇′ × zˆ) (∂zgTE + ∂z′gTM) ,Bj〉
(3.25)
In above, Ti and Bj are testing and basis functions, which are RWG basis functions,
and TZi = Ti · zˆ, BZj = Bj · zˆ, and TSi = Ti − TZi,BSj = Bj −BZj, and
g
TE/TM
S = Sˆ(k
2
sIF
TE/TM) (3.26)
Comparing (3.23) and (3.25), we observe that in the former the Green’s functions required
to be calculated have better convergence rate, while the latter handles the singularity
intrinsically. In the following, we just consider (3.23).
34
As a short summary, to get the moment matrix, we need to calculate
gTE, (∂z, ∂ν′ , ∂ν′z)g
TE, gTES , g
TM , (∂z′ , ∂ν , ∂vz′)g
TM (3.27)
for electric current sources, where ν ∈ {x, y, z}. Among them, those involving gTES ,
∂zz′g
TE/TM have the poorest convergence since the general term of the series decays as
k−1s . For magnetic sources, the duality theorem can be used to derive the matrix-friendly
formulation, which is omitted here.
3.3 Computation Scheme with High Order Convergence
In the following, we will use g
TE/TM
S for z ≥ z′ as an example to develop the novel
fast and efficient algorithm for the evaluation of the doubly periodic Green’s functions.
The procedure includes a delicate extraction of high order asymptotic terms, and the
application of the Kummer’s transformation. The derivation applies to all the other
Green’s functions in (3.27). Without confusion, we suppress the superscript and simply
denote it as gS.
We start with casting the propagation factor into
F+(ks; z, z
′) =
4∑
p=1
F pmnQ˜mnp (3.28)
where for m > n
F 1mn = S˜
a
mne
iknz(z+dn)e−ikmz(z
′+dm−1)
F 2mn = Rm,m+1S˜
a
mne
iknz(z+dn)eikmz(z
′+2dm−dm−1)
F 3mn = Rn,n−1S˜
a
mne
−iknz(z+2dn−1−dn)e−ikmz(z
′+dm−1)
F 4mn = Rm,m+1Rn,n−1S˜
a
mne
−iknz(z+2dn−1−dn)eikmz(z
′+2dm−dm−1)
(3.29)
with S˜amn = Tm,m−1
m−1∏
i=n+1
eiTi,i−1 , and for m = n
F 1mm = e
ikmz |z−z′|
F 2mm = Rm,m+1e
ikmz |z+z′+2dm|
F 3mm = Rm,m−1e
ikmz |z+2dm−1+z′|
F 4mm = Rm,m−1Rm,m+1e
ikmz |z−z′+2dm−1−2dm|
(3.30)
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The Q˜ terms are easily identified for m ≥ n to be
Q˜mn1 = Q˜
M
m Q˜
S
mn
Q˜mn2 = Q˜
R
m,m+1Q˜
M
m Q˜
S
mn
Q˜mn3 = Q˜
R
n,n−1Q˜
M
m Q˜
S
mn
Q˜mn4 = Q˜
R
m,m+1Q˜
R
n,n−1Q˜
M
m Q˜
S
mn
(3.31)
where
Q˜Ri,i±1 = R˜i,i±1R
−1
i,i±1
Q˜Mm = M˜m
Q˜Smn =
m∏
i=n+1
(1−Qi,i−1)−1
Q˜Smm = 1
(3.32)
with Qi+1,i = Ri,i+1R˜i,i−1e2ikiz(di−di−1). Q˜mnp can be regarded as an infinite geometric
series with the asymptotic form
∑∞
i=0 (ae
−ksb)i (a and b are constants, and b is related
to the thickness of the layers) for ks → ∞. We can approximate Q˜mnp with a few real
exponentials to high accuracy when ks is large enough (e.g. ks > 1.2kmax [33], where
kmax is the maximum wave number for all layers), because we have spared no effort to
put as many terms to F pmn as possible, which makes Q˜mnp much smoother. In detail, we
have
Q˜mnp ≈
Nr∑
r=1
CmnprE˜
r
mnp (3.33)
where E˜rmnp = e
−ks t˜mnpr , Cmnpr and t˜mnpr can be got via the generalized pencil of function
(GPOF) method [69]. The number of exponentials Nr is very small because Q˜mnp is very
smooth, and usually Nr = 2 to 5 can make the relative error between the approximate
and exact values decrease very quickly to 10−8 with the increase of ks. It should be
emphasized that we just approximate Q˜mnp once, and the result can be used for all
combinations of source and observation points because Q˜mnp is independent of z or
z′. Also, for a given frequency band, since Q˜mnp has the same asymptotic behavior
when ks → ∞, we can approximate it only at the central frequency using GPOF, and
the exponentials E˜rmnp thus obtained for this frequency are used as a basis to fit other
frequencies using least square method. Namely, for other frequencies, we just need to
find the coefficients Cmnpr via least square method. In so doing, lots of efforts are saved
and robustness is improved if we want to analyze a wide frequency band.
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Using Taylor series expansion, one can express F pmn as
F pmn = F˜
p
mnE
p
mn (3.34)
where Epmn = e
−kstmnp , with
tmn1 = |z − z′|
tmn2 = |z + z′ + 2dm|
tmn3 = |z + z′ + 2dn−1|
tmn4 = |z − z′ − 2dm + 2dn−1|
(3.35)
and
F˜ 1mn = S˜∼
a
mn
τn (|z + dn|) τm(|z′ + dm−1|)
F˜ 2mn = Rm,m+1S˜∼
a
mn
τn(|z + dn|)τm(|z′ + 2dm − dm−1|)
F˜ 3mn = Rn,n−1S˜∼
a
mn
τn(|z + 2dn−1 − dn|)τm(|z′ + dm−1|)
F˜ 4mn = Rm,m+1Rn,n−1S˜∼
a
mn
τn(|z + 2dn−1 − dn|)τm (|z′ + 2dm − dm−1|)
(3.36)
for m > n, and
F˜ 1mm = τm(|z − z′|)
F˜ 2mm = Rm,m+1τm(|z + z′ + 2dm|)
F˜ 3mm = Rm,m−1τm(|z + z′ + 2dm−1|)
F˜ 4mm = Rm,m−1Rm,m+1τm(|z − z′ + 2dm−1 − 2dm|)
(3.37)
for m = n, where
S˜∼
a
mn
=
[
m−1∏
i=n+1
Ti,i−1τi (di − di−1)
]
Tm,m−1 (3.38)
and τm(z) (z > 0) is defined by the following
eikmzz = e−ksz
[
1 +
zk2m
2ks
+
z2k4m
8k2s
+O
(
k−3s
)]
= e−kszτm(z)
(3.39)
where Taylor expansions of both square root function and exponential function are ap-
plied. The Taylor series representation of the Fresnel reflection and transmission coeffi-
cients are
Rϑij = R
ϑ0
ij +
Rϑ2ij
k2s
+O
(
k−4s
)
, T ϑij = 1 +R
ϑ
ij (3.40)
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where
Rϑ0ij =
pj − pi
pi + pj
, Rϑ2ij =
pipj(k
2
j − k2i )
(pi + pj)
2 (3.41)
Then we have
F+ (ks; z, z
′) ≈
4∑
p=1
Nr∑
r=1
CmnprF˜
p
mnE˜∼
r
mnp
(3.42)
where E˜∼
r
mnp
= e−ks(t˜mnpr+tmnp). Substituting (3.42) into (3.4), we yield
gS ≈ i
2Acell
4∑
p=1
Nr∑
r=1
Cmnpr
∑
I
F˜ pmn
kmzI
E˜∼
r
mnp
eiksI·(rs−r
′
s) (3.43)
The Taylor series for k−1mz is
k−1mz =
−i
ks
[
1 +
k2m
2k2s
+O(k−4s )
]
=
−i
ks
ξm (3.44)
which leads to
gS ≈ 1
2Acell
4∑
p=1
Nr∑
r=1
Cmnpr
[∑
I
ξmF˜
p
mn
ksI
E˜∼
r
mnp
eiksI·(rs−r
′
s)
]
(3.45)
Keeping the first Nu(6 3) terms for ξmF˜ pmn , namely,
ξmF˜
p
mn ≈
Nu∑
u=1
Λpumnk
1−u
s (3.46)
where the coefficients Λpumn can be easily specified, we further write
gS ≈ 1
2Acell
4∑
p=1
Nr∑
r=1
Nu∑
u=1
CmnprΛ
pu
mn
[∑
I
k−usI E˜∼
r
mnp
eiksI·(rs−r
′
s)
]
(3.47)
By invoking the Kummer’s transformation, we have
gS = (gS − g˜S) + g˜S (3.48)
where g˜S is the asymptotic expression in (3.45). The general term for gS − g˜S decays as
k−Nu−1s when ks increases, indicating that the series would converge very fast if Nu = 3
; g˜S can be efficiently evaluated using novel fast convergent series derived from Ewald
transformation. We stop at Nu = 3 because we only have the fast convergent series for
these cases; also, we are satisfied with the convergence rate offered by it. It should be
pointed out that the inner-most double infinite series in (3.45) needs to be calculated only
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once and can then be used for all frequencies if k0 is fixed, which is the case for normal
incidence (k0 = 0) in scattering problem, and for the calculation of Brillouin diagram in
eigenproblem. Therefore, fast frequency sweep is allowed in these circumstances. The
proposed method is able to deliver higher accuracy and higher order convergence than
that in [33], where the “high order asymptotic extraction” is only applied to the asymp-
totic series, but the asymptotic series itself is not a high order asymptotic expression for
the original periodic Green’s function.
3.4 Derivation of Fast Convergent Series
3.4.1 General Considerations
From (3.27) and (3.47), we can see that the asymptotic series are of the form
Sαβγ =
∑
I
kαxIk
β
yI
kγsI
e−ksIzeiksI·rs (3.49)
where (α, β) ∈ {(0, 0), (0, 1), (1, 0)}, γ ∈ {1, 2, 3}, and the transverse wave vector
ksI = k0 + i1b1 + i2b2 is defined the same as before, which can be equivalently expressed
as ksI = kxIxˆ + kyIyˆ. α = 1 (β = 1) is found for components of the dyadic Green’s
function which are obtained by taking x (y) derivative of gTE/TM , and a larger γ results
in for higher order terms in the Taylor expansion. Here we assume rs and z are merely
used as parameters rather than actual coordinates without confusion. But when 0 ∈ {ksI}
(e.g. normal incidence), Sαβγ blows up, making it inappropriate to calculate the Green’s
function. However, considering the fact that we just need its asymptotic behavior instead
of its absolute final sum, the difficulty is eradicated by replacing it with
_
Sαβγ =
M∑
i=1
wiS
i
αβγ, S
i
αβγ =
∑
I
kαxIk
β
yI
kγsiI
e−ksiIzeiksI·rs (3.50)
in the asymptotic expression of the Green’s function when ksI = 0 is possible, where
ksiI =
√
k2sI + κ
2
i , i = 1, · · · , M ∈ N. The parameters κi (> 0), M and the weights
wi are determined such that the general term of the series |Sαβγ −
_
Sαβγ| behaves like
e−kszO(k−θs ) (θ is an integer large enough) when ks → ∞, plus the computational cost
for
_
Sαβγ is optimally small. As for the given ranges of α, β and γ, the following holds
Xαβγ = (−i)α+β(−1)1−γ∂αx∂βy iγ−1z X001 (3.51)
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where X ∈ {S, _S}, ∂αx and ∂βy mean differentiation of order with respect to x and y
respectively, and iγ−1z stands for integration for γ − 1 times from ∞ to z. Then we just
need to determine M , κi and wi for α = β = 0, γ = 1.
In detail, let
Γ001 =
∑
I
Γ001I (3.52)
where
Γ001I =
e−ksIz
ksI
−
M∑
i=1
wie
−
√
k2sI+κ
2
i z√
k2sI + κ
2
i
=
e−ksIz
ksI
{
1−
M∑
i=1
M∑
j=1
wiφ
i
jk
1−j
sI +O
(
k−MsI
)} (3.53)
with the understanding that the term blowing up shall be removed, and the coefficients
φij can be easily sought by Taylor expansion. When z = 0, the coefficients have closed
form solution [33]
wi =
 1, i = M = 1∏M
j=1,j 6=i
κ2j
/(
κ2j − κ2i
)
, i = 1, · · · , M, M > 1
(3.54)
that makes Γ001I ∼ e−kszO
(
k−2M−1s
)
when ks → ∞. When z 6= 0, wi can be sought by
forcing the coefficients for k1−jsI (j = 1, · · ·M) to vanish, which leads to the linear system
M∑
i=1
wiφ
i
j = δj1. (3.55)
These weights would give Γ001I the asymptotic behavior ∼ e−kszO(k−M−1s ). In view of
that the general term for gS − g˜S decays as e−kszO(k−4s ) at best (Nu = 3), the value of
M is at most 2 for z = 0 , and 3 for z 6= 0, although a smaller M may also perform
quite well if the absolute value of Γ001I decays fast enough. Fortunately, for z 6= 0 , wi
happens to have the same closed form solution as (3.54) for M = 1, 2 and 3.
If γ = 2 , M = 1 for z = 0, and M 6 2 for z 6= 0. If γ = 3, M = 1 for both cases.
The parameters κi has to be properly chosen to ensure both convergence and accuracy,
whose treatment is delayed to the next two parts because the choice depends on the way
we derive the fast convergent series.
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3.4.2 Fast Convergent Series from Ewald Transformation
The Ewald transformation (Appendix C) is a very powerful analytic tool for evaluat-
ing the doubly periodic Green’s function. Though it has been very successful in treating
the periodic Green’s function in free space, the use of it for layered medium is not that
satisfactory, mostly due to the lack of a high order asymptotic extraction in the litera-
ture. Now that we have managed to find the high order asymptotic terms, we are ready
to fulfill the potential of this transformation.
From Ewald transformation [70,71], we have
Si001 = 2Acell (Ψ1 + Ψ2) (3.56)
where
Ψ1 =
1
4Acell
∑
I
Ψ˜1e
iksI·rs (3.57)
Ψ˜1 =
∑
±
e±ksiIz
ksiI
Erfc
(
ksiI
2E
± Ez
)
(3.58)
and
Ψ2 =
1
8pi
∑
L
eik0·rL
∑
±
e±κiRL
RL
Erfc
(
RLE ± κi
2E
)
(3.59)
In above expressions, we have r = (x, y, z), RL = |r− rL| =
√
ρ2L + z
2, rL = l1a1 +
l2a2 = (xL, yL), L = (l1, l2) ∈ Z × Z, and the splitting parameter E =
√
pi/Acell. It
has to be mentioned that we have used the Ewald transformation with the wave number
being purely imaginary (iκi), in which case the arguments of the complimentary error
function (Erfc) are always real, and the trouble from Erfc with complex arguments is
avoided. Then we obtain
Siαβγ = 2(−i)α+β(−1)1−γAcell∂αx∂βy iγ−1z (Ψ1 + Ψ2) (3.60)
It can be shown that
i1zΨ1 =
1
4Acell
∑
I
i1zΨ˜1e
iksI·rs (3.61)
where
i1zΨ˜1 =
1
k2siI
[
−2e−
k2siI
4E2 Erfc (Ez) +
∑
±
±e±ksiIzErfc
(
ksiI
2E
± Ez
)]
(3.62)
and
i2zΨ1 =
1
4Acell
∑
I
i2zΨ˜1e
iksI·rs (3.63)
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where
i2zΨ˜1 =
2
k2siI
e−
k2siI
4E2
[
e−E
2z2
E
√
pi
− z · Erfc (Ez)
]
+
1
k3siI
∑
±
e±ksiIzErfc
(
ksiI
2E
± Ez
)
(3.64)
To integrate Ψ2 , we use an alternative expression [71]
Ψ2 =
1
2pi
√
pi
∑
L
eik0·rL
∫ ∞
E
e
−R2Lξ2−
κ2i
4ξ2 dξ (3.65)
Then we have, after exchanging the order of integration,
i1zΨ2 =
1
2pi
√
pi
∑
L
eik0·rL
∫ ∞
E
∫ z
∞
e
−(ρ2L+z2)ξ2−
κ2i
4ξ2 dzdξ
=
−1
4pi
∑
L
eik0·rL
∫ ∞
E
1
ξ
Erfc(ξz)e
−ρ2Lξ2−
κ2i
4ξ2 dξ
(3.66)
The last infinite integral has a smooth integrand and converges extremely fast, and
truncation to
ξmax = min
{
E +
10
z
,max
{
E,
√
κi
2RL
}
+
10
RL
}
(3.67)
would be enough to yield machine accuracy with Gaussian quadrature. One more oper-
ation of integration for i1zΨ2, we acquire
i2zΨ2 =
1
8piκi
∑
L
eik0·rL
[
2e−κiRL −
∑
±
e±κiRLErfc
( κi
2E
±RLE
)]
+ zi1zΨ2 (3.68)
Now let’s look at the derivatives with respect to x and y. It is easy to see that
∂ζ IˆΨ1 =
i
4A
∑
I
kζIIˆΨ˜1e
iksI·rs (3.69)
where Iˆ ∈ {1, i1z, i2z}, ζ ∈ {x, y}. For the derivatives of Ψ2, we have
∂ζΨ2 =
1
8pi
∑
L
eik0·rL
ζ − ζL
R2L
[
− 4E√
pi
e−(
κi
2E )
2−(RLE)2
+
∑
±
(
±k − 1
RL
)
e±κiRLErfc
(
RLE ± κi
2E
)] (3.70)
Furthermore, we obtain
∂ζi
1
zΨ2 =
1
2pi
∑
L
eik0·rL (ζ − ζL)
∫ ∞
E
ξErfc (ξz) e
−ρ2Lξ2−
κ2i
4ξ2 dξ (3.71)
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and
∂ζi
2
zΨ2 = z∂ζi
1
zΨ2 +
1
8pi
∑
L
eik0·rL
ζ − ζL
RL
×
{
−2e−κiRL +
2∑
s=1
(−1)s+1e(−1)sκiRLErfc
[ κi
2E
+ (−1)sRLE
]} (3.72)
It is beneficial if we let κi = 0 since this will give the expression for Sαβγ, which will be
of great use when 0 /∈ {ksI}, as is for most cases. We find that integrals in ∂ζ IˆΨ2 are
integrable:
∂ζi
1
zΨ2 =
∑
L
eik0·rL
ζ − ζL
4piρ2L
[
e−(ρLE)
2
Erfc (Ez)− z
RL
Erfc (RLE)
]
(3.73)
∂ζi
2
zΨ2 = z∂ζi
1
zψ2 −
∑
L
eik0·rL
ζ − ζL
4piRL
Erfc (RLE) (3.74)
The limit exists for (3.73) when ρL → 0. In the special case of z = 0 and ρL 6= 0,
i1zψ2 =
−1
8pi
∑
L
eik0·rLE1
[
(ρLE)
2] (3.75)
where
E1(z) =
∫ ∞
z
te−tdt (3.76)
is the exponential integral. Hence ∂ζi
1
zψ2, ∂ζi
2
zψ2 are also free from the need to perform
integrals by us. The series derived above have Gaussian convergence.
The parameters κi, just like the splitting parameter E, has to be properly chosen
to guarantee convergence and avoid cancellation error or overflow. When too large, its
presence as an exponent can lead to cancellation error and overflow. Smaller κi would
make Γ001I decay faster. But when they are too small, it will also lead to cancellation
error because in the worst case we have κ3i in the denominator. We suggest the following:
κi = 0.01(9 + i)×min {{ksI} \0} , i = 1, · · · ,M (3.77)
It is in the order of one tenth of the minimum value of ksI excluding 0, and numerical
results show that it will neither be too small nor too large, ensuring both convergence
and accuracy. It should be noted that the series Sαβγ with γ = 2, 3 are used, to our
knowledge, for the first time to accelerate the convergence for evaluating doubly periodic
Green’s function in layered medium, which allows us to achieve high order convergence.
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3.4.3 Fast Convergent Series from Poisson Transformation
For comparative studies, we mention that an alternative way to derive fast conver-
gent series is to use the Poisson transformation [37], which will lead to exponentially
convergent series. The difference is that we can only use
_
Sαβγ as the asymptotic series
because in this method, the fast decay rate of the series stems from the proper choice of
κi, which is less critical in Ewald transformation since the decay rate is mostly dominated
by the splitting parameter E. The derivation procedure is similar with that using Ewald
transformation, and we just give the final result here:
Siαβγ = 2(−i)α+β(−1)1−γAcell∂αx∂βy iγ−1z Ψ (3.78)
where
Ψ =
∑
L
e−κiRL
4piRL
eik0·rL (3.79)
We also have
i1zΨ =
−1
4pi
∑
L
eik0·rsL
∫ ∞
0
Erfc (ξz)
ξ
e
−ρ2Lξ2−
κ2i
4ξ2 dξ (3.80)
where the integral can be evaluated numerically. When z = 0, by referring to the identity
in [72], we obtain
i1zΨ =
−1
4pi
∑
L
K0(κiρL)e
ik0·rsL (3.81)
where K0 is the modified Bessel function of order 0 of the second kind. An equivalent
equation of i1zΨ and its derivatives with respect to x and y when z = 0, also appear in
[12, 32]. We further write
i2zΨ =
1
4pi
∑
L
e−κirL
κi
eik0·rL + zi1zΨ (3.82)
The derivatives of IˆΨ can be trivially derived, which we omit here.
The parameters κi have to be chosen so that convergence is achieved and cancellation
error is avoided, and for a general lattice, whether rectangular or skew, it is suggested [73]
κi = |Im(k0)|+ 1.5M(0.9 + 0.1i)/|a1 + a2|, i = 1, · · · ,M (3.83)
It should be mentioned that the Poisson method is more sensitive to the choice of κi
since from (3.79) we see that the fast convergence rate is highly dependent on κi, while
in Ewald method, this dependence is pretty weak.
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3.5 Numerical Results
We first conduct a comparison of the fast convergent series derived from Ewald and
Poisson transformations. Fig. 3.2 shows the convergence of the two approaches in the
calculation of S002. k0 = (0, 0) indicates ksI could equal 0, and we can only calculate
S002 by applying Kummer’s transformation first, namely S002 = (S002 −
_
S002) +
_
S002,
then (S002 −
_
S002) is computed by direct summation, and
_
S002 by Ewald or Poisson
transformation. We call these two approaches the Kummer-Ewald transformation (KET)
and Kummer-Poisson transformation (KPT), respectively.
When z = 0 in Fig. 3.2a, with closed form for the general term, the fast convergent
series derived from Poisson transformation would see its best performance, but Ewald
transformation would show its worst since it is involved with integration and also has to
be combined with Kummer’s transformation, which increases its computational burden.
The observation can be made from Fig. 3.2a that direct summation converges very
slowly for this case, and the KET and KPT show much better performance. As for the
CPU time, it is found that, for moderate accuracy (4-6 digits), the KET takes slightly
longer (a few percent), but for high accuracy (10-12 digits), the KET takes less time
(All calculations in this paper are performed on a Dell Inspiron N4110 laptop with Intel
i3-2310M CPU and 4GB RAM memory).
In Fig. 3.2b, z 6= 0, so integrals are involved in Ewald method; ksI could equal
0, thus KET has to be used for the approach involving Ewald transformation. It is
found that for the same number of terms, both methods take roughly the same time,
but the KET yields much more accurate result than KPT for the same M. Fig. 3.3
depicts the case when z 6= 0 and ksI 6= 0, which is most common. In this case, the
fast convergent series derived from Ewald transformation can be used directly without
resorting to Kummer’s transformation. Fig. 3.3 clearly informs us of the advantage of
Ewald method in terms of convergence.
We also checked the CPU times, and found that for the same number of terms,
the Ewald method yields much more accurate result yet consumes much shorter time.
Further numerical simulations also convince us that, for moderate accuracy, the KPT
is comparable with Ewald method only in the case when z = 0 as well as 0 ∈ {ksI},
and in other cases the Ewald method is superior. For highly accurate evaluation of
Sαβγ, the Ewald method outweighs the KPT significantly, especially when ks 6= 0 and
α = 1 or β = 1 because in these cases the Ewald method is free from integration and
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Figure 3.2: Convergence of S002 evaluated using KET and KPT. The parameters are
rs = (0.01, 0.01), a1 = a2 = 1 (ai = |ai|), ϕ = pi2 . (a) k0 = (0, 0), z = 0; (b) k0 =
(0, 0), z = 0.001.
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Figure 3.3: Convergence of S002 evaluated using Ewald transform and KPT. The param-
eters are the same as Fig. 3.2 except k0 = (0.5, 0.5), z = 0.001.
there is not need to invoke the Kummer transformation. For example, when k0 =
(0.5, 0.5), rs = (0.01, 0.01), z = 0, a1 = a2 = 1, ϕ = pi/2, evaluation of S102 takes the
Ewald method averagely 0.012s and 0.028s to get 6 and 12 digits respectively, while the
time for same accuracy for the KPT with optimal M is 0.035s and 0.63s, and to compute
S001 with 6 and 12 digits, the CPU times for Ewald method are 0.0023s and 0.0052s,
while those for the KPT are 0.0080s and 0.16s. In above simulations, we limit M to 5 due
to the fact that no improvement is observed for larger value of M with both convergence
and CPU time in mind. In addition, as we have previously argued in Sec. 3.4.1, there is
no necessity in using M larger than 3 for the evaluation of the periodic Green’s function.
Fig. 3.4 shows the convergence in the evaluation of the scalar periodic Green’s
function gTES for a 5-layer medium. The periods in both directions are chosen as a1 =
a2 = λ/2 based on practical considerations. For example, photonic crystal slabs have a
unit size in the order of wavelength, while the unit size of metamaterial is much smaller
than the wavelength. Since the smaller the periods, the faster the convergence for the
periodic Green’s functions, we won’t show results for structures with electrically small
unit cells. The reference values for Fig. 3.4a is −10.254346 − i1.99661543, and for Fig.
3.4b −10.253512− i1.9964767, both of which are calculated using time consuming direct
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Figure 3.4: Convergence for gTES for an orthogonal periodic structure in a 5-layer medium
at 3 GHz with source in the central plane of the middle layer. The thicknesses of the
layers are (∞, 0.1, 0.1, 0.1, ∞)λ, r = (1, 2, 10, 2, 1), µr = 1 for all layers, a1 = a2 =
λ/2, ϕ = pi/2, r′s = (0, 0), rs = (λ/10, λ/10) , k0 = (0.2, 0.1)λ
−1. z = z′ in (a), and
z − z′ = 10−3λ in (b).
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Table 3.1: CPU time (sec) for evaluating Green’s functions for orthogonal lattice with 6
significant digits. Parameters same as those in Fig. 3.4.
PGF
Ewald Poisson
z = z′ z 6= z′ z = z′ z 6= z′
∂zg
TM 1.81 1.62 14.3 14.2
∂xz′g
TM 0.81 0.82 18.9 19.5
∂zg
TE 1.45 1.46 12.0 12.5
gTES 1.43 1.51 13.2 13.2
Table 3.2: CPU time (sec) for evaluating Green’s functions at 100 frequencies
uniformly sampled between 1 GHz and 5 GHz for orthogonal lattice with 6 significant
digits. Parameters same as those for Tab. 3.1 except the frequency.
PGF z = z′ z 6= z′
∂zg
TM 2.55 2.48
∂xz′g
TM 1.90 1.86
∂zg
TE 2.37 2.31
gTES 2.47 2.48
summation. As shown in Fig. 3.4, it will be very difficult to get an accurate result using
direct summation since the convergence is so slow. We see improvement of convergence
when the leading terms are extracted. The convergence for the case with first (Nu = 1)
and second (Nu = 2) order leading term extraction almost overlap with each other,
because the coefficients for the second leading term is very small when |z − z′| is small.
In Fig. 3.4, to achieve 6 digits of accuracy, around 10,000 terms are needed for 1st and
2nd leading term extraction, while only about 200-300 terms are required if the third
asymptotic term is extracted (Nu = 3). Thus significant improvement of convergence is
achieved if the 3rd leading term extraction is performed.
Table 3.1 gives a comparison of the CPU time for computing the Green’s functions
with 6 digits of accuracy using the proposed method and the Kummer-Poisson trans-
formation [33] for an orthogonal lattice. We use “Ewald” and “Poisson” to represent
the two approaches, since they are related to the two transformations. The structure
parameters and source and observation points are the same as those in Fig. 3.4. For
∂zg
TE, ∂zg
TM and gTES , the method using Ewald transformation is about 8 times faster
than that exploiting Poisson transformation. For ∂xz′g
TM , the Ewald method performs
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even better, more than 20 times faster. The advantages of Ewald method over Poisson
method lies in that the fast convergent series from it is of Gaussian convergence. And in
our implementation, we have also made the arguments of the Error functions involved
real so that efficiency is improved.
In Table 3.2, the CPU times are shown for calculating the Green’s functions with 6
digits of accuracy for 100 frequencies uniformly sampled from 1 GHz to 5 GHz. We have
fixed k0 to be the value at 3 GHz. Due to the extraction of high order leading terms,
the remaining series converge very fast, and we just need a few hundred terms to achieve
the desired accuracy even for those Green’s functions decaying as ∼ k−1s . Comparing
Table 3.2 with Table 3.1, we can see that the overhead of CPU time for calculating 100
frequencies over that for a single frequency is very small.
3.6 Summary
The matrix friendly formulation for doubly periodic structure in layered medium is
derived, and the singularity at ks = 0 is analytically addressed in the formulation. A novel
accurate and efficient approach has been proposed for computing the doubly periodic
Green’s function for layered medium in the context of matrix-friendly formulation, which
features the extraction of high order asymptotic expressions for the periodic Green’s
functions, and the derivation of novel fast convergent series using Ewald transformations.
The proposed method minimizes the uses of approximations and is hence robust. It
delivers highly accurate results with fast and high order convergence, and also allows
fast frequency sweep for calculating Brillouin diagram in eigenvalue problem and for
normal incidence in scattering problem.
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CHAPTER 4. HIGH ORDER NYSTRO¨M METHOD FOR
ELASTODYNAMIC SCATTERING
Elastodynamic scattering finds important applications in ultrasonic non-destructive
evaluation, where the far field scattering amplitude of the flaw is a key parameter to look
for in the Thompson ultrasonic measurement model [74]. Potentially it may also be used
in seismology and dynamic soil-structure interaction. To solve elastodynamic scattering
problems, the Nystro¨m method is a relatively simple approach since it approximates the
integral operator with quadrature and evaluates the field also at the quadrature nodes,
which makes the far field interaction integration free [47]. But to fully realize the capacity
of this approach, a high order Nystro¨m method with curvilinear elements and high order
interpolation is desired. This chapter presents a new implementation of the high order
Nystro¨m method for solving elastodynamic scattering accurately and efficiently [75,76].
4.1 Boundary Integral Equations
In Chapter 1, the conventional boundary integral equation (CBIE) for elastic wave
scattering has been introduced. For convenience, we replicate it here
1
2
u(r)−
∫
S
[
G¯ut+ (r, r
′) · t(r′)− G¯uu+ (r, r′) · u(r′)
]
dS ′ = uinc(r) (4.1)
1
2
u(r) +
∫
S
[
G¯ut− (r, r
′) · t(r′)− G¯uu− (r, r′) · u(r′)
]
dS ′ = 0 (4.2)
where r ∈ S, X+ = uinc (the incident displacement field), X− = 0 in Fig. 1.1, and
the 1/2 arises from explicitly extracting the contribution from the singular point in the
surface integrals. Let the material parameters for the two regions be denoted as ρ±, λ±,
and µ±.
Adopting the dyadic convention, we cast the Green’s functions in the following
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form [47]
G¯ut =
CRˆRˆ +DI¯
4piρω2R3
(4.3)
G¯uu =
(λψc + 2µC) Rˆnˆ
′ + µ (ψs + 2C)
(
nˆ′Rˆ + nˆ′ · RˆI¯
)
+ 2µF
(
nˆ′ · Rˆ
)
RˆRˆ
4piρω2R4
(4.4)
where Rˆ = R/R, nˆ′ is the unit surface normal at r′, and
C = Ωse
iksR − ΩceikcR (4.5)
D =
[
(ksR)
2 + iksR− 1
]
eiksR − (ikcR− 1) eikcR (4.6)
F = Hce
ikcR −HseiksR (4.7)
Ωα = −k2αR2 − 3ikαR + 3, (4.8)
Hα = ik
3
αR
3 − 6k2αR2 − 15ikαR + 15 (4.9)
ψα = (kαR)
2 (ikαR− 1) eikαR (4.10)
with α ∈ {s, c}.
Asymptotically, namely when R→ 0, we have
C =
1
2
(
ks
2 − kc2
)
R2 +O(R4) (4.11)
D =
1
2
(
kc
2 + ks
2
)
R2 +O(R3) (4.12)
F =
3
2
(
k2c − k2s
)
R2 +O(R4) (4.13)
λψc + 2µC = µk
2
cR
2 +O(R4) (4.14)
ψs + 2C = −k2cR2 +O(R4) (4.15)
It is clear that G¯ut has 1/R (weak) singularity, while G¯uu has 1/R2 (strong) singularity.
4.2 Nystro¨m Discretization
4.2.1 Curved Trianglular Elements
To describe the ojbect surface, we use triangular elements, which are popular due to
its flexibility. Other elements can also be fit into our approach easily, like the quadrilateral
elements, which can help improve the efficiency for some situations [77]. Each element
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(a) Linear (b) Quadratic
Figure 4.1: Boundary elements with mesh nodes (red) and field sampling nodes (green).
can be interpolated from a set of chosen nodes, illustrated in Fig. 4.1 for linear and
quadratic elements, as follows:
r = Lijk(ξ)rijk, no sum on k (4.16)
where Lijk is the interpolation polynomial for the node rijk. The simplex coordinates of
the nodes, for M th order interpolation, are
ξijk = {
i
M
,
j
M
,
k
M
} (4.17)
where i, j, k = 0, 1, · · ·M , i+j+k = M . The interpolation polynomial can be constructed
as a product of the Silvester and Ferrari polynomials [78]
Lijk(ξ1, ξ2, ξ3) = Li(M, ξ1)Lj(M, ξ2)Lk(M, ξ3) (4.18)
with
Ls(M, ξ) =
1
s!
s−1∏
k=0
(Mξ − k), L0(M, ξ) = 1 (4.19)
4.2.2 Curvilinear Basis Functions
High order Nystro¨m method employs basis functions defined on curvilinear elements.
For a given element p, we can write the fields on it in the following form [79]
fp(r) =
Nn∑
i=1
L¯pi(r) · fpi (4.20)
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where fpi = f
α
pieα(ξi) is the field (t or u) at the i
th field sampling node ri(ξi) in p (green
dots in Fig. 4.1), and L¯pi(r) is the interpolation dyad that satisfies the condition
L¯pi(rj) = I¯δij, N+ 3 i, j ≤ Nn (4.21)
with Nn being the number of nodes. Now let’s define the tangent and normal basis
vectors in the parametric ξ space as the following:
ei(ξ) =
∂r
∂ξi
, i ∈ {1, 2} (4.22)
e3(ξ) = n(ξ) = e1(ξ)× e2(ξ) (4.23)
The dual basis vectors are defined by
eα(ξ) · eβ(ξ) = δαβ (4.24)
with α, β ∈ {1, 2, 3}. Also, we have the metric tensor and its dual
gαβ(ξ) = eα(ξ) · eβ(ξ) (4.25)
gαβ(ξ) = eα(ξ) · eβ(ξ) (4.26)
And the Jacobian can be found as
J (ξ) = |e3(ξ)| = |n(ξ)| =
√
g11(ξ)g22(ξ)− g12(ξ)g21(ξ) (4.27)
Then we can adopt the following representation using a scalar interpolation function
Lpi(ξ):
fp(r) =
Nn∑
i=1
Lpi(ξ) [eα(ξ)e
α(ξi) · fp(ri)]
=
Nn∑
i=1
Lpi(ξ)eα(ξ)g
αβ(ξi)eβ(ξi) · fp(ri)
(4.28)
From the above, we can see that
L¯pi(ξ) = Lpi(ξ)g
αβ(ξi)eα(ξ)eβ(ξi) (4.29)
where i indicates evaluation at the ith node. From (4.21), we require that
Lpi(ξj) = δij (4.30)
In the above, a subscript of a factor is assumed to be summed if it is also a superscript
of another factor in the same product expression.
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4.2.3 Field Interpolation
Now let’s define the interpolation polynomial for the ith node, denoted as Lpi(ξ
1, ξ2),
from the space of nth order polynomials [79]
P 2n : = span{(ξ1)a(ξ2)b|a, b ≥ 0, a+ b ≤ n} (4.31)
The degrees of freedom of the space is
dof P 2n =
(n+ 2)(n+ 1)
2
(4.32)
And we have the first few spaces as
n = 0, dof = 1 P 2n = span{1} (4.33)
n = 1, dof = 3 P 2n = span{1, ξ1, ξ2} (4.34)
n = 2, dof = 6 P 2n = span{1, ξ1, ξ2, (ξ1)2, (ξ2)2, ξ1ξ2} (4.35)
n = 3, dof = 10 P 2n = span{1, ξ1, ξ2, (ξ1)2, (ξ2)2, ξ1ξ2, (ξ1)3, (ξ2)3, (ξ1)2ξ2, ξ1(ξ2)2}
(4.36)
Then we can define the interpolation functions as follows:
Lpi(ξ
1, ξ2) =
Nn∑
k=1
AikP
k(ξ1, ξ2) (4.37)
Lpij = Lpi(ξ
1
j , ξ
2
j ) = δij (4.38)
where P k(ξ1, ξ2) are the monomials making up the functional space. We have, for a given
i, Nn unknowns, so we need Nn equations, to define Lpi(ξ
1, ξ2). We just sample over Nn
points in the (ξ1, ξ2) space. As a result, we have
Lpij = AikP
k
j = δij (4.39)
from which we can solve for the coefficients Aik.
When n = 3, for reasons to be revealed, we can add two degrees of freedom to form
the following space:
P 2n = span{1, ξ1, ξ2, (ξ1)2, ξ1ξ2, (ξ2)2, (ξ1)3, (ξ1)2ξ2, ξ1(ξ2)2, (ξ2)3, (ξ1)3ξ2, ξ1(ξ2)3} (4.40)
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4.2.4 Discretization
To illustrate the Nystro¨m method, consider the integral over the element p:
hp(r) =
Nn∑
i=1
∫
Sp
G¯(r, r′) · L¯pi(r′) · fpidS ′ (4.41)
where G¯ is the appropriate Green’s function. For the far field interaction, the kernel is
smooth and can be evaluated using Gaussian quadrature as
hp(r) =
Nn∑
i=1
Nq∑
j=1
WjG¯(r, rj) · L¯pi(rj) · fpi (4.42)
where Nq is the number of quadrature samples, and W
j = wjJ (ξj)/2, with wj being
the weights for the quadrature rule. However, if we choose the nodes the same as the
quadrature nodes, it simplifies to
hp(r) =
Nn∑
i=1
WiG¯(r, ri) · fpi (4.43)
by using (4.21), which involves only one evaluation of the Green’s function for each
node. This simplicity brought by the coincidence of the interpolating and integrating
nodes makes an appealing point for the implementation of the Nystro¨m method. Since
we don’t have a good 10 point quadrature rule, two degrees of freedoms are added in
(4.40) considering the existence of a good 12 point quadrature rule [79].
For the near interaction, we cannot do this since the kernel is usually singular. In
this case, we can perform the integration in the parameter space:
hp(r) =
Nn∑
i=1
∫
Sp
G¯(r, ξ′) · L¯pi(ξ′) · fpi · J (ξ′)dξ′ (4.44)
We can see that, due to the proper choice of the basis functions, the local correction
becomes simply a surface integral.
Summing up the contribution from all the elements, and evaluate the fields at each
interpolation (quadrature) node rj, we obtain
h(rj) =
Np∑
p=1
hp(rj) (4.45)
where Np is the number of element patches.
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Applying the above procedure to (4.1) and (4.2), we are led to the following linear
system [
−U¯+ T¯+ + I/2
−U¯− T¯− − I/2
][
t
u
]
=
[
uinc
0
]
(4.46)
where
Uβmm′α± =
∫
Sp
dS ′
[
eβq (ξj) · G¯ut± (rqj, r′) · epα(ξ′)
]
L˜pi(ξ
′) (4.47)
T βmm′α± =
∫
Sp
dS ′
[
eβq (ξj) · G¯uu± (rqj, r′) · epα(ξ′)
]
Lpi(ξ
′) (4.48)
and
uβinc,m = u
β
inc,qj, u
α
m′ = u
α
pi, t
α
m′ = t
α
pi (4.49)
In the above, m and m′ are global indices for the nodes corresponding to the element
and node indices (q, j) and (p, i) respectively, and vα = v · eα with v being an arbitrary
vector. And the interpolation polynomial L˜pi(ξ
′) in (4.47) is defined as
L˜pi(ξ
′) =
J (ξ′i)
J (ξ′)Lpi(ξ
′) (4.50)
which can be used to cancel the undesirable behavior of the Jacobian in the numerical
integral.
For far field interaction, the matrix elements are simply
Uβmm′α± = Wie
β
q (ξj) · G¯ut± (rqj, r′(ξ′i)) · epα(ξ′i) (4.51)
T βmm′α± = Wie
β
q (ξj) · G¯uu± (rqj, r′(ξ′i)) · epα(ξ′i) (4.52)
where no integration is required. It should be pointed out that this simple form of far
field interaction makes it easy for us to incorporate fast algorithms.
For scattering from traction free objects, we have(
T¯+ + I/2
)
u = uinc (4.53)
While in the case of a rigid scatterer, the equation becomes
U¯+t = −uinc (4.54)
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4.3 Singular Integrals
The integrals in (4.47) and (4.48) are called singular integrals when p = q. For
(4.47), we have
Uβmm′α =
1
4piρω2
∫
Sp
dS ′
[
eβq (ξj) ·
(
CRˆRˆ +DI¯
)
· epα(ξ′)
] L˜pi(ξ′)
R3
(4.55)
Since it is only weakly singular, the polar transformation technique can be directly used
for its evaluation. For (4.47), strong singularity exists, and singularity extraction is
usually performed to reduce to weak singularity so that it can be handled by polar
transformation directly. The general algorithms by [16, 49] are very popular, but the
extraction procedure is laborious. Here we propose a simpler extraction approach.
We can first split (4.48) into two parts, as follows
T βmm′α = T
β
mm′α1 + T
β
mm′α2 (4.56)
where
T βmm′α1 =
∫
Sp
dS ′
{
eβq (ξj) ·
[
µ (ψs + 2C) nˆ
′ · RˆI¯ + 2µF
(
nˆ′ · Rˆ
)
RˆRˆ
]
· epα(ξ′)
} Lpi(ξ′)
4piρω2R4
(4.57)
T βmm′α2 =
∫
Sp
dS ′
{
eβq (ξj) ·
[
(λψc + 2µC) Rˆnˆ
′ + µ (ψs + 2C)
(
nˆ′Rˆ
)]
· epα(ξ′)
} Lpi(ξ′)
4piρω2R4
(4.58)
T βmm′α1 is weakly singular from the observation that nˆ
′ · Rˆ ∼ R when R → 0. T βmm′α2 is
at most weakly singular if i 6= j since Lpi(ξ′)→ 0 when ξ′ → ξj. When i = j, T βmm′α2 is
strongly singular only when 1) α = 3, β 6= 3; 2) α 6= 3, β = 3. So we only need to carry
out singularity extraction for these cases.
By using the identity that ∇g(0, R) = −Rˆ/(4piR2), we can put T βmm′α2 in this form
T βmm′α2 =
−1
ρω2
∫
Sp
dS ′∇g(0, R) ·P(ξj, ξ′) (4.59)
where
P(ξj, ξ
′) =
[(
λψc + 2µC
r2
)
eβq (ξj)nˆ
′ · epα(ξ′) + µ (ψs + 2C)
r2
epα(ξ
′)eβq (ξj) · nˆ′
]
Lpi(ξ
′)
(4.60)
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Now if we subtract the tangential components of P at the neighborhood of rj in (4.59),
it will become weakly singular. To this end, a good choice is [15]∫
Sp
dS ′∇g(0, R) ·P(ξj, ξ′) =
∫
Sp
dS ′∇g(0, R) ·
[
P(ξj, ξ
′)− P˜ γ eγ(ξ
′)
J (ξ′)
]
+ P˜ γ
∫
Sp
dS ′∇g(0, R) ·
[
eγ(ξ
′)
J (ξ′)
] (4.61)
where P˜ γ, γ ∈ {1, 2} are coefficients defined by
P˜ γ = J (ξj)P γ(ξj, ξj) = J (ξj)P(ξj, ξj) · eγ(ξj) (4.62)
The first integral in (4.61) now is only weakly singular in the neighborhood of rj. For
the second integral, we have∫
Sp
dS ′∇g(0, R) ·
[
eγ(ξ
′)
J (ξ′)
]
= −
∫
Sp
dS ′∇′g(0, R) ·
[
eγ(ξ
′)
J (ξ′)
]
= −
∫
Sp
dS ′∇′ ·
[
g(0, R) · eγ(ξ
′)
J (ξ′)
]
+
∫
Sp
dS ′g(0, R)∇′ ·
[
eγ(ξ
′)
J (ξ′)
] (4.63)
Since the divergence of a vector in a curvilinear coordinate is calculated as
∇ ·V(x) = 1J (x)
∂
∂xα
[V α(x)J (x)] (4.64)
the last integral in (4.63) vanishes. Invoking the surface divergence theorem for a tangent
vector V that ∫
S
∇ ·V(x)dS =
∫
Cp
(dl× nˆ) ·V(x) (4.65)
we yield ∫
Sp
dS ′∇g(0, R) ·
[
eγ(ξ
′)
J (ξ′)
]
= −
∫
Cp
dl′(ˆl× nˆ′) · g(0, R)eγ(ξ
′)
J (ξ′) (4.66)
Finally, we have the expression suitable for numerically integrating T βmm′α2 as
T βmm′α2 = −
1
ρω2
∫
Sp
dS ′∇g(0, R) ·
[
P(ξj, ξ
′)− P˜ γ eγ(ξ
′)
J (ξ′)
]
+
P˜ γ
ρω2
∫
Cp
dl′(ˆl× nˆ′) · g(0, R)eγ(ξ
′)
J (ξ′)
(4.67)
where Cp is the boundary contour of Sp. The first integral can be performed using
the polar transformation, while the second line integral can be directly integrated using
Gaussian quadrature.
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4.4 Nearly Singular Integrals
Nearly singular integrals arise when the observation point is very close to, but not
on the source element, such as when the observation point lies in the adjacent element
and approaches the common edge, or when the scatterer has a thin crack-like shape. It
is very important, yet challenging, to evaluate these nearly singular integrals accurately
and efficiently.
Near singularity cancellation (SC) schemes are very popular among the literature,
but most of them intended for flat elements [80–83]. In [81,83], a SC scheme with a disc
region treated separately is proposed to enhance the efficiency of SC for strongly nearly
singular kernels. Recently efforts are made in [84] and [85] to extend the singularity can-
cellation to treat weakly and strongly nearly singular integrals on curvilinear triangular
elements, and [86] gives a detailed analysis of SC methods on curvilinear elements.
Another approach to deal with singular and nearly singular integrals is the singu-
larity subtraction technique [87], but the approach is case specific and the remaining
integrals are still nearly weakly singular. Here, a general and efficient singularity sub-
traction scheme applicable to various orders of singularity is proposed to calculate nearly
singular 2D integrals on curvilinear triangular elements.
From (4.55) and (4.56), we have, when R→ 0,
Uβmm′α ∼
k2s + k
2
c
8piρω2
∫
∆ξ
dξ′eβq (ξj) · epα(ξ′)
Lpi(ξ
′)
R
+
k2s − k2c
8piρω2
∫
∆ξ
dξ′eβq (ξj) ·RR · epα(ξ′)
Lpi(ξ
′)
R3
(4.68)
T βmm′α ∼
µk2c
4piρω2
∫
∆ξ
dξ′
[
eβq (ξj) ·Rn′ · epα(ξ′)− eβq (ξj) · n′R · epα(ξ′)
− n′ ·Reβq (ξj) · epα(ξ′)
]Lpi(ξ′)
R3
+
3µ (k2c − k2s)
4piρω2
∫
∆ξ
dξ′(n′ ·R) eβq (ξj) ·RR · epα(ξ′)
Lpi(ξ
′)
R5
(4.69)
where 4ξ is the intrinsic triangular space specified by (ξ1, ξ2) = (0, 0), (1, 0), (0, 1). In
the above, the Jacobian is canceled by properly choosing the basis functions in (4.47)
and (4.48). In general, the asymptotic integrals can be put in the following form
I =
∫
∆ξ
dξ′
L(ξ)
Rs
(4.70)
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where L(ξ) is made a polynomial of ξα, α ∈ {1, 2}, and s ∈ {1, 3, 5}
For a given r, one can find a projection point r0 on the curved element with simplex
coordinate ξ0 using Newton method [84]. As suggested by [16], it is more advantageous
to consider the above integral in another parametric space η with
η1 = ξ1 + [g12(ξ0)/g11(ξ0)] ξ
2 (4.71)
η2 = [J (ξ0)/g11(ξ0)] ξ2 (4.72)
The advantage of using η lies in that the map from it to r is conformal at r0. At η0
(image of ξ0), setting up the polar coordinate system
η1 = η10 + ρ cos θ (4.73)
η2 = η20 + ρ sin θ (4.74)
we can put (4.70) as
I = g11(ξ0)J (ξ0)
∫
4η
L(ρ, θ)
Rs
ρdρdθ (4.75)
where
L(ρ, θ) =
K∑
k=1
ρkfk(θ) (4.76)
with K ∈ N+, and fk(θ) are simple trigonometric functions which can be easily found.
For R, keeping terms up to second order, we have
R ∼ Ra =
√
d2 + 2d ·A(θ)ρ+ [A2 + 2d ·B(θ)]ρ2 (4.77)
where d = r− r0, d = |d|, and
A(θ) = −
∑
α¯
eα¯(η0)h
α¯ (4.78)
B(θ) = −1
2
∑
α¯,β¯
eα¯β¯(η0)h
α¯hβ¯ (4.79)
where h1 = cos θ, h2 = sin θ, eα¯(η) = r,α¯(η) is the tangent vector in η space, and
eα¯β¯(η) = r,α¯β¯(η) is the derivative of the tangent vector. Notice first that if the projection
point r0 is accurate enough, which is the case in most cases, 2d ·A  d; Also, because
of the choice of η parameter, A = |A| is pleasingly a constant. When d is small, we have
2d ·B A2. Therefore, the dependence of Ra on θ is very weak, which observation will
later allow us derive a more efficient integration scheme.
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Then we propose the following singularity subtraction scheme:
I = IR + IS (4.80)
where
IR =
3∑
i=1
∫ θ+i
θ−i
∫ ρ¯(θ)
0
FR(ρ, θ)dρdθ (4.81)
IS =
3∑
i=1
∫ θ+i
θ−i
∫ ρ¯(θ)
0
L(ρ, θ)
Rsa
dρdθ (4.82)
with
FR(ρ, θ) = L(ρ, θ)
[
1
Rs
− 1
Rsa
]
(4.83)
and the integral split into three, each over a sub-triangle formed by η0 and one pair
of vertices from 4η, no matter where η0 locates relative to 4η. θ±i are the upper and
lower limits of θ for the ith subtriangle, and ρ¯(θ) is the maximum radial distance at θ. It
can be shown that FR(ρ, θ) ∼ O(1) is non-singular when R → 0, hence is amenable for
numerical quadrature.
Let us denote
I ij(θ) =
∫ ρ¯(θ)
0
ρi
Rja
dρ, j odd (4.84)
which can be evaluated analytically in a recursive manner for i = 0, 1, 2, ... [88]. Then,
combining IR and IS, we arrive at
I =
3∑
i=1
∫ θ+i
θ−i
[
FS(θ) +
∫ ρ¯(θ)
0
FR(ρ, θ)dρ
]
dθ (4.85)
where FS(θ) =
∑
k I
k
s (θ)fk(θ). The integral in each dimension is performed using Gaus-
sian quadrature. Notice that, instead of evaluating the integral of FS separately, we have
merged it with the integral of FR, in consideration firstly that I
k
s only weakly depends
on θ and fk is smooth in θ, promising fast convergence, and secondly that FS shares
most of the calculations with FR. This tactic will lower the computational cost. When
the observation point is very close to the element boundary, it is suggested in [16] the
Sigmoid transformation be incorporated for the integral over θ to enhance the efficiency
further. Another important feature of (4.85) is that when r = r0 /∈ Sp, implying d = 0,
one can simply drop the singular term from ρ = 0 in the ρ integral and the formula
still holds [49]. Furthermore, this approach can also be used to handle truly singular
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integrals, which is just the special case that r = r0 ∈ Sp. Numerical results show that
the proposed singularity subtraction is very accurate and efficient [89].
With the above approach, we can now efficiently evaluate the asymptotic integrals.
For the difference of the original kernel and its asymptotic terms is no longer singular,
it can be evaluated using ordinary quadrature.
4.5 Numerical Results
Figure 4.2 shows the scattering of a copper sphere inside an aluminum host medium.
The material parameters for aluminum are ρ = 2700 kg/m3, λ = 6.138×1010 N/m2, µ =
2.95×1010 N/m2 and for copper ρ = 8930 kg/m3, λ = 1.32×1011 N/m2, µ = 4.60×1010
N/m2. This example is considered referring to the aluminum alloy 2000 series having
about 4% of copper. We set kca = 0.97869 and ksa = 2.0669 for the host medium,
corresponding to a frequency of 1 KHz, where a = 1 m is the radius of the sphere. The
incident plane wave has a unit amplitude and propagates in the z direction. A mesh of
80 quadratic elements is used, where in each element we have 36 unknowns, so in total
we have 2880 unknowns. The result is compared with analytical solution. We can see
that the result has very high accuracy, with relative error below 0.3%.
In Fig. 4.3, the scattering of a plane wave by penny shaped cracks of different aspect
ratios situated in aluminum host is studied. The parameters are again kca = 0.97869
and ksa = 2.0669, where a = 1 m is the largest radius of the cross section of the crack
in the xoy plane. The incident field is propagating along the axis of the crack. For
very thin shapes, we use a systematic near singularity treatment scheme that yields
very accurate results for the matrix elements in the linear system. As a result, we can
handle this geometry with very high aspect ratios without resorting to a more complex
integral equation formulation. As shown in Fig. 4.3, as we increase the aspect ratio
of the crack, the results tend to converge to some level that corresponds to the case
with infinite aspect ratio, namely the disc situation. However, one has to use more
complicated formulations [90] to address the ill-conditioning of the integral equations for
thin geometries.
Figure 4.4 compares the numerical solution of the forward scattering of a penny
shaped crack of unit radius and different aspect ratios with the analytic solution [91] for
the limiting case of a disc. In the figure, ρ = 1 kg/m3, λ = µ = 1 N/m2, and Σp is the
normalized scattering cross-section. We can observe better and better agreement with
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Figure 4.2: Scattering of a 1 KHz planar P-wave from a unit copper sphere in aluminum.
Aluminum: ρ = 2700 kg/m3, λ = 6.138 × 1010 N/m2, µ = 2.95 × 1010 N/m2; Copper:
ρ = 8930 kg/m3, λ = 1.32× 1011 N/m2, µ = 4.60× 1010 N/m2.
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Figure 4.3: Normal incidence scattering of a 1KHz planar P-wave from penny shaped
cracks of radius 1 m and different aspect ratios embedded in aluminum with ρ = 2700
kg/m3, λ = 6.138× 1010 N/m2, µ = 2.95× 1010 N/m2.
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Figure 4.4: Forward scattering of a plane P-wave from a penny-shaped crack of unit
radius. Parameters: ρ = 1 kg/m3, λ = µ = 1 N/m2.
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Figure 4.5: Convergence of Nystro¨m method of different orders in scattering of a P-wave
from a spherical cavity with kca = pi. Parameters: ρ = 3 kg/m
3, λ = µ = 1 N/m2.
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the analytic solution when we increase the aspect ratio up to 500, except at ksa = 2 where
relatively larger error occurs probably due to the tip singularity of the crack [90]. For
the CBIE, it should be pointed out that our nearly singular integral treatment enables
us to get very accurate result for cracks with aspect ratios even up to 1000, as opposed
to only 20 in [90].
A convergence study is carried out in Fig. 4.5, where the RMS error of the shear
wave scattering amplitude (pressure wave behavior is similar, hence not shown) is plotted
against the number of nodes per shear wavelength. The host medium parameters are
ρ = 3 kg/m3, λ = µ = 1 N/m2, and the scatterer is a unit spherical cavity with origin as
its center. The incident wave is a plane P-wave propagating in the positive z direction
with kc = pi. The scattering amplitude has N = 181 uniform samples from θ = 0 to
θ = pi, and the RMS error is calculated as the ||a − a∗||2/||a∗||2, where a and a∗ are
the numerical and analytic solution vectors of size N respectively. In this figure, flat
elements are used for the 0th and 1st order basis functions, and quadratic elements for
the 2nd and 3rd orders. Fig. 4.5a shows the overlay of the numerical solution using 80
quadratic elements with 2nd order basis against the analytic solution, where very good
agreement is observed. From Fig. 4.5b, we can see that higher order generally behaves
with faster convergence rate, allowing us to solve problems more accurately with even
fewer unknowns. The 3rd order doesn’t show significant advantage over the 2nd order,
probably due to the geometric error.
To further demonstrate the advantage of the high order method, the example of an
elastic sphere of normalized size kca = 8 in Fig. 6 of [56] is solved here as well, with
the surface displacement along the principle cut shown in Fig. 4.6. Analytic solution
is used as the reference. The material parameters for host are ρ = 1 kg/m3, λ = 0.1
N/m2, µ = 0.4 N/m2 and for the sphere ρ = 2 kg/m3, λ = 0.2 N/m2, µ = 0.5 N/m2. We
only use 320 isoparametric quadratic elements (11520 unknowns in total, 6.3 nodes per
sphere λs) to obtain a result more accurate than that obtained using 237600 unknowns
in [56].
4.6 Summary
This chapter presents a higher order Nystro¨m method for solving elastodynamic
scattering problems with high accuracy. The local correction is greatly simplified by
carefully chosen basis functions. Novel simple and efficient singularity and near singular-
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Figure 4.6: Surface displacement along the principal cut of an elastic sphere with kca = 8
upon incidence of a planar P-wave propagating in z direction. Parameters are ρ = 1
kg/m3, λ = 0.1 N/m2, µ = 0.4 N/m2 for host, and ρ = 2 kg/m3, λ = 0.2 N/m2, µ = 0.5
N/m2 for the elastic sphere.
ity treatment schemes are proposed, and the developed approach is capable of handling
thin crack-like shapes of high aspect ratios with just the conventional boundary inte-
gral equations. Numerical results have demonstrated the high accuracy and high order
convergence of the proposed method.
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CHAPTER 5. FAST MULTIPOLE NYSTRO¨M METHOD
FOR ELASTODYNAMIC SCATTERING
The high order Nystro¨m method developed in Chapter 4 is able to solve elastic
scattering problems accurately and efficiently, but the linear system is solved with a direct
LU decomposition, which has O(N2) memory and O(N3) computational complexity.
In practice, more often than not one will encounter problems discretized with a large
number of unknowns. As a result, such high memory and computational complexity
become prohibitive. To enable the Nystro¨m method to solve large scale problems, one
can enhance it by fast algorithms based on iterative solvers. The multi-level fast multipole
algorithm [5], which delivers a computational and memory complexity of O(N logN) by
efficiently calculating the matrix vector multiplication in the iterative solver, serves as
the accelerator of the Nystro¨m method in this chapter.
5.1 Factorization of Green’s Functions
5.1.1 Scalar Green’s Function
Figure 5.1 shows two ways of interaction between a source point rm′ and an ob-
servation point rm: direct and indirect. For N -point direct mutual interaction, there
will be N2 direct links. To reduce the complexity, one can consider the indirect interac-
tion, which process can be divided as three steps: aggregation of multiple sources to a
local group center; translation between group centers; dis-aggregation from local group
centers to destination. Mathematically, this requires a factorization of the interaction
function into three factors, each containing Rm′Lm′ = rm′L − rm′ , RmLm′L = rmL − rm′L ,
and RmmL = rm − rmL , respectively. As for Nystro¨m method, the interaction functions
in (4.51) and (4.52) are nothing but Green’s functions contracted by the basis and dual
basis vectors.
For the scalar Green’s function, we have the plane wave expansion [5], which can be
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derived from the multipole expansion, as
g(k,Rmm′) ≈
∫
Ω
d2kˆe
ik·(RmmL+Rm′Lm′ )αmLm′L (5.1)
where k = kkˆ = k (sin θ cosφ, sin θ sinφ, cos θ), d2kˆ = sin2θdθdφ and the integral domain
Ω is the surface of the unit sphere. In above,
αmLm′L(kˆ · RˆmLm′L , kRmLm′L) =
ik
(4pi)2
L∑
l=0
il(2l + 1)h
(1)
l (krmLm′L)Pl(kˆ · RˆmLm′L) (5.2)
is the translation operator, with h
(1)
l being the spherical Hankel function of the first kind
of order l , and Pl is the Legendre polynomial of order l, and L is the number of modes
retained in the infinite series. Formulas exist for determining the number of modes, with
the following being widely used [92]:
L = kd+ β(kd)1/3 (5.3)
where d = |RmmL + Rm′Lm′ | < RmLm′L , and β is a constant related to the accuracy of the
truncation. For convenience, let’s denote βm1m2(k) = exp(ik ·Rm1m2), then we have
g(k,Rmm′) =
∫
Ω
g˜mm′ (k) d
2kˆ (5.4)
with the spectrum of the Green’s function defined by
g˜mm′ (k) = βmmL (k) · αmLm′L · βm′Lm′ (k) (5.5)
It is straightforward to generalize this factorization to a multilevel version as illustrated
by Fig. 5.2:
g˜mm′ = βmmL · βmLmL−1 · · · βml+1ml · αmlm′l · βm′lm′l+1 · · · βm′L−1m′L · βm′Lm′ (5.6)
where the sub-sub-script L is for the bottom level, and l ≤ L indexes upper levels.
Without confusion, we have neglected the arguments of the functions, which practice
will be followed thereafter when necessary.
5.1.2 Stokes’ Tensors
The Stokes’ tensors for elastic waves are given in Chapter 1. Without confusion, let
us use G¯ and Σ¯
T
to denote G¯ut and G¯uu. For the spectrum of G¯, using the identity
∇ = ik, we have
˜¯G =
1
µ
(
I¯− kˆskˆs
)
g˜s +
1
γ
kˆckˆcg˜c (5.7)
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Figure 5.2: Multilevel interaction in MLFMA.
where the subscript s and c are for shear and compressional waves, and g˜σ, σ ∈ {s, c} are
the spectrum of g (kσ, R) following the definition in (5.4) and (5.5). Then we can write
∇ · ˜¯G = ikc
γ
kˆcg˜c (5.8)
∇ ˜¯G = iks
µ
kˆs
(
I¯− kˆskˆs
)
g˜s +
ikc
γ
kˆckˆckˆcg˜c (5.9)
˜¯G∇ = iks
µ
(
xαkˆsxα − kˆskˆskˆs
)
g˜s +
ikc
γ
kˆckˆckˆcg˜c (5.10)
where xα and x
α are the basis and dual basis vectors with α ∈ {1, 2, 3} and they satisfy
xαxα = I¯. Then we obtain
˜¯Σ =
ikc
γ
(
λnˆ′ + 2µnˆ′ · kˆckˆc
)
kˆcg˜c + iks
(
nˆ′ · kˆsxαxα + nˆ′ · xαkˆsxα − 2nˆ′ · kˆskˆskˆs
)
g˜s
(5.11)
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which can be more favorably put as
˜¯Σ
T
=
ikc
γ
kˆc
(
λnˆ′ + 2µnˆ′ · kˆckˆc
)
g˜c + iks
[
nˆ′ · kˆs
(
I¯− kˆskˆs
)
+
(
I¯− kˆskˆs
)
· nˆ′kˆs
]
g˜s
(5.12)
5.2 Factorization of Far Field Interaction
The far field interactions, as given by (4.51) and (4.52), are contracted versions of
the Stokes’ tensors. By using the above factorization of the Stokes’ tensors, we get the
spectrum of Uβmm′α as
U˜βmm′α = Wie
β
qj · ˜¯Gmm′ · epiα = U˜βsmm′α + U˜βcmm′α (5.13)
where
U˜βsmm′α =
1
µ
eβqj · βsmmLαsmLm′L
[(
I¯− kˆskˆs
)
· epiαβsm′Lm′Wi
]
(5.14)
U˜βcmm′α =
1
γ
eβqj · βcmmLαcmLm′L
(
kˆckˆc · epiαβcm′Lm′Wi
)
(5.15)
where eβqj = e
β
q (ξj), epiα = epα (ξ
′
i), αs and αc are the translation operators for the
s- and c-waves respectively. It is suggested in [50, 56] that we use the identity that
I¯− kˆskˆs = θˆsθˆs + φˆsφˆs in (5.14) to have
U˜βsmm′α =
1
µ
eβqj · βsmmLαsmLm′L
[(
θˆsθˆs · epiα + φˆsφˆs · epiα
)
βsm′Lm′Wi
]
(5.16)
In the above, with the use of the spherical coordinate, (5.15) and (5.16) involve only
one and two components for the radiation patterns as appear in the square brackets.
However, if we use the Cartesian coordinate, each will have three components. Being
able to reduce the number of radiation patterns is very beneficial in the implementation
of the MLFMA, since it helps reduce the memory requirement significantly.
We can apply this idea to T˜ βmm′α as well based on our formulation. To be specific,
we have
T˜ βmm′α = Wie
β
qj · ˜¯Σ
T
mm′ · epiα = T˜ βsmm′α + T˜ βcmm′α (5.17)
where
T˜ βsmm′α = ikse
β
qj · βsmmLαsmLm′L
{[
θˆs
(
nˆ′ · kˆsθˆs · epiα + θˆs · nˆ′kˆs · epiα
)
+ φˆs
(
nˆ′ · kˆsφˆs · epiα + φˆs · nˆ′kˆs · epiα
)]
βsm′Lm′Wi
} (5.18)
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and
T˜ βcmm′α = ikce
β
qj · βcmmLαcmLm′L
[
kˆc
(
λ
γ
nˆ′ · epiα + 2µ
γ
nˆ′ · kˆckˆc · epiα
)
βcm′Lm′Wi
]
(5.19)
Again, we only have one and two components for the radiating shear and compressional
patterns.
With the the spectrum of the far field interaction, we can integrate all the modes
to obtain
Zβmm′α =
∫
Ω
Z˜βsmm′α(ks)d
2kˆs +
∫
Ω
Z˜βcmm′α(kc)d
2kˆc, Z ∈ {U, T} (5.20)
5.3 Further Pattern Reduction
When there are two media, we can further reduce the number of radiation patterns
that are required to store in MLFMA. In detail, we write
U˜βsmm′α =
1
µ
VβsmmL · αsmLm′LVsm′Lm′α (5.21)
U˜βcmm′α =
1
γ
V βcmmLαcmLm′LVcm′Lm′α (5.22)
where
VβsmmL = βsmmLe
β
qj (5.23)
Vsm′Lm′α = Wiβs,m′Lm′
(
θˆsθˆs + φˆsφˆs
)
· epiα (5.24)
V βcmmL = βcmmLe
β
qj · kˆc (5.25)
Vcm′Lm′α = Wiβcm′Lm′kˆc · epiα (5.26)
And for T βmm′α, we have
T˜ βsmm′α = iksV
β
smmL
· αsmLm′L
(
e∗sm′3Vsm′Lm′α + e
∗
sm′αVsm′Lm′3
)
(5.27)
T˜ βcmm′α = ikcV
β
cmmL
αcmLm′LV
∗
cm′Lm′α
(5.28)
where
e∗sm′α = J −1m′ kˆs · epiα (5.29)
V ∗cm′Lm′α =
(
λ
γ
Jm′δ3αWiβcm′Lm′ +
2µ
γ
J −1m′ kˆc · epi3Vcm′Lm′α
)
(5.30)
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with Jm′ being the Jacobian at m′. Suppose there are Np element patches, each patch
has Nn nodes, and each node pertains M unknowns. Suppose also that the number of
modes needed are Ks and Kc for the s- and c- wave respectively. Then for the radiation
patterns, the above formulation consumes a memory of (9Ks + 6Kc)NnNp units, while
the strategy in the previous section takes up a memory of (12Ks + 6Kc)NnNp units.
Typically, ks ≈ 2kc, and Ks ≈ 4Kc, so the memory saving for the radiation patterns is
more than 20 percent.
Figure 5.3: Multilevel grid for MLFMA.
5.4 Notes on Implementation
The MLFMA solves (4.46) using iterative solvers, like the generalized minimal
residue (GMRES) method, and it relies on a multilevel grouping scheme as such [5]:
A cube containing the scatterer is regarded as level 0; a recursive subdivision of all the
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cubes in level l into 8 identical subcubes in level l + 1 is carried out, until level L that
has cubes of about 0.3 ∼ 0.6λs (λs is the shear wavelength). The elements in the mesh
belong to the groups that contain them in each level. Fig. 5.3 is an illustrative example
of the grouping strategy in MLFMA.
The interaction matrix is split into two parts: near (adjacent groups in level L)
and far (non-adjacent groups in level L) interactions. The former is calculated and
stored, and can be used for matrix-vector multiplication (MVP) for all iterations; while
the contribution to the MVP from the latter is calculated using a multilevel scheme
invoked by the multilevel factorization of the interaction function. In so doing, the overall
computational and memory complexities are both O(N logN), allowing the solution of
large scale problems.
To increase the convergence of the iterative solver, a block diagonal pre-conditioner
is used. And interpolation and anterpolation between different levels have to be employed
since the number of modes required for upper levels is larger than that for lower levels.
The literature [55, 56] provide a good reference on the implementation of the MLFMA
to elastodynamics.
This work has implemented the MLFMA for elastodynamic scattering using C++,
and double precision is used.
5.5 Frequency Domain to Time Domain
Although we are solving in frequency domain, time domain results can be obtained
by virtue of Fourier transform. To this end, one can first Fourier transform the time
domain input signal si(t) to get its frequency spectrum s˜i(ω); then find the spectrum
of the response sr(ω) using the frequency domain solver; then inverse Fourier transform
s˜r(ω) to obtain the time domain response sr(t). Since it is very difficult to evaluate the
highly oscillatory Fourier integrals, the discrete Fourier transform can be used. One can
show that
sr =
NΩs
pi
Re {IDFT ◦ s˜r} − Ωs
2pi
s˜r (0) (5.31)
where sr and s˜r are vectors of samples for sr(t) at t =
2pi
Ωs
n
N
and s˜r(ω) at ω = nΩs
respectively, with Ωs being the sampling period in the (angular) frequency domain, N
the total number of samples, and N 3 n < N . To satisfy the Nyquist sampling rate, one
has to make sure Ωs ≤ pi/tmax, where tmax is the maximum time considered for a transient
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process. To get good time domain signals, one also needs to guarantee that |s˜r(ω)| is
negligible for ω > NΩs. It is worth mentioning that the inverse fast Fourier transform
(IFFT) is the fast algorithm for performing the inverse discrete Fourier transform (IDFT).
5.6 Numerical Results
The first example in Fig. 5.4 is the P-wave (propagating in z direction) scattering
from a unit sphere. The medium is with ρ = 3 kg/m3, λ = µ = 1 N/m2, and the elastic
sphere has parameters ρ = 6 kg/m3, λ = µ = 2 N/m2. The frequency is chosen as
1 Hz so kca = 2pi. The results in Fig. 5.4 are calculated using the analytic solution
(Ref.) and the MLFMA accelerated Nystro¨m method (NM) with 10−3 residue error in
GMRES. We use only 320 iso-parametric quadratic elements (equivalently 7 nodes per
λs), corresponding to 5760, 5760 and 11520 unknowns for the three cases respectively.
In the simulation, 4-level MLFMA is used, and the size of the finest cubes in the grid is
0.4λs. The RMS error for P-wave for the 3 cases are 0.02, 0.001, and 0.002 respectively,
which is very satisfactory given the node density. For the elastic sphere, the direct solver
would take 448 seconds to build up the matrix, and 2740 seconds to perform LUD,
with 4.5 GB memory occupation; while for MLFMA, 450 seconds is used to precompute
the near interaction, radiation/receiving patterns and translation operators, and 2160
seconds (300 GMRES iterations, each 7.2 seconds), and the total memory is 900 MB.
This example indicates that the MLFMA solver starts to excel the direct solver for our
program when the number of unknowns exceeds 10,000. Computations, unless otherwise
specified, are done on a Dell Precision T7500 workstation with 4 CPUs of 2.13 GHz and
24 GB memory and no parallel computing is involved.
77
0 30 60 90 120 150 180
0
0.5
1
1.5
2
2.5
3
θ/degree
Sc
at
te
rin
g 
A
m
pl
itu
de
/m
 
 
P NM
P Ref.
S NM
S Ref.
(a) Void
0 30 60 90 120 150 180
0
0.5
1
1.5
2
2.5
3
3.5
4
θ/degree
Sc
at
te
rin
g 
A
m
pl
itu
de
/m
 
 
P NM
P Ref.
S NM
S Ref.
(b) Rigid
78
0 30 60 90 120 150 180
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
θ/degree
Sc
at
te
rin
g 
A
m
pl
itu
de
/m
 
 
P NM
P Ref.
S NM
S Ref.
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Figure 5.4: P-wave scattering from a unit sphere with kca = 2pi. Host: ρ = 3 kg/m
3,
λ = µ = 1 N/m2; Elastic sphere: ρ = 6 kg/m3, λ = µ = 2 N/m2.
In Fig. 5.5, the scattering from the sphere in Fig. 5.4 is considered again, but with
the frequency doubled to 2 Hz. The statistics for the solution using 5-level MLFMA is
presented in Table 5.1. Again, we see that for this larger problem, very accurate result
can be obtained with a low mesh density (7 nodes/λs). It can also be observed that the
elastic case takes more iterations to converge.
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(c) Elastic
Figure 5.5: P-wave scattering from a unit sphere with kca = 4pi. Host: ρ = 3 kg/m
3,
λ = µ = 1 N/m2; Elastic sphere: ρ = 6 kg/m3, λ = µ = 2 N/m2.
Table 5.1: MLFMA for sphere with kca = 4pi
BC N Mem/GB Time/s No. Itr. Error P Error S
Void 23040 2.3 13 245 9e−4 1e−3
Rigid 23040 2.3 10 167 3e−4 2e−3
Elastic 46080 5.1 46 398 7e−3 7e−3
In Fig. 5.6, we increase the frequency further to 7.5Hz for the elastic sphere in the
previous example, making it of kca = 15pi, or 26λs in diameter, which is very large and
very challenging to solve. In our simulation, the sphere is discretized into 5120 isopara-
metric quadratic elements (184320 unknowns), with a node density of only 3.8/λs. The
number of levels in MLFMA is 5, and 1000 GMRES iterations are used, with each con-
suming 175 sec. The memory usage is 19GB. From the plot, we see that the numerical
solution agrees very well with the analytic solution, although the node density is so
small.We also note that the number of iterations is large, which indicates a slow conver-
gence nature of the conventional boundary integral equation for very large problems.
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Figure 5.6: Scattering of P-wave from a unit elastic sphere with kca = 15pi. Paremeters:
ρ = 3 kg/m3, λ = µ = 1 N/m2 for host, and ρ = 6 kg/m3, λ = µ = 2 N/m2 for the
elastic sphere.
As another example, the scattering of a plane P-wave propagating in z direction
from a 5× 5× 5 cubic array of unit spherical pores is solved in Fig. 5.7. The center of
the array is at the coordinate origin, and the coordinate axes are parallel to the lattice
vectors which are of magnitude 3. The frequency is set to be 0.2 Hz so kca = 0.4pi in the
host which is chosen to have ρ = 3 kg/m3, λ = µ = 1 N/m2. The surface displacement
is plotted in (a), and (b) gives the scattering amplitude in the xoz plane. A 5-level
MLFMA is used to solve the problem, which is discretized to pose 180,000 degrees of
freedom. It takes 3286 seconds to build the solver, and 80 GMRES iterations each of
which consumes 20 seconds, while the memory used is 14 GB.
Finally, let’s look at the time domain simulation. Shown in Fig. 5.8 is the pulse-
echo scattering of an incident Gaussian pulse of a plane wave by twin spheres of radius
1 mm with 6 mm separation between the two sphere centers. The host material is set as
aluminum, and we don’t consider interfaces for simplicity. A slant angle of 30 degree is
formed from the horizontal plane. The transducer is placed at a position 64 mm away
from the center of the two spheres, and the transmitted displacement signal (see Fig.
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Figure 5.7: Plane P-wave (propagating in z direction) scattering from a 5× 5× 5 cubic
array of unit spherical pores (kca = 0.4pi) centered at origin in a host with ρ = 3 kg/m
3,
λ = µ = 1 N/m2.
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Figure 5.8: Pulse-echo of twin sphere pores (1 mm radius, 6 mm separation, and
30 degree slant) in aluminum. The transmitted signal is the planar Gaussian pulse
cos (2pif0(t− tp)) exp (−(t− tp)2/(2t2s)) with f0 = 2 MHz, ts = σ, tp = 3.5σ where
σ = 1/(pif0). The transducer is located 64 mm away from the center of the twin-sphere
array.
5.9a) is assumed to be
si(t) = cos (2pif0(t− tp)) exp
(−(t− tp)2/(2t2s)) (5.32)
with f0 = 2 MHz, ts = σ, tp = 3.5σ where σ = 1/(pif0). The simulated received
displacement signal is shown in Fig. 5.9b, where MLFMA accelerated Nystro¨m method
(NM) is compared with the Kirchhoff approximation (KA). Good agreement is observed
between KA and NM for the first several peaks which represent the leading response
from the two spheres. The difference of the two results arises from the fact that the KA
fails to capture the contribution from the creeping wave and multiple scattering.
5.7 Summary
The MLFMA has been successfully applied to accelerate the high order Nystro¨m
method for solving large scale elastodynamic scattering problems accurately and effi-
ciently. A formulation is also proposed that can significantly reduce the memory re-
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Figure 5.9: Transmitted and received signals for the configuration in Fig. 5.8
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quirements in the implementation. We have demonstrated the efficiency of our solver in
scattering problems with scatterers sized up to tens of wavelength. By solving in the fre-
quency domain and performing the inverse Fourier transform, time domain applications
are also demonstrated.
86
CHAPTER 6. CONCLUDING REMARKS
This thesis has made contributions in the following aspects:
1. By utilizing the spectral domain approach to the metal strip grating on grounded
dielectric slab and the shielded microstrips, this thesis has revealed the modal relationship
between these structures, as tabulated in Table 2.1. It is also shown numerically that the
PMC shielded microtrips has a stronger capacity to drive electromagnetic energy into
the high dielectric region than the PEC shielded microstrips, which indicates that the
former exhibits a larger capacitance.
2. The matrix-friendly formulation for doubly periodic structure is presented, with
the singularity at ks = 0 extracted analytically. A novel approach has been developed
for the computation of the doubly periodic Green’s function for layered medium in the
context of matrix-friendly formulation, which delivers highly accurate results with higher
order convergence, more robustness and less CPU time, and it also allows fast frequency
sweep for calculating Brillouin diagram in eigenvalue problem and for normal incidence
in scattering problem.
3. A high order Nystro¨m method for elastic wave scattering is developed. The
approach differs from ordinary Nystro¨m method by its careful choice of basis functions
that makes a very simple local correction scheme. This thesis also proposes a simple and
efficient singularity treatment for the conventional boundary integral equation (CBIE)
for elastodynamics. Furthermore, a novel general singularity subtraction technique for
evaluating nearly singular integrals is first reported that enables us to solve cracks with
very high aspect ratios.The high order convergence of the high order Nystro¨m method is
demonstrated, which allows the solution of problems with fewer degrees of freedom yet
higher accuracy.
4. The multi-level fast multipole algorithm is applied to the high order Nystro¨m
method to solve large scale problems. The formulation proposed here can save the
memory significantly.
The field of BIEM is broad and deep, and the need for more accurate and efficient
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boundary integral equation solvers will continue to grow. Future endeavors can be di-
rected towards developing efficient parallel algorithms for existing fast algorithms so that
the advantages of both software and hardware are embodied [93]. For large and complex
structures, the iterative solver can be very slowly convergent, which indicates the need
for well-conditioned integral equation formulations or good preconditioners [94, 95]. For
problems involving multiple excitations, the iterative solver has to solve for each excita-
tion, which is very time consuming. Consequently an efficient direct solver that has low
complexity is being sought by researchers with rising interests [96]. From engineering
point of view, accurate full wave BIEM can be used to solve large numbers of problems
and acquire voluminous empirical data which can be used to train neural networks and
develop artificial intelligence that can be useful in inverse problems like oil finding and
non-destructive evaluation [97,98].
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APPENDIX A. POISSON SUMMATION FOR DOUBLY
PERIODIC STRUCTURE
The Poisson summation formula enables us to relate the summation in the spatial
domain to the summation in the spectrum domain. Consider a doubly periodic lattice
with direct and reciprocal lattice vectors ai and bi, i ∈ {1, 2}. For a general scalar
doubly periodic Green’s function for layered medium, the Poisson summation formula
states that
g(us; z, z
′) =
∑
L
f(usL; z, z
′)eik0·ρL
=
1
Acell
∑
I
f˜(ksI; z, z
′)eiksI·us
(A.1)
where
f˜(ks; z, z
′) = F{f(us; z, z′)} (A.2)
is the Fourier transform of f(us; z, z
′), Acell = |a1 × a2| is the area of the unit cell in the
lattice plane, and us = rs− r′s,usL = us− ρL,ρL = l1a1 + l2a2,ksI = k0 + i1b1 + i2b2 =
k0 + kρI, with L(l1, l2) and I(i1, i2) being the double indices for the spatial and spectral
domains respectively.
Proof. According to Floquet theorem, the periodic Green’s function must satisfy the
following:
g(us; z, z
′) = h(us; z, z′)eik0·us (A.3)
h(us; z, z
′) = h(us − ρL; z, z′) (A.4)
where h is periodic on the lattice with lattice vectors a1 and a2. Then we have
h(us; z, z
′) = g(us; z, z′)e−ik0·us (A.5)
Because of its periodicity, we can express h as a Fourier series
h(us; z, z
′) =
∑
I
h˜Ie
ikρI ·us (A.6)
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where h˜I are the coefficients. To find the coefficients, we multiply both sides of (A.6) by
e−ikρJ·u (J(j1, j2) is a double index), and integrate in the unit cell, to have∑
I
h˜I
∫
cell
duse
i(kρI−kρJ)·us = Acellh˜J (A.7)
where we have used the following fact∫
cell
duse
i(β1b1+β2b2)·us = a1a2 sinϕ
∫ 1
0
∫ 1
0
ei(β1b1+β2b2)·(α1a1+α2a2)dα1dα2
= a1a2 sinϕ
∫ 1
0
∫ 1
0
e2pii(α1β1+α2β2)dα1dα2
= Acellδ
0
β1
δ0β2
(A.8)
with βi ∈ Z and ϕ is the angle between a1 and a2. Therefore, we arrive at
h˜I =
1
Acell
∫
cell
dus
[
g(us)e
−ik0·us] e−ikρI·us
=
1
Acell
∫
cell
dus
[∑
L
f(usL; z, z
′)e−ik0·usL
]
e−ikρI·us
(A.9)
where we have invoked the spatial summation form of the Green’s function in (A.1).
Since e−ikρI·ρL = 1 holds true for all I,J, we can rewrite the above to yield
h˜I =
1
Acell
∫
cell
dus
[∑
L
f(usL; z, z
′)e−ik0·usL
]
e−ikρI·usL (A.10)
=
1
Acell
∫
∞
dus
[
f(us; z, z
′)e−ik0·us
]
e−ikρI·us (A.11)
=
1
Acell
∫
∞
dus
[
f(us; z, z
′)e−ik0·us
]
e−ikρI·us (A.12)
=
1
Acell
f˜(ks; z, z
′) |ks=ksI (A.13)
where the integral domain “∞” in (A.11) and (A.12) refers to the whole plane. Then we
have
h(us; z, z
′) =
1
Acell
∑
I
f˜(ksI; z, z
′)eikρI ·us (A.14)
g(us; z, z
′) =
1
Acell
∑
I
f˜(ksI; z, z
′)eiksI·us (A.15)
which gives us the spectrum sum of the periodic Green’s function. o
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APPENDIX B. SINGULARITY OF LAYERED MEDIUM
DOUBLY PERIODIC GREEN’S FUNCTION
From Chapter 3, the scalar Green’s functions gTE/TM for doubly periodic structure
in layered media have expressions
gTE/TM (r, r′) = SˆF TE/TM (ksI; z, z′) (B.1)
where the operator Sˆ is defined in (3.5). For convenience, define
F TE/TM (ksI; r, r
′) =
iF TE/TM (ksI; z, z
′)
2Acellk2sIkmzI
eiksI·(rs−r
′
s) (B.2)
hence we have
gTE/TM (r, r′) =
∑
I
F TE/TM (ksI; r, r
′) (B.3)
It is observed that when ks = 0, the Green’s function blows up, which is non-physical.
This difficulty arises due to the decomposition of the dyadic Green’s function, and we
can eliminate it by examining the dyadic Green’s function as a whole:
G¯EJ = (∇× zˆ) (∇′ × zˆ) gTE + 1
k2nm
(∇×∇× zˆ) (∇′ ×∇′ × zˆ) gTM (B.4)
G¯HJ = (∇×∇× zˆ) (∇′ × zˆ) gTE + µn
µm
(∇× zˆ) (∇′ ×∇′ × zˆ) gTM (B.5)
where we have neglected the delta function for convenience. Exchanging the order of
summation and differentiation and suppressing the arguments for F TE/TM (ksI; r, r
′), we
obtain
G¯EJ =
∑
I
[
(∇× zˆ) (∇′ × zˆ)F TE + 1
k2nm
(∇×∇× zˆ) (∇′ ×∇′ × zˆ)F TM
]
(B.6)
G¯HJ =
∑
I
[
(∇×∇× zˆ) (∇′ × zˆ)F TE + µn
µm
(∇× zˆ) (∇′ ×∇′ × zˆ)F TM
]
(B.7)
where ∂ς = ikς , ∂ς′ = −ikς with ς ∈ {x, y}. Denote the general terms as ˜¯GEJ and ˜¯GHJ
for (B.6) and (B.7) respectively.
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From above, with eiksI·(rs−r
′
s) suppressed, we have
G˜EJxx =
i
2Acellk2sIkmzI
[
∂yy′F
TE (ksI; z, z
′) +
1
k2nm
∂xx′∂zz′F
TM (ksI; z, z
′)
]
(B.8)
Let’s consider the case when ks → 0. It is easy to see that and kiz → ki when ks → 0.
Further, from the definition of the Fresnel reflection coefficients (3.16), we have
RTEij = −RTMij +O
(
k2s
)
(B.9)
which suggests that
R˜TEij = −R˜TMij +O
(
k2s
)
, |i− j| = 1 (B.10)
Then we obtain
M˜TEm = M˜
TM
m +O
(
k2s
)
(B.11)
S˜TEi±1,i
S˜TMi±1,i
=
T TEi±1,i
T TMi±1,i
+O
(
k2s
)
=
ηi
ηi±1
+O
(
k2s
)
(B.12)
which allows us to find
S˜TEmn
S˜TMmn
=
ηn
ηm
+O
(
k2s
)
(B.13)
with ηi =
√
µi/i.
The propagation factor, assuming Einstein’s summation convention, can be written
as (3.28):
F (ks; z, z
′) = F pmnQ˜mnp (B.14)
The z derivatives can be put as
∂zF = (∂zF
p
mn) Q˜mnp = ikn
[
1 +O
(
k2s
)]
ΥpzF
p
mnQ˜mnp (B.15)
∂z′F = (∂z′F
p
mn) Q˜mnp = −ikm
[
1 +O
(
k2s
)]
Υpz′F
p
mnQ˜mnp (B.16)
∂zz′F = (∂zz′F
p
mn) Q˜mnp = kmkn
[
1 +O
(
k2s
)]
Υpzz′F
p
mnQ˜mnp (B.17)
where Υpz, Υ
p
z′ and Υ
p
zz′ are components of the following vectors
Υz = (1, 1,−1,−1) (B.18)
Υz′ = (1,−1, 1,−1) (B.19)
Υzz′ = (1,−1,−1, 1) (B.20)
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Also one can show that
F TEpmn =
ηn
ηm
ΥpFF
TMp
mn +O
(
k2s
)
(B.21)
Q˜TEmnp = Q˜
TM
mnp +O
(
k2s
)
(B.22)
where ΥpF = Υ
p
zz′ . Substituting these relations in (B.8), we yield
lim
ks→0
G˜EJxx = lim
ks→0
i
2Acellk2sIkmzI
[
k2y
ηn
ηm
ΥpFF
TMp
mn Q˜
TM
mnp +
k2x
k2nm
kmknΥ
p
zz′F
TMp
mn Q˜
TM
mnp
]
(B.23)
= lim
ks→0
i
2Acellk2sIkmzI
[(
k2y
ηn
ηm
+
k2x
k2nm
kmkn
)
ΥpFF
TMp
mn Q˜
TM
mnp
]
(B.24)
Since we have kmkn = kmnknm, kmn/knm = ηn/ηm, the above simplifies to
lim
ks→0
G˜EJxx =
iηnΥ
p
FF
TMp
mn Q˜
TM
mnp
2ηmkmAcell
=
iηn∂zz′F
TM(0; z, z′)
2ηmk2mknAcell
(B.25)
which is a finite quantity with each factor evaluated at ks = 0. Following the same
procedure, one can show that lim
ks→0
G˜EJxx = lim
ks→0
G˜EJyy . But for other components of ˜¯GEJ,
the contribution is nil when ks → 0, which means that we can safely drop the term with
ks = 0 for these components. If we adopt the decomposition
(∇× zˆ) (∇′ × zˆ) = k2s I¯s −∇∇′ +∇z∇′ +∇∇′z −∇z∇z (B.26)
(∇×∇× zˆ) (∇′ ×∇′ × zˆ) = ∇∇′∂z∂z′ + k2m∇∇z + k2n∇′z∇′ + k2mk2nzˆzˆ (B.27)
the finite contributions from G˜EJxx and G˜EJyy are effectively extracted, and the singularity
at ks = 0 becomes a false one which can be discarded.
For G¯HJ (r, r′), one can show that G˜HJxy and G˜HJyx would not vanish when ks → 0.
To be more detailed, we have
G˜HJxy =
i
2Acellk2sIkmzI
[
−∂xx′∂zF TE(ksI; z, z′) + µn
µm
∂yy′∂z′F
TM(ksI; z, z
′)
]
(B.28)
G˜HJyx =
i
2Acellk2sIkmzI
[
∂yy′∂zF
TE(ksI; z, z
′)− µn
µm
∂xx′∂z′F
TM(ksI; z, z
′)
]
(B.29)
from which we get
lim
ks→0
G˜HJxy = lim
ks→0
−i
2Acellk2sIkmzI
(
ik2xknΥ
p
zF
TEp
mn Q˜
TE
mnp + i
µn
µm
k2ykmΥ
p
z′F
TMp
mn Q˜
TM
mnp
)
(B.30)
lim
ks→0
G˜HJyx = lim
ks→0
i
2Acellk2sIkmzI
(
ik2yknΥ
p
zF
TEp
mn Q˜
TE
mnp + i
µn
µm
k2xkmΥ
p
z′F
TMp
mn Q˜
TM
mnp
)
(B.31)
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Simplifying the above, one writes
lim
ks→0
G˜HJxy = − lim
ks→0
G˜HJyx =
iµn∂z′F
TM(0; z, z′)
2µmkmAcell
(B.32)
which is the result given in (3.24). After going through the algebra, one finds that the
rest of the components of ˜¯GHJ vanishes. This is why we propose the decomposition
(∇×∇× zˆ) (∇′ × zˆ) = (∇∂z + k2nzˆ) (∇′ × zˆ) (B.33)
(∇× zˆ) (∇′ ×∇′ × zˆ) = ∂z′k2s
←
Is +∇′(∇× zˆ)∂z′ + k2mz zˆ (∇× zˆ) + k2s (∇× zˆ) zˆ (B.34)
with
←
Is = xˆyˆ − yˆxˆ, to account properly for the singularity at ks = 0.
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APPENDIX C. EWALD TRANSFORMATION FOR
DOUBLY PERIODIC STRUCTURE
The Ewald transformation is a very important theorem for the fast computation
of periodic Green’s functions. It permits fast convergence of the series for the perodic
Green’s function by splitting it into two parts, one is summed in spatial domain, while
the other in spectral domain. This theorem can be expressed as [71]
∑
L
eikRL
4piRL
eik0·ρL =
1
Acell
∑
I
e−γzI|z−z
′|
2γzI
eiksI·(rs−r
′
s) = Ψ1 + Ψ2 (C.1)
where
Ψ1 =
1
4A
∑
I
eiksI·u
∑
±
e±γzI(z−z
′)
γzI
Erfc
(γzI
2E
± (z − z′)E
)
(C.2)
Ψ2 =
1
8pi
∑
L
eik0·ρL
∑
±
e±ikRL
RL
Erfc
(
RLE ± ik
2E
)
(C.3)
with RL = |R− rL| =
√
ρ2L + (z − z′)2, rL = l1a1 + l2a2 = (xL, yL), L = (l1, l2) ∈
Z × Z, γzI =
√
k2sI − k2, Erfc being the complementary error function, and E is a
parameter properly chosen to ensure optimal convergence.
Proof. Firstly, we have the identity [70]
eikR
R
=
2√
pi
∫ ∞
0
e
−R2ξ2+ k2
4ξ2 dξ (C.4)
where ξ is a complex variable and the integration path has to be chosen such that the
integrand is finite when ξ → 0 and decays when ξ →∞. Splitting the integral into two
parts, we obtain
eikR
R
=
2√
pi
[(∫ E
0
+
∫ ∞
E
)
e
−R2ξ2+ k2
4ξ2 dξ
]
(C.5)
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Then the spatial domain periodic Green’s function can be put as the sum of the following
two parts:
Ψ1 =
1
2pi
√
pi
∑
L
[∫ E
0
e
−R2Lξ2+ k
2
4ξ2 dξ
]
eik0·ρL (C.6)
Ψ2 =
1
2pi
√
pi
∑
L
[∫ ∞
E
e
−R2Lξ2+ k
2
4ξ2 dξ
]
eik0·ρL (C.7)
For Ψ2, using the identity that [99]∫ ∞
r
e
−p2ξ2+ q2
4ξ2 dξ =
√
pi
4p
∑
±
e±ipqErfc
(
pr ± iq
2r
)
(C.8)
we acquire
Ψ2 =
1
8pi
∑
L
[
1
RL
∑
±
e±ikRLErfc
(
RLE ± ik
2E
)]
eik0·ρL (C.9)
where ρL = l1a1 + l2a2, us = rs − r′s, ksI = k0 + i1b1 + i2b2 = k0 + kρI, ai · bj = 2piδij.
For Ψ1, we first use the Poisson summation formula to convert it to a spectral sum
as
Ψ1 =
1
2pi
√
piAcell
∑
L
[
f˜ (ksI; z, z
′)
]
eiksI·u (C.10)
where f˜(ks; z, z
′) is the Fourier transform of the following
f(u; z, z′) =
∫ E
0
e
−R2ξ2+ k2
4ξ2 dξ
=
∫ E
0
e
−(u2+∆z2)ξ2+ k2
4ξ2 dξ
=
∫ E
0
e
−u2ξ2−∆z2ξ2+ k2
4ξ2 dξ
(C.11)
with u = ρ− ρ′, u = |u| and 4z = z − z′. Then we have
f˜(ks; z, z
′) =
∫ E
0
dξe
−∆z2ξ2+ k2
4ξ2
∫
∞
e−u
2ξ2e−iks·udu (C.12)
By using the Fourier transform pair
e−ξ
2u2 ↔ piξ−2e−k2s/(4ξ2) (C.13)
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we yield
f˜(ks; z, z
′) = 2pi
∫ E
0
1
2ξ2
e
− k
2
s
4ξ2 e
−∆z2ξ2+ k2
4ξ2 dξ
= pi
∫ ∞
E−1
e−
∆z2
x2
+
k2−k2s
4
x2dx
= pi
√
pi
2γz
∑
±
e±γz∆zErfc
(
γz
2E
± ∆z
E
) (C.14)
which leads to
Ψ1 =
1
4Acell
∑
L
[
1
γzI
∑
±
e±γzI∆zErfc
(γzI
2E
±∆zE
)]
eiksI·u (C.15)
Asymptotically, we have
Ψ˜1 =
∑
±
e±γzI(z−z
′)
γzI
Erfc
[γzI
2E
± (z − z′)E
]
∼ c1Ie−(kρI/2E)2 (C.16)
Ψ˜2 =
∑
±
e±ikRL
RL
Erfc
(
RLE ± ik
2E
)
∼ c2Le−(ρLE)2 (C.17)
where c1I and c2L are factors that are non-dominant for the decay. In the special case of
a rectangular lattice, the above becomes
Ψ˜1 ∼ c1Ie
− pi2
E2
(i21
1
a21
+i22
1
a22
)
(C.18)
Ψ˜2 ∼ c2Le−E2(l21a21+l22a22) (C.19)
By requiring that the two series have the same rate of decay and use the same number
of terms, we have an estimate of the parameter E as follows:
pi2
E2a2i
= E2a2i ⇒ E =
√
pi
ai
(C.20)
Taking the geometric mean, we get
E =
√
pi/Acell (C.21)
When the frequency is high, or the unit cell is large (meaning small value of E),
the first few terms may have large imaginary arguments for the complementary error
function in both Ψ1 and Ψ2,
Erfc
(γzI
2E
±4zE
)
∼ 2iE√
pik
ek
2/(4E2) (C.22)
Erfc
(
RLE ± ik
2E
)
∼ ∓ 2iE√
pik
ek
2/(4E2) (C.23)
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These terms are large and close to each other, which leads to cancellation error and loss
of accuracy. A remedy is to give a lower bound to E, hence the following criteria can be
adopted:
E = max
(√
pi
Acell
,
k
2H
)
(C.24)
where H2 is a maximum permitted exponent. Notice that in our work, we have used the
Ewald transformation with k = iκ being purely imaginary. o
