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Abstract
Smartphones and smartphone apps have undergone an explosive growth in the past decade. However,
smartphone battery technology hasn’t been able to keep pace with the rapid growth of the capacity and the
functionality of smartphones and apps. As a result, battery has always been a bottleneck of a user’s daily
experience of smartphones. An accurate estimation of the remaining battery life could tremendously help
the user to schedule their activities and use their smartphones more efficiently. Existing studies on battery
life prediction have been primitive due to the lack of real-world smartphone usage data at scale. This paper
presents a novel method that uses the state-of-the-art machine learning models for battery life prediction,
based on comprehensive and real-time usage traces collected from smartphones. The proposed method is
the first that identifies and addresses the severe data missing problem in this context, using a principled
statistical metric called the concordance index. The method is evaluated using a dataset collected from
51 users for 21 months, which covers comprehensive and fine-grained smartphone usage traces including
system status, sensor indicators, system events, and app status. We find that the remaining battery life of
a smartphone can be accurately predicted based on how the user uses the device at the real-time, in the
current session, and in history. The machine learning models successfully identify predictive features for
battery life and their applicable scenarios.
1 Introduction
How many times were you expecting an important conference call but found only 20% battery left on your
iPhone? How many times were you in the middle of a city tour but felt nervous about turning on the direction
service, with the fear of not having enough battery for the rest of the day? Should I find a restaurant to stop
and recharge, or should I do it after that mountain hike? What if I tell you that your battery can still last for
one hour?
Ever since the introduction of the first iPhone in 2007, we have been witnessing the tremendous growth of
smartphones and smartphone apps. Today, smartphones have been an indispensable component of our daily
lives. The rich functionalities of a smartphone have expanded its role way beyond a communication tool and
towards a pervasive computing device. As of 2017, there are over a hundred popular models of smartphone
devices on the market, all enpowered with multiple core processors, large screens, RAMs with comparable sizes
to personal computers, hundreds of Gigabytes of ROMs, and a variety of sensors1. Meanwhile, there are more
than 2,200,000 and 2,800,000 apps on marketplaces such as Apple Appstore and Google Play, respectively2.
The co-growth of hardware and software makes smartphones more powerful than it has ever been.
Unfortunately, the improvement of battery technology has not been able to keep pace with the rapid growth
of the devices and apps. For most smartphones, the battery could last for at most one day, and the battery
life drops rapidly when the usage is heavier. Short battery life has always been the bottleneck of a user’s
daily experience of smartphones. As a result, users often need to bring alternative power sources such as
spare batteries or power banks when it is inconvenient to charge, or their smartphone activities have to be
compromised due to battery limits. It is by all means critical to explore ways to ease the battery-caused pains
of smartphone users.
In literature, much effort has been done to approach this problem, such as to analyze and reduce energy
consumption of a specific hardware component [1, 2, 3, 4], to restrict unnecessary resource usage [5, 6, 7], and
so on. Most of them attempt to extend the battery life by enhancing the efficiency of energy consumption.
In practice, such approaches to extended battery life (e.g., the “energy saving mode”) are usually at the risk
1https://oneplus.net/5
2https://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/
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of reducing the functionalities and compromising the user experience. Instead, an intriguing question to ask
alternatively is how to optimize the experience of users under the battery capacity limits.
Along this line, the very first and critical step is to let the user know how much longer the battery would
still last before it has to be recharged, a metric that can be described as the remaining lifetime of the battery
or simply the battery life. If the battery life can be accurately estimated at the real time, the user is able
to plan their smartphone usage smartly, either to carry on the current activities, or to take actions to save
the energy for an important activity scheduled. However, due to the complexity of the hardware and software
of smartphones, predicting the remaining battery life in real time is not a trivial task. Indeed, it is almost
infeasible to identify the energy drain of every currently running app and every hardware component. The
expected battery life time, however, doesn’t just depend on the current or past energy consumption status, but
is also highly influenced by the various activities the user plans to perform next, and these activities themselves
are hard to predict [8, 9].
Existing efforts on predicting battery life at real time are far from meeting these challenges. In fact, most of
them appear to be too primitive and not practical due to the following reasons. First, the lack of fine-grained
data has been a big obstacle to almost every existing study. Most data sets used in literature are collected
from lab experiment, so they are short-term and usually do not represent the usage of smartphones in reality.
Second, these data sets usually only collect a few surface data attributes at a coarse granularity (e.g., readings
of battery levels at every a few minutes) instead of in-depth and fine-grained signals (e.g., sensor readings or
screen statuses at seconds level). Due to the lack of rich and longitudinal signals, most existing work is only
able to explore simple predictors rather than the much more powerful machine learning models. Moreover,
none of the existing studies has been able to identify and handle a classical and severe data missing problem in
this prediction task. To be specific, it is critical to distinguish the cases where a user charges their phone before
the battery dies from the cases where the battery actually dies. Failing to treat the two cases appropriately
may result in significant biases and compromised accuracy in the prediction task.
We present the first exploration of the modern “AI + Big Data” approach to battery life prediction, based
on state-of-the-art machine learning algorithms and comprehensive, fine-grained signals collected from real-
world uses of smartphones. Our analysis is based on a data set [10] that collected fine-grained traces of system
statuses, system events, sensor readings, and app statuses from the daily usage of 51 smartphone users in 21
months. The data set contains every software and hardware sensor that can be obtained from a Samsung
Galaxy S5 smartphone without root privileges. To the best of our knowledge, this is the most fine-grained
and comprehensive data set that has ever been used for this purpose. This is also the first work that formally
identifies and handles the data missing problem in the battery life prediction, and the first that systematically
evaluates advanced machine learning models for this task.
In summary, we make the following contributions in this paper:
• We conduct a descriptive analysis of how users consume the energy of their smartphones in daily uses.
We find that almost half of usage sessions begin with not a full level of battery, and about 40% of the
usage sessions are exposed to the risk of running out of power.
• We present a systematic evaluation of how well the system statuses and user behaviors can join forces
through state-of-the-art machine learning models to predict the battery life. Surprisingly, we find that the
battery level and system statuses at the present are not sufficiently predictive for the expected battery life.
Instead, the battery’s discharging history, past system statuses in the session, and the user’s historical
usage patterns may significantly enhance the prediction accuracy. Our model successfully reduces the
prediction error by more than 30 minutes on average, comparing to the baseline.
• We formally identify the data missing problem (i.e., users will not always consume all the energy) in
battery life prediction and use a classical statistical metric, the concordance index, to address the issue.
• We present insights on the scenarios in which different factors are more predictive for the battery life.
The experiments show that system statuses in the past perform the best when the energy consuming rate
is stable, while user behaviors are more predictive in the opposite situation.
The results of our analysis can be easily applied to the real world. The prediction model allows a user to
query their battery life at anytime they want, and it predicts how long the battery is expected to last before
it needs to be recharged. Although our data set was collected from Samsung Galaxy S5 smartphones, we
intentionally avoided using any device-specific feature. Therefore, the method is generalizable to other devices,
as long as the devices have the mechanism to collect similar signals. In a long shot, our method and conclusions
are not limited to smartphones, but can be applied to predicting the battery life for other smart devices, such
as tablets, smart watches, and even electronic vehicles.
The rest of the paper is organized as follows. We first present the related work in Section 2, followed by an
introduction of the data set in Section 3. We formally define our problem in Section 4 and present a descriptive
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analysis of smartphone battery usage in Section 5. The setup and the results of our experiments are presented
in Section 6 and Section 7 respectively. Finally, we discuss the potential limitation of the work in Section 8
and conclude the study in Section 9.
2 Related Work
Battery is arguably one of the most important components on mobile devices such as smartphones and wear-
ables, the capacity of which significantly affects user experience. A large body of literature has been trying
to address problems related to battery optimization. Generally, existing studies can be partitioned into three
categories: power modeling, power saving, and battery life prediction.
One common step of smartphone battery optimization is to understand where and how the energy is con-
sumed on a smartphone. However, it is not trivial to obtain such information directly from the system.
Therefore, many studies focus on how to measure the energy drain of every single component of a smartphone,
more specifically, through the so-called “power modeling” process. Currently, there are two major types of
power models. The first one refers to the utilization-based models. Power models of this kind are based on
the assumption that the power state of a smartphone is relevant to the utilization of its hardware components.
For example, Shye et al. [11] presented a regression-based power model that uses high-level system measure-
ments to estimate smartphone power consumption. They took various statuses of the hardware (e.g., CPU
frequency, RAM, and so on) as input and the power consuming rate as output, then used a linear regression
model to derive their relationship. Dong et al. [12] implemented a power model which could measure battery
consumption at a high rate. This model requires only the battery interface provided by the system, so it does
not need any external power measurements. Zhang et al. [13] developed a system-level power model that takes
into account CPU, LCD, GPS, network modules, and audio components. They also introduced an automated
technique to construct utilization-based power models. Min et al. [14] claimed that the battery consumption of
continuous sensing apps (CSA) will be strongly influenced by users’ mobility (for example, walking or running).
They set up a series of experiments to validate their hypotheses. Some other power models try to measure the
energy usage of apps. For example, Min et al. [15] designed the PowerForecaster, which uses the trace-driven
emulation to provide an instant and personalized power estimation of a sensing app at the pre-installation
time. Dong et al. [16] regarded that energy accounting of apps should be formulated as a cooperative game
problem. Following this principle, they provided a Shapley-value-based energy accounting method to measure
apps’ energy consumption.
The second category of power models uses Finite-State-Machines (FSMs) to characterize the power con-
sumption of wireless network components. For wireless network components, their power states are not only
determined by their utilization, but also related to other, more detailed internal states. Therefore, FSMs are
required to capture the power consumption behavior of these components. For example, Pathak et al. [17]
observed that some system calls that do not imply utilization can still change power states. Based on this
finding, they proposed an FSM that takes system calls as triggers to model the power consumption behav-
ior of smartphones. The similar principle was also adopted by another energy consumption estimation tool
called WattsOn [18]. WattsOn introduced a protocol called the Power Save Mode [19] to capture the power
consumption behavior of Wi-Fi modules.
Power modeling provides a foundation for power saving research. In a nutshell, the core idea of existing
power-saving strategies is to restrict unnecessary hardware and software usage. For example, He et al. [5]
proposed the Dynamic Resolution Scaling (DRS), which could dynamically adjust the user-interface resolution
based on the viewing distance. In this way, DRS could reduce the power consumption caused by high-density
displays without compromising user experience. Chen et al. [6] presented a system called HUSH to identify
unnecessary background activities during screen-off sessions. By killing these activities, HUSH could save
screen-off energy by 15.7% on average. Li et al. [20] developed an method that can automatically rewrite
web applications so as to generate more energy-efficient web pages for OLED screens. The key idea of this
method is adjusting the background color of web pages to avoid inefficient display along with the possible energy
drain. In general, all power-saving strategies need to find a balance between reduced energy consumption and
compromised utility and user experience.
As an alternative strategy, battery life prediction has also drawn much attention in recent years. An accurate
battery life prediction model can provide users informative suggestions to opitmize the app usage under battery
limits. Zhao et al. [21] proposed a system context-aware approach for battery life prediction. The authors used
a linear-regression model to calculate the device’s discharging rate based on system contexts (CPU, screen, I/O,
etc.), and took this discharging rate as an estimation of future discharging rate. In this way, the remaining
battery life can be calculated. Kang et al. [22] proposed another method from the user’s perspective. They
divided users’ usage behavior into some possible usage states according to apps’ functionalities, e.g., browsing
a webpage, sending a text message, making a voice call, etc. They simply assumed that the discharging rate
under each state is nearly constant. Based on such an assumption, they used basic statistic methods to calculate
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the discharging rate and the percentage of time under each state and then used these two vectors to predict the
battery life. Kim et al. [23] proposed a framework that can predict the available battery time for a specific app.
For example, they aimed to tell users the remaining battery life if the users keep interacting with the devices
such as watching videos or listening to music. The state division in this study is based on hardware status
rather than the actual usage behaviors. The framework first detects the discharging rate under each state, and
then estimates the percentage of battery time under each state while using a specific app.
All these studies mentioned above made meaningful attempts for battery life prediction. The success is
however limited by the data sets used in these studies. On the one hand, the data used in most existing studies
were collected from either controlled lab experiments or small-scale field studies, usually in a short period of
time. In addition, these data sets usually only collect limited types of smartphone usage and system status
signals, at a coarse granularity. For example, some previous studies only adopt CPU frequency, Wi-Fi status
(turned on or turned off), and screen brightness to predict battery life. These signals are not enough to form
a comprehensive representation of the system status, so the prediction is unlikely to be accurate. With limited
usable attributes, most existing studies can only construct simple statistical predictors and are unable to explore
the much more powerful machine learning models. Besides the limitation of data, some existing studies also
rely on potentially problematic assumptions. For example, the assumption that “the discharging rate under a
specific usage state is constant” may not hold in practice, not to mention that the usage state itself is never a
constant.
Our work also addresses battery life prediction, but distinguishes from the existing studies in two folds.
First, our study is built upon a comprehensive, longitudinal, and fine-grained data set, which collects the real-
world smartphone usage traces of 51 users in a 21-month time span. Such a data set allows us to consider the
readings from more than one hundred types of sensors, detailed information of system-level events, and various
types of user activities. These signals were sampled with a frequency as high as every 5 seconds. Such a data
set breaks down the battery usage at very fine granularity, supports the construction of the state-of-the-art
machine learning predictors, and enables us to derive much more comprehensive insights.
In addition, our approach does not rely on arbitrary assumptions, nor does it impose any restriction to the
actual queries (for example, some existing work only allows a user to query the predictor when the battery
begins to discharge). In this way, our method is more practical and can be applied to most of mobile devices.
Comparing to existing work that adopted only basic statistics and linear predictors, we employ a portfolio
of state-of-the-art machine learning models, which are more likely to capture complex, non-linear correlations
among the signals. Rather than using only the present system statuses or user activities, our approach takes
into account two new groups of information, i.e., the past statuses and activities within the same discharging
session, and the historical usage behavior of a user. We demonstrate that the proposed approach effectively
improves the prediction accuracy. Last but not the least, we makes the first step to identify and deal with
a severe data-missing problem in battery life prediction, by borrowing concepts from the classical “survival
analysis” literature.
Although our work follows a standard machine learning practice, it also make an interesting contribution
to the machine learning community. That is, we first introduce the concept of concordance index from the
survival analysis literature to address the data missing problem. Concordance index as a rigorous evaluation
metric, may become a standard in prediction tasks of this kind.
3 The Sherlock Data Set
This study is based on the Sherlock data set [10], which is a multi-year data collection maintained by the BGU
Cyber Security Research Center. The incentive of this data set is to provide mobile security researchers with
labeled data, but the data set itself could also be used by any project in mobile data analysis area. This data
set is essentially a time-series including nearly every software and hardware sensor that can be got from
a Samsung Galaxy S5 smartphone without root privileges.
The Sherlock data set is collected through an Android app (named as “agent” in the rest of this paper),
which was implemented based on Google Funf framework [24]. To collect data, the authors recruited a group
of volunteers, then provide each of them with a Samsung Galaxy S5 smartphone which pre-installed the agent.
The volunteers are required to use this smartphone as their major device in their daily life, and their usage
data will be recorded.
Basically, the Sherlock data set has two kinds of data according to how the data are collected: “PUSH”
data and “PULL” data. “PUSH” data are collected through event-based approaches, such as recording when
an SMS arrives or when the screen is turned on. “PULL” data are collected periodically, such as periodically
sampling the CPU utilization or the device’s acceleration. “PUSH” data contain six groups: call log, SMS
log, screen status, user presence, broadcast intents, and app packages. Most of these groups’ content could
be identified by their name. “PULL” data contain eight groups: Wi-Fi status, Bluetooth status, application
status, and other 5 groups of system status and sensors. Except basic information such as the SDK version of
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the system, the sampling frequency of “PULL” data is at least once a minute, while it can be up to once per 5
seconds for some dimensions.
In total, the Sherlock data set contains 553 data fields, and it has already published 21 months data
(spanning from January, 2015 to September, 2016) of 51 participants. In conclusion, the Sherlock data set is
not only comprehensive, but also longitudinal and fine-grained, which makes it a great material for mobile data
analysis. More details about the data set could be found in the referred paper and on its official website3.
3.1 User Privacy
To protect the privacy of the volunteers, several concerns were addressed. First, all data are collected under the
volunteers’ permission. In addition, all the users’ identifiers such as SSIDs, cell tower IDs, and MAC addresses
have been hashed, and the phone numbers in text messages and call logs are also hashed as well. Each user is
labelled as an non-meaningful string. Moreover, instead of reporting the exact geolocation of the volunteers,
the Sherlock data set performs a K-Means clustering over the volunteers’ positions, and then use the clustering
results to represent users’ geolocation. In this way, no user privacy will be leaked through the Sherlock data
set.
4 Problem Formulation
One major goal of our study is how to predict battery life based on system status and user behavior. In this
section, we first define related objects and their notations, then describe the problem definition. The summary
of notations is listed in Table 1.
Table 1: Summary of Notations.
Notation Explanation
tstart The starting time of a session.
tend The ending time of a session.
tevent The time when low battery event occurs.
tquery The time when user asking the battery life. (Query time)
L The threshold that triggers low battery event.
b(t) The battery level of a given time t.
life(t) The remaining battery life starts from a given time t.
4.1 Discharging Session and Battery Function
We define a discharging session (session for short) as a duration spanning from the beginning of discharging
to the end of discharging. In practice, a session corresponds to a continuous period of using time. For example,
the time can range from unplugging the charger in the morning to plugging the adapter back before going to
bed. In the following parts of this paper, we take session as the basic unit for further analysis. Formally, we
use [tstart, tend] to denote a session, where tstart and tend represent the beginning time and ending time of the
session, respectively. Naturally, tend is always larger than tstart.
In addition, we employ a function b(t) to represent the battery level of current smartphone at a given time
point t. In this case, the beginning and ending battery level of a session can be denoted as b(tstart) and b(tend).
It is easy to understand that the battery level never goes up within a discharging session, so b(t) monotonically
decreases along with the increasing t.
4.2 Low-Battery Event and Battery Life
We define a session’s low-battery event as the first time when the battery level degrades to a threshold L
(0 ≤ L ≤ 100). Particularly, the low battery event refers to the “run-out-of-power” event when L is zero. The
time when a low-battery event happens is denoted as tevent. It is worth mentioning that a low-battery event
may not happen if b(tend) > L, i.e., the session ends before the battery level reaches the threshold. Therefore,
sessions can be labelled as “observed” or “unobserved” according to whether the low battery event can be
observed within the session. The threshold L could significantly influence the ratio between observed sessions
and unobserved sessions.
Note that how to handle the “unobserved” sessions is critical. Since these sessions do not have output labels,
most existing work decided to exclude them from the prediction task. This treatment is risky and introduces
3http://bigdata.ise.bgu.ac.il/sherlock/#/
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a severe data missing problem, which not only introduces biases into the analysis but also makes the measure
of success unreliable. Later in the paper, we will introduce a principled method to deal with the unobserved
sessions.
For observed sessions, the battery life is defined as the time duration from a given time t to tevent. This
can be denoted as a function life(t), whose definition is life(t) = tevent − t. It should be noticed that life(t)
is meaningful only when t is prior to tevent. We need to emphasize that the “battery life” defined here is more
general than the “physical” battery life in common sense. According to our definition, a battery runs out of
its “life” if the battery level degrades below a threshold L (e.g., 10% or 20%), rather than the battery being
completely drained. The duration to the state that the battery is completely drained is a special case when
L = 0. Intuitively, it is more straightforward to predict the time when the battery is completely empty (i.e.
L = 0). However, such a case does not frequently occur in real life as most people won’t wait until then to
recharge their phones. Predicting when the battery would completely die is not only less meaningful in practice,
but also more difficult because of fewer training examples. A good selection of the threshold L balances the
difficulty and the usefulness of the prediction task. We will discuss more details in the following part of this
paper.
4.3 A Regression Problem
Based on the definitions above, our goal is to predict life(t) from a given time t. To be more specific, the
prediction target is the remaining time till the battery is considered low (less than the given threshold). It
is then natural to consider such a prediction task as a regression problem. More specifically, given any set
of information of time t, we train a regression model that predicts life(t) for the session. The inputs of the
regression model contain system status, user’s usage behavior, and user’s usage history. More details will be
discussed in the following sections.
5 A Descriptive Analysis
To demonstrate the representativeness of out data set and to better understand users’ battery-usage pattern,
we first make a descriptive analysis of our data set in this section. As we have mentioned previously, we take
session as the elementary unit during the analysis. Therefore, we first introduce how to generate sessions out
of the raw data.
5.1 Session Generation
The battery level data belongs to “PULL” data of the Sherlock data set. The data-collection agent reads the
battery level of Android OS for approximately every 5 seconds. Each entry of the battery level data contains
four fields: 1) user index, 2) timestamp, 3) charging status, and 4) battery percentage. In this case, we can
know whether the user’s device is charging or discharging along with the battery percentage level at a specific
time point. For example, a data entry “(0a50e09262, 1426245782, discharge, 54)” means that the battery of
user ID 0a50e09262 is discharging at the time 1426245782, and the current battery level is 54%.
To generate sessions, we first discard all charging entries, after which we can get a bunch of continuous series
of discharging entries. Since the interval between two consecutive entries is only 5 seconds, it is reasonable
to trust that the battery keeps discharging between two consecutive discharging entries, unless either of the
following two conditions holds:
1. The interval between the entries is larger than a large threshold. Such a case could happen as some data
are not recorded by the agent. In this case, it cannot be guaranteed that the battery keeps discharging
during this period of time. To be more rigorous, we cut one session into two whenever this condition
holds. In this work, we set this threshold to be 10 minutes.
2. The battery level of the latter entry is higher than that of the former one. The explanation of such a
phenomenon is that the user replaced a new battery, so the latter entry should be considered as the start
of a new session.
In this way, the original battery-level data could be transformed into some sessions. To make the battery
life prediction model reliable and meaningful, we need to further filter out sessions whose lifecycle is too short.
For simplicity, we take one hour as the threshold. We believe that sessions shorter than one hour are mostly
temporary usage. Their usage pattern is more likely to have a big difference with normal usage, which will
affect the prediction’s accuracy. Finally, we obtained 37,088 sessions in total.
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Figure 1: Cumulative distribution function (CDF) of session duration.
5.2 Distribution of Battery Usage
We then report the distributions that can be helpful to validate the representativeness of the data and to
motivate the following studies. We start with the distribution of the duration time of the sessions, which is
demonstrated in Figure 1. The longest duration is about 71 hours, while the shortest duration is about one
hour since we have filtered out sessions that are shorter than this threshold. We can also observe that most
sessions are very short. More specifically, 90% of sessions are shorter than 13 hours, while less than 2% sessions
are longer than one day. Indeed, these results are quite consistent with our common experience.
Then, we investigate the distributions of battery usage within each session. The three figures in Figure 2
illustrate the distributions of the beginning battery level, the ending battery level, and the battery consumption,
respectively. From Figure 2(a), we can see that almost half of the sessions begin when the battery is totally full.
This observation indicates that most users are used to completely charging their smartphones before they begin
to use. For the rest of the sessions, the distribution of beginning battery level is close to uniform, indicating
that users do not have any preferences on the time to begin their usage.
The distribution of ending battery level is shown in Figure 2(b). This curve is pretty close to uniform
distribution, too. Hence, we can know that users usually end their usage in different battery levels with similar
possibilities. We then break down the two ends of the curve. As for the right end, we can see that about 10%
of the sessions end when the battery is completely full. We infer that these users prefer to keep their batteries
fully charged at anytime, and they charge their smartphones whenever they can access available chargers, no
matter the battery is full or not. On the other hand, 41% of the sessions end when the battery level is lower
than 20%, and 5% of the sessions “die”, indicating that the battery totally runs out.
Finally, we focus on the distribution of battery consumption demonstrated in Figure 2(c). Here, the battery
consumption is defined as the difference between beginning battery level and ending battery level. Shown by the
left bottom part of the figure, 10% of the sessions do not consume any power. This part of sessions is almost the
same group with the sessions that end at the 100% full status. For the other 90% of sessions, the distribution of
battery consumption is still close to a uniform distribution. In conclusion, the battery consumption of sessions
has a large variance.
From the preceding analysis, almost all the observed distributions are consistent with our common-sense
knowledge and can be interpreted, which demonstrates the validity of our data set.
6 Experiment Setup
Based on the definitions introduced in the last section, we then conduct a systematic experiment to demonstrate
the predictive power of the features derived from our data set. In this section, we illustrate the workflow of the
experiment.
6.1 Workflow Overview
The general workflow of our experiment is illustrated in Figure 3. In general, the battery life prediction model
is generated in an offline fashion. Therefore, the model is trained based on a fixed data set in advance, and
responds to new query instantly. The model consists of four major phases:
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(a) Beginning Battery Level (b) Ending Battery Level (c) Battery Consumption
Figure 2: Cumulative distribution function (CDF) of begining battery level, ending battery level, and battery
consumption.
• Data Collection. In the first phase, the model takes the usage data, system context, and the battery
log from the Sherlock data set as input. The usage data includes system contexts, users’ usage behavior,
system events, etc. The battery log is the record of battery changes over time.
• Data Formulation. We then process the raw data from the Sherlock data set to formulated features.
First, we extract sessions from the battery log. Then we randomly sample time points in each session
to simulate the user’s query. Finally, by combining the session, the sampled time point, and the usage
data, we could generate features of every single simulated query, and build a vector in a multi-dimensional
space. The feature generation relies on only the information that occurs before the simulated query, so
that building our model never “looks into the future”.
• Model Training. The model then uses a group of regression models to derive the correlations between
the features with the battery life. In this work, we synthesize the linear regression and three tree-based
machine learning models. These models can capture both linear and non-linear correlations between the
features and the battery life. This phase eventually generate a derived prediction model.
• Prediction. Finally, for a given new query, the model extracts the features, and then the derived model
predicts the remaining battery life.
6.2 Evaluation Metrics
In our experiment, we adopt three evaluation metrics: the Root Mean Square Error (RMSE), the Kendall’s
Tau, and the Concordance Index (C-idx). The measurement of these metrics and the reasons why we choose
them are presented as follows.
6.2.1 Root Mean Square Error (RMSE)
The most critical issue in our experiment is the evaluation metric of the predicted outcome. The most straight-
forward way is calculating the absolute gap between the actual battery life and the predicted battery life.
Then, by using standard statistical methods such as Root Mean Square Error (RMSE), we can measure
the prediction error. In practice, RMSE is widely used for regression problems, and it can provide an intuitive
illustration of the absolute prediction error.
Although RMSE is commonly used in regression problems, it inherently has some non-negligible limitations.
For example, RMSE is quite sensitive to outliers, and it will be significantly influenced by the scale of data [25].
More seriously, when applied to forecast problems, RMSE has the disadvantage that it puts a heavier penalty on
positive errors than on negative errors. In other words, it is not symmetric for error evaluation [26]. Therefore,
RMSE is not always reliable enough if we take RMSE as the only metric.
6.2.2 Kendall’s Tau
To address the limitations mentioned above, we take into account the ranking-based methods to measure how
much the ranking of the predicted life is consistent with the ranking of the actual life. Statistically, such
consistency can be measured by a widely used metric namely Kendall’s Tau [27]. Kendall’s Tau measures
the difference between the number of normalized concordant pairs and the number of normalized discordant
pairs in two ranking lists:
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Figure 3: An overview of the prediction model.
τ =
Σi,j(I[(xi − xj) · (yi − yj) > 0]− I[(xi − xj) · (yi − yj) < 0])
Σi,j(I[(xi − xj) · (yi − yj) > 0] + I[(xi − xj) · (yi − yj) < 0])
where i, j are two sessions, xi, yi are the orders of the two sessions into two ranking lists. I[·] is an indicator,
which equals to 1 if the inside expression is true and 0 otherwise. τ shall be 1 if the two ranking lists perfectly
match, -1 if they totally disagree with each other, and 0 if they are entirely independent. Since every session is
considered equally, Kendall’s Tau will not be very sensitive to extreme outliers, so it is a meaningful supplement
to the RMSE.
6.2.3 Concordance Index (C-idx)
RMSE and Kendall’s Tau can measure the predicting accuracy from different perspectives and they can com-
plement each other. However, the basic precondition that these two metrics can be applied is both the actual
and predicted battery life can be explicitly observed. Such a precondition is too strong to be always true. As
we discussed in Section 4.2, a low-battery event may not happen in all sessions. For sessions that end before
reaching the threshold L, we can hardly know their actual battery life. In this case, either RMSE or Kendall’s
Tau does not work. From Figure 2(b), we can learn that most sessions’ actual battery life cannot be known if
L is close to 0. In other words, some essential data is missing and we need to handle such a problem to ensure
the completeness and correctness of our prediction task.
We then try to partially address the data-missing problem by employing a metric called Concordance
Index (C-idx) [28]. C-idx is a widely used metric in survival analysis. The goal of survival analysis is to
analyze the expected duration of time until one or more events happen4. For example, the expected survival
time for a group of lung-cancer patients. In survival analysis, a subject is called censored if it does not have
any event during the observation time. In the lung-cancer patients scenario, a patient is censored if the event
(i.e., death) does not happen before they quits the experiment. C-idx can then deal with the data sets that
contain censored data points. For each pair of subjects, C-idx estimates the probability that the predicted
outcome is consistent with the ground truth. For example, if a patient A passes away in 3 months, and patient
B is censored at 5 months, then we can be confident that B survives longer than A even if we do not know B’s
actual survival time. Hence, the probability can be explicitly obtained in this case. In another case, if A passes
away in 5 months and B is censored at 3 months, then we can not clearly know which patient survives longer,
4https://en.wikipedia.org/wiki/Survival_analysis
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and the probability is 0.5. The overall average of all pairs’ probability is the final result of C-idx, whose value is
1 if the two lists are perfectly concordant and 0 when they are entirely anti-concordant. Particularly, C-idx is
linearly equivalent to Kendall’s Tau when all data points are not censored. Therefore, C-idx can be considered
as a generalization of Kendall’s Tau and can alleviate the data-missing problem. Inherently, our battery life
prediction task is quite similar to a survival analysis problem, so we can employ C-idx as a promising metric
for our problem.
In conclusion, RMSE, Kendall’s Tau, and C-idx could measure the prediction’s accuracy from different
perspectives. RMSE could measure the absolute error of the prediction so it can provide an intuitive insight of
the accuracy. Kendall’s Tau is rank-based and widely adopted, which could show the prediction accuracy on
uncensored data. C-idx is used to demonstrate the model’s predictive ability on both censored and uncensored
data points. Therefore, when evaluating the models, we will take all these there metrics. To be specific, we
apply RMSE and Kendall’s Tau to observed sessions, and apply C-idx to all sessions.
6.3 Data Cleaning and Feature Selection
In this section, we describe how we parse the raw data and transform the raw data to the features that can be
fed to the prediction model.
6.3.1 Query Simulation
We generate our experiment data from the 37,088 sessions mentioned in 5.1. First of all, sessions whose
beginning battery level is lower than 30% are discarded. This is because these sessions are already in a low
battery state when they begin, so predicting their battery life is not meaningful. Such a step filters out about
4% sessions, and keeps 35,590 sessions left. We fit the threshold L to 20%, under which 13,825 sessions are
observed ones and the rest 21,765 sessions are unobserved ones.
For every single session, we assume that a user can issue a query of battery life at any time. Therefore, we
randomly sample a time point tquery that satisfies tquery ∈ [tstart + 2min, tevent − 2min] for observed sessions
and tquery ∈ [tstart + 2min, tend − 2min] for unobserved sessions. To make sure that there already exist some
usage data before the prediction query, we add a 2-minute boarder at the beginning so that the sample time-
points are too close to the beginning. Similarly, we also add a 2-minute boarder at the end to make sure that
the sample time points are not too close to the end.
We then sample 1/6 sessions from both observed sessions and unobserved sessions as our testing set. Other
sessions are used for training the model. The summary of statistics of the data is listed in Table 2.
Table 2: Summary statistics of the data.
Observed Unobserved Total
Training Data 11,520 18,137 29,657
Testing Data 2,305 3,628 5,933
Total 13,825 21,765 35,590
6.3.2 Feature Extraction
Since the Sherlock data set has a great number of dimensions, it is unnecessary and unrealistic for us to use
all of them in the experiment. For simplicity, we use only the following four parts of the Sherlock data set to
extract features: app usage data, sensor data, screen status, and broadcast record. We select these parts due
to the following reasons. App usage data could reflect users’ usage behavior, while sensor data could illustrate
the context of users’ usage, so it is natural to consider these two parts. As for screen status and broadcast,
they are the most basic system events which can be easily recorded, and they are user perceivable. In addition,
since other system events are too rare or have other quality problems, we choose only these two parts as a
representation of the system events.
The description of each part is listed as follows:
• App usage data. The app usage data are collected through periodical sampling. The agent collects
apps’ running information every 5 seconds. The raw data of app usage contains various fields. In our
model, we use only the “status” fields, that is, we consider only the app’s running status at a specific
time point, such as running in the foreground, idle, and so on.
• Sensor data. According to the categorization of the Sherlock data set, sensors on the Samsung Galaxy
S5 smartphones are categorized into 4 groups, named from T1 to T4. Due to the consideration of data
completeness, we select 9 fields from group T1 and 150 fields from group T2 in our model. T1 and T2
are periodically sampled from the system once a minute and once every 15 seconds, respectively.
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• Screen status and broadcast record. Unlike the previous 2 parts of data, screen status and broadcast
record are collected through the event-base strategy. For screen status, each time the user turns screen
on or off, the agent will record this event with its timestamp. Similarly, whenever the system sends a
broadcast, the agent can record the timestamp and the type of the broadcast.
Based on the data above, we finally extract 21 groups of features, which are described in Table 3. The
detailed explanations on these features will be introduced in the following section. To ensure that all features
have similar scale, we add the standard normalization to each feature, that is, adjusting their mean to 0 and
standard deviation to 1 through a linear transformation. We use the median of the valid values of every single
data field to fill the missing values in this field.
6.4 Baseline: Ranking by Remaining Battery Volume
An intuitive and straightforward way to estimate the battery life is based on the current battery level. If the
battery has more power, it should last longer in most cases. To demonstrate the predictive ability of this fashion,
we first train the regression models based on only the battery level at tquery (F1), and evaluate the models’
performance on testing sets. We explore a group of standard, state-of-the-art machine-learning models for
this problem, including the Linear Regression, the Random Forest Regression (RF) [29], the Gradient Boosted
Regression Tree (GBRT) [30], and the Extreme Gradient Boosting (XGBoost) [31]. These models can capture
both linear and non-linear correlations5. We have also considered two additional models: SVM Regression and
Decision Tree Regression. Their performance is inferior to the aforementioned models. For simplicity, we will
focus on the four models in this paper.
A smartphone is actually a computer system that contains numerous software and hardware components.
The battery consuming rate is not likely to be affected by only linear combinations of these factors. From this
point of view, we think that it is useful to capture inner correlations among system features, and non-linear
correlations between system features and battery consuming rate. It is the reason why we adopt these tree-
based machine learning models, and we make the hypothesis that tree-based models can outperform
the linear regression model. Generally, the three tree-based models are state-of-the-art models that are all
widely used. We will compare their performance when evaluating the prediction results.
The results are presented in the first three rows of Table 4. These simple models yield a RMSE of 140.4
and a τ of 0.7442 on the 2,305 observed sessions. Results generated from all the four models are quite similar,
which is reasonable because there is only one variable. The result of RMSE is not satisfying, implying that
the estimated error of this simple model is about 140 minutes. Even though, it is surprising to see that the
result of ranking does not seem that bad. The τ value is about 0.7 and means that there is a strong positive
correlation between current battery level and battery life. Although the absolute error of this method is a bit
high, the order of sessions according to the battery life is promising in most cases. When calculating the C-idx
on all 5,933 testing sessions, the highest result is 0.9260. Such a result is quite similar to Kendall’s Tau.
The inconsistency between the RMSE and the ranking-based metrics can be informative: the current battery
level is quite crucial to the battery life, but its actual predictive ability is not satisfying at all. We are motivated
by this finding to figure out whether and how much the other system status and usage behavior can further
improve the predicting accuracy.
7 Experiment Results
In this section, we present the predictive power of each group of feature, and whether the prediction accuracy
could be enhanced through the combination of features. During this section, we will also give some discussions
about the features’ performance. The performance of some selected feature groups is demonstrated through
barplots (Figure 4, Figure 5, and Figure 6) and the complete results are organized in the tables.
7.1 Query-time Feature
Beyond the battery level, the contexts of the query can also be used to predict the battery life. We extract
four groups of features that could describe the contexts: current battery level (F1), current hour (F2), current
weekday (F3), and T2 sensors (F4). We call these features “query-time feature” because they can only
illustrate the information when the query occurs. F1 is what we used to build the baseline. F2 and F3 are the
coarse-grained description of the current time. F4 can demonstrate the system status of the device. We first
try to build regression models based on each single group of features, by which we finally got a set of terrible
5We use the XGBoost package [32] for XGBoost, and scikit-learn package [33] for Linear Regression, RF, and GBRT. Both
packages are implemented in Python. We use default parameters when training all the models. For example, n estimators=100
and learning rate=0.1 for GBRT and XGBoost, while max features=’’auto’’ for RF
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Table 3: Features of the Regression Models. Features with a star (*) are represented in one-hot format: if
the features has k possible discrete values, then this feature is represented by k fields. The corresponding field
equals to 1 while other fields equal to 0. We use the median of the valid values of each data field to fill the
missing values in this field.
Group Name
# of
Features
Description
F1 current battery 1 The battery level of the query time.
F2* current hour 24 The hour of the query time. (0-23)
F3* current weekday 7 The weekday of the query time. (0-6)
F4 sensor T2 last 150
The average value of the 150 T2 sensors of the last
available entry.
F5 start battery 1 The battery level of the session’s beginning time.
F6* start hour 24 The hour of the session’s beginning time. (0-23)
F7* start weekday 7 The weekday of the session’s beginning time. (0-6)
F8 age 1
The duration from the session’s beginning to the query
time.
F9 consumption 1
The consumed battery from the session’s beginning to the
query time.
F10 history rate 1
The average battery consuming rate in the past of the
session. (F10=F9/F8)
F11 naive surv 1
The na¨ıve prediction of the battery life based on F1 and
F10. (F11=F1/F10)
F12 past rate 11
The average battery consuming rate when consume the
most recent 1%-10% battery. The time period that the
battery stays in the current battery level.
F13 sensor T1 45
The average value of the nine T1 sensors in the past
1/5/10/30/60 minutes.
F14 sensor T2 5min 150
The average value of the 150 T2 sensors in the past five
minutes.
F15 app occurrence 400
The binary indicators of the top 50 apps’ occurrence in
the past 5/10/30/60 minutes. 400 features=4 threshold *
50 apps * 2 states (foreground & background).
F16 app usage 100
The percentage of the top 50 apps’ usage time in the past
of the session. 100 features=50 apps * 2 states
(foreground & background).
F17 screen 2 # of screen on actions & the percentage of screen on time.
F18 broadcast 86 # of the received broadcasts of all 86 broadcasts.
F19* user index 51 User’s unique index (0-50)
F20 session history 8
The statistics of battery consuming rate of this user’s
historical sessions. There are four types of session filtering
rules when extracting this feature: consider sessions begin
at 1) anytime, 2) in the same hour, 3) in the same
weekday, and 4) in the same hour and weekday. Mean and
median are both considered for each rule, so there are 8
features in total.
F21 screen history 8
The statistics of screen on actions of this user’s historical
sessions (Similar to F20).
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results. The best τ and RMSE are only 0.2791 and 190.2, respectively, which are much worse than the baseline.
This conveys to us that the context itself cannot make accurate prediction alone. Due to this reason, we always
bind other groups of sessions with F1 to train the model, to see if the baseline can be improved.
We separately combine F2-F4 with F1 to train the model, and finally put all these four groups together to
check the performance. All the results are shown in Table 4. Comparing to the baseline, adding query-time
features almost has no improvement at all, even if putting all the features together. RMSE is improved from
140.4 to 132.8, but the other two metrics’ improvements are too tiny. In conclusion, the context can slightly
reduce the absolute error of the prediction, but it has no effect on the ranking of the sessions. In other words,
the battery level itself is quite dominant if we only consider the information at the query time.
Table 4: Performance of query-time features. Best performances under each metric are highlighted.
Feature Metrics
Model
Linear GBRT RF XGB
F1
RMSE 141.2 140.5 140.7 140.4
Tau 0.7442 0.7435 0.7433 0.7436
C-idx 0.9260 0.9257 0.9255 0.9257
F1, F2
RMSE 141.1 140.5 150.6 140.5
Tau 0.7283 0.7401 0.7196 0.7397
C-idx 0.9241 0.9274 0.9194 0.9273
F1, F3
RMSE 140.8 139.2 142.3 139.5
Tau 0.7372 0.7381 0.7264 0.7377
C-idx 0.9260 0.9261 0.9214 0.9260
F1, F4
RMSE 140.4 133.2 139.4 132.8
Tau 0.7273 0.7440 0.7292 0.7439
C-idx 0.9235 0.9291 0.9223 0.9292
F1-F4
RMSE 140.2 134.3 138.3 133.6
Tau 0.7223 0.7443 0.7323 0.7452
C-idx 0.9226 0.9296 0.9239 0.9298
7.2 Session Feature
The unsuccessful attempt of query-time features tells us the predicting power of query time’s context is poor.
Even though, this result is not out of our expectation, and the phenomenon is reasonable and easy to understand.
The query-time features could only reflect the device’s status at a single time point, but it cannot tell the usage
behavior and the system status in the future at all, which is more determinant to the battery life. Therefore, it
should be very helpful if we could predict the user’s usage and the system status in the future. However, this
task is complicated and beyond the scope of this study. We need to find other simple ways to estimate it. We
have the hypothesis that users’ usage will usually be stable. Their usage behavior will not significantly change
within a single session. In this case, the usage behavior and system status before the query time can somehow
reflect the usage pattern in the future, so it can help predicting the battery life.
Motivated by the discussion above, we are eager to see how well the model can perform based on the
usage history within the session. We call this part of features “session feature”. We make a comprehensive
extraction of session features, and finally we get 14 groups (F5-F18 in Table 3). These features include the
context when the session begins (F5-F7), the duration and power consuming in the past (F8-F12), app usage
history and aggregated value of sensors (F13-F16), and system events occurred within the session (F17, F18).
Similarly, we first separately combine each group of sessions with F1 to see whether they can improve the
performance alone. The results are presented in the upper part of Table 5.
Compared to query-time features, some session features do have the significant predictive power. From
Table 5, we can see that GBRT and XGB on F10 and F11 could enhance the predicting performance. F10 is
the average battery consuming rate in the past of the session. For example, if the session has lasted for 2 hours
and it consumes 40% of battery, then F10 is equal to 40%/2 hours = 20. F11 is the naive prediction based
on F10, which under the assumption that the battery consuming rate will always stay at F10. As described
in Table 3, we have F11=F1/F10. These two features are quite useful even though they are simple. The best
RMSE has a reduction of 16 minutes, while the best τ can be improved by 0.05. RF works worse than the
other two tree-based regression models. It cannot effectively reduce the RMSE, however, it still can slightly
increase the τ . In other words, RF cannot capture the absolute error well, but it could help to make the right
order of sessions based on F10 and F11.
If we use the battery discharging information in a more detailed way, the results can be better. The most
powerful group of session features is the past consuming rate (F12). The meaning of F12 is the average power
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Figure 4: Select results of RMSE. The orange dashed line represents the baseline.
Figure 5: Select results of Tau. The orange dashed line represents the baseline.
Figure 6: Select results of C-idx. The orange dashed line represents the baseline.
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Table 5: Performance of session features. Significant improvements (RMSE ≤ 125, τ ≥ 0.75, C-idx ≥ 0.94) are
highlighted.
Feature Metrics
Model
Feature Metrics
Model
Linear GBRT RF XGB Linear GBRT RF XGB
F1, F5
RMSE 141.2 139.9 144.4 139.8
F1, F12
RMSE 149.2 113.3 121.1 112.6
Tau 0.7394 0.7400 0.7053 0.7400 Tau 0.7805 0.8199 0.8120 0.8198
C-idx 0.9262 0.9254 0.9136 0.9255 C-idx 0.9402 0.9529 0.9494 0.9530
F1, F6
RMSE 140.0 136.6 144.9 136.4
F1, F13
RMSE 140.5 134.5 144.3 134.6
Tau 0.7278 0.7384 0.7143 0.7392 Tau 0.7343 0.7413 0.7224 0.7443
C-idx 0.9238 0.9268 0.9152 0.9271 C-idx 0.9259 0.9284 0.9197 0.9290
F1, F7
RMSE 140.6 139.6 143.5 139.6
F1, F14
RMSE 139.5 131.7 137.9 132.1
Tau 0.7370 0.7380 0.7269 0.7384 Tau 0.7268 0.7414 0.7378 0.7425
C-idx 0.9259 0.9260 0.9215 0.9261 C-idx 0.9237 0.9287 0.9242 0.9290
F1, F8
RMSE 136.5 129.4 144.2 129.6
F1, F15
RMSE HUGE 131.8 137.4 131.5
Tau 0.7434 0.7613 0.7219 0.7624 Tau 0.7249 0.7453 0.7452 0.7471
C-idx 0.9297 0.9348 0.9207 0.9351 C-idx 0.9234 0.9297 0.9279 0.9301
F1, F9
RMSE 141.2 139.8 143.6 139.8
F1, F16
RMSE 136.2 130.8 138.7 129.4
Tau 0.7394 0.7398 0.7099 0.7398 Tau 0.7283 0.7449 0.7522 0.7458
C-idx 0.9262 0.9255 0.9150 0.9255 C-idx 0.9256 0.9304 0.9307 0.9307
F1, F10
RMSE 137.0 124.8 142.5 124.2
F1 ,F17
RMSE 139.5 135.4 144.2 134.9
Tau 0.7442 0.7957 0.7658 0.7954 Tau 0.7404 0.7496 0.7207 0.7506
C-idx 0.9282 0.9444 0.9337 0.9445 C-idx 0.9277 0.9306 0.9198 0.9308
F1, F11
RMSE 137.3 125.5 141.6 124.9
F1, F18
RMSE 145.7 130.8 133.8 129.7
Tau 0.7439 0.7952 0.7665 0.7948 Tau 0.7406 0.7558 0.7497 0.7579
C-idx 0.9280 0.9444 0.9335 0.9443 C-idx 0.9283 0.9343 0.9310 0.9349
Putting together
F1, F10-F12
RMSE 139.4 112.7 117.2 112.0
F1, F5-F18
RMSE HUGE 109.7 118.1 107.5
Tau 0.7885 0.8195 0.8113 0.8194 Tau 0.7394 0.8107 0.8226 0.8108
C-idx 0.9434 0.9529 0.9492 0.9530 C-idx 0.9306 0.9515 0.9532 0.9517
consuming rate of the past 1%-10% of battery before the query time. For example, if it takes 50 minutes to
consume the recent 5% of battery, then the corresponding field is 50/10 = 10 minutes. Except for the RMSE
of the linear regression’s result which is worse than the baseline, the performance of all models are significantly
raised under all metrics. The best results of a single group so far are also generated by F12, which are RMSE
= 112.6, τ = 0.8120, and C-idx = 0.9530. The more informative battery consumption history provides us with
more insights about user’s usage pattern, so it is more predictive than the coarse-grained ones.
Except for F10, F11, and F12, other features are not informative enough. Tree-based methods can raise τ on
age of the session (F8), app usage (F16), screen actions (F17), and broadcasts (F18), though the improvement
is little. For other groups, there is no improvement at all.
Discussion. According to the analysis, only the 3 groups of features related to battery discharging history
have significantly predictive ability. Other features including context, usage history, and device status are
almost not useful at all. This finding is interesting. An explanation is, no matter how users use the device and
what the device status is, their influence on battery will finally be reflected through the discharging rate. The
discharging pattern is the most fundamental and straightforward aspect.
On the other hand, if comparing different regression models, we can find that linear regression almost has
no predictive power. Therefore, the correlation between the features and the outcome should be non-linear,
which can only be captured by tree-based methods. Another serious problem of linear regression is over-fitting.
When applying it to F15, the RMSE of the outputs is non-sense large (> 1e5) because the model is seriously
over-fitting on this group of features. This is because F15 contains a large group of sensors (400 different
indicators), and the variance of these features are small.
Putting together. After checking the separate predictive power of each group, we put multiple groups
together to see whether the performance could be further improved. The results are shown in the lower part
of Table 5. We first put the three most useful groups (F10, F11, F12) together with F1, then we find that
the result has almost no difference with only using F12. This indicates that F12 is already good enough to
represent the battery’s discharging pattern, while F10 and F11 only provide little help to it. Then, we put all
session features (F5-F18) together with F1 to train the models. The result shows that the RMSE is reduced a
little bit, indicating that session features other than F10-F12 could provide some information as a combination
although they are not very meaningful individually. Another interesting result is, RF performs better than
GBRT and XGB when putting all session features together, which has never happened in other cases. This
might because that RF could work better when there are more features.
7.3 User-specific Feature
The rationale of why session features can work is that users’ usage has an inertia, so we can infer their usage
pattern in the future based on their behavior in the past. This success motivates us to think wider on how to
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Table 6: Performance of user-specific features. Significant improvements (RMSE ≤ 125, τ ≥ 0.75, C-idx ≥ 0.94)
are highlighted.
Feature Metrics
Model
Linear GBRT RF XGB
F1, F19
RMSE 135.3 132.0 137.4 131.9
Tau 0.7318 0.7528 0.7311 0.7524
C-idx 0.9262 0.9311 0.9216 0.9309
F1, F20
RMSE 132.6 121.9 123.9 122.4
Tau 0.7369 0.7680 0.7569 0.7666
C-idx 0.9265 0.9359 0.9299 0.9353
F1, F21
RMSE 138.2 129.5 138.6 129.9
Tau 0.7373 0.7470 0.7348 0.7489
C-idx 0.9278 0.9317 0.9257 0.9320
F1, F19-F21
RMSE 129.7 118.2 118.9 118.2
Tau 0.7453 0.7710 0.7783 0.7742
C-idx 0.9309 0.9391 0.9379 0.9400
use historical information. Till now, the features we use are limited within the same session. However, users’
may have their own usage habit. Therefore, users’ usage in the future can be reflected by how they use the
device in previous sessions to some degree. As the final step of our experiment, we try three groups of features
that describe user’s identity and usage in previous sessions: user index (F19), session history (F20), and screen
history (F21). Their detailed explanations are:
• User index (F19). Each user is allocated one distinct number to identify her identity. Since we have
51 users in the data set, the user index is from 1 to 51. Since different users may have different usage
habits, this value can help us better to distinguish users’ usage pattern.
• Session history (F20). The stats of the average battery consuming rate of the user’s previous sessions,
both mean and medium are considered here. We add this group of features under the hypothesis that
user’s usage behavior has an inertia, so that their battery consuming rate before can have a correlation
with the current consuming rate. Considering that user’s usage may not be same in different weekdays
and hours, we add some other filters: only taking into account sessions that begin in the same hour with
the current one, in the same weekday with the current one, or both. Finally, we have 4*2=8 features in
this group.
• Screen history (F21). F21 is the stats of the average percentage of screen-on time of the user’s previous
sessions. The calculating method is similar to F20.
F20 and F21 reflect users’ previous usage from two aspects. The former one describes the usage’s effect
(battery consuming), while the latter one describes the usage state itself. We call these three groups “user-
specific feature”. Although they are simple so far, we believe it is still a meaningful initial step to look into
these three feature groups.
The results are shown in Table 6. F19 and F20 can provide an improvement, though they are not competitive
with F10-F12. This shows that user’s battery consuming patterns have a weak correlation among different
sessions. On the other hand, F21 is not helpful. That may be because this feature is not representative enough.
When putting F19-F21 together, the results are keeping better, showing that user-specific features are useful.
7.4 Putting All Together
After introducing all the features, we put all groups together to see how good the performance is. As listed
in Table 7, the final result is consistent with what we have discussed above. Query-time features are not very
informative. However, it has a big improvement if we add session features into the model. In addition, user-
specific features make a slight improvement to the model. Finally, our model reduces RMSE from 140.4 to
106.7, raises τ from 0.7436 to 0.8266, and raises C-idx from 0.9260 to 0.9547.
7.5 Discussion
7.5.1 Performance analysis
According to the aforementioned results, query-time features hardly make improvements to the prediction
accuracy, but session features can substantially enhance the prediction performance. In addition, user-specific
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Table 7: Performance if we put features together. Best performances under each metric are highlighted.
Feature Metrics
Model
Linear GBRT RF XGB
F1-F4
RMSE 140.2 134.3 138.3 133.6
Tau 0.7223 0.7443 0.7323 0.7452
C-idx 0.9226 0.9296 0.9239 0.9298
F1-F18
RMSE HUGE 108.7 114.9 106.8
Tau 0.7301 0.8088 0.8208 0.8124
C-idx 0.9282 0.9510 0.9525 0.9520
F1-F21
RMSE HUGE 106.7 110.5 107.8
Tau 0.7268 0.8142 0.8266 0.8160
C-idx 0.9275 0.9524 0.9547 0.9528
features can also provide some predictive power, though it is not as powerful as session features. To validate
whether the results are reliable, we make a group of statistic tests to examine whether the improvements are
exactly significant. Here we use the Bootstrap test and the shifted method introduced by Smucker et al. [34]. To
be more specific, when trying to test the significance of the difference between the performance of two models,
we randomly draw cases with replacement from the original test set until we have drawn the same number of
cases as in the experiment. In this case, we can calculate the performance of the two compared models under
each metric on the new test set, and then get the difference between the two compared models. We repeat this
process for 10,000 times to generate the bootstrap distribution, and then use the shifted method to test whether
the improvement is significant based on the bootstrap distribution. The test results are presented in Table 8.
We select the best results of every single feature group under each metric, and test whether it is significantly
better than the baseline. From the table, we can see that query-time features can not significantly outperform
the baseline in terms of the Tau and the C-idx, but it can produce significant improvements in terms of the
RMSE. Session features and user-specific features can always bring significant improvements. Finally, we make
the same tests on the combination of all features, and the results indicate that the best gained performance is
also significantly better than the baseline.
Table 8: Statistic test of each individual feature group. Each result is compared with the baseline (use only F1
as the feature). *** indicates significance at 0.01 level. Query-time feature could not significantly outperform
the baseline under Tau and C-idx, but it can generate significant improvement under RMSE. Session feature and
user-specific features could always generate significant improvements. The results generated by the combination
of entire features are also significantly better than the baseline.
Feature Best RMSE Best Tau Best C-idx
F1-F4 133.6*** 0.7452 0.9298
F1, F5-F18 107.5*** 0.8226*** 0.9532***
F1, F19-F21 118.2*** 0.7783*** 0.9400***
F1-F21 106.7*** 0.8266*** 0.9547***
The experiment results show that the battery consuming pattern itself is very effective to make an accurate
prediction. We are very interested in why this simple and intuitive group of features could work so well.
Ideally, the battery life could be perfectly predicted by only using the battery consuming rate in the past if
the consuming rate is constant. Hence, the battery consuming pattern is more powerful when the battery
consuming rate is more stable. Otherwise, the battery consuming pattern will lose its ability if the battery
consuming rate during a session has a large variance. Let us suppose the following scenario: a user A goes
to work every day and she always goes back home at 6 p.m.. She does not use her smartphone very much
while in office, but she prefers to watch videos on her way home. Hence, the battery consuming rate under two
states (at work & on the way home) are extremely different. If the query occurs just at the transit between
the two states, it would be very inaccurate to make the prediction only based on consuming pattern. However,
this should be the situation that user-specific features can help. If we can use the information of A’s previous
sessions which at similar time, we will notice that her battery consuming rate is going to rapidly increase, which
can greatly help the prediction.
Having this hypothesis, we are eager to conduct a new experiment to check whether it is correct. The general
idea of this experiment is splitting the training set into several groups according to their battery consuming
stability, and to see different features effect on each group. So the first critical step is how to define the stability
of a session. We take the following method: for each session, we calculate how much time does it take to
consume each 1% battery. For example, if a session begins at 80% and ends at 10%, then we calculate a list
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Figure 7: The τ of the 5-fold experiment. Each line shows a feature set’s results on each session group. The
blue line is when only using query-time features, the green line is when adding session features in, and the red
line is when using all features. Group 0 has the lowest variance while group 4 has the highest variance.
(tb80, tb79, ..., tb11) to represent the time it takes to consume the battery from 80% to 79%, from 79% to 78%,
and so on. Then, we calculate the variance of the mentioned list. Apparently, if a session’s battery consuming
rate is stable, the differences among ~tb should be small, and therefore the variance of the list would be small.
We use this variance to demonstrate the stability of the sessions.
After we get all sessions’ variance, we split the sessions in the training set into 5 groups according to their
variance, and then make a 5-fold experiment. Each time, we take out one session group as the validation set,
and take the other 4 groups as the training set, to see how well can the regression models perform. We first train
the model only based on query-time features, then add session features in, and finally involve all features. The
result of τ is illustrated in Figure 7. Group 0 has the lowest variances while group 5 has the highest variances.
Generally, the result is better if we use more features, which is consistent with our previous discussion. If we
make a deeper comparison between the green line and the red line, something interesting happens. When adding
user-specific features into the model, the performance on group 0 and group 1 decrease. This indicates that
when the session’s battery consuming rate is stable, the battery usage pattern is powerful, and the user-specific
features even make the performance worse. However, if the variance is large, the user-specific features become
useful, and it is getting more effective with the increasing of the variance. The improvements of group 2-4 are
0.008, 0.009, and 0.013. Our hypothesis is verified by the experiment result.
7.5.2 Survival Analysis Models
We have carefully considered the problem of censored data and that is why we used C-index as the evaluation
metric. Ideally, a best performing prediction model should have been a machine learning model that directly
handles censored data. There are such models in survival analysis, such as Cox regression [35], CoxBoost [35],
Tobit [36], etc. However, during our experiments, we have tried various kinds of survival analysis models,
but none of them have a good performance. Most of them simply failed to handle the data at our scale,
especially when dealing with more than 1,000 features. For those which did not fail, the prediction accuracy is
relatively poor. This is perhaps not surprising, as survival analysis for large-scale and high-dimensional data is
an exploratory research direction and the current methods are not robust or scalable yet. Since the goal of our
first study is rather demonstrating the feasibility of predicting battery lifetime than maximizing the prediction
accuracy, we decided to use the well established and scalable machine learning algorithms. We do note that
the prediction performance may be still underestimated and plan to systematically explore large-scale survival
analysis in our future work.
8 Limitations
As a prediction task, our approach inherently could have some limitations that can affect the generalizability of
our results. The first potential threat is that the data set is collected from a single device model, i.e., Samsumg
Galaxy S5. Some features are device-specific and may not be available on other device models. However, such
type of features account for very little of all features, e.g., only some specific sensors. As a result, we believe
that our prediction model itself can be generalized to most device models, as most of the features used in our
model are can be collected from standard Android system, and can be even obtained on any similar devices
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(such as iPhone). In addition, our model follows the standard machine learning pipeline, so it could be applied
to any data sets.
Another possible limitation is that the users in our data set are mainly from a controlled user group from
Israel. Therefore, some of our findings may not always hold for users from other regions. However, we regard that
our findings are still meaningful because most features (especially features that have strong predicting power)
rely on the information that can be collected at system-level rather than subjective user-specific behaviors.
9 Conclusion
In this paper, we have proposed a novel method for predicting the battery life of smartphones, which is built
upon a longitudinal, comprehensive, and fine-grained real-world data set and state-of-the-art machine learning
models. Our method is the first one which uses concordance index in survival analysis to address data missing
problem in this context. This metric is practical to many real-world scenarios as the data missing problem is
quite pervasive in data mining tasks.
The results of the experiments indicate that the remaining battery life of a smartphone could be predicted
through a comprehensive set of features and well designed methods. Our method successfully reduces the
prediction errors by 33 minutes on average, and it produces significant improvements in both Kendall’s Tau
and concordance index. the improvement of the accuracy by 33 minutes is quite meaningful in practice. 30
minutes is sufficient for users to adjust their smartphone usage. For example, they can use this period of time
to find a power resource, or make a few important phone calls or other critical actions before the phone goes
offline. According to the literature [37], the average length of a usage session of smartphones is less than 7
minutes. 33 minutes can be a gamechanger in reality, during which users can change the priority of the tasks
and finish the most important ones.
Among all the features, we find that system status at the query time are almost not helpful on top of
the current battery level. However, if we take into account the past system status in the same session, the
prediction accuracy is largely enhanced. Particularly, the battery’s discharging history is the most predictive
feature, indicating that the battery’s discharging behavior itself is the most important factor. User-specific
features also provide additional predictive power, indicating that there is room for personalized prediction of
battery life. We find that the system status are more powerful when the discharging rate is stable. Otherwise,
user-specific features will be more informative. The overall performance of tree-based models is observed to be
better than the linear regression, and thus validates the hypothesis that tree-based models can outperform the
linear regression model. It indicates that the battery lifetime does have some non-linear relationships between
system status and users’ usage behavior.
These findings could be directly useful for related stakeholders as well as provide useful insights to other
device models. Since the majority of the features used by our model (battery information, time, sensors,
apps’ running log, etc.) are quite general and can also be found on any modern smartphones, it is easy to
generalize our model to any other smartphone, or even other related contexts such as wearable devices and
electric vehicles. Although we cannot guarantee that our model can always produce the same results on different
device models, the results presented in this paper can still help to build new prediction models on other device
models by techniques such as transfer learning. In addition. It is because that our model follows standard
machine learning pipelines, and anyone who has the similar data sets can entirely re-train the model to obtain
new results for their own contexts.
In the future, we plan to improve our work from two aspects. On the one hand, we would like to include
more data dimensions, such as more sensors and more detailed app status. On the other hand, we will explore
more advanced machine-learning models to achieve better prediction results. A particular plan is to explore
models for survival analysis (e.g., Cox regression model, random survival trees, Tobit, and so on).
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