Abstract-Power management of plug-in hybrid electric vehicles (PHEVs) helps achieve high energy efficiency and low energy consumption cost. Existing power management methods are classified into online and offline ones. Online methods are usually designed with preset power-balancing strategies to adapt to runtime conditions but without utilizing route information or historical driving cycle information. In offline methods, power management strategies are derived from historical driving cycles and not optimal for actual driving routes. Facilitated by vehicular network technologies, on-road PHEVs can easily upload their driving data through on-board communication devices, e.g., smartphones, to remote servers. With information sharing, individual vehicle speed prediction can be realized and used in the on-board power management system. This paper proposes an on-road PHEV power management cyber-physical system with two-level hierarchical strategies to minimize the fuel consumption in a trip. The high-level management strategies allocate battery energy budgets to all remaining roads, which are generated online by solving stochastic optimization problems. The low-level powertrain policies are solved offline from historical driving cycles. While a PHEV is driving, optimal real-time power decisions are made based on battery budgets, lowlevel power policies, and the PHEV's driving states. Simulation results show that the proposed method outperforms other methods significantly in terms of fuel savings.
I. INTRODUCTION
T HE automobile industry has been actively evolving traditional gasoline-fueled cars to electric vehicles and plug-in hybrid electric vehicles (PHEVs) for energy cost savings and emission reduction [1] , [2] . A PHEV's powertrain is designed in series mode, parallel mode, or series-parallel mode with power-split devices (PSDs). In series PHEVs, torques from internal combustion engines (ICEs) are applied to generators to generate electricity, which is then supplied to electric motors (EMs) to generate traction for driving. For parallel PHEVs, traction torques are generated by both ICEs and EMs for longdistance driving. With different operation costs and efficiency characteristics, ICE and EM are managed together to achieve minimum fuel, electricity, or hybrid energy consumption. For parallel PHEV power management, the optimal ratio of torque generation from ICE and EM should be determined. Many modern PHEVs, such as Toyota Prius PHEV, are designed with PSDs to further increase energy efficiency. PSD introduces an extra control freedom for the powertrain, i.e., the ICE speed, so that power decisions can be made more flexible and optimal according to specific driving states. Existing PHEV power management systems are designed in offline or online methods with their advantages and limitations. Offline methods usually use historical driving cycles and model the PHEV power management as optimization problems. The problem formulation and analysis are simplified. However, large differences are usually expected between the assumed future driving cycles and the real ones, which degrade the performance of offline strategies. Power management decisions in online methods are made in real time to adapt to vehicle driving states. On account of the insufficient computation capability of on-board devices and real-time response requirement, online power management algorithms are usually designed with low computational complexity, e.g., as power-balancing strategies. Online power decisions are optimal for instantaneous driving states but not for the entire trip, since the trip information is not utilized. To take advantages of both online and offline methods, hybrid methods can be designed to significantly improve the overall power management performance by utilizing not only historical driving cycles but also real-time driving states and trip information. Vehicles average driving speed down the road hinges on overall efficiencies of ICE and EM. Thus, accurate vehicle average speed prediction can facilitate optimal power decision making. On-road vehicle average speed prediction is currently in research and will be available for application in the near future [3] , [4] . The prediction information and vehicle driving states can be retrieved by PHEV on-board devices, e.g., the increasingly popular smartphones carried by drivers, through wireless communication and data measurement by embedded sensors [5] - [8] , respectively. The powerful computation capabilities of modern smartphones also enable faster online power management decision making. This paper proposes a PHEV power management cyberphysical system (CPS) in vehicular networks. With the development of smart grids and the popularity of renewable energy generations, electricity is getting cheaper [9] . Therefore, the proposed power management system in this paper targets on minimizing the PHEV's total fuel consumption in a trip. The contribution of this paper can be summarized as follows: First, a CPS for on-road PHEV power management in the context of vehicular network is proposed. Second, a hierarchical power management system is designed by integrating two-level strategies with the utilization of historical driving cycles, real-time driving states, and vehicle future average speed prediction. Third, a new concept of unit cycles in spatial domain is proposed for on-road PHEV power management modeling and application.
The rest of this paper is organized as follows. Section II gives a survey on related work. Section III presents an overview of the system and description of its major models. In Section IV, the proposed approach and algorithms are presented. The simulation setup and results are shown in Section V. Finally, Section VI summarizes the paper.
II. RELATED WORK
The powertrain model with a PSD is used in many PHEV power management systems because of its control flexibility and high power efficiency [10] - [13] . PHEV fuel efficiency can be optimized through controlling the PSD gear ratio. Existing offline power management methods formulate power management problems as deterministic or stochastic optimizations to obtain optimal power strategies based on standard or historical driving cycles. The solved strategies are then applied on future driving. Works [14] and [15] utilize historical traffic cycles to optimize the fuel consumption with dynamic programming (DP) in temporal and spatial domains, respectively. However, no stochastic driving cycles or traffic conditions are considered in the models for real drivings. In work [16] , the power management strategy is represented by a pair of power parameters describing the threshold for ICE and battery power control. The solutions are optimal in a statistical sense but not for an individual trip. Work [13] proposes a stochastic optimal control approach for PHEV power management based on the Markov decision process (MDP). However, the MDP is modeled with infinite horizon and is not applicable for energy consumption optimization for a specific trip. Work [17] studies the PHEV powertrain optimization for long-distance driving. The problem is formulated as an approximate DP problem and can be solved fast. The total energy consumption and the battery state-of-charge (SOC) change per speed deviation are evaluated as cost in the optimization. In summary, most of the offline power management systems are limited by using standard driving cycles and cannot adapt to real driving conditions for optimal performance.
Online power management decisions are made according to real-time driving states. Systems are designed with various control methods, such as fuzzy control, supervisor control, model-predictive control, and power-balancing strategies to minimize fuel consumption or emission [18] - [21] . An interesting online game theory controller has been proposed recently in [22] , which focuses on power management for a hybrid electric vehicle with diesel engine. The proposed controller adapts to real-time driving conditions and outperforms the existing baseline controller in terms of fuel consumption and emission reduction over real-world-focused driving cycles. In sum, these online systems take the real-time pedal position, battery SOC, Fig. 1 . Scheme of the on-road PHEV power management system. and vehicle speed as input and decide the optimal torque/power splits between ICE and EM. These methods are based on characteristics of PHEV powertrain models, e.g., ICE and EM efficiency maps, integrated starter generator, and ICE optimal operation line. However, trip information, such as driving routes and cycles, is not utilized. Thus, online methods lack the overview of entire trips and are not optimal for specific trips.
Few works study the integration of online and offline PHEV power management in the context of vehicular network, where extra real-time information, i.e., traffic and vehicle speed prediction, is available to be used for optimal on-road power management. Our proposed system leverages such information in a two-level hierarchical power management scheme.
III. SYSTEM DESIGN

A. Overview of the System
The scheme for the proposed on-road PHEV power management CPS is shown in Fig. 1 . It consists of smartphones and PHEVs' powertrain as the physical part. The smartphone is capable of wireless communication through embedded modules (WiFi, 3G, and Bluetooth). It is also equipped with a GPS navigation system, an accelerometer/gyroscope, and high-capacity data storage. It serves as a mobile in-situ vehicle state sensor, a communication device, and a computation unit running power management algorithms. PHEV powertrain includes ICE, motors/generators (M/Gs), battery, PSD, etc. The cyber system includes the vehicular network, power management algorithms, real-time/historical driving information, and vehicle average speed prediction. It is assumed that vehicle average speed prediction is made by smartphones in real time and will be utilized by the power management system. The GPS navigation system is used to obtain the driving route and location information. PHEV's driving states, e.g., speed and acceleration, are measured by the smartphone's embedded sensors. These information is combined together to generate driving traces and stored in smartphones for later modeling.
The PHEV power management system is designed with two-level hierarchical optimizations: a high-level online and a low-level offline optimization to reduce the computational complexity for on-road applications. To achieve minimum fuel consumption for a trip, the overall battery energy consumption along the route should be first regulated. This may not be necessary for a short trip when the battery energy is sufficient to sustain the entire trip. However, for mid-or long-distance driving, the limited battery energy should be well allocated, as energy budget, to each road segment (or unit cycle as discussed next) according to the varying average fuel efficiency determined by the vehicle driving conditions. When the driving conditions result in low fuel efficiency, more battery energy should be discharged for M/G torque generation rather than directly driven by ICE, and vice versa. These decisions should also be updated in real time to dynamically adapt to the battery SOC, driving route change, and average driving speed change. Thus, battery budgets are generated online with the utilization of vehicle average speed prediction information. On the contrary, optimal powertrain operation policies, i.e., the ICE speed and torque split ratio under different driving states, do not change during driving because they are determined by physical characteristics of the powertrain. Therefore, low-level powertain operation policies are generated offline based on historical driving cycles. Plugging in battery budgets and real-time PHEV driving states, real-time power management decisions are made by looking up the solved policy tables.
B. System Models
The PHEV power management models include two important parts: PHEV powertrain with PSD and unit cycles in spatial domain. We next describe them in detail.
1) PHEV Powertrain With PSD:
The PHEV powertrain is configured with a PSD and will be used in the low-level power management. The PHEV powertrain model diagram shown in Fig. 2 includes powertrain components, power flows, and torque flows. The major powertrain components include an ICE, two M/Gs, a planetary gear, an inverter, and a battery pack. The two M/Gs differ in their sizes. M/G2 has a larger power output and provides traction torque to the car together with the ICE. Its another function is to recharge the battery through regenerative braking. With a smaller scale, M/G1 works as a power generator to drive M/G2 or charge the battery. As the PSD, the planetary gear connects ICE, M/G1, and M/G2 and splits the ICE torque output T ICE into two parts, T ICE,1 and T ICE,2 . T ICE,1 is applied to M/G1 to generate electric power P M/G1 . T ICE,2 is applied directly to the final drive shaft to meet PHEV's torque demand T fd together with M/G2 toque output T M/G2 . P M/G1 is first provided to M/G2 for torque generation. If power demand P M/G2 of M/G2 for torque generation is larger than P M/G1 , extra power P B will be drawn from the battery. On the other hand, if P M/G2 < P M/G1 , the remaining part of P M/G1 will charge the battery.
The PSD enables the powertrain with two degrees of control freedom. ICE speed ω ICE and M/G2 torque generation T M/G2 are selected as control variables for the low-level optimization. The following constraints from the powertrain model with PSD can be derived for the low-level optimization formulation:
where ρ = N s /N r . N s and N r are the teeth number of sun gear and ring gear of PSD, respectively. ω M/G1 , ω M/G2 , and ω wh are the speed of M/G1, M/G2, and wheel (rad/s), respectively. The wheel speed is determined by the vehicle speed. T fd is the required torque on the final shaft for such speed. K is the final drive ratio. Additional constraints include torque and speed limit of ICE, M/G1, and M/G2, and the battery charging/discharging power limit. The ICE fuel consumption flowḟuel (g/s) is included in the objective function aṡ
where H l is the lower heating value of fuel (J/g). η ICE is the ICE fuel efficiency. The battery is approximated as a voltage source with an internal resistance. The change of battery SOC through charging/discharging can be presented aṡ
where I b is the battery discharging/charging current (positive/negative value), V oc is the battery open-circuit voltage, R b is the battery internal resistance, Q b is the battery charge capacity, and P b is the battery power exchange, which is calculated by
η M/G1 and η M/G2 are M/G1 and M/G2 efficiency, respectively. k i = −1 for M/Gi torque generation and battery discharging and k i = 1 for battery charging. η ICE , η M/G1 , and η M/G2 have nonlinear relationship with torque and speed, which are determined by looking up efficiency tables with interpolation methods.
2) Unit Cycles in Spatial Domain: In most of the existing PHEV power management systems, power decisions are generated in the temporal domain (e.g., power splits from ICE and M/G at different time slots in a trip). It is convenient for the modeling and performance analysis. However, it is hard to apply them for on-road power management, since travel time on each road is highly varying. First, the vehicle speed is dynamic and affected by many elements in stochastic ways. Second, at each signal intersection, it is difficult to retrieve or estimate the waiting time. Power management decisions in the temporal domain can hardly match the real-time driving states. Alternatively, as far as the driving route is given, the geographical topologies of traveling roads and the total driving distance will not change. Therefore, PHEV power management in this paper is formulated in the spatial domain. Driving cycles in the time domain are converted to the spatial domain for modeling. The speed is recalculated as the average value in corresponding time slots.
A driving cycle consists of roads with different lengths. For the modeling convenience, the whole driving cycle is decomposed into unit cycles, each of which represents an urban road segment (arterial or local road) between two intersection or a segment of freeway, as shown in Fig. 3 . Because urban roads usually have different lengths, five typical lengths, from 0.1 to 0.5 mi with corresponding length index from 1 to 5, are used to represent urban unit cycles. Unity cycles shorter than 0.1 mi or longer than 0.5 mi are modeled with index 1 or 5, respectively. Affected by intersections and traffic signals, driving speed characteristics on urban roads usually vary at different locations. To model driving speed transition probabilities more accurately, an urban unit cycle is divided to three sections: A 1 for departure, A 2 for cruising, and A 3 for arrival. A 1 is the distance from the stop line of upstream intersection to the location where cruising speed is usually achieved. Speeds in A 1 have large probability to transfer from low to high values. On the contrary, A 3 presents the deceleration section where PHEVs approach to the stop line of downstream intersection. Lengths of A 1 , A 2 , and A 3 are chosen according to historical driving cycles. Because freeways are not separated naturally by intersections, the driving distance on a freeway is decomposed into N unit cycles, each of which has a fixed length of 0.2 mi. A freeway unit cycles will be one of three types: entering (acceleration, U 1 ), cruising (from U 2 to U N −1 ), and exiting (deceleration, U N ). The spatial resolution is select as 0.005 mi for freeway unit cycles and A 2 section of urban unit cycles. For A 1 and A 3 sections of urban unit cycles, the spatial resolution is set to 0.0025 mi.
IV. TWO-LEVEL POWER MANAGEMENT ALGORITHM DESIGN
A. Hierarchical Algorithm Design
The scheme of the proposed PHEV power management system is shown in Fig. 4 . The objective is to minimize total fuel consumption of the entire driving trip. The high-level management allocates battery energy budgets to unit cycles according to vehicle average speed prediction. These decisions are made online with updates when new prediction information becomes available. Differently, low-level power management strategies give out optimal T M/G2 and ω ICE according to real-time driving states. Solving the low-level problem is computationally difficult on account of nonlinear powertrain models and a large set of historical driving cycles. Thus, low-level strategies are generated offline. At both two levels, strategies are made and executed through five layers.
The power management starts from the data input layer. The online management utilizes vehicle average speed prediction as input data for battery energy budget generation. It is assumed that the vehicle's average speed in future road segments can be predicted by using data-driven methods [23] - [25] . In the lowlevel offline power management, historical driving cycles are used as input data for MDP policy training. From these driving cycles, torque demand can be calculated by considering friction force, aerodynamic force, and acceleration force [26] .
In the second layer, different models are applied to the online and the offline management formulation. The online management simplifies the nonlinear relationship between optimal achievable average fuel rateḟuel * and battery budget power P e in a unit cycle as a quadratic modelḟuel * = a 2 P 2 e + a 1 P e + a 0 , where a 2 , a 1 , and a 0 are coefficients to be determined through curve fitting. The quadratic model is a tradeoff between accuracy and computational complexity [26] . Multiple quadratic models are built separately for unit cycles with different categories of average speed and length. To obtain a quadratic model for a specific unit cycle category, (ḟuel * , P e ) samples should be solved from each of unit cycles in the same category, which are extracted from historical driving cycles, and used to fit the quadratic model with the least-squares method. A (ḟuel * , P e ) sample indicates the optimal achievable average fuel rate at a specific battery budget power in the related unit cycle category. Unit cycles in the same category are grouped, and deterministic DP is performed on each of the grouped unit cycles to generate (ḟuel * , P e ) samples by sweeping P e values. Urban unit cycles include five length categories, while freeway has one with fixed 0.2-mi length. Each urban length category is further divided into one of 14 average speed categories, including one for the speed less than 14 mi/h and 13 categories between 14 and 40 mi/h with an incremental speed of 2 mi/h. A freeway unit cycle is described with ten speed categories between 40 and 70 mi/h with incremental speed 3 mi/h. In each category, deterministic DPs are performed on related historical driving data, and (ḟuel * , P e ) pairs are solved. The quadratic model is then fitted with (ḟuel * , P e ) samples in a least-squares sense.
In the third optimization layer, the high-level management is formulated as a multistage stochastic quadratic programming (MSQP) to generate battery energy budgets for unit cycles in a trip. The low-level problem is formed as the finite-horizon MDP with battery energy budgets for remaining road segments as constraints. The MDP policies for T M/G2 and ω ICE are generated offline. For on-road power decision making, optimal ω ICE and T M/G2 are determined through MDP policy table lookup according to real-time generated battery budgets, driving states, and road length indices.
B. Formulations and Solutions
With the two-level power management system described in Section IV-A, both the high-level online and the low-level offline power managements are formulated as optimization problems and solved by efficient algorithms.
1) Stochastic Programming for Online Battery Budget Generation:
The high-level online power management is to decide optimal battery budgets in real time for the following unit cycles according to the vehicle's average speed prediction. We illustrate the formulation in this section. The diagram of the stochastic optimization is shown in Fig. 5 . The vehicle's future average speeds on remaining road segments are considered as a stochastic process. Their values can be predicted and the real values can be determined after their realizations. Thus, the optimization should be formulated with probabilistic descriptions of vehicle speed, e.g., probability distributions and densities, to incorporate their effects on optimal budget decisions. When a PHEV is driving on the road, the high-level power management is done through sequential decisions in multiple stages (unit cycles) from the start to the end of a trip. When a new vehicle average speed on a road segment is disclosed, it is used to update energy budgets for future unit cycles. The reaction to the realization of random variables for future decisions is called recourse. This recourse also serves as the compensation for the suboptimal energy budgets due to errors of the vehicle average speed prediction. Overall, the high-level power management problem can be described as: at the end of stage k, given current battery SOC, vehicle speed measurement, and vehicle average speed prediction of future stages in the trip, decide the battery energy budget for stage k + 1 in order to minimize PHEV's fuel consumption in stage k + 1 plus the expected total fuel consumption in remaining stages. This optimization problem has the following features.
1) The problem has a convex and polyhedron constraint space. 2) Continuous quadratic functions are included in the cost function. 3) Vehicle average speed prediction is available from our previous work [23] . Thus, it is appropriate to model this optimization problem as an MSQP with recourse, which can be solved with global optimal solutions effectively by the existing mathematic programming techniques.
When the PHEV is in stage k − 1, the MSQP makes decisions for stage k. The MSQP should be solved before the PHEV enters the next stage. The distribution of stochastic average vehicle speed, obtained from vehicle average speed prediction, is presented with a finite number of scenarios. The number of scenarios should be constrained in order to solve the problem online. Short-term speed prediction, i.e., within next 10 min, usually has small root-mean-square error (RMSE). So only one scenario describing the predicted expectation is considered for a stage. For the long-term prediction between next 10 and 30 min, three scenarios are used to present the two-sigma range of its probability. When a PHEV enters stage k, the MSQP is formulated as 
. The minimum SOC requirement should be satisfied as a constraint in the optimization. The MSQP described in (5) is solved by the quadratic nested decomposition algorithm [27] , [28] . This algorithm evolves from a Newton-type method for solving piecewise quadratic programming (QP). The application of this algorithm on MSQP is based on three assumptions.
1) The number of scenarios in each stage is finite.
2) Control variables have polyhedral convex sets.
3) The quadratic term of the cost function in each stage is positive semidefinite for all scenarios. When satisfying these assumptions, the algorithm terminates in a finite number of iterations by obtaining global optimal solutions or detecting unbounded solutions. Our MSQP formation (5) satisfies all these requirements and can be solved with the algorithm.
2) MDP for Offline PHEV Power Policy Generation: In the low-level offline power management, PHEV power policies are solved for unit cycles by using historical driving data. PHEV power policies map driving stages to optimal ω ICE and T M/G2 decisions. Optimal ω ICE and T M/G2 decisions are sensitive to the lengths of unit cycles, vehicle average speed, and battery budget allocation. Thus, policies are differentiated for unit cycles with different length indices (from 1 to 5 for urban unit cycles) and two speed levels (low and high). For urban unit cycles, the average speed threshold differentiating low and high speed levels is set to 25 mi/h. The threshold for freeway unit cycles is set to 50 mi/h. MDP policies are also differentiated according to allocated energy budgets. Because PHEV's driving speed profiles in a unit cycle are different in different trips, the power policies minimize its expected fuel consumption in the unit cycle.
The driving speed and torque demand of a PHEV in one time slot is mainly determined by the driver's pedal/throttle command and vehicle speed in the previous time slot. Thus, both the speed and torque requirement are modeled as Markov chains. The problem of solving the optimal low-level power policies for unit cycles is modeled as a finite-horizon MDP. The MDP can be described as, given the battery energy budget constraint and vehicle speed level, finding the optimal M/G2 torque and ICE speed policy to minimize the total expected fuel consumption in the unit cycle. State transition probabilities are obtained for each MDP model from unit cycles in the same category, which are identified from standard driving cycles. State transition probabilities are also calculated separately for different sections of urban unit cycles, i.e., departure (A 1 ), cruising (A 2 ), and arrival (A 3 ), and different types of freeway unit cycles, i.e., acceleration, cruising, and existing. An MDP model represents the policy map for unit cycles in the same category, which is calculated based on the obtained transition probabilities, but not for a standard driving cycle. ICE's ON/OFF state optimization is not included in the MDP for simplicity. Instead, it is controlled by rule-based strategies, i.e., ICE is turned OFF after a period of car waiting.
An MDP model M i,j,E B represents the power policy for unit cycles in the category of length i, average speed level j (low and high average speed), and with allocated energy budget EB from the high-level management decision. An MDP stage k represents spatial granularity. An MDP state x includes PHEV's speed v, torque demand on the wheel T w , and the remaining energy budget percentage q. An action a includes M/G2's torque output T M/G2 and ICE's speed ω ICE . In state x, v and T w are stochastic, and the transition probability from x v T = (v, T w ) to x v T = (v , T w ) in the next stage is calculated from historical driving cycles by using the maximum likelihood estimation method [29] . The transition probability from x vT to x vT for an urban MDP model in section A 1 is calculated as
where N , T w , q) , q in the next stage is deterministic and can be derived from (v, T w , q) and action a. Therefore, the transition probability from x to x in section A 1 with action a is calculated as
The reward r k (x k , a k ) for action a k in stage k is designed as the negative fuel consumption. The MDP maximizes total expected rewards with the policy π: 
L s is the length of a stage. The finite-horizon MDP is solved with the backward induction method [30] . In the last stage N , the reward r N (x N , a N ) is maximized. In stage 1 ≤ k ≤ N − 1, action a is selected to maximize the reward in the current stage plus the total expected rewards in all remaining stages. The value function V k (x) is also computed as
where X and A are the state and action space, respectively. π k,i,j,E B (x) is the power management policy generated for stage k in the unit cycle with length index i, speed level j (0 or 1 for high or low level), and battery budget EB. According to vehicle's driving stage x k , power decisions are looked up from policy tables as a k = π k,i,j,E B (x k ).
V. RESULTS AND ANALYSIS
The simulation platform is built in Java, MATLAB, and AD-VISOR simulator [31] , where the power management algorithms are implemented in Java and MATLAB, and ADVISOR is a common vehicle simulation software [31] . The Toyota Prius powertrain parameters are obtained from ADVISOR and shown in Table I . Efficiency lookup tables of ICE and M/Gs are also obtained from ADVISOR. The proposed power management method is built and validated on eight standard driving cycles in ADVISOR. Seven of them, including HWFET, INRETS, LA92, NYCC, SC03, SC06, and UNIF01, are used as historical driving cycles for learning the speed transition probabilities, fitting the quadratic models, and solving MDP policies. The remaining UDDS cycle is used for the power management performance evaluation. Because road-type information is not provided in standard driving cycles, an average speed threshold should be selected to differentiate urban and freeway unit cycles. 40 mi/h is selected as a good threshold according to speed limit regulations [32] -[34] and testing results.
To simulate the scenario of on-road driving, stochastic driving cycles are generated based on UDDS and speed transition probabilities and adjusted according to future vehicle average speed prediction. The vehicle average speed prediction is presented in the form of speed probability density function (pdf). Without loss of generality, it is assumed that the pdf has the normal distribution [35] , [36] , where the prediction result and RMSE are used as the estimation of the distribution mean and standard deviation, respectively. The effect of prediction accuracy on power management performance is evaluated by setting different prediction RMSE in experiments. The vehicle speed scenario probabilities required in the high-level MSQP are calculated from the vehicle average speed prediction models.
For system evaluation, we analyze system modeling results, performance of power decisions in a randomly selected driving cycle, and fuel consumptions in different test cases. First, low-level models learned from the seven historical driving cycle are checked. Speed transition probabilities of urban road driving in different sections are shown in Fig. 6 . Each grid represents a speed transition instance from current stage to next stage in the spatial domain. Speed transition characteristics are different in the three sections. In departure and arrival sections, most transition instances are above and below the diagonal, respectively. In the cruising section, speeds are maintained stable with high probabilities and transition instances locate around the diagonal. The UDDS driving cycle and a sample of stochastic driving cycles in the spatial domain are shown in Fig. 7(a) and (b), respectively. Fig. 8 shows examples of M/G2 torque and ICE speed policies generated from MDP. V veh and T fd indicate vehicle's speed and torque requirement on the final drive shaft, respectively. α M/G2 is the ratio of M/G2 torque output to T fd .ω ICE is the ICE speed normalized to the maximum ICE speed. Due to the limited number of driving cycles for training, some states are not covered and their related α M/G2 andω ICE are assigned with negative values. For these states, their policies are approximated to their adjacent neighbors. If policies of their neighbors are also unavailable, chargingdepleting/charging-sustaining (CDCS) strategy will be applied. In the CDCS strategy, M/G2 generates torques and supplies to the PHEV demand if the battery SOC is sufficient (charging depleting). As the battery SOC level decreases to a low level, both ICE and M/G2 provide torques and the battery SOC is maintained within a preferred range (charging sustaining). Take the M/G2 torque policy shown in Fig. 8(a) as the example; α is large in regions with low torque demand and high driving speed because of the high M/G2 efficiency. When the driving speed is low, a larger part of torque demand is generated by ICE. Because the M/G2's rotary speed is the same as the driving speed and its efficiency decreases as its rotary speed decreases, battery energy is saved for future usage when M/G2's efficiency is high. Similarly, the ICE speed policy in Fig. 8(b) givesω ICE decisions for the maximum fuel efficiency.
For the low-level power management evaluation, the expected fuel consumption in a unit cycle with the MDP policy, as −V 0 (x) defined in (11) , is compared with that with the CDCS strategy. Results are shown in Fig. 9 . When the battery energy budget is small, the MDP policy is more fuel efficient than CDCS. As the battery energy budget becomes large enough to sustain M/G2's torque generation in the whole unit cycle, CDCS has the same performance as the MDP policy.
Vehicle average speed prediction accuracy and available battery energy for discharging are two important factors affecting power management decisions in the proposed system. To evaluate the performance of the proposed two-level power management systems, five cases are tested with different configurations of vehicle average speed prediction and initial battery SOCs. Three cases have the same initial battery SOC 0.7, but different prediction errors with RMSE 3, 5, and 8 mi/h, respectively. The other two are assumed with prediction RMSE = 5 mi/h and start with the battery initial SOC of 0.9 and 0.5, respectively.
Ten stochastic driving cycles are tested in each case. The performance of our proposed method, denoted as the MSQP/MDP, is compared with other four methods. The second method only utilizes the vehicle average speed prediction expectation in the high-level problem without considering its distribution information. In this way, the high-level optimization is simplified as a QP. This method is denoted as the QP/MDP. In the third method, the battery budget generation is not optimized. Instead, the low-level MDP model is provided with the battery budget as large as possible according to the battery SOC. This method is called MDP Only. The fourth method is the CDCS. The last method is denoted as Static. It is a typical offline method that solves power management decisions based on the UDDS cycle with DP and then applies decisions to testing driving cycles. Even though UDDS and the testing cycles have the same route, static decisions cannot always be applied to the testing cycles because their driving states may be different. For example, at the same location in UDDS and a testing cycle, PHEV may decelerate without torque output in the former but require torque generation for acceleration in the latter. In these situations, the CDCS method is applied instead.
The high-level online MSQP in the proposed MSQP/MDP method can be solved within 3 s. A test sample is selected randomly, and its results of torque generation and SOC profile are studied in detail. The torque requirement on the final drive shaft is shown in Fig. 10 . The torque outputs of ICE and M/G2 and the fuel consumption alone driving distance with MSQP/MDP and CDCS are shown in Fig. 11 . With the CDCS strategy, less fuel is consumed at the beginning of the driving cycle, and more torque is generated from M/G2. However, the battery is depleted fast, and fuel should be consumed for torque generation in the remaining driving cycle, even though the fuel efficiency is low. The total fuel consumption of CDCS is larger than that of MSQP/MDP. In our proposed method, torque outputs of ICE and M/G2 are well balanced to minimize the total fuel consumption in the trip. The battery SOC profiles in the test sample with the four methods are shown in Fig. 12 . Different from the CDCS method, the proposed MSQP/MDP has a good battery energy scheduling along the driving cycle.
We further check the ICE operation points on the ICE efficiency map, which is shown in Fig. 13 . Different fuel efficiency levels, e.g., from 0.15 to 0.4, are shown as contours in Fig. 13 . The ICE optimal operation line is defined to indicate the operation points that have the minimum fuel consumption rate under different output power. As shown in Fig. 13 , with the optimal coordination between ICE and M/Gs by MSQP/MDP, ICE can be maintained with small speed, via PSD, while supplying large torque. These operation points reflect high fuel efficiency. In contrast, CDCS depletes the battery SOC very fast. Without enough battery energy, ICE's speed can hardly be adjusted for optimal efficiency and has to be kept large, even though the torque demand is small. This definitely reduces the fuel efficiency.
Average fuel consumptions are further compared between the four methods in the five cases, and results are shown in Fig. 14 . In each case, the average fuel consumption of ten tests is calculated and normalized to the cost of MSQP/MDP. The proposed MSQP/MDP outperforms other methods in all cases in terms of fuel consumption, while the CDCS method has the worst performance. Fig. 14(a) shows that differences of fuel consumption between MSQP/MDP and QP/MDP become larger, as the prediction RMSE increases. This is because when the vehicle average speed prediction is inaccurate with larger RMSE, only using prediction expectation in the high-level budget generation is not enough to solve optimal decisions. On the other hand, with less accurate prediction, i.e., RMSE = 8 mi/h, the fuel consumption difference between the MSQP/MDP and the static method is small. This is because the utilization of inaccurate prediction in high-level management cannot generate optimal energy budgets and will not improve the system performance significantly. Fig. 14(b) shows that the difference of fuel consumptions between MSQP/MDP, Static, and CDCS becomes smaller, as the initial battery SOC increases. This indicates that the management does not contribute much to fuel reduction when battery energy is sufficient and CDCS is near optimal. As the initial SOC increases, the performance of QP/MDP decreases gradually and is outperformed by the MDP Only. This shows that the suboptimality of high-level decisions can be amplified by the large amount of available battery energy. The QP/MDP method fails to schedule battery budgets optimally and leaves much battery unused at the end of the trip.
VI. CONCLUSION
This paper proposes an on-road hierarchical PHEV power management CPS in vehicular networks. The unit cycle model in the spatial domain is designed to decompose driving cycles for the on-road power management. The power management is based on two-level hierarchical strategies. The high-level management strategies are battery budget allocations for road segments, which are generated online by solving an MSQP problem. The M/G2 torque and ICE speed policies, as the low-level management strategies, are generated offline by solving finite-horizon MDP problems. According to the battery energy budgets, power management decisions are made by looking up the policy tables. Simulation results show that the proposed MSQP/MDP method outperforms other four methods, i.e., QP/MDP, MDP Only, Static, and CDCS, in terms of fuel consumption minimization by utilizing vehicle average speed prediction information and adapting to the stochastic real-time driving states.
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