Background
==========

Modern human populations and their activities have had a significant, and frequently negative, impact on other organisms \[[@B1]-[@B3]\]. Human populations exert a tremendous ecological and evolutionary pressure on native species, comparable in total effect to that of glaciations on temperate species but operating over much shorter timescales (10^1^-10^3^versus 10^4^-10^5^years; \[[@B4],[@B5]\]). The effect of human activities on native species is not easily predictable, and in some instances human activities have benefited native wildlife, often through increasing habitat or food availability \[[@B6],[@B7]\]. Genetic methods are starting to prove useful for linking demographic processes in animal species to human activity, with recent studies attributing decreasing effective population size and increasing population fragmentation to anthropogenic deforestation, the expansion of agriculture, road construction and the presence of human settlements \[[@B8]-[@B10]\]. Here, we use genetic analyses to investigate whether anthropogenic forces, specifically the spread of agriculture, or non-anthropogenic forces such as the retreat of the Laurentide and Cordilleran glaciers, have driven the population expansion of a North American bat.

Roosting colonies of Mexican free-tailed bats (*Tadarida brasiliensis mexicana*) are some of the largest and most conspicuous aggregations of bats in North America. While historic colony counts numbered in the tens of millions \[[@B11],[@B12]\], more recent, and likely more accurate, exit counts using thermal imaging and infrared tracking methods estimate the total census size of free-tailed bat colonies throughout the entire southwestern United States at 9 million individuals \[[@B13]\]. However, when the southwestern United States and Mexico are considered together, the census population size of this species may easily reach 10^7^-10^8^individuals, making it one of the most numerous known non-human mammals. The largest known aggregations of Mexican free-tailed bats are in nursery colonies, primarily hosting reproductive adult females and their young. During the energetically demanding period of pregnancy and lactation, females ingest up to two-thirds of their body weight in insects every night \[[@B14]\]. These colonies thus depend upon a large and reliable base of insect prey to maintain their considerable population sizes.

A number of studies have documented strong links between Mexican free-tailed bats and important agricultural pest insects, especially *Helicoverpa zea*and *Spodoptera exigua*(Lepidoptera: Noctuidae). The adults of these moth species migrate northwards in the spring from Mexico to the United States, often flying at high altitudes to take advantage of prevailing winds \[[@B15]\]. High-altitude echolocation surveys show that *Tadarida*feeding calls are coincident in time and altitude with these migrating insect populations \[[@B16]\]. Molecular analyses also document significant levels of *H. zea*and *S. exigua*DNA in the feces of Mexican free-tailed bats \[[@B17]\], thus further verifying this predator-prey relationship. Although the diet of Mexican free-tailed bats is not restricted to agricultural pest insects \[[@B18]\], the development of human agriculture likely resulted in predictable swarms of pest insects caused in part by increasing levels of plant cultivation. Mexican free-tailed bats now exploit this resource heavily, especially during pregnancy and lactation \[[@B19]\].

This predator-prey relationship between Mexican free-tailed bats and agricultural pest insects suggests that we should observe population growth in bats coupled to increases in insect prey in connection with human agricultural practices in the Americas. Population growth would most likely be associated with the widespread expansion of European agriculture during the last few centuries, or as an outside possibility, with the emergence of Native American agriculture during the last few thousand years \[[@B20]\]. More concretely, population growth of Mexican free-tailed bats cannot be linked to anthropogenic processes if it occurred before humans arrived in the Americas around 9-15 thousand years ago (kya) \[[@B21]\].

Population growth leaves distinct patterns of variation in genetic data, and these patterns can be used to infer effective sizes and growth rates, as well as estimate the time at which growth commenced \[[@B22]\]. Genetic variation in *T. b. mexicana*is consistent with population growth; mismatch distribution analyses of mitochondrial DNA sequence data are suggestive of population expansion occurring in concert with the development of human agriculture (2.7-3.0 kya; \[[@B23]\]). However, these analyses lack statistical power to distinguish between anthropogenic and climatic drivers of population growth, and this particular test often exhibits high false positive rates \[[@B24]\]. In this paper we take advantage of more statistically rigorous methods to infer these demographic parameters and evaluate the anthropogenic influence hypothesis. Here, we explore the rate and time of population growth in Mexican free-tailed bats using one of these advanced inferential methods, approximate Maximum Likelihood. A quantitative analysis of the rate and timing of population growth in *T. b. mexicana*can help us understand the response of wildlife species to major innovations in human cultural evolution such as the development of agriculture.

Results
=======

Approximate maximum likelihood
------------------------------

Summary statistics suggest that Mexican free-tailed bat populations have experienced growth (Table [1](#T1){ref-type="table"}), as do published neutrality tests and mismatch distributions \[[@B23]\]. Genetic diversity is particularly high for the mtDNA locus (*θ~W~*= 0.068 per bp), whereas diversity for the *RAG2*gene is an order of magnitude lower (*θ~W~*= 0.0065 per bp). However, this disparity primarily reflects differences in the mutation rates of these two loci (i.e., 2.0 × 10^-8^and 8.6 × 10^-10^/bp/year, respectively). More tellingly, singleton polymorphisms - a signal of population growth - are frequent in both datasets, accounting for 40% of all polymorphisms in the mtDNA control region and 32% of all polymorphisms in the *RAG2*locus. Reflecting these high levels of singletons, Tajima\'s *D*is negative for both loci (*TD*= -1.5 for the control region and *TD*= -0.82 for *RAG2*). Although such values are broadly indicative of growth, more sophisticated analyses are necessary to statistically exclude the possibility that Mexican free-tailed bat populations have actually remained constant in size and, if such a model can be rejected, to infer the rate and time of onset of their growth.

###### 

Summary statistic information for the haploid mtDNA control region and the autosomal *RAG2*locus

  -------------------------------------------------------------------------------
  Summary Statistic               Symbol   Control region (mtDNA)   *RAG2*\
                                                                    (autosomal)
  ------------------------------- -------- ------------------------ -------------
  Sample size (chromosomes)                94                       150

  Sequence length (bp)                     474                      686

  Segregating sites               S        154                      25

  Watterson\'s theta (per bp)     θ~W~     0.068                    0.0065

  Pairwise differences (per bp)   θ~π~     0.038                    0.0047

  Tajima\'s *D*                   TD       -1.5                     -0.82

  Singletons                      η~1~     62                       8

  Haplotypes                      h        86                       52
  -------------------------------------------------------------------------------

We turned to approximate Maximum Likelihood to explore a two-phase population growth model (Figure [1](#F1){ref-type="fig"}). We applied this method to our empirical dataset, first, to the two loci individually, and subsequently, to the two loci together (Table [2](#T2){ref-type="table"}). Considering the mtDNA control region alone, the Maximum Likelihood estimate (MLE) suggests an ancestral effective population size of \~120 thousand, a modern effective population size of \~11 million, and an onset of growth of \~330 kya (Additional file [1](#S1){ref-type="supplementary-material"}). Considering *RAG2*alone, the MLE suggests an ancestral effective population size of \~340 thousand, a modern effective population size of \~6 million, and an onset of growth of \~110 kya (Additional file [2](#S2){ref-type="supplementary-material"}). Importantly, however, the actual demographic history that produced the observed data must be compatible with both loci taken together; thus, to determine the demography that best fits both of our genetic loci, we considered the combined likelihood for the mtDNA control region and autosomal *RAG2*locus (Figure [2](#F2){ref-type="fig"}). Our combined MLE favors an ancestral effective population size of \~230 thousand, a modern effective population size of \~12 million, and an onset of growth \~220 ka. Only 63 grid points (of 1000, i.e., 6.3%) within the 3-dimensional parameter space of *N~A~*, *N~0~*, and τ are significantly likely (i.e., these points form the 95% confidence interval) (Additional file [3](#S3){ref-type="supplementary-material"}, points ranked by likelihood). This set includes ranges of \~120-450 thousand for *N~A~*, \~6-50 million for *N~0~*, and \~120-500 kya for *τ*. We note that the point representing constant effective size (i.e., no growth, *N~0~*= *N~A~*, or equivalently, *α*= 0) is rejected with strong statistical significance. In general, the ancestral effective size *N~A~*and the time of onset of growth *τ*were inferred with some certainty. The haploid locus contains more information about time (cf. Additional file [1](#S1){ref-type="supplementary-material"}), whereas the autosomal locus, with its larger effective size and thus older time to the most recent common ancestor (TMRCA), carries more information about the ancestral effective size (Additional file [2](#S2){ref-type="supplementary-material"}). We had less power to infer the modern effective size *N~0~*, as is evident from the profile likelihood curve derived from the combined likelihood surface (i.e., generated for *N~A~*, *N~0~*and *τ*separately; Additional file [4](#S4){ref-type="supplementary-material"}). However, this uncertainty in *N~0~*is accommodated naturally by the likelihood function, and is thus accounted for in all the demographic values that we present here.

![**Two-phase model of population growth**. An early period of constant size (Phase 1) is followed by a period of population growth (Phase 2). The dotted line reflects the time of onset of growth, during which the effective population size increases exponentially from ancestral to modern levels.](1471-2148-11-88-1){#F1}

###### 

Maximum likelihood estimates for modern and ancestral effective population sizes, time of onset of growth and population growth rates

  -----------------------------------------------------------------------------------
  Demographic\             mtDNA   *RAG2*    Combined                       
  Parameter                                                                 
  ------------------------ ------- --------- ---------- ------------- ----- ---------
  N~A~(×10^3^)             120     10-890    340        120-560       230   120-450

  N~0~(×10^6^)             11      6-50      6          6-50          11    6-50

  τ (kya)                  330     110-500   110        0-500         220   110-500

  α (×10^-5^/generation)   5.4     2.5-18    10         2.6-\>\>100   7     2.6-18

  Fold growth              93      10-3900   16         10-420        48    16-320
  -----------------------------------------------------------------------------------

![**Combined log-likelihood surface (*N~A~*versus *τ*) for the haploid mtDNA control region and autosomal *RAG2*locus**. Black and white points indicate the grid of sampling locations. Log-likelihoods at these points are known with certainty, whereas log-likelihoods in the intervening spaces are interpolated. Regions of the parameter space with highest likelihood are shaded black. Only highlighted white points (circles and triangles) fall within the 95% confidence interval. The maximum likelihood estimate (MLE) is indicated by a white triangle. *N~0~*is set to its value for the MLE.](1471-2148-11-88-2){#F2}

Note too that our three demographic parameters (i.e., *N~A~*, *N~0~*, and *τ*) are not independent, but are instead correlated to various extents. Considering grid points within the 95% confidence interval of our combined likelihood surface (Additional file [3](#S3){ref-type="supplementary-material"}), the two effective sizes (*N~A~*and *N~0~*) are weakly correlated (Spearman\'s rank correlation; *r~s~*= 0.32, *P*= 0.01). This explains \~11% of the observed variance. However, the interdependence of the effective population sizes and the time of onset of growth is more pronounced. We find that *τ*is very strongly, negatively correlated with *N~A~*(*r~s~*= -0.68, *P*\<\< 0.0001) and *N~0~*(*r~s~*= -0.76, *P*= 0. 0001), thus explaining \~46% and \~58% of the observed variance, respectively. Both associations are non-linear, and in each case, the time of onset of growth appears younger as the effective size increases. This suggests that development of new summary statistics with increased power to distinguish effective population sizes and/or the time of onset of growth would help to reduce the size of our 95% confidence interval by decoupling this parameter dependence.

Validation
----------

Even though we used only standard methods, we still validated our inference technique using data simulated under known demographic histories. To do so, we generated coalescent trees and ancestral recombination graphs (ARG) at 10^3^values of *N~A~*, *N~0~*, and *τ*drawn randomly from a uniform distribution across the parameter space, and calculated the values of *S*, *η~1~*, and *h*returned by each of these simulations. For each dataset, we then applied the approximate Maximum Likelihood algorithm described above, and calculated 95% confidence intervals for *N~A~*, *N~0~*, and *τ*. We considered individual test cases to be successful when our *inferred*demography included the *known*(i.e., defined) values of *N~A~*, *N~0~*, and *τ*within its 95% confidence intervals. By setting the type I error rate at 0.05, we would just by chance expect to infer *N~A~*, *N~0~*, and *τ*incorrectly for \~5% of our simulated datasets. In practice, we observe a somewhat higher type I error rate of 9% (i.e., a marginally enlarged coverage of the confidence interval). We suspect that this small difference, which causes our demographic estimates to appear slightly conservative, probably occurs because we must calculate likelihoods at points along a grid of parameter values, rather than inferring them freely across the entire likelihood surface. Although decreasing the grid spacing (say, to either a 100 × 100 × 100 grid, or the point where we could return the complete likelihood surface) would then systematically reduce our observed type I error rate, this option is not currently computationally feasible. The existing likelihood surface based on a 10 × 10 × 10 grid required approximately three thousand CPU hours to calculate on a fast distributed-computing system. In comparison, a larger 100 × 100 × 100 grid would take an impossible three million CPU hours to compute (equivalent to 343 years running on a single computer). We note, however, that the algorithm applied here varies only very slightly from expectations, and furthermore, because these small errors are conservative, they do not materially affect any of our main conclusions.

Discussion
==========

We set out to determine whether Mexican free-tailed bat populations have experienced population growth and, if so, whether their onset of growth was concurrent with the expansion of human agricultural activity. The approximate Maximum Likelihood method applied here is a flexible and powerful analytical tool for testing hypotheses about historical demography. Similar methods have been applied previously to demographic analyses of human populations \[[@B22],[@B25],[@B26]\], and have relied on large datasets to infer complex demographic models \[[@B27]\]. Here, we employ these methods to address a specific aspect of the historical demography of Mexican free-tailed bats, namely, the time of onset of population growth. Using coalescent-based inferential statistics, we directly address our hypothesis while ensuring that our data have sufficient power. Further, we address our hypothesis using amounts of sequence data that are typically available for many non-model organisms (only \~1.2 kb). We find that these bat populations have grown, but that their population growth began long before the arrival of humans in the Americas.

Several key points emerge from our analyses. First, a scenario whereby Mexican free-tailed bat populations are not growing (i.e., they are constant sized) is statistically unlikely. Considering the data points contained within the 95% confidence intervals for the demographic parameters (Additional file [3](#S3){ref-type="supplementary-material"}), modern effective sizes were always estimated to be larger than ancestral effective sizes (i.e., *N~0~*≠ *N~A~*). We therefore have statistical confidence that Mexican free-tailed bat populations have increased in size. Second, growth rates are not particularly large. The MLE of the combined likelihood surface suggests \~48-fold growth from the ancestral to modern effective population size (range: 16- to 324-fold growth). This rate of increase (MLE *α*= 7×10^-5^/generation) is equivalent to a doubling of the bat population approximately every 31 kyr (or \~7,725 generations). Such values do not suggest the extremely rapid growth that would be expected if Mexican free-tailed bat populations expanded from a small population size to their current numbers in response to human agricultural activity during the last few hundred years. Third, although we have little statistical power to place an upper bound on the time of onset of growth, our analysis has considerable power to infer the lower bound (cf. Additional file [4](#S4){ref-type="supplementary-material"}). Our MLE suggests that population growth in Mexican free-tailed bats began \~230 ka, and the 95% confidence interval indicates a time for the onset of growth *no younger*than \~120 kya (or \~30,000 generations). Because we infer such old times for the onset of growth in these bat populations, anthropogenic causes, which began no earlier than 9-15 kya \[[@B20],[@B21]\], are statistically highly unlikely.

Several factors might confound our analysis, although none of these materially affect our main conclusions. First, coalescent analyses assume selective neutrality. There is no evidence for balancing selection (or equivalently, population structure) in our dataset; in such cases, Tajima\'s *D*trends towards positive values. Positive, directional selection could produce the negative values of Tajima\'s *D*that we observe, as well as elevate the number of singleton polymorphisms. However, levels of genetic diversity for our loci (e.g., Watterson\'s theta *θ*~W~, or the number of segregating sites) are not consistent with positive, directional selection, which tends to considerably reduce genetic diversity \[[@B28]\]. Studies in other bat species also fail to reveal consistent evidence of positive selection at these two loci \[[@B29]-[@B31]\]. Finally, we note that strong positive, directional selection would lead us to infer high rates of growth and a very recent time of onset - the opposite of what we find here.

Second, both visual inspection of the sequence alignment and tests of the four-gamete rule \[[@B32]\] indicate that the mtDNA locus (and to a lesser extent, *RAG2*) have been affected by homoplasy (or alternately, recombination). Because it recreates polymorphism that is already present in the population, homoplasy tends to reduce the number of segregating sites and singleton polymorphisms that can actually be identified. However, the mutation rates of the two loci studied here - on the order of 10^-8^and 10^-10^- are sufficiently small that homoplasy should have only minor effects on either dataset, and consequently, on the demographic parameters that we infer.

Third, we may have over- or underestimated generation times. If the average generation interval is actually larger than we assume (i.e., *g*\> 4 years), then the time of onset of growth will be proportionally and linearly older than the values we report. Conversely, if the average generation time is less (i.e., *g*\< 4 years), then the time of onset of growth will be proportionally and linearly younger. However, even if the average generation time were 1 year, which is not supported by demographic studies in this bat species, our analyses would infer growth beginning no earlier than \~30 kya. This date still long precedes the arrival of humans in the Americas, let alone the emergence of widescale agriculture in North America.

Conclusions
===========

Our analyses firmly support population growth in Mexican free-tailed bats, but reject a direct co-evolutionary connection with the development of human agriculture. We are then left asking what may have caused this increase in Mexican free-tailed bat numbers. The question is complicated by the fact that our data lack sufficient power to place an upper bound on the time of the onset of growth. However, since we are able to confidently infer a lower bound for this parameter (i.e., growth was no more recent than \~120 ka), we find it likely that the signals of population growth observed in our data may be attributable to range expansion out of Pleistocene refugia. *T. b. mexicana*is a subtropical species, and typically migrates south to overwinter in Mexico (although some populations hibernate in coastal areas; \[[@B12]\]). In glacial periods during the Pleistocene, its range would have been restricted to Central America and Mexico, while interglacial periods would have seen a substantial range expansion and, we expect, concomitant population growth.

Finally, we cannot completely exclude the possibility that growth rates of Mexican free-tailed bat populations may have increased (or indeed decreased) relative to previous levels in response to extremely recent human activity, such as the development of large wind farms or the advent of wide-scale industrialized agriculture following the Second World War. A very recent uptick in the rate of growth on the background of a population that is already growing is extremely difficult to detect \[[@B22]\]. Similarly, it is also difficult to detect very recent decreases in effective population size. With only two genetic loci, we lack sufficient power to detect extremely recent deviations of this nature. Simulation studies indicate that hundreds to thousands of independent loci may be necessary to detect such recent events using sequence data \[[@B33]\]. Identifying very recent changes in population growth is difficult largely because the rate at which such demographic changes are recorded is constrained by low rates of mutation. It remains possible that such recent timescales might be more accessible by studying rapidly evolving microsatellites. Nevertheless, two key points are clear from our analyses: i) Mexican free-tailed bat populations have grown substantially in the past, and ii) this growth began well before humans arrived in the Americas. Given current evidence, it seems most parsimonious to assume that human agricultural activities have not driven this growth process to any major extent.

Methods
=======

Samples and sequences
---------------------

Mexican free-tailed bats (*N~S~*= 94) were sampled from 11 locations throughout Mexico and the southwestern United States (see \[[@B23]\] for locality information). Sample collection protocols were approved by the University of Tennessee Institutional Animal Care and Use Committee (UTK IACUC Protocol \#890). Two genetic loci were sequenced in these individuals: a haploid locus, the mitochondrial control region; and a diploid autosomal locus, the Recombination Activating Gene 2 (*RAG2*). We sequenced 474 bp of the mitochondrial DNA (mtDNA) locus in 94 individuals (see methods in \[[@B23]\]), and 686 bp of the *RAG2*gene (human genome homolog *RAG2*; chr11:36,613,495-36,619,812 in the February 2009 build of the human genome reference, hg19) in 75 individuals (i.e., 150 diploid chromosome copies). The *RAG2*region was sequenced using primers 179F and 968R \[[@B34]\]. PCR was carried out in 12.5 μL volumes containing 20 ng genomic DNA, 1× PCR Gold buffer (Applied Biosystems), 2.5 mM MgCl~2~, 0.8 mM dNTP Blend (Applied Biosystems) 2.5 ng each primer (Integrated DNA Technologies), and 0.0625 U AmpliTaq Gold DNA polymerase (Applied Biosystems). The PCR amplification profile consisted of initial hot start denaturation for 10 min at 95°C, followed by 35 cycles of denaturation at 95°C for 30 s, annealing at 55°C for 30 s, and elongation at 72°C for 1 min, with a final extension at 72°C for 10 min.

Diploid *RAG2*sequences were phased into haplotypes using a combination of computational and experimental methods. Fifteen individuals were either homozygous, or heterozygous at a single site, thereby allowing alleles at the *RAG2*locus to be determined unambiguously. Uncertain diploid sequences were phased computationally using PHASE version 2.1 \[[@B35]\] with five replicate runs of a 2,000 step Markov chain, a burn-in of 1,000 steps, and a thinning interval of 2. We were able to phase 43 individuals computationally using an output probability threshold of 95%. Another 17 individuals, for which haplotypes were more ambiguous when subjected to computational phasing, were phased experimentally using standard cloning techniques. We first incubated 5 μL of PCR product with 1 U GoTaq Flexi polymerase (Promega) at 72°C for 10 min to add 3\' dATPs for the TA cloning protocol. One μL of this reaction product was used for TOPO TA cloning (Invitrogen), from which plasmids were harvested from 3-12 *E. coli*colonies using the FastPlasmid Mini Purification System (5 Prime). Plasmids were sequenced using the BigDye v. 3.1 Terminator Cycle Sequencing Kit (Applied Biosystems) and the M13R primer (5\'-CAGGAAACAGCTATGAC-3\') on an ABI 3100 automated sequencer (Applied Biosystems). All sequences were edited and aligned using Sequencher v. 4.5 (GeneCodes). Sequence data are available online (GenBank: [AY348008](AY348008)-[AY348101](AY348101), [HM592833](HM592833)-[HM592982](HM592982)).

Summary statistics
------------------

A suite of summary statistics was assembled to describe patterns of variation at each locus. Watterson\'s theta *θ~W~*, which is calculated from the number of segregating sites *S*, summarizes the total length of the genealogy \[[@B36]\], while the average number of pairwise differences *θ~π~*summarizes the average coalescent time \[[@B37]\]. Both summary statistics are unbiased moment estimators of the population mutation rate (*θ*= *sN~e~μ*), where *s*is the genomic scalar (*s*= 1 for uniparentally-inherited haploid loci, *s*= 4 for biparentally-inherited autosomal loci), *N~e~*is the effective population size, and *μ*is the mutation rate. Tajima\'s *D*\[[@B38]\] is the normalized difference between these two estimators, *θ~π~*-*θ~W~*, and has an expectation of zero under the standard neutral model. Non-zero values indicate deviations from this model. One such deviation is population growth, which tends to increase the number of singletons *η~1~*present in a sample (i.e., derived polymorphisms identified in only one individual). Because singletons elevate *θ~W~*relative to *θ~π~*, growing populations are often characterized by negative values of Tajima\'s *D*. Similarly, an increased number of singletons also tends to elevate the number of unique haplotypes *h*. Therefore, all of these summaries were calculated for observed and simulated data using the C++ library *libsequence*\[[@B39]\].

The *RAG2*mutation rate of 8.6 × 10^-10^substitutions/site/year was estimated by comparing data for *T*. *b. mexicana*with an outgroup sequence from *Eumops auripendulus*(GenBank: [AY834668](AY834668)) and assuming a divergence time of 22 mya \[[@B40]\]. The control region mutation rate was taken from published estimates for *T. b. mexicana*(2.0 × 10^-8^substitutions/site/year; \[[@B23]\]). Although the generation time of *T*. *b. mexicana*is not known with certainty, individuals reach sexual maturity at \~1 year, and have been known to live for at least 8 years in nature \[[@B41]\]. In our analyses, we initially assume a mean generation interval of 4 years (specifically, the average age of parents across all offspring, rather than the age at which parents first reproduce). The recombination rate for *RAG2*was inferred directly from the autosomal sequence data using *PHASE*\[[@B42]\].

Population growth model
-----------------------

To provide more nuanced inference than is possible from simple observation of summary statistics, we compared the data to a two-phase population growth model (Figure [1](#F1){ref-type="fig"}). Under this model, populations experience an early period of constant size (Phase 1), followed by a period of exponential growth (Phase 2). This model has three parameters: the ancestral population size *N~A~*, the modern population size *N~0~*, and the time of onset of growth *τ*. Hence, considered in a backwards-in-time framework, the population size at any time *t*is provided by

where *α*is the exponential growth rate. Note that the scenario of constant effective size (i.e., *N~0~*= *N~A~*) is nested within this growth model (i.e., *α*= 0). Previous analyses of this subspecies are consistent with panmixia \[[@B23],[@B43]\], so we do not consider the effects of population structure in our model.

Demographic inference
---------------------

To infer demographic parameters under the two-phase population growth model, we employed an inference procedure based on the Maximum Likelihood framework. Likelihood functions for complex demographic histories are too intractable to be derived analytically, and we therefore determine likelihoods by simulation with the *n*-coalescent under the infinite sites model \[[@B44]\]. Our approach thus belongs to a class of *approximate*methods \[[@B27]\]. Likelihoods are estimated from three summary statistics calculated from the data: the number of segregating sites *S*, which controls for the population mutation rate *θ*; and the number of singletons *η~1~*and haplotypes *h*, both of which vary proportionally with population growth. All three summary statistics have the added convenience that they increase in integer units (i.e., *S*, *η~1~*, *h*∈ **ℕ**), which significantly raises the number of instances where the values of these summary statistics are identical in both observed and simulated datasets (see below). This characteristic greatly simplifies the calculation of likelihoods.

To explain the method simply, we aim to estimate the likelihood of a set of observed summary statistics *ϕ*= {*S*, *η*~1,~*h*} across the parameter space of the two-phase growth model Λ = {*N*~*A*~, *N*~0~, *τ*}. If the likelihood surface is known, it is a relatively trivial matter to determine the set of demographic parameters that maximizes the likelihood of the observed set of summary statistics *ϕ*. (This is the maximum likelihood estimate, or MLE, of *N~A~*, *N~0~*and *τ*). In practice, however, determining the complete likelihood surface is both difficult and computationally expensive. To generate an approximate alternative, we set initial bounds on the parameter space *Λ*such that *N~A~*∈ {10^4^, 10^6^}, *N~0~*∈ {10^4^, 5×10^7^}, and *τ*∈ {0, 5×10^5^}. We produced a uniform 10 × 10 × 10 grid across this 3-dimensional parameter space, although to ensure coalescence, we constrained the parameter space such that *N~0~*≥ *N~A~*(or equivalently, *α*≥ 0). In comparison, *τ*was allowed to vary freely across its full range. At each point in the grid, we sampled 10^6^coalescent trees for the haploid locus and 10^6^ancestral recombination graphs (ARGs) for the autosomal locus using the simulation software *ms*\[[@B45]\]. These simulations were conditioned on observed sequence lengths, inferred mutation rates, and for the autosomal locus, the inferred recombination rate. Instances matching the observed values of *S*, *η~1~*, and *h*(i.e., the likelihoods of *S*, *η~1~*and *h*) were counted directly from these simulated distributions. A combined likelihood surface was then constructed by multiplying likelihoods at each grid point across all loci *i*and all summary statistics *j*

where *f~λ~*is the observed marginal coalescent likelihood of *ϕ~ij~*. The MLE is simply the set of demographic parameters that maximizes *L*(*λ*). Although calculating the joint coalescent likelihood of *ϕ~ij~*would be preferable, this would require orders of magnitude more computational time than the method applied here and is not currently computationally feasible. Validation simulations (see below) show that using marginal values does not affect the accuracy of our method.

As is traditional, we report the natural log of likelihoods in preference to the likelihoods themselves; that is, values are reported on the scale (-∞, 0) rather than (0, 1). Confidence intervals were constructed using standard methods. In brief, confidence intervals incorporate all values *x*such that

Because we consider a parameter space with three independent demographic parameters, the quartile of the χ^2^distribution with 3 degrees of freedom and a one-tailed probability of 0.05 was applied. Profile likelihoods were also calculated using standard methods; however, because these confidence intervals represent only a single dimension (i.e., each demographic parameter is considered separately), we applied a χ^2^distribution with only 1 degree of freedom.

Validation
----------

Our inference method was validated by generating 10^3^coalescent trees and ARGs using values of *N~A~*, *N~0~*and *τ*chosen randomly from a uniform distribution across the parameter space. We applied the approximate Maximum Likelihood method described above to the values of *S*, *η~1~*and *h*returned by each simulation. Instances where the known (i.e., simulated) values of *N~A~*, *N~0~*and *τ*were included within the confidence intervals of the inferred demography were considered successful. Deviation from expectation is reported as a type I error rate.
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