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I. INTRODUCTION 
The notion of a dissipative or passive linear system was formulated by 
Meixner [l] and it was later shown that such a system is necessarily causal 
[2]. At the same time, a complete characterization of linear time invariant 
and dissipative systems was obtained by Youla, Castriota, and Carlin in 
terms of a scattering or wave formulation by analytically continuing the 
frequency response into a half plane [2]. Subsequently, Zemanian obtained 
more general results from an immittance point of view by taking the Laplace 
transform of the Greens kernel for the system [3]. Such a transform is 
holomorphic in a half plane and is, in fact, a continuation of the frequency 
response. Moreover, Zemanian obtained time domain characterizations for 
linear passive systems which simply were not accessible to earlier investiga- 
tors since he used distributional arguments for the first time and in an essential 
way. Following his lead, Wohlers and Beltrami obtained time domain 
conditions for scattering systems as well [4]. In the scattering case, the 
analytic continuation is a bounded-real or scattering matrix (we consider 
systems with vector-valued inputs and outputs such as n-port networks) 
and in the immittance case the result is a positive-real matrix (see definitions 
below). In either formulation, the desired characterization of dissipation 
requires that a suitable positivity condition be satisfied by the Greens 
kernel. In this paper, we will study the various notions of dissipative system 
by considering the positivity requirement in detail and by looking at the 
boundary values, taken in the Schwartz topology of tempered distributions, 
of bounded-real and positive-real matrices. 1.n particular, we show that if 
S is the operator which describes a linear time invariant dissipative system, 
then the kernel of such an operator is a tempered causal distribution and, 
* This work was supported by AFOSR under Contract AF-AFOSR- 1154-66. 
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depending on the formulation, one can say roughly that the kernel of either 
the operator I - SS* or that of S + S* must be nonnegative definite in the 
sense of Bochner-Schwartz. The results stated in this paper have appeared 
before although most were published only quite recently; e.q. the Theorems 
of Sections IV through VI (Refs. [3,4, 12-14, 18-241). Our treatment of these 
results is occasionally different in detail. 
If the frequency response of a linear system is tempered then, as was 
shown by Taylor [5], the fact that it satisfies dispersion relations is equivalent 
to asserting causality. In Theorem 1 it will be shown that such relations are 
satisfied by the tempered boundary values of certain half plane holomorphic 
matrices. To do this, we will invoke a distributional version of a basic L, 
theorem of Paley and Wiener [6] and Titchmarsch [7]. Following this, 
dissipative systems will be considered from the scattering and immittance 
points of view and the related notions of dissipative operator and passive 
Hilbert systems due to Phillips [8] and Dolph [20] will be briefly viewed. 
To some extent, a common thread will be woven through the various 
approaches and, in a final section, the several notions introduced will be 
summarized. 
II. NOTATION AND PRELIMINARY CONCEPTS 
For the most part, we will follow the notation and terminology of distribu- 
tion theory as given by Schwartz [9]. Some of the exceptions are explicitly 
noted below. 
Cm will consist of complex-valued and infinitely differentiable functions 
on the real time axis R1 and C; will consist of Cm functions having compact 
support. With the usual Schwartz topology, CF becomes 9 and its strong 
dual 9 is the space of distributions. A vector valued or, simply, vector 
distribution u is a linear and continuous mapping of L@ to the complex 
n-space C” defined by 9 -+ {u, p) for all p E Co”; the collection of all such 
mappings is designated by 9’ @ Cn. Every u E 9’ @ Cn can be written as 
xy=r uiei , where ui E 9’ and {ei> is the usual orthonormal basis in the real 
n-space Rn. A matrix-valued or matrix distribution is defined in a similar 
manner as a linear and continuous mapping of 9 to the class of matrices 
determined by the fixed basis {e,} and associated with the mappings p(C”,C”). 
A matrix distribution is said to be real if it is associated with the mappings 
Y(Rn, Rn). In any case, the collection of matrix distributions is denoted 
simply by d’ @ LZ and individual members by w, s etc. Thus, to say that 
w belongs to 9’ @ 2 is equivalent to asserting that the G’ elements wij of 
w each belong to 9’. The Fourier transform Fw of w is then defined by 
taking the Fourier transform of each component of w and convolution w * s 
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is given by the matrix distribution having components Cb, ecril, * skj ; in 
certain cases, s may be vector-valued or simply a scalar distribution and then 
w * s is then defined by the vector or matrix distribution, respectively, 
whose elements are either xyz1 wij *sj or wij * s. 
Now let S be a linear and continuous operator on 9’ @ Rn (the class of 
reaE vector distributions) such that the domain of S, D(S), contains the 
vector valued Cp functions of compact support, i.e., D(S) 3 Cr @ R”. 
It follows that S can be uniquely extended as a linear and continuous operator 
on 9 @ C” (complex vector distributions) with corresponding domain 
D(S)3 CF @ P.l We also require that S be time invariant in that 
S(T$d) = 7$(u) 
for all u E D(S), w h ere rhu is the translated u defined by (QU, v) = (u, rPh’p) 
for all v E Cz and where T-~P)(~) = p)(t + h). This leads us to a simple 
extension of a basic theorem of Schwartz [IO], given here without proof. 
LEMMA 1. Under the assumed conditions on S, 
su=w*u (2-l) 
for all u E D(S), where w is a unique real matrix distribution. In particular, 
Cc @ C” is mapped continuously into Cm @ Cn. 
The operator S is said to be causal if for all u E Cc @ Cn such that u(t) = 0, 
t < T, one has Su = 0 for t < 7. We then have the following simple lemma 
whose proof is also omitted. 
LEMMA 2. S is causal if and only if (iff) the matrix distribution w of 
Lemma 1 belongs to 9+ @ Y. We then say that w is real and causal. 
It is appropriate to call w the Greens kernel for the operator S. The 
requirement of causality implies, by virtue of Lemma 2, that S is invertible 
and, moreover, that 9: @ Cn C D(S). 
Finally, a matrix distribution w is positive in the sense of Bochner or 
nonnegative definite or w > 0 if, for every b E Cn and all v E Cc, 
@-wb, q~* +) > 0. (2.2) 
The expression 6Twb is formed in the usual sense as the inner product (b, wb) 
in Cn and q(t) means rp(--t) [the notation +(t) will be reserved for cp(-t)]. 
1 The Requirement that 9’ @ R” map into itself under S reflects the fact that the 
systems we consider are to be physically realizable. 
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III. CAUSALITY AND DISPIWXON 
In this paper, a linear system is an input-output relation described by a 
linear and continuous operator S on 9 @ Rn with dense domain 
D(S) 3 C,m @ R” 
and such that S is time invariant. If S is causal as well then we have a linear 
causal system. Let us assume, moreover, that the Greens kernel w of S is 
tempered, i.e., w E 9” @ Y. It will be seen below that this is always the 
case when the system is dissipative. Then the frequency response of such a 
system is the matrix-valued distributional Fourier transform 9w of w. 
In what follows, H+ will denote the class of matrix valued functions 
W(p) of the complex variable p = u + iw, each of whose components W, 
is holomorphic for Re p > 0 and such that each W,(p) is bounded by a 
polynomial uniformly in every half plane Rep >, (I > 0. 
THEOREM 1. Alternate necessary and suflcient conditions in order that a 
matrix distribution W, be the frequency response of a linear causal system with 
kernel w or, equivalently, so that W, = SW, w E 9” n 9+ @ 9, are that 
(i) W, be the S’ boundary value, in each component, of an H+ function 
W(p), as u + 0, or 
(ii) for some integer k > 0, and all I > k, 
(iii) 
If any of the conditions hold, W(p) is the Laplace transform of w; the d&rib&m 
pv( I/W) is the Hadamard finite part of I/W and the derivative DC is taken in 
the distributional or weak sense, element by element. 
PROOF. In Streater-Wightman [ll] ( ) i is extended to the case where w 
is defined on Rn. The support of w is then the forward light cone P and 
W(p) is holomorphic in the tubular domain r+ + iR”. In this form, the 
necessity and sufficiency of (i) is apparently due to Gtiding (unpublished); 
for tt = 1 the theorem is given in Beltrami-Wohlers [12, 131. 
We simply sketch here an outline of the proof of equivalence of (ii) and 
(iii) with (i). The integer k comes about in the following way. Every tempered 
distribution can be written as the weak kth order derivative of a continuous 
function having polynomial growth (and hence as any Zth order derivative, 
8 3 k). If(i) holds, then w is tempered and one has W, = SW = (iw)cG- , 
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where G, E 9L, @ 5? is the Fourier transform of a unique matrix g whose 
components are continuous functions of polynomial growth having their 
support in the half axis t > 0 (we use here the fact that w E 9: @ Y as 
well). Thus, 
G, = S(gH) = &Gu * (76 + pw &), 
where H is the Heaviside step function. Solving for G, yields (iii) since G, 
is the unique solution to the division WJ(ZL)~ such that the inverse transform 
9-G, E 9+ @ 9. Following now the arguments given in Beltrami- 
Wohlers [13], one establishes (ii) from (iii), (iii) from (ii), and finally, (i) 
from (ii). Complete details can be found elsewhere [14]. 
Note that (ii) and (iii) hold with k = 0 iff W, E 9L8 @ 9. Separating 
out real and imaginary parts then yields the reciprocal Hilbert transform 
pairs 
u=;v*p+-, v= -+J*pol w (3.1) 
for W, = U + iV (well defined since p( l/w) E LQ. In particular, Theorem 
1 extends the classical theorems of Paley-Wiener and Titchmarsch, quoted 
earlier, where W, EL, C gL, . One has, in this case, w~Ls(0, co), W(p) 
belongs to the Hardy class H2 C Hf, W(p) + 9’~ in L, norm, and the Hilbert 
relations (3.1) hold a.e. 
It will be seen later that for dissipative systems K can be either 1 or 2. 
Thus, for example, if W, is the distributional boundary value of a scattering 
matrix (to be defined later), then W, is a matrix whose components are 
measurable functions bounded a.e., and 9-lW, is causal. In this case, 
W,/( 1 + LJ) EL, @ 9 and so W, = (iw)G, for some G, E 9i @ 9’. 
Thus, (ii) and (iii) hold with K = 1. Separating out real and imaginary parts 
in (ii) one then obtains the dispersion relations, valid component by com- 
ponent, given by the symbolic expressions 
(3.2) 
where the derivative is taken in the weak sense and pf is finite part. The 
merit of these relations is that they do not involve subtraction terms at 
infinity. However, if one notes that G, uniquely determines the division of 
236 BELTRAMI 
W, by iw, in each component, as a sum of an L, function (w # 0) and a 
scalar multiple of 8, then one obtains from (iii) that 
Re W, = tp J” zUWr pi + constant 
ImW, = - t pv S FwWr f;i + constant, 
(3.3) 
as is already known classically. 
IV. DISSIPATIVE SYSTEMS AND BOUNDED-REAL MATRICES 
A linear system described by an operator S (see preceding section for 
precise definition) is said to be dissipative or passive if, for all # E Cz @ C” 
and all t, 
Re 
s t ($4 ~9 dt 2 0. (4-l) -co 
Borrowing from the terminology of network theorists, we then say that the 
passive system has an immittance formulation. An interpretation of (4.1) 
is that the net energy absorbed by the system is nonnegative. On the other 
hand if we ask that S be a contraction on Cz @ Cn for all t, i.e., if 
and 
/“, (~4 $1 dt Z s” (St4 WI dts (4.2) --9 
then the linear system is said to have a scattering formulation. Finally, 
should equality hold in (4.2) as t -+ + co the system is called lossless or 
conservative. When a system is dissipative in either formulation, the corre- 
sponding S is said to be a linear immittance operator or a linear scattering 
operator, as the case may be. 
Formally, at least, the two notions of passivity are equivalent since (4.2) 
can be written as Re JLrn (I/ - S#, # + S#) dt > 0 and therefore if #, S# 
is an input-output pair for a scattering system, then 9 + S#, # - S# is an 
input-output pair for an immittance system, and conversely. Actually, the 
following is true. For any immittance operator S and for all # E CF @ C” 
there exists a unique solution u E D(S) to the equation I/ = u + Su. A 
proof of this fact will be given later in Section I? Hence, by letting 
s,* = u - su, 
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one obtains 4 Re JLa (S u, 4 dt = J-k [(VA $) - GWJ, %,41 dt 2 0 so 
that S, is a linear scattering operator [4]. The converse, however, is not true. 
Thus, for example, an ideal transformer does not possess an immittance 
formulation involving an input voltage v and output current i but it does 
possess a scattering formulation in terms of an incident v + i and reflected 
2’ - i [2]. 
Youla, Castriota, and Carlin [2] have established 
LEMMA 3. If S is a linear dissipative operator then it is also causal. 
As we will see below, the fact that S describes a dissipative system implies 
that its Greens kernel is tempered. Combining this fact with Lemmas 2 and 
3, one concludes that the kernel is real and belongs to Y’ n 0: 6 B so 
that Theorem 1 holds for all such systems. 
In this section, we restrict our attention to linear scattering operators. 
To distinguish from the immittance formulation the kernel will be denoted 
by s, rather than w. The substance of the theorems below is, roughly, that 
S is dissipative iff the self adjoint operator I - SS* is nonnegative. 
THEOREM 2. Let S be a linear scattering operator with kernel s. Then 
(i) s E Di, n D> @ 9, s real 
(ii) 18 - s * 2 > 0 (1 the identity matrix) 
(iii) D(S) can be continuously extended to include BL, @ C”. In particular, 
L, @ Cn maps continuously into itself. 
Conversely, suppose s is the kernel of an operator S such that (i), (ii), and 
(iii) hold. Then S is a linear scattering operator. 
PROOF. Let S be a scattering operator and suppose q~ E Cr and b E C”. 
Since (4.2) holds with $ = bv then, letting t + +CO, we have 
s 
a- CO> 6*(s * q)T (s * 9’) b for all b. 
--m 
Letting b = ej we then find that xy=r JZW (sij * v)(Sij * v) < CO and SO 
sij * 9) EL, for all such v. Then, by a theorem by Schwartz (Ref. [9], Tome II, 
p. 57), sij E 5@;, and, together with Lemma 2, this establishes (i). Now, again 
using (4.2), 
j- (bv, bv) - j-= 6*(s * p)T (s * q~) b > 0. 
--(9 -co 
The first integral equals 
(6, GT * b$) = (gT16b, &$) 
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while the second integral can be written as 
(6, P(? * q5 * 3 * $) b) = (6, cv(cp * #) * (&G) b) = @(s * ST) b, 9,j), 
where we have used the identity (u, w) = (6, u t g>. Therefore, since q 
exhausts Cr as p varies, we finally have (6r(lS - s * gT) b, IJJ * I$?) > 0 and 
so (ii) holds. Now 
sw(I8 - s * ;T) b = P(1 - s,su=) b 
defines a positive measure, for each b E C?, by a theorem of Bochner- 
Schwartz (Ref. [9], Tome II, p. 132). However, the components of S, = ss 
are locally L, since sij E YLt (Ref. [9], Tome II, p. 112). Hence, 
P(l - s,s,q b 
is, for each b, a.e. nonnegative and so 1 - S(W) S(u)r is a.e. the matrix of a 
nonnegative definite form or, equivalently, ]I S(w)11 < 1 a.e. Corn is dense in 
.Qi and convolution is continuous on the product zZJJ~ x 2; (Ref. [9], 
Tome II, p. 59). It follows that 5’ can be continuously extended to g;, @ C” 
so that Su = s * u for all u E L@=,@ C”. If we let u EL, @ Cn then 
qs * u) = S(w) 9 u and JZm, I) S(W)~U II < J%, I] SU I] < co. Hence, 
using Parseval’s relation, 
I 2 
s * u, s * u) dt < 
s 
m (u, u) dt (4.3) -co 
which establishes (iii). 
Conversely, for any p E Ct @ C”, let p)7 be equal to p for t < T and zero 
otherwise. Then pI EL, @ C” and 
from (4.3). Th e mapping S : u + s x u certainly defines a linear-causal 
system and so s x p? = 0 for t > T. Therefore, 
for all F E C‘r @ Cn and all 7 and so S is a linear scattering operator. 
As we just saw, condition (ii) of Theorem 2 is reflected in the fact that SS 
is a matrix of measurable functions for which I( S(w) 1) < 1 a.e. Since 
S(W)/( 1 + ZLJ) is an L, matrix, it is a simple argument to show that s = S-S, 
is the weak derivative of a matrix of L, functions and so s E gi$ I? g+ @ 2. 
But this is equivalent to the fact that S(W) satisfies the dispersion relations 
(ii) and (iii) of Theorem 1 for 8 > 1. Finally, knowledge that s is real is the 
same as asserting that S(w) = S(--w) a.e. Thus, we have established. 
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THEOREM 3. In order that a matrix of measurable functions S(w) be the 
frequency response of a linear dissipative system (scattering formulation) it 
is necessary and su$cient that 
(i) s(w) = S(--w) a.e.; 
(ii) 1 - S(w)S(w)r is nonnegative defkite a.e.; 
(iii) The dispersion relations of Theorem 1 hold with 8 > 1. 
At this point, we can prove 
THEOREM 4. A matrix of measurable functions S(w) is the frequeruy 
response of a linear dissipative system (scattering formulation) iff it is the 
boundary value a.e. as well as in the S’ topology, element by element, of a 
matrix S(p) which satis$es, for Rep > 0, 
(i) S(p) is holomorphic; 
(ii) 1 - S(p) S(p)= is nonnegative de$nite; 
(iii) s(p) = S(j). 
A matrix having these properties is called bounded-real. 
PROOF. If S(W) is the boundary value of a bounded-real matrix S(p), 
then, from (ii), jj S(p) ]I < 1 for Re p > 0 and so the components satisfy 
/ &(p)] < 1. Using a theorem of Fatou [15], Sij(w) exists a.e. and, since 
6=( 1 - S(p) So) b > 0 then, as u - 0, we see that I] S(w)]] < 1 a.e. 
Noting that S(p) E H+ shows s-lS(w) is tempered and causal, by Theorem 1, 
and, as we now know, this tells us that dispersion relations are satisfied 
for / > 1. Moreover, (iii) implies S(w) = S( -w) a.e. Hence, using Theorem 
3, one half of Theorem 4 is proven. To establish the converse, we reason as 
follows: by the argument used in proving Theorem 3, s = 9-%(w) is the 
weak derivative of a matrix so each of whose elements belong to L,(O, co) 
and whose Fourier transforms are given by &(w)/( 1 + iw). The Poisson 
representation and the one-sided L, Paley-Wiener theorem then shows that 
So(p), the matrix Laplace transform of so, is holomorphic and bounded, 
element by element, for Re p > 0. We complete the proof by first showing 
that $&O(p) is also bounded in each component. In fact, let 
%, P> = e-YP”pSo(p), O<cl<l. 
Moreover, let r, 0 define p, I 0 1 < (v/2). Then G(y, p) is holomorphic in 
Rep > 0 and, for every fixed y > 0, jl G(y, p) 11 < e-w CO* ae r I( SO(p) I] 
and so is uniformly bounded in Rep > 0. Now, as u + 0, G(r, p) - G(r, w) 
409119/2-3 
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a.e. and G(r, w) is uniformly bounded in y as well, component by component. 
Thus, I/ G(y, p) 11 < M for Rep > 0 and y > 0. Finally, 
II PS~(PII d eyF ‘OS aB II W, PI 
so that if we let y + 0 for fixed Y, t? we then conclude that 
S(P) = (1 + PI SO(P) 
is bounded in the right half plane, term by term. Moreover, S(p) + S(w) 
a.e. as a + 0 (the theorem of Fatou) as well as in the S’ topology (Theorem 1). 
Hence,, !I S(p) II < II S(w) II G 1 a.e. and so S(p) is bounded-real [condition 
(iii) follows from the fact that s is real). 
Let us agree to call the Laplace transform of the kernel s of a linear 
scattering operator a scattering matrix. Then Theorem 4 tells us that S(p) 
is a scattering matrix iff it is bounded-real. 
In the special case in which the linear system is lossless, one has 
THEOREM 5. In order that a matrix S(p) be the scattering matrix of a 
lossless ystem it is necessary and su@ient that its boundary value S(w) sati$y 
1 = S(w) S(W)= a.e. 
OT that S(W) be a.e. unitary. 
(4.4) 
PROOF. If # E Cr @ C”, then, from J?a F3’( 1 - S(w) S(w)=) F# = 0 
one obtains, using Parseval’s relation, that j?m (#, 4) dt = j?fo (A’#, S$) dt. 
This establishes sufficiency. As to necessity, one shows, as in Theorem 2, that 
@*(IS - s * 3’) b, q~ * 4) = 0 and from this relation it follows that 
18 = s * IT (Ref. [14], p. 94). Taking Fourier transforms completes the 
argument. 
V. BOUNDARY VALUES OF POSITIVE-REAL MATRICES 
Let w be the real kernel of a linear immittance operator S. We first wish 
to show that w is tempered. To do this, we take condition (4.1) at infinity 
with 4 = lyp(b E Cn, q~ E Cz) to obtain 
jrn (JTwTb * q) p + jm (6=wb * 9’) q = (6, (h=wTb) * q t 9) 
4 --m 
+ (ii, (6%b) * 4 x q) 
= (6, 6=(wT + i6) b * (p’ * 9)) 
= (6*(w $- CC=) b, p * q) 2 0. 
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Since t# exhausts Cr as 9 varies, we finally obtain w + GT > 0. A theorem 
of Schwartz then shows that w + GT is a bounded matrix distribution [lo]. 
Hence, since w and 8 have disjoint supports, w E aLm n 9 @ 9 and w 
is tempered. Let the Laplace transform of the kernel w be called an immittance 
matrix. Then Zemanian [3] proved 
THEOREM 6. In order that a matrix W(p) be an immittance matrix it is 
necessary and sujicient that, for Re p > 0, 
(i) W(p) be holomoqhic, 
(ii) W(p) + We be nonnegutiwe definite, 
(iii) w(p) = W(p). 
A matrix having these properties is called positive-real. 
Note that the symmetry requirement (iii) is equivalent to the assertion 
that w be real. Short of this condition a positive-real matrix is, at least for 
n = 1, a mapping of the half plane into itself while a bounded-real matrix 
is, again for n = 1, a mapping of the half plane into the unit disk. It is not 
surprising therefore that (W(p) + I)-r(W(p) - 1) = S(p) is a bounded-real 
matrix whenever W is positive-real. In fact, (W(p) + 1)-l certainly exists 
for Rep > 0, otherwise for each such p we can find a nonzero b E C* such 
that (W(p) + 1)b = 0 or lb = -W(p)b. But then 
Re bW(p)b = -hTb < 0 
which contradicts (ii). Thus, by virtue of Theorems 4 and 6, we see that if 
a system has an immittance formulation, then it also has a scattering for- 
mulation. Another way of seeing this was sketched above in Section IV. To 
complete the argument given there, we let G(p) = (W(p) + 1)-l. Then 
G(W - 1) = S while at the same time G(W + 1) = 1. Hence, 
2G(p) = 1 - S(p). 
But now (b, S(p)b) f hTb for any b E C” since 11 S(p) 11 < 1 for all Rep > 0. 
Hence, Re hT(l - S(p))b > 0 and G(p) is positive-real. Thus, it is the 
Laplace transform of some tempered causal g and so if S is the immittance 
operator with kernel w and matrix W(p) then, for any $ E C‘z @ Cn, we 
see that g * 9 exists and belongs to P n 9’+ @ C” C D(S). Now the Laplace 
transform of g - w * g is G(p)[l -W(p)] = 1. Hence, 
and so the equation # = u + Su = u + w * u has the unique solution 
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u = g * #, as we wished to show. The converse again is not true unless 
1 - S(p) is invertible for every Rep > 0 in which case, however, 
(1 + S(PMl - s(P))-’ 
is positive-real. We now state 
LEMMA 4. [16] A necessary and u@cient condition in order that W(P) 
be positive-real is that it have the representation 
where Q is real skew-symmetvic, A is real symmetric nonnegative &$nite, and 
M(T) is a matrix each of whose elements are bounded Bore1 measures uch that, 
for each T, M(T) is hermetian and M(T) = -M(--7); M(7) is bounded as 
T + co and M(7,) - M(rs) is nonmgative dejnite for 71 > r2 . 
For n = 1, the representation (5.1) is a half plane version of a theorem 
of Herglotz, apparently first established by Cauer [17]. Using Lemma 4, 
we now show that a positive-real matrix has S’ boundary values. To do this, 
let (1 2 Pir)/(P - iT) b e written as -iT $ (1 + T2)/(p - iT) in (5.1). Then, 
for any q~ E S, we invoke Fubini’s theorem to obtain 
element by element. Careful estimates will then show that 
is bounded in Rep > 0 and since M(w) is a matrix of bounded measures 
we can apply the bounded convergence theorem, component by component, 
to conclude that 
5% j- (1 + T”) dM(T) / s 
=I(1 +T2)dM(r+&)+$‘Vj- ylF/. 
Thus, W(p) has an S’ limit W, . Now Q + QT = 0 and, as u + 0, p + j + 0. 
Moreover -iT fdlM(7)T = iT sdM(T) so that if we form We and take its 
S’ limit W,T, then, as u + 0, one obtains in a component by component 
manner that 
<W(P) + w(P)T, 9J(fJJ)> + 27.r f m (1 + T”) (F’(T) m(T), (5.2) -co 
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and so the S’ boundary value W, + WUT is given by the tempered matrix 
valued measure defined by Y(w) = 27r c (1 + 7”) EM. Note that since 
2 Re 6%‘(p) b = hT(W(p) + We) b > 0, 
the matrix Y is nonnegative definite. But then, by the theorem of Bochner- 
Schwartz, 
5F--llP(Ww + WwT) b = 6T(w + iv) b > 0 
which, as we already know, reflects the passivity of the system. Then, since 
w E g;, @ 2, we can continuously extend the domain of the passive 
operator S to include %$, 1 and hence L, . We summarize by giving 
THEoR?mI 7. Zf w is the kernel of an immittance operator S, then 
(i) w E C%im n 9: @ 2, w real; 
(ii) w + ET is Bochner positive; 
A complete set of necessary and sufficient conditions in order that w be 
the kernel of a linear immittance system were given by Konig and Zemanian 
[18]. These conditions are: (i) w + tiT > 0, and (ii) w = AD6 + Dw,, , 
where ws is a matrix of real continuous tempered functions with support 
in the positive half axis and A is nonnegative definite. By using their result, 
it is easy to show that dispersion relations (ii) and (iii) of Theorem 1 hold 
on W, for all G > 2 since w can be written as the second order weak derivative 
of a matrix of tempered locally L, functions. Also, a complete set of necessary 
and sufficient conditions on W, in order that it be the boundary value in the 
S’ topology of a positive-real matrix or, equivalently, that W, be the frequency 
response of a linear immittance system were given, in the matrix case, by 
Wohlers [19]. The substance of the above results is that the operator S is an 
immittance if and only if S + S* is nonnegative with domain D(S) or, 
in terms of the kernel w, if and only if the Laplace transform W(p) of w is 
positive-real. 
VI. PASSIVE HILBERT SYSTEMS 
At this point we introduce the notion of dissipative operator on a Hilbert 
space and show how it relates to passive systems. 
A closed linear and generally unbounded and nonself adjoint operator 
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A with dense domain on a Hilbert space H, defines what will be called a 
Hilbert system if there exists Hilbert space valued L, functions u, f such that 
L?u = II - Au = J The Hilbert system is passive in the usual sense if 
Re 
I 
t (924, u) dt > 0, 
--m 
where (,) denotes inner product in H,. Following Phillips and others (cf. 
references in [20]) we say that A is dissipative if Re(Au, U) < 0 for all u 
in its domain and that A is maximal dissipative if it is not the proper restric- 
tion of any other dissipative operator. Now, Dolph showed that if A is 
maximal dissipative then the Hilbert system is passive. More recently we 
proved the following: 
THEOREM. [21] If th e evolution of the Hilbert system is determined by 
a continuous emi-group S(t), t > 0, and ;f A generates S(t), then A is maximal 
dissipative and hence. the system passive ;f and only if the resolvent of A is 
positive-real. To say that the resolvent R, is positive-real means that (R,u, u) 
is positive-real in complex X for each u E H, . 
Our proof of the result just quoted is based on some earlier work of Dolph 
[20] on the spectral representation of positive-real resolvents. What Dolph 
showed is that if A is a closed linear operator with dense domain in H, 
then a necessary and sufficient condition in order that A be maximal dissipat- 
ive (or, equivalently, that A generate a contraction semi-group) is that its 
resolvent R, be positive-real and have the spectral representation 
R,(A) = /-z& , 
where #r is a one parameter family of bounded self-adjoint operators on 
H, which satisfy #r > +[, for 5 > t1 and such that & = I, #---m = 0, and 
$I~+,, = I+!I~ (generalized resolution of the identity). 
The interest in the Theorem of Ref. [21] quoted above is that in the case 
of scalar nonlumped input-output systems described by an operator W one 
has, as we saw earlier, that under suitable conditions on W and its domain 
the system is passive if and only if the immittance is positive-real. This 
basic result of Zemanian had not yet been extended to Hilbert space valued 
input-output systems and so, at least in the case of lumped systems, one now 
already has a partial extension. 
To see to what extent these results relate to the theorems established in 
Section V let H, = Cn and consider 9u = li - Au = p?, where A is a 
dissipative matrix on Cn and p E Cr @ Cn. The operator 9-l = 5’ describes 
an immittance system with kernel w = eAt, for t > 0, and zero elsewhere 
and the resolvent (h1 - A)-’ is the immittance matrix corresponding to S. 
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The spectral representation (6.1) is then the extended Cauer result of (5.1) 
and the generalized resolution of identity I,!I~ is given by the matrix valued 
measure G(W) = 27r f-“m (1 + 9) EM; note that for the special system 
being considered here 4(w) is bounded in w and (5.1) reduces to the 
simpler form (6.1) (see Ref. [21] for details). 
VII. SUMMARY 
Let the operator S describe a linear causal system. Then, roughly, the 
system is dissipative if it satisfies the scattering condition I - SS* > 0 
[relation (4.2)] or the immittance condition S + S* > 0 [relation (4.1)]. 
In either case, the resulting kernel is a real, tempered, and causal matrix 
distribution. More specifically, s belongs to 93;, n 9; @J 9’ in one case and 
WETi@;, n 9+; @ 9 in the other. The passivity of the system is reflected 
in the respective positivity statements that 16 -- s * ir (the kernel of I - SS*) 
or w + 3 (the kernel of S + S*) are positive in the sense of Bochner. The 
Laplace transform of the kernel exists and dissipativity shows that either the 
scattering matrix S(p) is bounded-real or that the immittance matrix W(p) 
is positive-real. Conversely, every bounded-real or positive-real matrix 
is the scatterings or immittance matrix of a dissipative system. In the frequency 
domain, these conditions translate into the assertion that either 
1 - S(w) S(w)r is a.e. nonnegative definite (equivalently, (1 S(w)\\ ,< 1 a.e.), 
or that IVU + W,* defines a positive matrix valued measure. In the lossless 
case, we must have S(w) be a.e. unitary. 
We saw that S(p), W(p) E H’ 7 and have S’ boundary values, component 
by component. The real and imaginary parts of these boundary values 
satisfy precise dispersion relations. 
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