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Abstract: In this paper, a state-of the art numerical weather prediction (NWP) model is used to 
simulate the near-field plume of a Plinian-type volcanic eruption. The NWP model is run at very 
high resolution (of the order of 100 m) and includes a representation of physical processes, including 
turbulence and buoyancy, that are essential components of eruption column dynamics. Results are 
shown that illustrate buoyant gas plume dynamics in an atmosphere at rest and in an atmosphere 
with background wind, and we show that these results agree well with those from theoretical 
models in the quiescent atmosphere. For wind-blown plumes, we show that features observed in 
experimental and natural settings are reproduced in our model. However, when comparing with 
predictions from an integral model using existing entrainment closures there are marked 
differences. We speculate that these are signatures of a difference in turbulent mixing for uniform 
and shear flow profiles in a stratified atmosphere. A more complex implementation is given to show 
that the model may also be used to examine the dispersion of heavy volcanic gases such as sulphur 
dioxide. Starting from the standard version of the weather research and forecasting (WRF) model, 
we show that minimal modifications are needed in order to model volcanic plumes. This suggests 
that the modified NWP model can be used in the forecasting of plume evolution during future 
volcanic events, in addition to providing a virtual laboratory for the testing of hypotheses regarding 
plume behaviour. 
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1. Introduction 
Forecasting the dispersion of volcanic ash and gases produced during volcanic eruptions is 
crucial for the management of hazards during volcanic eruptions. Numerous atmospheric dispersion 
models (e.g., NAME [1], FALL3D [2], Ash3d [3]) are in use (in both research and operational 
capacities) that forecast the far-field transport of volcanic ash in the atmosphere. However, accurate 
forecasts rely on the imposition of boundary conditions that model the transport of volcanic eruption 
products from the volcanic vent into the atmosphere in the eruption column. The eruption column is 
a multiphase, turbulent buoyant jet with complicated dynamics that are not included in far-field 
dispersion models. Therefore, far-field dispersion models require a representation of the eruption 
column as a boundary condition. Of particular importance is the rate at which ash and gases are 
erupted from the volcano (referred to as the source mass flux or the mass eruption rate) and the height 
at which this material is injected into the atmosphere. Together, these two values are often referred 
to as the ‘source term’, and they are related by the dynamics of the eruption column proximal to the 
vent. 
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Sophisticated models of eruption column dynamics have been developed, using advanced 
computational fluid dynamics (CFD) methodologies [4–7] that simulate turbulent, multiphase flows. 
A variety of physical processes have been included in these models, including particle fallout, particle 
aggregation, phase change of entrained water vapour, and cloud microphysics [8]. Such CFD models 
allow the effects of these interacting processes to be assessed, but are computationally demanding, 
limiting their use in operational settings. Furthermore, the meteorological controls on plume 
dynamics are not fully integrated. 
The complicated dynamics of the eruption column has led to simplified descriptions to estimate 
the source term. For example, dispersion models such as the UK Met Office NAME model [1] often 
use calibrated algebraic relationships between the source mass flux and the plume height [9,10] to 
estimate the source term for explosive eruptions that produce buoyant eruption columns. These 
relationships are based upon a data set of historical eruptions, and relate the mass flux to the observed 
plume height, and thus allow a mass flux to be inferred from an observation of plume height (the 
latter being routine to estimate in situ, the former extremely difficult). We subsequently refer to these 
relationships as the Sparks-Mastin curves, sometimes known as the empirical Mastin relationship. 
Importantly, the Sparks-Mastin curves do not discriminate between regimes of differing background 
wind speed or atmospheric stratification (or rather, they contain this information only implicitly, and 
variations are aggregated into the calibrated curve fit). Recent work [11–13] has sought to enhance 
the functionality of these empirical relationships by modelling the effect of wind on the eruption 
column dynamics, based on a re-analysis of historical data with appropriate background wind speed 
determined from meteorological reanalyses) and theoretical models of wind-blown buoyant plumes [14]. 
This type of approach cannot, by their very nature, allow sophisticated representations of 
atmospheric processes and features such as three-dimensional turbulence, microphysics, radiation 
and temperature inversions (and the interactions between these), but must include their effects via 
simplified parametrisations or calibration using field observations. 
An alternative approach has been to develop simplified mathematical descriptions of turbulent 
plumes [15] and volcanic eruption columns [9,16,17]. These models (often referred to as plume-rise 
models) average over the turbulent time scale and integrate over a cross section of the plume (and 
are therefore known as ‘integral’ models), resulting in a system of ordinary differential equations (in 
the steady case) that can be solved efficiently using standard computational methods. The influence 
of atmospheric conditions (including non-uniform stratification and wind) on the plume dynamics 
has been incorporated into these integral model, allowing their effects to be explored (e.g., [9,12,16]), 
and their rapid implementation allows inverse calculations to be performed to estimate the source 
conditions from plume height observations [12,18]. However, in deriving the simplified description, 
a parameterization of some physical processes, notably turbulent mixing, is required and the model 
predictions are strongly dependent on the calibration of these parameterisations [18]. Furthermore, 
the coupling of the plume dynamics to the local atmospheric structure is not fully modelled; there is 
only a one-way coupling, with atmospheric structure influencing plume dynamics, but no feedback 
from the plume dynamics onto the local atmosphere. 
Numerical weather prediction (NWP) models may present an approach to overcome the 
limitations of CFD and integral plume models and semi-empirical relationships, allowing plume 
dynamics, ash dispersion and meteorology to be simulated within a single numerical package. The 
use of NWP models in volcanic ash dispersal modelling is usually implemented at large spatial scales, 
commonly by driving an advection-diffusion model with meteorological fields, typically by 
artificially introducing volcanic ash particles [19,20], allowing an examination of, e.g., orographic 
flow effects [21,22]. In this study, we use an NWP model at very high resolution to simulate the near-
field plume behaviour, and the plume is simulated in the body of the NWP code. 
The near-field of a volcanic plume is of significance since this is the region where pollutant is 
particularly susceptible to atmospheric turbulence, thermal stratification, etc. which influence the 
height and layering of the plume (with significant consequences for the long range dispersion), and 
the plume dynamics can feedback onto the atmospheric structure. The use of an NWP model allows 
complex meteorological and dynamical processes to be included in the development of the modelling 
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framework. This paper is concerned with near-field plume dynamics, but the use of an NWP model 
additionally allows the dispersal of pollutant over extended temporal and spatial scales to be 
investigated, with the potential of incorporation into routine operational meteorological forecasts. 
Furthermore, NWP models are subject to continuous revision and improvement to their 
parametrisations and representations of physical effects, and so should represent the state-of-the-art 
in both numerical methods and physical understanding of atmospheric processes. Thus, the ability 
to incorporate a near-field plume package into an NWP model would be of great benefit. In this paper 
the ability of an NWP model to simulate the behaviour of a buoyant gas plume is demonstrated. 
Further work and subsequent studies will allow a more elaborate implementation, incorporating 
aspects of physical ash dispersal. This paper is designed as a proof-of-concept study. However, a 
relatively simple additional change allows the model to simulate the release of a dense gas. 
The purpose of this paper is to describe the NWP plume model setup and to present a number 
of examples of its application aimed principally at demonstrating the utility, accuracy and scope of 
this novel approach to volcanic plume modelling. In Section 2, the NWP model to be used is 
introduced. Section 3 discusses some results from the model, with further, more complex examples 
of its use given in Section 4. The work is summarised in Section 5. 
2. Numerical Experiments 
2.1. The Use of the Weather Research and Forecasting Model 
A number of numerical models, of varying degrees of complexity and sophistication, have been 
used in the past to study and simulate volcanic plumes [4,7,8,23–25]. Such models typically have a 
sophisticated representation of the source term but do not have the full suite of physical 
parametrisations that a numerical weather prediction model (NWP) has. Some models have an online 
chemical transport component (e.g., [19,26]) but such models are often very expensive to run (and are 
run usually at low resolutions, i.e., large grid sizes). For example, the Weather Research and 
Forecasting Chemistry model WRF-CHEM [27] model has been used to treat the dispersal of ash [28]. 
WRF-CHEM is very computationally expensive to use at the high resolutions used in this paper 
(typically, WRF-CHEM requires between a factor of 2 and 100 greater time to compute than the 
corresponding WRF run [29]), and would normally be used to study the long-range/low-resolution 
transport of volcanic material. WRF-CHEM does include a volcano model, however the source-term 
is represented using the Sparks-Mastin curves. Since we wish to determine an alternative to the use 
of such curves, the use of WRF-CHEM was avoided. 
Instead, we have taken a widely available NWP model (the Weather Research and Forecasting 
model [30]; WRF) and introduced relatively small changes to the code, that allow the base model to 
be used in dispersion studies. The WRF model has been used widely in meteorological modelling, 
both operationally and as a method of analysing individual test cases. Free to use, it has over 48,000 
registered users in 160 countries [31]. It has been used operationally by Meteorological Agencies in 
over 50 countries, covering North and South America, Europe, Scandinavia, Africa, the Middle East, 
and Asia, including Russia and China [32]. 
WRF is a state-of-the-art numerical weather prediction program, developed at the National Center 
for Atmospheric Research (NCAR) and other US agencies and institutes, and it is relatively easy to learn 
to use and to implement. WRF is non-hydrostatic, compressible, and fully three-dimensional. It has a 
full range of physical parametrisations, including representations of the boundary-layer, clouds, 
microphysics, radiation and turbulence. In addition, a land-surface model that includes vegetative 
and evapotranspiration effects is included. The model is capable of being operated in a mode akin to 
large-eddy-simulations, with the boundary layer parametrisation switched off; the largest eddies are 
thus those explicitly represented in the model, with turbulence on the sub-grid scale being 
parametrised. See Appendix A for a summary of the governing equations used in WRF (including a 
summary of the turbulence closure scheme) and see Appendix B for the model-specific choices made 
in this study. 
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WRF incorporates the very latest developments in its physical parametrisations and numerical 
methods and has a major new release typically every six months. The model can be implemented at 
a variety of spatial scales, from hundreds of metres to tens of kilometres [33]. The computational 
implementation is fully parallel and so the scale of run is limited only by the computational resources 
available. In the following, the version of WRF used is WRF 3.5.1, but it should be emphasised that 
the methodology is not particular to this version, and applies to all successive and future versions of 
the model (provided the backward-compatibility of WRF updates is maintained). 
The advantages of using WRF as a “host” for a plume and dispersion model are that the 
atmospheric fluid dynamics solver routines are well tested, there is a worldwide user community 
(including operational use) together with the support network that such widespread use encourages, 
and active development and testing (through peer review). The range of grid resolutions (from tens 
of metres to tens of kilometres) that WRF can be initiated on makes it ideal as a testbed for dispersion 
studies. The model can be run on relatively low numbers of processors; the results in this paper were 
obtained on an inexpensive multi-processor machine. The results presented here took of the order of 
several hours using 24 processors. However, the ability to use hundreds of processors means that the 
same results can be obtained very quickly if desired, making this approach viable for disaster 
mitigation and operational use. The model can also be run in a nested mode, whereby domains are 
nested within “parent” domains of lower resolution, providing locally high spatial resolution in 
regions where small scales are strongly influencing the dynamics without committing computational 
resources where they are not required. Thus, there is considerable benefit in using such a model to 
simulate the behaviour of volcanic plumes. 
The framework implemented here represents a buoyant plume model, and does not include 
particulates explicitly. A version of the model (simulating dense gas, see Section 4) has demonstrated 
that the model can capture the observed dispersion associated with regions of complex topography: 
such complex flows are not captured by models that do not include topography, or that only include 
it at coarse resolutions. Additionally, the authors plan (in future work) to add momentum equations 
for the ash phase itself to the WRF equation set, and thus turn WRF into a full multiphase model. 
2.2. Initialisation Method 
WRF is capable of being initialised from host-model analyses, e.g., the National Centre for 
Environmental Prediction’s Global Forecast System [34] model data. These data then forms the 
boundary conditions for the model, the boundaries being updated at every model time-step (based 
upon an interpolation of the T-hourly analysis/forecast data). Alternatively, it can (when run in 
‘idealised’ mode) be initialised via a single vertical profile of wind, temperature and moisture, 
corresponding to a case of interest. In this case, the boundary conditions can be open, periodic, or 
symmetric, while open boundaries are implemented in the following cases. 
At the upper boundary, a sponge layer is used to gradually diminish signals/waves that are 
propagating out of the computational domain while minimizing spurious reflections. While these 
boundary conditions are designed to allow information to propagate out of the computational 
domain, it is possible that numerical artefacts due to imprecise boundary conditions can affect the 
calculated solution. Therefore, in the tests that follow, the positions of the lateral and upper 
boundaries are chosen so that any boundary-condition artefacts are far from the source region. The 
lower boundary models the topography of the ground. In Sections 3, the surface is taken to be flat, 
while in Section 4 we introduce topography to illustrate the ability to model orographic flows. 
To model the volcanic source, a large thermal perturbation is imposed at the surface, at the 
location of the vent. A thermal perturbation has previously been used in WRF to model convection 
and precipitation over a volcanic landscape during dome-building (where a hot lava dome is 
extruded on the volcano) [35], however, for explosive eruptions, the thermal perturbation is 
substantially larger. The vent is taken to be circular with a radius of 200 m (the model regular grid 
spacing means the vent is never exactly circular, however) at ground level and horizontally centred 
in the domain. A passive tracer is released at a constant rate and is co-located with the thermal 
perturbation. The actual thermal perturbation determines the plume rise height in this case (as will 
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be discussed later). These thermal perturbations produce large upwardly directed vertical velocities, 
on the order of 50 ms−1. These locally large flow speeds result in small time steps since WRF is an 
Eulerian model and thus the time-step is severely restricted by the Courant–Friedrichs–Lewy (CFL) 
condition (see, e.g., [36]). 
In the following results, the maximum acceptable time step was found to be 0.25 s. Note that 
acoustic modes are dealt with separately by the model dynamics and have an associated time step of, 
typically, 0.025 s. In this framework the severe updraughts representing the volcanic eruption are 
notionally equivalent to those of a very severe thunderstorm (albeit one which has a continuous 
forcing mechanism). It is possible (and quite straight-forward) to implement an additional “jet” of 
fluid from the source to model the momentum-driven ejection of material at the volcanic vent. 
However, here we do not model the near-vent jet, i.e., all updraughts arise from buoyancy. 
The model domain is configured to be 30 × 30 km in the horizontal, with a resolution of 100 m. 
The vertical resolution is variable: there are 141 vertical levels (seven levels in the lowest 1000 m) with 
the model top at 30 hPa. This configuration prevents the gravity waves generated in the model and 
their subsequent reflections at model boundaries from interfering with the region of interest. The 
surface thermal perturbation is here taken to be constant in time, although it is trivial to introduce 
time variation in the source to model unsteady eruptions. The model results presented in Section 3 
are effectively one-way coupled: atmospheric motion affects the tracer, but not vice-versa. In a real 
eruption this is not strictly the case, and the ash particles can themselves generate turbulence and 
affect the motion of surrounding air (see, e.g., [37]). To include two-way coupling with ash—in other 
words, to allow the model to be run in full multiphase mode—is an ongoing subject of study. 
However, a two-way coupling is possible if the ejected matter is considered as a dense gas (such as 
sulphur dioxide), and in Section 4 results illustrating the dynamics in this regime are presented 
In this study, the microphysics, radiation and land-surface schemes are switched off, to enable 
comparison with theoretical models that do not include the effects of these physical processes. Such 
physical schemes can be run concurrently with the plume simulations, but our aim is to compare the 
results with standard theoretical approaches, and no such simple theoretical approaches currently 
exist to deal with the effect of (for example) short-wave radiation upon plume height. The present 
paper is not intended to be an exhaustive treatment of, nor a study of the sensitivities to, these 
physical processes, but is rather intended to demonstrate the feasibility of conducting such tests in 
the future. As such the modelling work presented here represents a framework upon which further 
studies can be incorporated. 
All simulations are conducted in large-eddy simulation mode, where the boundary-layer 
parametrisation is switched off and the larger eddies (of the order of 100 m) are explicitly resolved. 
Smaller eddies are resolved via a turbulence-kinetic-energy (TKE)-based sub-grid turbulence scheme, 
acting on full (not perturbation) fields; second-order horizontal diffusion acts on model surfaces. A 
brief description of the turbulence scheme is given in Appendix A. For a full description of the WRF 
TKE scheme, see [30]. No initial (or background, or ambient) turbulence is included in the model, for 
the reason of simplicity. Subsequent studies could examine the role of background turbulence or 
turbulence near the source. This could then allow further study of the role of entrainment (as in [38]), 
but this is beyond the scope and purpose of this paper. 
We emphasise that no additional equations of motion were added to the model. The governing 
model equations are the flux-form Euler equations (conservative for scalar variables), treated via a 
terrain-following hydrostatic-pressure vertical coordinate. The grid is of Arakawa-C type [39], with 
integration performed by a time-split Runge-Kutta scheme. Prognostic variables consist of the three 
velocity components and perturbations of potential temperature, geopotential, and surface pressure 
(in addition to a range of physical properties, such as mixing ratios, if these are required). The 
turbulence is represented by a second-order horizontal diffusion scheme, with no boundary-layer 
parametrisation. Here, the horizontal diffusion acts on the horizontal gradients, with a vertical 
correction term. The vertical diffusion acts on the full (rather than perturbation) fields (the 
recommended approach in WRF). In the implementation below, the heat flux (corresponding to that 
of the vent) is supplied by the user, with drag terms coming from the model physics. The surface 
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layer is aligned with Monin–Obukhov similarity theory. For a full description of the WRF model 
equation set, see [30], and for further information on the physical schemes available to the user, see 
the ARW User Guide [40]. 
Unless otherwise stated, the thermal stratification is taken to be that of the dry standard U.S. 
atmosphere [41] at rest. The method is applicable to other stratifications, of course. In Section 4 the 
effect of altering the background winds is investigated. In the majority of idealised test cases 
presented here, the surface is taken to be flat; the exception being a demonstration of the method to 
simulate the spread of dense gas that is erupted from a fissure in Iceland, presented in Section 4, 
where the surface characteristics (topography, roughness length, etc.) are explicitly included in the 
model. 
3. Results 
Here we present the results of WRF simulations of buoyant volcanic plumes rising through 
quiescent and windy environments. We analyse these results by considering both bulk properties 
(such as plume rise height scaling) and intrinsic variables. 
3.1. Plume Characteristics in a Quiescent Atmosphere 
A relationship of fundamental importance is that of the rise height of the plume as a function of 
the source strength. In our application of WRF, the source strength is characterized by the heat flux 
at the vent, although it would be possible to introduce a jet source and a mass flux to better represent 
a volcanic eruption. Dimensional considerations ([15,42]) show that the rise height H of the plume 
depends upon the heat flux Q density at the vent and should scale as 
 ~  
    
      
 
 / 
   /  (1) 
in a quiescent uniformly stably stratified ambient with Brunt–Väisälä frequency (also known as the 
buoyancy frequency) N, where R is the vent radius,    and    are the air density and temperature at 
ground level, respectively,    is the specific heat capacity of dry air and g is the acceleration due to 
gravity. In Figure 1 the height of rise of a simulated plume is plotted as a function of the imposed 
thermal forcing Q at the vent, which can be related to the modelled vent temperature perturbation 
ΔT as shown in Table 1. As can be seen in Figure 1, the modelled results suggest a dependency of the 
form   ~   .  , although there is some scatter in the plot. The exponent (0.29) in the simulations is 
close to that expected from dimensional arguments (equation 1), with a relative error of 16%. 
However, the dimensional analysis does not account for the variation in the Brunt–Väisälä frequency 
with altitude; when using the US standard atmosphere at the tropopause (11 km altitude) and 
stratosphere (20 km altitude) in addition to continuous variation within the troposphere and 
stratosphere. These changes in stability (as well as other computational effects, e.g., numerical errors 
and finite resolution) will alter the exponent in the scaling relationship from that found from 
dimensional analysis. 
Table 1. Selected Values of Temperature, Surface Heat Flux and Perturbation Temperature for Figure 1. 
Run 
Number 
Vent Heat Flux Density 
Q 
Associated Temperature Difference at Lowest Model 
Level 
1 1.8 × 106 W m−2 200 K  
2 3.2 × 106 W m−2 285 K 
3 4.4 × 106 W m−2 380 K 
4 6.4 × 106 W m−2 505 K 
5 8.8 × 106 W m−2 615 K 
6 1.1 × 107 W m−2 700 K 
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The plume height in Figure 1 is determined either by examining the return of the density profile 
to its background state, or by the examining the location of a suitably judged isosurface of 
concentration. We find no appreciable difference between these two methods. The thermal 
perturbations used here are much lower than those that would be observed at an explosive volcanic 
eruption. However, the model here is required to lift air (rather than an air-particle mixture) and so 
lower values of heat flux are required to reach the typical heights to which volcanic plumes ascend. 
A modification to the model—to include the lifting of dense gas—is possible [43] and is explored 
further below. 
In the results illustrated in Figure 1, the plume is examined at t = 1200 s after the onset of the 
eruption, at which time the plume has reached its final height and is spreading radially (in the 
absence of a background wind). The timescale of rise is 1  ⁄ ~ 90 s in troposphere of the US standard 
atmosphere, and therefore a sustained source will produce a quasi-steady plume over a time period 
of several multiples of 1  ⁄ ; by time t = 1200 s we expect the plume to be well established, which we 
confirm through inspection of the simulation outputs. 
 
Figure 1. Dependence of plume height log H upon associated surface heat flux Q. The line of best fit 
connecting the simulated heights is marked with a dotted line and the inset text shows the gradient 
(m) and correlation coefficient (rc) for this best-fit line. 
A visualisation of a typical plume extent is shown in Figure 2a where the characteristic shape of 
a volcanic plume is seen, with an approximately conical shape at lower elevations that is statistically 
steady on a time scale that is longer than the eddy turnover time. An evolving ‘umbrella cloud’ above 
the plume is overshooting the level of neutral buoyancy before collapsing back and spreading 
approximately radially. The overshoot region reaches approximately 14 km above ground level 
(AGL) and the level of neutral buoyancy is at approximately 10 km AGL (corresponding to a surface 
temperature perturbation of 285 K). The spreading rate of the ejection column in the conical region at 
lower elevations (Figure 2b) agrees with the value of approximately 0.1 that is found from laboratory 
studies [44]. This gradient of ash concentration with height reflects the underlying entrainment of 
unpolluted air and will be considered in more detail below. 
The maximum vertical velocities within the eruption column at low elevations above the vent 
are shown in Figure 3. We note that the velocity increases with distance from the source for a fixed 
source heat flux, as expected for a ‘lazy plume’ [45,46], i.e., where the momentum flux at the source 
is lower than the momentum flux that would be observed for a plume from a point source of 
buoyancy at the point where the plume radius equals the source radius. The present results also agree 
with results from large-eddy simulation (LES) studies of intense fires [47] where the vertical velocity 
increases up to some level of neutral buoyancy and then decreases above this level, Figure 4a. This is 
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also coupled with an increase in turbulence above this level (see Figure 4b, using the root mean square 
velocity as a proxy for turbulence). Indeed, subject to appropriate linear transformations of the axes, 
Figure 4a bears a strong similarity to Figure 3a of [47]. 
 
 
(a) (b) 
Figure 2. Structure of plume at t = 1200 s. (a) An isosurface of constant arbitrary concentration; (b) 
ejection column showing concentration (colour shaded; arbitrary units). In (b) a dashed line 
represents a distance/height gradient of 0.11. 
Figure 3 also shows that vertical velocity,  , increases with heat flux as  ~  / . Batchelor (1954) 
[48] found (from dimensional analysis) that for a maintained convective point source the plume 
vertical velocity scales as  ~  /  where   is the heat flux density rewritten as 
  =  
  
      
 (2) 
and    ,    , and     are the specific heat and background density and temperature, respectively. 
Therefore, as for the plume height, the WRF simulation well captures the anticipated dependence of 
the vertical velocity on the source heat flux. 
 
Figure 3. Maximum vertical velocities within the plume,  , at several heights above ground level for 
increasing surface heat flux,    . The best linear fit (denote by dashed lines, with gradient m and 
correlation coefficient rc) is also shown for each group of simulations. 
Atmosphere 2020, 11, 594 9 of 27 
 
 
(a) (b) 
Figure 4. (a) The mean centre-line vertical velocity WMEAN as a function of height; (b) the profile of 
difference between root-mean square vertical velocity WRMS and WMEAN as a function of height, 
indicating regions of enhanced turbulence. Both plots use time averaging. 
3.2. Entrainment of Unpolluted Air 
As an example of the use of the model to test various modelling hypotheses, the analysis 
presented above can be used to estimate entrainment coefficients within the eruption column. The 
theoretical treatment of entrainment can be found in [44]. In the case of no ambient wind, the 
entrainment hypothesis, commonly invoked in integral plume modelling, is that air is entrained from 
the atmosphere with a velocity U that is proportional to the vertical velocity of the plume, W (where 
W is plume vertical velocity along the vertical axis of a Gaussian plume) so that   =   , where   is 
the entrainment coefficient. In integral models,   is often taken to be constant, and this assumption 
has been shown to provide robust predictions of plume dynamics across a wide range of scales [44] 
from oil fires to volcanic eruptions. However, recent work has shown that the development of the 
turbulent structures of buoyant jets as they evolve away from the vent leads to a non-constant 
entrainment coefficient [49,50]. 
For plumes rising from a point source of buoyancy in an unstratified, ambient fluid, dimensional 
analysis demands that the plume must be conical, i.e.,   =    where r is a characteristic radial length 
scale of the plume, z is the distance from the source and   is a dimensionless constant. The equations 
for the conservation of mass, momentum, and buoyancy, integrated over a cross-section of the plume 
lead to   = 6 /5 so that the entrainment coefficient can be determined from the spreading rate of the 
plume [15,44]. While we model plumes in a stratified atmosphere, measurements of the spreading 
rate can still be used to estimate the local entrainment rate, provided the spreading rate is examined 
on a vertical length scale that is much shorter than the scale height of the atmosphere (so that 
variations in the density of the ambient are negligible). Furthermore, while we adopt an aerial source 
that introduces an additional length scale into the problem, experiments and analysis of integral 
models [45] suggest that the plume rapidly adjusts to the point-source solution. We note, however, 
that the spreading rate is not a suitable approach to quantifying entrainment in the fountaining region 
near to and above the neutral buoyancy level. 
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To determine the width of the modelled plumes, the best Gaussian fit to the vertical velocity at 
a specified height is first determined. That this is feasible is demonstrated in Figure 5 where cross-
sections of the vertical velocity in the plume are shown, and a Gaussian structure is evident at all 
heights. Gaussian profiles of the vertical velocity in plumes are found in laboratory experiments (e.g., 
[51]). From the Gaussian curves fitted to the data, the characteristic radial length scale γ0 is taken to 
be the point where the velocity has fallen to e−1 of its maximum, i.e.,  (  =   ) =   
   (  = 0) (as in 
[44,51]). 
 
Figure 5. Vertical velocity in plume ejection column for vent heat flux density Q = 1.8 × 106 W m−2, 30 min 
after eruption. Individual panels represent various heights above ground (denoted in each panel). 
Figure 6 shows that, despite some scatter (this is a “snapshot” of a simulated turbulent flow), 
the spreading rate   (defined here as the best linear fit between r and z) varies between 0.11 and 0.10 
giving a range for the entrainment coefficient 0.083 ≤   ≤ 0.091, agreeing well with values reported 
by [44] and also those deduced from laboratory studies, e.g., [52]. It is worth noting that the lowest 
value of Q used here lends itself to a more robust linear relationship between r and z, while all higher 
values of Q show evidence of eddies at the plume edge (i.e., more scatter in the plots), thus distorting 
the shape of the ejection column. 
To further examine the entrainment assumption (i.e., that vertical flow upwards implies a mean 
inflow across the plume boundary, the inflow speed being a function of height above the source), we 
analyse the relationship between the velocity of entrained air, measured directly from the numerical 
results, and the core updraught velocity. We therefore consider the parameter U/WMAX where U = U 
(r, z, t) is the velocity of entrained air at a distance r from the plume axis, z is the altitude above the 
vent, t is the time after the onset of the eruption, and WMAX = WMAX(z, t) is the maximum updraught 
at height z in the plume. U/WMAX was calculated for various heights and times with a surface forcing 
of Q = 1.1 × 107 W m−2, as shown in Figure 7. In all plots, there is clearly a structural similarity with 
U/WMAX decreasing away from the plume edge (with distance here normalised by plume half-width 
γ0); variability is of course present, and is associated with the “snapshot” nature of these plots, as 
described above. However, if the mean (across all times and all heights) of U/WMAX is taken the results 
approximate reasonably well the expected Gaussian-type dependence U/WMAX = α [1 − exp(−X2)]/X2 
where X = r/γ0. This is shown in Figure 8 where additional calculations have been performed for Q = 
4.4 × 106 W m−2. There are differences, however: the present values of U/WMAX do not decrease as 
rapidly from the vent when r/γ0 is greater than approximately 1.75. The reasons for this at not entirely 
clear. It may be caused by the increasing dependence on sub-grid processes (as the turbulence 
becomes smaller-scale with distance from the plume centerline), or perhaps it is because a snapshot 
is taken, rather than a time-average. This aspect would require further study. 
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This suggests that there is indeed an underlying functional relationship between U and WMAX—the 
appropriate function being apparently independent of time, height and surface forcing in the cases 
considered (when a steady state has been reached). Importantly, this suggests that the entrainment 
assumption is valid in these cases. Furthermore, the analysis demonstrates that the current model 
implementation is appropriate to study turbulent entrainment in a real atmosphere. 
 
Figure 6. Radial spread against height for (a) 15, (b) 30, (c) 45 and (d) 60 min after eruption. Symbols 
represent vent heat fluxes of Q = 1.8 × 106 W m−2 (circles), Q = 6.4 × 106 W m−2 (diamonds), Q = 8.8 × 
106 W m−2 (squares), Q = 1.1 × 107 W m−2 (stars). The best-line fit (see text for properties) for all the data 
is shown by the solid black line. 
 
Figure 7. Velocity of entrained air U(x, z, t) normalised by maximum plume velocity WMAX(z, t) (where 
z is altitude and t is time) against normalised distance from vent (γ0 (z, t) is Gaussian plume width). 
Plots show results for 15 min (black lines), 30 min (red lines), 45 min (green lines) and 60 min (blue 
lines) after eruption. Surface forcing is Q = 1.1 × 107 W m−2. The altitude at which the analysis is 
performed for is inset in each plot. 
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Figure 8. The mean of all the curves shown in Figure 7 (solid black line). The equivalent mean for a 
surface forcing of Q = 4.4 × 106 W m−2 is also shown (dotted black line). The red, green and black thin 
solid lines represent the expected theoretical variation for three values of entrainment coefficient (see 
text for details). 
3.3. Bent Over Plumes 
The results presented above have adopted an atmosphere that is at rest. This is not the usual 
state of the atmosphere. Recently, there has been a renewed interest in plumes rising in a background 
wind field, following several volcanic eruptions (notably the 2010 eruption of Eyjafjallajökull, 
Iceland) where the plume was significantly influenced by atmospheric winds. Integral models of 
volcanic plumes that included a background wind field (e.g., [11,12,53]) have demonstrated that the 
rise height of plumes in a wind field is diminished in comparison to an equivalent source in a 
quiescent atmosphere. The neglect of the wind can then lead to very significant under-predictions of 
the source mass flux [12]. 
Explosive volcanic eruptions are often characterized as producing “strong plumes” or “weak 
plumes” on the basis of the effect of the background wind on the plume rise (e.g., [9]). Recent 
experimental work [54] has identified an intermediate “distorted plume” regime. The is wind-blown 
plume regimes are quantified using the dimensionless ratio of the wind speed to the plume velocity, 
here denoted by    and given by   =    ⁄ =    /   (   )
 / ⁄  where    =
    
      
 is the buoyancy 
flux from the source [11,12]. For strong plumes, the background wind field has little influence on the 
plume (  ≪ 1), whereas weak plumes are bent-over by the ambient wind. The distorted plume 
region (that separates these regimes) occurs for 0.11 <   < 0.37, approximately, and is characterized 
by a sub-vertical rise to the neutral height with an overshoot regime that is downwind of the vent 
[54]. 
The reduction in the height of rise for plumes rising in a wind field indicates that the ambient 
wind enhances the mixing of atmospheric air into the plume. The density deficit that drives the 
vertical motion is therefore reduced more rapidly for wind-blown plumes. In integral models of 
turbulent buoyant plumes in a cross wind, the enhanced mixing is described by modifying the 
entrainment assumption of Morton et al. (1956). Several modified entrainment closures have been 
suggested, e.g., [14,38,55–57]. However, the calibration of these parameterizations of entrainment and 
turbulent mixing has been limited to settings that are accessible in the laboratory, which may differ 
from conditions found in the natural environment. For example, it is difficult to produce non-uniform 
velocity profiles in a moving density-stratified ambient to represent a windy atmosphere into which 
a volcano erupts, and therefore the wind entrainment parameterizations have commonly been 
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calibrated in experiments adopting a uniform ambient flow. Numerical experiments provide an 
alternative to laboratory experiments. 
In Figure 9, we present result from WRF simulations of plumes rising into a windy atmosphere. 
The wind field is prescribed on the upwind boundary of the domain as a linear shear profile. Figure 
9a–e show that, when the background wind speed shear increases, the plume height is reduced as 
the plume bends over (cf. [12,53]). Figure 9a is reminiscent of distorted plumes observed in laboratory 
experiments in a uniform wind field [54] with the plume rising sub-vertically to the plume top height 
and the collapse to neutral buoyancy forms an intrusion that is swept downwind. On increasing the 
wind shear rate, the overshoot region is diminished, although the plume oscillates around the neutral 
buoyancy level (Figure 9b–e). 
   
(a) (b) (c) 
  
 
(d) (e)  
Figure 9. Dependence of plume height for background wind speeds (constant shear rate) of (a) 1 × 
10−3 s−1, (b) 1.5 × 10−3 s−1, (c) 2 × 10−3 s−1, (d) 3 × 10−3 s−1 and (e) 4 × 10−3 s−1. Results are for t = 1200 s after 
eruption. The non-dimensional values of   (see text) are (a) 0.1, (b) 0.15, (c) 0.2, (d) 0.3 and (e) 0.4. 
In Figure 10, we examine the effect of the wind on the maximum height of the plume 
(subsequently referred to as the plume height). The plume height is normalised by the height in the 
absence of wind (H0), and the wind shear rate is normalised by Brunt–Väisälä frequency, N, to give 
   =  ̇  ⁄  which is the appropriate dimensionless parameter that characterizes the wind effect for a 
shear wind profile [12]. Figure 10 includes several predictions of the normalised plume height 
calculated using an integral plume model that adopts different entrainment closure models that have 
been proposed for wind-blown plumes [14,38,55,56] (see Appendix C). As shown in Figure 10, the 
WRF results fall within the envelope of theoretical results for    < 0.4, approximately. For values of 
   above this, the present results indicate the plume height to be diminished more than is predicted 
by the integral models. Furthermore, the variation of the plume height for weak wind shear (   <
0.15 approximately) is markedly different from those of the integral plume model parameterizations, 
with the exception of the Abraham (1970) closure [55] (but this model does not well represent the 
plume height variation for larger dimensionless shear rates). If one of the theoretical models had to 
be chosen as closest to the present results (based upon root-mean square differences), it would be the 
Devenish et al. [38] three-parameter model. However, these results strongly suggest that none of 
plume entrainment parameterizations capture the entrainment dynamics observed in more complex 
environments. This is deserving of further research and, given the challenges of setting up such flows 
in the laboratory, numerical experiments are likely to be a valuable approach. 
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Figure 10. Normalised plume height as a function of the normalised shear    for WRF results and an 
integral model adopting different entrainment parameterizations (see Appendix C and references 
shown in the legend). Error bars on the WRF results show ±1 standard deviation in the temporally 
varying height. H0 is the height in the absence of wind shear. The atmosphere is stably stratified with 
the Brunt-Väisälä frequency   = 0.01 s  . 
The WRF simulations are also capable of reproducing a further observed feature of wind-blown 
plumes: the bifurcation of the plume downwind of the vent [58]. In addition, for the weakest plumes 
in our simulations the plume bifurcates, and consists of buoyant vortex pairs. The bifurcation has 
been attributed to the development of lateral pressure gradients moving along the margins of the 
plume [9,58], which should be accompanied by a linear increase in vortex separation with distance. 
This type of linear separation can be seen in Figure 11a which shows a plan view of the plume, using 
an iso-surface of concentration used to visualize the plume margin, and it can be seen that the distance 
from plume axis to plume margin is approximately proportional to downwind distance. We note that 
in this simulation there are no “clear” regions between the bifurcating branches of the plume—merely 
substantially lowered concentrations. In Figure 11b, a cross-section through the plume downwind of 
the vent (at the distance noted on Figure 11a) is shown, with contours of the vertical velocity. The 
vortical motions can be inferred from the pattern of vertical velocities in Figure 11b. In addition to 
the central vortex pair, there are further, smaller eddies at the edge of the bifurcated plume. At the 
ground surface, at a cross-plume distance of 0 km, there is upward motion, flanked by downward 
motion at approximately 1.5 km AGL. This suggests a separate vortex pair in addition to the vortex 
pair associated with the stretching and tilting of vorticity near the plume source. Thus, these results 
show that the motion of the air in the vicinity of the plume is extremely complex. 
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Figure 11. (a) Iso-surface of concentration at t = 1200 s for background wind speed of 5 ms−1 looking 
down on the plume. The straight black dotted line shows the near-linear spread of the plume edge, 
the distance L being a near-linear function of downwind distance; the red dotted line corresponds to 
the cross section shown in Figure 11b. (b) A cross-section through the plume, in the plane with normal 
aligned with the wind direction, indicated by the red-dashed line in Figure 11a. The area within an 
iso-surface of concentration, representing the plume edge, is shaded. Contours of the vertical velocity 
(red, negative; green, positive; solid black, zero) are shown. 
4. More Complex Implementations 
4.1. Example: Volcanic Degassing 
Minor amendments to the WRF model used above could give further insight into the physical 
nature of the ash dispersal process. One possibility would be to add a negative velocity to the tracer 
elements, to mimic the effect of sedimentation. Such velocities may be obtained for atmospheric 
aerosols [59] based upon the mean free path, or for settling volcanic tephra [60]. This could be done 
by adding a settling velocity to the background velocity in the tracer-advection section of the code. 
This would require further study to demonstrate the validity and domain of applicability of the 
settling velocity assumptions, and there would be no simple scaling test for such a framework. This 
approach has not been taken further. Instead, a simpler approach to including the effect of negative 
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buoyancy, one which agrees with theory and observations, is to add a dense gas to the model. This 
is achieved using the method of [43] where an extra microphysical mixing ratio (related to the 
concentration of the gas by the molar mixing ratio) is added to the WRF microphysical scheme to 
mimic, via the change in buoyancy, the effect of a dense gas, without interfering with the existing 
microphysics in any way. This method was shown to reproduce theoretical models of gravity current 
flow; for full details see [43]. A summary of the technical aspects is given in Appendix D. It should 
be stressed that, as in previous sections, no additional equations of motion were needed to produce 
this enhancement to the method. 
The work in [43] showed how the modification could be used to simulate the spread of CO2 from 
a limnic eruption at Lake Nyos. Here, we show how the method could be used to simulate SO2 
degassing from the Holuhraun fissure in Iceland, 2014–2015 as an example. The model is initialised 
with meteorological data from the National Centers for Environmental Prediction Global Forecast 
System (NCEP GFS) analyses [34] for 18 Z on the 2 November 2014, at which time the fissure was 
approximately 20 km long and 2 km wide (Figure 12) and was still emitting SO2. The model horizontal 
resolution used is 100 m, with underlying surface characteristics derived from a 30-arc-second 
database. A fissure surface heat flux of Q = 104 W m−2 was imposed along the Holuhraun fissure (see 
Figure 12). This magnitude of heat flux is typical of lava flows [61] and similar values have been used 
in other studies of the effect of lava heat flux on the atmosphere (e.g., [62]). Since the concentrations 
of the gases exsolved from the magma are not known precisely, we perform two simulations, using 
SO2 concentrations of 6 g kg−1 and 200 g kg−1 of gas. These concentrations are likely to be higher than 
those actually produced, but are included in order to stress-test this proof-of-concept approach. It 
should be emphasised that the motion of the volcanic fluid (dense gas plus ambient air) is now 
affecting the motion of the ambient air, as well as being affected by it. This is unlike chemical transport 
models (e.g., the chemistry version of WRF, WRF-CHEM) and thus the simulation is incorporating 
complex feedbacks between the volcanic gas and the ambient air. 
The results of these simulations are illustrated in Figure 13, and show, in both cases, a buoyant 
plume rise during which entrainment of relatively dense atmospheric air reduces the density 
contrast, the cooling of the SO2 results in a mixture that is eventually more dense that the atmosphere, 
and the mixture collapses back to the ground, and spreads as a ground-hugging gravity current. This 
motion is strongly influenced by the wind field across the complex topography. As expected, the 
lighter gas (SO2 concentration of 6 g kg−1) reaches a higher altitude in the atmosphere (Figure 13, right-
hand panels), with the cloud top approximately 8.5 km above ground level, while the denser gas (SO2 
concentration of 200 g kg−1) reaches only approximately 4 km above ground level (Figure 13, left-
hand panels). The horizontal spread of dense gas at the surface and lower levels is consequently 
greater, and the pollutant is seen to collect in the valleys (Figure 13f). Accompanying the spread of 
gas is a modification to the atmospheric flow. This can be seen in Figure 14 where the modification 
of the wind field due to the release of the pollutant is illustrated, showing that the footprint of the gas 
is clearly associated with changes to the flow of significant magnitude. 
These results are intended only as an illustration of the WRF implementation and its potential 
application as a hazard model, since the fissure heat flux and release rates are unknown. However, 
the results demonstrate that the model can be modified to include the effects of orographic flow, 
dense volcanic gases and convection, and this may be useful for predicting the spread of volcanic 
gases in the event of a degassing episode, if the heat flux and source strength are known (or can be 
estimated). This was demonstrated in [63], a study of observed, elevated CO2 emissions from an 
unknown source on Katla volcano complex in Iceland. Firstly, many possible sources of CO2 were 
used in the dense gas simulations, and the source that produced results in agreement with the 
observations was selected as the potential source. Alongside this, an independent mass-flux model 
was used to estimate the emission rate from the source. Then the dense gas model was re-run, using 
the potential source and the emission rate from the mass-flux calculation. The simulated 
concentrations of CO2 (interpolated onto aircraft flight tracks) were found to be in very good 
agreement with the observations. The gas dispersion was found to be subject to complex patterns 
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associated with the topography of Iceland and the model captured the observed spread of CO2 well 
for several cases with differing meteorological conditions. 
 
Figure 12. Topography of Iceland (coastline in solid blue line) with elevation contour intervals every 
100 m; the solid black shaded area represents the Holuhraun fissure. 
  
(a) (b) 
  
(c) (d) 
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(e) (f) 
Figure 13. Visualisation of the spread of SO2 from Holuraun fissure, November 2014. The 1 g kg−1 SO2 
mixing ratio is shown in red, for gas release rates of 200 g kg−1 for (a) 20 min, (c) 60 min and (e) 120 
min after eruption. (b,d,f show the same times after eruption, but are for a release rate of 6 g kg−1. The 
viewpoint is from an elevated position looking due north, showing height above sea level (m, colour-
shaded). 
   
(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 14. (a) Left-hand panel (a,d,g): wind barbs in the absence of any gas release for the November 
2014 Holuhraun fissure example. Middle panel (b,e,h): difference in 10 m wind speed between 6 g 
kg−1 release and no-release case. Right-hand panel (c,f,i): difference in wind speed between 200 g kg−1 
release and no-release case. In all three panels wind speed is shown colour-shaded (ms−1), topography 
is shown with solid contours (250 m intervals) and the solid black line represents lowest-level 
concentration of SO2 equal to 1 g kg−1. (a,b,c): 10 min after eruption, (d,e,f): 60 min after eruption, 
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(g,h,i): 120 min after eruption. In all plots the horizontal extent is 345 km (west-east) by 265 km (south-
north). 
5. Discussion 
A method has been presented which allows near-field volcanic plume behaviour to be modelled 
via a standard (albeit state-of-the-art) numerical weather prediction model. Results have been 
presented which demonstrate that the model reproduces very well laboratory observations and 
theoretical predictions of various plume characteristics for idealised cases (using a passive tracer and 
no topography) for both the atmosphere at rest and for cases with background wind. The entrainment 
of unpolluted air into the modelled plume is in accord with the entrainment assumption across a 
range of times, heights, and surface forcings for plumes rising in a quiescent atmosphere. 
For wind-blown plumes, our analysis has considered wind profiles that have a constant shear 
rate with height. This allows us to identify features that have been observed in laboratory tests. In 
applications to case studies of volcanic plumes, more complicated non-uniform velocity profile for 
the wind should be applied. This is straightforward in WRF, so WRF simulations allow an 
examination of the effects of shear in the wind velocity on the dynamics of the plume in a stratified 
atmosphere, an ambient setting that is extremely challenging to reproduce in the laboratory. The 
simulation of plumes using WRF can then be exploited as a surrogate for laboratory experimentation 
in the development and validation of mathematical models of turbulent buoyant plumes in 
atmospheric conditions that are difficult to reproduce in the laboratory. 
The simulations we have performed show that parameterizations of entrainment into a wind-blown 
plume do not adequately describe the observed behaviour. As these entrainment models assume a 
uniform velocity profile, our results may indicate that the entrainment processes that occur for a 
plume rising in a shear flow differ from those in a uniform cross flow. This could have substantial 
implications as a shear profile is the generic condition in the lower atmosphere. Numerical 
simulations of the type used here parameterize sub-grid scale turbulence and therefore these results 
must be interpreted with some caution, although the reproduction of observed characteristics in 
quiescent atmospheres provides confidence in the sub-grid scheme. Further laboratory experiments 
and direct numerical simulation (where the turbulence is resolved down to the Kolmogorov 
microscale, requiring very high spatial and temporal resolution) is needed to understand the 
fundamental fluid dynamics of entrainment for plumes in stratified shear flows. 
5.1. Limitations and Extensions of WRF Plume Modelling 
In addition to a complex background wind and stratification profile, the simulation framework 
presented here provides an excellent means of examining the effect of more complex processes (such 
as microphysics) upon plume characteristics. Further developments are necessary to produce a model 
that is able to reproduce volcanic eruption columns where additional physical processes have a 
critical control on the dynamics. 
The overly simple ‘volcanic source’ representation in our current model implementation (i.e., an 
areal source of buoyancy) neglects the mass and momentum that erupting volcanoes add to the 
atmosphere. Including a momentum flux at the source, by imposing a jet velocity at the lowest model 
level, is conceptually straightforward but high speeds require short time steps, as is typical for explicit 
numerical time-integration schemes. A non-zero mass flux at the source can be modelled, as 
illustrated in our dense gas application. Additionally, our dense gas application provides a 
framework for further developing the coupling between the erupted phase and the atmospheric air. 
For example, the microphysics scheme could be amended to alter the density of the erupted fluid to 
model pyroclast transport and their effect on the mixture density. These advances would develop 
this WRF framework towards a ‘dusty gas’ (also known as a ‘pseudogas’) eruption column model, 
whereby pyroclasts are idealized as being well-mixed through the eruption column and are in 
thermal and mechanical equilibrium with the surrounding gases, and therefore the mixture is 
modelled as a single phase with a density nonlinearly dependent on the mixing ratio. This approach has 
been found to be valid when the particle diameter of individual pyroclasts is no larger than 4 mm [5,64]. 
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However, the majority of pyroclasts fall into this category [65]. Additionally, the equation of state for 
an ideal gas can be retained [5,35], as in the present study. Thus, the pseudogas approach has 
widespread application and has been successful when applied in integral models and CFD models. 
The particle transport within an eruption column also influences the dynamics. The grain-size 
dependence of the settling speed of solid pyroclasts results in the larger clasts falling out of the 
column at lower altitudes than fine ash. Fallout removes mass and heat from the eruption column, 
and can strongly affect plume dynamics. Furthermore, the hazards posed by tephra make fallout a 
primary modelling concern; for proximal hazards the spatial distribution of fallout is essential, while 
for distal hazards to aviation the quantity and size-distribution of the ash fraction remaining aloft is 
required. The WRF modelling framework could in principle be extended to model the transport of 
several species, each modelled as a dense gas with its own mixing ratio and settling speed, with 
diagnostics extracted, at points for which these mixing ratios are non-zero, to determine the mixture 
density. This is feasible in WRF, but further work would be needed to see if this was possible in other 
NWP codes. This is not a truly multiphase model, but it may be possible to implement further 
extensions to model thermal disequilibrium between large clasts and the fine ash and gas mixture. 
Such developments would require careful testing. 
A particularly intriguing aspect of eruption column dynamics is the two-way coupling of the 
plume with the atmosphere. Volcanic eruptions represent large perturbations to the atmosphere that 
can influence atmospheric dynamics in the proximal region (e.g., [35,66]). These atmospheric changes 
will feedback onto the plume dynamics. In modelling this two-way coupling, the use of an NWP 
model is invaluable. 
As described above, the essence of our approach is to add an extra mixing ratio to the buoyancy 
module, without changing the pressure. This is straightforward in WRF. Further work would be 
needed to see if this can be done in other NWP codes, such as the Met Office Unified Model. That the 
pressure field does not need to be modified certainly makes this feasible. For operational NWP use, 
multiple WRF nests are commonly implemented: a finer-resolution domain is embedded within a 
lower-resolution domain, the two domains run synchronously. To include the methodology of this 
study, there could be two alternatives: (a) the dense gas (or pseudogas) method is applied only in the 
inner, high-resolution nest, or (b) the lower resolution nest supplies boundary conditions for an 
offline, high-resolution, single-domain dense-gas simulation. The same approach could presumably 
be used in other NWP models that use nests. 
6. Conclusions 
A weather forecasting model can be easily adapted to simulate volcanic eruptions and the 
subsequent spread of ash or gas. The numerical results are in good agreement with existing theory 
for plume rise in a quiescent atmosphere and capture observed features of wind-blown plumes. The 
simulations also suggest that parameterizations of entrainment into wind-blown plumes may not be 
applicable for non-uniform wind profiles. The model can easily be extended to simulate complex 
cases, such as the spread of heavy volcanic gases in regions of complex topography. 
This approach has several advantages for ‘operational’ (and research) volcanic ash and gas 
transport modelling, including: 
 Providing a modelling framework that allows the plume dynamics and atmospheric dynamics 
to be modelled together. 
 Weather forecasting models often contain up-to-date representations of atmospheric physical 
processes and advanced numerical methods. 
 Weather forecasting models are under constant review, using extensive and varied 
observational datasets capturing a wide (and widening) range of atmospheric conditions. 
 Revision of weather forecasting models (often by extensive developer communities) reduces the 
development and maintenance burden of individual users. 
 Weather forecasting models are widely used and have established user communities providing 
mechanisms for support. 
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Further extensions will allow for other important physical processes that occur in volcanic 
eruption columns to be included. 
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Appendix A 
A comprehensive presentation of the WRF model equations is beyond the scope of this paper, 
but we present here (i) the main governing equations of motion—the flux-form Euler equations in a 
terrain-following coordinate system, and (ii) the principal equations governing the representation of 
turbulence. Note that most of this material is taken directly from [30], where all further details may 
be obtained, including the formulation of the moist Euler equations. 
Appendix A.1. Flux-Form Euler Equations 
Define   =     =  ( ,  ,  ) ;  Θ =     where v =  ( ,  ,  ) are the velocities in the two horizontal 
and vertical directions and   is the potential temperature, and   is defined below. We denote the 
pressure by p, the geopotential by   =    and the inverse density by   =  1  ⁄ . 
The mass per unit area within a column is given by  ( ,  ) =      −       and the vertical 
coordinate is defined by   =  (   −    )  ⁄  where     is the hydrostatic component of the pressure 
and     and      refer to the surface and top boundaries, respectively. This terrain-following system 
allows 0 ≤   ≤ 1. Then, the equations can be written as 
    + (∇ ∙   ) −         +     (   ) =     (A1) 
    +  (∇ ∙   ) −          +          =     (A2) 
    +  (∇ ∙   ) −        −     =     (A3) 
  Θ + (∇ ∙  Θ) =     (A4) 
    + (∇ ∙  ) =  0 (A5) 
    +   
  [(  ∙ ∇ ) −   ] =  0 (A6) 
together with the relation 
    =  −   (A7) 
and the equation of state 
  =   (       ⁄ )
  (A8) 
In the above, the subscripts x, y and   refer to differentiation;   =        = 1.4⁄  is the ratio of the 
heat capacities for dry air;   is the gas constant for dry air;   is a reference pressure, typically 105 
Pascals. The forcing terms   ,    and    are associated with model physics, turbulent mixing, the use 
of map projections, and the rotation of the earth. For a full description of the governing equations, 
including the formulation of the moist flux-form Euler equations, the nature of the forcing terms, and 
the numerical solution of the equation set, see [30]. 
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Appendix A.2. The 1.5-Order Turbulence Closure 
In common with many other models, the full equations governing the evolution of turbulence 
cannot be implemented, and some degree of approximation is necessary to make the problem 
tractable. Such parametrisations are named according to the number of prognostic equations that are 
retained (see for example, [67]). Here, a one-and-a-half order turbulence kinetic energy (TKE) scheme 
is used, containing a prognostic equation for the evolution of TKE. The original formulation and 
parametrisation was provided by Yamada and Mellor [68]. The following contains a brief description 
of how the method is implemented in WRF. 
In the presently used version of WRF, the equation governing the evolution of TKE e can be 
written as [30] 
  (  ) + (∇ ∙   )  =   (  +   +  ) (A9) 
where η and μ are the mass variables defined in Section Appendix A.1. The second term on the left-
hand side of (A7) represents the transport of TKE. The right-hand-side of (A7) represents 
contributions from shear (S), buoyancy (B), and dissipation (D). 
The shear term S is derived from the horizontal eddy viscosity   , the vertical eddy viscosity 
  , and the deformation tensor D by 
  =       
  +      
  +      
  +      
  +      
  +       
   (A10) 
and the overbars denote that a horizontal or vertical interpolator operator has been applied—see [30] 
for details. Also: 
    = 2          
     −        
      (A11) 
    = 2       (  
   ) −     (  
   )  (A12) 
    = 2    (A13) 
    =           
     −        
    +  (  
   ) −     (  
   )  (A14) 
    =           
     −        
      +   ( ) (A15) 
    =          
     −        
      +   ( ) (A16) 
here,    and    are map factors relating the distance in computational space to the distance on the 
earth’s surface and   and    are geometric heights. The eddy viscosities    and    are defined as 
  ,  =    , √  (A17) 
where C is a constant in the range (0.15, 0.25) and   ,  are empirical length scales defined by: 
  ,  =  min[(∆ ∆ ∆ )
   ⁄ , 0.76 √   ] for      > 0, (A18) 
  ,  =  (∆ ∆ ∆ )
   ⁄  for    ≤ 0 (A19) 
for grid spacings ∆ , ∆  and ∆  and Brunt-Väisälä frequency N. 
The buoyancy term B is defined as 
  =  −   
  (A20) 
The dissipation term D is proportional to     ⁄  and also depends upon the mixing length, as 
defined in (A16) and (A17). For full details, see [30]. 
Appendix B. Summary of Important WRF Model Choices 
The following table gives the principal WRF model choices made for the simulations contained 
in this study. They refer to diffusion, damping, boundary conditions, and surface heat flux. This 
information is primarily intended for WRF users, who may select the appropriate choice by means of 
the “namelist.input” file. The latter is split into sections. The relevant section is noted in Table A1 
(column 2). For a full list of the choices available to the WRF user, see the WRF User Manual [40]. 
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Table A1. The principal model choices, and their significance, used in this study. 
Model Choice 
‘Namelist.Input’ 
Section 
Value Used 
tke_heat_flux &dynamics 1500–9000 Kms−1(1) 
diff_opt &dynamics 2(2) 
km_opt &dynamics 2(3) 
scalar_adv_opt &dynamics 1(4) 
mix_full_fields &dynamics 1(5) 
open_xs &bdy_control .true.(6) 
open_xe &bdy_control .true.(6) 
open_ys &bdy_control .true.(6) 
open_ye &bdy_control .true.(6) 
isfflx &physics 2(7) 
sf_sfclay_physics &physics 1(8) 
bl_pbl_physics &physics 0(9) 
(1) Note that heat flux is related to tke_heat_flux by the equation H = ρcp × tke_heat_flux where ρ is the 
density and cp is the specific heat capacity at constant pressure. (2) Compute horizontal diffusion in 
physical space rather than on model coordinate surfaces (more accurate when topography is present). 
(3) 1.5—order 3D TKE closure. (4) Positive-definite advection of scalars. (5) Vertical diffusion acts on full 
fields. (6) Open boundaries for x and y: starts (s) and end (e). (7) User supplies tke_heat_flux (see above), 
model determines friction velocity U*. (8) Monin-Obukhov similarity theory in surface layer. (9) Do not 
use a planetary boundary-layer parametrization. 
Appendix C. Entrainment Parameterizations for Wind-Blown Plumes 
There have been several parameterizations of turbulent entrainment into wind-blown plumes 
that extend the entrainment hypothesis of Morton et al. (1956) [15]. In this study, we compare the 
WRF simulations of the plume rise in a wind-field with integral models adopted one of four 
parameterizations for the entrainment velocity    given below adopting a common notation whereby 
  is the axial velocity of the plume which has radius  ,   is the uni-directional horizontal wind speed, 
and   is the angle between the plume axis and the horizontal. Therefore,   sin   is the vertical velocity 
of the plume,   cos   is the component of the wind velocity along the plume axis, and   sin   is the 
component of the wind velocity normal to the plume axis. 
A commonly used entrainment parameterization is that of Hewett et al. (1971) [14], 
   =  |  −   cos  | +  |  sin  |, (A21) 
which combines additively contributions to mixing due to relative velocities between the plume and 
the atmosphere in the axial and normal directions. This introduces two entrainment coefficients   
and  , with   being identified with the entrainment coefficient of Morton et al. (1956) [15] (since 
equation A21 reduces to the entrainment hypothesis of [15] in the absence of wind), and   quantifies 
the additional entrainment that occurs due to the cross wind. 
The parameterization of Abraham (1970) [55] is 
   =  |  −   cos  | +  |  sin  | cos  , (A22) 
is similar to that of Hewett et al. (1971) [14], but includes an ad-hoc factor on the wind entrainment 
contribution to remove this effect for vertically rising plumes. 
Ooms (1972) [56] adds a further extension to the parameterization of Abraham (1970) [55], 
including a contribution modelling enhanced mixing due to atmospheric turbulence in the wind field, 
   =  |  −   cos  | +  |  sin  | cos   + (  )
 / , (A23) 
where    denote the atmospheric eddy energy dissipation which can be modelled as linearly 
dependent on the wind speed,   ≈ 2 × 10   . 
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Devenish et al. (2010) [38] introduce an alternative model, whereby the contributions of the wind 
and the axial shear are combined non-linearly. Additionally, Devenish et al. (2010) [38] assume that 
the horizontal speed of the plume adjusts very rapidly to the wind speed, so that the axial velocity of 
the plume is given by  |  sin  |  +   , resulting in a three-parameter model, 
   =
|  sin  |
 |  sin  |  +   
[( |  sin  |)  + (  ) ] / , (A24) 
where   is an empirical parameter. For   = 1 an additive contribution of each effect is recovered. On 
the basis of LES simulations, Devenish et al. (2010) [38] propose that values of   = 3/2 or   = 2 are 
better at reproducing observed plume dynamics than the simple additive model. 
The entrainment coefficients   and   are calibrated using laboratory experiments, field scale 
observations (e.g., of plumes from industrial smokestacks) and numerical simulations. The range of 
variation on   is typically much smaller than that for  , although both parameters are uncertain. 
When comparing the WRF simulations to integral models adopting these entrainment 
parameterizations (Figure 10) we take typical values, with   = 0.1 and   = 0.5. 
Appendix D. Dense Gas Model 
In order to simulate the release of a dense gas (in Section 4), the method of Burton et al. [43] was 
adopted. At the release location, a specified mixing ratio      (in kg kg−1) of gas is introduced into the 
model (by means of the Registry file, plus recompilation). This mixing ratio is then passed to all other 
model subroutines where buoyancy is evaluated, and if      > 0 kg kg−1 then the buoyancy will be 
affected. Note that this does not require the addition of any further equations to the model equation 
set, and this modification is very straightforward to implement, associated with the modular WRF 
software design. Essentially, this corresponds to changing the density of an air parcel. From [30] if    
is the inverse density of dry air, then the inverse density, taking into account the full parcel density, 
is given by   =    (1 + ∑    +     
 
    )
   where q1, q2, …, qM are the M microphysical mixing ratios 
(corresponding to water vapour, cloud, ice, etc.). M may vary depending upon which microphysical 
scheme is being used. It should be noted that the gas mixing ratio      does not interact with the 
microphysics per se, but merely acts to reduce the buoyancy. In the default version of WRF,   =
   (1 + ∑   
 
    )
  . 
Physically, this approach is equivalent to replacing molecules of oxygen (for example) in a 
reference volume with molecules of dense gas, one-for-one. Then, from the equation of state    =
   , where n is the number of molecules, the pressure does not change. In reality the gas constant R 
would change, of course, adding a source of potential temperature, but (as in [43]) this effect is 
estimated to be insignificant, and to make the problem tractable, we have not included it. Note that 
in the pseudogas approach the particulate matter contribution to the gas constant (for small diameter 
particles) can be neglected [5], giving wider application to this method. 
In practice, there are three steps to implementing the dense gas release: (i) the extra mixing ratio 
is introduced into the model framework, as described above; (ii) the source release location is 
specified in the code (in the microphysics driver routine); (iii) the heat flux is specified at the same 
locations as in (ii)—see Table A1 (Appendix B) for the heat flux model choices. As mentioned in the 
main body of the text, the specification of a fixed release rate of gas can also be implemented, as in [63]. 
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