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Abstract
In this paper, the existence of solutions of infinite boundary value problems for first-order impulsive differential systems is
obtained by means of the Schauder fixed point theorem in a Banach space.
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1. Introduction
In recent years, there has been increasing interest in boundary value problems for nonlinear differential and
integral equations defined in infinite domains [1–9]. In [9], the existence of a positive solution of a boundary value
problem for first-order nonlinear differential systems on an infinite interval in a Banach space is obtained by means
of the Schauder fixed point index theory, but it has no impulsive component. In [7], by using the Mo¨nch fixed
point theory, a kind of infinite boundary value problem for first-order impulsive differential equations in a Banach
space is studied and the existence of positive solutions is obtained, but these solutions are bounded. In this paper,
we discuss the existence of unbounded nonnegative solutions for a class of first-order nonlinear impulsive integro-
differential systems in Banach spaces by using the Schauder fixed point theorem. Furthermore, Lemma 2.5 used in the
paper is a new result and it plays an important role in researching into impulsive differential equations in an infinite
interval. From that, we think that our work presented in this paper generalizes and improves the results in the relevant
papers.
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Let (E, ‖ · ‖) be a Banach space. Consider the BVP for first-order nonlinear impulsive differential systems in
E : 
x ′(t) = f (t, x(t), y(t)) ,
y′(t) = g (t, x(t), y(t)) , t ∈ J ′,
∆x |t=tk = Ik (x(tk), y(tk)) ,
∆y|t=tk = Jk (x(tk), y(tk)) , k = 1, 2, . . . ,
x(∞) = βx(0), y(∞) = δy(0),
(1.1)
where J = [0,∞), 0 < t1 < · · · < tk < · · · , limk→∞ tk = ∞, J ′ = J \{t1, . . . , tk, . . .}, x(∞) = limt→∞ x(t), y(∞)
= limt→∞ y(t), β > 1, δ > 1, ∆x |t=tk and ∆y|t=tk denote the jumps of x(t) and y(t) at t = tk , respectively, i.e.,
∆x |t=tk = x(t+k )− x(t−k ), ∆y|t=tk = y(t+k )− y(t−k ),
here x(t+k ), x(t
−
k ) and y(t
+
k ), y(t
−
k ) represent the right and left limits of x(t) and y(t) at t = tk , respectively. Let
PC[J, E] = {u : u be a map from J to E such that u(t) is continuous at t 6= tk , left continuous at t = tk , and
u(t+k ) exists, k = 1, 2, . . .} and B PC[J, E] =
{
u ∈ PC[J, E] : supt∈J ‖u(t)‖ <∞
}
. It is clear that B PC[J, E] is a
Banach space with the norm
‖u‖B = sup
t∈J
{‖u(t)‖} . (1.2)
Let X = B PC[J, E] × B PC[J, E]. It is easy to verify that X is a Banach space with the norm
‖(x, y)‖X = ‖x‖B + ‖y‖B, ∀(x, y) ∈ X. (1.3)
Suppose
P = {(x, y) ∈ X : x(t) ≥ θ, y(t) ≥ θ, t ∈ J, θ is the zero of E} . (1.4)
It is clear that P is a cone in X . The operator T : P → P is the following:
T (x, y)(t) = (T1(x, y), T2(x, y)) (t), (1.5)
where
T1(x, y)(t) =
∫ t
0
f (s, x(s), y(s))ds + 1
β − 1
∫ ∞
0
f (s, x(s), y(s))ds
+
∑
0<tk<t
Ik(x(tk), y(tk))+ 1
β − 1
∞∑
k=1
Ik(x(tk), y(tk)), (1.6)
T2(x, y)(t) =
∫ t
0
g(s, x(s), y(s))ds + 1
δ − 1
∫ ∞
0
g(s, x(s), y(s))ds
+
∑
0<tk<t
Jk(x(tk), y(tk))+ 1
δ − 1
∞∑
k=1
Jk(x(tk), y(tk)). (1.7)
2. Some conditions and lemmas
For convenience, we list the following assumptions:
(H1) f (t, x, y), g(t, x, y) ∈ C[J × P × P, P], and for all t ∈ J, (x, y) ∈ X ,
‖ f (t, x(t), y(t))‖ ≤ a1(t)+ a2(t)‖x(t)‖ + a3(t)‖y(t)‖,
‖g(t, x(t), y(t))‖ ≤ b1(t)+ b2(t)‖x(t)‖ + b3(t)‖y(t)‖,
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where a∗i =
∫∞
0 ai (t)dt <∞; b∗i =
∫∞
0 bi (t)dt <∞, i = 1, 2, 3.
(H2) Ik(x(t), y(t)), Jk(x(t), y(t)) ∈ C[P × P, P] and for k = 1, 2, 3, . . . ,
‖Ik(x(t), y(t))‖ ≤ mk‖x(t)‖ + nk‖y(t)‖,
‖Jk(x(t), y(t))‖ ≤ pk‖x(t)‖ + qk‖y(t)‖,
where m∗ =∑∞k=1 mk <∞, n∗ =∑∞k=1 nk <∞, p∗ =∑∞k=1 pk <∞, q∗ =∑∞k=1 qk <∞.
(H3) For any bounded sets Bi ⊂ P (i = 1, 2), f (t, B1, B2) and g(t, B1, B2) are relatively compact.
(H4) For any bounded sets Bi ⊂ P (i = 1, 2), Ik(B1, B2) and Jk(B1, B2) (k = 1, 2, . . .) are relatively compact.
Now we present some lemmas and notation which will be used in Section 3.
Lemma 2.1. If condition (H1) and (H2) are satisfied, (x, y) ∈ X is a solution of BVP (1.1) if and only if (x, y) ∈ X
is one fixed point of T in X.
The proof can be omitted, since it is similar to the proof of Lemma 2.1 in [4].
Lemma 2.2 ([5]). If H ⊂ C[J0, E] is countable, J0 = [a, b] is a finite interval, and there exists ρ(t) ∈ L[J0,R+]
such that ‖u(t)‖ ≤ ρ(t), t ∈ J, u ∈ H, then α(H(t)) ∈ L[J0,R+], and
α
({∫
J0
u(t)dt : u ∈ H
})
≤ 2
∫
J0
α(H(t))dt.
Lemma 2.3 ([9]). Let E be a Banach space and H ⊂ C[J, E]. If H is countable and there exists ρ ∈ L[J,R+]
such that
‖u(t)‖ ≤ ρ(t), t ∈ J, u ∈ H,
then α({u(t) : u ∈ H}) is integrable on J , and
α
({∫ ∞
0
u(t)dt : u ∈ H
})
≤ 2
∫ ∞
0
α({u(t) : u ∈ H})dt. (2.1)
Lemma 2.4 ([5]). Let E be a Banach space and Vi ⊂ E (i = 1, 2, . . . , n) be countable and bounded. Then
α
({
n∑
i=1
vi : vi ∈ Vi
})
≤
n∑
i=1
α({vi : vi ∈ Vi }). (2.2)
Lemma 2.5. Let E be a Banach space and Vi ⊂ E (i = 1, 2, . . .) be countable and bounded. If for all vi ∈ Vi , there
exist mi such that ‖vi‖ ≤ mi and ∑∞i=1 mi is convergent, then α({∑∞i=1 vi : vi ∈ Vi }) is convergent, and
α
({ ∞∑
i=1
vi : vi ∈ Vi
})
≤
∞∑
i=1
α({vi : vi ∈ Vi }). (2.3)
Proof. By ‖vi‖ ≤ mi , for all vi ∈ Vi and if ∑∞i=1 mi is convergent, we get that ∑∞i=1 vi is convergent and
α
({ ∞∑
i=1
vi : vi ∈ Vi
})
≤ 2
∞∑
i=1
mi .
By
∑∞
i=1 mi being convergent, we have that
∑∞
i=1 α({vi : vi ∈ Vi }) is convergent.
For all ε > 0, from the convergence of
∑∞
i=1 mi , there exists a natural number K such that
∞∑
i=K+1
mi < ε.
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So for vi ∈ Vi , we have∥∥∥∥∥ K∑
i=1
vi −
∞∑
i=1
vi
∥∥∥∥∥ ≤ ∞∑
i=K+1
‖vi‖ ≤
∞∑
i=K+1
mi < ε. (2.4)
Let
MK =
{
K∑
i=1
vi : vi ∈ Vi
}
, N =
{ ∞∑
i=1
vi : vi ∈ Vi
}
.
By (2.4), for any vi ∈ Vi , we obtain
d
( ∞∑
i=1
vi , N
)
= inf
ui∈Vi
{∥∥∥∥∥ K∑
i=1
vi −
∞∑
i=1
ui
∥∥∥∥∥
}
≤
∥∥∥∥∥ K∑
i=1
vi −
∞∑
i=1
vi
∥∥∥∥∥ < ε.
Using the same method, for any vi ∈ Vi , we have
d
( ∞∑
i=1
vi ,MK
)
< ε.
So
sup
vi∈Vi
d
( ∞∑
i=1
vi , N
)
≤ ε, sup
vi∈Vi
d
( ∞∑
i=1
vi ,MK
)
≤ ε.
Hence, we have
dh
({
K∑
i=1
vi : vi ∈ Vi
}
,
{ ∞∑
i=1
vi : vi ∈ Vi
})
= max
{
sup
vi∈Vi
d
( ∞∑
i=1
vi , N
)
, sup
vi∈Vi
d
( ∞∑
i=1
vi ,MK
)}
≤ ε, (2.5)
where dh(D1, D2) denotes the Hausdorff metric of D1 and D2, i.e.
dh(D1, D2) = max
{
sup
x∈D1
d(x, D2), sup
x∈D2
d(x, D1)
}
.
So by (2.5), for any k > K we obtain∣∣∣∣∣α
({
k∑
i=1
vi : vi ∈ Vi
})
− α
({ ∞∑
i=1
vi : vi ∈ Vi
})∣∣∣∣∣ < 2dh
({
K∑
i=1
vi : vi ∈ Vi
}
,
{ ∞∑
i=1
vi : vi ∈ Vi
})
≤ 2ε.
Hence, we have
lim
k→∞α
({
k∑
i=1
vi : vi ∈ Vi
})
= α
({ ∞∑
i=1
vi : vi ∈ Vi
})
. (2.6)
By Lemma 2.4, for all n ∈ N, we have
α
({
n∑
i=1
vi : vi ∈ Vi
})
≤
n∑
i=1
α({vi : vi ∈ Vi }). (2.7)
From (2.6) and (2.7), we have
α
({ ∞∑
i=1
vi : vi ∈ Vi
})
= lim
k→∞α
({
k∑
i=1
vi : vi ∈ Vi
})
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≤ lim
k→∞
k∑
i=1
α({vi : vi ∈ Vi })
=
∞∑
i=1
α({vi : vi ∈ Vi }). (2.8)
So (2.3) holds. The proof of Lemma 2.5 is completed. 
Remark 2.1. Lemma 2.5 generalizes Lemma 2.4 from finite interval to infinite interval, and it plays an important role
in researching the impulsive differential equations in an infinite interval.
Lemma 2.6. If conditions (H1) and (H2) are satisfied, then operator T is a continuous operator and T X ⊂ X.
Proof. By (1.6), for any (x, y) ∈ X and t ∈ J , we have
‖T1(x, y)(t)‖ ≤
∫ t
0
‖ f (s, x(s), y(s))‖ ds + 1
β − 1
∫ ∞
0
‖ f (s, x(s), y(s))‖ ds
+
∑
0<tk<t
‖Ik(x(tk), y(tk))‖ + 1
β − 1
∞∑
k=1
‖Ik(x(tk), y(tk))‖ ,
which implies, for any t ∈ J ,
‖T1(x, y)(t)‖ ≤ β
β − 1
∫ ∞
0
‖ f (s, x(s), y(s))‖ ds + β
β − 1
∞∑
k=1
‖Ik(x(tk), y(tk))‖ . (2.9)
Under conditions (H1) and (H2), we can infer the convergence of the infinite integral∫ ∞
0
f (t, x(t), y(t))dt, (2.10)
and the convergence of the infinite series
∞∑
k=1
Ik (x(tk), y(tk)) . (2.11)
So
sup
t∈J
{‖T1(x, y)(t)‖} <∞. (2.12)
It follows from (2.12) that T1(x, y) ∈ B PC[J, P]. By (1.7), we have T2(x, y) ∈ B PC[J, P], for all (x, y) ∈ X .
Therefore, T maps X into X .
Now we show that T is continuous. Let (xm, ym), (x, y) ∈ X , ‖(xm, ym) − (x, y)‖ → 0. Then r = supm
‖(xm, ym)‖D <∞ and ‖(x, y)‖ ≤ r + 1. By (2.10) and (2.11), for all ε > 0, there exist T > 0 and a natural number
N such that∫ ∞
T
‖ f (t, x(t), y(t))‖ dt < ε, (2.13)
and
∞∑
k=N
‖Ik (x(tk), y(tk))‖ ≤ ε. (2.14)
By the continuity of f and Ik , for sufficiently large natural number m and all t ∈ J ′, we get
f (t, xm(t), ym(t))→ f (t, x(t), y(t)) , (2.15)
and
Ik (xm(tk), ym(tk))→ Ik (x(tk), y(tk)) . (2.16)
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From (2.13) to (2.16), for sufficiently large natural number m, it is easy to get
‖T1(xm, ym)− T1(x, y)‖B ≤ β
β − 1
∫ ∞
0
‖ f (s, xm(s), ym(s))− f (s, x(s), y(s))‖ ds
+ β
β − 1
∞∑
k=1
‖Ik (xm(tk), ym(tk))− Ik (x(tk), x(tk))‖
≤ β
β − 1
(∫ T
0
+
∫ ∞
T
)
‖ f (s, xm(s), ym(s))− f (s, x(s), y(s))‖ ds
+ β
β − 1
(
N−1∑
k=1
+
∞∑
k=N
)
‖Ik (xm(tk), ym(tk))− Ik (x(tk), x(tk))‖
< ε.
By the same method, for sufficiently large natural number m, we have ‖T2(xm, ym)− T2(x, y)‖B < ε. Therefore, the
continuity of T is proved. The proof of Lemma 2.6 is completed. 
3. Main result
Theorem 3.1. Suppose (H1)–(H4) hold, and
Q = β
β − 1 (a
∗
2 + a∗3 + m∗ + k∗)+
δ
δ − 1 (b
∗
2 + b∗3 + p∗ + q∗) < 1.
Then the boundary value system (1.1) has at least one nonnegative solution in X.
Proof. The continuity of T is proved by Lemma 2.6. Now, we will prove that αX (T V ) = 0, for all bounded sets
V ⊂ X . First, we prove that α(T1V )(t) = 0. In fact, following Lemma 2.2 to Lemma 2.5 and conditions (H3), (H4),
we obtain
α {(T1(x, y))(t) : (x, y) ∈ V } = α
{∫ t
0
f (s, x(s), y(s))ds + 1
β − 1
∫ ∞
0
f (s, x(s), y(s))ds
+
∑
0<tk<t
Ik(x(tk), y(tk))+ 1
β − 1
∞∑
k=1
Ik(x(tk), y(tk)) : (x, y) ∈ V
}
≤ α
{∫ t
0
f (s, x(s), y(s))ds : (x, y) ∈ V
}
+ α
{
1
β − 1
∫ ∞
0
f (s, x(s), y(s))ds : (x, y) ∈ V
}
+α
{ ∑
0<tk<t
Ik(x(tk), y(tk)) : (x, y) ∈ V
}
+ α
{
1
β − 1
∞∑
k=1
Ik(x(tk), y(tk)) : (x, y) ∈ V
}
≤ 2
∫ t
0
α { f (s, x(s), y(s))ds : (x, y) ∈ V } + 2
β − 1
∫ ∞
0
α { f (s, x(s), y(s))ds : (x, y) ∈ V }
+
∑
0<tk<t
α {Ik(x(tk), y(tk)) : (x, y) ∈ V } + 1
β − 1
∞∑
k=1
α {Ik(x(tk), y(tk)) : (x, y) ∈ V }
≤ 2β
β − 1
∫ ∞
0
α { f (s, x(s), y(s))ds : (x, y) ∈ V } + β
β − 1
∞∑
k=1
α {Ik(x(tk), y(tk)) : (x, y) ∈ V }
= 0.
By the same method, we obtain α {T2(x, y)(t) : (x, y) ∈ V } = 0. So, from the definition of T , we get
α {T (x, y)(t)} ≤ α {T1(x, y)(t) : (x, y) ∈ V } + α {T2(x, y)(t) : (x, y) ∈ V } = 0.
Hence T is a compactness operator, therefore T is a completely continuous operator on X .
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Choose
R ≥
β
β−1 a
∗
1 + δδ−1 b∗1
1− Q .
Let D = {(x, y) ∈ X : (x, y) ≤ R}. It is clear that D is a convex bounded and closed set in X . For all (x, y) ∈ D, we
have
‖T1(x, y)(t)‖ ≤ β
β − 1
[∫ ∞
0
‖ f (t, x(s), y(s))‖ +
∞∑
k=1
‖Ik(x(tk), y(tk))‖
]
≤ β
β − 1
[∫ ∞
0
a1(t)dt +
∫ ∞
0
a2(t)dt‖x‖ +
∫ ∞
0
a3(t)dt‖y‖ +
∞∑
k=1
mk‖x‖ +
∞∑
k=1
nk‖y‖
]
≤ β
β − 1
[
a∗1 +
(
a∗2 + a∗3 + m∗ + n∗
) ‖(x, y)‖]
≤ β
β − 1
[
a∗1 +
(
a∗2 + a∗3 + m∗ + n∗
)
R
]
‖T2(x, y)(t)‖ ≤ δ
δ − 1
[
b∗1 +
(
b∗2 + b∗3 + p∗ + q∗
)
R
]
.
So
‖T (x, y)(t)‖ = ‖T1(x, y)(t)‖ + ‖T2(x, y)(t)‖
≤
(
β
β − 1a
∗
1 +
δ
δ − 1b
∗
1
)
+ Q R ≤ R.
Hence, T (D) ⊂ D. Therefore, by the complete continuity of T we have that T has at least one fixed point in D,
i.e., the system (1.1) has at least one solution in D. 
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