Abstract. This note aims to clarify the interrelations of certain inequivalently defined Banach spaces denoted by C i (Ω) for a natural number i and a bounded open set Ω . We give some sufficient conditions for the equality of these spaces, and present examples to show that the spaces indeed can be unequal for Ω having irregular boundary.
The setting and results
For fixed i, N ∈ IN = { 1 , 2 , . . . } and a bounded open Ω with closure Q in R N , we consider three Banach((iz)able) locally convex spaces for which we generally have
Here ι defined by x → x | Ω is a strict morphism in the sense of [ Ho ; Def. 2.5.1, p. 100 ] , which means that ι is a linear homeomorphism onto the subspace rng ι equipped with the induced topological vector space structure. Our concern is under what additional assumptions ι is surjective or we also have C i (Q) = C i (Ω) Hö .
We shall follow the conventions of [ Hi ] , from which we in particular recall that topological (locally convex) vector spaces are understood to be pairs E = (X , T ) , where X = σ rd E is the underlying vector (space ) structure, and T = τ rd E is the topology. The underlying set of E is υ s E = T, and the zero vector is 0 E . Hence contrary to the usual customs, we shall systematically use distinct notations for the underlying set and the topological vector space structure. For example, the set of real numbers is IR = υ s R . For locally convex E and F , the notation E ≤ F expresses the fact that the identity id v F is a continuous linear map F → E .
For the precise formal definition of F = C i (Q) referring the reader to see [ Hi ; 2.3 Diff., p. 9 ] , roughly the definition is as follows. The underlying set υ s F has as members exactly the functions x : Q → IR which on the interior Int τ rd R N Q posses iterated partials ∂ α x for | α| ≤ i having continuous extensions x α on Q . The topology τ rd F is that of uniform convergence of all these x α on Q . Observe that we have Ω ⊆ Int τ rd R N Q and that Ω = Int τ rd R N Q is possible for example if Ω = Q \ S for a closed S with no interior points.
In the books [ A ] , [ T ] , and [ W ] , complex valued functions are considered but for simplicity, we shall here modify the definitions so as to produce spaces of real functions. In [ T ; p. xv ] , the Banach space E = C i (Ω) is defined so that υ s E has as members exactly the functions x : Ω → IR having partials ∂ α x for | α| ≤ i on Ω which can be extended to continuous x α on Q . The topology τ rd E is that of uniform convergence of all ∂ α x on Ω . One easily sees that this is equivalent to the uniform convergence of x α on Q . This proves the assertion that ι : F → E is a strict morphism. One easily verifies the implication Ω = Int
∞ n=1 a n 3 −n for a = a n . Then A is the τ I R -compact "Cantor set " of measure zero, for which in [ R; 7.16 (b) , p. 145 ] is constructed a continuous surjection ϕ : I → I which is differentiable at every s ∈ I \ A with ϕ ′ (s) = ϕ(0) = 0 . Taking O = { s , t : −1 < s , t < 1 } , we put Ω = O \ S , where S = { s , t : s ∈ A and t ∈ I } . Let x =x | Ω forx : Q → I defined by x (η) = 0 for η = s , t ∈ Q with not 0 < s , t ≤ 1 , and x (η) = ϕ(s) e −t −1 for η ∈ Q with 0 < s , t ≤ 1 . It is an easy exercise for the reader to verify our assertion above.
In [ W; p. 2 ] , the definition of a space C i (Ω) is expressed a bit vaguely by requiring the functions together with the partials to "be continuous onΩ ". We shall interpret this to mean that they have continuous extensions, and then Wloka's definition equals that of Treves, and hence
Ad is defined so as to have its underlying set formed by functions x : Ω → IR which together with the appropriate partials are bounded and uniformly continuous on Ω . The topology is that of uniform convergence of all these on Ω . Since we assume Ω to be bounded, uniform continuity is equivalent to possessing a continuous extension to Q , and hence we see
We have now seen that the definitions of Adams, Treves, and Wloka all specify the same space E = C i (Ω) , which we consider the usual one. By example 1 , the set υ s E may have as members x | Ω with x : Q → IR rather pathological.
In a footnote in [ Hö ; p. 190 ] , the notation "C i (Ω) " is introduced to mean the set S Hö of all functions x : Q → IR possessing somex ∈ υ s C i (IR N ) with x ⊆x . However, there is no specification for a vector structure nor a topology to make this set the underlying one of a Banach space. We now wish to construct a Banach space H = C i (Ω) Hö with υ s H = S Hö . A natural route is the following.
We let H be the top -linear isomorphic image of G/N under x + N → x | Q , when G and N are as follows. We take G = C i bd (IR N ) , the Banach space of C i functions IR N → IR having all partials up to order i bounded, and equipped with the topology of uniform convergence of all these partials. We let N be the linear subspace formed by all x ∈ υ s G having x``Q = {0} . Since τ rd G is stronger than the topology of pointwise convergence, we see that N is τ rd G -closed, and hence H is a Banach space since by [ Ho ; Thm. 2.9.2, p. 138 ] or [ Jr ; Prop. 4.4.1, p. 80 ] the quotient of any complete metrizable topological vector space by a closed linear subspace is complete. To see that with this definition we indeed have υ s H = S Hö , we only need to observe that for any x ∈ υ s C i (IR N ) , we have y = χ x ∈ υ s G with x | Q = y | Q for any compactly supported smooth χ taking the value 1 on Q .
Observe that the space H = C i (Ω) Hö only depends on Q = Cl τ rd R N Ω unlike C i (Ω) whose specification requires the knowledge of Ω . We easily see C i (Q) ≤ H to hold. Neglecting the problem whether generally even H is a topological linear subspace of C i (Q) , we proceed to give in Proposition 2 below an additional sufficient condition for H = C i (Q) to hold. For this, we agree to say that the set Q has a C i boundary iff for every η ∈ ∂ τ rd R N Q there is a C i diffeomorphism φ : 
, we have the Banach spaces H and F for which we already saw F ≤ H . If υ s F ⊆ υ s H , the open mapping theorem shows H ≤ F , and hence H = F . Consequently, arbitrarily fixing x ∈ υ s F , it suffices to show x ∈ υ s H , i.e., to find a C i functionx : IR N → IR with x ⊆x . For the proof of existence ofx , we first show that given any u ∈ υ s C i (B + R N (1)) , there isū ∈ υ s C i (B R N (1)) with u ⊆ū . Indeed, letting a 0 , . . . a i solve the linear system
−j a l −1 = 1 for j ∈ i + , for η = t ˆη with t < 0 , it suffices to W; p. 101 ] for the computational detail. Using this result together with the assumption that Q has C i boundary, we see that every P ∈ C has some C i function y defined on an open neighborhood of P with y | Q ⊆ x . We may here take y =ū • (φ −ι ) , where u = x • φ . Finally, by compactness of C , we have some finite sequence x 0 , . . . x n with C ⊆ A of these local extensions, and a smooth partition χ ν : ν ∈ N of unity subordinate to A = { dom
, and taking i ν = min{ i ∈ n + : supp χ ν ⊆ dom x i } for all ν , we define the C i functions y ν on U by η → χ ν (η) x i ν (η) for η ∈ dom x i ν , and η → 0 otherwise. Putting y = ν ∈N y ν , we have y | Q ⊆ x , whence withx = x ∪ y we are done.
⊓ ⊔ By the discussion in [ He; , it is obvious that the sufficient condition for C i (Ω) Hö = C i (Q) given by Proposition 2 is not necessary. Omitting the task of formulating a more general (and more complicated) sufficient condition, we next proceed to give an example showing that indeed C i (Ω) Hö = C i (Q) is possible if Q has sufficiently irregular boundary.
A disconnected Ω ⊆ IR for i = 1 can easily be constructed from the idea in [ Hi ; Remarks 2.4, p. 10 ] . Namely, we let Ω be the interior of Q = { I n : n ∈ IN o } , where I 0 = [−1 , 0 ] and I n = [ s n , 3 2 s n ] with s n = 2 −n for n ∈ IN . Putting x = (id I 0 ) ∪ { s − s n : s ∈ I n : n ∈ IN } , one verifies that we have x ∈ υ s C 1 (Q) and x ∈ υ s C 1 (Ω) Hö . From the same idea, we now wish to establish a connected Ω in dimension two with the analogous property in 3 Example. There are Ω ∈ τ I R 2 = τ rd R 2 and x such that Ω is τ I R 2 -connected, and with Q = Cl τ 2 I R Ω , we have x ∈ υ s C 1 (Q) and x ∈ υ s C 1 (Ω) Hö . Indeed, we can take Ω = Int τ 2
I R
Q , where Q and x are constructed as follows. With b n = 2 −n and a n = 3 4 b n , writing A n = { s , t : a n ≤ s ≤ b n and 0 < t ≤ 1 } , and B = { s , t : −1 ≤ s , t ≤ 1 and not 0 < s , t } , we obtain the "comblike" set Q = { A n : n ∈ IN o } ∪ B . We now take
, where with χ = { ( s , t , s t 2 ) : s , t ∈ IR } , and also writing c n = b n − a n , we define 1 x n = { ( s , t , c n χ` c −1 n (s − a n ) , t ) : n : s , t ∈ A n } .
1 note the definition { t(n, s , t) : n : P(n, s , t) } = { z : ∃ s , t ; z = t(n, s , t) and P(n, s , t) } obtained as a particular case of the general definition schema { T : x l 2 +1 , . . . x l 3 : F} = { x 0 : ∃ x l 1 , . . . x l 2 ; x 0 = T and F} , when the term T has free variables x 1 , . . . x l 3 and the formula F has free variables x l 1 , . . . x l . Here we understand that x i and x j are distinct variable(symbol)s unless i = j , and also that 1 ≤ l 1 ≤ l 2 ≤ l 3 ≤ l . In the case where l 2 = l 3 , we abbreviate { T : : F} = { T : F} . Compare to the discussion in [ Ky ; 4 Notes, p. 6 ] .
Writing α 1 = 1 , 0 and α 2 = 0 , 1 , to prove x ∈ υ s C 1 (Q) , the only nontrivial task is to verify continuity of x and x α i at points ξ 0 = 0 , t for 0 ≤ t ≤ 1 and ξ 1 = s , 0 for a n ≤ s ≤ b n . This we leave as a routine exercise for the reader. To prove x ∈ υ s C 1 (Ω) Hö , it suffices to observe that in the opposite case we would get 1 = lim
n (x` a n , 1 − x` 0 , 1 ) = 0 , a contradiction.
4 Remark. The construction via which we obtained the space C i (Ω) Hö can be generalized as follows. Assume that for Π , F ∈ LCS (R) with Π finite dimensional we are given a space E = S (Π , F ) ∈ LCS (R) such that id v E ∈ L (E , F υ s Π ) . For Q ⊆ υ s Π we then define H = S (Q Π , F ) = ≤ LCS -sup { G : F Q ≤ G and x | Q : x ∈ υ s E ∈ L (E , G) } .
Then x | Q : x ∈ υ s E is a strict morphism E → H in Horváth's second sense [ Ho ; Def. 2.5.2, p. 106 ] , and hence a linear homeomorphism E /N → H is given by x + N → x | Q when we take N = { x ∈ υ s E : x``Q ⊆ {0 F }} . Observe that the requirement id v E ∈ L (E , F υ s Π ) guarantees that N is τ rd E -closed, whence indeed we have H ∈ LCS (R) . Since a quotient of any Banach space by a closed subspace is Banach, we see that if E is Banach, then so is H .
The above general construction for example gives a meaning to the real Banach space H s (Q) C = H s (Q R N , C I R ) of continuous complex valued "Fourier -wise defined Sobolev " functions for any set Q ⊆ IR N when 1 2 N < s ∈ IR .
