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Розглянуто модель сегментації зображень за допомогою згорткових ней-
ронних мереж та дослідження ефективності процесу на основі моделей із на-
вчанням глибоких шарів згорткових нейромереж. Існують об’єктивні трудно-
щі, пов’язані з визначенням оптимальних характеристик нейронних мереж, 
тому є проблема перенавчання нейромережі. Усунення перенавчання шляхом 
визначення лише оптимальної кількості епох недостатнє, оскільки не забезпе-
чує високу точність. 
Визначено вимоги до набору зображень для навчання та перевірки моделі. 
Даним вимогам найбільш відповідають набори зображень PASCAL VOC (Вели-
ка Британія) і NVIDIA-Aerial Drone (США). 
Встановлено, що AlexNet (Канада) є навченою моделлю і може виконувати 
сегментацію зображень, проте надійність розпізнавання об’єктів недостат-
ня. Тому виникає необхідність підвищення ефективності сегментацїі зобра-
жень. Доцільно використати архітектуру AlexNet для створення спеціалізова-
ної моделі, яка за рахунок зміни параметрів та перенавчання деяких шарів до-
зволить краще проводити процес сегментації зображення. 
Виконано навчання п’яти моделей з використанням таких параметрів: 
швидкість навчання, число епох, алгоритм оптимізації, вид зміни швидкості 
навчання, коефіцієнт gamma, попередньо навчена модель. 
Розроблено згорткову нейронну мережу для підвищення точності та ефе-
ктивності сегментації зображення. Визначено оптимальні параметри навчан-
ня нейромережі: швидкість навчання – 0,0001, число епох – 50, коефіцієнт 
gamma – 0,1 тощо. Отримано підвищення точності на 3 %, яке дозволяє стве-
рджувати про правильність вибору архітектури розробленої мережі та під-
бору параметрів. Це дає можливість використовувати дану мережу для 
практичних задач сегментації зображень, зокрема для пристроїв із обмеже-
ними обчислювальними ресурсами. 
Ключові слова: обробка зображень, сегментація зображень, згорткові 
нейронні мережі, безпілотний літальний апарат. 
 
1. Вступ 
Обробка зображень має надзвичайно важливе значення в сучасній науці та 
практиці, тому постійно розвивається та вдосконалюється. Обробку зображень 
можна використовувати в багатьох галузях виробництва, а саме в точному зем-
леробстві (агромоніторингу), системах безпеки, контролі якості тощо. У перелі-






пілотні літальні апарати (БПЛА), системи відеоспостереження, веб-сервіси та 
мобільні застосування для ідентифікації та пошуку. 
Одним з видів обробки зображення є сегментація, яка широко застосову-
ються в промисловості, мистецтві, медицині, космосі, при керуванні процесами, 
автоматизації та в багатьох інших галузях [1]. Сегментація зображень передба-
чає розбиття вхідного зображення на області, що не подібні по деякому крите-
рію. Результатом цього є множина областей, які всі разом покривають все вхід-
не зображення.  
Існує велика кількість методів сегментації зображень, серед яких найбільш 
поширеними є методи на основі аналізу графа зображення, кластеризації, кон-
турні та порогові методи, а також нейромережеві методи. При цьому ці мето-
ди [2–4] працюють набагато швидше при невеликих розмірах зображень та ко-
льоровій гаммі.  
Оскільки сегментація передує більш високому рівню обробки зображення, 
то до методів сегментації застосовуються певні вимоги. У загальному випадку 
ці вимоги можна сформулювати наступним чином: 
– максимальна відповідність сегментованої області реальному об’єкту; 
– висока швидкодія; 
– стійкість до помилок; 
– висока точність. 
Тому виникає необхідність аналізу методів сегментації зображень та вибо-
ру оптимального згідно вищенаведених вимог, зокрема високої точності. Також 
варто врахувати параметри, які характеризують ці методи, зміна яких здійснює 
безпосередній вплив на точність, швидкодію та загальну ефективність процесу 
сегментації. 
Сучасним актуальним напрямком виробництва є розвиток точного земле-
робства, яке ґрунтуються на результатах агромоніторингу, а саме на знімках із 
відеокамер БПЛА для аналізу вегетативності, оцінки площ пошкоджень посівів, 
прогнозування врожайності тощо. Важливим критерієм при цьому виступає 
здатність БПЛА уникати зіткнень із близькими предметами, визначати поло-
ження в просторі, напрям та траекторію польоту за рахунок надходження вхід-
них даних у вигляді сегментованих зображень.  
Ефективність цих систем визначається точністю сегментації, для оцінки 
якої необхідні експериментальні дослідження. 
 
2. Аналіз літературних даних та постановка проблеми  
В роботі [5] наводяться результати сегментації зображень за допомогою 
кластеризації. Показано пошук кластерів на зображеннях на основі схожих ха-
рактеристик. Даний процес характеризується високою швидкодією, точністю та 
стійкістю до помилок на початковому етапі. Але залишаються невирішені пи-
тання, пов’язані з суттєвим зменшенням ефективності методу при збільшенні 
розміру зображення. Причиною цього можуть бути об’єктивні труднощі, 
пов’язані з великою кількістю дрібних елементів на зображенні та поганою ро-
ботою методу на зашумленому зображенні, що робить відповідні дослідження 







жень, які характеризуються високою швидкодією та простотою в реалізації. 
Проте залишаються невирішені питання, пов’язані з доволі низькою точністю 
сегментації. Це викликає труднощі, пов’язані з необхідністю обмежувати паліт-
ру кольорів на границях елементів зображень, що обмежує використання мето-
ду для повноколірних зображень. В роботі [7] наводяться результати сегмента-
ції зображень за допомогою контурних методів. Показано стійкість до зміни 
параметрів вхідних зображень. Але залишається невирішеною проблема розри-
ву областей зображення. Також методи характеризуються низькою швидкоді-
єю. Причиною цього можуть бути об’єктивні труднощі, пов’язані з використан-
ням широкої палітри кольорів у реальних зображеннях. Це обмежує викорис-
тання даного методу для фотореалістичних зображень. В роботі [8] наводяться 
результати сегментації зображень за допомогою методів на основі аналізу гра-
фа зображення. Показано, що отримані дані не залежать від зміни параметрів 
однорідності кольорів і розмірів вхідних зображень. Проте дані методи мають 
низьку швидкодію та протребують багато пам’яті. Причиною цього можуть бу-
ти складнощі вибору вибирати метрику окремо для кожного типу зображень та 
використанням великої кількості елементів графу для сегментації зображення. 
Це робить дані дослідження затратними з точки зору використання обчислюва-
льних ресурсів. 
Варіантом подолання вищенаведених труднощів, пов’язаних з недостатньою 
точністю, ефективністю та швидкодією, може бути використання методів сегмен-
тації зображень на основі нейронних мереж [9], зокрема згорткових. Саме такий 
підхід використаний у роботі [10], де використовується нейронні мережі для ко-
льорових зображень, але не аналізуються параметри навчання. Також схожий 
принцип реалізований в роботі [11], де параметри навчання наводяться без пояс-
нення можливостей використання, зокрема для задач сегментації. 
Все це дозволяє стверджувати, що доцільним є проведення дослідження по 
підвищенню ефективності навчання нейронної мережі, що дозволить значно 
покращити точність сегментації зображень. 
 
3. Мета та задачі дослідження 
Метою дослідження є вдосконалення архітектури згорткової нейронної 
мережі для сегментації зображень та вибору параметрів навчання цієї мережі. 
Це дасть можливість отримати нову нейромережу із підвищеною точністю для 
сегментації зображень, яка може бути використана як попередньо навчена ней-
ромережа для інших задач. 
Для досягнення мети були поставлені наступні завдання: 
– дослідити моделі нейромереж на основі набору PASCAL VOC; 
– оцінити модель Voc-3 на основі набору NVIDIA-Aerial Drone. 
 
4. Матеріали та методи дослідження сегментації зображень за допомо-
гою згорткових нейронних мереж 
Дослідження сегментації зображень проводилось за допомогою відповід-
них методів на основі згорткових нейронних мереж з врахуванням параметрів 






вались набори PASCAL VOC та NVIDIA-Aerial Drone, які містять велику кіль-
кості зображень із розміченими групами пікселів та визначеними класами 
об’єктів. PASCAL VOC містить зображення, де потрібний клас чітко виділяєть-
ся з поміж інших пікселів по колірному тону [12]. NVIDIA-Aerial Drone містить 
зображення, які отримані з відеокамер, прикріплених на БПЛА при зйомці з ви-
соти декількох сотень метрів [13]. Дослідження проводилось за допомогою 
програмного середовища DIGITS з використанням середовища Caffe, яке приз-
начено для глибокого навчання нейромережі з врахуванням швидкодії та моду-
льності при розробці моделі. Поєднання цих середовищ дозволяє швидко на-
вчати нейронні мережі з глибокими шарами та використовується для задач кла-
сифікації, сегментації зображень та виявлення об’єктів на них. DIGITS містить 
попередньо навчену модель AlexNet, яка характеризується адаптованими для 
сегментації параметрами (табл. 1) та має гнучку архітектуру (рис. 1).  
 
Таблиця 1 











Вхід Input – – – – 227×227×3 – 
Шар Conv1 96 11×11 4 – 55×55×96 ReLU 
Шар Max Pool1 – 3×3 2 – 27×27×96 – 
Шар Conv2 256 5×5 1 2 27×27×256 ReLU 
Шар Max Pool2 – 3×3 2 – 13×13×256 – 
Шар Conv3 384 3×3 1 1 227×13×384 ReLU 
Шар Conv4 384 3×3 1 1 13×13×384 ReLU 
Шар Conv5 256 3×3 1 1 13×13×256 ReLU 
Шар Max Pool3 – 3×3 2 – 6×6×256 – 
Вихід Dropout1 – – – – 6×6×256 Softmax 
 
Архітектура AlexNet складається з п’яти згорткових шарів, між якими роз-
ташовані шари Pooling і нормалізації, та трьох повнозв’язних шарів. Причому їх 
параметри можуть змінюватись в процесі навчання. На вхід подається зобра-
ження з палітрою RGB розміром 227×227×3. Розмір фільтра першого шару ста-
новить 11×11. Використовується ядро розміром 96 з кроком 4. Функція актива-
ції на виході – Softmax, а в шарах – ReLU, яка дозволяє в 6 разів збільшити 
швидкодію. Загалом кількість параметрів AlexNet становить 62,3 мільйона [14]. 
В порівнянні з аналогічними моделями [10], до AlexNet висуваються значно 
менші вимоги до величини пам’яті (в 10 раз) при підвищенні точності більш, 

























































































































































Таким чином, архітектуру AlexNet було використано як базову для ство-
рення спеціалізованої моделі FCN-AlexNet шляхом додавання повнозв’язного 
згорткового шару через внесення таких змін в DIGITS: 
– навчальна та перевірочна мережі повинні бути об’єднані в єдину нейро-
мережу; 
– спеціалізовані шари для отримання даних із зображення для сегментації 
SBDDSegDataLayer та VOCSegDataLayer повинні бути замінені простими ша-
рами для отримання даних з LMDB; 
– шар power повинен бути доданий до зсувного шару вхідних даних; 
– до шару upscore потрібно додати білінійну фільтрацію ваги нейронів; 
– потрібно додати шар точності для оцінки ефективності моделі на переві-
рочному наборі зображень; 
– процеси навчання та перевірки повинні виконуватися з нормалізацією 
шляхом введення параметра batch size=1 [15]. 
Вибір алгоритму оптимізації моделі FCN-AlexNet визначається особливос-
тями сегментації зображення,  для якої необхідно мати хорошу збіжність алго-
ритму, а для практичного використання – високу швидкодію. Порівняння алго-
ритмів [16] показує, що для задачі сегментації зображень найкращі результати 
швидкодії показують Adam (збільшення на 10–50 %) та стохастичний градієнт-
ний спуск (збільшення на 5–20 %) в залежності від метрики. Також ці алгорит-
ми демонструють хорошу збіжність, особливо стохастичний градієнтний спуск. 
Основними показниками ефективності навчання нейромережі, що визнача-
лися в процесі дослідження, було обрано точність і похибки. Точність рахуєть-
ся як відсоток правильно визначених класів (або пікселів, що належать до пев-
ного класу) на зображенні відносно всіх класів (або всіх пікселів). Похибка ра-
хується як відсоток неправильно розпізнаних класів (або пікселів, що належать 
до певного класу) на зображенні відносно всіх класів (або всіх пікселів). Для 
оцінки ефективності навчання нейромережі визначаються оптимальні парамет-
ри нейронної мережі. Цими параметрами є тривалість навчання (число епох), 
алгоритм оптимізації (адаптивна миттєва оцінка (Adam), стохастичний градієн-
тний спуск (SGD)), вид зміни швидкості навчання, коефіцієнт gamma, швид-
кість навчання (величина кроку). Комбінації параметрів в процесі навчання 4-х 
моделей зведено у табл. 2. 
Похибка досліджувалась на навчальній та перевірочній вибірках, які явля-
ють собою вищенаведені набори розмічених сегментованих зображень 
(PASCAL VOC та NVIDIA-Aerial Drone). Набір PASCAL VOC містить 20 кате-
горій об’єктів, які включають 1464 зображень для навчання та 1449 – для пере-
вірки. Для набору NVIDIA-Aerial Drone виконано розподіл зображень у спів-
відношенні 80 % на навчальну вибірку та 20 % на перевірочну з використанням 
кросс-перерірки для оцінки точності моделі. 
Значення похибки на навчальній та, особливо, на перевірочній вибірці по-
винно поступово зменшуватись. Це буде свідчити про правильність навчання 
нейронної мережі та відсутність перенавчання, тобто про адекватність моделі. 
Валідація результатів навчання може визначатись як поступове зниження похи-







отримання найвищої точності на перевірочній вибірці при відсутності суттєвих 
коливань числових значень. Критерієм доцільності збільшення епох навчання є 
поступове підвищення точності на перевірочній вибірці. Початок падіння точ-
ності на перевірочній вибірці є критерієм перенавчання, відсутність якого є 
умовою валідації моделі.   
 
Таблиця 2 


















Voc-1 25 Adam 
FCN-
AlexNet 
Екпоненційний, 0,99 0,0001 
Voc-2 30 SGD 
FCN-
AlexNet 
Екпоненційний, 0,95 0,0001 






Voc-4 50 SGD 
FCN-
AlexNet 
Екпоненційний, 0,97 0,00001 
 
5. Результати дослідження сегментації зображень за допомогою згорт-
кових нейронних мереж 
5. 1. Дослідження моделей нейромереж для сегментації зображень з 
набору PASCAL VOC  
Дослідження проводилось на попіксельно розмічених зображеннях з набору 
PASCAL VOC. Оскільки розміри зображень в наборі різні, то у разі потреби пе-
ревірки моделі на новому зображенні необхідно виконати попіксельну розмітку 
сегментованих областей. Крім того, розрахунок точності відбувається в режимі 
м’якого реального часу, що вимагає від нейромережі високої швидкодії при об-
меженому обсягу пам’яті для забезпечення високої точності. Зображення на вхід 
нейромережі надходить із колірною палітрою RGB (256 кольорів) розміром не 
більше 10 Мб, а на виході отримується в форматі PNG (lossless). Розміром пакета 
(batch size) складає 32 з кількістю потоків, рівною 4. Попіксельна розмітка (за 
наявності) повинна відповідати формату анотації Lightning Memory-Mapped 
Database. Моделі імпортуються у форматі prototxt. Час виконання сегментації не 
повинен перевищувати 50 мс для зображення розміру Full HD.  
Перевірка ефективності моделей проілюстровано графіками, побудова 
яких виконувалась автоматично в програмному середовищі DIGITS на основі 
заданих параметрів, які наведені в табл. 2. Для апаратного прискорення навчан-
ня використовувалось середовище Caffe. Кількість значень точності рівний кі-
лькості епох навчання. Остаточна точність моделі є точність навчання на 
останній епосі. 
На рис. 2 показано графік перевірки ефективності моделі Voc-1.  
З рис. 2 видно, що на навчальній вибірці зі збільшенням кількості етапів 






після 10-ї епохи стабілізується в діапазоні 1,3–2,7. Точність на перевірочній 
вибірці досягає 72 % і майже не збільшується після першої епохи.  




Рис. 2. Графіки зміни точності, похибки на перевірочній вибірці та похибки на 
навчальній вибірці залежно від епохи для моделі Voc-1 
 
На рис. 3 видно, що на навчальній вибірці зі збільшенням кількості етапів 
навчання (епох) похибка зменшується у абсолютному значенні з 3 до 0,7–0,2 а 
після першої епохи і в подальшому практично не змінюється. Точність на 
перевірочній вибірці досягає 80 % і плавно збільшується після першої епохи до 
значення 82 %.  
На рис. 4 показано графік перевірки ефективності моделі Voc-3. 
На рис. 4 видно, що на навчальній вибірці зі збільшенням кількості етапів 
навчання (епох) похибка зменшується у абсолютному значенні з 3 до 0,6–0,2, а 
після 10-ї епохи стабілізується в діапазоні 0,4–0,2. Точність на перевірочній 
вибірці досягає 78 % і плавно збільшується після першої епохи до значення 83 %.  
На рис. 5 показано графік перевірки ефективності моделі Voc-4. 
На рис. 5 видно, що на навчальній вибірці зі збільшенням кількості етапів 
навчання (епох) похибка зменшується у абсолютному значенні з 3 до 1,7–0,3, а 
після 10-ї епохи стабілізується в діапазоні 0,7–0,3. Точність на перевірочній 
вибірці досягає 75 % і плавно збільшується після першої епохи до значення 
81 %.  
В результаті досліджень отримані результати перевірки ефективності 4-х 









Рис. 3. Графіки зміни точності, похибки на перевірочній вибірці та похибки на 




Рис. 4. Графіки зміни точності, похибки на перевірочній вибірці та похибки на 








Рис. 5. Графіки зміни точності, похибки на перевірочній вибірці та похибки на 
навчальній вибірці залежно від епохи для моделі Voc-4 
 
Таблиця 3 
Результати досліджень ефективності моделей із різними параметрами 
Назва моделі Епоха з найкращим результатом/кількість епох Точність 
Voc-1 25/25 72 % 
Voc-2 30/30 82 % 
Voc-3 50/50 83 % 
Voc-4 50/50 81 % 
 
З табл. 3 видно, що найбільшу точність демонструє модель Voc-3 з 83 % 
при швидкості навчання 0,0001 на основі SGD при ступінчастому способі зміни 
швидкості навчання. Найменше значення точності складає 72 % для моделі 
Voc-1, яка використовує алгоритм адаптивної миттєвої оцінки.  
На рис. 6 показано сегментацію зображення фотографії тварин в програм-
ному середовищі DIGITS із використанням моделі Voc-3 для навчання при різ-
них епохах. При цьому для апаратного прискорення навчання використовува-
лось середовище Caffe. 
На рис. 6 при виконанні розпізнавання об’єктів виділено 2 області:  – 
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Рис. 6. Сегментації зображення велосипедиста із використанням навченої моде-
лі Voc-3 для різної кількості навчальних епох: а – 3 епохи; б – 12 епох; в – 30 
епох; г – 50 епох 
 
5. 2. Оцінка навченої моделі Voc-3 для сегментації зображень з набору 
NVIDIA-Aerial Drone 
На практиці сегментація є складовою моніторингу навколишнього середови-
ща за допомогою БПЛА, що вимагає високої точності сегментації для керування 
та орієнтації в просторі. Відеокамери з БПЛА отримують контрастне зображення, 
на відміну від зображень в наборі PASCAL VOC. Тому модель з найбільшою точ-
ністю Voc-3 потрібно донавчати на іншому наборі зображень, знятих з відеокаме-
ри БПЛА. Для вирішення цього завдання використано набір NVIDIA-Aerial Drone. 
При цьому від моделі вимагається висока швидкодія при обмеженому обсягу 
пам’яті для забезпечення високої точності в режимі реального часу.  
Для перевірки ефективності моделі Voc-3, навченої за допомогою DIGITS, 
був використаний набір зображень NVIDIA-Aerial Drone. Для апаратного прис-
корення навчання використовувалось середовище Caffe. В процесі виконання 
досліджень використовувались значення параметрів, визначені як оптимальні 






– швидкість навчання – 0,0001; 
– тривалість навчання (число епох) – 50; 
– алгоритм оптимізації – SGD; 
– вид зміни швидкості навчання – ступінчастий; 
– коефіцієнт gamma – 0,1; 
– попередньо навчена модель – повнозв’язна згорткова нейромережа FCN-
AlexNet. 
Таким чином, отримано модель Drone-1, результати перевірки якої показа-




Рис. 7. Графіки зміни точності, похибки на перевірочній вибірці та похибки на 
навчальній вибірці залежно від епохи для моделі Drone-1 
 
З рис. 7 видно, що похибка в абсолютному значенні для навчальної вибір-
ки зображень стає близькою до 0 після першої епохи навчання, крім епізодич-
них випадків на певних навчальних епохах. На перевірочній вибірці зображень 
похибка після першої епохи теж стає близькою до 0, а точність роботи моделі 
стає близькою до 100 % і практично не змінюється. Після завершення 30-ї епо-
хи значення точності складає 99 %.  
На рис. 8 показано сегментація зображення, отриманого з відеокамери 
БПЛА для моделі Drone-1 в програмному середовищі DIGITS.  
На рис. 8 при виконанні розпізнавання об’єктів виділено 2 області:  – 














Рис. 8. Сегментація зображення, отриманого з відеокамери БПЛА набору 
NVIDIA-Aerial Drone для моделі Drone-1: а – початкове зображення; б – вико-
нана сегментація зображення 
 
Наявні значення швидкодії дозволяють порівняти модель Drone-1 з іншими 
[2–7], проте є сенс проводити порівняння з близькими по архітектурі моделями, 






критерію точності з деякими відомими моделями на основі AlexNet, розробле-
ними за схожими параметрами, навченими на основі зображень, отриманих з 
камер БПЛА. Такими моделями було обрано FIRECAMP2 SLIC, VEDAI, 
NZAM/ONERA Christchurch, ISPRS Potsdam [17, 18]. Результати оцінки точнос-
ті моделей занесено в табл. 4. 
 
Таблиця 4 
Результати оцінки точності моделей 
Назва моделі Точність, % 
FIRECAMP2 SLIC 95 
VEDAI 96 
NZAM/ONERA Christchurch 97 
ISPRS Potsdam 97 
Drone-1 98 
 
З табл. 4 видно, що найбільшу точність, а саме 98 %, демонструє модель 
Drone-1, оскільки інші навчалися на основі зображень, отриманих з камер БП-
ЛА, які не входили в набір NVIDIA-Aerial Drone.  
Виконано оцінку адекватності, достовірності та збіжності моделі Drone-1 у 
порівнянні з іншими [17, 18]. Для цього проведено сегментацію 100 попіксель-
но розмічених вручну зображень із набору Aeroscapes [19]. Розрахунки викону-
вались в середовищі Jupiter Notebook на мові Python. Усереднені результати 
зведені до табл. 5. 
 
Таблиця 5 
Результати перевірки для оцінки достовірності, адекваності та збіжності моделі   
Назва моделі Точність, % 






FIRECAMP2 SLIC 84 6 12 
VEDAI 82 8 17 
NZAM/ONERA 
Christchurch 
81 10 20 
ISPRS Potsdam 85 4 16 
Drone-1 87 5 13 
 
З табл. 5 видно, що найбільшу точність, а саме 87 %, демонструє розробле-
на модель Drone-1. Це свідчить про високу достовірність моделі Drone-1. 
Об’єкти на зображеннях для перевірки розмічені на певні класи, згідно яких 
відбувається сегментування зображення моделлю, яка виконує позначення класів 
для виділених областей. При експериментальній перевірці моделей були хибно 
позитивні (наявність певного класу на зображенні за його відсутності) та хибно 
негативні (відсутність певного класу на зображенні за його присутності) результа-







ними класами складає 5 %. Таким чином, частка зображень із правильно розміче-
ними класами складає 95 %, що свідчить про високу адекватністю моделі.   
Сегментація передбачає врахування частки хибно розмічених пікселів. При 
експериментальній перевірці моделей були хибно позитивні (позначення піксе-
ля певним класом за відсутності належності до нього) та хибно негативні (непо-
значення пікселя певним класом при належності до нього) результати розмі-
чення пікселів. З табл. 5 видно, що частка хибно розмічених пікселів складає 
13 %. Таким чином, частка правильно розмічених пікселів складає 87 %, що 
свідчить про високу збіжність моделі. 
 
6. Обговорення результатів дослідження сегментації зображень за до-
помогою згорткових нейронних мереж 
Результати досліджень показують, що навчена модель Drone-1 демонструє 
високу точність сегментації зображень (рис. 7). Це пояснюється вибором опти-
мальних параметрів нейронної мережі, а також внесенням згорткового шару в 
стандартну архітектуру нейромережі. Drone-1 базується на Voc-3. Ця модель 
продемонструвала найкращі значення точності (табл. 3) в процесі навчання на 
основі набору PASCAL VOC (рис. 4). Це пояснюється вибором ступінчастої 
функції для зміни швидкості навчання (табл. 1). Рис. 6 візуалізує отриманий ре-
зультат, що підтверджує отримані дані. Тому саме Voc-3 була обрана для дона-
вчання на основі набору NVIDIA-Aerial Drone із тими ж параметрами. Створену 
таким чином модель Drone-1 можна використовувати для сегментації реальних 
зображень (рис. 8), висока точність якої визначає ефективність системи керу-
вання БПЛА. Результати порівняння точності сегментації зображення (рис. 8) 
для Drone-1 та інших подібних моделей занесено в табл. 4. Drone-1 в порівнянні 
з іншими демонструє високі значення точності сегментації зображень, які не 
бути в навчальній та перевірочній вибірках, що вказує на адекватність цієї мо-
делі та відсутність перенавченання. 
Точність та швидкодія розробленої моделі нейронної мережі Drone-1 ма-
ють більші значення, ніж аналогічні, отримані в [17], на 1–2 % та 20–50 %, від-
повідно. При цьому процес сегментації не вимагає значних обчислювальних 
ресурсів на етапі використання моделі. Порівняно з [18] дана модель має вищу 
точність сегментації зображень на 3 %. Це досягнуто за рахунок об’єднання на-
вчальної та перевірочної мереж, заміни спеціалізованих шарів простими, дода-
ванням шарів power та точності, білінійної фільтрації ваги нейронів та парамет-
ра batch size. Достовірність, адекваність та збіжність розробленої моделі ней-
ронної мережі Drone-1 є порівнювана із іншими моделями [17, 18] та не посту-
пається їм. 
Оскільки навчання моделі нейромережі проводилось для зображень з на-
бору NVIDIA-Aerial Drone, то високі значення точності сегментації притаманні 
зображенням, отриманих із відеокамери дрона, зазвичай через високу контрас-
тність груп пікселів. Для інших видів зображень, імовірно, точність не буде на-
стільки високою. Це потребує додаткових досліджень. 
До недоліків варто віднести тривалий процес навчання нейромережі та за-






можливо за рахунок розпаралелювання обчислень на графічних процесора, 
створення нових компактних архітектур та появи більшої кількості попередньо 
навчених нейронних моделей. 
Розвиток дослідження даної моделі може полягати у подальшому підви-
щенні точності, швидкодії та зменшенні обсягів обчислювальних ресурсів. Це 
вимагатиме складного математичного моделювання, врахування предметної 
області застосування та розробки програмних модулів для конкретної системи. 
 
7. Висновки 
1. Досліджено моделі Voc-1, Voc-2, Voc-3, Voc-4 нейромереж на основі на-
бору PASCAL VOC. Встановлено, що найбільшу точність демонструє модель 
Voc-3 з 83 % при швидкості навчання 0,0001 на основі SGD при ступінчастому 
способі зміни швидкості навчання. Найменше значення точності складає 72 % 
для моделі Voc-1, яка використовує алгоритм адаптивної миттєвої оцінки. Це 
означає, що SGD справляється краще, ніж Adam, оскільки Voc-2 та Voc-4 воло-
діють відчутно більшими показниками точності моделі, а саме 82 % та 81 %, 
відповідно. 
2. Отримано значення точності моделі Drone-1, створеної на основі попе-
редньо навченої моделі Voc-3 для сегментації зображень з набору NVIDIA-
Aerial Drone з визначеними на основі дослідження параметрами. Ці значення є 
досить високими, адже похибка в абсолютному значенні для навчальної вибір-
ки зображень стає близькою до 0 після першої епохи навчання. На перевірочній 
вибірці зображень похибка після першої епохи теж стає близькою до 0, а точ-
ність роботи моделі стає близькою до 100 % і практично не змінюється. Після 
завершення 30-ї епохи значення точності складає 99 %. Отримані значення точ-
ності дозволяють стверджувати про правильність вибору архітектури мережі та 
підбору параметрів. Це дає можливість використовувати дану модель для прак-
тичних задач сегментації зображень, наприклад, у випадку оцінки величини 
пожежі, аналізу вегативності поля, класифікації посівів тощо. 
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