This paper discusses the spectral proper orthogonal decomposition and its use in identifying modes, or structures, in flow data. A specific algorithm based on estimating the cross-spectral density tensor with Welch's method is presented, and guidance is provided on selecting data sampling parameters and understanding tradeoffs among them in terms of bias, variability, aliasing, and leakage. Practical implementation issues, including dealing with large datasets, are discussed and illustrated with examples involving experimental and computational turbulent flow data.
S PECTRAL proper orthogonal decomposition (spectral POD, or SPOD) is an empirical method to extract coherent structures, or modes, from flow data. Alongside other operator-and data-driven decompositions employed in fluid mechanics [1] , the resulting modes can be used for a variety of purposes, from classification to reduced-order modeling to control. Like other variants of POD, the SPOD finds an optimal orthogonal basis for the data in the sense that a subset of the modes captures a larger fraction of the total energy (variance) in the data than any other orthogonal basis. What distinguishes SPOD from "standard" POD is that the modes vary in both space and time and are orthogonal under a space-time inner product, rather than only space. As a consequence, they are optimal at expressing spatiotemporal coherence in the data. SPOD is a special case of a more general space-time decomposition under the assumption of statistically stationary data (meaning that the mean and variance do not change in time), and the resulting modes are harmonic in time, and computed one frequency at a time from the data. Mathematically, SPOD modes are the eigenvectors of a cross-spectral density (CSD) tensor at each frequency.
Spectral POD is hardly new: much of the original literature on POD stemming from Lumley [2, 3] is agnostic as to the choice of domain and inner product, and the frequency-based version we discuss in this paper has been widely applied in the intervening years. On the other hand, since at least the late 1980s, the space-only version has become dominant to the point that the space-time and frequencyspace versions are sometimes neglected in favor of the dynamic mode decomposition (DMD) [4] , Cronos-Koopman analysis [5] , and other techniques. In a recent paper [6] , we reviewed the properties of SPOD and determined the relationships between SPOD and DMD. For the case of stationary data from stochastic processes, SPOD combines the advantages of DMD in terms of expressing temporal correlation among the resulting structures, with the optimality associated with POD itself. In addition, there are useful connections between SPOD modes and a resolvent analysis of a forced, linear operator that provide for additional ways to interpret (and model) turbulent flows [6] . We caution that the term "SPOD" has been applied to a different technique proposed by Sieber et al. [7] , which we do not discuss here. Our terminology here stems from earlier usage [8] and the fact that the kernel is the CSD.
Although the "POD part" of SPOD is conceptually and algorithmically straightforward (eigenvectors of a matrix), the "spectral" part of SPOD is less so. The key algorithm behind SPOD is Welch's method, an averaging technique that consistently and accurately estimates the CSD from a time series. Thus the purpose of this paper is to expose the SPOD-Welch algorithm in detail and provide examples of applying it to both computational and experimental data. We hope that, by doing so, we facilitate its understanding and use by the broader fluids community. We begin in Sec. II by briefly reviewing the theory behind POD and contrasting the standard and spectral versions of it. In Sec. III, we detail the SPOD algorithm and discuss tradeoffs related to the choice of spectral estimation parameters. Example analyses computed using the open-source implementation spod are introduced both to illustrate the choice of estimation parameters and to provide guidance regarding the interpretation of results.
II. Background: Standard POD and SPOD

A. Theory
An aim of this paper is to make SPOD accessible to practitioners, but a thorough understanding and disambiguation between variants of the approach requires some theoretical background. We refer the reader to several sources [3, 6, 9, 10] and briefly summarize the results here.
POD seeks a deterministic function, ϕz, or a set of such functions that, on average, best approximate a zero-mean stochastic process, fqz; ξg, based on a finite ensemble of samples. Here u represents the random variable, and z ∈ Ω represents the independent variables and their domain, which in general can include both spatial dimensions and time. ξ parameterizes the probability space, which is, in turn, equipped with an expectation operator, Ef⋅g, so that qz Efqzg 0. We drop the explicit reference to ξ in what follows. If the process is not zero-mean, then it must first be centered; that is, we work with fluctuations, q 0 q − q. In what follows, we assume that this step has been taken and drop the prime.
By assuming that each realization of the process belongs to a Hilbert space with an inner product, typically
where Wz is a positive definite weighting tensor. The Karhunen-Loéve (KL) theorem states that there is a set of functions ϕ k z, k 1; : : : ; ∞, that are mutually orthogonal (hϕ k z; ϕ j zi δ kj ) and form a complete basis in which any realization can be expanded:
The ϕ k z are eigenfunctions, with associated eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ 0 of a Fredholm integral equation whose kernel is the covariance tensor
where the asterisk represents the Hermitian, or conjugate transpose, for complex-valued vector or tensor variables (or simply the transpose for real variables, or the conjugate for scalars). A technicality, which becomes important when we deal with flows defined on infinite or semi-infinite domains (in space-time), is that the covariance must be of compact support.
Aside from the orthogonality of the basis, the expansion gives several desirable properties: 1) (Parseval) The eigenvalues sum to the total variance, P k λ k Efhq; qig, which in many flow problems represents a kind of energy. For example, if q are velocity fluctuations and W 1, then the total variance is (twice) the turbulent kinetic energy integrated over space. Other interpretations are provided below.
2) (Optimality) A truncated expansion with n terms captures more of the total variance than any other orthogonal expansion of the same order.
3) The expansion coefficients are uncorrelated:
In other words, the decomposition provides a way to express the random field in a series of mutually uncorrelated structures that are optimal for expressing the total variance.
The POD approximates the KL expansion by gathering samples (realizations) for the random process, q k , k 1; : : : ; N. The resulting covariance tensor is then estimated:
To apply POD to flowfields, we need to decide on the random variables, q, the independent variables, z, their domain, Ω, and of course the means by which we can obtain a sufficiently large ensemble of realizations of the process. The major variants of POD reflect different choices and face different constraints regarding obtaining sufficient data. For example, it is experimentally unrealistic to demand a large number of realizations of a fully three-dimensional, time-dependent flowfield. Likewise, numerical simulation data for the general case may be too voluminous to yield practical computations. The theory discussed in this section is agnostic as to these choices, but they are paramount in determining whether the resulting expansions are able to efficiently represent important flow structures. A takeaway message here is that, regardless of what follows, the most fundamental requirement of POD is that we have a (possibly large) number of independent realizations of a random process so that we hope (and then verify) that N is sufficient so that the resulting eigenvectors converge to the true ones.
B. Symmetries
An important simplification (both theoretically and computationally) is obtained when we impose at the outset certain symmetries, or invariances, that we expect in the random process. In fluid flows, the most relevant spatial invariances are translational (homogeneity), rotational, and reflectional. It is important to understand that these symmetries are statistical in nature-turbulence breaks all of the symmetries that laminar flows enjoy-and yet they reappear in the statistics. Take translational invariance, say, in x, as an example: the idea is that a flow structure is as likely to occur at one x as any other. This suggests that the covariance should depend only on the relative position, Cx; x 0 ; : : : → Cx − x 0 ; : : : . Imposing this restriction on the KL expansion above then yields a set of decoupled problems for each wavenumber in a Fourier-series expansion of the covariance [10, 11] . Continuous rotational symmetry behaves similarly and can be cast as independent KL expansions for each azimuthal Fourier mode. Reflectional symmetry yields two separate KL expansions for symmetric and antisymmetric modes. M-fold rotational symmetry can be addressed with a Fourier-Floquet ansatz [12] , and so on.
Needless to say, when symmetries exist, they should be imposed on the KL ansatz rather than relying on the data to express them for us. First, we typically obtain a reduction in computational effort (for example, by being able to consider a limited number of twodimensional problems rather than a single, large three-dimensional one), but, more fundamentally, symmetries will be imperfectly expressed in any finite set of realizations: we can observe a turbulent structure at several or many locations in x, but never at an infinite number of them. It is a mathematical property of the KL ansatz that guarantees that the reduced SPOD analysis is still overall optimal for the global problem.
The fact that homogeneity leads to a Fourier basis is seen by some as failing of POD in the sense that one might want to describe localized structures that occur in these flows. Our experience is that the computational simplification provided by one or more symmetries is an advantage rather than a pitfall, but if localized descriptions are desired, alternative multiscale bases such as wavelets [13] can be sought. These may be suboptimal in terms of variance/energy but better performing in reduced-order models. Likewise, modifications to the KL ansatz, particularly the imposition of traveling waves together with reconstruction techniques for the phase speed (e.g., [14] ), are also possible, although to our knowledge they have not been applied widely, and they may be difficult to pose for large, multidimensional problems.
As mentioned in the last section, the KL theorem requires a compact, bounded covariance tensor, which is contradicted by translational invariance, because the associated coordinate direction is infinite. Fortunately, though, the covariance computed one wavenumber at a time is compact in the remaining, inhomogeneous directions.
C. Stationarity, Standard POD, and SPOD
Stationarity is the temporal analog of translational invariance (homogeneity). Most turbulent flows are idealized as (weak, or wide-sense) stationary processes, and the vast majority of POD algorithms being used across fluid dynamics are based on a stationary assumption. If a flow is not stationary, we can still perform a spacetime POD as outlined above, but we require an ensemble of realizations of the process and this is computationally challenging for three-dimensional flows.
When stationarity is an appropriate assumption, it can be exploited in two distinct ways. The first approach considers both spatial and temporal variables in the KL ansatz, that is, z x; t, and the inner product is
Then, following the discussion in the previous section, we recognize that Cx; x 0 ; t; t 0 → Cx; x 0 ; t − t 0 and, by an analogously to homogeneity, we find that we can solve a series of POD problems in Fourier space, that is, one frequency at a time. Taking the (continuous) Fourier transform of the covariance gives the CSD tensor:
where τ t − t 0 . This is then the kernel of the KL eigenvalue problem, and we find a set of ϕ f x, which, when transformed back to the time domain, are mutually orthogonal under the full space-time inner product (6) . This ansatz is the basis of spectral POD; all that remains is to determine an appropriate way to estimate the CSD tensor from flow data-this is discussed beginning in Sec. III.
Before proceeding, we discuss a simpler but more restrictive form of POD that exploits stationarity in a different way: restricting the KL basis to only spatial variables, and computing the (space-only) covariance by sampling spatial fields at specific instances from a time series. Stationarity and ergodicity then imply that (when the statistics converge) this will be equivalent to an ensemble average of spatial fields selected from different realizations. The inner product is likewise restricted to an integration over space, and, as a result, the resulting eigenfunctions are not functions of time. Instead, we may expand the time-dependent field by
Because of the ubiquity of this space-only POD problem in the fluids literature, we will refer to it in what follows as "standard" POD.
Standard POD has, as its kernel, the same covariance tensor defined above but evaluated at zero time separation, that is, Cx; x 0 ; 0. As such, it is immediately obvious that any notion of temporal correlation among the resulting structures is lost. This criticism lead Schmid [4] to formulate the DMD, which approximates the eigenmodes of a linear operator that maps the state of the flow from one instance to the next. This is more general than SPOD in that these modes can represent structures that grow and decay in time, but the resulting modes are neither orthogonal nor optimal in representing the statistics. For the special case when the flow is stationary, Towne et al. [6] show that, in fact, SPOD modes are DMD modes (provided that the data are centered) and, in fact, represent a kind of optimal averaging of an ensemble of DMD modes computed for different realizations of the same flow. The optimality is precisely the one discussed above: the SPOD modes optimally represent the second-order space-time statistics (covariance).
D. Discrete Form of POD
We now consider a stochastic process represented by a discrete set of M observations rather than a continuously varying field, such as flow quantities discretized at points in space and/or time, that is, q ∈ C M , where M is the total number of spatial points times the total number of variables times (if desired) the total number of time steps. We allow the flow quantities to be complex to reflect the fact that they may have already been Fourier transformed in one or more homogeneous spatial dimensions. The Hilbert space becomes a finitedimensional vector space with inner product
where the superscript H is the Hermitian. Though not required, it is useful to construct the discrete weight matrix W so that the inner product represents a discrete quadrature of the continuous inner product, Eq. (1).
The covariance matrix C is, as before, estimated from an ensemble of observations. Denoting q k as the kth member of the ensemble, we form a data matrix
so that the sample covariance is estimated as (recall that the data need to be centered)
and the POD eigenvalues and eigenvectors (λ k , ϕ k , k 1;2; : : : ; N) are then given by the solution of
and Λ 2 6 6 6 4
Regardless of which of the several forms of POD (standard or spectral) discussed above is being computed, the maximum number Article in Advance / SCHMIDT AND COLONIUS of nonzero eigenvalues of Eq. (12) is minM; N. If the number of observations is much smaller than the ensemble size, M < N, then it is most efficient to solve this M × M directly. More typically in fluid dynamics, however, we have M ≫ N, and it is not practical to build the matrix C, let alone find its eigendecomposition. However, a reduction in cost is possible. The range of C is contained within the span of Q, and so we can construct the eigenvectors as a linear combination of the data vectors:
where each column of Ψ ∈ C M×N contains the coefficients by which each data vector is to be multiplied to build a corresponding column of Φ. Notice then that Eq. (12) may be written
so that it suffices to solve
where Λ nz are the (potentially) nonzero eigenvalues of C and we can build its eigenvectors from Eq. (15). This is now an N × N eigenvector problem.
In the literature, solving the (typically) smaller eigenvalue problem (17) is often called the method of snapshots [15] , owing to its use in the traditional space-only POD where the ensemble of data is taken (under stationarity) as a set of observations at different times, and we then build the POD eigenvectors from these "snapshots." Although we retain this jargon, we note that the algebra discussed in this section is completely generic: all that is required is an ensemble (however defined) of discrete data vectors and an appropriately defined inner product (through specification of W). Then we solve whichever eigenvalue problem, (12) or (17), is smaller. Finally, it should be obvious that ϕ k , ψ k , and λ k are the (generalized) right singular vectors, left singular vectors, and singular values (squared) of the data matrix.
III. Spectral Estimation and the Discrete Form of SPOD A. Welch's Method
As discussed above, the SPOD modes are eigenvectors of the sample CSD matrix S, which must be estimated from the data. Although there are in principle a number of ways in which this can be done, we focus here on estimation via the Welch periodogram method, which constructs an ensemble of realizations of the temporal Fourier transform of the data from a single time series consisting of N t snapshots by breaking it into N blk blocks, or segments. Each segment consists of N FFT snapshots and overlaps with the next segment by N ovlp snapshots. The process is the same as that used to compute the power spectral density (PSD) of a single time series. An advantage of using this method is that it is well studied [16, 17] and we can exploit the existing theory for selecting the several parameters needed to process the data, and we can estimate the uncertainty in the estimate based on the length and noisiness of the data record.
In what follows, we represent discrete flow data in a slightly different notation then used in the previous section. Namely, we separate the time dependence of the data and denote q k t j as the kth realization of the vector of observations at discrete times t j . We assume that each realization is available over a period of time, T, at regular time intervals, t j t 0 jT∕N FFT , j 1;2; : : : ; N FFT , where t 0 , the starting time, is arbitrary because the process is assumed stationary. The discrete Fourier transform in time of each realization and its inverse arê
k f m e i2πjm∕N FFT ; j 0;:::;N FFT − 1 (19) respectively. Once transformed, the data are represented at discrete frequencies, f m mN FFT ∕T, m −N FFT ∕2; : : : ; N FFT .
If the original data are real, then transformed data at negative frequencies in the above expression are redundant: they are conjugates of the corresponding positive frequencies, and only positive frequencies need be considered. However, the data are often complex, as is the case when the data have already been Fourier transformed in one or more homogeneous spatial directions. In this case there is a subtlety. In sampled data the negative frequencies will not be redundant. However, the true (as opposed to sample) statistics of the positive and negative frequencies should be identical; for every POD mode of positive frequency there should exist an identical one (with identical eigenvalue) for negative frequency. Therefore, it is advisable to average together positive/negative frequencies.
After transforming the ensemble of data, the remaining analysis is performed one frequency at a time. We construct the data matrix
where, as before, M is the total number of degrees of freedom (number of variables multiplied by number of spatial points), and N is the number of realizations. To simplify the notation, we have dropped the explicit dependence on frequency, but note that there is oneQ per frequency, and all steps that follow are repeated for each frequency. The sample CSD, at each frequency, is then simplŷ
whereupon, following the discussion in the previous section, the SPOD modes and eigenvalues are computed either by solvinĝ CWΦ ΦΛ (22) or (as is more typical) via the method of snapshots,
whichever requires less computation. By construction, the different modes at a given frequency are spatially orthonormal, that is, Φ H WΦ I. Modes at different frequencies are not spatially orthogonal to each other, but of course they are orthogonal in the sense of the original space-time inner product, that is, when also integrated in time.
The crux of Welch's method is that we can exploit stationarity to construct the ensemble of realizations from a single, longer time series. In essence, different choices of t 0 are equivalent to different realizations of the process provided that T is long enough and the overall length of the signal is long enough that we can obtain a large number, N, of independent realizations from it. A schematic that outlines the SPOD algorithm based on Welch's method is shown in Fig. 1 . A difficulty, discussed in more detail below, is determining when one has a sufficient number of realizations, but the algorithm is insensitive to inflating the ensemble with dependent ones-these are simply reflected by zero or very small eigenvalues at the end of the SPOD spectrum.
B. Choice of Norm
The choice of inner product, expressed through the weight matrix W, plays a central role in SPOD analysis as it determines the optimality and orthogonality properties of the modes. The weight matrix can also be used to apply SPOD to subdomains or a subset of the variables that comprise the solution vector. This is done by assigning zero weight to the portions of the domain or variables that are to be excluded. Alternatively, these parts can be removed from the data before computing the SPOD. The advantage of retaining them with zero weight is that they remain part of the spatially coherent SPOD modes. This permits their physical interpretation, but does not change the SPOD spectrum. In the following, we discuss the four most common choices of norms for (single-phase) flowfields.
Variance
W I
The simplest possible choice for W is the identity. It allows us to directly measure the variance of the data and is the natural choice of norm if all data at different spatial locations are regarded as individual equally important signals, or in general, whenever the definition of an integral energy is not adequate. Examples are hot wire or pressure probe field measurement data.
Weighted 2-Norm
By taking into account the individual area or volume of each cell of the spatially discretized data, the weighted 2-norm serves as a numerical quadrature of the inner product in a continuous Hilbert space. For a sufficiently fine discretization, we can expect that the corresponding modes are independent of details of the mesh. Conversely, highly resolved areas of the data do not disproportionately contribute to the mode energy, as their cell volumes are comparably small. For grids with constant cell size, the weighted 2-norm differs from the variance only by a constant factor equal to the volume of the domain. This constant factor results in a constant shift of the SPOD spectrum but has no influence on the SPOD modes. In practice, a second-order-accurate trapezoidal rule approximation appears to be sufficient for most applications. If we denote by u, v, w the fluctuating velocity components of a three-dimensional flowfield, then (for incompressible flow) the turbulence kinetic energy (TKE) per unit mass is given by k 1∕2u 2 v 2 w 2 . The integral of the TKE over the entire flowfield is hence proportional to the inner product defined by the choices for q and W above. The TKE plays a key role in the study of turbulence. In particular, the TKE is governed by a transport equation, often referred to as the k-equation, that permits studying and modeling of its production and dissipation. dV For compressible flows, we follow the original derivation by [19] and define an energy norm that, in addition to the velocity fluctuations, takes into account the fluctuating density ρ and fluctuating temperature T. In the definition of W, γ is the specific heat ratio and M the Mach number.
Compressible Energy Norm
C. Choice of Spectral Estimation Parameters
Obtaining an accurate estimate of the CSD matrix S from data depends on appropriately choosing the data sampling parameters, Δt and N t , and the spectral estimation parameters, N FFT and N ovlp . Fortunately, there is a substantial literature available on how to do this; we summarize the main results here in order to provide a selfcontained reference on using SPOD. Further details on these topics can be found in any signal processing textbook, such as Bendat and Piersol [17] and Manolakis et al. [20] .
Sampling Biases
The sampling time step Δt determines the sampling frequency,
and thereby the maximum resolvable (Nyquist) frequency,
The number of time steps used to compute the discrete Fourier transform (18) , N FFT , determines the period of each "block" of data, Fig. 1 Schematic of the SPOD algorithm. Each rectangular slice represents a snapshot, and the numbers in parentheses denote the equations in the text. The data consist of N t snapshots in total. It is first segmented into N blk blocks that overlap by N ovlp snapshots, then Fourier transformed, and then reordered by frequency. For each frequency, the CSD matrix is formed and its eigenvalue decomposition yields the SPOD (adapted from [18] ).
and the frequency resolution, or bin size,
The latter corresponds to the lowest resolvable frequency that is not equal to zero. The zero frequency component itself is expected be close to zero if the block mean is close to the true mean.
Accurate spectral estimation requires that f s and Δf are sufficiently large and small, respectively, such that sampling reproduces the true underlying spectrum. The error that results from discrepancies between the estimation and the true value is referred to as bias. Frequencies above the Nyquist frequency cannot be resolved and, if present in the data, introduce bias in the form of aliasing error. Their contribution is "folded" back along the Nyquist frequency onto lower frequencies. Common techniques to mitigate aliasing are antialiasing filters and oversampling. Anti-aliasing filters are low-pass filters that attenuate frequency content above the Nyquist frequency. Oversampling, on the other hand, refers to the practice of sampling at a higher rate than theoretically necessary and to subsequently disregard frequencies that are affected by aliasing.
On the other hand, if the bin size is not sufficiently small, then the spectrum will be biased as distinct content at nearby frequencies will be smeared over the frequency bin. This bias may in principle be made small by choosing a suitably small bin size, or a large N FFT . However, when Welch's method is used, there is ultimately a compromise between reducing the bias and increasing the uncertainty in the estimate because all the data come from segmenting a single, suitably long time series of size N t . If we choose N FFT large, then we will not have very many segments in the ensemble, and the spectrum will not be statistically converged. The uncertainty, or variance of the estimate, can be reduced by segmenting the data into overlapping segments, thus increasing the number of segments. With an overlap of N ovlp points in each segment, the number of total blocks is
where b⋅c denotes the floor operator.
As an example demonstrating the compromise between bias and uncertainty, consider planar, two-component PIV data in a single measurement plane in the wake of the vertical-axis wind turbine (VAWT). Suppose that N t 9000 consecutive (time-resolved) snapshots are available. Choosing N FFT 256 ‡ and N ovlp N FFT ∕2 128, corresponding to an overlap of 50%, this segments the data into N blk 69 blocks. The resulting SPOD spectra (eigenvalues) are plotted versus (nondimensional) frequency in Fig. 2 , along with the 99% confidence interval computed as discussed below. Although the confidence in the estimate for each bin is reasonable, the frequency bins are large and the peaks, which correspond to the blade-passing frequency (BPF) and its harmonics, show substantial leakage into nearby frequency bins. If we increase the block size to N FFT 2048, we obtain much finer bins, and the BPF and its harmonics are well resolved. But the variance in the estimate is now much larger, and the confidence bounds for the spectral energy in any bin are only certain to within about a factor of 2.
The practice of taking a 50% overlap, or N FFT ∕2, is a commonly accepted best practice that dates back to Welch's original work [21] . The author showed that an overlap of 50% reduces the variance of the estimate of the PSD, and therefore of the SPOD spectrum, by approximately a factor of 11∕18 for fixed N FFT and N t . This is intuitive as we expect to get a more accurate estimate when averaging over more realizations. Overlaps larger than 50% do not yield better results as the realizations become increasingly dependent, in practice, but simply result in a larger number of very small eigenvalues without decreasing the variance of the leading eigenvalues any further.
In all of the above, we assumed that the data are given as a single, long time series and we use the ergodicity assumption to segment the data into presumably independent realizations. Obviously, this is not necessary if the data are given in the form of independent realizations to start with. Take the example of a high-speed camera PIV measurement where internal camera memory restricts the maximum number of consecutive movie frames that can be recorded. In this case, each consecutive block of frames constitutes one realization and there is no need to segment the data in the first place.
The tradeoffs discussed above highlight the importance of balancing the different estimation parameters, in particular during the initial data acquisition process. A good starting point to estimate suitable parameters for an SPOD analysis is to study the PSD of one, or a few, highly resolved time series at some representative locations in the flow. Such data are often readily available, for example, in the form of hot wire or pressure probe measurement data in an experiment, or as time series data from a single grid point of a high-fidelity numerical simulation.
Windowing
Spectral leakage occurs whenever the discrete Fourier transform of nonperiodic data is computed. An analogous problem is the Fourier series expansion of a step function. Just like the step function, nonperiodicity introduces a discontinuity into the data that cannot be well represented by a truncated Fourier series. Instead, it is redistributed over the entire frequency range, thereby distorting the spectrum. If the true spectrum contains sharp peaks, for example, at resonance frequencies, then these peaks get spread out, or "leaked," into adjacent frequency bins, thereby effectively reducing their peak amplitude. To minimize the effect of spectral leakage, it is a common practice to multiply the data in each block by a temporal window function that artificially renders the data in each segment periodic. Although windowing helps reduce leakage, the window itself changes the spectrum. Because the window and its spectrum are known functions, however, its effect can partly be corrected through a correction factor a w that multiplies the Fourier transform of the windowed data. The default windowing function in spod, for example, is the popular Hamming window with optimized coefficients: The correction factor used to compensate for the effect of the window on the amplitude of the spectrum is computed as
This factor is a w 2.0 for the Hamming window.
Confidence Bounds
From an expansion of the Fourier realizations into the SPOD basis, it can be shown that the SPOD eigenvalues, λ i , are the sum of the mean squared expansions coefficients, a i , where the sum is taken over the number of realizations. Assuming that qx; t andqx; f are random and normally distributed, and that the N blk realizations of the Fourier transform are independent, then the expansion coefficients will inherit this property. Furthermore, because the sum of the squares of independent normal random variables is chi-squared distributed, we can conclude that the SPOD eigenvalues follow a chi-squared distribution. Analogous to the estimation of the PSD using Welch's method [20, 21] , the upper and lower bounds of the 1 − α × 100% confidence interval for λ i are hence given by "
where χ 2 2N blk is the chi-squared distribution with 2N blk degrees of freedom. https://www.mathworks.com/matlabcentral/fileexchange/ 65683-spectral-proper-orthogonal-decomposition-spod [L,P,F, Lc]=spod() implements this capability and returns the upper and lower bounds of the confidence interval in Lc.
Dealing with Large Data
It is not surprising that converging the second-order statistics of twoor three-dimensional flowfields requires storage of large data. In terms of SPOD, memory quickly becomes the bottleneck of a naive implementation of the algorithm outlined in Fig. 1 . In particular, the Fourier transforms of each block have to be stored in memory to form and decompose the CSD matrices for each frequency in the last step. If the blocks overlap, this procedure requires even more memory than to load the entire data at once. A remedy to this problem is to save the Fourier realizations, and load their individual components into memory at a later time, frequency-by-frequency, to form the CSD matrix. This procedure is significantly slower as it requires a large number of read/write operations, but permits a tradeoff between memory on one side, and time-to-solution and secondary storage requirements, on the other. This strategy is optional in spod. Note that the solution of the central eigenvalue problem, Eq. (23), is independent of the spatial degrees of freedom as the size of the CSD matrix is N blk × N blk , that is, determined solely by the number of blocks.
For situations where the data become too large to be stored and/or processed, Schmidt and Towne [18] devised an efficient online algorithm that computes the SPOD from a continuous, arbitrarily long stream of data. The algorithm combines two main ideas that permit the on-the-fly computation of the SPOD with a minimal memory footprint. At the heart of the algorithm is an incremental updating strategy of the eigenvalue decomposition of the CSD matrix on the one hand and the use of partial Fourier sums on the other. This combination enables the algorithm to operate one-snapshot-ata-time. This implies that the algorithm is capable of converging the SPOD over arbitrarily long time horizons, for example, during the runtime of a high-fidelity numerical simulation or a time-resolved PIV measurement campaign. The implementation sspod of the streaming algorithm is freely available online.
IV. Examples
We now present two examples of SPOD analysis. The first example, presented in Sec. IV.A, is that of a high-fidelity large-eddy simulation (LES) of an M 0.4 isothermal turbulent jet that was computed as an extension of previous work by Brès et al. [22] . The simulation was conducted using the compressible flow solver "Charles" for a Reynolds number, based on the mean jet exit velocity and the nozzle diameter, of Re 4.5 × 10 5 . The second example, presented in Sec. IV.B, is that of two-dimensional particle image velocimetry (PIV) data of the velocity field in the wake of the threebladed laboratory-scale model of a vertical-axis wind turbine (VAWT) by Araya et al. [23] . The experimental Reynolds number based on the diameter of the rotor and the freestream flow speed is Re 0.8 × 10 5 .
Both of our examples involve computing SPOD modes over a range of frequencies in two spatial dimensions. For the round jet, the rotational symmetry is exploited to first decompose the data into azimuthal Fourier modes, and, for brevity, we only present results for the axisymmetric (m 0) mode-the higher azimuthal modes are computed in an analogous manner and have been presented in Schmidt et al. [24] . For the VAWT wake, only two components of velocity in a twodimensional cross section of the flow are available from the PIV measurements; the resulting modes should hence be regarded as approximations of a section of the three-dimensional modes that would have been obtained if the full three-dimensional, three-component velocity field had been available. Nevertheless, they reveal flow structures that are coherent over the measurement plane.
Another distinction in these datasets is that, while both flows are fully turbulent and have a broadband spectrum, the jet has no tonal content, whereas the VAWT, which rotates at a nearly constant frequency, has tonal structures at the blade passing frequency (BPF) and its harmonics. As we shall see, SPOD is capable of sorting this out naturally-no special attention is required beyond paying careful attention to the spectral estimation parameters that control, for example, the frequency bin size and resulting spectral leakage.
For the VAWT, SPOD can be seen as advantageous over traditional phase-averaging techniques in that it can represent flow structures that are coherent at frequencies both commensurate and incommensurate with the BPF. However, compared with a phase average, harmonics of the BPF are represented as being mutually uncorrelated (over time) in SPOD. Table 1 summarizes the available data for both cases.
A. Numerical Data of a Turbulent Jet
In this example, we restrict our attention to the symmetric component of the pressure from the LES data. The reader is referred to Schmidt et al. [24] for a detailed study of large-scale coherent structures in turbulent jets for Mach numbers representative of the subsonic, transonic, and supersonic regime, and for different azimuthal wave numbers. We calculate SPOD modes that are optimal with respect to the compressible energy norm introduced in Sec. III.B. Because the data are saved on a nonequidistant cylindrical grid, we use trapezoidal quadrature weights. The instantaneous fluctuating pressure and mean pressure fields are visualized in Fig. 3 . The wide range of spatial and temporal scales that are active in the jet is apparent from the instantaneous pressure contours. The following SPOD analysis will demonstrate the method's ability to systematically separate these different scales. In time, this separation is explicitly enforced through the Fourier Article in Advance / SCHMIDT AND COLONIUS transform, whereas the separation of spatial scales results from the interdependence with the temporal scales, as manifested, for example, in the form of an underlying dispersion relation. Figure 4 shows the SPOD energy spectrum for the spectral estimation parameters listed in Table 1 . We choose this representation of the SPOD eigenvalues for its compactness and ease of interpretation. It is important to note that the representation by a continuous line does not imply that the same physical mechanism is represented by the same mode at neighboring frequencies. A good indicator for the dominance of one mechanism is a large separation between the eigenvalues associated with the first and the second SPOD modes. In this example, we see such a behavior in the region around fD∕U ≈ 0.6. To understand this behaviour, we next inspect the SPOD eigenfunctions, or modes in Fig. 5 . First, we focus on the leading SPOD modes for different frequencies (left column). In all three cases, the leading mode takes the form of a wave train, often referred to as a wavepacket. We also observe that these wavepackets are localized further upstream with increasing frequency. This observation is the key to understanding the origin of the large difference between the leading and the second eigenvalue for fD∕U ≈ 0.6 in Fig. 4 . For frequencies fD∕U 0.2, the dominant coherent structure is the wellknown Kelvin-Helmholtz-type (KH) spatial instability of the jet shear layer, whereas Orr-type waves in the region downstream of the potential core dominate at lower frequencies [24] . The main difference between the leading and the second, or subdominant, modes (right column) is that the latter reveal a multilobe structure in the axial direction. Even though a physical interpretation of this phenomenon is not obvious, we can understand this patterning as a mathematical way of achieving orthogonality.
Another important concept that can be inferred from SPOD spectra is referred to as low-rank behavior. Low-rank refers to the property that the data can be well represented by one, or a small number, of basis vectors. Mathematically, this corresponds to a large separation of eigenvalues. Physically, we expect low-rank behavior whenever a physically dominating mechanism, such as a hydrodynamic instability, is present in the flow. For the example of the turbulent jet, the KH instability is such a mechanism and explains the large gap between λ 1 and λ 2 in the frequency band around fD∕U ≈ 0.6. If, on the contrary, all eigenvalues at a given frequencies are similar, as for very low and very high frequencies in Fig. 4 , one might speak of non-low-rank behavior. In this case, we cannot expect to observe flow structures that are well represented by a single SPOD mode and are better served by taking a mathematical point of view and interpret the SPOD modes as set of basis functions of comparable importance.
B. Experimental Data of a Vertical-Axis Wind Turbine
The instantaneous and mean streamwise velocity fields for the experimental example are shown in Fig. 6 . We choose a weighted 2-norm for the state vector q uv T comprising both velocity components to obtain a (partial) measure of the turbulent kinetic energy; see Sec. III.B. As the measurement windows are not synchronized in time, spatial or temporal correlation between different windows is not meaningful, and we analyze each window separately. If the statistics are sufficiently converged, however, we find that it is possible to phase-match SPOD modes from different windows and provide a global view of the dynamics. This technique is demonstrated later in the context of Fig. 7 . The SPOD spectra and the PSD of all seven PIV windows are presented in Fig. 7 . The most prominent features are a peak at a low frequency of fD∕u ∞ 0.238 that is found in all seven windows, and three distinct peaks at higher frequencies in the spectrum of PIV window 3, which contains the VAWT. The dominant peak at fD∕u ∞ 1.59 corresponds to the BPF, and the following two peaks to its first two harmonics.
The SPOD modes associated with the two dominant peaks in the spectra are shown in Fig. 8 . From the inspection of the leading SPOD mode, we can conclude that the low-frequency peak at fD∕u ∞ 0.238 results from a bluff-body-like wake that manifests downstream of the turbine. This finding is in agreement with the typical bluff-body wake frequency of fD∕u ∞ ≈ 0.2. The asymmetry of the wake is a result of the rotation of the turbine and can be The first (or leading, or dominant) eigenvalue λ 1 contains most of the energy, by construction, and the corresponding mode is often indicative of the dominant physical process, in particular if the separation between the first and the second eigenvalue (red) is large. The blue line indicates the PSD, which is reconstructed by summing the modal energies. The first and second SPOD modes for the three frequencies marked by vertical lines are visualized in Fig. 5 . The frequency is nondimensionalized by the jet exit velocity and the nozzle diameter. explained as follows. On the upper part of the turbine, the rotation direction coincides with the direction of the incoming flow, whereas the opposite is true for the lower part. Therefore, a much higher shear is introduced on the lower side, resulting in a significantly stronger wake. Because the higher frequency peak at fD∕u ∞ 1.59 coincides with the rotor passing frequency, we expect to observe periodic blade vortex shedding at this frequency. This conjecture is confirmed by the SPOD analysis, which isolates this phenomenon in the leading SPOD mode. The comparison of the modes with the instantaneous flow visualization depicted in Fig. 6 shows that SPOD also functions as an efficient filter for measurement noise. The reason is that most types of measurement noise are largely uncorrelated in space and/or time. The same reasoning applies in the context of statistical outliers and rare physical events. Such outliers are associated with a broad frequency response. For that reason, they are not well approximated by SPOD modes. A conditional form of POD that is conducted over a finite time horizon may be applied to extract rare events [25] . We stress that at both frequencies shown in the figure, the SPOD modes were computed independently in each PIV window (because the data were collected in each window in successive experiments). To produce the figure, we "stitched" together the modes in an ad hoc way by finding a single (complex) constant that best matched the phase between the successive windows. The close match between the contours at the boundaries between the PIV windows is strong evidence of a global structure, to which the individual PIV windows are mutually converging.
V. Conclusions
This paper gives an overview of SPOD with the goal to make it accessible to practitioners. Its theoretical background is discussed, which is rooted in the general formalism devised by Lumley [3] , and a practical account of how to compute the SPOD from snapshot data is given. Technically, SPOD is a form of POD that is specialized to statistically stationary data, that is, data whose mean and variance do not change over time. If these requirements are met, then SPOD will yield modes that inherit all the desirable properties, such as optimality and orthogonality, from POD. Because stationarity is a form of temporal symmetry that is best exploited in the frequency domain, SPOD relies on Fourier transformations to compute modes that oscillate at a single frequency. Just like standard POD, it also uses Fig. 3 . Note that the compressible energy norm has 5 components. Here, we use the temperature and density component to obtain the fluctuating pressure from the linearized equation of state. Fig. 6 Instantaneous (top) and mean (bottom) streamwise velocity of the VAWT PIV data. The database consists of 7 windows that were independently recorded; that is, different windows are recorded at different times but over the same total length; see Table 1 . Fig. 7 SPOD energy spectrum for the VAWT PIV data. Solid lines indicate the PSD and dashed lines the SPOD energy of the first mode. The PSD is reconstructed by summing the energy of all modes, and both the PSD and the contribution of the first mode are normalized by the area of the PIV windows to accommodate for the different window dimensions; see Table 1 . The dashed line indicates the −5∕3 power law of the energy spectrum. PIV window 3 corresponds to the leftmost window shown in Fig. 6 , window 4 to the second one, and so on, as in [23] . The vertical lines correspond to the two representative frequencies for which SPOD modes are presented in Fig. 8 . spatial correlation information to ensure that the computed modes are coherent in space and optimally represent the data in terms of energy. Unlike standard POD modes, whose expansion coefficients are not necessarily correlated in time, SPOD modes are also coherent in time as their temporal behavior is described by a single frequency; that is, they are coherent in both space and time. Another advantage of SPOD is that it uses spectral estimation to converge the decomposition. This convergence is directly reflected in the variance of the estimate that is inversely proportional to the amount of data that is used. The convergence of the second-order statistics, and in particular those of the subdominant modes, often requires long time series to obtain wellconverged modes and spectra.
The estimation of the CSD tensor can be done in different ways. Here, this paper focused on Welch's method and discussed the choice of norm and spectral estimation parameters in detail. The relevant aspects of spectral estimation such as sampling biases, windowing, confidence bounds, and how to deal with very large data were discussed.
The physical interpretation of SPOD modes is greatly facilitated by their spatial and temporal coherence, and by their direct relation with forced, linear systems [18] . A visual inspection of the mode structure often directly reveals the underlying flow physics, for example, the presence of vortex shedding, flow instabilities, acoustic resonances, and so on. The spectrum, on the other hand, is invaluable in determining which of the structures identified by the modes play an important role in the flowfield. This useful property of the spectrum derives itself from the optimality property. In practice, a quick first scan of the spectrum allows to understand many of the important aspects of the flow. The global peak of the spectrum, individual spikes, and large gaps between the first and the second eigenvalue are of particular interest. The frequencies containing most of the energy are readily identified by the global peak of the spectrum, whereas spikes indicate the presence of oscillations and their harmonics. A large gap between the two leading eigenvalues indicates that the decomposition is low rank or, in more physical terms, that the mechanism associated with the leading mode dominates the flowfield. For experimental data, a flattening of the spectrum at high frequencies indicates that the signal-to-noise ratio is of order unity. This demonstrates that the two outcomes of SPOD, modes and spectrum, should always be interpreted in conjunction with each other for maximum insight into the underlying flow physics.
This paper demonstrates how to choose spectral estimation parameters and how to interpret the results of SPOD using two examples. The first is a high-fidelity numerical simulation of a turbulent jet. Its SPOD spectrum falls off monotonically, but a gap between the leading eigenvalues over a specific frequency range suggests lowrank behavior. The inspection of the modes confirms that the flow in this particular frequency band is, indeed, dominated by a single physical mechanism, namely, the KH instability of the annular shear layer. Our second example is an experimental study of a VAWT using PIV. The SPOD analysis shows the expected periodic blade vortex shedding at the rotor-passing frequency, but also reveals a bluffbody-like wake that manifests itself downstream of the turbine and that contains most of the energy of the flow.
All results shown in this paper are computed using the opensource, freely available MATLAB implementation spod (https:// www.mathworks.com/matlabcentral/fileexchange/65683-spectralproper-orthogonal-decomposition-spod).
