In this paper, we will study the continuity of the Fourier transform of measures with respect to the vague topology. We show that the Fourier transform is vaguely discontinuous on R, but becomes continuous when restricting to a class of Fourier transformable measures such that either the measures, or their Fourier transforms are equi-translation bounded. We discuss continuity of the Fourier transform in the product and norm topology. We show that vague convergence of positive definite measures implies the equi translation boundedness of the Fourier transforms, which explains the continuity of the Fourier transform on the cone of positive definite measures. In the appendix, we characterize vague precompactness of a set a measures in arbitrary LCAG, and the necessity of second countability property of a group for defining the autocorrelation measure.
Introduction
The Fourier transform of measures on locally compact Abelian groups (LCAG) and its continuity play a central role for the theory of mathematical diffraction. When restricting to the cones of positive and positive definite measures, the Fourier transform is continuous with respect to the vague topology [12] . In fact, as shown in [21] , only positive definitedness is important: the Fourier transform is vaguely continuous from the cone of positive definite measures on G to the cone of positive measures on the dual group G.
Introduced by Hof [16, 17] , mathematical diffraction is defined as follows. Given a translation bounded measure µ which models a solid, the autocorrelation measure γ is defined as the vague limit of the 2-point correlations γ n of finite sample approximations µ n of µ. The measure γ is positive definite, and hence Fourier transformable, and its Fourier transform γ models the diffraction of µ. The continuity of the Fourier transform on the cone of positive definite measures ensures that the diffraction measure γ is the vague limit of the diffractions γ n of the finite sample approximations µ n .
If G = R d , as γ is translation bounded [1] , it is also the distributional Fourier transform of γ [32] . While the Fourier theory of tempered distributions is more established than the Fourier theory of measures, in many situations it is more convenient to work with measures. Given a regular model set Λ ⊆ R d , it was shown in [24, 26] that its autocorrelation γ, diffraction γ and the pure point nature of Λ can be deduced from the Fourier analysis of the lattice L in the underlying cut and project scheme (CPS) (R d , H, L), which is simplified by the Poisson Summation Formula (PSF). In many situations, the group H is a compactly generated LCAG [31] , which may be non-Euclidian. This happens often for equal length substitutions [4] . Some of these ideas can be used for the larger class of weak model sets of extremal density [13, 19] .
Going beyond R d , one could work with the Bruhat-Schwartz theory instead of measures (see [22] for example), but this would lead to many inconveniences. The mathematical theory for diffraction is well established using the Fourier analysis for measures, but nothing is done yet for the Bruhat-Schwartz theory, and it is not the goal of this paper to do this. The deep, yet subtle connection between pure point Fourier transform/Lebesgue decomposition and strong almost periodicity/Eberlein decomposition has important consequences for the diffraction theory (see [4, 5, 9, 10, 11, 20, 30, 31, 32, 33] just to name a few), and is very well understood for translation bounded measures [15, 21] , and was recently extended to tempered distribution in R d [34] , but again nothing was done yet for the Bruhat-Schwartz space. Because of these reasons, we will work with the Fourier analysis of measures.
As we mentioned above the Fourier transform is continuous on the cone of positive definite measures on G. Some of the recent developments in the theory of long range order shows the need of going outside this cone. We list two such directions below.
In [33] , the author proved the existence of the generalized Eberlein decomposition and the almost periodicity of each diffraction spectral component for measures with Meyer set support. The key ingredient is the ping-pong lemma for Meyer sets [33, Lem. 3.3] , which says that there exists a class of twice Fourier transformable measures with pure Fourier transform and supported inside model sets, with the property that a Fourier transformable measure γ has Meyer set support if and only if there exists a measure ω in this class and a finite measure ν such that γ = ω * ν .
This allows one to go back and forth between G and the Fourier dual group G, and use the long-range order properties of ω and ω, which are inherited from the lattice L in the underlying CPS [24, 26] , to deduce the long-range order of Meyer sets. Typically, the measure ω used in the ping-pong lemma is not positive definite. Indeed, a trivial application of the Krein's inequality shows that whenever ω is positive definite, the original measure γ must be supported inside a fully periodic set. It is worth noting that the measure ω only depends on a covering model set for supp(γ), and given a family (γ α ) α of measures supported inside a common model set, one can study the family ( γ α ) α of their Fourier transforms by using the same measure ω. In this case, one needs to deal with Fourier transforms of non-positive definite measures, and this is a direction we may investigate in the future.
Recently, there was much progress done in the investigation of 1-dimensional substitution tilings done via the renormalisation equations (see for example [2, 6, 7, 8, 3, 3] just to name a few). The renormalisation equations require one to work with the Eberlein convolutions γ ij := δ Λ i ⊛ δ Λ j of the typed end points of the substitutions. While these measures are Fourier transformable, they are not positive definite. As these play a central role in some of the new developments, it becomes important to understand the properties Fourier transform outside the cone of positive definite measures.
A standard folklore result is the continuity of the Fourier transform with respect to the vague topology, i.e. if (µ α ) α is a net of measures that converges vaguely to some measure µ, then the net ( µ α ) α converges to µ in the vague topology. As we mentioned above, this is proven for positive definite measures (see Proposition 8.1 below). We will prove in this paper that the result is false in general, but holds under some extra restrictions, namely if either the measures are equi-translation bounded or if their Fourier transforms are equi-translation bounded. In order to understand the subtle issues we are dealing with, we will restrict in this paper to the case G = R d , which allows us to use the theory of distributions. Outside the class of translation bounded measures the problems seem to be much more complicated and we find more questions than answers.
The paper is organized as follows. In Section 3, we characterize the vague compactness of a set of measures and use this to discuss the vague convergence of a sequence of measures in R d . In Section 4, we discuss the (dis)continuity of the Fourier transform in the vague topology. We provide two examples (Example 4.1 and Example 4.2) of vague null sequences for which the Fourier transforms are not vague null, and discuss the connection among the vague convergence, convergence in the distribution topology and convergence in the tempered distribution topology. In particular, we show that the three topologies coincide on any set which is equi-translation bounded, and we provide an example (Example 4.10) of a sequence of measures which is null in the (tempered) distribution topology but not vaguely null. Then, we proceed to prove two of the main results in the paper, Theorem 4.13 and Theorem 4.16. In Theorem 4.13, we show that if a sequence µ n of Fourier transformable measures converges vaguely to a tempered measure µ, and if { µ n : n ∈ N} is equi translation bounded, then µ is Fourier transformable and ( µ n ) n∈N converges vaguely to µ. In Theorem 4.16, we prove a complementary result: given a sequence (µ n ) n∈N of equi translation bounded measures, which converges vaguely to some measure µ, then µ is Fourier transformable and ( µ n ) n∈N converges vaguely to µ if and only if { µ n : n ∈ N} has compact vague closure. We complete the section by looking in Example 4.17 at a sequence of finite measures which is not convergent, but for which the Fourier transforms are vaguely null.
In Sections 5 and 6, we look at necessary conditions for the convergence of the Fourier transform in the product topology and norm topology, respectively. As an application, in Section 7, we give a necessary and sufficient condition for a measure to be Fourier transformable.
In Section 8, we explain the continuity of the Fourier transform on the cone of positive definite measures. We show that on this cone, the Fourier transform is vague to norm bounded. As this is a cone, boundedness does not imply continuity, but implies that, whenever a sequence (net) of positive definite measures is vaguely convergent, their Fourier transforms are equi-translation bounded, and the continuity of the Fourier transform follows immediately from Theorem 4.13.
Finally, as some of the results in Section 3 are of interest in general, we prove them for arbitrary LCAG in Appendix A. We also show that the hull X(µ) of a measure is compact if and only if µ is translation bounded, generalizing a result from [9] .
Preliminaries
First, let us introduce some terms and concepts which we will need in the following sections. We use the familiar symbols C c (R d ) and C u (R d ) for the spaces of compactly supported continuous and bounded uniformly continuous functions, respectively, which map from R d to C. For any function g on R d , the functions T t g and g † are defined by
Here, g ∞ denotes the supremum norm of g. By the Riesz Representation theorem, this definition is equivalent to the classical measure theory concept of regular Radon measure.
For a measure µ on R d , we define T t µ and µ † by
Given a measure µ, there exists a positive measure |µ| such that, for all f ∈ C c (R d ) with f 0, we have [23] (compare [25, Appendix] )
The measure |µ| is called the total variation of µ.
and
In this case, µ is called the Fourier transform of µ. We will denote the space of Fourier transformable measures by M T (R d ).
Remark 2.2. It was shown in [24] that a measure µ on R d is Fourier transformable if and only if there is a measure µ on R d such that
We will often use the following result.
Then, µ is a tempered measure.
Whenever we deal with Fourier transformable measures, this result will allow us consider them as tempered distributions.
The next property will turn out to be quite useful, when we want to give sufficient conditions for the continuity of the Fourier transform.
As usual, we will denote by M ∞ (G) the space of translation bounded measures. We will use the notation
In fact, it suffices to show that µ K := sup t∈R d |µ|(t + K) < ∞ holds for a single compact set K. Furthermore, one can show that µ is translation bounded if and only if µ
Next, let us introduce the different kind of convergences we are going to work with. Definition 2.5. Let (µ n ) n∈N be a sequence of measures on R d , and let µ ∈ M(R d ). Then, the sequence (µ n ) n∈N converges to µ
• in the norm topology if lim n→∞ µ n − µ K = 0 for some (fixed) non-empty and compact set K ⊆ R d which is the closure of its interior; • in the product topology if lim n→∞ (µ n − µ) * g ∞ = 0 for all g ∈ C c (R d ).
Definition 2.6. Let (µ n ) n∈N be a sequence of measures on R d , and let µ ∈ M(R d ). Then, the sequence (µ n ) n∈N converges to µ • in the tempered distribution topology if µ n , µ are tempered measures, for all n ∈ N, and lim n→∞ µ n (f ) = µ(f ) for all f ∈ S(R d ); • in the distribution topology if lim n→∞ µ n (f ) = µ(f ) for all f ∈ C ∞ c (R d ). Remark 2.7. Vague convergence implies convergence in the distribution topology. Also, convergence in the tempered distribution topology implies convergence in the distribution topology.
A few notes on the vague topology
In this section we review some results about the vague theory for measures, and generalize few results of [9] . Since the proofs do not rely on the geometry of R d and will be of interest in general, we will prove them in the general setting of LCAG G in the Appendix and refer to it for the proofs.
Let us start with the following definition.
Then, the following statements are equivalent:
(iv) There exists a collection {K α : α} of compact sets in R d such that
Moreover, in this case the vague topology on A is metrisable.
Proof. See Proposition A.4.
Let us note the following consequence. We will often make use of the following result. Proof. =⇒ Is obvious.
⇐= Let f ∈ C c (R d ) be arbitrary, and let ε > 0. By the density of D and the definition of the inductive topology, there exist g m ∈ C c (R d ) and a compact set K such that supp(g m ), supp(f ) ⊆ K and lim m→∞ f − g m ∞ = 0. Now, by (i) and Proposition 3.2, there exists a c > 0 such that |µ n |(K), |µ|(K) c for all n ∈ N. Then, there exists some m such that
Fix this m, and denote for simplicity g := g m . By the definition of D, there exists some N ∈ N such that, for all n > N , we have
Finally, for all n > N , we have
Corollary 3.6. Let µ n , µ be measures on R d , for all n ∈ N. Then, the sequence (µ n ) n∈N converges vaguely to µ if and only if {µ n : n ∈ N} is vaguely bounded and (µ n ) n∈N converges to µ in the distribution topology.
Corollary 3.7. Let µ n , µ be tempered measures on R d , for all n ∈ N. If {µ n : n ∈ N} is vaguely bounded and (µ n ) n∈N converges to µ in the tempered distribution topology, then (µ n ) n∈N converges vaguely to µ.
Continuity in the vague topology
In the following sections, given a sequence (µ n ) n∈N of Fourier transformable measures, we want to study the convergence of ( µ n ) n∈N in different topologies. We will start with the vague topology.
If (µ n ) n∈N is a sequence of Fourier transformable measures which converges vaguely to a measure µ, then µ is not necessarily Fourier transformable. For example, pick any measure µ on R which is not Fourier transformable. For every n ∈ N, define µ n := µ| [−n,n] . Then, µ n is a finite measure for all n ∈ N (thus Fourier transformable), and (µ n ) n∈N converges to µ in the vague topology. Still, even if µ is Fourier transformable, the sequence ( µ n ) n∈N does not necessarily converge to µ in the vague topology as the next example shows. 
It is easy to see that each µ n is a tempered measure. Moreover, consider the function g(x) :
Next, define α n := µ n (g) and
for all n ∈ N. We will now show that the sequence (ν n ) n∈N has the following two properties:
(i) ν n → 0 in the vague topology.
(ii) ν n → 0 = 0 in the vague topology. (ii): First note that g ∈ C c (R). To be more precise, a simple computation shows that
the sequence ( ν n ) n∈N cannot converge to 0.
Here is a more explicit example.
Example 4.2. Let µ n = n 3 δ nZ − n 3 δ 0 , for all n ∈ N. It is easy to see that (µ n ) n∈N converges to 0 in the vague topology. A simple computation shows that
for all n ∈ N. Thus, ( µ n ) n∈N does not converge vaguely to 0.
A concrete characterisation is given by the next proposition. Recall here first that any Fourier transformable measure is a tempered measure. 
Proof. This is a consequence of Corollary 3.6. Then, ( µ n ) n∈N converges vaguely to µ.
Proof. This follows from the previous proposition.
So far, we have always assumed that µ is a Fourier transformable measure. Next, we want to find sufficient conditions which also imply that µ is Fourier transformable. In order to do so, we need some preparation.
Proof. First, one has
The claim follows. Proposition 4.6. Let (µ n ) n∈N be a sequence of measures on R d , and let µ be a measure on R d . Consider the following statements:
Then,
Proof. (i) =⇒ (ii) Since {µ n : n ∈ N} ∪ {µ} is a set of equi translation bounded measures, we can find a constant C 1 > 0 such that
Then, by Eqs. (4.1), (4.2) and Lemma 4.5, we have
for all n ∈ N. Finally, since (µ n ) n∈N converges to µ in the vague topology and g ∈ C c (R d ), we can find some N ∈ N such that, for all n > N , we have
This yields
(iii) =⇒ (i) Since (µ n ) n∈N is vaguely bounded, to prove that µ n → µ vaguely it suffices to show that each vague limit point of (µ n ) n∈N is equal to µ. Let ν be a vague limit point of (µ n ) n∈N . Then, there exists some subsequence (n k ) k∈N such that (µ n k ) k∈N converges vaguely to ν. It follows that,
, we get µ = ν. Corollary 4.7. Let (µ n ) n∈N be a sequence of measures on R d which is equi translation bounded, and let µ be a measure on R d . Then, the following statements are equivalent: Then, ( µ n ) n∈N converges to µ in the tempered distribution topology. Example 4.9. Let (a n ) n∈N be any sequence of non-zero real numbers which converges to 0. Let µ n = 1 an (δ an − δ 0 ), for all n ∈ N. Then, as tempered distributions, (µ n ) n∈N converges to the distribution
Then, (µ n ) n∈N converges in the tempered distribution topology to 0 but it is not vaguely convergent.
Proof. For all n ∈ N,
is the difference of two sequences of measures, which converge to D by Example 4.9. Therefore, (µ n ) n∈N converges in the tempered distribution topology to D − D = 0.
Next, let
This shows that (µ n ) n∈N cannot be vaguely convergent.
Another consequence of Proposition 4.6 is the following proposition.
Proposition 4.11. The Fourier transform, considered as a mapping from
Proof. First note that the set {µ n : n ∈ N}∪{µ} is equi translation bounded because (µ n ) n∈N converges to µ with respect to · K . Now, by Proposition 4.6, (µ n ) n∈N converges to µ in the tempered distribution topology. But this implies that ( µ n ) n∈N converges to µ in the tempered distribution topology.
Corollary 4.12. Let (µ n ) n∈N be a sequence of Fourier transformable measures in the space (M ∞ (R d ), · K ) which converges to some measure µ. If ( µ n ) n∈N has a vague cluster point, then the distributional Fourier transform of µ is a measure, and it is the cluster point of ( µ n ) n∈N .
Proof. Let ν be the vague cluster point of ( µ n ) n∈N and let (n k ) k∈N be the subsequence such that lim
it is a tempered distribution. Let φ be its Fourier transform as a tempered distribution. Then, by Proposition 4.11, µ n → φ in the tempered distribution topology. It follows that ( µ n k ) k∈N converges to both ν and φ in the distribution topology, which shows that ν = φ as distribution. Now, we are ready to state and prove the main result of this section. Theorem 4.13. Let (µ n ) n∈N be a sequence of Fourier transformable measure on R d , and let µ be a measure on R d such that
Then, µ is Fourier transformable and, in the vague topology, we have
Proof. Since µ is tempered, it is Fourier transformable as a tempered distribution. Let ϕ denote its Fourier transform in the sense of tempered distribution.
Next, by (iii), there exists a compact set K ⊆ R d with non-empty interior and a constant C > 0 such that
for all n ∈ N. We will use below the fact that M C,K is vaguely compact and metrisable [9] . It follows that ( µ n ) n∈N has vague cluster points, which are all translation bounded.
Let us observe first that, if ν is any vague cluster point of ( µ n ) n∈N , then there exists a subsequence (n k ) k∈N such that ( µ n k ) k∈N converges vaguely to ν. Then, by Proposition 4.6,
We split the rest of the proof into steps.
Step 1: We show that ( µ n ) n∈N is vaguely convergent to some measure ν. By a standard argument, as M C,K is vaguely compact, we only need to show that any two vague cluster points of this sequence are equal. Let ν 1 , ν 2 be two such vague cluster points. Then, by Eq. (4.3), we have
Thus, ν 1 = ν 2 as claimed, which shows that ( µ n ) n∈N is vaguely convergent. Let ν be the vague limit of this sequence.
Step 2: We show that φ = ν.
Let
Then, by Eq. (4.3), we have ν(g ) = µ(g) .
. Therefore, since ν is translation bounded, it is tempered and, by the standard density argument, we get that ϕ = ν as tempered distributions.
This shows that the Fourier transform ϕ as a tempered distribution is a translation bounded measure. Therefore, by [32, Thm. 5.1] , µ is Fourier transformable as a measure and 
Then, in the vague topology, we have
Proof. This follows from the previous theorem, since every Fourier transformable measure is tempered.
However, property (ii) is not necessary for the convergence of ( µ n ) n∈N as the next example shows (also compare the next theorem). In this case, (µ n ) n∈N converges vaguely to µ := λ λ, and we have µ n = 2n sinc(2πn•) λ λ .
The sequence ( µ n ) n∈N is not equi translation bounded because
Still, ( µ n ) n∈N converges vaguely to µ = δ 0 . Proof. First, assume that { µ n : n ∈ N} is vaguely bounded. By Proposition 4.6, the sequence (µ n ) n∈N also converges to µ in the tempered distribution topology. This implies that µ exists as tempered distribution such that ( µ n ) n∈N converges to µ in the sense of tempered distributions.
Next, { µ n : n ∈ N} is vaguely compact by Proposition 3.2. Hence, there is at least one vague cluster point, say ν. So, there exists a subsequence (n k ) k∈N such that
This and the fact that
imply that ν and µ coincide on C ∞ c (R d ), which is a dense subset of C c (R d ). This finishes the proof.
On the other hand, assume that µ is Fourier transformable and that ( µ n ) n∈N converges vaguely to µ. This trivially implies that { µ n : n ∈ N} is vaguely bounded.
So far, we had always assumed that (µ n ) n∈N converges vaguely to µ. But this is not necessary for ( µ n ) n∈N to converge to µ, as the next example shows. We saw that it doesn't converge vaguely to 0. However, notice that it converges to 0 in the tempered distribution topology. Also, we have
Therefore, ( µ n ) n∈N converges vaguely to 0.
Continuity in the product topology
Next, we want to investigate under which circumstances we can obtain a stroger kind of convergence of ( µ α ) α . Note that the assumptions from Theorem 4.13 are not sufficient to guarantee convergence in the norm topology or in the product topology, as the next example shows. The Riemann-Lebesgue lemma implies that (µ n ) n∈N converges vaguely to µ = 0. Obviously, µ is tempered/Fourier transformable, and µ = 0. Moreover, we have µ n = δ −n . So, if K is any compact set in R, we obtain
Consequently, the sequence (µ n ) n∈N satisfies the assumptions from Theorem 4.13, and ( µ n ) n∈N converges vaguely to 0.
However, ( µ n ) n∈N does not converge in the product topology (hence, not in the norm topology, either) because
If we replace (i) in Therorem 4.13 by a stronger property, the sequence ( µ n ) n∈N converges to µ in the product topology.
Theorem 5.2. Let (µ n ) n∈N be a sequence of Fourier transformable measures on R d , and let µ be a measure on R d such that
Then, µ is Fourier transformable and, in the product topology, we have
Proof. First note that (i) and (ii) imply that (µ n ) n∈N converges vaguely to µ, see Theorem 4.4. Thus, by Theorem 4.13, µ is Fourier transformable and µ n → µ vaguely .
Next, by (i), one has for all f ∈ S(R). However, (µ n ) n∈N does not converge to µ in the product topology, since
for all n ∈ N and φ ∈ C c (R).
(c) Consider the sequence (µ n ) n∈N with µ n = δ 1 n , for all n ∈ N. Then, (µ n ) n∈N converges to µ = δ 0 in the product topology because
for all f ∈ S(R d ).
(e) Set s :
Then, there is a constant c > 0 such that
which implies the claim. Proof. This is an immediate consequence of Theorem 5.2 and Lemma 5.3(e).
If we make use of Theorem 4.16 instead of Theorem 4.13, we obtain a different criterion for the convergence in the product topology. Then, µ is Fourier transformable and, in the product topology, we have lim n→∞ µ n = µ .
We can also apply Theorem 4.4.
Theorem 5.6. Let (µ n ) n∈N be a sequence of Fourier transformable measures on R d , and let µ be a Fourier transformable measure on R d such that
Then, in the product topology, we have lim n→∞ µ n = µ .
Continuity in the norm topology
Note that, in general, the assumptions from the last corollary are not sufficient to ensure that the sequence ( µ n ) n∈N converges to µ in the norm topology. Example 6.1. Consider the sequence (µ n ) n∈N with µ n = e 2πi 1 n • λ λ. Because of On the other hand, if the sequence (µ n ) n∈N does not satisfy (I), the sequence ( µ n ) n∈N can still converge in the norm topology. Example 6.2. Consider the sequence (µ n ) n∈N with µ n = δ 1 n , for all n ∈ N. Then, (µ n ) n∈N does not satisfy (I) (see above), but ( µ n ) n∈N converges to µ = λ λ in the norm topology (see above). Theorem 6.3. Let (µ n ) n∈N be a sequence of Fourier transformable measures on R d , and let µ be a measure on R d such that 
Thus, we can apply Theorem 4.13: µ is Fourier transformable and ( µ n ) n∈N converges vaguely to µ. It even converges in the norm topology because (similar to Eq. (6.1))
Consider the sequence (µ n ) n∈N with µ n = f n λ λ, for all n ∈ N. Then, ( µ n ) n∈N converges to µ = f λ λ in the norm topology.
Proof. First, we will give a direct proof. Let K be any compact set in R d . Then, the claim follows from
by an application of Hölders inequality and Plancherels theorem.
Alternatively, it is not difficult to see that (µ n ) n∈N satisfies the assumptions of Theorem 6.3. Corollary 6.5. Let (µ n ) n∈N be a sequence of Fourier transformable measures on R d , and let µ be a Fourier transformable measure on R d such that
Then, in the norm topology, we have
Proof. This follows from Theorem 4.4.
7. An application of Theorem 4.13
Next, we will make use of Theorem 4.13 to give a necessary and sufficient condition for a measure µ on R d to be Fourier transformable. Throughout this section, (f n ) n∈N denotes an approximate identity for (C u (R d ), * ) such that, for all n ∈ N:
Such a sequence of functions exists by [18, Thm. (44.20) ]. Note that, by [24, Lem. 3.6] , one also has f n ∈ L 1 (R d ).
Lemma 7.1. Let µ be a Fourier transformable measure, and let µ n := (f n * µ) λ λ, for all n ∈ N. Then, (µ n ) n∈N converges vaguely to µ.
Proof. The claim follows because (f n ) n∈N is an approximate identity:
where we applied the dominated convergence theorem in the last step. Proof. First note that f n (0) = R d f n (x) dx = 1, for all n ∈ N. Also note that f n is positive definite, since f n is non-negative. Hence, we have
for all x ∈ R d . Consequently, for a fixed compact set K ⊆ R d , one has
for all n ∈ N.
Now, we can apply the previous two lemmas and Theorem 4.13 to characterise Fourier transformable measures on R d . Theorem 7.3. Let µ be a measure on R d . Then, µ is Fourier transformable if and only if it is tempered, and there is a sequence of finite measures (ν n ) n∈N that satisfies the following two properties:
• the set {ν n : n ∈ N} is equi translation bounded,
Proof. First assume that µ is a Fourier transformable meassure. Note that every Fourier transformable measure is tempered. Define ν n := f n µ, for all n ∈ N. By [24, Prop. 3.9] , ν n is a finite measure, for all n ∈ N, because
Moreover, [5, Lem. 4.9 .24] implies ν n = (f n * µ) λ λ.
On the other hand, assume that µ is tempered, and that the two properties are satisfied. Let µ n := (f n * µ) λ λ, for all n ∈ N. Then, 1. µ n is Fourier transformable, for all n ∈ N, because it is the Fourier transform of a finite measure, and every finite measure is twice Fourier transformable, 2. (µ n ) n∈N converges vaguely to µ by Lemma 7.1, 3. { µ n : n ∈ N} is equi translation bounded by Lemma 7.2.
Therefore, we can apply Theorem 4.13, which tells us that µ is Fourier transformable.
Positive definite measures
Now, we will consider positive definite measures on R d . For simplicity, we denote by M pd (R d ) the set of positive definite measures on R d . Let us start with the following known result (compare [12] ). In this section, we try to clarify why, when restricting to positive definite measures, the Fourier transform becomes continuous. The key is the following result.
(ii) there exists some compact W ⊆ R d and some C > 0 such that, for all µ ∈ M pd (R d ),
we have
Proof. (i) By [12, 21] , there exists some f ∈ C c (R d ) such that f 1 K . Now, using the fact that µ is Fourier transformable and the positivity of µ, we have
(ii) Let f be as in (i). Let W = supp(f ) and C := f ∞ . We show that these satisfy the required condition. Indeed, for all µ ∈ M pp (R d ), we have 
is bounded, where |µ| W := |µ|(W ). Since M pd (R d ) is not a vector space, this doesn't necessarily imply continuity, and the map above is actually not continuous. Indeed, if γ is the autocorrelation of the Fibonacci model set, and {γ n : n ∈ N} are the finite approximants, then γ n → γ in the vague topology. Since γ n , γ are supported inside a common Delone set, it follows immediately that |γ n − γ| W → 0. But, since all γ n are absolutely continuous and γ is pure point, we have
This shows that ( γ n ) n∈N does not converge to γ in (M ∞ (R d ), · K ).
While Remark 8.3 emphasizes some of the issues around the continuity of the Fourier transform, Lemma 8.2 can be used to show that vague convergence of positive definite measures implies equi translation boundedness of their Fourier transforms, which we saw earlier in the paper, suffices to deduce the vague convergence of the Fourier transforms.
Let us start with the following simple consequence. Next, we will state similar statements for the product and norm topology.
Theorem 8.5. Let (µ n ) n∈N be a sequence of positive definite measures on R d , and let µ be a measure on R d such that
Then, µ is positive definite and, in the product topology, we have lim n→∞ µ n = µ .
Proof. By Proposition 8.1, µ is positive definite, and ( µ n ) n∈N converges vaguely to µ. The rest follows as shown in the proof of Theorem 5.2.
Theorem 8.6. Let (µ n ) n∈N be a sequence of positive definite measures on R d which converges vaguely to a measure µ. If
then µ is Fourier transformable, and we have lim n→∞ µ n = µ in the norm topology.
Proof. By Proposition 8.1, µ is positive definite, and ( µ n ) n∈N converges vaguely to µ. The rest follows as shown in the proof of Theorem 6.3.
Some open questions
In this section, we will look at some natural questions related to the (dis)continuity of the Fourier transform.
On the space of Fourier transformable translation bounded measures, the Fourier transform ν n := µ n of a vague convergent sequence µ n → µ is either vague convergent or has a subsequence (ν n k ) k∈N without vague convergent subsequences. In particular, this subsequence cannot have any vaguely bounded subsequence, and hence there exists a compact set W such that lim k→∞ |ν n k | (W ) = ∞ .
In particular, for each precompact set K with non-empty interior we must have lim k→∞ ν n k K = ∞ .
One natural question is what happens when we move away from translation bounded measures. If µ n , µ are Fourier transformable measures such that µ n → µ, is it possible for µ n to have other cluster points than µ? By replacing the sequence by the subsequence ( µ n k ) k∈N converging to one such different cluster point, and then defining ν k := µ n k − µ, the question becomes equivalent to the following question. Question 9.1. Does there exist a sequence (ν n ) n∈N of Fourier transformable measures and some measure ν = 0 such that, in the vague topology, we have lim n→∞ ν n = 0 lim n→∞ ν n = µ = 0 .
As discussed above, if such a sequence exists, then we must have lim n→∞ ν n K = ∞, by Corollary 4.14. Moreover, Theorem 4.16 implies that, for each C > 0, there exists some N such that, for all n > N we have ν n K > C. We could potentially have ν n K = ∞.
Recall that the mapping : (M ∞ (R d ), · K ) → S ′ is continuous. A natural question is then the following.
, vague topology) continuous? We give below an equivalent formulation for Question 9.2. Proposition 9.3. Fix some compact set K 0 with non-empty interior. Then, the following statements are equivalent:
Proof. (i) =⇒ (iii) Assume by contradiction that this is not true. Then, for each n ∈ N, there exists some ν n ∈ M ∞
Note here that ν n = 0 and hence ν n [0,1] d = 0. Define
Then, µ n [0,1] d = 1 √ n and hence µ n → 0 in (M ∞ T (R d ), · K 0 ), since [0, 1] d and K 0 define equivalent norms [9, 30] . By (i) it follows that µ n is vaguely convergent to 0, and hence vaguely bounded. Therefore, by Proposition 3.2 the set {| µ n | ([0, 1] d ) : n ∈ N} is bounded. But this is not possible, as
(iii) =⇒ (ii) Follows immediately from the fact that both K, W can be covered by finitely many translates of [0, 1] d .
(ii) =⇒ (i) Since the Fourier transform is a linear operator, it suffices to show continuity at 0. Let (µ n ) n∈N be an arbitrary sequence which converges to 0 in · K 0 . We need to show that µ n → 0. Let W ⊆ R d be an arbitrary compact set. By (ii) the sequence | µ n | (W ) → 0 and hence, it is bounded. Proposition 3.2 then implies that { µ n : n ∈ N} is vaguely pre-compact. It follows that
• µ n → 0 in the vague topology. • {µ n : n ∈ N} are equi translation bounded. • { µ n : n ∈ N} is vaguely pre-compact. Let us first note the following well known result on the weak*-topology.
Proposition A.1. Let B be a Banach space and let A ⊆ B * be any set. Then, the following statements are equivalent:
Proof. (ii) ⇐⇒ (iii) This is a direct consequence of the uniform bounded principle.
(iii) =⇒ (i) This follows from the Banach Alaoglu theorem.
(i) =⇒ (ii) This is the standard "compact implies bounded" argument.
Recall that, for each fixed compact set K, the set
is a Banach space. By the Riesz representation theorem, the dual space of this space can be identified with the space M(K) of Radon measures supported on K.
The following is a simple computation (compare [30] ).
Lemma A.2. The dual norm of the duality (C c (G : K), · ∞ ) * = M(K) is given by
Let us now extend the following definition to arbitrary LCAG.
We can now prove the following result, compare [9] .
Proposition A.4. Let A ⊆ M(G). Then, the following statements are equivalent:
Moreover, if G is second countable and the above hold, the vague topology is metrisable on A.
Proof. Therefore, for all f ∈ C c (G : W ) we have
Now, let µ ∈ A. Since K ⊆ W • , we can pick some f ∈ C c (G) with 1 K f 1 W . By definition of |µ|, there exists some g ∈ C c (G) with |g| f such that |µ| (f ) |µ(g)| + 1 .
In particular, we have g ∈ C c (G : W ) and g ∞ < 1. Therefore,
This shows that |µ| (K) C + 1 for all µ ∈ A .
(iii) =⇒ (iv) Trivial.
(iv) =⇒ (i) Define the mapping
It is clear that this mapping is continuous from the vague topology to the product topology, where each M(K α ) is equipped with the vague topology. Moreover, since G = α K • α , it follows immediately that j is a homeomorphism onto its image.
For each α define C α := sup{|µ|(K α ) : µ ∈ A} By Proposition A.1, the set
is compact, and hence, so is α M α . Therefore, the set α M α ∩ j(M(G)) has compact closure in α M(K α ) and hence the set j −1 ( α M α ∩ j(M(G))) = j −1 ( α M α ) has compact closure in M(G). Now, by the definition of C α , we have A ⊆ j −1 ( α M α ). The claim follows.
Finally, if G is second countable, we can find a sequence (K n ) n∈N of compact sets such that K n ⊆ (K n+1 ) • and G = n∈N K n . Note that in this case we have G = n∈N K n ⊆ n∈N K • n+1 and hence G = n∈N K n .
Define as above
Next, by the second countability of G, the space C(G : K n ) := {f ∈ C c (G) : supp(f ) ⊆ K n } is a separable Banach space. Therefore, by [27, Thm. 3.16] , the weak-*-topology is metrisable on
and hence, n∈N M n . As above, j is a homeomorphism on its image, and hence j −1 ( n∈N M n ) is metrisable.
Let us note the following consequence, compare [9, Thm. 2] . Proof. By Proposition A.4, applied with K α = U α , the set M has compact closure in M(G).
We show that M is closed. Let (µ β ) β be a net in M which converges to some µ ∈ M(G). We need to show that µ ∈ M. Fix some α and ε > 0. Pick some f ∈ C c (G) such that 0 f 1 Uα and
Next, by the definition of |µ|, there exists some g ∈ C c (G) with |g| f and
In particular, g is zero outside U α . Finally, by the vague convergence of (µ β ) β to µ, there exists some β such that |µ β (g) − µ(g)| ε 3 .
Therefore, we have
This shows that, for all ε > 0, we have
The claim follows. As an interesting consequence, we get the following result, which was first observed by Schlottmann [28, page 145] . Proof. =⇒: Let K be any compact set. By Proposition A.4, the set {|µ| (K) : µ ∈ Ω} is bounded, let C > 0 be any upper bound for this. Since for all t ∈ G and µ ∈ Ω we have T t µ ∈ Ω and hence |µ| (t + K) = |T t µ| (K) C .
It follows that, for all µ ∈ Ω, we have µ K = sup t∈G |µ| (t + K) C .
⇐=: Let K ⊆ G be arbitrary. Since Ω is equi translation bounded, there exists a constant C > 0 such that µ K C for all µ ∈ Ω. In particular, the set {|µ| (K) : µ ∈ Ω} is bounded by C, and hence Ω is vaguely pre-compact. Since Ω is closed, it is compact.
Remark A.9. In [9] , the authors define a dynamical system on the translation bounded measures on G (TMDS) to be a pair (Ω, G) where Ω ⊆ M(G) is any closed G-invariant set of measures which are equi translation bounded. They observe that any such set must be compact, and hence a topological dynamical system. Theorem A.8 above says that the converse is true, whenever we have a topological dynamical system (Ω, G), where Ω ⊆ M(G) is equipped with the vague topology, then it is a TMDS.
An immediate consequence of Theorem A.8 is the following. Moreover, if G is σ-compact and µ ∈ M ∞ (G), then the vague topology is metrisable on X(µ).
We complete the paper by looking at some examples which emphasize the importance of second countability of G for diffraction theory. These show that, outside second countable groups, one should work with van Hove nets and not sequences.
Let us start with an example of a group which is compact (hence σ-compact) but not metrisable, and an equi-translation bounded sequence of measures which has no convergent subsequence.
Example A.11. Consider G := (R/Z) R/Z . Then G is a group, which is compact with respect to the product topology. Similarly to I I , one can show that G is not sequentially compact (compare [29] ). Therefore, there exists a sequence (x n ) n∈N with no convergent subsequence.
Define µ n := δ xn , for all n ∈ N. Then, (µ n ) n∈N is equi-bounded and hence equi-translation bounded. We show that this sequence has no convergent subsequence.
Assume by contradiction that there exists a subsequence (µ n k ) k∈N convergent to some measure µ. Since G is compact, there exists a directed set I and a monotone final function h : I → N, such that the subnet (x n h(β) ) β∈I is convergent to some a ∈ G. Now, since a = lim β x k n(β) , we have
for all f ∈ C c (G) by the continuity of f .
Fix an arbitrary f ∈ C c (G). Now, since (µ n k ) k∈N converges vaguely to µ, any subnet of (µ n k (f )) k∈N converges to µ(f ). In particular, Next, since (x n k ) k∈N does not converges to a, there exists an open set U ∋ a and a subsequence (x n k ℓ ) ℓ∈N of (x n k ) k∈N such that, for all n ∈ N, we have x n k ℓ / ∈ U . By Urysohn's lemma, there exists some f ∈ C c (G) such that f (a) = 1 and f (x) = 0 for all x / ∈ U . Since δ a = lim k→∞ δ xn k and (x n k ℓ ) ℓ∈N is a subsequence of (x n k ) k∈N , we have δ a = lim ℓ→∞ δ xn k ℓ and hence
Since we obtained a contradiction, our assumption is wrong. Therefore, (µ n ) n∈N has no convergent subsequence.
Appendix B. Second countability and the existence of the autocorrelation
In this section, we discuss the necessity of second countability of G to ensure the existence of the autocorrelation for a translation bounded measure µ.
Let us start with the definition of a Følner and van Hove sequence. 
A sequence (A n ) n∈N of precompact subsets of G is called a van Hove sequence if, for each compact set K ⊆ G, we have
where the K-boundary ∂ K A of an open set A is defined as
If G is σ-compact, then van Hove sequences exists in G [28] . It is well known that each van Hove sequence is a Følner sequence. Now, let us look at the (classical) definition of the autocorrelation. First, we need the following simple result. 
where ω n := ω| An is the restriction of ω to A n . Then, {γ n : n ∈ N} is vaguely precompact. In particular, there exists a subsequence (γ n k ) k∈N which converges to some γ ∈ M ∞ (G).
Proof. First, by [28, Lem. 1.1(b)], the sequence 1 |An| | ω n | (G) is bounded. Let C > 0 be a constant such that 1 |A n | | ω n | (G) C for all n ∈ N .
Next, fix any open precompact set U and pick a compact set W such that U ⊆ W • . By the translation boundedness of ω, we have
Then, by [33, Lem. 6.1], we have for all
Since ω n x+W = ω n W we have
Therefore, for all n ∈ N, we have
Since this space is vaguely compact and metrisable by [9, Thm. 2] or Corollary A.7, the claim follows. Definition B.3. Let G be a second countable LCAG, (A n ) n∈N be any van Hove sequence in G. If ω is any translation bounded measure, then any limit γ of a subsequence of the sequence (γ n ) n∈N defined in Lemma B.2 is called an autocorrelation of ω.
Lemma B.2 says that in second countable LCAG every translation bounded measure has an autocorrelation.
We next show that second countability of G is essential for the existence of the autocorrelation. Recall first that for a LCAG second countability is equivalent to σ-compactness and metrisability (see for example [14, First we show that σ-compactness is necessary for the existence of van Hove sequences. In particular, σ compactness will be a necessary condition for the existence of the autocorrelation of a single object.
Let us start with the following simple lemma.
Lemma B.4. Let (F n ) n∈N be a Følner sequence in G. Then, G = n∈N (F n − F n ) .
In particular, any group admiting a Følner sequence is σ-compact.
Proof. Assume by contradiction that G = n∈N (F n − F n ). Let y ∈ G\ n∈N (F n − F n ). Then, for each n, we have y / ∈ F n − F n and hence F n ∩ (y + F n ) = ∅. This gives |F n ∆(y + F n )| = |F n | + |y + F n | = 2|F n | .
Therefore, 2 = |F n ∆(x + F n )| |F n | for all n ∈ N , which contradicts the definition of Følner sequence. The last claim follows from As an immediate consequence we get the following result.
Proposition B.6. Let G be a LCAG. Then, the following statements are equivalent.
(i) G is σ-compact.
(ii) There exists a van Hove sequence in G.
(iii) There exists a Følner sequence in G.
Proof. (i) =⇒ (ii) follows from [28] .
(ii) =⇒ (iii) is obvious. (iii) =⇒ (i) follows from Lemma B.4.
Since the (usual) definition of the autocorrelation measure requires the existence of a van Hove sequence, the autocorrelation can only exist in σ-compact groups.
Next, we discuss the issue of metrisability of G. We show here that there exist translation bounded measures on σ-compact LCAG G which do not have an autocorrelation as defined in Definition B.3.
Example B.7. Let K := (R/Z) R/Z and let G := K × Z, with the Haar measure being the product between the probability Haar measure on K and the counting measure on Z. Then, G is a σ-compact group.
Let (x n ) n∈N be a sequence in K as in Example A.11. Define
This is a translation bounded measure. Let A n := K × (−n!, n!) ∩ Z , for all n ∈ N. Then, (A n ) n∈N is a van Hove sequence in G.
We claim that the sequence (γ n ) n∈N has no convergent subsequence. Note that by the translation boundedness of ω, the set {γ n : n ∈ N} has compact closure (compare Lemma B.2). Assume by contradiction that (γ n ) n∈N has a subsequence (γ n k ) k∈N which converges vaguely. Since K×{0} is closed and open in G, the restriction (ν n k ) k∈N with ν n k = γ n k | K×{0} is vaguely convergent. Moreover, since ( 2((n k )!−1) 2(n k )!+1 δ (0,0) ) k∈N converges vaguely to δ (0,0) , the sequence (ν n k − 2((n k )!−1) 2(n k )!+1 δ (0,0) ) k∈N is vaguely convergent. Let is vaguely convergent. Similarly to the above, lim k→∞ (n k −1)! 2(n k )!+1 δ (xn k ,0) + δ (−xn k ,0) = 0 in the vague topology, and hence (n k )! 2(n k )!+1 δ (xn k ,0) + δ (−xn k ,0) is vaguely convergent.
Proof. A simple computation yields

