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INTRODUCTION 
All precipitation hardened alloys exhibit a maximum 
in the flow stress and hardness at some critical aging 
time (1-10). In early work, this critical time was often 
hypothesized to be the time where the precipitates became 
incoherent. However, a major analytical drawback for the 
early work was not being able to measure particle sizes or 
volume fractions of precipitate to any known degree of 
accuracy. Heavy reliance was placed on x-ray measurements 
in which the two major theories of Guinier and Porod (11) 
give estimated average particle radii, from a distribution 
of spherical particles, differing by as much as 100% (12, 13). 
Without fairly accurate particle size measurements, theoreti­
cal treatments were all but impossible. 
Recently, there has been improvement in the measurement 
of particle sizes with improved statistical treatment of 
x-ray data (13), magnetic measurements (14-23) and electron 
microscopy observations (23-25). However, the number of alloy 
systems where one or more of these methods have been employed 
are minimal, although the number of simple systems may also be 
small. A simple system is one where homogeneous distribution 
of precipitates may be obtained and measurements of the particle 
size and volume fraction of precipitate are possible. Also, 
from a theoretical viewpoint, spherical precipitates would 
be the most desirable morphology. Such systems are rather 
2 
limited and most investigations have been concerned with 
the Al-Ag (1), Al-Zn (8, 13), and Cu-Co [1, 26) systems which 
give the desired spherical precipitate morphology. 
With the improved measurement techniques, it has been 
shown that there is no relationship between coherency and 
the concept of "overaging" with respect to the maximum 
hardness associated with some critical aging time. The Cu-Co 
system has been shown to illustrate this point most dramatical­
ly with a maximum hardness for an average particle radius 
O 
of about 7OA (7), but electron microscopy observations indi-
O 
cate coherency exists up to a radius of 500A (24, 27). In 
terms of aging time for a Cu-2% Co alloy aged at 600° C, 
this represents "overaging" by days. 
Once fairly accurate particle size measurements were 
possible, there was a noticeable increase in interest in 
theoretical applications. The theories, to date, are 
primarily concerned with the dislocation bow-out character­
istics between particles and whether or not dislocation motion 
proceeds by cutting the particles or the Orowan mechanism. 
Ashby (28-30) has been primarily responsible for extending 
Orowan's original work into a useable form without the require­
ment of extensive numerical analyses. Rigorous numerical 
approaches to the problem of bow out were the nuclei for 
obtaining the simplified theories of Ashby (31-33). Since 
the Orowan stress decreases with particle size, the problem 
3 
now is to define when it begins to dominate deformation 
behavior. 
Cutting mechanisms, for coherent precipitates, in general, 
increase the flow stress with increasing particle size. The 
most successful theories have been developed by Gleiter (34-
36), and Ceroid and Haberkorn (26). These theories do not 
consider the work required to create new surface during the 
cutting process, but only the force required to move a glide 
dislocation up to the particle against the stress field 
surrounding the particles which is due to the misfit between 
the coherent precipitate and the matrix. The hypothesis is 
that the work required to move the dislocation against the 
particle stress fields is larger than the work required to 
create new surface. These theories have enjoyed some success 
in the Cu-Co system (37), while the correlation between these 
theories and experiment in the Al-Zn system have been rather 
poor (13). 
The Cu-Co system has been chosen for this investigation 
primarily because the particle size and volume fraction of 
precipitate may be determined quite accurately using mag­
netic methods (7, 16). Furthermore, mechanical test data 
around the yield point of the aged alloys is reproducible. 
Koepke (38) found that the flow stress versus strain was a 
good agreement between single crystals and polycrystalline flow 
stress versus strain behavior when the statistical interpre­
4 
tation of polycrystalline flow stress due to Taylor and 
Kocks (39) was used. This indicates a uniform, random grain 
orientation for the polycrystalline samples and allows 
critical resolved shear stresses to be statistically determined 
from mechanical tests on polycrystalline samples. Koepke 
found that aged wire samples, 0.060" diameter, "necked" 
at strains less than 20%. Since magnetic anisotropic behavior 
is observed at strains greater that 25% (20), it would be 
highly desirable to observe mechanical property data above 
25% strain. For this reason, compression testing of 1/4" 
diameter samples was done in the present investigation to 
decrease the chance of premature test termination due to 
dynamic instability. Two alloys, Cu-1.9 wt. % Co and Cu-2 
wt. % Co-6 wt. % Zn were used. 
Experimental and theoretical purposes of this investi­
gation are: 
1. Indirect measurement of particle size and precipi­
tate volume fraction using magnetic methods. 
2. Generation of compression (stress-strain) data 
for the two alloys aged to 2000 minutes at 600° C. 
3. Development of a particle cutting theory based 
on the creation of new surface, 
4. Analytically determine when cross slip (particle 
bypassing mechanism) may operate in these alloy 
systems. 
5. Statistical analysis of deformation in terms 
of particle cutting and the Orowan mechanism. 
Determination of the precipitate (111) surface 
energy in two phase fee systems from yield points. 
Meaningful activation analysis. 
6 
THEORY 
Measurement of Particle Size 
Before theories relating flow stress to particle size 
may be examined, the particle size and the volume fraction 
of precipitate must be measured in the most precise manner 
possible. The Cu-Co system was chosen for this investigation 
primarily because such measurements are relatively simple 
to obtain. After Bean (14, 15) and Becker (16, 18) pointed 
out that the system behaves as a "super paramagnet", a number 
of investigations have fairly well defined the magnetic 
properties of the Cu-Co system (14-25). The most important 
aspect of the paramagnetic behavior, for the purpose here, 
is that it allows measurement of the particle size up to a 
O 
radius of 70A for these systems and measurement of the volume 
fraction of precipitate. 
Past approaches with respect to the statistical nature 
of the problem are somewhat in error; therefore, a review 
of the theory would be instructive. Paramagnetic behavior 
may be described by the Langevin function for ferromagnetic 
precipitates or particles in a non-magnetic matrix, as (16), 
I 1 
=— = coth X- — (1) 
^o X 
where. 
7 
HI V 
H = applied field 
Ig = saturation magnetization of the precipitate 
V = single size distribution particle volume 
k,T = Boltzmann constant and temperature, respectively 
I = magnetization of precipitated sample (matrix and 
particles) 
IQ = saturation magnetization of precipitated sample 
Equation (1) may be expanded for low and high field magneti­
zation in the usual manner (40), i.e., 
coth (x) -»• 1 as X 00 
coth(x) -+ ^ + Y as X ^ 0 
Hence, Equation (1) for low and high field magnetization 
for a single size particle distribution becomes 
I HI V 
—) low field = (2) 
I VT 
—) high field = 1 - (3) 
For a distribution of various particle sizes, with a 
normalized density function g(v), Equations (2 and 3) must 
be integrated over the entire particle size range. Holding H 
constant and integrating Equation (2) gives 
8 
I 
f HI V HI 
s 1 _ s low field = [3^] g(V) dV = ^ E(V) (4) 
V 
where, E(V) the expected value of V or the average V; also 
written as V. The results of Equation (4) are not dependent 
on the density function g(V) as suggested by Becker (16). 
Becker did let g(V) be a rectangular density function in his 
derivation, but he was mistaken in his conclusion that his 
derivation was only valid for a rectangular distribution. 
Integrating (3) in the same manner gives 
T f kT kTE(N) 
high field = J [1 - g(V) dV = 1 - ^ (5) 
V 
where E(N) = average number of particles/cm^ and f = the 
volume fraction of precipitate in the matrix. It is somewhat 
easier to see how the final result in Equation (5) is 
obtained, if the distribution function g(V) is exchanged 
for Cahn's n(V) where (17), 
V n(V) dV = fg(V) dV (6) 
The following identities aid in the simplification of 
working with Equation (6): 
9 
V n(V) dV = f 
V 
E (N) = I ^ g(V) dV = n(V) dV 
V V 
E{V) = V g(V) dV = $ if 2 V n(V) dV 
V n(V) dV 
V 
V V 
V n(V) dV 
V 
(7) 
E(V) = 
E(N) 
Then, Equation (5) becomes. 
high field 1 - (y) ( 8 )  
In terms of and defined in Figure 1, and the initial 
susceptibility, y' the average particle volume may be 
expressed as (16, 17), 
E(V) = V  = mx = = JS^  
Is^o 
-S-& 's"h 
(9) 
Hence, H, and H. are related for a paramagnetic material by. 
= 3Hh (10) 
There is no way to get E(V ) from direct employment of the 
Langevin function. Cahn postulated that by using the n(V) 
2 density function defined in Equation (6), E(V ) could be 
obtained (17). His final equation was. 
10 
T 
/ 
/ 
y 
/ I
 
H —» 
Figure 1. Definition of and for magnetic measurements 
11 
ËWT I n(v) dv = E(v^ ) 
V 
Using the identities in Equation (7), it can be shown that 
instead, 
1 n (V) dV = [E (V) ] ^ 
V 
2 
even though the integral is the form expected for E(V ). 
Finally, f may be experimentally determined as (16) 
I 
f = ^  (11) 
s 
The end result of this analysis is that average particle 
sizes may be measured for super paramagnetic systems with­
out knowledge of the particle size density functions. They 
may be measured at low fields so there is no need to go to 
high field measurements except to attempt to determine 
Cutting of particles (stress field associated with particles) 
Two basic theories due to Gleiter (34-36), and Ceroid and 
Haberkorn (26) assume the work required to move a dislocation 
up to a particle against the stress field surrounding a 
particle with a relatively large misfit parameter is larger 
tnan the work required for the actual cutting process. The 
theories are different only in approach; whereby, Gleiter 
allows the dislocation to be flexible and Gerold and 
Haberkorn consider the non-flexible case. Both theories 
12 
result in similar expressions for Ax, taken to be the 
difference in yield point between the precipitated matrix 
and the matrix without precipitates. In fact they differ 
by only 2% for edge dislocations, but they differ by 200% 
for the screw dislocation case for small precipitate volume 
fractions (f = .018). The expressions for Ax for the 
Gleiter (G) and Gerold-Haberkorn (G-H) theories for the 
Poisson constant, v = 1/3, are (37): 
I I i 
-'-N (|)2 (12) 
J 
I è 1 
(S)2  (13)  
where, 
7\ — /l-O edge ^ -o _ ^1.0 edge \ 
^0.13 screw' ^0.33 screw' 
b = magnitude of the Burger's vector. 
and E = unrelaxed misfit = -0.013 between the fee (Cu-Co 
matrix) and the fee (90% Co-Cu) precipitate (25). The a 
parameter comes from the line tension (31), 
a = In ('p—) (14) 
o 
where, Co = 1.5 for a screw dislocation, 1.0 for an edge 
dislocation and X is the average particle spacing seen by a 
13 
glide dislocation. This latter parameter when in the log 
term may be approximated in terms of f and the average 
radius, R, for a square planar mapping of an assembly of 
spherical particles as (41, 42), 
1 
z = R (15) 
The parameter r^ is the dislocation core radius which is 
allowed to take the form suggested by Kroner for a loop 
(43, 44), i.e., 
^o " 2.72 (1-v) (IG) 
The results of the calculations using Equations (12-16) to 
determine Ax are shown in Figure 2 for the Cu-Co system at 
f = 0.018. Koepke's data (38) for single crystals of Cu-1.9% 
Co aged at 600° C (f = .018) are also shown in Figure 2 and 
they give remarkably good agreement for the edge dislocation 
calculations. This is also in agreement with Ceroid and 
Haberkorn. 
Cutting of particles (cutting effects) 
There are three ways of looking at the affects of 
cutting. These are the creation of a misfit dislocation, 
difference in stacking energy between the matrix and particles 
and the creation of new surface when a dislocation passes 
through a particle. The energetic aspects of the misfit 
14 
1000 
LOOPS (RADIUS =R) 
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— (EDGE) \ 
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(SCREW) ATo 
Kg/mm' 
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R(&) 
Figure 2. Comparison of the calculated ATjs (or Ax's) for 
the cutting,loops, Frank-Read sources, and the 
0rowan mechanism versus particle size for aged 
Cu-1.9% COo(li=4.21 dynes/cm , v=l/3, f=0.018, 
and b=2.56A). Koepke's (38) experimental data 
is also shown 
15 
dislocation and stacking fault energy differences have been 
shown to be minimal by Koepke (38) using reasonable approxi­
mations for the Cu-Co system. However, the energetics of 
creating a new surface may be quite large. The creating of 
new surface was first suggested by Hirsch and Kelly (45) 
and later expanded by Harkness and Kren (13), but seldom 
seems to be mentioned in the literature. 
Harkness and Hren used a statistical approach for the 
affect of the applied stress which in essence did not 
consider the entire surface area created due to the assumed 
non-flexible form of the cutting dislocation. Their final 
expression was of the form (13) , 
1 
2 2 
K f^ ^ 1/9 
AT = J [Surface energy] ' (17) 
/ 
where, 
Kjj = function (v,b) 
The following derivation uses the same approach as that 
used by Harkness and Hren, except that all the surface 
created by the oassincf dislocation is considered and the 
dislocation line is allowed to be flexible. The energy 
balance, according to Figure 3a is. 
YgAA - AxbxX = 0 (18) 
where, is the surface energy of the particle. Note 
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DISLOCATION 
MOTION 
Figure 3a. Model for cutting particles showing the disloca­
tion glide involved 
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that AA is the surface area on just one side of the particle 
and not the entire surface area created. Once the stress 
is high enough to create the initial AA, it is automatically 
large enough to cut the final side. This interpretation 
multiplies both sides of Equation (18) by two. The statisti­
cal parameter X in terms of Ax has been derived by Friedel 
(46) and has been verified to have validity for strong 
obstacles (32, 47). When the interacting effects of bow 
out are taken into account, Friedel ' s expression for X is, 
o 
Letting x = b, the activation volume is approximated by 
2 
S*=b X and noting from the geometry of Figure 3b that 
AA = (0^-02 + 2Rb (20) 
for R/b > 2, then the expression for AT is 
J I 
A dislocation has an equal probability of cutting a spherical 
particle at any point (i.e., the dislocation may not 
necessarily see the maximum cross section). Therefore, an 
estimate of this statistical effect can be made by replacing 
R in Equation (21) by 
18 
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Figure 3b. Model for cutting particles showing the 
parameters associated with cutting 
19 
7r/2 
R sin0 d0 
<R> = I R (22) 
de 
0 
Substituting <R> for R in Equation (21) gives, 
2/3 fj, I 
at = —p:- (23) 
Noting that Equation (23) has the same form as Equation (13), 
then a comparison would be informative. Comparing Equation 
(23) with Equation (13), they are equivalent if yg = 211 
2 2 
ergs/cm for edges and yg = 105 ergs/cm for screws. Re­
calling that the deformation appears to be due to disloca­
tions primarily edge in character (26) and that Servi and 
2 
Tumbull (48) experimentally measured Yg to be 190 ergs/cm 
from application of classical nucleation theory to quenching 
experiments, it appears that the creating of new surface 
during the cutting process should be considered. With this in 
mind and the application of the cutting theory to the Al-Zn 
system, analyzed in the discussion,- the cutting theory may 
be of primary importance. 
Orowan mechanism 
As the particle size increases with constant precipitate 
volume fraction, the interparticle spacing also increases 
20 
and the probability of the Orowan mechanism (49) is enhanced 
(28-30). The reason for this is that the energy required to 
cut the particle increases with particle size, and because 
of dislocation flexibility, the amount of bow-out between a 
pair of pinning points increases as the interparticle spacing 
increases. A diagram of this effect is shown in Figure 4. 
As the dislocation line assumes a large bow out between the 
pinning points of a particle array, a dipole can form with 
the segments separated on the order of 2R. Once a critical 
stage is reached, the dipole segments coalesce, allowing the 
dislocation to proceed to the next set of pinning points and 
leaving behind an Orowan loop around each particle passed. 
Ashby (29, 30) has analyzed the Orowan mechanism in light 
of the above discussion and came to the conclusion chat the 
rate controlling variable would be the dipole distance of 2R 
rather than che interparticle spacing Z. His expression 
for AT is (30) 
AT = In (^) (24) 
o 
where, 
0 . 8 5  j ;  
= 2.r(l-vl screws 
for edges 
The inversion of the edge and screw form for is due to 
dislocations initially screw in character ending up with 
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MECHANISM 
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t 
Figure 4. The Orowan mechanism. The schematic diagram shows 
the line sense during the bow-out and the Orowan 
rings left at the completion of the mechanism 
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edge dipoles and vice versa. Substituting i from Equation 
(15) into Equation (24) gives, 
1 
K^ubfZ ln(|^) 
AT = G — (25) 
where = 0.093 for edges and 0.140 for screws when v = 1/3. 
The AT using Equation (25) and parameters consistent with 
Cu 2% Co are plotted in Figure 2. When compared with the 
AT for cutting, it can be seen that there is a critical 
particle size where the Orowan mechanism becomes rate con­
trolling. For further comparison. AT calculations for a 
Frank-Read source (31) and loop expansion (44) are also 
shown in Figure 2. Now with the use of Equations (23) and 
(25), a statistical approach may be developed to determine 
the average AT with both the cutting and Orowan mechanisms 
operating simultaneously, provided there is no bypass 
mechanism. The approach will be developed later in the theory 
after the possible bypass mechanisms are analyzed. 
Cross slip 
The most probable method of bypassing the particles is 
cross slip. If the dislocations are able to bypass the 
particles by this method, then the rate controlling step 
is cross slip and any emphasis on cutting and the Orowan 
mechanism would go for naught. Primary interest in this area 
23 
centers around cross slip occurring at stress levels 
associated with the Orowan mechanism. It is generally 
concluded, however, that the stress levels required for 
cross slip are higher than those generating the Orowan 
mechanism (30, 50-54). Nevertheless, electron microscopy 
observations concur the presence of cross slip associated 
with the Orowan mechanism in many dispersion hardened alloys 
(52, 54-57). There are many possibilities for cross slip of 
this nature which have been described in detail by a number 
of investigators (50-56). For the purpose here, the major 
concern is that the cross slip process associated with the 
Orowan mechanism may leave jogs in the glide dislocation and 
dipoles. This would add to the energy required to simply 
move a dislocation from the primary plane to the cross slip 
plane. 
The following calculations take the simplest case in 
order to determine the minimum activation energy required. 
In order to be more consistent with the problem, extended 
dislocations are considered. Fleischer (58) has invoked 
a mechanism whereby the event may be calculated independently 
of the thermally activated approaches used by Stroh (59) and 
Seeger (60-62). The mechanism, which is shown in Figure 5, 
takes place in two steps: 
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Figure 5. Cross slip mechanism I, the Fleischer mechanism. 
The diagram shows: a) the hypothetical blocking 
of an extended pair of dislocations, b) the lead 
partial breaking up into a stair rod, and a glide 
partial on the cross slip plane and, c) completion 
of the mechanism by coalescence of the trailing 
partial and the stair rod 
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|[112] (111) |[101] (010) + |[211] (111) (26) 
|[2ri] (111) +|[roi](oio) ^  |[ir2] (1ÎÎ) hd 
where, a = lattice parameter. 
This mechanism requires the lead partial of the extended 
pair, which split from a perfect screw dislocation, to 
split into a glide partial compatible with the cross slip 
plane and a Cottrell-Lomer stair rod (63, 64). Theoretically, 
this is accomplished without mass transfer and the initial 
increase in energy is the creation of the Cottrell-Lomer 
stair rod in Equation (26). As the lead partial moves out on 
the cross slip plane, the critical point is reached when 
the trailing partial coalesces with the stair rod and becomes 
the trailing partial on the cross slip plane; thereby, 
completing the process (Equation 27). The stair rod attracts 
both the glide partials in Equation (26) ; the force due to 
the stacking fault works toward collapsing the array, the 
stress on the primary works toward coalescence of the trailing 
partial with the stair rod, and the stress on the cross 
slip plane works against coalescence of the lead partial on 
the cross slip plane with the stair rod. This imbalance in 
force is balanced by the repulsive force between the two 
glide partials. 
Calculations were performed on two other possibilities 
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shown in Figures 6 and 7 for mechanisms that allow methods 
for parallel dislocations to be used. Cross slip within a 
pileup is shown in Figure 6 where the same basic cross slip 
mechanism of Figure 5 proceeds with the lead dislocation in 
the lead pair blocked by obstacles such as a precipitate array. 
An extension of this, in terms of another possible hardening 
mechanism, is shown in Figure 7 where the hardening process 
is the blocking of glide dislocations due to the formation of 
the <013> stair rod by lead partials on the cross slip and 
primary planes. 
The calculations were performed by first determining 
the equilibrium positions for the array of dislocations 
before the stair rod mechanism was invoked. The equation 
used for the self energy per unit length of a given 
dislocation was (65), 
s  , R 
° Zkll-u) (l-vcos^e)ln(pS-) (28) 
o 
where 0 is the angle between the Burgers vector and the 
tangent vector, t. The parameter is the outer cut off 
radius, assumed to equal one centimeter for all the energy 
calculations, while r^, the inner cut off radius, is some­
what different for straight dislocations than that of a loop 
in Equation (16). Hirth and Lothe (66) give the inner, 
Peierls (67), cutoff radius for straight dislocations, which 
27 
M  
[MTJ 
\CROSS 
\SLIP 
\fLANE 
PRIMARY PLANE 
( b )  
Q 
6  m |iïoa\ 
\7\ 
STAIR ROD REACTION^ ^a rgiQ 
|[ll2]=|[rOl]+|[21l] 
\ C  I 
TRAILING PARTIAL REACTION \ g 
Figure 6. Cross slip mechanism II, the Fleischer mechanism 
inside a pileup. The diagram shows; a) the hy­
pothetical blocking of extended pairs of disloca­
tions which were created by the same source, b) 
the lead partial of the trailing pair breaking up 
into a stair rod, and a glide partial on the cross 
slip plane and, c) completion of the mechanism by 
coalescence of the trailing partial and the 
stair rod 
Figure 7. Cross slip mechanism III, the Fleischer mechanism 
inside a pileup created by the intersection of 
glide dislocations on the primary and cross slip 
planes. The diagram shows: a and b) the inter­
section of glide partials on the primary and cross 
slip planes forming the a/6 [013] stair rod, c) 
the lead partial of the trailing pair on the pri­
mary plane breaking up into a stair rod, and a 
glide partial on the cross slip plane and, d) 
completion of the mechanism by coalescence of the 
trailing partial and the stair rod 
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was used for the cross slip calculations, as, 
ro = |l + oos^el (29) 
° ® er/^(l-v) 
where, d is the interplanar distance for the glide plane of 
the dislocation of interest and e = 2.72. Then the total 
self energy of a given array of N dislocations is, 
s ^ s E; = Z E? (30) 
^ i=l ^ 
The interaction energy per unit length between parallel 
dislocations separated by a distance R, first derived by 
Nabarro (6 8) , with = 1 cm is given by (66) 
J -u(S.•t) (S .•t)In R 
li (b^ xt) • (b^xt) In R 
2IT (1-v) 
U [ (b.xt) -R] [ (b.xt) -R] 
i ^ (31) 
271 (l-v)R 
And, the total interaction energy of the array is 
N-1 N 
Em = Z Z E!. (32) 
i=l j=i+l 
The total energy per unit length of dislocation due to the 
stacking fault energy, y, and the distance between extended 
partials, Xp, is 
31 
2% = Y Z Xp (33) 
P 
The stress was allowed to act only on the screw segments of 
the glide partials such that applied shear stress, T=T was yz 
aligned to the primary plane at various angles 0^. Hence, 
the stresses acting on the primary plane, and the 
cross slip plane, in terms of 6^, the angle between the 
primary and cross slip plane and T are: 
= T cosGs 
yz 
(34) 
Tyz = T cos(e^-ep) 
The energy per unit length supplied by the stress acting 
on the glide dislocations relative to some initial reference 
point d^ is. 
4 ' iz b. (a=-d ,^) ( 3 5 )  
where d. and d. are the glide distances with respect to 
iP ]C 
the positive direction of motion from their respective 
arbitrary origins. The relative total energy of the con­
figuration is 
= E® + EJ + EJ + EJ (36) 
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By minimizing the energy in Equation (36), the initial posi­
tions of the dislocations of the arrays (Figures 5-7) 
were determined. The unique positions were found using a 
subprogram entitled Funfit employing a Newton convergence 
procedure for a multivariate problem (69). At this point, the 
cross slip mechanism was allowed to operate by incrementing 
the lead partial on the cross slip plane in steps of R/b 
=0.2 and finding the equilibrium positions for the disloca­
tions of the rest of the array by again minimizing the energy 
in Equation (36). These steps were repeated until the trail­
ing partial on the primary plane associated with the cross 
slip mechanism, coalesced with the stair rod. The energy 
change for the mechanism is 
AE = E^ (equilibrium with cross slip operating) -
E^ (equilibrium before cross slip operating) (37) 
Parameters consistent with Cu were used, i.e., y = 46 
ergs/cm^ (70), v = 1/3 and u = 4,21 x 10^^ dynes/cm?. A 
plot of AE versus R/b for the three cases considered is shown 
in Figure 8 for a given stress. Plots for other stress levels 
were similar to Figure 8 whereby the partial-stair rod 
coalescence determined AE*. Here, AE* is the maximum AE in the 
calculated AE versus R/b curves. Only at comparatively high 
stress levels operating primarily on the cross slip plane 
(0g=9p), could a full Arrhenius type plot be developed. 
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. 
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Figure 8. AE versus R/b for the three cross slip mechanisms 
operatinggin copper^with an applied shear stress 
of 3 X 10 dynes/cm and 9 =6 
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There is Peierls core overlap at R/b = 1, so isotropic, 
elastic theory barely conforms to the physical aspects of 
the problem for copper. 
Plots of the activation energy, AE*, versus the applied 
flow stress, T, are shown in Figures 9-11 for the three cases. 
The important point to note from these figures is that AE* 
is about 10% of the self energy change for the mechanism for 
stress levels consistent with the Cu-Co system, i.e., 
9 2 
T < 3 X 10 dynes/cm . In order to get an idea of the force 
that must be supplied by the shear stress, without considering 
thermal activation, i.e., at absolute zero temperature, recall 
that the force required is related to the maximum slope of 
the energy versus distance curve. Taking AE* =6 x 10 ^ 
9 2 
ergs/cm, noting that R*/b < 2 for T < 3 x 10 dynes/cm 
for all three cases and that the minimum dislocation segment 
that must be activated to bypass a particle is 2R, it is seen 
that the lower limit for the force required from outside 
sources for cross slip in dilute copper alloys is, 
A-p* 
F > 2^ = 234R (dynes) (38) 
Use of Equation (38) will be made in the next section to 
determine if image and particle interactions with glide 
dislocations are enough to fulfill the requirements for cross 
slip. 
(10 
A E *  
-6 ergs 
cm 9^ =0 
\ -
w 
tn 
cm 
Figure 9. Activation energy (AE*) versus the logarithm of the applied shear 
stress (T) for various load orientations for cross slip mechanism I 
operating in copper. aei .=6.29 X 10" 
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Activation energy (AE*) versus the logarithm of the applied shear 
stress (T) for various load orientationg for cross slip mechanism II 
operating in copper. AEself=G.29 ^ 10' ergs/cm 
4 
3 
2 
I  
0 u 
_  \  
V r.m / 
w 
Figure 11. Activation energy (AE*) versus the logarithm of the applied shear 
stress (T) for various load orientations for cross slip mechanism III 
operating in copper. ^^geif=6'29 x 10"^ ergs/cm 
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Sources aiding cross slip 
As dislocation density builds up with strain, the number 
of variables entering into the interpretation assumes nearly 
unlimited proportions. For example, dislocation interactions 
may have a pronounced affect on factors influencing cross 
slip. In the case of the 0rowan mechanism, the first 
dislocation to pass through a planar array of particles will 
leave a loop surrounding each particle passed. The next 
glide dislocation encounters this loop which may act as a 
hardening mechanism or promote cross slip. Though this 
effect may be dependent on particle size, a rigorous inter­
pretation relating mechanisms to particle size with an 
average measurement such as flow stress would be difficult. 
For this reason, the initial interpretation of mechanisms 
must center around the smallest plastic strain, meaning 
the yield point. Hence, the sources associated with a 
mechanism circumventing a theory revolving around the yield 
point must be related to similar stress levels. The concern 
is with the affects of the particles on the dislocation motion; 
in this case, factors promoting cross slip. 
The two primary considerations are the stress field 
associated the particles and image forces due to a difference 
in shear modulus for the particles and matrix. Hirsch and 
Humphreys (54) have approached the image effect in a rather 
ingenious way for straight dislocations, where the effect may 
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be analyzed in terms of Ax. With the addition that the 
equilibrium, radial, image force acts on dislocation segments 
on the order of the particle diameter, then the image force 
promoting cross slip, F^, is 
F^ = 0.5 AxbJl cot (70.534°) = O.lTVAxbJl (39) 
The force due to the interaction of the particles on the 
glide partials due the particle stress fields from the 
Gleiter, and Ceroid and Haberkorn models should be on the 
T 
order of Axb&. Hence,the total cross slip force F^, due to 
the particles, from adding Axb& to F^ gives, 
F^ = 1.177 Axb& (40) 
Equating Equation (40) to Equation (38) and letting 
i = lOR gives a lower limit for Ax needed for cross slip, of, 
A X c  >  =  7 . 8  X  1 0 *  =  g  K g / m m ^  ( 4 1 )  
cm 
As will be seen in the Results, Ax at the yield point for 
2 the alloys under investigation is less than 6 Kg/mm . 
Theoretically, the probability of cross slip is minimal near 
the yield point for these alloys. 
Statistical analysis of deformation 
The theory for Ax must now consider both the cutting 
and Orowan mechanism. In any distribution of particle sizes. 
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some particles may be large enough with sufficient inter-
particle spacings for the Orowan mechanism to occur. However, 
there will be a probability of small particles with small 
interparticle spacings between larger particles. Thus, 
probabilities of the cutting versus the Orowan mechanism must 
be determined to get the AT distribution as a function of 
particle size. This may be accomplished by allowing the 
particle volume distribution to have the simple form of 
the rectangular distribution. Though this assumption may 
yield qualitative results, it is expected the following 
analysis gives results quite close to results that would be 
obtained with the actual volume distribution functions. 
A schematic diagram of the model is shown in Figure 12 
for the case of two mechanisms occurring simultaneously. The 
model assumes there is a V*, or critical particle size in 
which distributions with > V* have a probability of the 
Orowan mechanism occurring. When _< V*, the probability 
of the Orowan mechanism is zero. It may be assumed initially 
that V* is a function of strain rate, the flow stress level 
or strain, and temperature. 
The method of approach is to first plot AT versus 
1 
Rf 2 [in ^ determine the linear region where cutting is 
the only mechanism occurring as shown in Figure 13. Then 
determine by least squares analysis, the slope of the linear 
portion and subsequently, the surface energy using the slope 
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Figure 12. Schematic diagram illustrating the distribution 
of particles taking part in the cutting and the 
Orowan mechanisms when a) V* > and b) 
V* < using the rectangular density function 
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Figure 13. Schematic plot of AT versus [ P-] outlining the role 
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of the various hardening mechanisms 
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and Equation (23) . Use may now be made of the relative 
maximum in AT at some critical particle size by using the 
volume distribution, and Equations (23) and (25). And, for 
a given probability of cutting, P(c), AT may be written as. 
AT = P(c) AT (f ,£ ,R ) + (l-P(c)) AT (f ,A ,R ) (42) 
L o O O w  O O O O  
Substituting AT^ and AT^ into Equation (42) from Equations 
(23) and (25) respectively; and noting for a rectangular 
distribution with both mechanism operating and V . for all 
- mm 
distributions 0, that 
= 2^ 
P (c) = 
'c = "'-""max-
*c = <4# = :8# V*)"/' (") 
''o = I?? 
c 
,o . (^ ,1/2 
o 
In these relations, the subscripts c and o indicate the cutting 
and the Orowan mechanisms, respectively. Then, the final 
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expression in terms of f and R for the entire distribution 
for the transition zone (both mechanisms operating) becomes, 
V*5/3 K Y fl/2(3/8n)^/G 
aT = — tttT + a v*/2v 
o 
(2V-V*)7/G K gl/2(8w^l/3 1/3 
+ ^ ln[(2ZlYi) ] (44) 
(2V)^/^ r^ 
where, 
fi 1/2 
- 2 <c\' 
o 
0.85(3)1/2 
° (2n,3/2 
The a^ term is the fitting constant for the linear cutting 
region. This term arises because the cutting formula is 
not valid as R->-0 and the solution hardening effect is less 
than that from cutting, as schematically shown in Figure 13. 
For most alloys, a^ should be negative. Also in Equation (44), 
constant terms of (it/3)^^^ and (7r/3) from collecting terms 
were allowed to equal unity. Differentiating Equation (44) 
with respect to V assuming df/dV = 0 in the critical region, 
gives the following expression which must be solved 
numerically. 
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yl/Z Oj^S 3 ,  
=1/3 172  ^ =1/3 
2 tyl/6 fl/2 ^ ^  ^  [yl/6 fl/2 ^ ^  
o o 
+ j[| In (^ (ZgY)) {i-^(2-Y))+2] (2-Y)l/G 
/2 a Y V ^1/3 
° =0 (45) 
The V in Equation (45) is the critical V where the maximum Ax 
1 1/3 1 /p 
or ATQ experimentally occurs, Y = V*/V, (—) ybf , 
and 
10.25 y 3/2 
K = -3 — (edge) 
K = , 3^2 (screw) 
Numerically solving for Y yields V*, the critical particle 
size, which for distributions with 2V > V* have an Orowan 
probability greater than zero. For a rigorous interpretation, 
R* can not lie in the linear region of Figure 13= 
Another check on these results may be obtained from the 
concept of activation volume (71-79). The activation volume 
hypothesized in Equation (18) of bxX, where x=b, is small when 
compared with an expected value for the Orowan mechanism. 
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Thus, once the Orowan mechanism is operating, one would 
expect to observe a change in the measured activation volume. 
To experimentally determine the activation volume, 6*, use 
is made of the hypothesized Arrhenius expression for strain 
rate, 
ê = EQ exp - ] (47) 
where, AG* is the activation energy for the mechanism. 
An approximation to the constant consistent with the 
physical aspects of this problem may be assumed to be, 
= pbv^x (4 8) 
where, 
p = active dislocation density per unit area 
X = average glide distance during activated event 
= vibrational frequency of the dislocation line. 
The log form of Equation (47) is usually differentiated with 
respect to AT to obtain the average activation volume, 
d In dAG* d6* 
a s s u m i n g  — ,a n d  =  0  s u c h  t h a t  t h e  m e a s u r e d  
6* is 
B:eas = M (49) 
Therefore, the experimental approach is to measure dAt with 
a change in strain rate. 
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For cutting, 8* is not the actual activation volume, but 
^ me as 
rather 
= 8* + AT FI (50) 
For a constant particle size and noting the change in X 
from Equation (19), Equation (50) reduces to 
S:EAS = = § 8* (51) 
Similar results may be obtained for the Orowan mechanism, 
except that even though Equation (19) is good for compara­
tively large bow-outs, little is known about the parameter 
X or its variation with AT. However, the change in x with an 
increase in stress. Ax + dAx, will be positive so that the 
Orowan equivalent of Equation (51) will be 
d In e 
'o 6* 
Therefore, under the assumptions that << 
and = 0, the following relationships hold for deter­
mining 6* from those measured using Equation (49). 
= I ®*meas (=«tting) 
8* ^ I S'meas <Oro«an) 
(53) 
In order to get a qualitative comparison between calculated 
2 
and experimental results, let 6* 2b for both mechanisms 
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with the appropriate values of Z for each. This simply 
scales the numerical results so that a qualitative inter­
pretation may be made in terms of The experimental 
results for the Orowan mechanism are only qualitative, so 
a rigorous statistical approach is not possible. For both 
mechanisms operating, the average B* is 
8* = P(=l Glutting + <1"^'=> > «Srowan <"> 
which from the above approximation for a rectangular particle 
size distribution becomes 
B* ~ b2(-Kl_ & + (1 - ^ p-.) a ) (55) 
max max 
Numerical results using Equation (55) will be given later 
in the Results and Analysis section. 
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PROCEDURE 
Alloy preparation 
All of the alloys were prepared from 99.999% copper, 
99.9% cobalt ('%; 0.1% Ni) and 99.999% zinc. The copper was 
in the form of l"xl"x6" ingots which were cold swaged to 1" 
diameter bar stock and cut into 1-1^" slugs before being used 
in the melting procedure. The cobalt was in strip form that 
had a thickness varying from 0.025-0.030", while the zinc 
was in variable, rectangular slug form. 
Induction melting was used to obtain 600-800 gram melts. 
Reactor grade graphite formed the main crucible for the Cu-
Co melts and a 0.0 30" tantalum jacket was placed around the 
graphite crucible for alloys containing zinc. The tantalum 
jacket was electron beam welded under approximately 10 ^ mm 
Hg vacuum. Melting was carried out at 1150-1200°C for ^ hour 
and then the ingots were hot topped to prevent "piping" by 
simply raising the induction coils. Piping was further 
minimized in the Cu-Co alloys by melting under a room tempera­
ture atmosphere of argon instead of a vacuum. 
The melts were cleaned by machining off the surface 
and the inhomogeneous and piped sections were removed. Then, 
the alloy melts were subjected to various vacuum homogeniza-
tion heat treatments listed in Table 1. .After homogenization, 
the surfaces were again machined and polished for swaging. 
The final products before swaging were 1" diameter bars. These 
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Table 1. List of heat treatments used to homogenize the 
alloys after melting and the annealing temperatures 
used on the swaged bar stock 
Alloy Heat Treatments Homogenization 
after melting 
Annealing of 
bar stock 
Cu 
Cu-1.9% Co 
Cu-6% Zn 
Cu-2% Co-6% Zn 
950°C/7 days 
600°C/74 hours 
950°C/72 hours 
600°C/1 hour 
950°C/l/2 hour 
600°C/1 hour 
950°C/l/2 hour 
Table 2. Chemical analysis of prepared bar stock. All 
chemical determinations represent two or more 
independent measurements. The gas analysis was 
done using vacuum fusion techniques while Co, C, 
and Zn were analyzed by wet chemical methods 
Alloy Co(wt.%) Zn(wt.%) 0 N H 
Cu 
Cu-1.9% Co 
Cu-6% Zn 
1. 85 
zo ppm X ppm z ppm -ppm 
25 11 21-27 
6.14-6.33 20 1 1 5 
Cu-2% Co-6% Zn 2.04-2.08 6.02-6.03 17 47-57 
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bars were then cold swaged to 1/4" bar stock in approximately 
0.0275" diameter decrements. Random sections were taken from 
the bar stock and the chemical results are listed in Table 2. 
It should be noted that the "pure" copper contained 300-600 
ppm oxygen before melting in the graphite crucible. 
Preparation of mechanical test specimens 
The worked 1/4" diameter bar stock for all the alloys 
had to be annealed under conditions that would produce uniform 
grain size among the alloys. These annealing conditions 
varied from alloy to alloy and they are listed in Table 1. 
A linear statistical method developed by Underwood (80), (81) 
was employed to determine a grain size for each annealed 
alloy; however, one must keep in mind the limitations of such 
methods and not place any real value on the absolute number 
determined for the grain size. The actual value of such 
measurements is to get a rough idea of how many grains are 
affecting a given cross section. After the various annealing 
heat treatments were given to the alloys considered in this 
investigation, it was found that the average grain diameters 
were about 0.015-0.02 3", giving 200-500 grains affecting the 
sample cross section. These grain sizes were assumed to be 
small enough so that random statistical relationships could 
be used to determine average flow stress from polycrystalline 
samples, but not small enough that hardening could be directly 
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associated with grain size. 
Compression samples were prepared by sectioning the bar 
stock into slugs approximately 1/2" in length. This was 
followed by the annealing treatment in quartz tubing sealed 
under a 10 ^ mm Hg vacuum after the slugs had been cleaned 
in a 50-50 nitric acid and methanol solution, followed by 
washing in methanol and acetone in order. After annealing, 
the samples were quenched in a brine solution at room 
temperature. Once the quartz tube containing the specimens 
was submerged in the brine solution, it was broken as soon 
as possible. The cleaning, washing and sealing under vacuum 
in quartz tubing was repeated for the cobalt containing alloys 
to be aged at 600°C, and the aged samples were quenched in a 
similar manner. 
Once the specimens had their final heat treatment, the 
ends were polished and made parallel using a jig and metal-
lographic polishing wheels up through 600 grit emery, polishing 
paper. Then, the cylindrical surface was prepared using 
Buehler emery polishing paper (#1-000) while turning the sample 
on a small lathe (Unimat). The polishing was finished by 
concentrically polishing the parallel ends with the #000 
paper. With this method, the diameter along the entire gage 
length varied by no more than + 0.001" from the mean diameter. 
The final gage length varied between 0.43 and 0.47" from sample 
to sample. 
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Compression testing 
All of the compression testing was done on an Instron 
testing machine with a 10,000 lb compression load cell at 
cross head speeds (ê*) of 0.002 and 0.02 inches per minute 
at 77 or 300°K. The test specimens were compressed between 
two anvils that were aligned to the load cell. A light 
household oil was used as a lubricant between the specimen 
and anvils to prevent end friction effects that result in 
bulging. The bulging was minimal up to about 70% true strain 
where the tests were terminated. The amount of bulging was 
determined by calculating what the final diameter should be 
at the terminal strain assuming a specimen had a constant 
volume throughout the test and matching that with the maximum 
measured value. In the unaged samples, the bulging was 
negligible, but the samples with precipitates had a maximum 
variation between measured and calculated diameters of about 
9%. Part of this was due to the surface behavior charac­
terized by unusual roughening or warping as well as the 
tendency of the gage section to assume an elliptical cross 
section. 
For the 77°K tests, a container for the liquid nitrogen 
was attached to the lower anvil olatform in a manner which 
had no affect on the machine hardness. The machine hardness 
was calibrated for tests at both 77 and 300°K and there was 
no measurable difference noted. Heating tapes were used on 
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the column connecting the lower anvil and load cell in order 
to protect the load cell from experiencing temperature varia­
tions which would give erroneous results. The specimen and 
anvils were completely submerged in liquid nitrogen that was 
mechanically added when needed. 
The change in cross sectional area with strain was 
calculated using the assumption of constant volume of the 
cylindrical sample throughout the test. Thus, the stress 
was calculated with the instantaneous cross sectional area 
and the machine displacement was subtracted from the total 
displacement recorded. 
Magnetic measurements 
The magnetic measurements to determine particle size 
were done on a vibrating-s ample magnetometer of the Foner 
type (82/ 83) which was capable of measuring magnetic moments 
in the 10 ^-200 emu range from 4.2 to 300°K (84). A modi­
fied specimen holder made of high purity copper was used to 
adapt the device to cylindrical samples. Hence, 0.092" 
diameter wire samples up to 0.4" long could be centered 
properly in the field. The samples for magnetic measurements 
were processed in the same manner as the compression samples 
with the 0.092" diameter wire being swaged from the 1/4" bar 
stock. In most cases, the magnetic specimens were annealed 
or aged along with the compression samples in the same quartz 
tube. 
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Calibration of the "image effect" of the magnet was done 
using magnetic resonance techniques up to the maximum pos­
sible applied field of 27,900 Oe (84). All fields for the 
magnet were calibrated with nickel and ferrite using the 
known values for their saturation and initial susceptibility, 
respectively. 
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RESULTS AND ANALYSIS 
Determination of particle size 
The results from the magnetic measurements are listed 
in Table 3 and typical I versus H and 1/H plots are shown 
in Figure 14. There was a small decrease in I at H between 
10-22 KOe for all the Cu-1.9% Co and Cu-2% Co-6% Zn alloys 
aged at times greater than 15 minutes. This may be considered 
a deviation from normal paramagnetic behavior, but it was not 
assumed to be large enough to give unreasonable particle size 
results. The cause for this behavior is unknown. After 
these small drops, I again increased in a fashion expected 
for paramagnetic behavior. It was decided to use I obtained 
at the highest field of 27,600 Oe as I^ rather than make any 
linear extrapolation. The reason for this is shown in 
Figure 14b where the last wet high field data points indi­
cate a decrease in the magnitude of the slope of I versus 
1/H which is compatible with the relationship between and 
(Equation 10). After a relative minimum occurred, the 
increased I versus 1/H slope, occurring over a rather wide I 
range, may be interpreted as a super paramagnetic alloy 
containing a relatively large number of very small particles. 
This slope was consistently observed in both the unaged and 
aged samples and estimating the particle size responsible 
O 
from the slope with Equation (9) gave a size of R = 6-lOA. It 
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Table 3. Magnetic parameters, particle size, and volume 
fraction of precipitate in Cu-1.9% Co and Cu-2% 
Co-6% Zn alloys aged at 600°C for various times, 
is the magnetic saturation at 27.9 KOe unless other­
wise noted. The volume fraction, f, is based on 
I = 1264 - Oe 
® cm 
Specimen Age o 
Time ,emu 
X 
(^) (Oe) 
cm 
R 
O 
(A) (f) 
Cu-1. 9 Co-5 0 3. 07 - - - .0024 
Cu-1. 9 Co-A 5 17. 13 .0043 39 80 18. 1 .0136 
Cu-1. 9 Co-X 15 18. 89 .0071 2660 20. 5 .0149 
Cu-1. 9 Co-•B 30 19. 58 .0148 1320 26. 1 .0155 
Cu-1. 9 Co-• c  50 19. 38 .022 880 30. 0 .0153 
Cu-1. 9 Co-•D 120 18. 21 .035 521 35. 6 .0144 
Cu-1. 9 Co-•E 300 19. 82 .069 288 43. 4 .0157 
Cu-1. 9 Co-•F 500 19. 64 .106 185 50. 3 .0155 
Cu-1. 9 Co-•G 1000 20. 65 - - 56. 
* * 
.0163 
Cu-1. 9 Co-•H 2065 - - 71. * *  -
Cu-2 Co -6 Zn-S 0 3. 81 - - .0030 
Cu-2 Co -6 Zn-A 5 17. 34 .0042 4170 17. 8 .0137 
Cu-2 Co -6 Zn-•X 15 19. 77 .0121 1635 24. 4 .0156 
Cu-2 Co -6 Zn-•B 30 20. 53 .0242 848 29. 9 .0162 
Cu-2 Co -6 Zn-C 50 19. 
*  
66 .045 448 37. 7 .0156 
Cu-2 Co -6 Zn-•D 100 20. 14 .063 318 42. 0 .0159 
Cu-2 Co 1-6 Zn-•E 302 19. 97 - - 61. 
*  *  
.0158 
Cu-2 Co '-6 Zn-•F 500 19. 50 - - 71. . 0154 
Cu-2 Co -6 Zn-•G 1000 17. 97 - - 88. 
* * 
.0142 
Cu-2 Co 1-6 Zn-•H 2000 - - - 110. 
* * 
-
Determined at 26900 Oe. 
* * 
Estimated. 
î;o 
—r 
-o -o- -o 
30 20 
H(APPLIED FIELD, KOe) 
Figure 14a. Magnetization (!) versus applied field (H) for Cu-1.9% Co aged at 
600°C for 30 minute;; 
Figure 14b. I versus 1/H at high fields (10, 135-27900 Oe) for Cu-1.9% Co aged 
at 600for 30 minutes. The plot shows the high field deviation 
from paramagnetism and the possible error in choosing I =I at 
H=27,900 Oe ° 
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appeared then, that the quenching procedure allowed large 
O 
clusters to form (up to lOA radius) with a volume fraction 
between 15% f and 19% f (Table 3) before the 600°C 
IN3.X IU3.X 
aging treatment was done. This finding is in agreement with 
Servi and Turnbull's (48) investigation showing the elimina­
tion of clustering in Cu-Co was not possible. Becker (16) 
did not see this effect because his maximum applied field was 
only 10 KOe whereas the "Solutioned" alloys begin to deviate 
from a Cu-2% Co solution at about 15 KOe. 
Plots of versus aging time are shown in Figure 15. 
The amount of precipitate is nearly constant after an aging 
time of 30 minutes for both alloys. However, there is a 
tendency for to decrease for the Cu-2% Co-6% Zn alloys. 
Since the difference in between the two alloys around 
30 minute aging time may be explained by the difference in 
cobalt/ then the decrease in for the 6% Zn alloys at the 
higher aging times may be interpreted as zinc substituting 
for cobalt in the precipitate. This infers a non-equilibrium 
concentration of zinc in the precipitate for the aging times 
considered. Therefore, = 1264 emu/cm^,- the saturation 
magnetization for the 90% Co - 10% Cu precipitate, was 
used for both alloy compositions to determine f, from Equa­
tion (11), which is listed in Table 3. 
A log-log plot of particle size versus aging time is 
shown in Figure 16. The magnitude of the Cu-1.9% Co results 
emu 
T^p-r-T 
Cu-2%Co-6%Zn 
I I I 
A Cu-1.9% Co 
o Cu-2%Co-6%Zn 
Cu-l.9%Co 
10 20 
_J 1 L_1_L_I 
30 40 50 / 100 
AGING TIME ( MINUTES) 
a\ 
_L_1 
500 1000 
Figure 15. Magnetic saturation (IQ) determined at an applied field of 
27,900 Oe versus aging time at 600°C for Cu-1.9% Co and 
Cu-2% Co-6% Zn 
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A Cu-2Co-6Zn POLYCRYSTALS 
o Cu-I.9Co POLYCRYSTALS 
O Cu-1.9 Co POLYCRYSTALS — KOEPKE 
• Cu-2Co BONAR (ELECTRON MICROSCOPY) 
O Cu-1.9Co SINGLE CRYSTALS—KOEPKE 
1.5 10 100 1000 
AGING TIME (MINUTES) 
Figure 16. Average particle radius (R) versus aging time 
at 600*C for Cu-1.9% Co and Cu-2% Co-6% Zn. 
The results of other investigators are shown 
with results of this investigation 
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agree fairly well with other investigators, except for the 
time dependence. Both Koepke's (38) and this investigation 
found R = Rg + At^/^ dependence for polycrystalline results 
while Livingston's results indicate a t^^^ dependence (7). 
A t^/^ dependence was found for the Cu-2% Co-6% Zn particle 
sizes in accord with the Oswald ripening model (85, 86). 
The electron microscopy measurements of Bonar (87) appear to 
agree quite well with the magnetic measurements, but the 
volume fraction he used in the determination of an average, 
R, was only 25% of the volume fraction determined magnetically. 
This is simply due to not being able to resolve the smaller 
particles in the electron microscope. 
There was no measurable remnance in either alloy aged 
at 600°C less than 300 minutes, which insured super para­
magnetic behavior. Even though there appeared to be some 
precipitate at the grain boundaries after aging times greater 
than 15 minutes, the volume fraction of these could be 
neglected over the aging times used for the determination of 
particle size due to the absence of remnance indicating no 
substantial volume fraction of particles with a radius greater 
than 60-70A. 
Mechanical properties and low strain analysis 
Compression tests at 300 and 77°K on Cu, Cu-1.9% Co, 
Cu-6% Zn and Cu-2% Co-6% Zn at a cross head speed of ê' = 
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0.02"/min are shown in Figure 17. The average critical 
resolved shear stress (x) determined by the statistical rela­
tionship between the uniaxial stress for a randomly oriented 
polycrystalline sample is (39), 
T = 0.32 a (56) 
Results for the critical resolved shear stress at a 0.2% 
offset for the above solutioned alloys are listed in Table 4. 
The A T ' S  for the Cu-1.9% Co alloy were found to be 0 . 5 2  
2 
and 0.60 Kg/mm at 300 and 77°K respectively which were in good 
2 
agreement with the predicted value of 0.4 Kg/mm (8). There 
is an interesting feature in Table 4 showing that the solid 
solution strengthening of Cu by Co and Zn are nearly linearly 
additive such that the ternary yield point may be predicted 
from the binary yield points. 
The stress versus true plastic strain relationships at 
77 and 300°K for the Cu-1.9% Co and Cu-2% Co-6% Zn systems 
aged at 600°C for various times are shown in Figures 18-21. 
A pronounced effect is seen in the alloys at aging times 
greater than 15-30 minutes at strains of 20-40% whereby the 
unaxial stress appears to level off or decrease and then 
increase again. However, the initial, work hardening rates 
are about the same, regardless of aging time. At strains 
less than 5%, the curves are parallel and separated by 
distances comparable with the differences in yield stresses. 
50 
— Cu - 2 Co - 6 Z n 
40 
Cu-6Zn 
Cu 30 
^TEST-300®K 
k' = 0.02 in/min 
Cu-l.9Co 
20 
80 20 30 50 60 70 40 
TRUE STRAIN % —— 
Figure 17a. Applied stress (cr) versus true plastic strain for CU/ Cu-6% Zn, 
and unaged Cu-1.9% Co and Cu-2% Co-6% Zn tested in compression at 
300°K and 6'=0.02 in/min 
80 
70 
60 Cu —2Co —6Zn 
50 
Cu — 6 Zn 
40 
Cu-l.9Co 
30 
20 
'TEST= 77°K 
é' = 0.02 in/min 
70 60 80 50 20 30 40 
TRUE STRAIN % 
Figure 17b. Applied stress (a) versus true plastic strain for CU/ Cu-6% Zn, and 
unaged Cu-1.9% Co and Cu-2% Co-6% Zn tested in compression at 77°K 
and ê'=0.02 in/min 
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Table 4. A listing of the measured a and t at 0.2% off­
set as a function of test température and cross-
head speed for Cu, Cu-1.9% Co, Cu-6% Zn and Cu-2% 
Co-6% Zn solutions 
ê'=0.02 in/min 
o
 
il •
U) 
002 in/min 
Alloy T test 
(°K) 
a 
(Kq/mm^) 
T* 
crss 
(Kq/ram^) 
a 
(Kg/mm^) 
T* crss 
(Kg/mm^) 
Cu 300 2.95 0.94 - -
77 3.24 1.04 - -
Cu-1.9% Co 300 4. 56 1.46 4.22 1.35 
77 5.01 1.60 4.99 1.60 
Cu-6% Zn 300 6. 64 2.13 - -
77 8.14 2.61 - -
Cu-2% Co-6% Zn 300 6.58 2.11 8.13 2.60 
77 8.45 2.72 9.57 3.06 
* 
Determined with Equation (56). 
The difference in yield stresses determined at 0.2% offset 
between the aged and solutioned alloys. AT, are listed in 
Tables 5 and 6. For this work. AT and AT^ have the same mean­
ing. 
The plots in Figures 18-21 give some idea of why it is 
so difficult to interpret mechanical test results at large 
plastic strains. To form a basis for interpretation, the 
theory, as discussed earlier, should be applied at the yield 
stress. It is expected that cutting will dominate the 
or 
Kg 
mm 
15 minutes (2X-I ) 
5 minutes (2A-I) 
unoged ( IS—I ) 
30 minutes (2B-I) 
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m 
00 
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TRUE STRAIN % 
Figure 18a. Applied stress (a) versus true plastic strain for Cu-1.9% Co aged 
0-30 minutes at 600°C and tested in compression at 300°K and 
è'=0.02 in/min 
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Figure 18b. Applied stress (a) versus true plastic strain 
for Cu-1.9% Co aged 50-120 minutes at 600°C and 
tested in compression at 300°K and £'=0.02 
in/min 
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Figure 18c. Applied stress (a) versus true plastic strain 
for Cu-1.9% Co aged 300-2065 minutes at 600°C 
and tested in compression at 300*K and é'=û.û2 
in/min 
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stress (a) versus true plastic strain for Cu-1.9% Co aged 
0-30 minutes at 600°C and tested in compression at 77°K and 
G'=0.02 in/mxn 
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Figure 19b. Applied stress (a) versus true plastic strain for Cu-1.9% Co aged 
50-1.20 minutes at 600®C and tested in compression at 77°K and 
é'=0.02 in/min 
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Figure 19c. Applied stress ( a )  versus true plastic strain 
for Cu-1.9% Co aged 300-2065 minutes at 600°C 
and tested in compression at 77°K and 
ê'=0.02 in/min 
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Figure 20a. Applied stress (a) versus true plastic strain for Cu-2% Co-6% Zn 
aged 0-30 minutes at 600°C and tested in compression at 300°K and 
è'=0.02 in/min 
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Figure 20b. Applied stress (a) versus true plastic strain for Cu-2% Co-6% Zn 
aged 50-100 minutes at 600°C and tested in compression at 300*K 
and G'=0.02 in/min 
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Figure 20c. Applied stress (a) versus true plastic strain for Cu-2% Co-6% Zn 
aged 302-2000 minutes at 600°C and tested in compression at 300°K and 
è'=0.02 in/min 
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Applied stress (a) versus true plastic strain for Cu-2% Co-6% Zn 
aged 0-30 minutes at 600®C and tested in compression at 77®K and 
ê'=0.02 in/min 
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Figure 21b. Applied stress (a) versus true plastic strain for Cu-2% Co-6% Zn 
aged 50-100 minutes at 600*C and tested in compression at 77®K 
and f:'=0.02 in/min 
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Figure 21c. Applied stress (a) versus true plastic strain 
for Cu-2% Co-6% Zn aged 302-2000 minutes at 
600°C and tested in compression at 77°K and 
ê'=0.02 in/min 
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Table 5. A listing of the measured AT at 0.2% offset and 
^*meas^^ as a function of cross head speed, age 
time at 600°C, test temperature, and particle size 
for the Cu-1.9% Co system 
è'=0.02 in ê'=0.002 in 
Aging 
time 
R T test mm. AT 
min 
AT 
6* / 
me as 
5 min. 18.lA 300°K 2.16 Kg/mm^ 2.06 Kg/mm^ 636 
77 1.97 1.90 365 
15 20.5 300 2.24 2.42 623 
77 2.10 2.24 383 
30 26.1 300 2.67 3.03 630 
77 2.67 2.68 366 
50 30.0 300 3. 34 3.45 716 
77 2.78 2.71 547 
120 35.6 300 3.53 3.90 709 
77 3.10 3.27 535 
300 43.4 300 4.18 4.34 723 
77 3.52 3.43 404 
500 50.3 300 4.48 4.42 862 
77 3. 86 3.72 443 
1000 56.0 300 4.53 4.70 934 
77 4.02 3.36 490 
2065 71.0 300 4.52 4.75 945 
77 4.14 3.93 383 
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Table 6. A listing of the measured AT at 0.2% offset and 
8*eas'^^^ as a function of cross head speed, age time 
at 600®C, test temperature, and particle size for 
the Cu-2% Co-6% Zn system 
Aging 
Time 
R T 
Ê'=.02 in t' 
mm. 
AT 
=.002 in 
mm. 
AT 
5 min. 17. 8A 300°K 1.75 Kg/mm^ 1.15 Kg/mm^ 573 
77 2.08 1.80 351 
15 24.4 300 3.05 2.52 652 
77 2.97 2.61 376 
30 29.9 300 3.75 3.29 779 
77 3.35 2.91 407 
50 37.7 300 4.19 3.61 787 
77 3.63 3.18 322 
100 42.0 300 4.71 4.37 1047 
77 3.98 3.81 327 
302 61. 300 5.31 4. 82 1017 
77 4.52 4.14 237 
500 71. 300 5.41 4.87 1128 
77 4.72 4.42 289 
1000 88. 300 5.35 4.83 942 
77 4.88 4. 38 359 
2000 110. 300 5.02 4.04 878 
77 4.31 4.01 327 
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deformation behavior up to some critical age time or particle 
size. Thus, the Ax's should be correlated against a variable 
consistent with cutting. The variable of interest, which will 
fit all of the cutting theories is the independent variable 
[Rf/ln (—) ] ^^^ which fits the variation of Equation (13) 
o 
and (23) and correlates well with Equation (12) for the f 
and R range of interest. This variable is plotted against 
the AT's in Figure 22 (a-d). The linear parts of the curves 
were determined by least squares regression with the 
parameters for the line (a^,a^) and R factor (coefficient of 
correlation) (88) along with the number of data points used are 
listed in Table 7. The f^^^ dependence from Equation (12) 
was analyzed similarly and the results are also in Table 7. 
The linear fits in terms of the R factor are considered good 
for the independent variables of all the cutting equations 
considered. 
From the slope, a^, the surface energy was determined 
using Equation (23) for both alloys for the two cross 
head speeds and test temperatures allowing for either screw 
or edge dislocation motion. These results are listed in 
Table 8. It may be seen that the surface energy increases 
for both alloys as temperature increases, and the surface 
energy determination is somewhat dependent on cross head 
speed, due to the fact that there may be a thermal component 
to AT, and choice of dislocation orientation (edge or screw). 
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Figure 22a. AT (or AT) versus [—for Cu-1.9% Co 
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o 
and Cu-2% Co-6% Zn tested in compression at 
300°K and Ê'=0.02 in/min 
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77°K and ê'=0.02 in/min 
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Table 7. Listing of linear fitting constants for AT versus the independent cutting 
variables 
Independent Variable 
.f'Mn/ TfOKl Number [Rf/ln(S>./r)]^^ [R/ln (il/r ) ] 
Alloy ^ r of 
mi") data i | 
points a^ a^^ (Var) R a^ a^ (Var) 
Cu— 1. 9 Co .002 77 7a -1. 06 13.5 0.14b 0.97 -0. 74 50. 0 0. 15 0. 97 
Cu-2 Co-6 Zn .002 77 6 -1. 06 13.5 0.16 0.98 -0. 81 50,. 8 0. 14 0. 98 
Cu-1. 9 Co . 002 300 5 -3. 67 24.9 0. 09 0.99 -3. 06 92 . 8 0. 12 0. 98 
Cu-2 Co-6 Zn . 002 300 5 -4 . 51 26. 0 0.11 1.00 -3. 79 94. 4 0. 09 1. 00 
Cu-1. 9 Co . 02 77 7 -1. 38 14.6 0 . 06 1.00 -1. 03 54. 3 0. 09 0. 99 
Cu-2 Co-6 Zn .02 77 5 -1. 28 15.6 0.05 1.00 -0. 86 56. 5 0. 03 1. 00 
Cu-1. 9 Co .02 300 7 — 2. 29 19. 0 0.13 0.99 -1. 78 69. 9 0. 20 0. 97 
Cu-2 Co-6 Zn . 02 300 5 -3. 56 24. 5 0.05 1.00 -2 . 88 88. 7 0. 03 1. 00 
^Number of data points indicates those used. 
^(Var)(Variance)standard deviation. 
Table 8. Listing of critical parameters R*, R .f .and y determined 
from the deformation analysis 
Alloy ê ' (in/min) T test Dislocation ^crit R* ^cri t 
ergs/ 
Cu-2% Co-6% Zn .002 300°K Edge 74.A 4 2. 7A .0161 249 
Screw 74. 42.1 .0161 285 
Cu-1.9% Co .002 300 Edge 71. 41.7 .0155 242 
Screw 71. 40.8 . 0155 276 
Cu-2% Co-6% Zn .02 300 Edge 71. 42.0 .0161 239 
Screw 71. 40.9 . 0161 273 
Cu-1.9% Co . 02 300 Edge 64. 37.2 .0155 202 
Screw 64. 36. 6 . 0155 231 
Cu-2% Co-6% Zn .002 77 Edge 81. 49.1 .0161 161 
Screw 81. 47.4 .0161 184 
Cu-1.9% Co .002 77 Edge 71. 42.0 .0155 161 
Screw 71. 41.0 .0155 184 
Cu-2% Co-6% Zn .02 77 Edge 88. 55.9 . 0161 177 
Screw 88. 52.5 .0161 202 
Cu-1.9% Co .02 77 Edge 71. 41.9 .0155 170 
Screw 71. 40.9 .0155 194 
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Nevertheless, the final values for Yg appear to be consistent 
2 
with the independent experimental estimate of 190 ergs/cm by 
Servi and Turnbull (48) regardless of cross-head speed or 
choice of dislocation orientation. At least the obtained Yg 
values are within any reasonable experimental error estimate. 
Note, too, that Yg is slightly smaller for Cu-1.9% Co than 
Cu-2% Co-6% Zn for most of the test conditions. 
Using the values of a^, a^, and Yg from Table 7, and 
Rcrit ^crit the maximums in Figure 22 (a-d) , which 
are listed in Table 8, R*, the particle size at which the 
Orowan probability becomes greater than zero, was found 
by solving Equation (45) numerically. These R* values are 
listed in Table 8 and they lie outside the R range of the 
data used (Table 7) to define the linear regions of Figure 22. 
After finding R*, Equation (44) may be used to calculate 
AT for all particle sizes associated with the aging times of 
this investigation. The results in terms of At^^^ are shown 
in Table 9, using the parameters in Tables 7 and 8. A plot 
Rf 1/2 
of the calculated AT versus ^—] is shown for the 
in %/iQ 
two alloys tested at ê'=0.002 in/min and 77°K in Figure 23. 
Similar results were obtained for all test conditions and 
these results will be discussed further in the Discussion 
section. As can be seen, the calculated results for the edge 
dislocation are far better than with the screw dislocation 
for the non-linear regions of Figure 23 (i.e. , cutting and 
Table 9. Calculated and experimental for 
o 
Cu-1.9% Co and Cu-2% Co-6% Zn 
Cu-1.9 Co Cu-2 Co -6 Zn 
Ttest(°K) t ' (in/inin) Dislocation A^max A^max A^max max 
o o o o 
(calc.) (exp.) (calc.) (exp.) 
300 . 002 Edge 6.19 6. 0 7 Kg/mm^ 4.90 
4.75 
Screw 9. 52 9. 06 
.02 Edge 6.78 6. 31 5.41 
4.58 
Screw 10. 30 9. 70 
77 . 00 2 Edge 6. 37 8. 76 4.45 
3.96 
Screw 9.67 8. 78 
. 02 Edge 6. 35 5. 03 
4.14 4. 87 
Screw 9.66 8. 23 
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Figure 23. Calculated Ax (or Ax) for Cu-1.9% Co and Cu-
Co-6% Zn tested in compression at 77°K and 
é'=0.002 in/min 
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urowan mechanism occurring simultaneously). Therefore, de­
formation proceeds near the yield stress with glide disloca­
tions that are primarily edge in character from the analytical 
considerations of this investigation. 
The activation volume measurements from Equation (49) 
are plotted in Figure 24 as a function of particle size. They 
were determined near the yield stress by averaging no less 
than three separate measurements taken at less than 5% true 
strain. Kock's conversion, Equation (56), was used to con­
vert AA to AT. A relative peak appears at a particle 
O 
size of about 30-35A for the two test temperatures. A plot 
is shown in Figure 25 of the calculated results from Equa­
tion (55) along with the cutting and 0rowan components. 
There appears to be some correlation between the average 
calculated activation volumes and the measured results 
at 30Q°K. However, the Orowan mechanism seems to dcminate 
the activation volume for R > R* at 77°K. There is 
reasonable agreement in the position of R* between the 
calculated results, Figure 25, and the measured result using 
Equation (49) , Figure 24. Some of the difference can be 
rationalized as being due to the assumed form of the particle 
size density function. But, a variable cross-head speed test 
is considerably different from the constant Ê' case and all 
the variables associated with differential flow stress, change 
in mobile dislocation density, and activated slip area are 
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Figure 24. Experimental activation volume (6*) for Cu-1.9% 
Co and Cu-2% Co-6% Zn tested at 77 and 300°K, 
and ê'=0.002-0.02 in/min 
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Figure 25. Estimated activation volume (B*) versus R using 
Equation (55) and R*=43A 
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usually neglected. For these reasons, mechanistic interpre­
tation of mechanisms using Equation (49) measurements must 
be considered qualitative. Some attempt to define activa­
tion parameters using Equation (49) by taking the differential 
flow stress into account was done in the theory, but exact 
expressions for the Orowan parameters were impossible. 
High strain analysis 
These alloys are observed to have relative maximums 
in flow stress after some aging time in which the effect 
begins at strains between 20-40%. The overall effect is 
that these alloys exhibit a flow stress drop analogous to 
yield drop behavior, but on an expanded scale. Normal work 
hardening in the alloys again proceed after the flow stress 
drop. It would now be instructive to see if what has been 
learned about the yield point can be applied to the phenomena 
occurring around 30% strain. First it is known, that the 
higher the flow stress, the larger, in general, the role of 
the Orowan mechanism. This is simply due to the fact that 
as the flow stress increases, larger particle sizes may be 
cut, but the critical step in "free glide" (nothing pre­
venting dislocation movement) is whether or not the glide 
dislocation run into particle sizes which can not be cut. 
If they can not be cut, are the larger particles spaced far 
enough apart so that the Orowan mechanism can occur? Since 
the Orowan mechanism is the final step, is it rate controlling? 
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Now, turn the above argument around. Assume the par­
ticle size distribution is such that the Orowan mechanism 
dominates, but there is some probability of finding particle 
sizes with small interparticle distances in which the stress 
level is not high enough to complete the Orowan mechanism 
along the entire length of a given glide dislocation. There­
fore, the glide dislocation is effectively pinned and the 
stress must achieve a level to complete the Orowan mechanism, 
cut through the particles or cross slip around them. Then 
cutting may be the rate controlling step. The conclusion is 
the rate controlling step involves both the Orowan and cutting 
mechanisms. 
Almost all the curves with aging time in Figures 18-21 
start decreasing their work hardening rates after about 
5-10% strain. Then they either level off or obtain negative 
work hardening rates in the region of 20-50% strain; after 
which, they increase their hardening rates again. Some of 
the curves do tend to again decrease their hardening rates 
near the terminal strain; but by this time, normal third 
stage behavior involving dislocation annihilation would 
adequately describe the process. 
Plotting a versus R along iso-strain lines from 
Figures 18-22 gives simplification in terms of the negative 
work hardening rates observed. These plots are shown in 
Figure 26. Care should be exercised in interpreting Figure 
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Figure 26a. Applied stress (a) versus R at various true plastic strains for 
Cu-1.9% Co tested at 300*K in compression at é'=0.02 in/min 
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Figure 26b. Applied stress (o) versus R at various true plastic strains for 
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Figure 26d. Applied stress ( c r )  versus R at various true plastic strains for 
Cu-2? Co-6% Zn tested at 77°K in compression at é'=0.02 in/min 
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26 due to a and strain being inter-related. The purpose is 
to look at the changes in flow stress and note where the non­
uniform behavior begins. It is seen that a relative dis­
continuities start at about 20-30% strains leading to 
pronounced a peaks at the high strains in Figure 26 (a, b 
and d) which appear near the R* and R^rit determined at the 
yield points. The most important feature is that non­
uniform behavior starts at strains compatible with 
2 
a > 30 Kg/mm for either test temperature. Digressing back 
to Figure 2, it may be seen that for edge dislocations the 
particle distributions for these alloys would offer no re­
sistance to the cutting or the Orowan mechanism at a flow 
2 
stress level, T ~ 8.5 Kg/mm . This flow stress criterion 
2 
corresponds to a ^ 26 Kg/mm , using Equation (56), which 
correlates well with stress regions giving non-uniform be­
havior. Work hardening characteristics make it difficult now 
to obtain a complete interpretation. 
At the low stress levels, around the yield point, the 
entire particle distribution was used in the analysis. As 
the stress and strain levels are increased, smaller particles 
may be cut to the point or the stress level is such that they 
offer no more resistance to further cutting attempted by an 
active dislocation source. These particles must then be 
removed from the analysis or distribution function, for they 
offer no resistance to deformation on the same glide plane. 
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Similarly, the same effect occurs at the other end of the 
particle size distribution for particles offering no re­
sistance to the Orowan mechanism. The physical interpreta­
tion is that the decrease in work hardening rate after strains 
of about 5% is due to the decreasing number of particles that 
can retard dislocation motion as the flow stress increases. 
Using Figure 2 as a reference for the edge dislocation case 
and Figure 27, a qualitative explanation is as follows. Take 
the distribution shown in Figure 27(a) with the stress level 
2 
at 7 Kg/mm . At this stress level, all particle sizes below 
o 
R = 40A offer no resistance to cutting. The volume fraction 
remaining gradually decreases as the flow stress increases. 
If the work hardening rate is dependent on the particle 
distribution, then there will be a gradual decrease in the 
work hardening rate until other dislocation mechanisms take 
over. The more abrupt case is seen in Figure 27(b). With an 
O O 
average particle size of 6 8A,all R _< 40A can be cut and 
R _> 90 offer no resistance to the Orowan mechanism. The 
O 
particle size range, 40 £ R _< 90A, still offering resistance 
to dislocation motion is substantial because it represents 
a large volume fraction of particles. For example, assuming 
O 
a normal distribution, the size range 6 8 + 23A includes 
approximately 2/3 of the total volume fraction. Raising the 
2 flow stress level 1.5 Kg/mm wipes out this remaining 
resistance abruptly and the mean free path of the glide 
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Figure 27. Schematic illustration of the statistical effects 
related to Figure 2 for edge dislocations at 
T=7 Kg/mm^ with a symmetrical density function 
g(V), with respect tOgR. The effects are shgwn 
with a) average R=20A, and b) average R=68A 
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dislocations increases immensely. So now, the alloy ex­
periences considerable strain without any increase in 
flow stress leading to a zero work hardening rate or a 
leveling off of the curves in Figures 18-21. After the 
2 
stress has reached the maximum of T 8.5 Kg/mm , the flow 
stress would tend to take on value corresponding to the Orowan 
side of the distribution if the deformation is non-uniform or 
localized. In this case, one dislocation source can pro­
vide considerable deformation. The average particle size 
O 
(68A) in Figure 27(b) may be cut entirely in half by the 
O 
passage of 14 dislocations (b = 2.5A) and proportionately 
fewer number are required for smaller particle sizes. Then 
for localized deformation, the most extreme case for Figure 
O 
27(b) is having all the particles with R _< 68A cut in half 
and the flow stress would be based on the Orowan mechanism 
O 
considering only particle sizes R > 68A. This effectively 
2 gives a flow stress less than 5.8 Kg/mm given in Figure 2 
O 
at R^ = 113A because f^ is approximately f/2. This statis­
tical effect gives an explanation for the negative work harden-
2 ing rate occurring after a ^ 30 Kg/mm based on localized or 
non-uniform deformation. The prospects of this theory are 
enhanced with the observation of Luders band propagation and 
the phenomenon of "overshoot" in aged Cu-1.9% Co by Koepke 
(38). For the real case, the decrease in flow stress 
2 (when a > 30 Kg/mm ) is gradual because a large number of the 
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particles with R < 68A are not completely cut, but the 
"free glide" situation would tend to make the alloy approach 
the extreme case. There would also be an increase in work 
hardening from other dislocation mechanisms such as pileups 
at surfaces after the particles offer no resistance to de­
formation. Therefore, the "free glide" and negative work 
hardening may not be well defined in all alloys for all test 
conditions. 
There is further evidence that there may be substantial 
particle cutting after strains of 30%. Livingston and 
Becker (20) studied the magnetic anisotropy effects in the 
Cu-2% Co system and observed considerable anisotropy starting 
to occur after 20% strain. The magnetic anisotropy was 
measured by noting the magnetization at various angles to 
the load axis. Their conclusion, after analyzing a number of 
possibilities, was a change in particle shape from calcula­
tions based on uniform deformation of both the matrix and 
particles. Since magnetization is usually a function of 
orientation, similar for example to surface energies, an 
array of ellipsoid particles would not necessarily be 
magnetically isotropic. Another possible interpretation, 
however, would be extensive cutting. With deformation, the 
grain orientations of an originally randomly grain oriented 
polycrystalline sample would not be random. The more cutting 
that occurs, the more (111) surface area created for a fee 
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system. Then, magnetic anisotropy would be expected. 
Hardness versus particle size 
The Diamond Pyramid Hardness (DPH), using a standard 
pyramid and a one Kg. load at 300°K, is plotted for the two 
alloys against particle size in Figure 28. Also, AT deter­
mined at Ê' = 0.02 in/min and 300®K is shown in the same 
figure. The purpose is to simply show that there is little 
correlation between the hardening peaks determined by the 
two methods even thcugh there is some correlation between 
low and high strain "stress peaks" in Figure 26 (a, b and d). 
Therefore, care should be exercised if a simple test such as 
hardness is used to define mechanisms to take into account, 
for example, the high strain associated with the hardness 
test. 
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Figure 28. AT^ (or AT) determined at 300°K and ê'=0.02 in/min and the Diamond 
o  
Pyramid Hardness (DPH) determined at 300°K versus the average particle 
radius (R) for Cu-1.9% Co and Cu-2% Co-6% Zn 
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DISCUSSION 
A theory involving new surface area creation during the 
cutting process has been promoted extensively during this 
investigation. Due to the high statistical correlation 
between all the cutting theories, the actual analysis in 
terms of Ax could have been done with any of the individual 
cutting theories. However, the "stress field" theories do 
not work well in all spherically precipitated systems for 
determining the magnitude of Ax. The variation, though, in 
Ax with R, f and i is the same for all the cutting theories. 
Hence, the conclusion is that the new surface area creating 
approach is just as good as the particle stress field approach 
for the Cu-1.9% Co and Cu-2% Co-6% Zn systems. 
Recent measurements of particle size and volume frac­
tion of precipitate in the Al-Zn system offer another system 
to correlate theories. Harkness and Hren investigated the 
Al-Zn system (13); determining Ax, R and f from single 
crystals. Their data for T^est ~ 77°K is plotted in Figure 
29 against the abscissa parameter used in this investigation. 
The reproducibility of their data is rather poor compared to 
the Cu-Co system and the experimental variance will be un­
fortunately included in the analysis variance. An analysis 
was performed in the same manner as for this investigation and 
the results are shown in Figure 29. As can be seen, the 
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Figure 29. At (or AX) versus [ 
^0 
Rf 1/2 ] for Al-Zn using 
the data of Harkness and Hren (13). The AX 
calculations for edge and screw dislocations, and 
the analytical parameters are also shown 
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variance is quite large and the R factor is not good. The 
R factor is as good as the best independent analysis per­
formed by Harkness and Hren, so the fit may be as good as 
possible with the data available. Harkness and Hren deter-
2 
mined yg = 320 ergs/cm from their analysis and this 
2 investigation concludes Yg = 290 ergs/cm for the edge dis­
location case. The added information from this analysis 
for the simultaneous occurrence of the cutting and Orowan 
mechanisms is that deformation is dependent on glide disloca­
tions primarily edge in character as shown in Figure 29 by 
the calculations at the Ax peak. This is in agreement with 
the observations of Ceroid and Haberkorn (26). 
The calculated and experimental peaks in AT do not 
correlate with the same abscissa point due to the type of 
experimental data. This analysis depends on being able to 
establish a definite ^crit* is necessary to con­
sider one composition and age at various times at some 
constant aging time in order for R and f to increase in the 
same manner. In this investigation, f was constant near 
R^rit from the analysis the calculated and experimental 
AT peaks correlated well. The data of Harkness and Hren was 
not determined in this manner. They used various aging times , 
compositions, and aging temperatures. Therefore, the analysis 
of their data by the methods of this investigation is not 
rigorous except in the linear region and gives only qualita-
Ill 
tive calculated results. But, the qualitative, calculated 
results for Al-Zn do show striking similarities to the results 
obtained for Cu-1.9% Co and Cu-2% Co-6% Zn. 
The expressions in Equations (12) and (13) do not 
correlate well with the magnitude of Ax shown for the Al-Zn 
system in Figure 29. Both the Cu-Co and Al-Zn systems have 
the same value for e (misfit), but u for Al is about one 
half that for Cu while the Burgers vector for Al is about 
O 
0.3A larger than Cu. This means that the predicted values 
for AT for Al-Zn using Equations (12) and (13) would be less 
than the predicted values for Cu-Co. A comparison between 
Figure 26 (c and d) and Figure 27 shows, however, that AT 
is much higher in the Al-Zn system than the Cu-Co system. 
3 /2  
On the other hand, the dependence of Equation (23) on y 
1/2 
and its inverse dependence on y appears to fit the ex­
perimental AT's for both the Cu-Co and Al-Zn systems better 
than Equations (12) and (13). 
A rectangular form for the particle size density func­
tion was assumed in the statistical analysis of deformation 
because the actual distribution form was not known. There 
was some evidence in the magnetic results that the actual 
density function may be skewed to the right due to the 
magnetic effects of a substantial number of particles in the 
O 
R = lOA range being observed at all aging times. If this is 
the case, then a triangular density function may be a better 
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estimate, in a simple sense, for the real case. Since the 
triangular distribution represents a considerable deviation 
from the rectangular case, it would be interesting to consider 
their properties in light of the present investigation. The 
average particle volume from the rectangular distribution is 
while the average particle volume from a tri­
angular distribution is 3 when integrated over the 
interval 0 ^  V ^  ^max' Thus, the differences in terms of 
volumes may be large; but, in terms of the determined R, it 
can be seen that = (3/2)^^^ which is a 14.5% error. 
For the cutting mechanisms considered in this investigation, 
1/2 
AiaR , the error in Ax is less than 4%, although the error 
in the Ax determined for the Orowan mechanism remains at 
14.5%. In the statistical analysis of deformation, the 
intervals of integration are smaller and the possible error 
in the determination of R and R is much smaller. Similar 
o c 
arguments may be made for the errors from assuming a 
rectangular distribution in determining f^ and f^, which 
1/2 have a f dependence on Ax. Therefore, it is assumed that 
the disagreement between the experimental and calculated 
^^max Table 9 for the edge dislocation case is reasonable 
from assuming a rectangular distribution. This argument 
plus the fact that R^^^^ may not be defined for Cu-1.9% Co, 
for the aging times used, could lead to calculated Ax^^^ 
for Cu-1.9% Co being larger than Cu-2% Co-6% Zn. 
113 
Little use was made of activation analysis, but the 
analysis, in general, may in the future provide a powerful 
tool for the analysis of mechanisms (78, 79). The approach 
as outlined in the theory revolves around one rate controlling 
mechanism; however, the probabilities of other mechanisms 
may be simultaneously taken into account in formulating the 
strain rate. A major weakness in the approach is the assump­
tion that is constant with changes in strain rate and 
temperature; whereas, this investigation at least took into 
account that the activation volume is a function of applied 
flow stress. Taking into consideration the dependence of 
the activation volume on flow stress required the assumption 
of a model. This model was essentially proven in the case 
of cutting, by strong correlation of Ax between theory and 
experiment for three systems: Cu-1.9% Co, Cu-2% Co-6% and 
the Al-Zn systems which gave reasonable estimates of their 
respective surface energies. 
In the Results and Analysis section, it was shown that 
there was good agreement between the statistical modeling 
and Figure 2. This has at least one implication. This is 
that there is little stress concentration due to pileups un­
less hardening due to dislocation interactions plays some 
offsetting role. The implication is somewhat in disagreement 
with the heterogeneous slip that has been observed which in 
turn played an important role in the analysis of "free glide". 
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The only way to resolve this inconsistency would be to ob­
serve the defect structure up to about 30% strain with a 
tool such as the electron microscope. Electron microscopy 
observations would also be helpful in analyzing the in­
creased "overshoot" phenomenon in these alloys with aging 
time. The "overshoot" problem has been observed in pure 
copper and its dilute alloys, but the problem itself has been 
primarily associated with latent hardening on the conjugate 
plane in systems with relatively low stacking fault energy 
and formation of Cottrell-Lomer barriers (89). Copper, 
however, has a comparatively high stacking fault energy with 
respect to its shear constant. Electron microscopy would 
then provide helpful observations in connection with the 
"overshoot" phenomenon. 
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SUMMARY AND CONCLUSIONS 
There appears to be considerable evidence from the re­
sults of this investigation that the cutting of coherent 
particles by glide dislocations should take into account 
the creating of new surface area. A cutting theory was pre­
sented, which correlated well with theories considering only 
the stress field around coherent particles due to the lattice 
mismatch. However, the promoted cutting theory was the only 
one which gives the actual magnitude of AT in all systems 
considered. The theory should be applied to more systems in 
order to ascertain its validity where particle size and 
volume fraction may be measured with reasonable accuracy. 
If the theory is proved valid, it offers a unique by product 
of being able to measure surface energies at low temperatures. 
For the Cu-1.9% Co and Cu-2% Co-6% Zn- the theory gave 
estimates which were in agreement with the independent measure­
ments of Servi and Turnbull (48). 
A statistical analysis of deformation was presented 
. which took into account two mechanisms operating, rather 
than a preconceived assumption that there must only be one 
rate controlling deformation mechanism. All mechanisms other 
than the cutting and the Orowan mechanism were ruled out 
analytically for the alloy systems of this investigation at 
stress levels around the yield points. It was found that 
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Ashby's analysis of the Orowan mechanism, was in agreement 
with these results and that glide dislocations primarily 
edge in character were responsible for the observed deforma­
tion. At stress levels above the Orowan and cutting 
mechanisms, it was found that a "free glide" condition pre­
vailed giving negative work hardening coefficients in the 
region of 20-40% strain for aged alloys where both the Orowan 
and cutting mechanism operated. Also, it appears the Orowan 
mechanism plays an important role in deformation long before 
the precipitates become incoherent. 
The activation analysis showed that activation volumes 
measured by the normal methods may indeed be quite close to 
the real activation volumes of the cutting and Orowan mech­
anisms. For cutting, the activation energy is dependent on 
particle size, the surface energy and the change in surface 
energy with temperature. The (111) surface energies of 
precipitates in the Cu-1.9% Co and Cu-2% Co-6% Zn systems 
were nearly the same, although the Zn containing alloys may 
not have had equilibrium composition, and they increased 
with temperature. This resulted in a larger yield stress at 
300°K than 77°K for the aged alloys with deformation 
dominated by cutting. 
For the analysis of this investigation to have reason­
able meaning, the aging and testing of alloys must be done in 
the following manner: 
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1. Choose a single composition. 
2. Attempt to solution all precipitates. 
3. Age at a constant temperature for various times. 
4. Test each series of precipitated alloys at a 
constant cross head speed at desired test 
temperatures• 
5. For compositional effects, repeat with other alloy 
compositions. 
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