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Abstract
Let Rn be a real n-dimensional space, let fAx j x 2 Xg be a family of m  jX j linear
operators in Rn, and let Kr be a sharp polyhedral cone formed by a set of rvectors,
Kr  Rn: Let Kr be invariant under fAx j x 2 Xg, i.e. KrAx  Kr, for x 2 X . We study
a maximum set of non-collinear vectors derived from a vector h 2 Kr by the family
fAx j x 2 Xg in this paper. It is shown that there is a function f n;m; r such that this
set of non-collinear vectors is finite i the cardinality of this set is not greater than
f n;m; r. This result can be used for solving the following problem: when does a
channel simulated by a probabilistic automaton have a finite set of states? Ó 1999
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1. Introduction
A channel, simulated by a finite probabilistic automaton [1], can be de-
scribed by an initial vector and a family of matrices. In [1, p. 66, Theorem 2.4],
an algorithm is given to decide whether the set of channel states is finite. But it
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is unknown what would be the answer for the considered problem if the al-
gorithm would not finish its work in certain time steps.
The basic result of this paper shows that the cardinality of the set of states of
a channel simulated by a finite probabilistic automaton cannot be arbitrarily
large if it is finite. In other words, if such parameters of an automaton are
known as the cardinalities of its alphabets and the number of its states, then f
can be found such that a channel with more than f states has an infinite set of
states. This means that there is an upper bound of the time complexity of the
algorithm mentioned in [1]. The result has been announced in [6] but without a
whole proof. In this paper, a result from [6] is improved and more details are
given.
Actually, a more general problem is studied: How many non-collinear
vectors can be derived from a vector by a family of linear operators
fAx j x 2 Xg? Two vectors h and k are collinear i there is a real number a
such that h  ak. There is a relationship between the mentioned problems
because matrices of a probabilistic automaton can be considered as matrices of
linear transformations.
A maximum subset of non-collinear vectors in a set fhAv j v 2 X g,
h 2 Rn, will be called a set spanned by h; fAx j x 2 Xg, where Rn is the real n-
dimensional space, X  means the set of all words of finite length over X, and
Ax1x2 . . . xk  Ax1Ax2 . . . Axk.
Let a polyhedral cone Kr  En with r generating vectors be invariant under
fAxg. We shall determine the function f n;m; r that bounds the maximum
cardinality of a finite set spanned by h; fAx j x 2 Xg for m operators in n-
dimensional space if the vector h belongs to Kr.
The paper is organized as follows. For explaining the proof of the result, the
partition cases of the problem are studied. How the problem of finiteness of the
set of channel states can be reduced to the study of the finiteness of the spanned
sets is shown in Section 2. Conditions for a transformed vector h being nec-
essary and sucient for the finiteness of spanned sets are given in Section 3. It
is shown that the cardinality of a spanned set depends on a structure of some
spaces formed by the eigenvectors of the operators fAv j v 2 X g. We call this
set of spaces as the terminated set for fAxg.
If the terminated set has a special simple form, it is not dicult to count the
cardinality of a spanned set. Some such cases are studied in Section 4. It is
shown here that there is a sequence fAtg of matrices of order 2 such that the
cardinality of a spanned set of h;At is equal to t for any given t. There is no
sequence of matrices with this property if corresponding operators have an
invariant polyhedral cone Kr 2 Rn generated by r vectors.
If the cardinality of the terminated set is known, one can find the function
f n;m; r. In the general case, spaces formed by the eigenvectors can have a
very complex form of relationship and it is not easy to describe the terminated
set. Therefore we define a model of transformations (a graph of operators) in
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Section 5. Using this model, we consider dierent possible relationships be-
tween spaces of the eigenvectors. A function f n;m; r for a graph of the op-
erators is derived in this section.
The non-singular operators are studied in Section 6. A graph of the oper-
ators has a simple form in this case. Therefore one can obtain a function
f n;m; r. It is quite dicult to characterize a possible structure of the termi-
nated set for a family of operators if this family has a singular operator. We
show in Section 7 that one can bound the cardinality of the terminated set for
fAxg if this set is finite. Based on this result, we give the function f in Sec-
tion 8. Finally in Section 9, we establish some open problems.
2. Finiteness of the set of channel states
For a finite alphabet X, the set of all words of finite length over X (including
the empty word) is denoted by X . The set X  Y is an alphabet consisting of
all pairs of symbols from X and Y: X  Y  fx; y j x 2 X ; y 2 Y g.
A finite state probabilistic automaton [1] is a system
A  S;X ; Y ; fAy=xg; h;
where S;X ; Y are finite sets (internal states, input and output symbols, re-
spectively), fAy=x  aijy=xg is a finite set containing jX j  jY j square
matrices of order jSj  n such that aijy=xP 0 for all i and j and
x; y 2 X  Y , Py2Y Pnj1 aijy=x  1, and finally, h is an n-dimensional sto-
chastic vector.
The following function s : X  Y  ! 0; 1 which will be called a channel
simulated by the automaton A [1]. This function is the probability of the
probabilistic automaton A to print the word v  y1 . . . yk when it starts with the
initial distribution h over its states and gets the word u  x1 . . . xk:
sv=u  hAy1=x1 . . . Ayk=xk1; u; v 2 X  Y :
Here 1 is the column of ones.
Let a word u; v 2 X  Y  be such that sv=u 6 0. We call the function
su;va state of the channel s if su;vv0=u0  svv0=uu0=sv=u; u0; v0 2 X  Y .
For the sake of simplicity, we shall use X instead of X  Y . For u; v 2 X 
with su 6 0 6 sv, two states su; sv of the channel s are equal i
hAv1
hAu1 h Au

ÿ h Av

Aw1  0; w 2 X : 1
We denote the space of all vectors being linear combinations of vectors of a set
Q as spanfQg.
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For the following spaces
Hv  spanfhu  hAu j su  sv; u 2 X g; v 2 X ; sv 6 0
and
Z  spanfzu  Au1 j u 2 X g;
the following lemma is true.
Lemma 1. For any v 2 X , if sv 6 0 then the following inequality for dimen-
sions of Hv and Z holds:
dim Hv  dim Z6 n 1:
Proof. Let a basis of Z be fzig. A system of linear equations
hzi  0; i  1; 2; . . . ; dim Z with unknown vector h has a solution in an
nÿ dim Z-dimensional space M 0. For any v 2 X , the dierence between the
dimension of Hv and the dimension of the space M 0 is not greater than 1. This
follows from the equalities (1). 
Corollary 2. If dim Z  n, then two states su; sv are equal iff the vectors hu and
hv are collinear.
If dim Z  m < n, then one can reduce a probabilistic automaton to a linear
automaton in the following way. Let a basis of Z be fz1  1; z2; . . . ; zmg, and let
fzm1; . . . ; zng be a basis of the orthogonal complement of Z on Rn . A linear
transformation T  z1; z2; . . . ; zn transforms the vector h into hT  h0, the
column zi into normal unit ei  Tÿ1zi, i  1; 2; . . . ; n, a matrix Ax into
A0x  Tÿ1AxT ; x 2 X . The space Z is invariant for the family fAxg.
Hence, for every x 2 X ,
A0x  A
00x Bx
0 Cx
 
;
where A00x is an m m-matrix. Let e01 be the normal unit of the dimension
m. The linear automaton with m states, the set of the matrices fA00xg, the
initial vector h00  hz1; . . . ; hzm and the final vector z00  e01 produces a func-
tion
s00v  h00A00vz00  h0A0ve1
 hT Tÿ1AvT Tÿ11  hAv1  sv; v 2 X ;
which is the channel s. Two vectors h00v1 and h00v2 of this linear automaton
define one state of s i they are collinear (Corollary 2). Moreover, the cone
Rn  fk j k 2 Rn; k P 0g, which is invariant for fAxg, is transformed to
another cone Kr  RnT 0 by transformation T 0  z1; z2; . . . ; zm. Kr is invariant
12 R. Mubarakzjanov / Linear Algebra and its Applications 294 (1999) 9–33
for the family fA00xg. This cone has r6 n generating vectors and h00 2 Kr. If
there is the function f n;m; r defined in Section 1 then the following theorem
holds.
Theorem 3. A channel simulated by a probabilistic automaton defined by a
family of m matrices of the order n has a finite set of the states iff the cardinality
of this set is not greater than
maxff n0;m; r j n06 r6 ng:
3. Finiteness of sets of non-collinear vectors generated by one operator
We shall denote a subspace of the complex space Cn which is the span of all
eigenvectors of a matrix A with eigenvalue k by QkA, and by QkA a sub-
space of the complex space Cn which is the span of all principal vectors of A
with eigenvalue k. If the eigenvalues fkig of A are such that there are k 2 R and
k 2 N  f1; 2; . . .g and kki  kk then the sum of the subspaces QkiA will be
denoted byQk;A; k.
Theorem 4. Any set spanned by h;A, h 2 Rn, is finite if and only if there are
k 2 R and k 2 N such that h 2 Qk;A; k Q0A. The cardinality of this set is
not greater than k  dim Q0A in this case.
Proof. Sufficiency. The complex space Cn has a basis fhj j j  1; 2; . . . ; ng
consisting of the principal vectors of A. For this basis, the operator A has a
Jordan form [5]:
A 
A1 0 . . . 0
0 A2 . . . 0
: : . . . :
0 0 . . . At
0BB@
1CCA;
where
Ai 
ki 1 0 . . . 0
0 ki 1 . . . 0
: : : . . . :
0 0 0 . . . ki
0BB@
1CCA; i  1; . . . ; t:
Let
h 
Xn
j1
ajhj: 2
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Then for any s 2 N,
hAs 
Xn
j1
ajhjAs:
Let the basis vector hj be a principal vector of level a corresponding to the
eigenvalue kj  k, and let the corresponding Jordan cell Aij have the order
c c.
hjAs 
Xaÿ1
i0
ksÿi
s
i
 
hji:
Note s
i
   0 for s < i. Therefore, the sucient conditions of Theorem 4 have
been proved.
Necessity. If a set spanned by h;A is finite then there are positive integers
s;m with s P n and a real number b such that for any b 2 N,
hAsAmb  bbhAs: 3
The coecient of hj in (3) after replacing h according to (2) isXcÿa
i0
ajÿik
smbÿi s mb
i
 
 bb
Xcÿa
i0
ajÿik
sÿi s
i
 
;
if k 6 0; b
km
 b

Pcÿa
i0 ajÿik
cÿaÿi s mb
i
 
Pcÿa
i0 ajÿik
cÿaÿi s
i
  :
Because s P cÿ a, the latter equation can be true for any b and any
a; 16 a6 c; only if b  km and ajÿi  0; i  1; 2; . . . ; cÿ a. 
Corollary 5. If a set spanned by h; fAx j x 2 Xg is finite then
hAw 2
\
v2X 
[
k2R; k2N
Qk;Av; k Q0Av; w 2 X :
For the family fAx j x 2 Xg, the set of vectors from Corollary 5
S 
\
v2X 
[
k2R; k2N
Qk;Av; k Q0Av
will be called almost admissible. It means that a set spanned by h;Av is finite
for any word v 2 X  and any vector h in almost any admissible set. We shall
call any maximal subset DS  S admissible if kAx 2 DS for any k 2 DS
and any x 2 X , i.e. DS is a maximal invariant subset of S. Moreover, for a set
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of vectors U let a subspace P  U be called a space of a set U, if there is no
other subspace P 0 such that P  P 0  U . Let fP1; P2; . . . ; Ptg be the set of all
spaces of the admissible set for fAx j x 2 Xg: Pi  DS. We shall call the set
of spaces fPiAv j v 2 X ; 16 i6 tg a terminated set for a family fAx j x 2 Xg.
4. An operator having an invariant polyhedral cone
How large can a k from Theorem 4 be? Let
At  cos2p=t sin2p=tÿ sin2p=t cos2p=t
 
; t  1; 3; 5; . . .
This matrix has two complex eigenvalues cos2p=t  i sin2p=t. In this case
k  t and the cardinality of the set spanned by h;At is equal to t.
We shall call the set Kr  f
Pr
j1 ajkj j aj P 0; j  1; 2; . . . ; rg generated by a
set of r vectors fk1; . . . ; krg an r-cone, if there is no other set of r ÿ 1 vectors
generating Kr and this cone is sharp. By definition, the cone K is sharp if it
follows from fÿk; kg  K that k  0.
Theorem 6. Let an r-cone Kr invariant for an operator A belong to the spaceP
kjkjj QkjA for some k 2 E; k 6 0. Then
1. there is a set of the vectors generating Kr such that the operator 1=kA  B
transforms this set onto itself;
2. for any h 2 Kr, the cardinality of any set spanned by h;A is not greater than
max
t6 bn=3c
l:c:m:r1; . . . ; rt; r0n; t
Xt
i1
ri

(
6 r; ri P 3; i  1; 2; . . . ; t
)
;
where n  dim spanKr, l.c.m. denotes lowest common multiple and
r0n; t  2 if nÿ 3t P 2 and r ÿ
Pt
i1 ri P 2;
1 otherwise:

Proof. It is shown in [4] that if an operator B with an invariant polyhedral
r-cone Kr has an invariant vector in this cone then all eigenvalues of B with
absolute value 1 are the roots of unity. For our case, this says that there is a
k 2 N such that Kr  Qk;A; k  Q1;B; k, because an operator B  A=k has
to have an eigenvector corresponding to the eigenvalue 1 in Kr.
Any vector in a set spanned by A is collinear to some vector in a set spanned
by B. So without loss of generality, studying spanned sets we may assume that
A  B. There is no pair of the vectors k1;k2 2 Q1;B; k such that
k1 6 k2; k1B  k2B.
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Let the cone Kr be generated by vectors fk1; . . . ; krg and let
k1B 
X
aij kij; aij > 0; 4
k 2 Q1;B; k ! kBk  k: 5
Hence,X
aij kij Bkÿ1  k1:
Because dierent vectors are transformed into dierent vectors by B, there is
only one positive coecient in (4), i.e. k1B  aij kij . Therefore, B corresponds to
a permutation of fk1; . . . ; krg probably with some coecients. Because every
eigenvalue of B has absolute value 1, we can use aij kij in the generating set of
the cone instead of kij . So, assertion 1 has been proved.
Consequently, the operator A  B corresponds to a permutation of
fk1; . . . ; krg. Each permutation is a product of pairwise disjoint cycles, i.e.
without loss of generality, A corresponds to
1; . . . ; d1d1  1; . . . ; d2 . . . dt0ÿ1  1; . . . ; dt0  r
and that means
kiA  ki1; i 62 fd1; d2; . . . ; dt0 g;
kdj A  kdjÿ11; j  1; 2; . . . ; t0; d0  0:
We call the set of vectors Cj  fkdj1; . . . ;kdj1g, j  0; 1; . . . ; t0 ÿ 1; a cycle of
generating vectors. Let a vector k belong to a cycle Cj. Any other vector k0 of
cycle Cj is equal to kAs for some s 2 N. If k linearly depends on vectors
of other cycles Ci; i 6 j, then k0 is linearly dependent on the vectors of other
cycles, too. Hence, the vector h can be determined as a linear combination of
the n vectors belonging to the cycles, which have the following properties:
1. These cycles are linearly independent.
2. In this combination there are not less than three vectors from each of the
cycles with length greater than 2.
3. Each cycle with more than two elements has a span of dimension not smaller
than 3.
Hence, if the above vectors belong to the cycles of lengths fr1; . . . ; rtg, thenXt
i1
ri6 r; jfijri P 3g j 6 bn=3c:
From (5) and the properties of a permutation it follows that k6
l:c:m:fr1; . . . ; rtg: 
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Corollary 7. Let a family of matrices fAxi j xi 2 Xg have the following
property: For any xi 2 X , there are numbers kxi 2 R and kxi 2 N such that a
polyhedral r-cone Kr invariant for fAxi j xi 2 Xg belongs to the space
Qkxi;Axi; kxi, i.e.
Kr 
[jX j
i1
Qkxi;Axi; kxi:
The following conditions are equivalent:
1. Any set spanned by h; fAxi j xi 2 Xg is finite for arbitrary vector h 2 Kr.
2. There is a set of vectors generating the cone Kr such that for any xi 2 X , the
operator Bxi  Axi=kxi transforms this set onto itself.
3. For an arbitrary vector h 2 Kr, the cardinality of any set spanned by
h; fAxig is not greater than
Anr 
r!
r ÿ n! ; n  dim spanKr:
Proof. Let any set spanned by h; fAxi j xi 2 Xg be finite for an arbitrary h.
Then for every word v 2 X  and every vector h 2 Kr, there are kv 2
E; kv 2 N such that
h 2 Qkv;Av; kv; hvkv  kvkvh: 6
Any vector in a set spanned by h; fAxig is collinear to some vector in a set
spanned by h; fBxig. So without loss of generality, we can assume that
kxi  1 and the cone Kr belongs to the space Q1;Axi; kxi for each xi 2 X .
Let fk1; . . . ; krg be a set generating the cone Kr and let the operator Ax1
correspond to a permutation
1; . . . ; d1d1  1; . . . ; d2 . . . dtÿ1  1; . . . ; dt  r:
kiAx1  ki1; i 62 fd1; d2; . . . ; dtg;
kdj Ax1  kdjÿ11; j  1; 2; . . . ; t; d0  0:
Our goal is to show that we can find such vectors generating Kr that the
second assertion of corollary is true. For our family of operators fAxg, the
following lemma holds.
Lemma 8. If there is a w 2 X , and for some vector k generating the cone Kr, it
holds kAw  ak; a 6 1, then a vector h 2 Kr exists such that any set spanned by
h; fAxi j xi 2 Xg is infinite.
Proof. Let any set spanned by h; fAxig be finite for an arbitrary h 2 Kr.
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It follows from Theorem 6 that for every word v 2 X , the operator Av is a
permutation of the set fk1; . . . ; krg possibly with some coecients. Let
klAv  clvkh; 16 h6 r:
For any x 2 X , the corresponding permutation is a product of some cycles.
If i1; . . . ; is is one of these cycles, then based on (5) and the fact that
kx  1Ys
j1
cijx  1:
ThereforeYr
l1
clx  1; x 2 X : 7
It also follows from (6) that there is a number kw such that for the word
v  wkw the following holds. For every vector h 2 Kr,
hAv  hwkw  kwkwh:
The same holds for the vector k from the definition of Lemma 8 and for the
vectors ki; i  1; . . . ; r: Therefore
klAv  akwkl; l  1; 2; . . . ; r
for some real number a.
Therefore,Yr
l1
clv 
Yr
l1
akw  akwr: 8
If v  y1y2 . . . ym; yj 2 X ; j  1; 2; . . . ;m, then the left hand part of (8) is read asYr
l1
cly1y2 . . . ym 
Ym
j1
Yr
l1
clyj; 9
and because of (7), a  1: 
Proof of Corollary 7 (continued). Let
kjAv  cjvks 10
for some v 2 X  and for some j; s. Let 16 j6 d1; 16 s6 d1. Then there is a
number k 2 N [ f0g; k6 d1 ÿ 1, such that
ksAx1k  kj:
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Then
kjAvxk1  cjvkj:
From Lemma 8 it follows that
cjv  1:
Let 16 j6 d1; d1  16 s6 d2 in (10), and suppose that there are some
v0 2 X  and numbers j0; s0; 16 j06 d1; d1  16 s06 d2; h 6 s0 such that
kj0Av0  cj0 v0ks0 :
From (6) and Lemma 8 one can see that a word w 2 X  exists such that
ks0Aw  cs0 wkj0 and cs0 w  1=cj0 v0:
There are two numbers k 2 N [ f0g and k0 2 N with k6 d1 ÿ 1; k06 d2 ÿ d1 ÿ 1
such that
kj0Ax1k  kj; ksAx1k
0  ks0 :
Then
kjAvxk01 wxk1  cjvcs0 wkj:
Because of Lemma 8, cjvcs0 w  1. Hence
cjv  cj0 v0:
From the last equation it follows that we can use the vectors
fkd11cjv; . . . ; kd2cjvg
as the vectors generating the cone Kr instead of the set of vectors
fkd11; . . . ; kd2g:
This procedure with each pair of the cycles of generating vectors will give a set
of vectors generating the cone Kr such that the operator Bxi transforms this
set onto itself for any xi 2 X . So from assertion 1 it follows that assertion 2 of
Corollary 7 is true.
If the vectors fk1; . . . ; kng are linearly independent then the vector h 2 Kr
can be determined as the following linear combination:
h 
Xn
i1
aiki:
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If condition 2 of Corollary 7 is true then for any word v 2 X 
hBv 
Xn
i1
aikji;
Hence, the cardinality of any set spanned by h; fAxig is not greater than
Anr 
r!
r ÿ n! ; n  dim spanKr:
Assertion 1 of Corollary 7 follows from assertion 3 immediately. 
It is worth noting that the expression of Theorem 6 is tight but the ex-
pression of Corollary 7 is not tight. Let the function SCn; r be the exact value
of the size of the set spanned by the family of the matrices from Corollary 7.
Here SC is the abbreviation for the words ‘‘a spanned set in the cone’’.
We use the following function later. F r; n is the maximum number of
vertices of a polyhedron of r faces in the n-dimensional space, n6 r ÿ 1. This
function is equal to the maximum number of nÿ 1-dimensional faces of the
polyhedron with r vertices (see e.g. [2, pp. 18,19]). Therefore one can use the
following formula (see e.g. [3, p. 169])
F r; 2k  r
k
r ÿ k ÿ 1
k ÿ 1
 
; F r; 2k  1  2 r ÿ k ÿ 1
k
 
:
It has been proved in [7] that F r;m is equal to the maximum number of
vectors generating a cone that is an intersection of a polyhedral cone K with r
faces (i.e. K is an intersection of r semispaces) and some m 1-dimensional
subspace. The cone K can have a number of generating vertices not equal to r.
But for our investigation, it is important to study the cone Cn and its image by
linear transformation (see Section 2). These cones have n generating vertices
and n faces. Therefore, for sake of simplicity, we will further use the notation
r-cone for a cone with r faces.
Corollary 9. Let the terminated set for a family fAx j x 2 Xg consist of one
space and let this family have an invariant r-cone Kr. Then for any vector h 2 Kr,
the cardinality of any set spanned by h; fAx j x 2 X  is infinite or not greater
than
maxfSCn1; r1 j n16 n  dim spanKr; r16 F r; n1 ÿ 1g:
Proof. Let the space P of the terminated set have dimension n1. Therefore, the
cone K 0  Kr \ P is generated by r16 F r; n1 ÿ 1 vectors.
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For any space P, let
V P   fv j v 2 X ; PAv  Pg:
Lemma 10. Let a family fAx j x 2 Xg have an invariant r-cone Kr. For any
space P and K 0  Kr \ P , the following conditions are equivalent:
1. K 0  P 0 where P 0 is the space of the terminated set for the family
fAv j v 2 V P g;
2. for arbitrary vector h 2 K 0, the maximum subset of non-collinear vectors in the
set fhAv j v 2 V P g is finite.
Proof. Assertion 1 follows from assertion 2 (see Corollary 5).
Let assertion 1 be true. For any v 2 V P , there are numbers
kv 2 E; kv 2 N such that K 0 belongs to Qkv;Av; kv. Because of
Theorem 6, every operator Av transforms the set of vectors generating K 0
onto a set of vectors generating K 0. If there is a set of vectors fk1; . . . ; kr1g
generating cone K 0 such that for any v 2 V P  the operator Bv  Av=kv
transforms this set onto itself, then assertion 2 is true. Otherwise, as we have
shown in the proof of Corollary 7, the vector kj, 16 j6 r1, exists such that
kjAw  akwkj; a 6 1, for some word w 2 V P . There is a natural number
m such that
kiAwm  kwmciwmki; i  1; 2; . . . ; r1:
As in (7) and (9),
Qr1
l1 clwm  1. Hence, there is l; 16 l6 r1; such that
clwm 6 cjwm  am. If h  kj  kl 2 K 0 then
h 62
[
k2R; k2N
Qk;Awm; k Q0Awm:
Therefore K 0 cannot belong to a space of the terminated set. 
Proof of Corollary 9 (continued). Any set spanned by h; fAxg is finite i
h 2 K 0. Because of Lemma 10, any set spanned by h; fAxg is finite for ar-
bitrary h 2 K 0 and we can use Corollary 7. The cardinality of this set is not
greater than
maxfSCn1; r1 j n16 n  dim spanKr; r16 F r; n1 ÿ 1g:
It is worth noting that the latter function is not greater than
ar  An1r1 ;
wherer1  maxfF r; n2 j n26 r  1g; n1  maxfn2 j r1  F r; n2; n26 r  1g.
One can show that for r 2 f2; 4; 5; 8g, the function ar is equal to A22  2,
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A44  24, A46  360, A620  27 907 200, respectively. For other cases, the func-
tion
ar  A2k1r1 ; r1 
r
k
r ÿ k ÿ 1
k ÿ 1
 
; k  5r  6ÿ

5r2 ÿ 4
p
10
$ %
: 
Corollary 11. Let the family of the operators fAxi j xi 2 Xg satisfy the con-
dition of Corollary 7. If an arbitrary cone K 0  Kr is transformed by
fAxi j xi 2 Xg into a finite set of cones then the cardinality of this set is not
greater than SCn; r.
5. Graphs of the operators
For the sake of simplicity, we define the following directed graph G. It will
be called a graph of the operators fAx j x 2 Xg, if each of its vertices cor-
responds to some subspace Pi  Rn and each of its edges corresponds to
some symbol x 2 X such that the vertices Pi; Pj are connected by the edge x
i PiAx  Pj. The set DSG of subspaces corresponding to the vertices of
G will be called the set of G. We shall write v 2G X ; P  if there is a path
in G corresponding to the word v 2 X  and starting in P 2 DSG. A
G-spanned set by a vector h is a maximum subset of non-collinear vectors in
the set
fhAv j v 2G X ; P ; h 2 P 2 DSGg:
The subspaces P1; P2 in the set of the graph of operators G will be called
reciprocal attainable, if there are words v1 2G X ; P1; v2 2G X ; P2 such that
P1Av1  P2; P2Av2  P1.
Theorem 12. Let the set of a graph G of operators fAx j x 2 Xg having an
invariant r-cone Kr  Rn consist of t reciprocal attainable spaces of the same
dimension n1. If a G-spanned set by an arbitrary h 2 Kr belonging to some sub-
space of the set of G is finite, then:
1. For any P 2 DSG and any v 2G X ; P , the operator Av transforms a set of
vectors generating the cone P \ Kr onto a set of vectors generating the cone
PAv \ Kr.
2. The cardinality of a G-spanned set by the vector h is not greater than
t maxfSCn2; r1 j n26 n1; n26 r; r16 F r; n2 ÿ 1g:
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Proof. Let a G-spanned set by an arbitrary h 2 Kr belonging to some subspace
of the set of G be finite. Let P 2 DSG and v 2G X ; P  be such that under Av
the image of a set of vectors generating the cone P \ Kr is not a set of vectors
generating the cone PAv \ Kr.
If PAw  P for a word w 2G X ; P , then the space P and the cone Kr are
invariant for the operator Aw . Hence, it follows from Theorem 4 and Cor-
ollary 7 that under Aw the image of a set of vectors generating the cone P \ Kr
is a set of vectors generating P \ Kr. Particularly, this holds for the word
w  vv0 where v0 is some word v0 2G X ; PAv. This contradicts our as-
sumption. So assertion 1 holds.
Let a set of vectors fk1; . . . ; ksg be such that for any P 2 DSG, the cone
P \ Kr is generated by some subset of this set. If assertion 1 holds, in analogy to
what we have shown in the proof of Corollary 7, for any vector h 2 Kr, h 2 P ,
without loss of generality
h 
Xn2
i1
aiki; hv  bv
Xn2
i1
aikji; v 2G X ; P :
Here n2  dim spanKr \ P , bv is some real number and fkjig are the vectors
generating the cone PAv. Therefore, the cardinality of any G-spanned set by h
is not greater than t SCn2; r1; where r1 is the number of the vectors generating
the cone Kr \ P  for any P 2 DSG: 
To give the formula for the cardinality of the spanned sets in an arbitrary
graph, let us define for a graph G the following functions:
SG; n – the maximal number of the n-dimensional spaces in the set of the
graph G;
RASG; n – the maximal number of the Reciprocal Attainable Spaces in the
set of the graph G which have the dimension n;
EG; n1; n2 – the maximal number of the edges of G, which connect one n1-
dimensional space P with the spaces of the dimension n2 not reciprocal at-
tainable with P, whereby the maximum is taken over all of the n1-dimensional
spaces.
By Gÿn, we shall denote the graph obtained from G by omitting the nodes
corresponding to the maximum set of the reciprocal attainable n-dimensional
spaces in the set of the graph G.
Theorem 13. Let G be a graph of the operators having an invariant r-cone Kr. If
a G-spanned set by an arbitrary h 2 Kr belonging to some subspace of the set of G
is finite then the cardinality of any G-spanned set is not greater than a function
f G; r; n0, where the function f is defined by
f G; r; 1  SG; 1;
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f G; r; n1  RASG; n1maxfSCn0; r1 j n06 n1; n06 r; r16 F r; n0 ÿ 1g
 1 EG; n1; n1f Gÿn1; r; n1

X
n2;n2<n1
EG; n1; n2f G; r; n2;
n0  maxfdim P j P 2 DSG; h 2 Pg:
If the graph G  Gt;m has t vertices and maximal out-degree m, then
f Gt;m; r; n6
Xt
i1
Aiÿ1tÿ1m
iÿ1ari6 t!mtÿ1art; 11
ar is the function given in the proof of Corollary 9.
Proof. It is obvious that f G; r; 1  SG; 1. Let h 2 P 2 DSG and
dim P  n0 > 1. Let L be some G-spanned set by h. We consider the spaces
reciprocal attainable with P in the set of the graph G. If the set L is finite it
follows from Theorem 12 that in each of the considered spaces L has not more
than
maxfSCn0; r1 j n06 n0; n06 r; r16 F r; n0 ÿ 1g
vectors.
Not more than EG; n0; n1 operators can transform each vector h1 2 L into
a vector in an n1-dimensional space of the set of G, n1 < n0, or in an n0-di-
mensional space of the set of the graph Gÿn0. The graph Gÿn0 is obtained
from G by omitting the nodes corresponding to the considered spaces, n0  n1.
This gives the formula for the function f.
Let the graph G  Gt;m have t vertices. If t  1, it follows from Theorem 12
that
f Gt;m; r; n6 maxfSCn0; r1 j n06 n; n06 r; r16 F r; n0 ÿ 1g
6 ar 
Xt
i1
Aiÿ1tÿ1m
iÿ1ari  t!mtÿ1art:
Let (11) be true for each graph with t ÿ 1 vertices. Obviously,
16RASGt;m; n0  t16 t:
If t1  t inequality (11) follows from Theorem 12. If t ÿ t1 P 1 then
f Gÿt;mn0; r; n6
Xtÿt1
i1
Aiÿ1tÿt1ÿ1m
iÿ1ari;
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and for n16 n0 ÿ 1,
f Gt;m; r; n16
Xtÿt1
i1
Aiÿ1tÿt1ÿ1m
iÿ1ari;
X
n1;n1 6 n0
EGt;m; n0; n16 t ÿ t1m:
From the recurrence formula for f G; r; n one can obtain
f Gt;m; r; n06 t1ar 1 mt ÿ t1
Xtÿt1
i1
Aiÿ1tÿt1ÿ1m
iÿ1ari
 !
 ar  t1 ÿ 1ar 
Xtÿt1
i1
Aiÿ1tÿt1ÿ1t1t ÿ t1miar
i1
 ar  t1 ÿ 1ar 
Xtÿt11
i2
t1t ÿ t1!
t ÿ t1 ÿ i 1! m
iÿ1ari
6
Xt
i1
Aiÿ1tÿ1m
iÿ1ari:
Hence, inequality (11) is true. 
If we have the terminated set for fAx j x 2 Xg we can build the graph of
the operators. One can use Lemma 10 and Theorem 13 for this graph to obtain
the function f n;m; r as given in the following corollary.
Corollary 14. Let the terminated set for a family of m  jX j operators
fAx j x 2 Xg consist of t spaces and let this family have an invariant r-cone Kr.
Then for any vector h 2 Kr, the cardinality of any spanning set of
h; fAx j x 2 Xg is infinite or not greater than
t!mtÿ1art:
6. Finiteness of the spanned sets generated by non-singular operators
Unfortunately, the terminated set can be very complex in the general case.
But for non-singular operators the following lemma holds.
Lemma 15. The terminated and admissible sets for a family of non-singular
operators are the same and consist of linearly independent spaces.
R. Mubarakzjanov / Linear Algebra and its Applications 294 (1999) 9–33 25
Proof. Let S  fP1; . . . ; Ptg be a set of spaces of an almost admissible set for a
family of non-singular operators fAx j x 2 Xg. Let P1 \ P2 6 ;. It follows
from the definition of the almost admissible set that for every word v 2 X ,
there are numbers k 2 E; k 2 N such that P1  Qk;Av; k and P2 
Qk;Av; k. Therefore, spanP1  P2 2 S and P1  P2  spanP1  P2.
Analogously, if hk 
Pkÿ1
i1 aihi 2 Pk for some hi 2 Pi; ai 6 0; i  1; 2; . . . ;
k ÿ 1, then Pk  P1      Pkÿ1  span
Sk
i1 Pi.
So the almost admissible set has the linearly independent spaces. We con-
sider the following algorithm of building the admissible set. For some step of
the algorithm, assume that we already have the spaces P1; . . . ; Pt. We take any
x 2 X . If there is a Pj such that PjAx 6
St
i1 Pi, we replace Pj by the set of
spaces of maximal dimension fPj1; . . . ; Pjtg such that Pji  Pj, PjiAx  Pi.
Because fP1; . . . ; Ptg are linearly independent, the set
fP1; . . . ; Pjÿ1; Pj1; . . . ; Pjt; Pj1; . . . ; Ptg
consists of linearly independent spaces. Each step of the algorithm gives a set of
linearly independent spaces. Hence the admissible set derived in a finite number
of steps consists of linearly independent spaces.
For the spaces P1; P2 of the admissible set, let a word v 2 X  exist such that
P1Av  P2. Because Av is a non-singular operator, dimP1Av  dim P1
and due to the properties of the admissible set there are the numbers
k 2 E; k 2 N such that P1  Qk;Av; k and P2Avkÿ1  P1. Therefore,
P1Av  P2; P2Avkÿ1  P1, i.e. the admissible and the terminated sets are the
same. 
This Lemma 15 implies the following theorem.
Theorem 16. For a family fAx j x 2 Xg of the non-singular operators in Rn
having an invariant r-cone Kr  Rn and for a vector h 2 Kr any set spanned by
h; fAx j x 2 Xg is finite iff its cardinality is not greater than
maxft SCn1; r1 j t6 n; n16 bn=tc; r16 F r; n1 ÿ 1g:
Proof. If any spanned set is finite the terminated set is non-empty. One can
construct the graph of the operators for this set of spaces. The vectors
fhAv j v 2 X g belong to these reciprocal attainable spaces. If the number of
these spaces is t then every space has dimension n16 bn=tc. Hence, one can use
Theorem 12. 
The terminated set has very complex structure if the family of operators
contains a singular operator. We shall show in the following section that one
can bound the cardinality of the terminated set, if it is finite.
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7. The cardinality of a finite terminated set
If a family fAx j x 2 Xg contains a singular operator, then some spaces of
the admissible set can have a non-empty intersection. Therefore, it is not so
easy as for the non-singular case to describe what kind of a graph of
operators can correspond to the terminated set. We shall use Corollary
14 to obtain a function which bounds the cardinality of any finite terminated
set.
For a set of spaces R  fP1; . . . ; Psg, we shall call a set fn1; . . . ; nsg a
structure of R, if ni  dim Pi for i  1; . . . ; s. For any almost admissible set S,
we may assume that S consists of some spaces and fix only the dimension of
each space and the number of spaces by such an assumption. So we obtain a
structure of an almost admissible set. We shall show that there is a finite set of
structures of almost admissible sets. Admissible sets have only finite set of
possible structures, too.
Let a space P 0 have dimension n0. From P 0 we choose a subspace P0 with
dimension n0, and subspaces P0  Pi with the dimension n0  ni > n0,
i  1; . . . ; l, such that any subset
fhi j hi 2 Pi  P0 ÿ P0; i  1; . . . ; lg 12
consists of l linearly independent vectors. We shall call such a choice a possible
choice. A replacement of n0 by the numbers fn0  ni j i  1; . . . ; lg for some
possible choice will be called a possible replacement of n0.
Lemma 17. A replacement of a number n0 by numbers fn0  ni j i  1; . . . ; lg is
possible iff
Xl
i0
ni6 n0: 13
Proof. Let (13) be true. Then one can determine linearly independent subspaces
Pi of the dimension ni, i  0; . . . ; l: For these spaces, any subset (13) consists of
linearly independent vectors.
Let (13) be false for some possible choice. Let the following subset
fhi;1; . . . ; hi;nig
be a basis of Pi, i  0; . . . ; l. Then such numbers i; j and a vector h exist
that
h  hi;j 
X
06 s6 i; 16 r6 ns; if si; r<j
as;rhs;r; i P 2;
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and not all of the coecients fas;rg with s > 0 are equal to 0. Then
h0s 
X
16 r6 ns
as;rhs;r 2 Ps; s  1; . . . ; iÿ 1;
Xiÿ1
s1
h0s  h0  hÿ
X
16 r6 n0
a0;rh0;r ÿ
X
r<j
ai;rhi;r 2 Pi  P0 ÿ P0:
Hence the choice is not possible. 
We shall denote the following non-deterministic algorithm as Un. This
algorithm transforms the set fng which it has at the first step. If the algorithm
has a set fn1; . . . ; nsg at some of its steps, it makes a possible replacement of ni
for some i 2 f1; . . . ; sg.
Lemma 18. The structure of any admissible set is obtained on some step of the
algorithm Un.
Proof. One can obtain the structure of any almost admissible set on some step
of the algorithm Un. Indeed, building consequently the almost admissible set
one has to consider the intersection of arising set W  fP1; . . . ; Psg andS
ki2R;k2NQki;Av; k Q0Av for next v 2 X . At that, one has to make a
possible choice for each subspace Pj:
P j0  Pj \Q0Av; P ji  P j0  Pj \ Qki;Av; k Q0Av:
The consideration of admissible sets will require more complex argumen-
tation.
It is unknown if the almost admissible and admissible sets are equal.
Therefore, it is not impossible that there are a space P 0 of the almost admissible
set S for some fAxg and an operator A 2 fAxg such that P 0A 6 S: It means
that the admissible set has some subspaces of P 0 instead of P 0.
Let a step of Un correspond to a possible choice of some space P 00 of the
dimension n00, i.e. there are P 00i  P 00, i 0,. . .,l. Let
P 00  fh j h 2 P 0; hA 2 P 000 g; P 0i  P 00  fh j h 2 P 0; hA 2 P 000  P 00i g:
14
If n0 is the dimension of P 0, then the structure of the admissible set can be
obtained by Un having on a corresponding step a possible replacement of n0.
The sets P 0i ; i  1; . . . ; l; are spaces and (14) is a possible choice of P 0. Indeed, let
hi 2 P 0i  P 00 ÿ P 00 for i  1; . . . ; l. Then hiA  h00i 2 P 00i  P 000  ÿ P 000 .
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If
Pl
i1 aih
00
i  0, then
Pl
i1 aihiA  0. Hence
Pl
i1 aih
0
i 2 P 00. By the induction
ai  0; i  1; . . . ; l.
Because the algorithm Un is finite the set of arising structures is finite, too,
and any admissible set can be determined by possible choices. 
The structure of any set of vectors can be identified with some vector
t1; . . . ; tn, where ti is the number of spaces of dimension i. Let the
n-dimensional vector 0; . . . ; 0; 1  t0n, t1; . . . ; tnÿ1; 0  t1; . . . ; tnÿ1 and
let the set of vectors of the structures obtained by Un be Hn. Then it is
true.
Lemma 19. Hn  ft0ng [ ft0  t00 j t0 2 Hnÿ 1; t00 2 Hnÿ 1g; n P 1;
H0  ;:
Proof. The structure fng corresponds to t0n. Therefore, H1  t01 and
t0n 2 Hn. Let Lemma 19 be true for all Hn0; n06 nÿ 1:
The algorithm Un can replace fng by another set fn0  n1; . . . ; n0  nsg.
Then
Ps
i1 t0n0  ni 2 Hn: The vector t0n0  n1 2 Hnÿ 1 andPs
i2 t0n0  ni 2 Hnÿ 1; because fn0  n2; . . . ; n0  nsg is obtained by some
possible replacement of fnÿ n1g, nÿ n16 nÿ 1. 
The set Hn has some interesting properties. Let
kt1; . . . ; tn0 kn 
Xn0
i1
ti
2nÿi
; n06 n:
One can define an order on the set Hn in the natural way:
t01; . . . ; t0n0 6 t001 ; . . . ; t00n00  $ t0i6 t00i ; i6 n0  minn0; n00; t0i  0; i > n0:
Obviously if t0 > t00 and t0 2 Hn then t00 2 Hn and t0  t > t00  t for any
vector t 2 Hn: In other words, because of Lemma 19, it is important for our
investigation to consider maximal elements of Hn:
Lemma 20. A non-negative n-dimensional vector t belongs to Hn iff ktkn6 1:
This vector t is a maximal element of Hn iff ktkn  1:
Proof. Let a vector t0 be obtained from a vector t by some possible replacement
of n0 by fn0  ni j i  1; . . . ; sg. Then
t0  tÿ t0n0 
Xs
i1
t0n0  ni;
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kt0kn  ktkn ÿ
1
2nÿn0

Xs
i1
1
2nÿn0ni
6 ktkn ÿ
1
2nÿn0
 s max 1
2nÿn0ni
ij

 1; . . . ; s

6 ktkn ÿ
1
2nÿn0
 s
2nÿn0ÿs1
 ktkn ÿ
1
2nÿn0
1ÿ s
2sÿ1
 
:
Hence kt0kn6 ktkn, and kt0kn  ktkn i the corresponding replacement was the
replacement of fn0g by fn0 ÿ 1; n0 ÿ 1g:
Because kt0nkn  1, ktkn6 1 for any element t of Hn. If t1 < t2 then
kt1kn < kt2kn: Hence if ktkn  1 and t 2 Hn then t is a maximal element of
Hn. If ktkn < 1 then there is t1 such that kt1kn  1 and t < t1.
To finish the proof, we need only to show that any non-negative n-dimen-
sional vector t; ktkn  1; belongs to Hn. Obviously
t 
Xn
i1
tit0i:
Because of Lemma 19, if ktkn  1 and t P 0 then t 2 Hn: 
Corollary 21. Any admissible set has not more than 2nÿi spaces of the dimension
i. It has 2nÿi spaces of the dimension i iff the vector of its structure is 2nÿit0i.
So admissible sets can have only finite set of structures. We shall prove that
the set of structures of finite terminated sets is finite, too.
Without loss of generality we can assume that
P  spanfKr \ Pg 15
for any space P of the admissible set. Then Eq. (15) holds for any space of the
terminated set, too.
Now we shall show that the cardinality of a finite terminated set for a family
of m operators with an invariant r-cone in Rn can be bounded by some function
T n;m; r.
We shall determine a function Tin;m; r, which is not smaller than the
maximum possible number of i-dimensional spaces in a finite terminated set.
Obviously, we may take Tnn;m; r equal to 1. One can get a recursion formula
to count Tiÿ1 from fTj j j P ig.
Let Wi be a subset of i-dimensional spaces of some terminated set. Then
P 2 Wiÿ1, i P 2, if
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1. either P  P 0Av; v 2 X , and P 0 is an iÿ 1-dimensional space of the ad-
missible set or
2. P  P 0Av; v 2 X  ÿ feg; for some space P 0 of the terminated set and
dim P 0P i:
Because of Corollary 21, there are not more than 2nÿi1 spaces P 0 for the first
case. We denote the set of these spaces as H. For the second case, there are not
more than m
P
j P i Tjn;m; r spaces of the form P  P 0Ax; x 2 X , where
dim P  iÿ 1; P 0Ax  P 00; dim P 0P i; dim P 00P i, for some spaces P 0; P 00 of the
terminated set.
Let now jxvj > 1 and P  P 0Axv 2 Wiÿ1, P 0Ax 2 Wiÿ1. Then
1. either P  P 00 for some P 00 2 Snji Wj or
2. P 2 H .
The second case does not give new spaces of the terminated set. For the first
case, because of (15),
iÿ 1  dim P  dimKr \ P   dimKr \ P 0Ax  dimP 0Ax:
We get new spaces of the terminated set if P 0Ax 62 H , i.e. Kr \ P 0Ax  P 000
for some space P 000  Snji Wj. Hence, for any cone Kr \ P 0Ax one can de-
termine some graph of the operators and the set of this graph will be a setSn
ji Wj. Therefore, one can use Corollary 14 and obtain
Tiÿ1n;m; r  ti  2nÿi1mti!mtiÿ1arti ; i  2; . . . ; n;
ti 
Xn
ji
Tjn;m; r; Tnn;m; r  1: 16
Finally, t1 is not less than the number of spaces of any finite terminated
set.
8. A bound of the cardinality of any finite spanned set
For the functions (16) defined in previous section, it is true.
Theorem 22. Let a family of m  jX j operators fAx j x 2 Xg have an invariant
r-cone Kr. Then for any vector h 2 Kr, the cardinality of any set spanned by
h; fAx j x 2 Xg is infinite or not greater than
T1n;m; r  t2!mt2ÿ1art2 :
Proof. It is sucient to prove that if a spanned set is finite then the corre-
sponding terminated set is finite, too. Without loss of generality
spanfhAp j p 2 X g  Rn: Let fhApi j i  1; . . . ; ng be a basis of Rn.
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If the cardinality of any set spanned by h; fAx j x 2 Xg is finite then for
any i 2 f1; . . . ; ng, the cardinality ci of any set spanned by hApi; fAx j
x 2 Xg is finite, too.
For any word p; jpj  c1 . . . cn, there are words p0; p00; p000 such that
p  p0p00p000 and
hApiAp0  ai; p0; p00hApip0Ap00; i  1; . . . ; n: 17
Let fkj j j  1; . . . ; n0g be a basis of some space of the admissible set. Any
vector kjAp0 can be determined as some linear combination of some linearly
independent vectors fhApip0g. If kjAp0 has non-zero coecients in such a
linear combination, e.g. by hApip0 and hApkp0, then the corresponding non-
zero coecients in (17) are equal to some number aij; p0; p00, i.e. respectively, if
ai; p0; p00 6 0 6 ak; p0; p00 then ai; p0; p00  ak; p0; p00  aij; p0; p00: Other-
wise, kj cannot belong to an admissible set.
If fkjAp0 j j  1; . . . ; n00g is a maximal set of linearly independent vectors,
then these vectors determine a basis of some space of the terminated set. Hence,
all corresponding non-zero coecients in faij; p0; p00 j j  1; . . . ; n00g are equal.
Therefore, only a finite set of spaces from any admissible set can be obtained by
our family of operators. 
9. Open problems
This paper solved the problem whether one can bound the cardinality of any
finite set spanned by h; fAx j x 2 Xg for a family of operators having an
invariant polyhedral cone. But the value of our upper bound function is not
tight. One can obtain better value if one proves the following statement.
Conjecture 1. The terminated set contains maximum number of spaces for all
families of operators in Rn, having the finite terminated set, if the corre-
sponding admissible set is equal to fRng.
Also, it is interesting to prove.
Conjecture 2. The almost admissible and the admissible sets are equal for any
family of linear operators.
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