A retina has a space-variant sampling mechanism and an orientation-sensitive mechanism. The space-variant sampling mechanism of the retina is called retinotopic sampling (RS). With these mechanisms of the retina, the object-detection is formulated as finding appropriate coordinate transformation from a coordinate system on an input image, to a coordinate system on the retina. However, when the object size is inferred by this mechanism, the result tends to gravitate towards zero. To cancel this gravity, the space-variant sampling mechanism is modified to uniform sampling mechanism, but a concept of RS is equivalently introduced by using space-variant weights. This object-detection mechanism is modeled as a non-parametric method. By using the model based on RS, we formulate a kernel function as an analytical function of information of an object, a position and a size of the object in an image. Then the object-detection is realized as a gradient decent method for a discriminant function trained by Support Vector Machine (SVM) using this kernel function. This detection mechanism realizes faster detection than exploring a visual scene in raster-like fashion. The discriminant function outperforms results of SVMs using a kernel function using intensities of all pixels (based on independently published results), in face detection experiments over the 24,045 test images in the MIT-CBCL database.
Introduction
The human visual system is a real-time, accurate and nonparametric (don't need tune by programmers) system. In this paper, we propose an object-detection mechanism inspired by the human visual system.
The human visual system is that visual acuity is not uniform, but decreases from the centre of a retina towards the periphery (Hubel & Wiesel 1979) . For the decrease of visual acuity, exponential decrease structure is in good agreement with the measured structure of the cat (Schwartz 1980) . Tao et al. formulated an object-tracking method with a similar decrease structure (Tao, Sawhney, & Kumar 2002) . Tao et al. used Gaussian decrease structure instead of the exponential decrease structure. In the method, the object position represented by Gaussian prior probability density function (PDF). The method based on Gaussian PDF, enables estimation in a maximum a posteriori (MAP) framework using a generalized expectation-maximization (EM) algorithm. This EM based formulation realizes faster detection than exploring a visual scene in raraster-like fashion.
There are orientation-sensitive cells in the retina (Hubel & Wiesel 1959; 1979; Hubel 1988) . It has been argued (Daugman 1980; Orban ) that a suitable computational model for such cells is represented by Gabor filters (Bastiaan 1981; Gabor 1946; Orban ) . Smeraldi et al. formulated an objectdetection mechanism by using the Gabor filters (Smeraldi & Bigun 2002; Smeraldi 2000) . This mechanism realized the real time detection of eyes and mouth in static images. However, this method has many parameters.
In this paper, an orientation-sensitive mechanism is introduced by using the intensity gradient instead of the Gabor filters. And the decrease of visual acuity is introduced by Gaussian decrease structure instead of the exponential decrease structure. By using these modified mechanisms of the retina, we formulate a non-parametric object-detection model.
For an isolated object in an image, SVM's generalization performance either matches or is exceeds that of competing methods (Alvira & Rifkin 2001) . For non-isolated objects, Papageorgiou et al. (Papageorgiou & Poggio 1999) proposed a method based on SVM with preprocessing which isolates objects from a background image (Itti & Koch 2001) . S.Avidan (Avidan 2001) proposed a method "Support Vector Tracking" (SVT) to find the object in an image using the gradient of the decision function trained by SVM. But, because SVM was able to handle only feature vectors of fixed lengths, longer or shorter object images cannot be handled. Jaakkola et al. (Jaakkola & Haussler ) introduced Fisher kernel which can handle feature vectors of various lengths. A discriminant function using the Fisher kernel based on a generative model of our object-detection mechanism, can detect the longer and shorter object images as well.
We report face detection experiments over the 24,045 test images of the MIT-CBCL face database(M.C. for Biological and C. Learning ). The performance of SVMs using Fisher kernel based on our model, is compared with SVMs using kernel function using intensities of all pixels, also accord- ing to results published by other research groups (Alvira & Rifkin 2001) . Experiment shows that SVM using the kernel function based on our model, significantly improve performance, thus proving to be a promising technique for pattern recognition on high noise, low resolution images.
Statistical Model

Notation and Model
In this paper, an image is represented as a following set. 
The coordinate system Ü is given by a linear transformation of Ü so that the center of the object becomes the origin, Ü ¼, and its size is normalized as unity: We apply the Gaussian mixture probability density function (PDF): Ô´ ¢µ as generative model of the object, 
Retinotopic Sampling
The designated object is represented by the PDF (3) for one pixel. An image is a set of pixels. To estimate the likelihood for a set of pixels, the PDF (3) is applied for sampled pixels.
The sampling is done with a Gaussian PDF, like figure 1. The density of sampled pixels is as follows:
Here¨ ´ µ denotes the coordinate transformation, £´ Üµ is the density of sampled pixel at the coordinate system Ü, £´Ü ¨µ is the density of pixels sampled at the coordinate system Ü. ´ ¨µ. AE´ ´ µ µ represents the amount of information on the coordinate system Ü for the pixel on the coordinate system Ü.
is the density ratio of information on the coordinate system Ü and Ü. Because the state of the pixels represented by intensity and intensity gradient, ½. This rate shows that amount of information for one pixel does not vary with any linear coordinate transformation. This is the reason why no higher order differentiation of intensity like ¾ Ü ¾ is not used.
Equivalent Retinotopic Sampling
RS tends to ignore feature points that are not near the center of the sampled region. For example, ears and beard of face are not in the center region. Thus, with RS it is hard to detect objects where such feature points are important. RS becomes sparse near the boundary between an object and the background. Then the size of the object estimated by RS will be incorrect. 
Experiment
In this section, ERS and RS are compared in experiments involving images of vehicles, trained by images from http://www.ai.mit.edu/projects/cbcl/softwaredatasets/CarData.html. For size inference, a remarkable difference between ERS and RS was seen. Figure 3 shows the bias of inferred size ÜÜ for 100 test images. There is bias ½ With increasing object size, Õ uniform distribution is appropriate. in inference by RS. The bias for ERS is almost zero. When many pixels are not be sampled, the accuracy of ERS is better than RS. For real-time tracking system, the number of sampled pixels could be AE ¾¼¼. Figure 4 shows an example of inference by RS. In this figure, ÝÝ gives a maximum likelihood that is almost zero. As in figure 4 , RS tend to infer that the size is zero. Thus ´ ÝÝ Ö Ñ Ü ÝÝ ÐÓ È´Á ¨µµ for test images by RS is greater than zero. The log likelihood by RS is up and down because of random sampling. Figure  5 shows an example of inference by ERS. ERS estimates almost accurate object size. Figure 6 shows a situation using gradient descent to determine a vehicle's position
Support Vector Machine
The experiment about ERS shows that, the Fisher kernel based on a generative model of ERS can detect the longer and shorter object images as well.
Using ERS, the Fisher kernel for images Â Â ¼ can be defined as follows: ´¢µ Â ×´Â ¢µ Ø ×´Â ¢µ ¢ . is a liner function ,a polynomial function or exponential function. In all cases for , a liner function, a polynomial function and exponential function, the accuracy of trained discriminant function is wrong. And the kernel function diverges for some images. To avoid these difficulties, we use following kernel function:
where ¬ is parameter.
Experiment
We present the results of face detection experiment over the images of the MIT-CBCL face database (M.C. for Biological and C. Learning ) , that consists of low-resolution grey level images (½ ¢ ½ ¿ ½ pixels) of faces and non-faces. A training set of 2,429 faces and 4,548 non-faces are provided. A test set of 472 faces and 23,573 non-faces are provided. All facial images nearly occupy the entire frame; considerable pose changes are represented. The negative test images were selected by a classifier as those that looked most similar to faces among a much larger set of patterns (Heisele, Poggio, & Pontil 2000) . We train our model by using SVMTorch (Collobert & Bengio 2001 ) with our kernel function for this training data set. ROC curve (Provost & Kohavi 1998) is 7.19 %. SVMs using kernel function using intensities of all pixels, are reported in (Alvira & Rifkin 2001) to yield EERs in excess of 15% on the same database. Our method outperforms the reported result for SVMs.
By using the above Fisher Kernel, the discriminant function Î becomes a analytical function of¨: Î Î´Á ¨µ.
Using a gradient Î ¨, object detection can be formulated as a gradient decent method for Î . SVT can handle translations only up to about 10% of the object size. Whereas, our method can handle translations more than 10% . 
Application
The techniques described in this paper are useful not only in vision, but also in many pattern recognition fields. Using Gaussian filter for certain feature space, similar mechanism to RS can be defined. By this mechanism, an analytical discriminant function in the certain feature space (like object position in image recognition) can be introduced.
One of an application of our method is image recognitionbased vehicle control. Since the error of statistical pattern recognition cannot be zero, if it controls a main unit like a brake in an automobile, then the probability of fatal error like running over pedestrians cannot be zero. We think following formulation can avoid such fatal error. ¼ represents safer condition. To solve above problem, an analytical discriminant function of certain feature valuable is required. And, for our application, the Fisher kernel function defined in section, is required. Then, a control system based on ker- 
Conclusion
The paper formulates non-parametric statistical objectdetection mechanism inspired by the human visual system. The analogy of human visual system, formulates a "natural" statistical model. However, when the object size is inferred by the "natural" statistical model, the result tends to gravitate towards zero. To cancel this gravity, we propose ERS.
By using ERS, we formulate kernel function appropriate for image recognition. The kernel function is Fisher kernel based on ERS. The kernel function gives extension of "Support Vector Tracking" (SVT) (Avidan 2001) . SVT can not infer the size of the object. This extension enables size inference.
Experimental results over a test set of 24,045 images show the kernel function outperform a kernel function using intensities of all pixels.
