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Abstract
Mehler-Heine asymptotics describe the behavior of orthogonal poly-
nomials near the edges of the interval where the orthogonality measure is
supported. For Jacobi polynomials and Laguerre polynomials this asymp-
totic behavior near the hard edge involves Bessel functions Jα. We show
that the asymptotic behavior near the endpoint of the interval of (one of)
the measures for multiple orthogonal polynomials involves a generalization
of the Bessel function. The multiple orthogonal polynomials considered
are Jacobi-Angelesco polynomials, Jacobi-Pin˜eiro polynomials, multiple
Laguerre polynomials, multiple orthogonal polynomials associated with
modified Bessel functions (of the first and second kind), and multiple
orthogonal polynomials associated with Meijer G-functions.
1 Introduction
Mehler (1868) and Heine (1878) obtained the asymptotic behavior of Legendre
polynomials near the endpoint of their interval of orthogonality:
lim
n→∞
Pn
(
cos
z
n
)
= lim
n→∞
Pn
(
1− z
2
2n2
)
= J0(z),
where J0 is the Bessel function of order 0. This result can easily be extended
to Jacobi polynomials [17, Thm. 8.1.1]
lim
n→∞
n−αP (α,β)n
(
cos
z
n
)
= lim
n→∞
n−αP (α,β)n
(
1− z
2
2n2
)
= (z/2)−αJα(z),
where Jα is the Bessel function of order α. Both asymptotic formulas hold
uniformly on every compact subset of the complex plane. This asymptotic
behavior near the so-called hard edge gives as an important consequence detailed
information of the zeros of Jacobi polynomials near the endpoint 1: if xk,n =
∗This research was supported by KU Leuven Research Grant OT/12/073, FWO Research
Grant G.0934.13 and the Belgian Interuniversity Attraction Poles Programme P7/18.
1
cos θk,n (1 ≤ k ≤ n) are the zeros of the Jacobi polynomial P (α,β)n in decreasing
order, then for fixed k one has
lim
n→∞
nθk,n = jk,
where jk is the kth positive zero of Jα. The asymptotic behavior near the
other endpoint −1 can easily be obtained using the relation P (α,β)n (−x) =
(−1)nP (β,α)n (x). A similar asymptotic formula holds for Laguerre polynomi-
als near the endpoint 0 [17, Thm. 8.1.3]
lim
n→∞
n−αL(α)n (z/n) = z
−α/2Jα(2
√
z),
uniformly on compact subsets of C.
In this paper we will obtain asymptotic formulas of Mehler-Heine type for
some classical multiple orthogonal polynomials [10, Ch. 23] [1]. These are poly-
nomials P~n with a multi-index ~n = (n1, . . . , nr) ∈ Nr of degree |~n| = n1+· · ·+nr,
which satisfy orthogonality conditions with respect to r classical weights on the
real line: ∫
P~n(x)x
kwj(x) dx = 0, 0 ≤ k ≤ nj − 1, 1 ≤ j ≤ r.
Such polynomials are used in the analysis of random matrices with external
field, products of random matrices [14], non-intersecting Brownian motions,
and various other determinantal point processes [12].
2 Multiple orthogonal polynomials
2.1 Jacobi-Angelesco polynomials
The Jacobi-Angelesco polynomials are given by [10, §23.3.1]
(1 + x)αxβ(1− x)γPn,n(x) = (−1)n d
n
dxn
(
(1 + x)n+αxn+β(1− x)n+γ) . (1)
Note that we used a different normalization and that these polynomials are
not monic but have leading coefficient (α + β + γ + 1)3n/(α + β + γ + 1)2n.
For α, β, γ > −1 they satisfy orthogonality relations on two touching intervals
[−1, 0] and [0, 1]:∫ 0
−1
Pn,n(x)x
k(1 + x)α|x|β(1− x)γ dx = 0, 0 ≤ k ≤ n− 1,
∫ 1
0
Pn,n(x)x
k(1 + x)α|x|β(1− x)γ dx = 0, 0 ≤ k ≤ n− 1.
The following theorem was proved in [19] and [20, Thm. 1.4]. Their proofs are
based on a differential equation or a recurrence relations for these polynomials.
We give an alternative proof.
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Theorem 1. Suppose Pn,n are the Jacobi-Angelesco polynomials, then
lim
n→∞
(−1)nPn,n(z/n3/2) = 0F2(−; β + 1
2
,
β
2
+ 1;−z2/4) =
∞∑
k=0
(−1)k z
2k
(β + 1)2kk!
,
uniformly on compact subsets of C.
Proof. If we expand (1 + x)n+α and (1 − x)n+γ as a power series, then the
Rodrigues formula (1) becomes
(1+x)αxβ(1−x)γPn,n(x) = (−1)n
∞∑
k=0
∞∑
j=0
(
n+ α
k
)(
n+ γ
j
)
(−1)j d
n
dxn
xn+k+j+β ,
which readily gives
Pn,n(x) = (1+x)
−α(1−x)−γ(−1)n
∞∑
k=0
∞∑
j=0
(
n+ α
k
)(
n+ γ
j
)
(−1)j (n+ β + 1)k+j
(β + 1)k+j
xk+j .
This series expansion holds for |x| < 1 (when α and γ are integers, then the
series terminate). Let k+ j = ℓ, then the expansion is (after changing the order
of summation)
Pn,n(x) = (1 + x)
−α(1− x)−γ(−1)n
∞∑
ℓ=0
dℓ(n)(−1)ℓ (n+ β + 1)ℓ
(β + 1)ℓ
xℓ,
where
dℓ(n) =
ℓ∑
k=0
(−1)k
(
n+ α
k
)(
n+ γ
ℓ− k
)
.
This sum is nearly the Chu-Vandermonde sum except that it contains the al-
ternating term (−1)k. This dℓ(n) is the convolution (a ∗ b)ℓ of the sequences
ak = (−1)k
(
n+α
k
)
and bk =
(
n+γ
k
)
, and as such dℓ(n) is the ℓ-th term in the
series expansion of (1 − z2)n(1− z)α(1 + z)γ . If we write
(1− z)α(1 + z)γ =
∞∑
k=0
ckz
k, |z| < 1,
then
dℓ(n) =
⌊ℓ/2⌋∑
k=0
(−1)k
(
n
k
)
cℓ−2k.
This formula shows that dℓ(n) = O(n⌊ℓ/2⌋), and more precisely
lim
n→∞
1
nℓ/2
dℓ(n) =
{
0, if ℓ is odd,
(−1)ℓ/2/(ℓ/2)!, if ℓ is even. (2)
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Now we take x = z/n3/2, then if z is in a compact subset of C one has |z|/n3/2 <
r < 1 for sufficiently large n, so that the series for Pn,n(z/n
3/2) can be used.
Now (1 + z/n3/2)α → 1 and (1 − z/n3/2)γ → 1 uniformly for z on a compact
set in the complex plane, and the convergence of the terms in the series
lim
n→∞
1
nℓ
(n+ β + 1)ℓ = 1
and (2) gives
lim
n→∞
(−1)nPn,n(z/n3/2) =
∞∑
ℓ=0
(−1)ℓ x
2ℓ
ℓ!(β + 1)2ℓ
.
The interchanging of the limit with the infinite sum can be justified by using
Lebesgue’s dominated convergence theorem. The series in the limit can be
expressed as a hypergeometric function by using
(β + 1)2ℓ = 2
2ℓ(
β + 1
2
)ℓ(
β
2
+ 1)ℓ.
2.2 Jacobi-Pin˜eiro polynomials
These are defined by the Rodrigues formula [10, §23.3.2]
(−1)|~n|
r∏
j=1
(|~n|+αj+β+1)nj(1−x)βP~n(x) =
r∏
j=1
(
x−αj
dnj
dxnj
xnj+αj
)
(1−x)|~n|+β .
For α1, . . . , αr, β > −1 and αi − αj /∈ Z (i 6= j) they satisfy orthogonality
relations on one interval [0, 1] with respect to r Jacobi weights
∫ 1
0
P~n(x)x
kxαj (1− x)β dx = 0, 0 ≤ k ≤ nj − 1, 1 ≤ j ≤ r.
The Mehler-Heine formula near the endpoint 0 is:
Theorem 2. Suppose nj = ⌊qjn⌋, where qj > 0 and q1 + · · ·+ qr = 1, so that
|~n|/n→ 1 as n→∞. Then for the Jacobi-Pin˜eiro polynomials P~n one has
lim
n→∞
(−1)|~n|
r∏
j=1
(|~n|+ αj + β + 1)nj
(αj + 1)nj
P~n(z/n
r+1)
= 0Fr(−;α1 + 1, . . . , αr + 1;−q1 · · · qrz),
uniformly on compact subsets of C.
4
Proof. An explicit formula for the Jacobi-Pin˜eiro polynomials is [10, Eq. (23.3.5)]
(−1)|~n|
r∏
j=1
(|~n|+ αj + β + 1)nj (1− x)βP~n(x)
=
r∏
j=1
(αj + 1)nj r+1Fr
( −|~n| − β, α1 + n1 + 1, . . . , αr + nr + 1
α1 + 1, . . . , αr + 1
∣∣∣∣ x
)
.
Take x = z/nr+1, then (1− z/nr+1)β → 1 uniformly on compact subsets of C.
Furthermore one has
lim
n→∞
(αj + nj + 1)k
nk
= qkj , limn→∞
(−|~n| − β)k
nk
= (−1)k,
so that all the terms in the hypergeometric series converge. Lebesgue’s domi-
nated convergence theorem then gives the required result.
2.3 Multiple Laguerre polynomials
There are two kinds of multiple Laguerre polynomials. Multiple Laguerre poly-
nomials of the first kind are given by the Rodrigues formula
(−1)|~n|e−xL[1]~n (x) =
r∏
j=1
(
x−αj
dnj
dxnj
xnj+αj
)
e−x.
If α1, . . . , αr > −1 and αi−αj /∈ Z (i 6= j) , then they satisfy the orthogonality
relations ∫ ∞
0
L
[1]
~n (x)x
kxαj e−x dx = 0, 0 ≤ k ≤ nj − 1, 1 ≤ j ≤ r.
The weights wj all have different behavior O(xαj ) as x → 0. This is reflected
in the following Mehler-Heine formula.
Theorem 3. Suppose nj = ⌊qjn⌋, where qj > 0 and q1 + · · ·+ qr = 1, so that
|~n|/n → 1 as n → ∞. For the multiple Laguerre polynomials of the first kind
one then has
lim
n→∞
(−1)|~n| L
[1]
~n (z/n
r)∏r
j=1(αj + 1)nj
= 0Fr(−;α1 + 1, . . . , αr + 1;−(q1 · · · qr)z),
uniformly on compact subsets of C.
Proof. These multiple Laguerre polynomials of the first kind are given in terms
of generalized hypergeometric functions as
(−1)|~n|e−xL[1]~n (x) =
r∏
j=1
(αj + 1)nj rFr
(
α1 + n1 + 1, . . . , αr + nr + 1
α1 + 1, . . . , αr + 1
;−x
)
,
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see [10, §23.4.1]. Now take ~n = (⌊q1n⌋, . . . , ⌊qrn⌋) and let x = z/nr. Then when
n→∞, each term in the hypergeometric series converges, since
lim
n→∞
(αj + nj + 1)k
nk
= qkj .
Lebesgue’s dominated convergence theorem and limn→∞ e
−z/nr = 1, then read-
ily give the required asymptotic formula.
Multiple Laguerre polynomials of the second kind are given by
(−1)|~n|
r∏
j=1
c
nj
j x
αL
[2]
~n (x) =
r∏
j=1
(
ecjx
dnj
dxnj
e−cjx
)
x|~n|+α.
When α > −1 and c1, . . . , cj > 0 and ci 6= cj whenever i 6= j, these polynomials
satisfy the following orthogonality relations∫ ∞
0
L
[2]
~n (x)x
kxαe−cjx dx = 0, 0 ≤ k ≤ nj − 1, 1 ≤ j ≤ r.
Note that these r weights have the same behavior O(xα) as x → 0 but their
asymptotic behavior near ∞ is different. The Mehler-Heine asymptotic formula
is now in terms of the Bessel function.
Theorem 4. Suppose nj = ⌊qjn⌋, where qj > 0 and q1 + · · ·+ qr = 1, so that
|~n|/n→ 1 as n→∞. For the multiple Laguerre polynomials of the second kind
one then has
lim
n→∞
(−1)|~n|cn11 · · · cnrr
L
[2]
~n (z/n)
(α+ 1)|~n|
=
(
(q1c1 + · · ·+ qrcr)z
)−α/2
Jα(2
√
(q1c1 + · · ·+ qrcr)z),
uniformly on compact subsets of C.
Proof. An explicit expression of the multiple Laguerre polynomials of the second
kind is [10, Eq. (23.4.5)]
L
[2]
~n (x) =
n1∑
k1=0
· · ·
nr∑
kr=0
(
n1
k1
)
· · ·
(
nr
kr
)(|~n|+ α
|~k|
)
(−1)|~k| |
~k|!
ck11 · · · ckrr
x|~n|−|
~k|.
Change kj → nj − kj to find
(−1)|~n|L[2]~n (x) =
n1∑
k1=0
· · ·
nr∑
kr=0
(
n1
k1
)
· · ·
(
nr
kr
)( |~n|+ α
|~n| − |~k|
)
(−1)|~k| (|~n| − |
~k|)!
cn1−k11 · · · cnr−krr
x|
~k|.
Now take ~n = (⌊q1n⌋, . . . , ⌊qrn⌋) and x = z/n, then as n→∞ one can use
lim
n→∞
n−kj
(
nj
kj
)
= q
kj
j , (|~n| − |~k|)!
( |~n|+ α
|~n| − |~k|
)
=
(α+ 1)|~n|
(α+ 1)|~k|
,
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to find
lim
n→∞
(−1)|~n|cn11 · · · cnrr
L
[2]
~n (z/n)
(α+ 1)|~n|
=
∞∑
k1=0
· · ·
∞∑
kr=0
(−1)|~k| (q1c1)
k1 · · · (qrcr)kr
(α+ 1)|~k|
z|
~k|
k1! · · · kr! ,
uniformly on compact subsets of C. The limit can also be written as
∞∑
k=0
(−1)k z
k
(α+ 1)kk!
∑
|~k|=k
k!
k1! · · · kr! (q1c1)
k1 · · · (qrcr)kr ,
but by the multinomial theorem∑
|~k|=k
k!
k1! · · · kr! (q1c1)
k1 · · · (qrcr)kr = (q1c1 + · · ·+ qrcr)k,
from which the result follows.
Mehler-Heine asymptotics for other multiple Laguerre polynomials
xpe−x
r
Ln(x, p) =
1
n!
dn
dxn
(
xn+pe−x
r
)
, (3)
were given in [16] and [20]. These are polynomials of degree rn with orthogo-
nality conditions (for p > −1)∫ ∞ωj
0
Ln(x, p)x
kxpe−x
r
dx = 0, 0 ≤ k ≤ n− 1, 0 ≤ j ≤ r − 1,
where ω = e2πi/r. Observe that the orthogonality relations are not on the real
line but on r rays in the complex plane. We do not give a proof but refer to
[16, 20].
Theorem 5. For the multiple Laguerre polynomials given by (3) one has
lim
n→∞
n−pLn(x, p) =
1
Γ(p+ 1)
0Fr(−; p+ 1
r
, . . . ,
p+ r
r
;−(z/r)r),
uniformly on compact sets of C.
2.4 Multiple orthogonal polynomials for modified Bessel
functions
Multiple orthogonal polynomials associated with the modified Bessel functions
Kν andKν+1 were introduced in [22], see also [2]. They satisfy the orthogonality
relations ∫ ∞
0
xkPn,m(x)x
α+ν/2Kν(2
√
x) dx = 0, 0 ≤ k ≤ n− 1,∫ ∞
0
xkPn,m(x)x
α+(ν+1)/2Kν+1(2
√
x) dx = 0, 0 ≤ k ≤ m− 1,
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Theorem 6. Let p2n(x) = Pn,n(x) and p2n+1(x) = Pn+1,n(x), where Pn,m are
the multiple orthogonal polynomials associated with the modified Bessel functions
Kν and Kν+1. Then
lim
n→∞
(−1)n pn(z/n)
(α+ 1)n(α+ ν + 1)n
= 0F2(−;α+ 1, α+ ν + 1;−z),
uniformly on compact subsets of C.
Proof. An explicit expression for these multiple orthogonal polynomials is [3,
Eq. (23)]
pn(x) = (−1)n(α + 1)n(α+ ν + 1)n 1F2(−n;α+ 1, α+ ν + 1;x).
Take x = z/n and use the fact that (−n)k/nk → (−1)k as n → ∞ to find the
required result. The limit can be taken termwise because one has |(−n)k| ≤ nk
so that the sum
n∑
k=0
(−n)k
(α+ 1)k(α+ ν + 1)k
(z/n)k
k!
is dominated by
n∑
k=0
1
(α+ 1)k(α+ ν + 1)k
|z|k
k!
= 0F2(−;α+ 1, α+ ν + 1; |z|)
and hence Lebesgue’s dominated convergence theorem can be used.
There are also multiple orthogonal polynomials associated with the modified
Bessel functions Iν and Iν+1, see [4] and [9]. They satisfy (for c > 0)∫ ∞
0
xkPn,m(x)x
ν/2e−cxIν(2
√
x) dx = 0, 0 ≤ k ≤ n− 1,∫ ∞
0
xkPn,m(x)x
(ν+1)/2e−cxIν+1(2
√
x) dx = 0, 0 ≤ k ≤ m− 1.
The Mehler-Heine asymptotics is somewhat different and is in terms of the
Bessel function Jν . The following result was proved in [5, Thm. 2].
Theorem 7. Let p2n(x) = Pn,n(x) and p2n+1(x) = Pn+1,n(x), where Pn,m are
the multiple orthogonal polynomials associated with the modified Bessel functions
Iν and Iν+1. Then
lim
n→∞
(−1)n pn(z/n)
nνn!
= e1/c(cz)−ν/2Jν(2
√
cz),
uniformly on compact subsets of C.
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2.5 Multiple orthogonal polynomials for Meijer G-functions
Recently Kuijlaars and Zhang [14] introduced multiple orthogonal polynomials
for weights which are Meijer G-functions GM,00,M , and they appear in investigating
singular values of products of random matrices. They satisfy∫ ∞
0
Pm(x)x
kwj(x) dx = 0, 0 ≤ k ≤ ⌈m− j
r
⌉ − 1,
for 0 ≤ j ≤ r − 1, where the weights wj are Meijer G-functions
wj(x) = G
r,0
0,r
( −
νr, νr−1, . . . , ν2, ν1 + j
∣∣∣∣x
)
=
1
2πi
∫ c+i∞
c−i∞
(s+ ν1)j
r∏
k=1
Γ(s+ νk)x
−s ds.
These are multiple orthogonal polynomials with multi-index (n + 1, . . . , n +
1, n, . . . , n) when m = nr + s. The special case r = 2 corresponds to the
multiple orthogonal polynomials for the modified Bessel functions Kν and Kν+1
for ν = ν1 − ν2 and α = ν2.
Theorem 8. For the multiple orthogonal polynomials with the Meijer G-functions
one has
lim
n→∞
(−1)n Pn(z/n)∏r
j=1(νj + 1)n
= 0Fr(−; ν1 + 1, . . . , νr + 1;−z),
uniformly on compact subsets of C.
Proof. The proof is a straightforward generalization of the proof of Theorem
6. These multiple orthogonal polynomials are hypergeometric polynomials [14,
Eq. (3.10)]
Pn(x) = (−1)n
r∏
j=1
(νj + 1)n 1Fr(−n; ν1 + 1, . . . , νr + 1;x).
If we take x = z/n and let n → ∞, then (−n)k/nk → (−1)k and the limit in
this hypergeometric function can be taken termwise. The result then follows
immediately.
3 Generalized Bessel functions
The Mehler-Heine formulas for multiple orthogonal polynomials show that the
function 0Fr(−;α1 + 1, . . . , αr + 1; z) takes over the role of the Bessel function
Jα for the local asymptotics near a hard edge. In the literature one uses the
terminology generalized Bessel function already for the entire function
φ(z) =
∞∑
k=0
zk
Γ(ρk + β)k!
,
9
when ρ > 0 and β any complex number (see, [24, 25], and [16, §2]). Note that
for ρ = 1 one has Jβ−1(t) = (t/2)
β−1φ(−t2/4) and for ρ = r a positive integer,
the multiplication formula for the gamma function,
Γ(rz) = (
√
2π)1−rrrz−1/2
r−1∏
j=0
Γ
(
z +
j
r
)
,
shows that φ(z) is, up to a multiplicative factor, equal to 0Fr(−;β/r, (β +
1)/r, . . . , (β+r−1)/r; z/rr). So we may consider the entire function 0Fr(−;α1+
1, . . . , αr+1; z) as a generalization of the Bessel function. It satisfies the differ-
ential equation
Θ(Θ + α1) · · · (Θ + αr)y − zy = 0, Θ = z d
dz
, (4)
which is a linear differential equation of order r + 1 with a regular singular
point at z = 0 and an irregular singularity at infinity. If no αj is an integer
and αi − αj /∈ Z (i 6= j), then a fundamental set of solutions of this differential
equation is
y0(z) = 0Fr(−;α1 + 1, . . . , αr + 1; z)
together with
yj(z) = z
−αj
0Fr(−; 1− αj , 1 + α1 − αj , . . . ∗ . . . , 1 + αr − αj ; z), 1 ≤ j ≤ r,
where ∗ indicates that the entry 1 + αj − αj is omitted [15, §16.8(ii)]. One has
the differentiation formulas [15, §16.3(i)]
d
dz
0Fr(−;α1+1, . . . , αr+1; z) = 1
(α1 + 1) · · · (αr + 1)0Fr(−;α1+2, . . . , αr+2; z),
and for 1 ≤ j ≤ r
d
dz
zαj 0Fr(−;α1+1, . . . , αr+1; z) = αjzαj−10Fr(−;α1+1, . . . , αj , . . . , αr+1; z).
4 Applications
The functions 0Fr(−;α1+1, . . . , αr +1;−z) appear as the limit in Theorems 2,
3, 6 (for r = 2) and 8. It also appears in Theorem 1 for r = 2 with a quadratic
variable and in Theorem 5 with the variable xr. It is known that the zeros of the
Jacobi-Pin˜eiro polynomials are all in [0, 1] and the zeros of the multiple Laguerre
polynomials of the first kind are all in [0,∞), since the r weights form an AT-
system [10, Thm. 23.1.4]. As a result of Hurwitz’ theorem, we can therefore
conclude that all the zeros of 0Fr(−;α1+1, . . . , αr +1;−z) are positive. Let us
denote these zeros by (fk)k=1,2,..., then as a consequence of Theorem 2 we have
that the kth zero xk,~n of the Jacobi-Pin˜eiro polynomial P~n has the asymptotic
behavior
lim
n→∞
nr+1xk,~n =
fk
q1 · · · qr , k = 1, 2, . . . ,
10
when ~n = (⌊q1n⌋, . . . , ⌊qrn⌋). In a similar way one finds for the zeros of the
multiple Laguerre polynomials of the first kind
lim
n→∞
nrxk,~n =
fk
q1 · · · qr , k = 1, 2, . . . ,
but for the zeros of the multiple Laguerre polynomials of the second kind one
has
lim
n→∞
nxk,~n =
1
2
(
jk
q1c1 + · · ·+ qrcr
)2
, k = 1, 2, . . . ,
where (jk)k=1,2,... are the positive zeros of the Bessel function Jα. Similar results
hold for the zeros xk,n (1 ≤ k ≤ n) of the multiple orthogonal polynomials pn
for the modified Bessel functions Kν and Kν+1:
lim
n→∞
nxk,n = fk,
where (fk)k=1,2,... are the zeros of 0F2(−;α + 1, α + ν + 1;−z) and in general
for the multiple orthogonal polynomials Pn with the Meijer G-functions
lim
n→∞
nxk,n = fk,
where (fk)k=1,2,... are now the zeros of 0Fr(−; ν1 + 1, . . . , νr + 1;−z).
The Mehler-Heine formulas give the asymptotic behavior, after appropriate
scaling, of the multiple orthogonal polynomials near the origin. This detailed
asymptotic behavior is crucial when one wants to obtain the global (or uniform)
asymptotic behavior of the multiple orthogonal polynomials using the Riemann-
Hilbert problem [21] and the steepest descent method of Deift and Zhou for
oscillatory Riemann-Hilbert problems [6]. In order to get uniform estimates,
one needs to introduce local parametrices around the endpoints of the support
of the asymptotic zero distribution. Around the hard edges, i.e., those endpoints
of the support of the zero distribution which are also endpoints of the supports
of the weights w1, . . . , wr, one will be needing a Riemann-Hilbert problem for
which the solution contains the functions 0Fr(−;α1 +1, . . . , αr +1;−z) and all
the other solutions of the differential equation (4). This was already used for
orthogonal polynomials on [−1, 1] with a weight function that behaves near ±1
as the Jacobi weights, and the parametrices around ±1 use a Riemann-Hilbert
problem involving Bessel functions [13, pp. 365–368] [11, §14]. The same local
parametrix was used for Laguerre-type orthogonal polynomials [23, §3.7]. A
local parametrix around the origin was used for Jacobi-Angelesco polynomials
in [7] and [8, §II.B], but the relation with the generalized Bessel function was
not explicit since they used the differential equation
zq′′′ − βq′′ − τq′ + q = 0,
which for τ = 0 has three independent solutions of the form 0F2(−; 1/2,−β/2;−z2/8),
z0F2(−; 3/2, (−β + 1)/2;−z2/8) and zβ+20F2(−; (β + 3)/2, (β + 4)/2;−z2/8).
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5 Concluding remarks
The classical Mehler-Heine asymptotics for the Jacobi polynomials and the La-
guerre polynomials near the endpoints of the intervals is in terms of the Bessel
function Jν , where the order ν is related to the behavior of the weight function
near the endpoint c, i.e., w(x) = O((c − x)ν) as x → c. Our Mehler-Heine
asymptotics describes the behavior of multiple orthogonal polynomials near an
endpoint of the intervals of orthogonality. For multiple orthogonal polynomi-
als there are more weights, and our examples show that there is an important
difference when weights have a common endpoint at 0, because then the asymp-
totic behavior is in terms of a ‘generalized’ Bessel function which depends on
the behavior of these weights near that endpoint. The fact that r weights
have a common endpoint is crucial to get the ‘generalized’ Bessel function. For
Jacobi-Angelesco polynomials one has also endpoints at 1 and −1, but these are
endpoints of only one weight function. The Mehler-Heine asymptotics around
those points would be in terms of Bessel functions Jα (for the endpoint −1) and
Jβ (for the endpoint 1). For Jacobi-Pin˜eiro polynomials one also has a common
endpoint at 1, but the weights all have the same behavior O((1 − x)β) near
that endpoint. The asymptotic behavior around the endpoint 1 has not been
analyzed yet, but I expect it will be in terms of the Bessel function Jβ rather
than in terms of the generalized Bessel function.
The Mehler-Heine asymptotics for Jacobi-Angelesco polynomials on [−a, 0]∪
[0, 1] with a > 0 but a 6= 1 was obtained by Takata in [18]. When the two
intervals are not of equal length, then the Mehler-Heine asymptotics is in terms
of the Bessel function. This is because for a 6= 1 the zeros of the Jacobi-
Angelesco polynomials accumulate on [−a, 0] ∪ [a∗, 1] with a∗ > 0 when a < 1,
or on [−a, a∗] ∪ [0, 1] with a∗ < 0 when a > 1. These intervals are not touching
and 0 is a hard edge for only one interval, whereas a∗ is a soft edge for the
other interval. For one hard edge one gets Bessel functions, for two hard edges
one gets the limit function from Theorem 1 involving the generalized Bessel
function.
For the Jacobi-Angelesco polynomials (Theorem 1) we only considered the
asymptotic behavior for the polynomials Pn,n, and in Theorems 6–7 we only
considered the asymptotic behavior for the multiple orthogonal polynomials
Pn,n, Pn+1,n. This is because we do not have an explicit expression of the mul-
tiple orthogonal polynomials Pn,m when |n−m| > 1. For the Jacobi-Angelesco
polynomials, however, we have a Rodrigues formula of the form
(1 + x)αxβ(1 − x)γPn,n+k(x)
= Cn
dn
dxn
(
(1 + x)n+αxn+β(1− x)n+γP (n+α,n+β,n+γ)0,k (x)
)
,
where P
(n+α,n+β,n+γ)
0,k is the orthogonal polynomial of degree k for the weight
function (1 + x)n+αxn+β(1 − x)n+γ on [0, 1], so one needs to take the Mehler-
Heine asymptotics for this polynomial into account as well. This can be done
for fixed k but the analysis becomes more difficult when k is allowed to go to
12
infinity as n → ∞. In that case it is possible that the zeros accumulate in
[−1, a∗]∪ [0, 1] with a∗ < 0, so that one again deals with a soft edge at a∗ and a
hard edge at 0, so that it is expected to find Mehler-Heine asymptotics around
0 in terms of the Bessel function Jβ.
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