It is commonly held that language is largely lateralized to the left hemisphere in most individuals, whereas spatial processing is associated with right hemisphere regions. In recent years, a number of neuroimaging studies have yielded conflicting results regarding the role of language and spatial processing areas in processing language about space (e.g., Carpenter, Just, Keller, Eddy, & Thulborn, 1999; Damasio et al., 2001) . In the present study, we used sparse scanning event-related functional magnetic resonance imaging (fMRI) to investigate the neural correlates of spatial language, that is; language used to communicate the spatial relationship of one object to another. During scanning, participants listened to sentences about object relationships that were either spatial or non-spatial in nature (color or size relationships). Sentences describing spatial relationships elicited more activation in the superior parietal lobule and precuneus bilaterally in comparison to sentences describing size or color relationships. Activation of the precuneus suggests that spatial sentences elicit spatial-mental imagery, while the activation of the SPL suggests sentences containing spatial language involve integration of two distinct sets of information -linguistic and spatial.
Introduction
Many aspects of language processing are localized to the left hemisphere in the majority of people, as originally suggested by Dax (1865) and later by Paul Broca in 1865 (Broca, 1865; Manning & Thomas-Antérion, 2011) . Conversely, spatial processing is primarily localized to the right hemisphere (Witelson, 1976) . These observations were originally established on the basis of patient studies showing consistent links between language impairments and left hemisphere damage, particularly in specific frontal and temporal regions, and between impaired spatial processing and right hemisphere damage (e.g., Dronkers, Redfern, & Knight, 2000; Karnath, Berger, Küker, & Rorden, 2004) . More recently, this distinction has been further corroborated by brain imaging studies using different techniques, such as positron emission tomography (PET), functional magnetic resonance imaging (fMRI), transcranial magnetic stimulation, and functional transcranial Doppler sonography (e.g., Duecker, Formisano, & Sack, 2013; Gutierrez-Sigut, Payne, & MacSweeney, 2015; Richardson, Fillmore, Rorden, Lapointe, & Fridriksson, 2012) .
Although the neural circuits underlying the two types of processes are likely distinct, linguistic and spatial processing must interface to some degree, as in the case of ''spatial language," which allows language users to communicate about the location of objects (Chatterjee, 2001) . Although different languages encode spatial relations in slightly different ways, spatial language is generally characterized by a systematic schematization of space and the use of one region (the ''ground") to describe the location of another (the ''figure"; Bowerman, 1996; Levinson, 2003; Talmy, 2000) . In many languages, this spatial language hinges on a small set of closed-class words (Landau & Jackendoff, 1993) . For example, in English, spatial descriptions involve a relatively small number of prepositions (in, on, etc.) used to describe the location of a figure in terms of its spatial relation to a ground (e.g., the bird [figure] is in the tree [ground] .) The universal properties of the language of space suggests that this aspect is unique within language, but its relation to general spatial processing in the brain remains unclear. this type of language processing involve neural circuitry that is shared by more general nonlinguistic spatial processing? The research we report here aims to address this question by examining the neural basis of the language of space. Before describing our research in detail, we provide a short review of the existing literature.
Brain bases of spatial language
Landau and Jackendoff (1993) proposed that the schematization found in spatial language reflects the properties of the underlying neural circuits. Building upon evidence for the existence of separate dorsal and ventral pathways in the visual system (e.g., Ungerleider & Haxby, 1994; Ungerleider & Mishkin, 1982) , Landau and Jackendoff theorized that processing spatial language engages the dorsal visual pathway, which is important for identifying the location of objects (the ''where" system), whereas object descriptions and identification engage the ventral system, which is important for object recognition (the ''what" system). In line with this prediction, a number of neuroimaging studies found evidence for the involvement of the parietal lobe in processing spatial language (e.g., Carpenter, Just, Keller, Eddy, & Thulborn, 1999; Damasio et al., 2001; Emmorey et al., 2005; Noordzij, Neggers, Ramsay, & Postma, 2008; Wallentin, Weed, Østergaard, Mouridsen, & Roepstorff, 2008) . Damasio et al. (2001) showed that naming spatial relationships compared to object naming evoked activity in the left inferior parietal lobe. Interestingly, when the spatial relation task was compared to a control task involving normal or inverted faces, which also contains a spatial component, differences in activation were found only in left frontal and temporal regions, but not in any parietal regions. This further supports the role of the left parietal regions in spatial processing and spatial language.
A series of patient studies by Kemmerer and Tranel further supports the role of left parietal regions in spatial language (Kemmerer & Tranel, 2003; Tranel & Kemmerer, 2004) . Kemmerer and Tranel (2003) found a double dissociation: damage to the left frontal operculum was associated with deficits in understanding action verbs, whereas damage to the left inferior and superior parietal regions was associated with deficits in understanding locative prepositions. In a follow-up study, Tranel and Kemmerer (2004) examined six patients who showed pervasive deficits in processing spatial language and found that these deficits were associated with damage to the posterior left front operculum, inferior left parietal operculum, and the underlying white matter. Together, these results provide further support for the involvement of left parietal and frontal regions as well as the connective path between them in spatial language processing.
While the evidence reviewed so far suggests that spatial language is left lateralized, other evidence might be taken to suggest bilateral involvement. An early study on language comprehension using fMRI found that comparing spatial descriptions (a linguistic task component) to spatial configurations of objects (a visuospatial task component) was associated with increased activity in the posterior left temporal gyrus but also in visuospatial parietal areas bilaterally (Carpenter et al., 1999) . However, given the nature of the picture comparison task, the bilateral parietal involvement may be more explicitly related to visuospatial processing, as opposed to spatial language per se. Wallentin, Østergaard, Lund, Østergaard, and Roepstorff (2005) similarly found bilateral frontal and parietal activity associated with the processing of sentences describing movement towards concrete spatial locations (e.g., into the labyrinth), while movement towards abstract locations (e.g., into madness) evoked more left-lateralized activity. Examining the BOLD activation associated with answering spatial vs. non-spatial recall questions about the figures in a previously viewed scene, Wallentin, Roepstorff, Glover, and Burgess (2006) found that recalling spatial information led to bilateral activation of the precuneus, and Wallentin et al. (2008) found a very similar finding when participants comprehended descriptions of scenes presented via headphones. Thus, while there is consistent evidence for lateralization of spatial processing to the right hemisphere and language processing to the left hemisphere, there is little consensus as to whether or not spatial language processing is predominantly unior bi-lateral.
While the language of space in spoken languages is largely schematic (Landau & Jackendoff, 1993) , sign languages, perhaps as a function of their use of the visuospatial medium, employ much richer spatial language that is capable of expressing spatial relations in great accuracy. Comparing the neural activation of individuals fluent in both English and American Sign Language (ASL) using PET, Emmorey et al. (2005) found significant bilateral activation of the parietal cortex during production of spatial language, regardless of whether this production was in English or ASL; however, greater activation of the right parietal cortex was associated with production in ASL. This greater activation may, in part, be due to the visual-to-motoric transformation of language that is necessary in ASL production (Emmorey et al., 2005) . However, this difference in parietal recruitment between the two languages may also reflect an asymmetry between the right and left parietal lobes, with the right parietal lobe possibly specializing in precise spatial coordinates and the left in categorical spatial relations (Castelli, Glaser, & Butterworth, 2006; Kemmerer & Tranel, 2000; Kosslyn, Sokolov, & Chen, 1989) . Notably, ASL has two alternative spatial constructions: classifier predicates, in which detailed spatial relationships can be communicated, and prepositions, a closed class of words similar to English prepositions in that they only express categorical spatial relations (Emmorey et al., 2002) . Neuroanatomically, these two constructions are quite distinct, with the classifier constructions employing bilateral parietal regions, and the ASL prepositions more left lateralized (Emmorey et al., 2002) . Thus, the inherently spatial medium used by sign language appears to allow for the usage of a precise coordinate system in the right parietal lobe for certain types of spatial descriptions, whereas spoken English spatial descriptions and ASL spatial prepositions recruit the left categorical system (Emmorey et al., 2002 (Emmorey et al., , 2005 .
In summary, although the question of whether spatial language processing is left lateralized or bilateral is of theoretical importance in that it can inform the understanding of hemispheric specialization, previous results are inconsistent. One goal of the present research is to test whether processing spoken English spatial description is bilateral or dominantly left lateralized.
Regions of the parietal lobe in spatial language
Although most studies of spatial language have implicated the parietal regions, there is little agreement about which specific parietal areas are involved. Implicated areas include the parietal lobule as a whole, the supramarginal gyrus, the intraparietal sulcus, the superior parietal lobule (SPL) and the precuneus (e.g., Carpenter et al., 1999; Damasio et al., 2001; Emmorey et al., 2002 Emmorey et al., , 2005 Kemmerer & Tranel, 2003; Wallentin et al., 2005 Wallentin et al., , 2006 Wallentin et al., , 2008 . In particular, the supramarginal gyrus (SMG) has been implicated in many studies, though only in the left hemisphere (Damasio et al., 2001; Emmorey et al., 2002 Emmorey et al., , 2005 Kemmerer & Tranel, 2000; Tranel & Kemmerer, 2004) . Carpenter et al. (1999) and Emmorey et al. (2005) also found activation of the right SMG and right precuneus. Wallentin et al. (2005 Wallentin et al. ( , 2006 Wallentin et al. ( , 2008 also found bilateral activation of the precuneus across three very different types of spatial linguistic tasks.
There are a number of possible reasons for the inconsistencies seen across neuroimaging studies of spatial language. First, the stimuli used to elicit activation for spatial language have varied widely across studies, including: actual photographs of objects (e.g., Amorapanth, Widick, & Chatterjee, 2010; Damasio et al., 2001; Kemmerer & Tranel, 2003) , line drawings of objects (e.g., Carpenter et al., 1999; Damasio et al., 2001; Kemmerer & Tranel, 2003; Noordzij et al., 2008) , computer-generated images (e.g., Wallentin et al., 2006) , and linguistic stimuli (e.g., Noordzij et al., 2008; Wallentin et al., 2008) . The results from studies that have relied on pictorial stimuli are especially difficult to interpret because the parietal activation found in these studies may have been linked to a combination of visual and spatial process, instead of a spatial-linguistic process. To examine this possibility, Noordzij et al. (2008) used both verbal and mixed verbal-pictorial sets of stimuli and contrasted spatial to non-spatial sentences. They found that regardless of the context of the information (verbal-only or verbal-visuospatial), the left SMG was activated in response to locative prepositions. No activation was found in the right hemisphere or in other parts of the left hemisphere. However, because Noordzij et al. only report their results from contrasts that includes both the verbal and pictorial stimuli, and because they also included the hemodynamic activation elicited by the decision making part of their task, it is still unclear whether their results reflect the processing of spatial language, the visual stimuli, or the decision-making aspects of the task. Indeed, a general difficulty in comparing the results of existing spatial language studies is that they employed different tasks and the reported analyses often include activations associated with task performance together with the activation associated with the spatial processing under investigation. For example, frontal cortical activity may be a result of using explicit decision-making process in some conditions (e.g., Damasio et al., 2001) .
Given the limitations of previous work, the present study aimed to carefully examine differences in brain activation between spatial and non-spatial language without the confounding effects of visual stimuli or the activation associated with the performance of a secondary task. We employed sparse scanning, an fMRI sequence in which the scanner is turned on intermittently, so as to allow the presentation of auditory stimuli without any scanner noise. In order to achieve a tight comparison between spatial and non-spatial language we contrasted the comprehension of spoken sentences that described spatial relations between objects using locative prepositions with sentences that described visual non-spatial relations between objects (size and color). To ensure participants were processing the sentences for comprehension, on some trials, participants had to make a judgment about whether a picture shown after a short delay matched the preceding sentence. Importantly, we did not include the data from these (overt response) trials in the analyses in order to isolate the brain activation associated with processing the sentences without any confounds from either visual processing or the judgment task. Our research specifically aimed to test whether processing spatial language is bilateral or left lateralized and ascertain which specific areas in the parietal lobe are involved.
Method

Participants
Seventeen participants (15 female, 2 male, age 18-25 years) with no history of neurological disorders or psychiatric illness participated in the study. All participants were native speakers of English, were right handed, and had normal or corrected-tonormal vision. Participants were screened to ensure their safety in the scanner. All participants gave informed consent as approved by the Institutional Review Board at the University of South Carolina.
Stimuli
24 spatial and 24 non-spatial sentences were constructed. Each sentence described the relationship of one geometric shape to another and lasted approximately 2-2.5 s. Non-spatial sentences included information about the brightness or size of one shape in relation to the other; spatial sentences contained information about the horizontal or vertical spatial relationship of one shape to the other (see Table 1 for example sentences). The spatial condition included an equal numbers of left, right, above, and below (6 each, for a total of 24 sentences). Non-spatial comparisons had 6 each of light, dark, small and large, also for a total of 24 sentences. Sentences consisted of 6-8 words and the two conditions had an overall similar number of words, t(23) = 1. 6, p = 0.12. Stimuli were digitally recorded with an audio interface in a sound booth.
fMRI task and procedure
Participants underwent a 6-min T1-weighted scan and a 16-min functional sparse scanning sequence. During the sparse scanning sequence, participants listened to 96 sentences from two conditions (non-spatial and spatial) such that each sentence was heard twice by each participant. The sentences was presented via noise-attenuating MRI-compatible headphones (Resonance Technology). The order of sentence presentation was randomized for each participant. Wait times presented before and after auditory stimuli were randomly jittered to increase power and adequately sample the hemodynamic response (see Fig. 1 for a schematic of an experimental trial).
After 20% of the sentence trials, a visual image consisting of two geometric shapes in a configuration that either matched or did not match the preceding sentence was presented for 2 s. There was an equal number of matching and non-matching trials in the experiment. Visual stimuli were projected using a back-projection mirror mounted on the head coil and a projection screen located at the end of the scanner. Visual stimuli were counterbalanced across all shapes (circles, squares, triangles), colors, sizes, and spatial configurations. Geometric shapes were presented in either black or grey for the ''brighter or darker" condition and were either 2 cm or 5 cm in the ''smaller or larger" condition (see Fig. 2 for example visual stimuli). Visual comparisons were designed to be easy so as to not influence the next trial. Inter-stimulus intervals averaged 7.4 s and were jittered between 3.2 and 9.16 s. Participants were not informed of when a visual image might appear. The participant was required to decide whether the visual image matched the preceding sentence with a button press. Button presses were recorded using an MRI-compatible glove. However, as these trials introduced activity (e.g. decision-making, motoric) not relevant to the primary research question, they were not included in the functional analysis. Accuracy performance on these trials was monitored. All stimuli and responses were presented and recorded using E-Prime presentation software (Psychology Software Tools Inc., Pittsburgh, PA). Table 1 Examples of spatial and non-spatial stimuli.
Type of stimuli Example
Spatial ''The square is to the left of the circle." ''The triangle is below the square." Non-spatial ''The square is lighter than the circle." Brightness comparison ''The triangle is darker than the circle." Non-spatial ''The square is larger than the circle." Size comparison ''The triangle is smaller than the square."
MRI data acquisition
Scanning was performed using a 3T Siemens Trio MRI scanner equipped with a 12-channel headcoil (Munich, Germany). The anatomical scans were a TFE (MPRAGE) sequence. This employs a TI of 900 ms, a delay of 2250 ms between TFE shots and a 90 degree flip angle, with a very short TE (4.5 ms). This sequence is capable of collecting a 1 mm isotropic volume (256 Â 256 Â 160 mm). For the purpose of fMRI data acquisition, a total of 322 echo-planar imaging (EPI) volumes were acquired in each session (36 axial slices, 3.2 mm thick, no slice gap). Other parameters for the functional scanning sequence were as follows: TR = 10 s (long TR was necessitated by the sparse scanning technique), TI = 2 s, TE = 30 ms, matrix = 64 Â 64 voxels, flip angle 90°. Voxels were 3 mm 3 .
Sparse scanning was employed so that participants would be able to clearly hear the auditory stimulus without interference from scanner noise. In sparse scanning, the stimulus is presented during a pause in scanning, after which a whole head volume is collected. A TR of 10 s was chosen so that the modeled hemodynamic response delay of approximately 6 s was recorded following each auditory stimulus. Due to the random presentation of stimuli, a three-column custom timing event file was recorded during testing for each participant and was input at the lower-level analysis for each participant. The timing event file included: the timing of stimulus presentations, the length of each stimulus, and the weighting of each stimulus, which was set at a constant '1' because our design did not include differential stimuli weighting. This design was then convolved with a double-gamma HRF function, a setting that combines two gamma functions: the first modeling the standard known gamma lag of the HRF function and a second, smaller gamma function attempting to model the undershoot following most spikes in hemodynamic responses.
fMRI data analysis
All preprocessing and statistical analyses were performed using FEAT (FMRI Expert Analysis Tool) Version 6.00, part of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). Registration to the high resolution structural images was carried out using FLIRT ( 2001). Registration from high resolution structural to standard Montreal Neurological Institute 152 1 mm space (Jenkinson et al., 2002) was then further refined using FNIRT nonlinear registration (Andersson, Jenkinson, & Smith, 2007a , 2007b . Preprocessing of the fMRI data included motion correction using MCFLIRT (Jenkinson et al., 2002) , non-brain removal using BET (Smith, 2002) , spatial smoothing using a Gaussian kernel of FWHM 8.0 mm, mean intensity normalization, and highpass temporal filtering (Gaussian-weighted least-squares straight line fitting, with sigma = 45.0 s). For lower-level analyses, the cortical activation of each participant was modeled with separate regressors for the spatial language condition, non-spatial language condition, question trials with spatial language and yes answer, question trials with spatial language and no answer, question trials with non-spatial language and yes answer, and question trials with non-spatial language and no answer. The model also included the first (temporal) derivative of these regressors. Although the average motion estimated by MCLIRT for all participants was smaller than 3 mm, we sought to further reduce motion artefacts by including in the model the six motion covariates generated by MCFLIRT for each participant. We then calculated two contrasts using only the spatial language and non-spatial language regressors: spatial > nonspatial and non-spatial > spatial. Z-statistic images were created for the two contrasts for each participant and high-level analysis was conducted by averaging across participants' individual Zmaps. Cluster correction was used to address family-wise error using Z > 2.3 and p < 0.05 threshold criteria (Beckmann, Jenkinson, & Smith, 2003; Worsley, Evans, Marrett, & Neelin, 1992; Worsley, 2001 ).
Results
Behavioral results
The accuracy on trials including visual stimuli was analyzed to ensure that participants were paying attention to the auditory stimuli. As participants did not know on which trials these visual targets would appear, low accuracy would indicate that the participant was not paying attention to the stimuli and/or did not understand the task. Data from one participant were excluded due to chance performance in the comprehension task (43.75% correct.) The accuracy of the remaining participants ranged from 68.75 to 100% (mean = 91.80%, SD = 8.1), representing performance better than chance at a p < 0.1 level. This non-conservative criterion for above-chance performance was chosen so as to minimize data loss. Performance of the remaining 16 participants (14 female) on spatial items (mean = 89.71%, SD = 16.1) was not significantly different than performance on non-spatial items (mean = 93.38%, SD = 10), t (15) = 0.77, p = 0.45.
fMRI results
The key data in this experiment concerned brain activation related to the two language conditions which we analyzed through the spatial > non-spatial and non-spatial > spatial contrasts.
Spatial > Non-spatial. This contrast revealed one significant cluster showing greater activation in the spatial than in the non-spatial condition. This cluster included bilateral regions including the SPL, Precuneus, and the parietal/occipital juncture (see Fig. 3 and Table 2 ) with both hemispheres showing similar activation for this contrast. To further test whether this activation was truly bilateral we followed this whole-brain analysis with Region of Interest (ROI)-based lateralization analyses focusing on regions included in the cluster: the left and right SPL, Precuneus, and the Superior Occipital Gyrus. Following the general method used in Wallentin, Michaelsen, Rynne, and Nielsen (2014) for analyzing laterality effects, we used the Oxford Harvard Anatomical Atlas included with FSL in order to identify the SPL, Precuneus and the Lateral Occipital Cortex, superior division bilaterally, and then split these anatomical ROIs to their left and right parts. We then used FEAT-QUERY to extract the mean% signal change in these regions in the spatial and non-spatial language conditions relative to the fixation baseline in each participant, and then calculated laterality scores for each condition for each participant by subtracting the activation in the right from the activation in the left. Paired ttests contrasting these laterality scores in the spatial language and the non-spatial language conditions found no difference in lateralization between the two conditions in either the SPL (mean spatial = 0.061, mean non-spatial = 0.051, t(15) < 1), Precuneus (mean spatial = 0.067, mean non-spatial = 0.079, t(15) = 1.74, p > 0.1), or the Superior Lateral Occipital Cortex (mean spatial = 0.070, mean non-spatial = 0.032, t(15) = 1.51, p > 0.1). This analysis revealed that the spatial vs. non-spatial contrast resulted in similar increased activation for spatial language within the left and right SPL, within left and right Precuneus, and within the left and right Superior Occipital Cortex.
Non-Spatial > Spatial. This contrast revealed two significant clusters showing greater activation in the non-spatial than in the spatial condition. Both clusters included left frontal regions. One cluster included inferior frontal regions and the other superior frontal regions (see Table 2 and Fig. 3 ).
Discussion
Sentences describing spatial relationships elicited significantly more activation than sentences describing non-spatial visual relationships in the superior occipital lobe as well as in two parietal areas: the precuneus and the SPL. Importantly, these differences were observed in both hemispheres thus supporting the involvement of the parietal lobe in processing spatial language bilaterally during spoken language comprehension. Our careful comparison of spatial vs. non-spatial visual descriptions together with our use of auditory linguistic stimuli in a sparse scanning design that excluded explicit decision-making trials lends credence to interpreting these activations as indicating the specific processing of spatial language. We also found that non-spatial sentences elicited greater frontal activation than spatial sentences and that activation was left lateralized. We discuss each of these findings in turn.
Previous research on the neural bases of spatial language has been inconclusive with respect to lateralization with some studies reporting activation in only the left hemisphere (e.g. Damasio et al., 2001; Kemmerer & Tranel, 2003; Tranel & Kemmerer, 2004) and others reporting bilateral activation (e.g. Carpenter et al., 1999; Wallentin et al., 2005 Wallentin et al., , 2006 Wallentin et al., , 2008 . The question of whether there are hemispheric differences in processing spatial language is important because it bears on central claims related to hemispheric specialization. For example, Emmorey et al. (2005) finding of bilateral activation in bilingual speakers using ASL to describe space as opposed to left lateralized activation when using English has been interpreted as supporting the right hemisphere's greater involvement in processing spatial information, which is more critical for ASL than for English. Similarly, Emmorey et al. (2002) finding of greater left activation when processing ASL prepositional spatial language than when processing ASL classifiers has been attributed to the right hemisphere's specialization for processing detailed information vs. the left hemisphere specialization for processing schematic information. Our results, however, indicate that, in a tightly controlled comparison between spatial and non-spatial descriptions, the spatial descriptions result in more activation bilaterally. This indicates that despite their grammatical function and inherent schematic meaning, spoken English prepositions are processed by both hemispheres. Our results thus suggest that previous reports of hemispheric differences in processing spatial language could have resulted from measuring responses to visual stimuli (e.g., Tranel & Kemmerer, 2004) , task demands (see Noordzij et al., 2008) or, in the case of the sign language studies, their inherently spatial medium (e.g., Emmorey et al., 2002 Emmorey et al., , 2005 . Similarly, the fact that Noordzij et al. (2008) and Damasio et al. (2001) who found inferior rather than superior parietal regions associated with spatial vs non-spatial language likely also reflects the complexity of task and involvement of visual stimuli in these studies. Our study is unique in that we only analyzed response to spatial vs. non-spatial language in trials that required no response and involved no visual stimuli at all.
We now turn to discuss the specific regions activated in our study. Our finding of precuneus activation supports previous claims that this region is more strongly activated when processing spatial descriptions than when processing visual non-spatial descriptions (Emmorey et al., 2005; Wallentin et al., 2008) . Given the likely role of this region in mental imagery (Bonda, Petrides, Frey, & Evans, 1995; Knauff, Fangmeier, Ruff, & Johnson-Laird, 2003) , our results are consistent with the notion that processing spatial language entails considerable mental imagery resources. Although it could be argued that our task forced participants to generate mental images in order to respond to the actual images, all of the stimuli in the present study involved mental imagery (e.g. visualizing a spatial relationship or a non-spatial relationship between two shapes). Critically, the trials involving imagery of spatial relationships elicited greater precuneus activation than those that did not, suggesting a greater role of the precuneus and mental imagery in processing spatial descriptions than in the processing of non-spatial visual descriptions. Furthermore, we were careful not to include data from trials in which participants were asked to respond, making it less likely that our data reflects a task specific response that is not representative of language more generally. Finally, the fact that greater activation in the spatial language conditions also extended to superior occipital regions further supports the interpretation of these activations as reflecting mental imagery. Our finding of greater precuneus activation are similar to those of Emmorey et al. (2005 Emmorey et al. ( , 2013 with ASL users, and show that these findings were not just a reflection of the visual-spatial modality of ASL, but a more general reflection of spatial language processing in general. Additionally, Wallentin et al. (2006 Wallentin et al. ( , 2008 found bilateral precuneus activation in spatial recall tasks, taxing spatial working memory and imagery of spatial relations. The authors link their findings to imagery. The other region our study found to be more strongly activated by spatial language than by non-spatial language was the SPL. The superior parietal cortex in general has been associated with the manipulation of information in working memory (Koenigs, Barbey, Postle, & Grafman, 2009) , processing of spatial relationships in both American and British Sign Language (Emmorey et al., 2005; MacSweeney et al., 2002) , and spatial attention in general (Corbetta, Miezin, Shulman, & Petersen, 1993) . The SPL, in particular, has been associated with a number of functions related to spatial attention, such as shifting spatial attention (Molenberghs, Mesulam, Peeters, & Vandenberghe, 2007) , the communication of location and spatial classifiers in ASL (Emmorey, McCullough, Mehta, Ponto, & Grabowski, 2013; Emmorey et al., 2002 Emmorey et al., , 2005 , maintaining an internal representation of body position (Wolpert, Goodbody, & Husain, 1998) , integrating audiovisual information (Molholm et al., 2006) , coordinating actions in space (Segal & Petrides, 2012) , completion of spatial mental tasks, such as mental mazes (Jerde et al., 2008) , keeping track of referents in discourse (Almor, Smith, Bonilha, Fridriksson, & Rorden, 2007) , and the representation and processing of plural entities in language comprehension (Boiteau, Bowers, Nair, & Almor, 2014) . The varied functions of the SPL in spatial attentional processes are of particular interest to the present study, which was primarily a study of language, not of spatial attention.
As previously mentioned, studies of sign languages have revealed significant parietal activations including the SPL in constructions involving spatial information relative to signing nouns or object names (Emmorey et al., 2002 (Emmorey et al., , 2005 (Emmorey et al., , 2013 MacSweeney et al., 2002) . One possible explanation of this finding relates to Wolpert et al. (1998) suggestion that the SPL plays a key role in maintaining awareness of the state of the body and keeping an internal representation of the body. Wolpert and colleagues specifically argued that the SPL has an integrative role with regard to multisensory kinesthetic information. Molholm et al. (2006) similarly argued that the SPL is involved in the spatial processing of the multisensory stimuli. The role of the SPL in kinesthetic integration and in maintaining body awareness may suggest that the role of the SPL in studies of sign language may be due to the use of the body in communication in sign language. Such awareness is clearly necessary when using sign language due to the highly visual spatial nature of the medium and the importance of the personal space of signers for making various linguistic distinctions. Despite making general sense, this explanation is insufficient because spatial constructions but not non-spatial constructions result in SPL activation in both ASL (Emmorey et al., 2002 (Emmorey et al., , 2005 (Emmorey et al., , 2013 and BSL (MacSweeney et al., 2002) . This activation suggests that the SPL may be preferentially activated for the integration of linguistic and spatial information in sign languages beyond the activation suggested by the modality of sign languages themselves. Indeed, our own results suggest that the SPL has a unique role in spatial language that goes beyond the keeping track of body position and location (e.g., Emmorey et al., 2013; MacSweeney et al., 2002) and sensorimotor information (e.g. Molholm et al., 2006; Wolpert et al., 1998) that is necessary when using sign language.
We instead believe that the involvement of SPL in processing spatial language reflects its role in maintaining and integrating multiple representations that are characterized by a configurational relation in which one representation is defined in terms of its configurational relation to another. In the case of spatial descriptions, this configuration expresses the location of one object (the figure) in terms of another (the ground) (Landau & Jackendoff, 1993) . This explanation is compatible with Molenberghs et al. (2007) who suggest that the SPL is involved in spatial attention to spatial configurations of stimuli, whereas inferior parietal regions were involved in attention to individual features of visual stimuli.
The involvement of the SPL has been demonstrated in a number of other language studies. For example, Almor et al. (2007) examined reference tracking when repeated references were established using repeated names vs. pronouns and found greater SPL activation for the repeated names. They suggested that this activation may be indicative of multiple discourse representations being created through the repetition of names and the subsequent effort required in order to track these multiple representations and integrate them into a single one (Almor et al., 2007) . Boiteau et al. (2014) found activation of the SPL for the maintenance and processing of multiple referents vs. a plural entity, again suggesting that the SPL plays a role in keeping track and integrating multiple linguistic representations. Together, the results of these and the current study are consistent with the idea that during language processing, the SPL serves the role of maintaining multiple representation that participate in a spatial or other structured configuration during language processing.
Finally, the non-spatial condition found two foci of activation in the left frontal cortex: inferior and superior. While we did not anticipate this finding, other studies have indeed reported similar effects. For example, the non-spatial vs. the spatial condition in Wallentin et al. (2008) turned up activation in BA 45, 47, 8, and 9. Indeed, these regions are widely reported to be involved in linguistic processing (Broca, 1861; Dapretto & Bookheimer, 1999; Richardson et al., 2012; Rogalsky, Matchin, & Hickok, 2008; Wallentin et al., 2006) . This finding may provide some clue as to how participants were performing the non-spatial version of the task: as opposed to generating and maintaining a mental image of the different figures, they were encoding them linguistically. Although linguistic processing and representation were required in the spatial condition as well, our imaging results suggest that these conditions engaged spatial and not just linguistic representations.
Future studies of the neural representations of spatial language should focus on better understanding the relative role of the precuneus and SPL in these processes. For instance, future studies should examine the difference between complex and simple spatial relationships and the difference in processing associated with comprehension of complex stimuli. Further, the role of the SPL in multisensory integration (e.g. Molholm et al., 2006) may be related to integrative processes similar to those in the present study, thus suggesting a role of the SPL in integration in general, or SPL activations may be different for audiovisual integration as opposed to integration involving spatial information, as suggested by Molenberghs et al. (2007) . Future studies should address this possibility and further elucidate the role of the SPL, given its consistent involvement in integration of linguistic information (e.g. Almor et al., 2007; Boiteau et al., 2014) .
In conclusion, the present study shows that spatial information communicated through spoken language elicits bilateral superior occipital activation as well as of the precuneus and the SPL, two brain areas involved in spatial information processing. While the precuneus has been implicated in studies of ASL and mental imagery, the SPL has been implicated in a wide range of studies involving the integration of multisensory information (e.g., Molholm et al., 2006; Wolpert et al., 1998) , the coordination of neural systems for language and motor functions (Rushworth, Behrens, & Johansen-Berg, 2006; Segal & Petrides, 2012) , and in the shifting of attention between locations (Molenberghs et al., 2007) . With respect to spoken language comprehension, superior occipital regions and precuneus could support mental imagery evoked by spatial descriptions while the SPL may support the representation and processing of linguistically described spatial relationships.
