Quantitative proteomic mass spectrometry involves comparison of the amplitudes of peaks resulting from different isotope labeling patterns, including fractional atomic labeling and fractional residue labeling. We have developed a general and flexible analytical treatment of the complex isotope distributions that arise in these experiments, using Fourier transform convolution to calculate labeled isotope distributions and least-squares for quantitative comparison with experimental peaks. The degree of fractional atomic and fractional residue labeling can be determined from experimental peaks at the same time as the integrated intensity of all of the isotopomers in the isotope distribution. The approach is illustrated using data with fractional 15 Nlabeling and fractional 13 C-isoleucine labeling. The leastsquares Fourier transform convolution approach can be applied to many types of quantitive proteomic data, including data from stable isotope labeling by amino acids in cell culture and pulse labeling experiments.
Stable isotope labeling in cells coupled with mass spectrometry has many important applications in the analysis of protein expression, modification, turnover, and metabolism.
1 Cells and organisms can be isotopically labeled by supplying labeled precursors in the form of nutrients such as amino acids, glucose, and ammonia. These labeled precursors are incorporated into proteins, whose resulting isotope labeling patterns reflect their abundance and the dynamics of protein synthesis and turnover. The era of quantitative proteomics began with experiments where mixtures of unlabeled control cells and 15 N-labeled or isotope depleted test cells were quantitatively analyzed to determine protein expression and phosphorylation levels.
2,3 More recently, the SILAC technique was developed based on specific amino acid labeling of cells for quantitative analysis of protein expression, modification, and turnover. [4] [5] [6] The two basic classes of quantitative metabolic labeling approaches are the stable isotope labeling by amino acids in cell culture (SILAC) experiments and pulse labeling experiments, both of which have been implemented in a variety of ways. 7 In the SILAC method, independent samples are prepared with different labeling patterns that are mixed prior to mass spectrometry analysis. For pulse labeling experiments, labels that are added to the growth medium are taken up to metabolically label the proteome, which generates fractionally enriched proteins from a single sample. The isotopically labeled species in the latter of these two types of experiments have been produced either by atombased labeling with a 15 N-ammonia or a 13 C-labeled carbon precursor in C. elegans, Drosophila, 8 and Arabidopsis 9 or by residue-based labeling with 15 N-, 13 C,-or 2 H-labeled amino acids in Plasmodium. 9 In both classes of experiments, quantitative comparison of the intensity of peaks from unlabeled and isotopically labeled peptides is an essential but complex and timeconsuming step in the analysis of the resulting proteomic data.
One common complication in quantitative proteomic analysis is the occurrence of fractional isotope labeling due to the presence of unlabeled metabolites, resulting in complex isotopomer distributions in the observed spectra. 7 The growth of simple organisms on 15 N-ammonium ions as the nitrogen source can result in fractional atom labeling of the proteins where the nitrogen atoms are composed of a statistical mixture of 14 N and 15 N atoms. The growth of more complex organisms on labeled amino acids can result in fractional residue labeling, where there is a statistical mixture of unlabeled and labeled residues. Most cellular labeling protocols are specifically adapted to maximize labeling extent and minimize metabolic scrambling to simplify the final data analysis. However, for experiments involving higher organisms, it can be difficult to achieve high isotopic enrichment in the required diet. For example, the metabolic labeling of chickens with feed containing 2 H 8 -valine resulted in ∼35% fractional residue labeling of valine residues, leading to complex isotope distributions for * To whom correspondence should be addressed. E-mail: jrwill@scripps.edu. Fax: 858-784-2199.
( peptides containing multiple valine residues. [10] [11] [12] A study of protein turnover in humans and rats achieved fractional atom labeling of only several percent by labeling with 2 H 2 O. 13 In contrast, metabolic labeling of C. elegans and Drosophila was achieved with a diet of 15 N-labeled bacteria and yeast, respectively, resulting in ∼95% fractional atom labeling of the entire organism with 15 N. 8 Even in this more favorable case, quantitative analysis of the resulting complex isotope distributions can be difficult.
Quantitation of peak amplitudes has been carried out by a variety of methods, including the use of monoisotopic peak heights and integration of peak areas. Quantitation of the extent of fractional atomic labeling is usually carried out by comparison of the experimental spectrum with a set of calculated isotope distributions.
8,9,14-16 However, there are few general tools for the analysis of large data sets containing complex isotope distributions. Here, we have developed an analytical framework that provides a general solution to the quantitative analysis of arbitrarily complex isotope distributions. Fourier transform convolution provides a straightforward treatment of the isotope distributions of both fractional atom and fractional residue labeling. The relative abundance of species labeled with different isotope patterns can be determined at the same time as the extent of fractional atom labeling and fractional residue labeling. In combination with leastsquares fitting to experimental data, this approach provides a quantitative method that is applicable to a wide variety of proteomic applications. The generality of the method is illustrated by quantitating the peptide peaks resulting from the fractional 15 Nlabeling and fractional amino acid labeling of 30S ribosomal proteins.
Calculation of Isotope Distributions in the µ-Domain. There are two basic approaches to the calculation of isotope distributions for species of high molecular weight and high isotopic complexity. The first is to explicitly evaluate the polynomial coefficients resulting from all the possible combinations of isotopes in the molecule. For large molecules, the polynomials have an extraordinary number of terms, and algorithms have been developed for truncating insignificant terms as the calculation progresses. 17 This method is in widespread use, but the truncation can lead to distortions in the resulting isotope distributions and the results are not exact. 18 The approach used here, originally developed by Rockwood, is to calculate isotope distributions exactly using Fourier transform convolution. [18] [19] [20] There may be computational speed advantages to one or the other algorithm that depend on the molecular weight and number of points calculated, but current desktop computers can compute distributions for peptides in seconds or less. The Fourier transform (FT) convolution method used here requires no approximations and naturally lends itself to the computation of distributions from both fractional atom and fractional residue labeling, as described below.
Mass spectrometry data are recorded with intensity as the dependent variable and with the mass-to-charge ratio as the independent variable (the m-domain). A spectrum of N such points can be represented as S(m k ), k ) 0, 1, 2 . . . N. The mass spectrum has a conjugate Fourier representation as a frequency, s(µ k ), k ) 0, 1, 2 . . . N, which is termed the µ-domain. The m-domain data are real-valued, while the µ-domain frequency representation is complex, and the two spectral representations can be interconverted by discrete forward Fourier transforms (FT) and inverse Fourier transforms (IFT), respectively.
The intensity profile for a particular species can be calculated in the µ-domain prior to IFT by factoring s(µ) into three terms
where f(µ) contains the FT of the isotope distribution as a "stick" spectrum of infinitely sharp peaks, g(µ) is an instrumental line shape function, and h(µ) is a mass offset function. The isotope distribution function f(µ) is calculated as the product of the atomic isotope distributions f j (µ)
where n elements is the number of different elements in the molecule and ν j is the number of atoms of type j in the molecule. The atomic isotope distribution functions F j (m) are obtained by FT of the stick representation of the atomic isotope abundances
where n j is the number of isotopes for atom j, m ij is the exact mass of isotope i for atom j, and a ij is the fractional abundance of isotope i for atom j. The form for the instrument function g(µ) is usually taken to be a Gaussian. As described previously, 19 it is computationally more efficient to move the spectrum toward the origin by a frequency shift in the µ-domain using a heterodyne function, which greatly reduces the number of points that must be calculated. The form for the heterodyne mass offset function is given by
where m hd is the heterodyne mass, or mass shift. The calculated m-domain spectrum S(m) obtained by IFT of s(µ) is shifted toward the origin by m hd . The form of eqs 1-6 is nearly identical to previously described treatments [18] [19] [20] and provides a concise description of a mass spectrum in terms of the isotope distribution, the instrument function, and a mass offset.
In the present work, we apply and extend this analysis to compute isotope distributions commonly encountered in proteomic mass spectrometry experiments. First, a nonlinear leastsquares method is implemented that provides fitted values for peak amplitudes as well as an explicit general treatment of the extent of fractional isotope labeling. Second, an alternative residuebased description of the isotope distribution function is developed that allows a general and flexible description of multiple labeled species with a combination of fractional residue labeling and fractional atomic labeling. The analysis of isotopomer distributions has many important applications in mass spectrometry, and the least-squares Fourier transform convolution (LS-FTC) approach described here facilitates the quantitative interpretation of complex isotope distributions.
EXPERIMENTAL PROCEDURES
Stable Isotope Pulse Labeling of E. coli. E. coliMRE600 (American type culture collection strain 29417), lacking ribonuclease I, was grown at 37°C in M9 glucose minimal medium supplemented with trace metals and vitamins. For the 15 N pulse experiments, the medium was prepared with 0.5 g/L 14 N-ammonium sulfate as the sole nitrogen source. The cells were grown to OD 600 0.5-0.6 and were then pulsed by the addition of 15 N-ammonium sulfate solution directly to the culture, to a final concentration of 2.5 g/L. The culture was grown for an additional 100 min prior to harvest and ribosome preparation. For the 13 C 6 -isoleucine and 2 H 10 -leucine pulse experiments, the minimal medium was supplemented with all 20 amino acids, at concentrations of 1.5-105 mg/L. The concentrations of isoleucine and leucine were 14 and 21 mg/L, respectively. The cells were grown to ∼OD 600 0.6 and were then pulsed by adding the same amount of 13 C 6 -isoleucine and/or 2 H 10 -leucine, respectively. The culture was grown for an additional 30 min prior to harvest and ribosome preparation. Cell growth was stopped by adding crushed ice directly to the culture, followed by incubation for 20 min on ice and harvest by centrifugation at 6000 rpm for 10 min. Cells were stored at -80°C.
Preparation of 30S Ribosomal Peptides. Frozen cell pellets were thawed and resuspended in Buffer A (20 mM Tris-HCl pH 7.5, 100 mM NH 4 Cl, 10 mM MgCl 2 , 0.5 mM EDTA, 6 mM -mercaptoethanol) and then lysed in a bead-beater (Biospec Products, Inc., Bartlesville, OK) using 0.1 mm zirconia/silica beads. Insoluble debris was removed by centrifugation at 31 000g for 40 min. The supernatant was layered onto a 5 mL cushion of 1.1 M sucrose in Buffer B (20 mM Tris-HCl pH 7.5, 500 mM NH 4 Cl, 10 mM MgCl 2 , 6 mM -mercaptoethanol), and the 70S ribosomes were pelleted by spinning at 37 200 rpm at 4°C in a Ti 70.1 rotor (Beckman Coulter, Fullerton, CA) for 22 h. The supernatant was removed, the tube and 70S ribosome pellet were rinsed with Buffer C (50 mM Tris-HCl pH 7.8, 1 mM MgCl 2 , 100 mM NH 4 Cl, 6 mM -mercaptoethanol), and the pellet was resuspended in Buffer C.
The 30S and 50S ribosomal subunits were dissociated at low [MgCl 2 ] concentration (1 mM), and the subunits were separated on 36 mL gradients of 10-40% sucrose in Buffer C in a SW 32 rotor (Beckman Coulter, Fullerton, CA). The gradients were fractionated with a Brandel fractionator, and fractions containing 30S subunits were pooled and the proteins were precipitated by adding 100% w/v (6.1 N) trichloracetic acid (TCA) to 13% final concentration. 21 Samples were incubated on ice for a minimum of 1 h, and for lower protein concentrations the incubation time was extended to overnight. The protein precipitates were pelleted by centrifugation at 16 000g for 20 min at 4°C. The supernatant was removed, and the pellets were rinsed first with ice-cold 10% TCA and then with ice-cold acetone.
The pellets were dried in a Speed-Vac concentrator and then resuspended in 20 µL of 100 mM ammonium bicarbonate in 5% acetonitrile, then 2 µL of 50 mM DTT was added, and the samples were incubated at 65°C for 10 min. Cysteine residues were modified by the addition of 2 µL of 100 mM iodoacetamide followed by incubation at 30°C for 30 min in the dark. Proteolytic digestion of the 30S proteins was carried out by the addition of 2 µL of 0.1 µg/µL modified sequencing-grade porcine trypsin (Promega, Co., Madison, WI) with incubation overnight at 37°C.
21
To stop the digestion, formic acid was added to 0.1% final concentration, and the undigested protein precipitate was removed by centrifugation for 5 min at 20 000g. An 8 µL aliquot of the supernatant was used for the electrospray ionization time-of-flight (ESI-TOF) analysis.
ESI-TOF Mass Spectrometry. The peptide samples were analyzed on an Agilent 1100 Series high-performance liquid chromatography (HPLC) instrument coupled to an Agilent ESI-TOF instrument with capillary flow electrospray (Agilent Technologies, Inc., Santa Clara, CA). The samples (5-8 µL) were injected using an autosampler onto an Agilent Zorbax SB C18 150 × 0.5 mm HPLC column. Peptides were separated on an acetonitrile (ACN) gradient in 0.1% formic acid at a flow rate of 7 µL/ min. The steps of the gradient were 5-15% ACN over 10 min, 15-47% ACN over 48 min, and 47-95% ACN over 4 min. Data were collected over the m/z range of 100-1300. A reference sprayer was used for some samples, which resulted in greater mass accuracy but slightly poorer signal.
Least-Squares Fitting of Peak Profiles. Two important features in the experimental spectrum must be accounted for to perform a least-squares fit to the data. First, the apparent mass in the spectrum is scaled by the inverse of the charge state of the ion. Second, application of the fast FT algorithm (FFT) requires uniform sampling in the m-domain, and experimental spectra have slightly nonuniform sampling where ∆m ∝ m.
The theoretical spectrum S calc (m) is calculated assuming unit charge, with mass as the independent variable. The independent variable for the experimental mass spectrum is the mass-to-charge ratio M ) m/z, where z is the charge on the ion. For comparison with S calc (m), the experimental spectrum must be scaled according to the charge state z. It is straightforward to determine the charge state from the spacing of the peaks in the experimental isotope distribution, which is 1/z, giving the scaled spectrum
Alternatively the calculated spectrum could be scaled, but for leastsquares fitting, scaling the experimental spectrum is done just once prior to fitting, while scaling the calculated spectrum would need to be done at each iteration. The least-squares criterion for comparing a calculated and scaled spectra is given by the reduced -squared formula
where S calc (m i ), S scale (m i ), n obs , and σ i are the calculated spectrum, scaled experimental spectrum, number of points for comparison, and standard error for each point, respectively. In order to use the FFT algorithm for FT convolution, the spectrum must be approximated on a grid of uniformly sampled points with interval ∆m c . For high-resolution spectra with ∆m > 0.01 Da, it is generally sufficient to use ∆m c ) 0.001 Da. The calculated spectrum is computed over the interval of the peak profile, and for each point in S scale (m), the value of S calc (m) with the closest value of m i is used for each residual term in eq 8.
The most efficient least-squares minimization algorithms such as the Levenberg-Marquardt method 22 take advantage of derivatives of the calculated function with respect to the fitting parameters. In addition, the use of derivatives can provide estimates of error for the fitted parameters by measuring the curvature of the 2 surface at the minimum. Because the Fourier transform is a linear operation and because the form of eq 3 cleanly separates the fitting variables in the functions g(µ), h(µ), and f(µ), it is straightforward to differentiate S calc (m) with respect to the fitting parameters in the µ-domain prior to IFT. The expressions for derivatives of 2 with respect to each of the parameters are given in the Supporting Information.
One potential benefit of the least-squares determination of parameters is that errors in the fitted parameters can be determined, provided that an independent and appropriate choice of σ i can be made in eq 8. In practice this can be difficult, and experience has shown that the parameter errors from the fits tend to underestimate the true errors (data not shown). For this reason, we have adopted the practice of setting σ i ) 1 for least-squares fitting, and errors in the fitted parameters are determined by multiple independent observations. Least-squares fitting was carried out using LevenbergMarquardt minimization and FFT routines from Numerical Recipes in Fortran. 23 The µ-domain functions were calculated using 32 768 complex points, providing 65 536 real points in the m-domain, which corresponds to ∼65 Da with a sampling of ∆m c ) 0.001 Da. The number of calculated points must be sufficient to contain the entire isotope distribution or spectral aliasing will occur, resulting in folding of the higher isotopomers into the lower part of the spectrum. The heterodyne mass shift was arbitrarily chosen to be 2-3 Da less than the monoisotopic mass for each peptide. Fitting was achieved using five rounds of Levenberg-Marquardt minimization, each with five iterations. During each round different parameters were allowed to vary, in a fitting schedule empirically determined to increase the convergence rate for large sets of peaks.
The radius of convergence depends heavily on the presence of interfering or overlapping peaks in the spectrum, and it is impossible to obtain a good fit in regions of severe spectral overlap. Convergence is also facilitated by starting with parameters in the neighborhood of the solution, which can be obtained either through knowledge of the labeling pattern or inspection of the raw peak profiles. Failure to converge is readily detected by large values of 2 and nonsensical values of the fitted parameters, with convergence often obtained by selecting a different set of initial parameters. The quality of all fits is confirmed by visual inspection.
The sample data in Figure 1 are of high signal-to-noise ratio (∼500:1), but the least-squares fitting is fairly robust for isolated peaks free from overlap. Although there is an inevitable decrease in accuracy with increasing noise, clean peaks such as those in Figure 1 can be analyzed with signal-to-noise ratios as low as 10: 1. Least-squares fitting of the peak in Figure 1a performed on spectra with increasing amounts of added synthetic noise is available in the Supporting Information as Figure S1 and Table  S1 .
RESULTS
Vector Formalism for Calculation of Isotope Distributions in the µ-Domain. To facilitate the description of the µ-domain functions below, a compact vector formalism is introduced here. For a given element j, the isotope abundances and exact masses can be expressed as column vectors â j , and m j , respectively. For example, the abundance and mass vector for hydrogen are given by:
The atomic µ-domain isotope distribution functions can be conveniently expressed in terms of the vectors â j and m j :
The molecular formula for a peptide is expressed as
where the ν j are the number of atoms of each type. The molecular formula can be equivalently expressed as vector n of length n elements whose indices are the set of ν j :
The set of atomic µ-domain functions can be similarly arranged into a vector F n (µ):
The µ-domain molecular isotope distribution function can be expressed in the compact form
where the exponentiation of the vector accumulates the product of the appropriate µ-domain functions, giving an equivalent expression to eq 4. These expressions give a compact formalism that will facilitate subsequent discussion of residue-based µ-domain functions. 
Analytical Description of a Composite Unlabeled and
In some cases, the exact isotopic composition of the labeled material may not be known or the goal may be to determine the fractional isotope enrichment, as in metabolic labeling and hydrogen-deuterium exchange experiments. A general fitting approach that handles fractional isotope enrichment and fractional residue labeling as fitting parameters would have many such applications.
In our laboratory, we have developed quantitative isotope pulsechase assays to measure the assembly rates of 30S ribosomal proteins in vitro as they bind to 16S rRNA to form completed ribosomal subunits. 24 In the course of extending the ribosome assembly work to metabolic labeling in rapidly growing E. coli, we encountered complex isotope distributions due to fractional 15 N-labeling of peptides derived from ribosomal proteins. Consider the experimentally observed peaks shown in Figure 1 , the mass spectrum of a peptide from bacterial cells that were treated with a pulse of 15 N-ammonium sulfate for 100 min prior to harvesting the cells. The observed isotope distribution is the sum of the distributions from two distinct species. There is one isotope envelope from the unlabeled species present at the beginning of the 15 N-pulse, and a second 15 N-enriched isotope envelope from the species biosynthesized after the pulse. The observed spectrum can be expressed as the sum of the two isotope distributions for the two species
where B is a baseline offset, A U is the amplitude of the unlabeled distribution S U (m), and A L is the amplitude of the labeled distribution S L (m). The isotope distributions for the unlabeled and labeled species are readily calculated in the µ-domain:
In order to calculate the labeled distribution, a new atom type, N* for 15 N-enriched atoms, is introduced for the labeled nitrogen atoms, and n elements is increased by one. The new vector of atomic µ-domain functions is given by:
The unlabeled part of the spectrum S U (m), is calculated using the µ-domain function f U (µ) calculated with the atomic composition
while the labeled part of the spectrum S L (m) is calculated using the µ-domain function f L (µ) calculated with the atomic composition vector n L :
The exact mass vector for N* is identical to that of N, but the abundance vector for N* contains a new variable parameter θ that represents the fractional labeling with 15 N:
The magnitude of the experimental error in the monoisotopic mass is expected to be on the order of the accuracy of the instrument, and for optimal peak fitting it is necessary to allow for small mass offsets due to calibration errors or limitations on accuracy. This small mass correction can be applied at the same time as the heterodyne mass shift, using a slightly modified form of eq 6
where δ m is a small mass correction offset (δ m , 1). Experimental peaks are well-approximated by a Gaussian shape, which can be obtained by convolution of the stick spectrum with a Gaussian function in the µ-domain:
This form of the Gaussian produces a unit-height peak irrespective of the width γ, which avoids covariation with the amplitude parameters during least-squares fitting. These expressions provide an analytical description of a composite peak resulting from a natural abundance species and a fractionally 15 N-labeled species. Thus, the composite peaks shown in Figure 1 can be completely described by six adjustable parameters: B, A U , A L , γ, δ m , and θ, given the molecular formula, exact masses, and isotope abundances. This in turn provides the possibility of quantitative analysis of the relative species abundance and the fractional labeling using least-squares fitting.
Least-Squares Fitting of Fractional 15 N-Labeled Peaks. Analysis of isotope distributions is frequently performed by qualitative comparison of peak profiles with simulated distributions, or by correlation with a precomputed set of distributions. 15 The goal of the present work is to quantitatively fit an experimental peak to a theoretical peak in the m-domain using a least-squares approach. Least-squares fitting can be accomplished by choosing an initial set of parameters and minimizing 2 in eq 8 by iteratively calculating S calc (m) using eqs 14-22, while varying the parameters B, A U , A L , γ, δ m , and θ.
Least-squares fitting to the experimental peaks shown in Figure 1 gives excellent agreement. All of the essential features of the composite peaks are well-reproduced using the sixparameter description of the peak profile. The fractional 15 Nlabeling parameter θ is well-determined using least-squares fitting. At present, the errors in the fitted parameters are not obtained directly from the fits, but it is possible to determine the error empirically by analysis of a set of peptides from the same experiment. From the metabolic labeling experiment, a set of 291 peaks derived from 30S ribosomal peptides could be identified, in some cases from multiple charge states of the same peptide. An unsupervised least-squares fitting of these 291 peaks was carried out, and the value of θ was determined independently for each peak. A histogram of the fitted values is shown in Figure 2A , with a box and whiskers plot at the top of the histogram. The average value is θ j ) 0.825 ± 0.004, where the standard deviation is for the complete set of 291 fits. A majority of the fitted peaks give a tight clustering of θ, and there is a set of 23 clear outliers. Inspection of the individual spectra for the outliers revealed that the outlier values are primarily due to overlapping peaks that interfere with the fitting. A least-squares fit of the histogram of the entire set to a normal distribution gives θ ) 0.825 ± 0.002. Clearly, the shape of the isotopomer profile is very sensitive to the extent of fractional labeling, and it is possible to precisely determine the value of θ to well within 0.2-0.3%. This is superior to the precision obtained by comparison with precalculated spectra (∼1%), 15 and the LS-FTC approach offers the advantage of a continuously varying adjustable parameter for fitting.
Of particular interest are the relative amplitudes of the unlabeled and labeled peaks, where the fraction of labeled peptide is given by:
Given that the doubling time of E. coli is ∼40 min under these conditions, it would be expected that the fraction of newly labeled ribosomes would be on the order of ∼0.8 in a 100 min pulse labeling experiment. The value of f L for the set of 291 fractionally labeled peaks is 0.74 ± 0.02, which shows that relative amplitudes can be determined with good precision. An additional experiment was performed on a known standard sample of unlabeled and fully 15 N-labeled 30S ribosomes mixed in a 1:3 ratio. Least-squares fitting to a set of 406 peptides identified from an LC-MS data set was performed using eqs 14-22 as described for the pulse labeling experiment, except that the parameter θ was held fixed at a value of 0.993. A histogram of the calculated values of f L for the complete set of 406 peptides is shown in Figure 2B . The average value is f L ) 0.77 ± 0.02, and a least-squares fit of the histogram to a normal distribution gives f L ) 0.78 ± 0.02. These data demonstrate that relative quantitation of composite peaks from labeled and unlabeled samples can be accurately and precisely determined using the LS-FTC method.
Residue-Based Convolution of Isotope Distributions. Labeling with 15 N-ammonium sulfate is useful for experiments with microorganisms, but in higher organisms it is often necessary to perform experiments with labeled amino acids in the growth medium. The LS-FTC method can be applied to these data, by expressing the molecular formula in terms of residue composition rather than atom composition. Residues, which each have their own predetermined atom composition, will usually be defined as amino acids, but any arbitrarily useful collection of atoms can be defined as a residue. A residue composition vector r j can be defined in analogy to n, whose elements give the atomic composition of that residue. The complete set of residue composition vectors can be assembled into a residue composition matrix:
The residue formula is given by a vector p of length n residues , where the elements specify the number of each residue type in the species. The relationship between the molecular formula and residue formula is given by:
The µ-domain representation f(µ) can then be represented in the alternative residue basis 
where
T (27) Essentially the expressions in eqs 26 and 27 factor the µ-domain function in eq 4 according to residues instead of atoms. This new form allows for the incorporation of fractional residue labeling in calculation of isotope distributions.
Description of Fractional Residue Labeling.
It is often impractical to achieve complete metabolic labeling with a stableisotope-labeled amino acid. The ability to quantitatively describe fractional amino acid labeling will facilitate many types of metabolic labeling experiments. The residue µ-domain spectra in eq 27 are defined directly in terms of the molecular formulas for the amino acids. It can be useful to include an extra level of detail to treat the case where mixtures of different labeling patterns are present for a particular residue. For example, a mixture of unlabeled and 13 C 6 -labeled isoleucine might be used for metabolic labeling, leading to a mixture of peptide isotopomers. In this case, the FT convolution can be used to facilitate the computation of the observed combinatorial mixtures. In analogy to the µ-domain expression for an atom as a linear combination of individual isotopes in eq 5, a residue can be defined as a linear combination of different labeling patterns: (28) where φ is the residue fractional labeling parameter, which for the specific case of fractional 13 C 6 -isoleucine labeling gives: (179-198) ,
When multiple isoleucine residues are present in the peptide (p Ile > 1), the FT convolution implicitly and exactly calculates the combinatorial coefficients for the fractional labeling. This is carried out in the µ-domain in direct analogy to the combinatorials for the atomic isotope distributions by the expression f Ile / (µ) pIle . An additional atom type, C* must be defined for the 13 C-labeled atoms, and the residue compositions are given by:
which gives the following residue vectors for the unlabeled and labeled leucine residues, respectively: 
The isotopic abundance for the C* atom is known in principle, but the enrichment given by suppliers is often approximate. It is straightforward to define a variable fractional 13 C-enrichment in analogy to the fractional 15 N-labeling described above. The abundance vector for the new fractionally labeled C* atom is specified as:
These expressions provide an analytical description of a combination of fractional residue and fractional atom labeling that can be used for least-squares fitting of fractionally labeled peptides.
Least-Squares Fitting for Fractional Residue and Fractional Atom Labeling. To prepare fractionally labeled peptides, rapidly growing E. coli were pulse-labeled with 13 C 6 -isoleucine for 30 min. The starting medium contained 14 mg/L unlabeled isoleucine, and an equal amount of 13 C 6 -isoleucine was added for the isotope pulse, which should produce fractional labeling in excess of 50%, depending on the amount of unlabeled isoleucine depleted from the medium by cell growth up to the time of the pulse. Ribosomes were isolated from these cells after a 30 min labeling period, and trypsin digests of the 30S ribosomal proteins were analyzed by LC-MS.
Representative peak profiles are shown in Figure 3 for the peptide ADIDYNTSEAHTTYGVIGVK, which corresponds to residues 179-198 from protein S3 in the +2 charge state, and for IVINQR, which corresponds to residues 27-32 of protein S9 in the +2 charge state. These peptides each contain two isoleucine residues, and the peak profile exhibits three expected groups of isotopomers at m 0 , m 0 +6, and m 0 +12, corresponding to peptides containing 0,1, and 2 labeled isoleucine residues, respectively. 
The peak profiles in Figure 3 are analytically described by the seven variable parameters B, A U , A L , γ, δ m , θ, and φ. The leastsquares fit for the peak profiles are also shown in Figure 3 , which shows excellent agreement with the experimental peak profile. The best fit values for the fractional 13 C labeling (θ) of S3(179-198) and S9 (27) (28) (29) (30) (31) (32) are 0.976 and 0.974, respectively. The best fit values for the fractional isoleucine labeling are φ ) 0.757 and φ ) 0.759, respectively. These values are higher than the expected value (0.5) based on addition of 14 mg labeled isoleucine to medium containing 14 mg unlabeled isoleucine, which is due to the depletion of unlabeled isoleucine by cell growth prior to the isotope pulse.
The value of the fractional labeling parameter φ is effectively determined by the relative amplitude of the m 0 + 6 and m 0 + 12 peaks. The group of isotopomers at m 0 contains contributions from both the unlabeled protein synthesized prior to the pulse and the fractionally labeled protein synthesized after the pulse. For the labeled species in Figure 3a , the fractional amplitudes of the m 0 , m 0 + 6, and m 0 + 12 peaks for φ ) 0.757 are (1 -φ) 2 ) 0.059, 2φ(1 -φ) ) 0.368, and φ 2 ) 0.573, respectively. The correct proportion of the m 0 amplitude (0.059) for the labeled species is automatically included in the calculation of A L S L (m), and the value of A U adjusts during fitting to account for the remaining amplitude at m 0 . In the case where there is only one isoleucine residue in a given peptide, it is not possible to determine values for A L and φ independently, because the relative intensity of the m 0 and m 0 + 6 peaks depends both parameters in an anticorrelated way. In this case, the relative amount of labeled peptide can be determined by fixing φ ) 1, but the contributions from before and after the pulse cannot be distinguished. However, once the value for φ has been determined for any one peptide from a protein, this value can be used to determine A L for other peptides from the same protein which can be assumed to have the same extent of fractional labeling.
In the LC-MS data set, eight peaks containing two or more isoleucine residues could be identified, and these arose from two different charge states for four distinct peptides, listed in Table 1 . Least-squares fitting was performed for each of these peptides, and the complete set of fitted parameters is shown for each peptide in Table 1 . The values of the fitted parameters that were determined independently for each peak agree extremely well. The average values and standard deviations are θ ) 0.973 ± 0.006 and φ ) 0.759 ± 0.014. The expected fractional 13 C-enrichment was experimentally determined from the relative isotopomer peak heights in an ESI-TOF spectrum of the input 13 C-isoleucine amino acid to be θ ) 0.979, which is in good agreement with the values obtained from leastsquares fitting of the peptide peak profiles. These results clearly demonstrate that the extent of fractional atomic and fractional residue labeling can be quantitatively extracted from peak profiles with excellent precision. In addition, the amplitudes of the labeled and unlabeled species are simultaneously determined, explicitly accounting for the overlapping contributions from these two species in the lowest mass isotope distribution.
Least-Squares Fitting for Double Fractional Residue Labeling. The residue-based description of the isotope distributions in the µ-domain makes it possible to analyze complex peak profiles, taking advantage of the FT convolution to directly compute the combinatorials for fractional residue labeling. To illustrate the power of this approach, a peak profile from a ribosomal peptide resulting from pulse labeling with 13 C 6 -isoleucine and 2 H 10 -leucine is shown in Figure 4 . The sequence of this peptide is ISELSEGQIDTLRDEVAK, and the simultaneous fractional labeling of two isoleucine and two leucine residues produces a complex pattern in the isotope distribution. The residue-based formalism can be extended to treat this type of complex peak shape. Two fractional residue types are defined by
where φ Ile and φ Leu are the fractional labeling extents for isoleucine and leucine, respectively. Two labeled atom types, C* and H*, are introduced, and the residue formulas are expressed in terms of the augmented set of atoms:
The abundance vectors for atoms C* and H* are given by
and the sum of the labeled and unlabeled contributions are given by eq 14 The complex peak shape shown in Figure 4 can be expressed in terms of the variable parameters B, A U , A L , γ, δ m , θ C , θ H , φ Ile , and φ Leu .
The successful least-squares fit to this peak profile is also shown in Figure 4 , and the agreement is good. The basic features of this challenging isotope distribution are reproduced and can be understood in terms of the combinations of m + 6 and m + 10 for the two fractionally labeled residues. The residuals for the fit are also shown in Figure 4 , which are largely due to an artifactual asymmetric feature at the base of the peaks in this spectrum. In this case, the quality of the information that can be quantitatively extracted from the peak is limited by the data itself, not the fitting process. It is clear that complex fractional atom and fractional residue labeling can be carried out using residue-based factoring of the µ-domain function and LS-FTC.
DISCUSSION
It is generally recognized that the quantitative analysis of fractional atomic and fractional residue labeling is a challenge for metabolic labeling experiments. 7 The LS-FTC method described here provides a very general and flexible approach that can be adopted to facilitate the quantitation of many types of labeling experiments. A hierarchical definition is used for the multiple species present, the fractionally labeled residues, and the fractionally labeled atoms. The quantitative analysis of a particular data set can be customized for the particular labeling pattern chosen, and there is flexibility to control the number and nature of the adjustable parameters used.
Application to SILAC. This approach is particularly suited to quantitation of SILAC data from mixing of multiple samples with different labeling patterns. In a previous study, differential changes of the phosphotyrosine proteome upon the stimulation of mesenchymal stem cells with either platelet-derived growth factor or epidermal growth factor were monitored using different amino acids labels. 25 The time dependence of the nucleolar proteome was studied using different amino acid labels for different time points. 4 Both of these studies used unlabeled control cells and cells that had been labeled with either 13 C 6 -arginine (Arg6) or 13 C 6 15 N 4 -arginine (Arg10), resulting in isotope distributions with contributions from three species. It is straightforward to extend the LS-FTC approach to quantitate such data using the expression:
The LS-FTC approach would provide superior quantitation compared to using peak intensities, where the peak center may not lie directly on a sampled data point. The fitted amplitude parameters are determined from the entire peak profile, using all of the data points in the spectrum, and effectively integrating the intensity from all of the minor isotopomers.
A variety of alternative labeling strategies have been developed for absolute and relative quantitation in proteomics. Proteolytic labeling with H 2 18 O has been used effectively as a postlabeling technique for unlabeled tissues and specimens for quantitative comparison.
27,28 ICAT 29 and GIST 30 are two widely used methods where peptides are chemically modified with reactive groups bearing isotope labels to provide relative quantitation between two samples. In addition, isotopically labeled peptides have been added as internal standards for quantitation, using synthetic labeled peptides in the AQUA approach 31 or concatenated peptides expressed as labeled proteins in the QconCAT approach. 32, 33 All of these approaches generate isotope profiles that are composites from unlabeled and labeled species, and it straightforward to quantitate data from all of these methods using the LS-FTC approach described here.
Application to HDX. Hydrogen-deuterium exchange experiments are a powerful tool to study protein folding and dynamics. Analysis of HDX data requires determination of the extent of fractional deuterium labeling of hydrogen atoms that can exchange with solvent from the mass spectra of peptide fragments. There are three types of hydrogen atoms that contribute to the isotope distribution: nonexchangable aliphatic and aromatic hydrogen atoms, rapidly exchanging polar hydrogen atoms such as hydroxyls or carboxylates, and slowly exchanging hydrogen atoms primarily from the amide backbone. The residue formulas for the amino acids can be expressed as:
and the fractional labeling for the fast and slow exchanging hydrogens is given by the variable parameters θ fast and θ slow . The value of θ fast is typically determined from a control experiment, and the value of θ slow is the parameter of interest to be extracted from the peak profile. A variety of data analysis methods have been developed for HDX data, including the calculation of a centroid for the peak profile. An approach similar to LS-FTC was described previously for simultaneous identification and quanti-tation of HDX data using an atom-based description. 34 More recently, an FT-deconvolution method has been reported for HDX data analysis, 35 but in general deconvolution methods suffer from numerical instability, and the LS-FTC method offers the advantage of fitting the data in the domain in which it was acquired. In addition, a method that uses quantitative comparison with precalculated spectra to analyze HDX data has been reported. 36 The LS-FTC method described here offers the advantage of a nonlinear least-squares quantitation using a small set of continuously adjustable parameters.
Application to Metabolic Labeling and Proteome Dynamics. Perhaps the most useful application for LS-FTC analysis of fractional atomic and fractional residue labeling will be studies carried out in plants and animals to monitor proteome dynamics. Analysis of data from the 15 N-labeling of C. elegans and Drosophila 8 can be carried out using the expressions in eqs 14-22. The extent of fractional 15 N-labeling need not be known in advance and can be determined directly from the data simultaneously with the peak amplitudes. Furthermore, there is a reduced experimental requirement for complete labeling, since the isotope distribution for even 25% labeling can be cleanly resolved from the unlabeled distribution. We have shown that the extent of labeling can be precisely determined to within 0.2-0.3%.
The ability to interpret isotope distributions from partially labeled samples is particularly important for higher organisms. Expressions similar to eqs 28-33 can be used to treat data arising from fractional labeling of chicken muscle with 2 H 8 -valine, which was achieved at levels of 35% from a diet containing 50% labeled valine. The complex isotope distributions in peptides containing multiple valine residues can readily be analyzed with LS-FTC to yield the extent of fractional labeling as well as the amplitudes of the labeled and unlabeled components. The time dependence of these amplitudes reveals information about protein synthesis and degradation rates in the animal.
A recent report on the labeling of Arabidopsis demonstrated that reliable quantitation can be obtained from partial 15 N-labeling that compares well with the quantitation from full 15 N-labeling. 14 The approach to data analysis involves using ratios of isotopomers that are compared to precomputed distributions to determine the fractional labeling and to determine the relative amounts of each species. The LS-FTC method accomplishes both of these objectives by direct simulation of the experimental peak profile using a small number of adjustable parameters. The LS-FTC method is extremely flexible and can readily be adapted to a large number of experimental systems. Computation of an isotope distribution with 65 000 points requires several seconds on a PowerPC G5 processor operating at 2.5 GHz, and least-squares fitting of a distribution can generally be accomplished with <30 iterations. The fitting is fairly robust in terms of convergence, since poor fits are readily detected by the 2 value, and unconverged fits are readily detected by nonsensical values for the fitted parameters. The procedure has been automated for fitting of large data sets containing hundreds of peaks and integrated into the workflow of analysis of proteomic data.
CONCLUSIONS
The original use of FT convolution for calculation of isotope distributions was an elegant method developed for the simulation of isotope distributions. [18] [19] [20] We have significantly extended this approach for the quantitative fitting of complex isotope distributions that arise in many types of proteomic mass spectra. A flexible and general framework for treating isotope distributions arising from combinations of species, from random fractional atom labeling, and fractional residue labeling was presented. Equivalent atom-based and residue-based representations of a molecular isotope distribution were developed, each with computational advantages for different labeling situations. This approach can easily be adapted for the quantitation of multiple species with different labeling patterns such as those that arise from SILAC experiments. Furthermore, because exact masses are used, the FT convolution can also be applied to high-resolution FT-MS and FT-ICR-MS data simply by increasing the resolution of the calculated spectra. The LS-FTC method presented here has numerous applications in quantitative mass spectrometry and provides a robust and flexible tool to treat complex isotope distributions observed for the molecular ions in high-resolution mass spectrometry.
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