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Abstract
In the paper, we consider the following diffusive prey–predator model:{−∆u = u(a − u− v/(1 +mu)) in Ω, u = 0 on ∂Ω,
−∆v = v(b −mv/(m+ u)) in Ω, v = 0 on ∂Ω.
We are mainly concerned with the positive solutions of the system in the case that the parameter m
is large, and obtain a complete understanding for the existence, multiplicity and stability of positive
solutions.
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In this paper, we deal with the following prey–predator model with diffusion{−d1∆u = u(a − u− cv/(1 + r1u)) in Ω, u = 0 on ∂Ω,
−d2∆v = v(b − ev/(r2 + u)) in Ω, v = 0 on ∂Ω, (1.1)
where Ω ⊂Rn is a bounded domain with smooth boundary ∂Ω . u and v represent the den-
sities of the prey and the predator respectively, and d1, d2 are the corresponding diffusion
coefficients. The parameters d1, d2, a, b, c, e, r1 and r2 are assumed to be positive con-
stants. The homogeneous Dirichlet boundary condition means that the habitat Ω where the
two species live is surrounded by a hostile environment. For the more detailed biological
implications to this model, we refer the interested readers to [2,13].
The corresponding kinetic system of (1.1) was studied in [2], and the authors obtained
some results for the boundedness of solutions and the global stability of the positive
constant steady state (namely, interior equilibrium). As far as (1.1) with the homoge-
neous Neumann boundary condition is concerned, in [7,9], the authors considered the
case r1 = r2 = 0 and obtained many interesting results for positive non-constant solutions
(namely, stationary patterns) in the so-called heterogeneous environment. [16,17] were
mainly devoted to the study of effects of diffusion coefficients on the positive non-constant
solutions to (1.1) when r1 > 0 and r2 = 0. For the details, please refer to these references.
After some simple scaling to (1.1), and in the present paper we investigate the special
form of (1.1):{−∆u = u(a − u− v/(1 +mu)) in Ω, u = 0 on ∂Ω,
−∆v = v(b −mv/(m+ u)) in Ω, v = 0 on ∂Ω, (1.2)
where a, b and m are positive constants. The corresponding dynamics of (1.2) is given by{
ut −∆u = u(a − u− v/(1 +mu)) in Ω × (0,∞),
vt −∆v = v(b −mv/(m + u)) in Ω × (0,∞), (1.3)
with homogeneous Dirichlet boundary condition and the initial data u(x,0) = u0(x),
v(x,0) = v0(x) in Ω, where u0(x) and v0(x) are non-negative continuous functions and
are not identically zero.
This paper is motivated by the work of Du and Lou in [8], and many of our techniques
used below come from there. In this paper, we study the positive solutions of (1.2) and
are mainly concerned about the case that the parameter m is large. We obtain a complete
description for the existence, stability and number of positive solutions. More precisely,
we can state the main result of this paper as follows:
Theorem A. Let b > λ1 and Ω be fixed. Then there exists large M , depending only b
and Ω , such that for each mM , there is a unique constant a˜ ∈ (λ1, b) with a˜ → λ1 as
m → ∞ and
(i) (1.2) has a positive solution if and only if a  a˜;
(ii) (1.2) has a unique positive solution if a = a˜ or a ∈ (b,∞). Moreover, the unique
positive solution is asymptotically stable if a ∈ (b,∞);
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(1.2) has exactly two positive solutions, one of which is asymptotically stable and the
other is unstable.
Here, λ1 and λ2 are respectively the first and second eigenvalues of −∆ in Ω subject to
homogeneous Dirichlet boundary condition.
The content of our paper is presented as follows. In Section 2, we shall give some
preliminaries, including a priori estimates and a necessary condition for the existence of
positive solutions to (1.2). Section 3 will be devoted to the proof of Theorem A, the main
result of the paper.
2. Some preliminary results
In this section, we give some preliminaries and these results will be often used later.
Let λ1(q) < λ2(q) λ3(q) · · · be all eigenvalues of
−∆w + q(x)w = λw in Ω, w = 0 on ∂Ω,
where q(x) ∈ C(Ω¯). It is well known that λ1(q) is simple, and λi(q1) < λi(q2) if q1(x)
q2(x) and q1(x) ≡ q2(x). For convenience, we denote λi = λi(0).
We define C0(Ω¯) = {u ∈ C(Ω¯) | u = 0 on ∂Ω}. Consider the following semi-linear
elliptic problem:
−∆w + q(x)w = aw −w2 in Ω, w = 0 on ∂Ω. (2.1)
It is also known that if a  λ1(q), u = 0 is the unique non-negative solution, and there is
a unique positive solution if a > λ1(q). If q = 0 and a > λ1, the unique positive solution
of (2.1) is denoted by θa . In addition, the mapping a → θa is strictly increasing, contin-
uously differentiable from (λ1,∞) to C2(Ω) ∩ C0(Ω¯) and θa → 0 uniformly on Ω¯ as
a → λ1. Moreover, 0 < θa < a in Ω . We also observe that λ1(θa) = a from the variational
characterization for the first eigenvalue, and the operator −∆ + 2θa − a is invertible from
W 2,2(Ω)∩H 10 (Ω) to L2(Ω) and all of its eigenvalues are positive. For the proof of these
facts, one may refer to [3,14].
The corresponding initial boundary value problem of (2.1) when q(x) = 0 is
{
wt −∆w = aw −w2 in Ω × (0,∞),
w = 0 on ∂Ω × (0,∞), w(x,0) 0, ≡ 0 in Ω. (2.2)
We denote the unique positive solution of (2.2) by wa(x, t). It is easy to show that the
trivial solution 0 is globally stable if a  λ1, while when a > λ1, the solution wa(·, t) of
(2.2) converges to θa uniformly on Ω¯ as t → ∞.
Now, let (u(x, t), v(x, t)) be the solution of (1.3). Clearly, (u(x, t), v(x, t)) exists glob-
ally and u(x, t) > 0, v(x, t) > 0 for x ∈ Ω and t > 0 by the maximum principle for
parabolic equations. Furthermore, we can claim the following asymptotic behaviors of
(u(x, t), v(x, t)), which imply the extinction of the prey or predator.
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(i) If a, b λ1, then (u(x, t), v(x, t)) → (0,0) uniformly on Ω¯ as t → ∞.
(ii) If a > λ1 and b λ1, then (u(x, t), v(x, t)) → (θa,0) uniformly on Ω¯ as t → ∞.
(iii) If a  λ1 and b > λ1, then (u(x, t), v(x, t)) → (0, θb) uniformly on Ω¯ as t → ∞.
As a consequence, a, b > λ1 is a necessary condition for the existence of positive solutions
of (1.2).
Proof. (i) As ut −∆u au−u2, we see that u is a lower-solution of (2.2) with w(x,0) =
u(x,0). By use of a  λ1, the comparison principle gives 0  u(x, t)  wa(x, t) → 0
uniformly on Ω¯ as t → ∞. Choose small ε > 0 such that
vt −∆v  v
(
b −mv/(m+ ε))
for all x ∈ Ω¯ and large t . Thus, simple analysis shows that b  λ1 implies v(x, t) → 0
uniformly on Ω¯ as t → ∞.
For (ii), we observe that
ut −∆u au− u2 in Ω × (0,∞), u = 0 on ∂Ω × (0,∞),
thus 0  u(x, t)  wa(x, t) with wa(x,0) = u(x,0), which shows that u(x, t) 
wa(x, t) → θa(x) uniformly on Ω¯ as t → ∞ since a > λ1. This implies that
lim
t→∞u(x, t) θa(x) uniformly on Ω¯. (2.3)
As a result,
vt −∆v  v
(
b −mv/(m+ a))
uniformly on Ω¯ for all large t . As b  λ1, we get that v(x, t) → 0 uniformly on Ω¯ as
t → ∞. Therefore, using the first equation in (1.1) again we have that, there exists t0 	 1
such that
ut −∆u (a − ε)u− u2 in Ω × (t0,∞), u = 0 on ∂Ω × (t0,∞),
where ε > 0 satisfying a − ε > λ1. Consequently, it follows from the comparison principle
that
u(x, t + t0)wa−ε(x, t) with wa−ε(x,0) = u(x, t0),
and in turn
lim
t→∞
u(x, t) θ(a−ε)(x) uniformly on Ω¯. (2.4)
Since θ(a−ε)(x) → θa(x) uniformly on Ω¯ as ε → 0+, let ε → 0+ in (2.4) it follows that
lim
t→∞
u(x, t) θa(x) uniformly on Ω¯. (2.5)
Combining (2.3) with (2.5) yields our conclusion (ii). The verification of (iii) is similar to
that of (ii). The proof is finished. 
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sume that a, b > λ1. Moreover, because of the close relationship between the asymptotical
behavior of the solution (u(x, t), v(x, t)) of (1.3) and the non-negative solution of (1.2),
from now on, we will mainly focus on the steady-state problem (1.2).
Suppose that (u, v) is a positive solution of (1.2), that is, (u, v) satisfies (1.2) in the
classical sense and u,v > 0 in Ω . Simple comparison argument shows that u < θa < a and
θb < v. As a result, v is a lower solution of the problem
−∆w = bw −mw2/(m + a) in Ω, w = 0 on ∂Ω. (2.6)
We note that (2.6) has a unique positive solution w = (m + a)θb/m. Since we can choose
M > 0 so large that M is an upper solution of (2.6), thus v < (m+ a)θb/m. Consequently,
u is an upper solution of
−∆w = w(a − (m+ a)θb/m −w) in Ω, w = 0 on ∂Ω. (2.7)
If a > λ1((m + a)θb/m), similarly we can deduce that u > u∗m, where u∗m is the unique
positive solution of (2.7). Summarizing the above analysis, we obtain the following result
for a priori estimates of the positive solutions to (1.2).
Proposition 2.2. Assume that (u, v) is a positive solution of (1.2). Then (u, v) satisfies
u < θa < a and θb < v < (m+ a)θb/m < (m+ a)b/m.
Furthermore,
u > u∗m if a > λ1
(
(m+ a)θb/m
)
,
where u∗m is uniquely determined by (2.7).
For later purposes, we consider the following system:{
∆u = u(a − u− tv/(1 +mu)) in Ω, u = 0 on ∂Ω,
−∆v = v(b −mv/(m+ tu)) in Ω, v = 0 on ∂Ω, (2.8)
where t ∈ [0,1].
In the following, we will calculate the fixed point indices in positive cones. First of all,
we need to introduce some notations as follows.
We set E = C0(Ω¯) ⊕ C0(Ω¯) and let W be a positive cone with natural order, namely,
W ⊂ E and W = K ⊕K , where K = {w ∈ C0(Ω¯) | w  0 in Ω}. We also define
D = {(u, v) ∈ W | u < a, v < (m+ a)b/m}.
For t ∈ [0,1], we construct a compact operator family At as
At(u, v) = (−∆+C)−1
(
u
(
a +C − u− tv/(1 +mu)), v(b +C −mv/(m + tu))),
where C is a large positive constant to be determined later. For fixed t ∈ [0,1], it is clear
that finding the non-negative solutions of (2.8) becomes equivalent to solving the fixed
point equation of At in W . For simplicity, denote A = A1. We also observe that, finding
the positive solution of (1.2) is equivalent to finding the positive fixed point of A.
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sition 2.2, we see that
ut < θa < a and vt < (m+ a)θb/m < (m+ a)b/m.
Therefore, for any given large positive number C∗, if
0 < a,b < C∗ and 0 u < a, 0 v < (m + a)b/m,
we can choose C to be so large that
u
(
a +C − u− tv/(1 +mu)) 0 and v(b +C −mv/(m+ tu)) 0
holds for all t ∈ [0,1]. As a consequence, degreeW(At ,D) is well defined, and moreover, it
is easily seen from the homotopy invariance of degree that degreeW(At ,D) is independent
of such t , a and b. On the other hand, we know that (0,0), (θa,0) and (0, θb) are all the
non-negative trivial and semi-trivial solutions of (1.2). Using the theory of fixed point index
developed by H. Amann and E. Dancer [1,5], as in the proof of [14], it follows from simple
analysis and computations that
Lemma 2.1. Let a, b > λ1, then
(i) degreeW(A,D) = 1;
(ii) indexW(I −A, (0,0)) = indexW(I −A, (θa,0)) = 0;
(iii) indexW(I −A, (0, θb)) = 0 if a > b while indexW(I −A, (0, θb)) = 1 if a < b.
Applying Lemma 2.1 and by some standard argument such as that of [14, Lemma 6],
we yield the following existence result for the positive solutions to (1.2).
Theorem 2.1. Assume that a > b > λ1, (1.2) has at least one positive solution.
Remark 2.1. By use of the local and global bifurcation theory of Crandall–Rabinowitz
[4,15], the discussion similar to [3] gives more than Theorem 2.1. In fact, we can use the
technique of [3] to prove that for fixed b > λ1, there exists b0 satisfying λ1 < b0 < b such
that (1.2) has positive solutions if a ∈ [b0,∞), and has at least two positive solutions for
a ∈ (b0, b).
3. Proof of Theorem A
In this section, we shall prove Theorem A, the main result of this paper. In fact, we can
claim more than Theorem A, see Theorems 3.1–3.3 for the details. For our purposes, we
first give some lemmas as follows. In the following, unless otherwise specified, we shall
use M,M(),M(1), etc., to denote positive constants which are independent of a.
Lemma 3.1. For any given small 1, there exists M = M(1) such that if a  λ1 + 1 and
mM , (1.2) has a positive solution (u˜, v˜), which satisfies
θa−1/2  u˜ θa and θb  v˜  θb+1/2.
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(u¯, v¯) = (θa, θb+1/2) and (u, v) = (θa−1/2, θb).
By [18], it suffices to require that the following hold:
∆u¯+ u¯(a − u¯− v/(1 +mu¯)) 0, ∆u+ u(a − u− v¯/(1 +mu)) 0,
∆v¯ + v¯(b −mv¯/(m + u¯)) 0, ∆v + v(b −mv/(m + u)) 0. (3.1)
By some simple calculations and analysis, from (3.1) it suffices to restrict m  M(1),
where M(1) is given by
M(1) = max
{
a(2b + 1)/1, sup
(
2θb+1/2/(1θa−1/2)
)}
.
The proof is complete. 
Lemma 3.2. There is a large M such that if mM , then for all a  b and t ∈ [0,1], any
positive solution (u, v) of (2.8) satisfies u θ(b+λ1)/2.
Proof. We prove by contradiction. Suppose that our claim is not true, then there are
mi → ∞, ai  b, ti ∈ [0,1], and a positive solution sequence {(ui, vi)} of (2.8) with
(a,m, t) = (ai,mi, ti) such that ui  θ(b+λ1)/2 does not hold. We need to consider dif-
ferent cases.
(i) When ti → t0 ∈ [0,1), we note that vi  (ai ti + mi)θb/mi . Then, together with
θb < b, it follows that
−∆ui  ui
(
ai − ti (ai ti +mi)θb/
(
mi(1 +miui)
)− ui)
 ui
(
ai
(
1 − bt2i /mi
)− tiθb − ui)
 ui(t˜b − t0θb − ui) (3.2)
for some t˜ ∈ (t0,1) and all large i. Consequently, the comparison argument shows ui  w˜,
where w˜ is the unique positive solution of (2.1) with a = t˜b and q(x) = t0θb. Hence, from
the first inequality of (3.2), simple analysis gives that
−∆ui  ui
(
(b + λ1)/2 − ui
)
holds for large i, which implies ui  θ(b+λ1)/2, and a contradiction occurs. If ti → 1 and
ai → ∞, using (3.2) again, there exists a∗ 	 1 such that
−∆ui  ui
(
ai
(
1 − bt2i /mi
)− tiθb − ui) ui(a∗ − θb − ui)
for large i. Hence, ui  w∗, where w∗ is the unique positive solution of (2.1) with
(a, q(x)) = (a∗, θb). Then, the similar argument to the above arrives at a contradiction.
(ii) Consider the case ti → 1 and ai → a ∈ (b,∞). Passing to a sequence if necessary,
we first claim ‖ui‖∞ → α > 0. If not, ui → 0 uniformly on Ω¯ . We set u˜i = ui/‖ui‖∞ and
hi = 1/(1 +miui). Then hi → h weakly in L2(Ω), h ∈ L∞(Ω) and 0  h  1. On the
other hand, recall
θb  vi  (mi + aiti)θb/mi,
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from the equation for vi that vi → θb in C1(Ω¯). Therefore, in virtue of the equation for u˜i
we can think that u˜i → u˜ > 0 in C1(Ω¯), ‖u˜‖∞ = 1 and u˜ solves
−∆u˜ = u˜(a − θbh) in Ω, u˜ = 0 on ∂Ω. (3.3)
Thus, a = λ1(θbh)  λ1(θb) = b, and this is impossible. Hence, our claim is true. We
assume that ui → u in C1(Ω¯), and u is a positive solution of
−∆u = u(a − u− θbh) in Ω, u = 0 on ∂Ω. (3.4)
The Harnack inequality [11] shows that u > 0 in Ω . As in (i), a contradiction will happen
again.
(iii) Finally, we deal with the case ti → 1 and ai → b. Suppose that ‖ui‖∞ → α > 0,
we may assume that ui → u in C1(Ω¯), and moreover u satisfies (3.4) with a replaced by b.
Hence, h = 0 and ui → θb , which is against our original assumption. As a result, it must
be ‖ui‖∞ → 0. Again, we use the same notations as in (ii). Then, u˜i → u˜ > 0 in C1(Ω¯)
and (3.3) is still valid for a = b. Multiplying (3.3) by θb and integrating over Ω , we have∫
Ω
u˜θ2b (1 − h) = 0,
which means h = 1 and so u˜ = θb/‖θb‖∞.
Now, multiplying the equation for ui by θb/‖ui‖2∞ and then integrating the resulting
equation yields
ai − b
‖ui‖∞
∫
Ω
θbu˜i 
∫
Ω
θbu˜ihi(tivi − θb)
‖ui‖∞ −mi
∫
Ω
θ2b u˜
2
i hi +
∫
Ω
θbu˜
2
i . (3.5)
We need to estimate the first term of the right side of (3.5). Denote wi = (tivi − θb)/
‖ui‖∞, then after some calculations, wi satisfies
−∆wi wi
(
b − 2miθb
ti(mi + tiui)
)
+ tiθ
2
b u˜i
mi + tiui ,
which shows that
wi  (−∆+ 2θb − b)−11
for all large i. Together with (3.5), it is clear that our argument implies ai < b for all large i.
This leads to a contradiction once again. The whole proof is finished. 
Furthermore, we can state that the following lemma is true.
Lemma 3.3. For any given small 2 and large B1, there exists M = M(2) such that if
a  B1 and mM , then any positive solution (u, v) of (2.8) satisfies u θ(a−2).
Proof. First, we note that, from the proof of case (i) in Lemma 3.2, it is clear that there
exists M = M(2) such that if a  B1 and m M , then any positive solution (u, v) of
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have that
−∆u u(a − t (at +m)θb/(m(1 +mθa(1−2)))− u).
Thus, in order to assert our conclusion, it suffices to have that
a − t (at +m)θb/
(
m(1 +mθa(1−2))
)
 a − 2.
Further, after simple analysis, we are sufficient to require that
aθb  2m2θa(1−2) and θb mθa(1−2). (3.6)
According to [10, Proposition 6.2], θa/a is increasing in Ω with respect to a, and so there
exists C0 independent of large a such that θb  C0θa/a. This fact tells us that (3.6) holds
for a  B1 and mM(2) if we choose larger B1 and M(2). We finish the proof. 
Now, in order to obtain the uniqueness and stability of positive solutions to (1.2) when
a and m are large, we need the following result.
Lemma 3.4. For any given large B2, there exists M = M(B2) such that if a  B2 and
mM , then any positive solution of (1.2) is non-degenerate and linearly stable.
To verify the above lemma, we have to apply Lemma 3.3 and the following fact.
Lemma 3.5. For any given two sequences {ai} and {mi}, if ai,mi → ∞, then any positive
solution (ui, vi) of (1.2) with (a,m) = (ai,mi) satisfies that mivi/(mi + ui) is uniformly
bounded on Ω¯ and mivi/(mi + ui) → θb uniformly holds on any compact subset of Ω .
Proof. Due to Proposition 2.2 and Lemma 3.3, for any given small δ and all large i we
have
mivi/(mi + ui) (mi + ai)θb/(mi + ui) (mi + ai)θb/(mi + θai−δ). (3.7)
In addition, we see that there exists large C1 > 0 independent of large i such that aiθb 
C1θai−δ . As a result, we easily yield that there is a large C2 independent of i such that
(mi + ai)θb/(mi + θai−δ)C2
for all x ∈ Ω¯ , which implies by (3.7) that mivi/(mi + ui)  C2 is uniformly bounded
on Ω¯ .
Now, we confirm the second statement. Let δ be an arbitrary small constant and Ω∗
be an arbitrary compact subset of Ω . Combine (3.7) and [10, Proposition 6.3], it is not
difficult to assert that for large i,
mivi/(mi + ui) (1 + δ)θb uniformly holds on Ω∗. (3.8)
Let us denote Ωε = {x ∈ Ω | distant(x, ∂Ω) < ε}. Using Proposition 2.2 and Lemma 3.3
again, then for small δ and large i, vi is an upper solution of the problem
−∆w = w(b −miw/(mi + ai − δ)) in Ωε, w = 0 on ∂Ωε.
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vi  (mi + ai − δ)θb,ε/mi,
where θb,ε is the unique positive solution of (2.1) with a and Ω replaced by b and Ωε ,
respectively. On the other hand, since Ωε → Ω as ε → 0, thus θb,ε → θb uniformly on Ω∗
as ε → 0. Hence, for ε = ε(δ,Ω∗) small enough,
vi  (mi + ai − δ)(1 − δ)θb/mi uniformly on Ω∗.
Thus, taking δ smaller if necessary, we have
mivi/(mi + ui) (mi + ai − δ)(1 − δ)θb/(mi + ai) (1 − 2δ)θb (3.9)
uniformly holds on Ω∗. From (3.8) and (3.9), it is clear that the second statement is true.
Until now, the proof is complete. 
Proof of Lemma 3.4. Suppose that our conclusion is not true. Then, we can find 0 > 0,
ai,mi → ∞, Reηi  0 and (hi, ki) smooth with ‖hi‖22 + ‖ki‖22 = 1 satisfying

∆hi + (ai − 2ui − vi/(1 +miui)2)hi − uiki/(1 +miui)+ ηihi = 0,
hi |∂Ω = 0,
∆ki + (b − 2mivi/(mi + ui))ki +miv2i hi/(mi + ui)2 + ηiki = 0,
ki |∂Ω = 0,
(3.10)
where (ui, vi) is a positive solution of (1.2) with (a,m) = (ai,mi). By Lemma 3.3, the
proof similar to [8, Lemma 3.5] gives that ‖hi‖22 → 0. After simple computations and
rearrangements, we obtain
ηi =
∫
Ω
(|∇hi |2 + |∇ki |2)−
∫
Ω
(
ai − 2ui − vi
(1 +miui)2
)
|hi |2 +
∫
Ω
uih¯iki
1 +miui
−
∫
Ω
(
b − 2mivi
mi + ui
)
|ki |2 −
∫
Ω
miv
2
i hi k¯i
(mi + ui)2 . (3.11)
We observe that Lemma 3.5 deduces that miv2i /(mi + ui)2 is bounded on Ω¯ .
By our Lemma 3.5 and the analysis similar to [8, Lemma 3.5], from (3.11) we find that
ηi is bounded. Furthermore, in virtue of (3.10), passing to a subsequence if necessary, we
may assume ηi → η and ki → k in H 10 . Moreover, ‖k‖2 = 1 and by our Lemma 3.5 and
the standard theory, k satisfies in the classical sense
−∆k = k(b − 2θb)+ ηk in Ω, k = 0 on ∂Ω.
This implies η is a real number and so η > 0, a contradiction to Reηi  0. The proof is
thus complete. 
Based on the above lemmas, we can state one of the main results of this section.
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(i) For any given small 1, there exists large M = M(1) such that for all mM , (1.2)
has at least two positive solutions if a ∈ (λ1 + 1, b).
(ii) There exists large M such that for all mM , (1.2) has a unique and asymptotically
stable positive solution if a ∈ [b,∞).
Proof. (i) We verify our statement by contradiction. By virtue of Lemma 3.1, suppose that
for m  M(1) and a ∈ (λ1 + 1, b), (1.2) has a unique positive solution (u˜, v˜), where
M(1) and (u˜, v˜) are defined in Lemma 3.1. For large m, we note that (1.2) is a regular
perturbation of
{−∆u = u(a − u) in Ω, u = 0 on ∂Ω,
−∆v = v(b − v) in Ω, v = 0 on ∂Ω. (3.12)
Since (3.12) has a unique and stable positive solution (θa, θb), taking larger M(1) if nec-
essary, the regular perturbation theory of [12] follows that (u˜, v˜) is non-degenerate and
linearly stable for (1.3). We use the same notations as in Section 2. Then, by the fixed
point index theory [1,5], easy computations deduce indexW(A, (u˜, v˜)) = 1. According to
the addictive property of degree, we obtain from Lemma 2.1 that
1 = degreeW(A,D) = indexW
(
I −A, (u˜, v˜))+ indexW (I −A, (0,0))
+ indexW
(
I −A, (θa,0)
)+ indexW (I −A, (0, θb))= 2.
This contradiction yields that (i) is valid.
Next, we prove (ii). Lemma 3.1 shows that (1.2) has at least one positive solution in
this case. On the other hand, by [6], we know that for the dynamics (1.3), the linear sta-
bility means the asymptotical stability. Thus, it remains to show the uniqueness of positive
solutions. In order to include the case of a = b, we divide the proof into two steps.
Step one. Let B2 be defined in Lemma 3.4. First, we consider a ∈ [b,B2]. In virtue of
Lemma 3.2, it is easy to see that (1.2) is a regular perturbation of (3.12), so any positive
solution of (1.2) is non-degenerate and linearly stable if a ∈ [b,B2] and m is large enough.
Let us set
D0 =
{
(u, v) ∈ E | θ(b+λ1)/2/2 < u< 2a, θb/2 < v < 2b
}
.
Then, there exists large C such that At maps D¯0 to W for all t ∈ [0,1], where C,At and
W are given as in Section 2. Clearly, (u, v) is a solution of (2.8) in D0 if and only if it is a
fixed point of At . Moreover, by the homotopy invariance of degree, it is easy to see that
degreeW(A,D0) = degreeW(A0,D0) = indexW
(
A0, (θa, θb)
)= 1.
On the other hand, by Lemma 3.2, for large m, any fixed point of A is contained
in D0, and is non-degenerate and linearly stable. Then, a simple compactness argument
claims that the number of fixed points must be finite, and we denote them by {(ui, vi)}l .1
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indexW(A, (ui, vi)) = 1 and so
1 = degreeW(A,D0) =
l∑
i=1
indexW
(
A, (ui, vi)
)= l.
Therefore, (1.2) has a unique positive solution if a ∈ [b,B2] and m is large enough.
Step two. For a ∈ [B2,∞). Due to Lemma 3.4, any positive solution of (1.2) is non-
degenerate and linearly stable, and so simple analysis shows that there are at most finite
many positive solutions, which are defined by {(ui, vi)}l1, and indexW(A, (ui, vi)) = 1 for
each i. Hence, by the additivity property of degree, it follows from Lemma 2.1 that
1 = degreeW(A,D) =
l∑
i=1
indexW
(
A, (ui, vi)
)
+ indexW
(
A, (θa,0)
)+ indexW (A, (0, θb))+ indexW (A, (0,0))= l,
which implies the uniqueness again. So far, we conclude our proof. 
In the following, we establish the exact multiplicity and stability of positive solutions to
(1.2) for large m and a ∈ (λ1, b). Here, we would like to point out that, when a ∈ (λ1, b)
and m is large, (1.2) is a singular perturbation of the single equation problem
−∆w = w(a − θb/(1 +w)) in Ω, w = 0 on ∂Ω. (3.13)
In [8], the authors gave a detailed discussion to (3.13) (see Lemma 2.7 there), and ob-
tained
Lemma 3.6. Problem (3.13) has a positive solution if and only if λ1 < a < b, which is
unstable (if exists). Moreover, there exists small 3 such that if a ∈ (λ1, λ2) ∪ [b − 3, b),
(3.13) has at most one positive solution and it is non-degenerate.
Similar to Theorems 3.2 and 3.3 of [8], we can obtain the following two results.
Theorem 3.2. Let 3 be defined in Lemma 3.6 and 4 = min{λ2, b − 3/2} − λ1. Then, for
any  ∈ (0, 4), there exists M = M() large such that if a ∈ [λ1 + ,λ1 + 4] ∪ [b− 3, b)
and mM , (1.2) has exactly two positive solutions, one of which is asymptotically stable
and the other is unstable.
Theorem 3.3. There exist small 5 and large M , such that for each m M , there exists
a unique a˜ ∈ (λ1, λ1 + 5) such that if a < a˜, (1.2) has no positive solution, and a unique
positive solution for a = a˜; if a ∈ (a˜, λ1 + 5), (1.2) has exactly two positive solutions, one
of which is asymptotically stable and the other is unstable. Moreover, a˜ → λ1 as m → ∞.
Using Lemma 3.6 and the singular perturbation theory from [12], adapting the same
arguments as in [8] with minor modifications in suitable places in the course of proof of
Theorems 3.2 and 3.3 there, we can prove the above results. The details is so omitted here.
It is obvious that Theorem A follows from Theorems 3.1–3.3.
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