We formulate an info-clustering paradigm based on a multivariate information measure, called multivariate mutual information, that naturally extends Shannon's mutual information between two random variables to the multivariate case involving more than two random variables. With proper model reductions, we show that the paradigm can be applied to study the human genome and connectome in a more meaningful way than the conventional algorithmic approach. Not only can infoclustering provide justifications and refinements to some existing techniques, but it also inspires new computationally feasible solutions.
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I. INTRODUCTION
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There are different techniques for capturing the detailed physical structure and functional interaction in a biological system. For the human genome, the expression levels of different genes in different individuals (or tissues) can be measured by the microarray analysis [10] or RNA-sequencing [11] , [12] . For the physical connections of the neurons, called the physical connectome, electron microscopy (EM) has been used to map out the entire structural interconnections of the neurons in a small living creature called the nematode Caenorhabditis elegans (C. elegans) [13] - [16] . For the human brain of living subjects, EM does not apply, but a magnetic resonance imaging (MRI) technique called diffusion spectral imaging (DSI) can be used instead [17] - [19] . The functional connectome of the neurons can also be studied by capturing the stimulation patterns of the neurons directly using electroencephalography (EEG) or indirectly using another MRI technique called functional MRI (fMRI). However, with the huge volume and variety of data available [20] - [22] , the main challenge is to automate the clustering process using a mathematical criterion that leads to meaningful, yet arithmetically simple to compute, clusters.
We believe that the key to this challenge lies in a better understanding of what information is, and how we can measure mutual information quantitatively. In this work, we propose a novel information-theoretic approach to clustering, called info-clustering, and show that it applies to the study of the complex biological systems of the genes and neurons. The idea is to regard each object as a piece of information, and then group subsets of the objects together if their mutual information exceeds a certain threshold. By varying the threshold value, a hierarchy of clusters can be obtained.
A. Motivation: Human Genome and Connectome
An application of info-clustering is in the study of the human genome. We know that the biological information of 2332-7804 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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a human being is encoded entirely in its DNA sequences. A DNA sequence is further divided into segments called the genes. Some genes are protein-coding in the sense that they express themselves in the form of gene products such as enzymes, hormones and receptors. These proteins carry out important functions that sustain different metabolic pathways. However, it is not entirely clear 1) how the genes work together to sustain the metabolic pathways, and 2) how do mutations of the genes cause a certain disease such as cancer. Clustering is a helpful first step in studying the metabolic pathways and disease pathology. This is because it helps identify smaller subsets of related genes that work closely together. More precisely, although different genes express differently in different people, or even in different tissues of the same person, genes that are co-regulated tend to have similar expression patterns [10] , [23] . Such co-expression of the genes means that there is mutual information among the genes. If we have a way to measure such information, then we can cluster the genes according to their mutual information.
Another application of info-clustering is in the study of the human brain. We know that the brain carries out important tasks such as perception, emotion, thought and memory. The way it works is that the human brain consists of many cells called neurons. These neurons are physically wired together by fiber-like projections called axons. The neurons stimulate each other in some pathway circuitries to carry out the important brain functions. More precisely, when a neuron is excited by an external stimulation, it sends an electrical signal down the axon, which stimulates one or more target neurons through the synapses.
The stimulation mechanism of the neurons has inspired a family of learning models in artificial intelligence called artificial neural networks. In machine learning, such artificial neural networks can be used by deep learning methods to perform complicated tasks such as image recognition [24] . The performance of such methods is often superior to alternative methods. However, exactly why the technique works so well is not entirely clear. It remains a mystery as to 1) how the stimulations of neurons lead to the complicated brain functions, and 2) how the damages or anomalies in the brain lead to mental disorders such as schizophrenia, bipolar disorder, autism and attention deficit hyperactivity disorder. We believe information theory [25] - [29] lies close to the heart of these problems because the stimulation mechanism by electrical and chemical signals is simply transmission and processing of information. It was recently discovered [30] - [32] that the brain segregates into tightly connected regions, and there are important network hubs, called the rich-clubs, that connect between the different regions. Most neural signals pass through those network hubs, and therefore, damages to such network hubs can be detrimental. On the other hand, such information super highways were found to improve the performance of artificial neural networks [33] , because they allow many layers of neurons to communicate effectively with each other. Indeed, the formation of communities and the small-world topology [34] are observed in social networks where people interact by communicating information. Since neurons also interact by transmitting information, we believe info-clustering can be applied to these information systems to discover or explain the communities with a large amount of intra-cluster communications as well as network hubs that support important inter-cluster communications.
B. Contributions
In this section, we give a summary of the contributions of this work and a brief survey of previous works pointing out, whenever possible, similarities and differences between infoclustering and existing approaches. This brief survey is neither complete nor intended to present info-clustering as a replacement of existing approaches, but rather to motivate info-clustering and help properly position it relative to existing works.
Many clustering algorithms have been proposed, even for gene clustering [3] , [4] , [35] . However, the conventional approach has been typically of a heuristic nature with a primary focus on algorithmic simplicity [36] . Such an algorithmic approach suffers several shortcomings, as it was already indicated by some researchers [37] , [38] . For example, the well-known k-means clustering algorithm and self-organizing map require prior knowledge of the number of clusters, which is a well-known difficult task. For the k-means clustering algorithm, the similarity between objects is measured by the distance between the data points associated with the objects. This raises the concern that there are several different choices for defining the distance between two points or two clusters. Various mathematical criteria have been proposed. However, such criteria appear to be "easy to fool" in the sense that there are examples for which the resulting clustering solution is obviously not the desired one [39] . The problem is that distance is fundamentally a pairwise measure, and there is no clear unique extension to the case involving more than two data points.
There are clustering techniques that do not require any prior knowledge of the clusters, but their objective functions are often too difficult to compute. As a concrete example, correlation clustering [40] specifies the similarity structure by a simple graph, with positive edges between similar nodes and negative edges between dissimilar nodes. The objective is to cluster the nodes in a way that minimizes the total number of pairs of similar nodes in different clusters and dissimilar nodes in the same cluster. Despite the conceptual simplicity in its formulation, the problem was shown to be NP-hard [40] . This motivated the search for an approximation solution, such as the randomized 3-approximation algorithm in [41] , which was also recently extended to a parallel version for clustering big data [42] . However, the obtained clusters are not reproducible since the randomization can result in very different-looking clusters. While there are indexes that evaluate the quality of the clusters, and algorithms that combine different clustering solutions together, a coherent theoretical ground is desired.
The problem of clustering is quite unique in the sense that it attempts to discover unknown patterns in the data. Indeed, [37] raised the question of whether clustering is more of an art than a science, because the existing methods of evaluating a clustering solution are not entirely justified. However, rather than declaring no satisfying solution to the problem, or jumping too quickly to a specific algorithm or dataset, we believe it is more important to lay a rigorous theoretical ground, upon which many meaningful and practical implementations can be developed. Such a paradigm should be general enough to capture complicated similarity structures, and be able to reduce to computationally feasible algorithms under verifiable simplifying model assumptions.
Indeed, information theory has already been considered in some previous works on data clustering [3] , [43] - [47] . In particular, for gene clustering, the well-known Shannon's mutual information [100] was used as a measure of similarity between two genes in the clustering algorithm by Mutual Information Relevance Networks (MIRN) [3] . The measure was reported to be less sensitive to outliers, among other benefits.
Unfortunately, Shannon's mutual information only measures the amount of information mutual to two random variables and so, its use for the multivariate case involving multiple random variables in [3] was not properly justified. As an illustration of this, we give a concrete example where the clustering by MIRN fails to return the desired cluster.
Many other information-theoretic frameworks make use of a proposed multivariate extension of Shannon's mutual information, called the total correlation [48] . Even with this choice of similarity measure, there have been very different approaches. For example, the hierarchical clustering by mutual information in [43] made use of the grouping property of the total correlation for three random variables. The correlation explanation algorithm in [45] used the conditional total correlation directly in the objective function to partition the random variables according to a latent tree model. In [49] , the total correlation was further broken down into a sum of the so-called interaction multi-information. While these works consider information theory to be a promising framework for machine learning, a rigorous common theoretical ground is still missing. For instance, the clustering solutions in [43] and [49] have algorithmic characterizations which do not lead to a unique clustering solution. The approaches are mainly supported by experimental rather than theoretical results.
Instead of Shannon's mutual information or the total correlation, info-clustering makes use of a multivariate information measure called the multivariate mutual information (MMI) that can capture the higher-order correlation among multiple random variables. The MMI originates from the divergence upper bound in [50] for the capacity of the secret key agreement problem. Although the bound was shown by [51] to be slack (in the case with helpers), [51] also identified the rather general (no-helper) case when the bound is tight, and interpreted the corresponding expression as a measure of mutual dependency among multiple random variables. This established an alternative characterization of the secret key capacity that was formally studied as a measure of mutual information in [1] , where many interpretations and properties of the measure were discovered to naturally extend those of Shannon's mutual information. The expression was therefore named and regarded as the same notion of mutual information as Shannon has defined in his seminal work [100] , but extended to the multivariate case. We pause here to make some important remarks on the MMI:
1) The MMI has various concrete operational meanings. Indeed, it was shown in [52] to be precisely the capacity of the secret key agreement problem in [50] and the max-flow min-cut characterization of network coding throughput [53] . It is also related to the source coding problem of communication for omniscience [50] and the problem's extension to successive omniscience [54] . 2) Among other information-theoretic properties, the MMI satisfies the well-known data processing inequality, which has been used in [1] and [54] - [56] to derive new results or resolve some conjectures in other multiterminal information theory problems [57] , [58] .
3) The term MMI has also been used (though not very widely) to refer to McGill's multiple information. As we will explain in Section III-A, there is an issue with such an extension of Shannon's mutual information, causing it to be negative for the example shown in Fig. 2b . A correction of this extension will lead to the non-negative MMI we consider. The MMI was also called the minimum partition information in [46] , but the name was based on the characterization of the MMI by partitions [52] , which is only one of the many possible characterizations. E.g., an axiomatic formulation of the MMI is given in [1] using the so-called mutually correlative property. 4) A more abstract mathematical form of the MMI for a submodular set function instead of multiple random variables appeared in the work of Fujishige [59] and the work of Narayanan [60] on the principal lattice of partitions of a submodular function. The MMI enriches the abstract mathematical structure with precise information-theoretic meaning by specializing the submodular function to the entropy function. The MMI has also been applied to clustering by [46] and was shown to be superior to Shannon's mutual information under the proposed framework in [46] . However, unlike info-clustering, the work did not go deep into the informationtheoretic interpretations of the MMI, and therefore, did not identify the clustering solution we found. Instead, it considered clustering as a universal communication problem, with a decoder that recovers patterns of the transmitted message as clusters. This idea is interesting although it is unclear whether this model assumption is fruitful or limiting, and whether the universal communication problem can lead to an efficient clustering solution.
The theoretical underpinning of the MMI is a mathematical structure called the principal sequence of partitions (PSP) [60] . On the one hand, this structure enables the MMI and the clusters to be computed in strongly polynomial time [59] , [60] (see also [61] ), and adds a new dimension to multi-terminal information theory [54] - [58] , [62] - [66] . On the other hand, the MMI enriches the abstract mathematical structure with information-theoretic meanings.
There is also an existing clustering algorithm, called the minimum average cost (MAC) clustering [61] , which builds implicitly upon the principal sequence of partitions to construct the clusters. However, the exact formulation is based on an abstract mathematical criterion that minimizes certain average of a submodular cost function, which differs from that of the principal sequence of partitions. We show by concrete examples that the MAC clustering is different from info-clustering in general. Instead of building our clustering solution on the abstract mathematical structure of the PSP, we start with a seemingly different but more meaningful formulation and eventually connect it to the PSP using the properties of the MMI. We also prove the hierarchical structure of info-clustering separately based on a general property of the MMI, so that potentially other information measures satisfying such property can be applied. Building upon this abstract mathematical framework, a duality result was recently proved in [67] relating the info-clustering problem with the feature selection problem. The info-clustering formulation was also extended slightly there to map to the more elaborate structure of the principal lattice of partitions (PLP) instead of just the PSP.
The info-clustering paradigm is general. Under some simplifying assumptions on the correlation structure, we show that the solution reduces to the clustering solution by MIRN [2] for gene clustering. Another common model reduction is by assuming a jointly Gaussian distribution, as in the gene clustering method called the clustering identification by connectivity kernel (CLICK) [4] . We show that, under the jointly Gaussian assumption, info-clustering reduces to a clustering solution that depends only on the covariance matrix through the spectra of its submatrices. This appears to be a new spectral clustering technique different from the spectral clustering algorithm in [68] , which was only used as an approximate solution to the NP-hard problem of finding the minimum normalized cut for image segmentation [68] .
Under the pairwise independent network (PIN) model [69] , where the random variables have a graphical correlation structure, the MMI reduces to the partition connectivity for tree packing [70] , a well-known notion in combinatorial optimizations [71] . The MMI was also shown to be equal to the maximum multicast throughput of an undirected network, giving it the usual connectivity notion of max-flow min-cut for graphs, which can be further extended to information flows over hypergraphs and, more generally, matroids [53] , [72] - [74] . We show that under the PIN model, the clustering solution corresponds to the PSP of graphs, and the idea is extended further to hypergraphs and more general channel models, following the usual extension of commodity flow to information flows in network coding. Because the physical interconnections among the neurons can be specified by a graph or a hypergraph, with edges being channels that transmit information, the graphical reduction of the info-clustering algorithm can potentially be applied to identify regions of tightly connected neurons in the brain with high intra-cluster communication rates.
The infomap [47] is another clustering algorithm applied to cluster the human connectome [6] . The idea, like one of the interpretations of info-clustering, is to decompose the network by information flows. However, different from info-clustering, it uses a random walk over a graph as an analogy to information flows over a network. The clusters are obtained by optimizing a special two-stage source coding of the random walk. Unfortunately, the optimization is difficult, and can only be solved approximately. The two-stage source code is also far from the optimal source coding scheme that achieves the entropy rate [75] .
Another information-theoretic approach, called the integrated information theory (IIT), has also been proposed in neuroscience [76] to study consciousness based on the structure and dynamics of the brain. A measure called the integrated information was defined to measure how integrated the subsystems are within a large system. Another information-theoretic measure is defined in [5] to measure the segregation of a large system into separate subsystems. The motivation of such measures is the construction of a whole-brain computational model that can help explain some important features of the brain. However, despite similarity to the info-clustering paradigm, the proposed measures do not have clear operational meanings because some distribution, normalization factors and parameters are chosen in a rather ad-hoc manner. We will show that the info-clustering paradigm leads to a more meaningful measure of segregation and integration. Indeed, the info-clustering paradigm is not limited to biological systems. It can also apply to other information systems or social networks, like the measure of segregation proposed based on social interactions in [77] .
In summary, info-clustering has the following advantages: 1) The clustering procedure is driven by a new multivariate information measure called the MMI, which extends Shannon's mutual information between two random variables to the mutual information among multiple random variables. Like Shannon's mutual information [78] , [100] , the MMI has concrete operational meanings in various information-theoretic problems, including source coding, network communication and security.
2) The clusters can be computed in strongly polynomial time due to the underlying mathematical structure called the PSP. However, unlike the related MAC clustering algorithm, info-clustering has a meaningful formulation not based directly upon the abstract mathematical structure.
3) The clustering solution is unique and well-defined, unlike many other algorithmic formulations that may require an initial solution or an assumption on the number of clusters. 4) Under the Markov tree model, info-clustering reduces to an existing gene clustering algorithm called the clustering by MIRN. This shows that info-clustering can apply to gene clustering and help justify existing clustering algorithms with the concrete operational meanings of info-clustering. 5) For some non-Markov tree models, the clustering by MIRN fails to capture the higher-order statistical dependency among multiple random variables, while infoclustering succeeds to identify the correct clusters. 6) Under a hypergraphical source model, info-clustering reduces to the PSP of hypergraphs. It gives the PSP a concrete operational meaning as clustering by network information flow. Such a model can be applied to cluster the neurons by their physical connections. Fig. 1 . An example of clustering a set of random variables based on their shared information. The statistical dependency of the random variables Z i 's to be clustered are defined in terms of a set of independent uniformly random bits X j 's.
7)
Under the jointly Gaussian assumption, info-clustering reduces to a method of clustering by the covariance matrix. Compared to the existing spectral clustering method, it is a different algorithm that has concrete information-theoretic meaning. 8) A meaningful measure of integration and segregation can be derived in a more rigorous way than the integrated information theory (IIT), with applications beyond biological systems such as social networks. While there are many practical approximations and implementations possible for info-clustering, the focus of this paper is on the theoretical development and its potential biological applications in the study of human genome and connectome.
Organization: The paper will be organized as follows. The info-clustering paradigm will be formulated in Section II and characterized in Section III, with the detailed clustering procedures implemented in Algorithm 1, 2, and 3. Its biological applications are through the model reductions in Section IV.
Notations: Throughout this paper, unless otherwise specified, we use sans-serif upper-case letters (e.g., Z, X, etc.) to denote random variables and calligraphic font upper-case letters (e.g., C, F, etc.) to denote collections of sets. For any collection of sets F whose elements are subsets of some finite set, we use maximal F to denote the inclusion-wise maximal elements of F, i.e.,
II. HIERARCHICAL CLUSTERING FORMULATION
The info-clustering formulation in this paper separates into two main components. The first component is a formulation using a threshold constraint on the MMI. We show that the solution is hierarchical, and so, an iterative algorithm can be used to compute the clusters. We will make the proof general using only a simple property of the MMI rather than its detailed definition, i.e., the results herein hold for any multivariate information measure that satisfies such a property. We use the two terms "multivariate information" and "multivariate mutual information (MMI)" for two distinct meanings, where the former refers to a general information measure for multiple random variables as detailed in this section while the latter refers to a specific information measure defined in the next section as (14) . The second component of the formulation is a refinement of the clustering solution based on further properties of the MMI as detailed in the next section.
The reason for the two-step characterization is not only for theoretical elegance but also for practical implementations of info-clustering in subsequent work. The more general hierarchical solution developed in this section may allow the MMI to be approximated and estimated from data more efficiently with a tunable level of computational and sample complexity.
A. Threshold Constraint
To cluster objects using information theory, we first associate each object we want to cluster, say i, with all the information that describes it. The information is represented by a random variable, say Z i , which can be viewed as a file containing some measurements of the object i. Then, we cluster all the objects based on the mutual information among the random variables Z i 's.
As a motivating example, consider clustering the random variables Z i 's defined in Fig. 1a . The random variables are correlated in the sense that they share some uniformly random independent bits X a , X b , X c and X d . 1 It is desirable to group Z 1 , Z 2 and Z 3 in a cluster because they share a common bit X a , but it is desirable to group Z 4 and Z 5 in a different cluster because they share a different independent bit X b . It is also desirable to group Z 1 and Z 2 as a smaller cluster (compared to {1, 2, 3}) because they share the additional bit X d (in addition to the bit X a ).
More generally, let V be a finite set of objects we want to cluster and
be the vector of random variables associated with the objects. For every subset B ⊆ V of at least two random variables, we measure their shared information by some finite real number I(Z B ), i.e.,
This multivariate information quantity should depend on the joint distribution P Z B of the random vector Z B , but its precise definition will be postponed to Section III-A because the combinatorial structure of the following hierarchical clustering formulation of info-clustering does not depend on the particular choice of this measure, allowing potentially other measures to be used. Definition 1 (Clusters): For a threshold ∈ R, the set of clusters is defined as
The maximality (1) requirement ensures consistency among the clusters, i.e., a cluster B with I(Z B ) > does not separate apart any other highly correlated random variables in a larger set B B that also satisfies I(Z B ) > . 2 For notational convenience,
denotes the collection of all clusters at different thresholds.
In words, given a threshold , we consider subsets B of two or more elements from V, such that the random variables Z B indexed by the elements of B have the multivariate information quantity I(Z B ) strictly larger than the threshold . Out of all such non-singleton subsets satisfying the threshold constraint, we pick the inclusion-wise maximal subsets to be the clusters. To put it simply, the idea of clustering is to group together random variables, as many as possible, such that the group has increasingly larger amount of multivariate information. The desired level of multivariate information is specified by the threshold .
The following is an illustration of the threshold-constraint formulation when applied to the motivating example above.
Example 1: Let V := {1, . . . , 6} and define Z V in terms of the independent uniformly random bits X a , X b , X c and X d as shown in Fig. 1a . For this example, the dependency structure is simple, and so, let us define the information measure as the number of shared bits:
For instance, I(Z {1,2,3} ) = 1 = I(Z {4,5} ) because Z 1 , Z 2 , and Z 3 share the common bit X a while Z 4 and Z 5 share the common bit X b . Similarly, I(Z {1,2} ) = 2 because Z 1 and Z 2 share the common bit X d in addition to the bit X a . Finally, I(Z V ) = 0 because Z 6 is independent of all other random variables Z i for i = 6. If = 0, then (2a) asks for the maximal subsets with shared information strictly larger than zero. By (3), the sets whose shared information is larger than zero are {4, 5}, and any subset of two or more elements from {1, 2, 3}. The maximal among such subsets are the clusters at threshold zero, i.e., C 0 (Z V ) = {{1, 2, 3}, {4, 5}}. If = 1 instead, then (2a) asks for the maximal subsets of random variables with more than 1 bit of shared information. The only choice is the subset {1, 2}, and so it is the only cluster at threshold 1, i.e., C 1 (Z V ) = {{1, 2}}. For other values of :
• For < 0, the entire set V is the only cluster because I(Z V ) = 0 > and V is the maximal set trivially. 2 The maximality constraint can be relaxed slightly in [67] to prove a stronger result on the duality between data clustering and feature selection. For simplicity, we limit the scope of this paper to the maximality constraint.
• For ∈ [0, 1), there are two clusters {1, 2, 3} and {4, 5} because I(Z {1,2,3} ) = I(Z {4,5} ) = 1 > , and each of the sets is maximal.
is the only cluster because it is the only set with the shared information I(Z {1,2} ) = 2 > . • There are no clusters for ≥ 2 because no set of random variables has more than 2 bits of shared information. The complete clustering solution is illustrated in Fig. 1b .
There are various important properties we can observe from the clustering solution in Fig. 1b :
• The set of clusters changes at a finite set of threshold values, namely the set of thresholds {0, 1, 2}. The threshold values are the shared information of the clusters and each cluster occupies a contiguous interval between two of the threshold values. (E.g., the threshold value 2 is the shared information of the cluster {1, 2} that appears over the interval ∈ [1, 2).) In particular, the smallest threshold value 0 is the shared information of the entire set of random variables, and the largest threshold value 2 is the maximum shared information over all subsets that contain at least two random variables. • For each threshold , the clusters are disjoint. For two different thresholds, two clusters are either disjoint or the larger-threshold cluster is a proper subset of the smallerthreshold cluster. (E.g., the cluster {1, 2, 3} at = 0.5 does not intersect with the other cluster {4, 5} at the same threshold, but it contains the cluster {1, 2} that arises at the larger threshold = 1.5.) • There is an iterative relationship among the clusters: the cluster of a cluster of Z V is also a cluster of Z V . For example, if we consider clustering the random variables from the cluster {1, 2, 3}, then {1, 2} is a cluster of {1, 2, 3}. Note that {1, 2} is also a cluster of Z V . In the next subsection, we will show that the above hierarchical structure holds more generally.
B. Hierarchical Structure
For convenience, we will use − ( + ) to represent the value that is arbitrarily close to but strictly smaller (larger) than . More precisely, we write C − (Z V ) (C + (Z V )) for the limit of C t (Z V ) as t increases (decreases) to from below (above). The limit exists because there is only a finite number of clusters, i.e.,
even though the set C(Z V ) of all clusters (2b) is a union over all real threshold values . Define the set of critical values for clustering Z V as
This is the set of threshold values of interest, because the set of clusters changes at those values. The following theorem asserts that the set of critical values is also finite. Theorem 1 (Discreteness): The set of critical values can be written as
the collection of the sets of clusters for the critical values, then the complete clustering (2a) of Z V is given as
Finally, the first and last critical values are
and
is the set of all maximal B achieving the maximum amount of multivariate information (6c).
Proof: See Appendix A-1.
Definition 2 (Critical Values):
We will use i (Z V ) and N(Z V ) to denote the i-th critical value and the number of critical values for Z V respectively. For simplicity and when there is no ambiguity, we may drop the dependency on Z V and write, e.g.,
Applying the definition of clusters (2a) to an arbitrary subset B ⊆ V with size at least two, the definition above extends to any such subset, where in this case the simplified notation
Next, we show that every cluster B of Z V can be obtained by computing the set of clusters of Z B for some larger (previous) cluster B of Z V :
That is, we can obtain B by computing clusters that correspond to the first critical value of an earlier cluster B . Proof: See Appendix A-2. According to Theorem 2, we can compute the complete solution to the clustering problem if we can compute the first set C 1 (Z B ) of clusters for all subsets B ⊆ V : |B| > 1. However, without any additional properties of the multivariate information measure, it is unclear whether the iterative algorithm can be computed efficiently due to the following issues:
1) While Theorem 2 states that every cluster B is in the first set C 1 (Z B ) of clusters of a larger cluster B , the converse may not be true. That is, a cluster of Z B in C 1 (Z B ) may not be a cluster of Z V , because the maximality in (2a) needs to be verified in addition.
2) The total number of clusters under a general multivariate information measure can be large. By (2a), C 1 (Z V ) is an antichain in the sense that a cluster in C 1 (Z V ) cannot be a subset of another cluster in C 1 (Z V ). Without any other restriction, the size of an antichain can be exponential in |V| by Sperner's theorem [79] .
To illustrate the issues above more clearly: Example 2: Consider V := {1, 2, 3, 4} and let the multivariate information quantity be defined as follows: For B ⊆ V : |B| > 1,
From this, it follows that the set of clusters is given by
Consider now the cluster {1, 2, 3} of Z V . It is not hard to verify that {2, 3} is a cluster (in the first set of clusters) of Z {1,2,3} . However, the set {2, 3} is not a cluster of Z V because the proper superset {2, 3, 4} has a larger multivariate information of 3.
Next, we show that both issues can be resolved if the following simple, but in our opinion fundamental, property is satisfied by the multivariate information measure:
This property holds for the MMI we will consider in (14) ([1, Corollary 5.1]), but it also holds for some other multivariate information quantities. 3 Theorem 3 (Laminarity Under (8) ): For any multivariate information measure that satisfies the property (8), the collection of all clusters C(Z V ) forms a laminar family [71] , i.e.,
for all clusters B 1 ,
That is, B 2 ⊆ B 1 and so we have (9) .
Under the context of data clustering, the aforementioned laminarity is usually known as hierarchical clustering or dendrogram. By Theorem 3, any multivariate information measure that satisfies the property (8) will necessarily lead to a clustering solution that is guaranteed to be hierarchical. If we define 3 Watanabe's total correlation (13), Han's dual total correlation and the multivariate Wyner's common information described in [1] satisfy (8) because they are non-decreasing. However, their corresponding clustering solutions are also trivial due to the monotonicity. The normalized version of the total correlation considered in [1, eq. (6.2)] satisfies (8) , as can be shown by [1, Corollary 5.4] ). It is not monotonic and therefore gives nontrivial clustering solutions with the laminar structure by Theorem 3. McGill's multiple information and the multivariate Gács-Körner common information both fail to satisfy (8). a similarity relation i ∼ j to mean that there exists C ⊆ V containing both i and j such that I(Z C ) > , then it can be shown that ∼ is an equivalence relation for any threshold . In particular, (8) implies that the relation is transitive. The set C (Z V ) of clusters can be shown to be precisely the set of non-singleton equivalence classes, and so the clusters are disjoint.
Our next result shows that under the condition (8), the complete solution to the clustering problem can indeed be computed iteratively from the first set of clusters of a previous cluster.
Theorem 4 (Iterative Relation Under (8)): For any multivariate information measure that satisfies the property (8),
where for any B ⊆ V, the set C(Z B ) is the collection of all clusters of Z B (similar to (2b)).
Proof: See Appendix A-3. Corollary 1: For any multivariate information measure that satisfies the property (8), the total number of clusters
which is linear in the number of random variables to be clustered. Proof: Consider proving (11) by an induction on the size of V. In particular, consider the non-trivial case when C 1 (Z V ) is non-empty. The base case |V| = 2 holds trivially. By (10),
where the first inequality is by the inductive hypothesis and the last is because C 1 (Z V ) consists of disjoint proper subsets of V by Theorem 3.
Hence, given an algorithm that can compute the first critical value 1 and the first set C γ 1 of clusters of any given set of random variables, we can compute the entire clustering solution by applying the algorithm at most |V| times. The pseudocode is given in Algorithm 1.
The algorithm computes the list S of all clusters B ∈ C(Z V ) and their associated values I(Z B ). It calls the function FirstClusters(B) iteratively to obtain the first critical value and the first set C of clusters of every previously discovered cluster stored temporarily in T. The newly discovered clusters in C are further added to T.
III. CLUSTERING BY THE MMI
In this section, we focus on the clustering solution under the MMI measure in [1] . Although a general property, namely, property (8), suffices for a laminar hierarchical clustering solution in Section II, the resulting clusters may be trivial or meaningless if the multivariate information measure is not chosen properly. (For instance, any choice of I(Z B ) that is nondecreasing in B will satisfy (8) but will only produce the trivial 
enqueue all elements of C to T; 8 end 9 function FirstClusters(B):
cluster {V}.) We will explain the meaning of the MMI measure precisely and show that the corresponding hierarchical clustering formulation is related to a non-trivial mathematical structure called the principal sequence of partitions (PSP) [60] of the entropy function. Consequently, the solution can be computed by some well-studied submodular function optimization techniques [60] that can run in strongly polynomial time.
A. Multivariate Mutual Information
Recall that for the simple example considered earlier in Fig. 1a , the mutual information of a given set was measured by the number of bits shared by the random variables in the set. For a general source model, Shannon's mutual information [100] provides a well-accepted measure in the bivariate case involving only two random variables 4 :
where D(P 1 P 2 ) denotes the Kullback-Leibler divergence [83] between the distributions P 1 and P 2 . The divergence on the R.H.S. of (12) can be interpreted as a statistical distance to independence, because it equals zero if and only if the two random variables are independent. A straightforward extension of Shannon's mutual information (12) to the multivariate case is Watanabe's total correlation [48] :
which is equal to zero if and only if the random variables Z i for i ∈ V are mutually independent. While the total correlation captures the mutual independence among the random variables, it fails to capture many other forms of independence relation. The work in [1] aimed at a more precise understanding of this and the formulation of the MMI, discussed below, as an information measure capable of capturing any form of independence that might exist among three or more random variables. Let (V) be the collection of all possible partitions of V that splits V into at least two nonempty disjoint subsets. (In other words, (V) is the collection of all set partitions of V except the trivial partition {V}.) For any partition P ∈ (V) of V, the product distribution C∈P P Z C specifies an independence relation, namely, that the agglomerated random variables Z C 's are mutually independent. A well-constructed measure needs to ensure that the mutual information is measured at zero as long as an independence relation exists among the random variables from V, not just when all the random variables from V are mutually independent.
We now introduce the MMI measure from [1] :
Clearly, by the above definition, we have I(Z V ) = 0 if and only if there exists an independence relation among the random variables from V. Example 3: For the example considered earlier in Fig. 1a , we have I(Z V ) = 0 because of the independence relation
The divergence expression (14) of the MMI derives from a divergence upper bound [50, Example 4, eq. (26)] on the secrecy capacity for the multiterminal secret key agreement problem. The bound was derived in the general case with helpers, and was considered as a heuristically meaningful upper bound to the LP characterization of the capacity in [50] . The bound was shown to be tight for the case involving 2 or 3 users (possibly with helpers), but it was left open in [50] whether the bound is tight beyond 3 users. References [51] and [52] extended the brute-force search of [50] and showed with the help of a computer program that the bound is tight for 4 or 5 users. However, a counter-example involving 6 users with 3 helpers was also discovered, showing that the bound is loose with the presence of helpers and therefore does not have the same meaning as the secrecy capacity. Nevertheless, it was identified and proved in [1, Th. 2.1], [51, Th. 1], and [52, Th. 1.1] that the bound is tight in the no-helper case even under a general private source distribution, using only the well-known submodularity of entropy. This establishes the concrete operational meaning of the MMI as the secrecy capacity in the general no-helper case, much like the way Shannon's mutual information was shown to characterize the channel capacity in the seminal work [100] of Shannon. A first attempt to interpret the MMI as a measure of mutual information among multiple random variables (and to explain the normalization factor of |P| − 1 in (14)) appeared in [51, Sec. IV].
It is useful to compute I P by rewriting the divergence in terms of Shannon's entropy or mutual information as follows:
where we used C 1 , . . . , C k to denote the blocks of the partition P. The measure I P is also written more explicitly in [1] as
Through (15b), we can verify that the MMI measure defined as above is consistent with the measure of shared bits used in Example 2 for the special source model in Fig. 1a . Example 4: Consider the example in Fig. 1a . The values of
where the last term is obtained by applying (15b) with C i = {i}. Hence, I(Z {1,2,3} ) = 1 with {{1, 2}, {3}} being the unique optimal partition. At the first sight, the normalization factor |P| − 1 on the R.H.S. of (14b) may appear arbitrary. This factor is not included in other proposed information measures involving the divergence, such as the total correlation (13) and the integrated information [76] . However, it turns out that such a factor has an important information-theoretic meaning, which relates it to the non-trivial, but polynomial-time solvable, mathematical structure of the PSP. Indeed, the normalization factor is often overlooked in other proposed multivariate information measures based on the independence relations, such as the total correlation in (13) . This is because the factor only affects the measure when the independence relations do not hold, i.e., when the measure is non-zero.
To help understand the reasoning behind such a normalization, we will introduce the residual independence relation [1] by extending the well-known Venn diagram interpretation of Shannon's mutual information shown in Fig. 2a according to the identity
From the Venn diagram, the mutual information has the meaningful interpretation as the amount of overlap in the randomness of the individual random variables. This interpretation has been extended by [84] to the information diagram, and the amount of overlap can be measured by the McGill's multiple information [85] using the inclusionexclusion principle. (See Fig. 2b.) Unfortunately, the McGill's multiple information can be negative even for a very simple example involving three random variables [84] , contradicting the basic intuition that mutual information should be non-negative.
To "fix" this problem, one may rewrite (16) equivalently as
Note that the L.H.S. is the total residual randomness after removing the mutual information, and the equality states that the total residual randomness is equal to the sum of the individual residual randomness in each random variable, as illustrated in Fig. 3a . The important interpretation of the equality is that:
No double counting in the sum means precisely that there is no mutual information left in the residual randomness.
The above idea can be extended to the multivariate case as follows. Consider a partition P ∈ (V) and define the residual independence relation (RIR) as
i.e., the total residual randomness after removing some real value ∈ R is equal to the sum of the individual residual randomness of the agglomerated random variables Z C 's. This is illustrated in Fig. 3b .
We can now interpret the MMI (14) as the smallest ∈ R such that the RIR (18) holds for some partition P ∈ (V).
To see this, a simple re-arrangement of the terms in (18) gives
where the last equality follows from (15a). Minimizing over all possible P ∈ (V) gives rise to the MMI, and the normalization factor |P| − 1 appears naturally under the context of RIR due to the fact that any information mutual to the set of random variables should appear in every agglomerated random variable, and is therefore over-counted in the divergence. Note also that the residual randomness can be shown to be always non-negative as expected when the partition is the minimizing partition, and when the random variables are discrete. 5
B. Fundamental Partition
Back to the clustering problem, how do we compute the clusters efficiently using the MMI? Surprisingly, the optimal partition achieving the MMI (14a) gives us the desired clustering solution. The optimal partition achieving the MMI may Fig. 4 . Each partition in green is an optimal partition of the MMI (19) (corresponding to an independence relation) for the source in Fig. 1a . The non-singleton elements of the fundamental partition give some of the clusters shown in Fig. 1b , namely, the first set of clusters at the threshold 1 .
(See Theorem 5.) not be unique, but it can be shown that the set of optimal partitions form a semi-lattice, which together with the partition {V} is referred to as the Dilworth truncation lattice [60] . The lattice structure means that there exists a unique finest partition, which is called the fundamental partition [1] . It turns out that the non-singleton elements of the fundamental partition give us the desired clusters.
The proof is rather involved, but the idea can be illustrated using the previous example in Fig. 1a . As explained in Example 3,
There are also other independence relations, which correspond to further merging of the agglomerated random variables as shown in Fig. 4 . Hence, the fundamental (finest optimal) partition is
Note that, the non-singleton subsets in the fundamental partition, namely {1, 2, 3} and {4, 5}, are the clusters in Fig. 1b . If we take the cluster {1, 2, 3} and further compute its MMI, we have (from Example 4) I(Z {1,2,3} ) = 1 with the unique optimal partition
Note that the non-singleton subset {1, 2} in the fundamental partition of the cluster {1, 2, 3} is a cluster of the entire set of random variables at the larger threshold of I(Z {1,2,3} ). In other words, clusters at larger thresholds can be obtained from the fundamental partition of some clusters at smaller thresholds.
Below, we will show more generally that computing the fundamental partitions iteratively gives the complete infoclustering solution. Recall from Theorem 1 that the first critical value 1 (Z V ) is always given by the MMI I(Z V ) of the entire set. To determine the corresponding first set C γ 1 (Z V ) of clusters, denote the set of optimal partitions to (14a) by
In general, Π * (Z V ) may contain more than one optimal partition, but the optimal partitions are related by the following partial order defined for any partitions P and P as
We say that P is finer/smaller than P whenever P P , and we use ≺ to denote the strict inequality. The following result is known from [1] . Proposition 1 ([1, Ths. 5.2 and 5.3] ): There is a unique finest optimal partition, which we denote by P * (Z V ) and refer to as the fundamental partition for Z V . (Namely, P * (Z V ) = min Π * (Z V ), where the minimum is with respect to in (20) .) Furthermore, the fundamental partition P * (Z V ) with the singletons removed, i.e., P * (
Since we have 1 (Z V ) = I(Z V ) by (6b), and the nonsingleton elements from P * (Z V ) are, by Proposition 1, the maximal subsets of random variables with mutual information strictly larger than 1 (Z V ), we have by (2a) that:
By Proposition 1, the MMI measure defined in (14a) is guaranteed to satisfy the key property (8) by [1, Corollary 5.1] . This can be argued as follows. Suppose to the contrary of (8) that both I(Z B 1 ) and I(Z B 2 ) are strictly larger than I(Z B 1 ∪B 2 ). Then, the non-singleton elements in the fundamental partition P * (Z B 1 ∪B 2 ) must consist of a superset of B 1 as well as a superset of B 2 . However, the two supersets cannot be disjoint as B 1 ∩ B 2 = ∅, and they cannot be B 1 ∪ B 2 either, which is a contradiction.
The following result thus follows immediately from Theorems 3 and 4.
Theorem 6: Under the MMI measure (14a), the clustering solution (2a) is guaranteed to be hierarchical. Furthermore, all clusters can be obtained by computing the fundamental partition iteratively for every previously obtained cluster.
Given an algorithm that computes the fundamental partition exactly or approximately, we can compute the entire info-clustering solution following the iterative procedure in Algorithm 1. This is stated more precisely in Algorithm 2. The complexity is again |V| times the complexity in calculating the fundamental partition by (11) . 6 Similar to Algorithm 1, the algorithm computes the list S of all clusters B ∈ C(Z V ) and their associated values I(Z B ). It calls the function FundamentalPartition(B) iteratively to obtain the first critical value and the fundamental partition P of every previously discovered cluster stored temporarily in T. The non-singleton elements of P are the desired clusters further added to T.
C. Principal Sequence of Partitions of Entropy Function
As pointed out in [1] , [53] , and [86] , the MMI and the fundamental partition can both be computed in polynomial time 6 Indeed, we will see in the next section how the fundamental partition can be computed from the PSP of the entropy function. In fact, the additional factor of |V| can be saved by using the PSP rather than the iterative algorithm to compute the clusters. Nevertheless, the iterative algorithm is useful as it potentially allows us to compute the entire clustering solution approximately based on an approximate algorithm of computing the fundamental partition. assuming the entropies of arbitrary subsets of the random variables in hand are also computable in polynomial time. This result is based on the property that the (conditional) mutual information is non-negative, or equivalently, the entropy is submodular [87] . Hence, the iterative algorithm in the previous section can discover the info-clustering solution in polynomial time.
Quite surprisingly, based on the RIR (18) interpretation of the MMI in Section III-A, we find that the info-clustering solution can be mapped to the polynomial-time solvable mathematical structure of the principal sequence of partitions (PSP). The implication is that one can compute the general info-clustering solution more efficiently than the iterative algorithm, using techniques such as [60] and [61] . This understanding will also allow us to compare the info-clustering solution to the closely related approach of MAC clustering [61] . The study of PSP from an information-theoretic perspective appears to be new, and we are beginning to discover more information-theoretic interpretations in other problems [54] - [56] .
Define for ∈ R the residual entropy function [1] :
where h(B) := H(Z B ) is the usual entropy function [25] . h (B) measures the residual randomness of Z B introduced in Section III-A. For notational simplicity, the dependency on Z B is implicit here. The entropy function is well-known 7 to be submodular [87] , i.e., for all B 1 , B 2 ⊆ V,
and so, it is clear that the residual entropy function h (21) is also submodular. The Dilworth truncation of the submodular 7 The submodularity follows directly from the non-negativity of the conditional mutual information
residual entropy function is defined aŝ
and (B) is the collection of all partitions of B into nonempty subsets. Note that the difference between (B) and (B) is that (B) includes the trivial partition {B} as well, i.e., (B) = (B) \ {{B}}. The Dilworth truncation is itself a submodular set function, and can be calculated efficiently in strongly polynomial time [88] for any given set using Edmonds' greedy algorithm and the submodular function minimization (SFM). The running time is O(|V| SFM(|V|)), where SFM(|V|) is the running time of the submodular function minimization over the ground set V. (See [1] and [71] .) SFM(|V|) can be strongly polynomial assuming that the entropy function can be evaluated efficiently for every given subset of random variables.
To characterize the info-clustering solution, we will focus on the Dilworth truncation evaluated at V:
and think of it as a function of . More precisely, it is a minimization of the function
which is linear in with slope = −|P|, y-intercept = C∈P H(Z C ).
Sinceĥ (V) is a minimization over a finite collection of linear curves, it must be piecewise linear. More explicitly, for a given , let * be the set of partitions attaining the minimization in (24) , then at + the Dilworth truncation is given as the curve with the minimum slope among * . Thus, h (V) is piecewise linear in with slopes decreasing from −1 to −|V| and taking only integer values, as shown in Fig. 5 .
Since there is a finite number of partitions of V, the curve can be characterized by the set of turning points p i 's where the slope changes. Denote the turning points as
for some positive integer N, and call
the critical values for the Dilworth truncationĥ (V). Example 5: Consider the example in Fig. 1a . To computê h (C * 1 ) for C * 1 := {1, 2, 3}, note that the values of h [P] for 
The minimum,ĥ (C * 1 ), of the above lines is plotted in Fig. 5a . For < 1 = I(Z C * 1 ), the minimum is achieved uniquely by P = {C * 1 } = {{1, 2, 3}}. For  ∈ (1, 2) , the minimum is achieved uniquely by P = P * (Z C * 1 ) = {{3}, {1, 2}}. For > 2, the minimum is achieved uniquely by the partition into singletons.
Similarly,ĥ (V) can be plotted as the minimum of a set of lines in Fig. 5b . 
which translates directly to the RIR in (18) . Hence, we have (19) is the set of solutions to the minimization in (26) , as can be seen from the RIR interpretation of the MMI. Since the fundamental partition
has the smallest slope and therefore uniquely defines the line segment following p 1 . Note that, it is not clear a priori that the critical values (25b) defined for the Dilworth truncationĥ (V) are precisely the critical values in Γ(Z V ) (5) defined for info-clustering (2a), even though the above result from [1] shows that it is the case for the first critical value. We will show the stronger result that not only the two sets of critical values match, but that the line segments of the Dilworth truncation give the desired infoclustering solution. E.g., from Fig. 5b , the critical values of the Dilworth truncation can be verified to be precisely the critical values for the info-clustering solution in Fig. 1b . Furthermore, the sequence of partitions defining the line segments in Fig. 5b contains all the clusters in Fig. 1b as its non-singleton elements. This sequence of partitions is the PSP, which will be defined more precisely below.
Let Π i ⊆ (V) be the set of solutions to the minimization inĥ i (V). The elements of Π i form a lattice.
Proposition 2 [60, Th. 3.5] : The set of optimal solutions to the Dilworth truncationf (V) of a submodular function f : 2 V → R forms a lattice (with respect to the partial order in (20) ) called the Dilworth truncation lattice.
For instance, when we specialize the submodular function to the entropy function h for Z V , the first critical value is 1 = I(Z V ) and the associated lattice of partitions is
Let min Π i and max Π i be, respectively, the (unique) minimum and maximum partitions in the lattice Π i . The following proposition asserts that, for all i, the extreme partitions min Π i and max Π i+1 are equal. (In particular, the fundamental partition is P * (Z V ) = min Π 1 = max Π 2 .) Furthermore, the extreme partitions for different values of i form a sequence of successively finer partitions, referred to as the PSP.
Proposition 3 [60, Th. 3.7] : There is a unique sequence of partitions with respect to the partial order (20)
called the principal sequence of partitions (PSP), which satisfies
Similar to the argument in [61] , the PSP is computable in strongly polynomial time in O(|V| 2 SFM(|V|)). For completeness, we include below a simple proof of the proposition above.
Proof:
because it passes through both turning points p i and p i+1 . Since it has the smallest and largest slopes among all other lines through p i and p i+1 respectively, P i is the minimum in Π i and maximum in Π i+1 as desired. P 0 = {V} and P N = {{i} | i ∈ V} because h [P] has the largest and smallest slopes when P is P 0 and P N respectively.
The desired connection between info-clustering and the PSP of the entropy function follows from the main result below, which gives an interpretation to every critical value of the Dilworth truncation using the PSP.
Theorem 7: The i-th critical value ofĥ (V) (24) is
The set of optimal solutions to (28a) is Π i \ {P i−1 }. The set of optimal solutions to (28b), denoted as C * i−1 , is equal to P i−1 \ P i , or equivalently,
Furthermore, with the product of set families F and G defined as F × G := {{F, G} | F ∈ F, G ∈ G}, we have
which consists of refinements of P i−1 by successively partitioning one or more blocks C ∈ P i−1 \ P i according to Π * (Z C ).
Proof: See Appendix B
When i = 1, (28a) reduces to 1 
For i ≥ 1, (28b) means that the other critical values can be obtained simply by iteratively computing the MMI for the nonsingleton blocks of the fundamental partitions. Equation (29) is essentially the iteration in (10) to obtain the clusters iteratively. Therefore, the critical values for the Dilworth truncation coincide with the critical values for the set of clusters, and the clusters are the non-singleton elements of the partitions in the PSP. This is summarized in the following corollary. (See Definition 2 for some of the notations.)
Corollary 2:
Since the info-clustering solution maps to the entire PSP of the entropy function, we can compute the clustering solution in strongly polynomial time as well. The algorithm is given in Algorithm 3, which is based on the algorithm of [61] .
Algorithm 3 computes the sequence of critical values and the PSP, and stores them in the arrays L and PSP respectively. The desired clusters can then be obtained from the non-singleton subsets in the PSP. As in [61] , the procedure Split starts with two partitions Q P in the PSP, and then check if there is any other partition P in the PSP with Q P P. To do so, it first computes the intersection point ( , h ) of the two lines h [Q] and h [P], and then checks whether h is equal to the Dilworth truncationĥ (V) (which is computed by lines 8-19 and stored in m i=1 x[i]). If they are equal (line 20), then Q and P are two consecutive partitions with no other partition between them in the PSP, and so is a critical value. Otherwise, the optimal partition P achieving the Dilworth truncation must be a partition in the PSP satisfying Q P P. In this case, the procedure Split can be invoked in a recursive manner to further identify other partitions in the PSP that may lie between Q and P , and between P and P.
The complexity of the algorithm is mainly due to the computations of the Dilworth truncation (lines 8-19) by the submodular function minimization SubmodularFnMin [71] . The number of such computations is at most |V| − 1, and each has a complexity of O(|V| SFM(|V|)). Therefore, the overall complexity is O(|V| 2 SFM(|V|)). 8 Indeed, [61] also proposed the MAC clustering algorithm that builds upon the algorithm for finding the PSP for a submodular cost function. Although we have shown that infoclustering is also intimately connected to the PSP of the entropy function, the two clustering approaches are different in two ways:
1) Unlike info-clustering where the MMI is specified as a measure of mutual information under a meaningful hierarchical clustering formulation, the formulation of the MAC clustering does not specify how one should choose 
IV. MODEL REDUCTIONS
In this section, we show that info-clustering reduces to simpler clustering solutions under some special models. Model reduction is important for practical implementations because learning the entropy function from data, and even evaluating the entropy of an arbitrary distribution can take exponential time with respect to the number of random variables.
In the following, we show that the clustering algorithm by mutual information relevance networks (MIRN) [3] is a special case when Z V forms a Markov tree. We also show that, if Z V is jointly Gaussian, the clustering solution will depend only on the covariance matrix, which may be estimated more easily from data. Finally, if Z V has a hypergraphical correlation, then info-clustering reduces to the procedure of computing the PSP for hypergraphs, which is useful in clustering the human connectome.
A. Clustering by Chow-Liu Tree Approximation
We first introduce the clustering by MIRN in [3] for gene clustering. This clustering algorithm first constructs a weighted complete graph, where the nodes represent the genes to be clustered. The weight of the edge between the nodes i and j is equal to the Shannon's mutual information I(Z i ∧ Z j ), which may be estimated from measurements of the expression level Z i and Z j of the corresponding genes i and j respectively. An example of such a graph is shown in Fig. 6a for the simple source model in Fig. 1a . In Fig. 6a , each blue edge has weight zero. Each red edge has weight one, except for the red edge between node 1 and 2, which has weight two.
Given a threshold , the algorithm filters the edges by removing all edges with weights no larger than . The clusters at threshold are then defined as the non-singleton components of the resulting graphs. Such non-singleton components are called the MIRN. For instance, in the case of Fig. 6 , the edge removal (or clustering) for different 's is as follows:
• When < 0, we have the complete graph since the mutual information is non-negative. Consequently, we have the trivial cluster V. • For ∈ [0, 1), all the blue edges are removed since they have weight equal to 0. Hence, we have the two clusters {1, 2, 3} and {4, 5}. • For  ∈ [1, 2) , only the edge between nodes 1 and 2 remains, and so, we have the cluster {1, 2}. • For ≥ 2, all edges are removed and so we have no clusters. Note that the clusters we obtained from the above edgefiltering procedure are precisely the clusters we obtained by info-clustering in Fig. 1b . We can show more generally that, info-clustering reduces to the clustering by MIRN when the random variables Z i 's form a Markov tree. In this example, we indeed have a Markov chain structure, namely,
which is a special case of the Markov tree. If the random variables do not form a Markov tree, then the MIRN solution turns out to correspond to applying info-clustering after approximating the correlation structure by a Markov tree. More precisely, for a set of random variables whose distribution does not Fig. 6. Clustering by MIRN (33) for the source in Fig. 1a. necessarily factor according to a Markov tree, the clustering solution by MIRN corresponds to the solution resulting from applying info-clustering to any Markov tree obtained via the Chow-Liu tree approximation [89] of the distribution. 9 To explain the reduction above between info-clustering and clustering by MIRN, we first define the clustering by MIRN more formally using some graph-theoretic notations. For a simple graph G with the vertex set V, we denote its edge set by E(G) ⊆ {B ⊆ V | |B| = 2} (with the calligraphic font used for set families). For i, j ∈ V, we write i ∼ G j to indicate that j is reachable from i via a path in G. Note that ∼ G is an equivalence relation, and we denote the set of equivalence classes as:
where (V) denotes the collection of all partitions of V into non-empty disjoint sets. Each element in P(G) is the vertex set of a connected component of G, which will be considered as a cluster by MIRN as we describe below. For any threshold ∈ R, let K (Z V ), or simply K , be a graph with vertex set V and edge set (32) In words, we think of K as a complete graph and associate each edge {i, j} with weight I(Z i ∧Z j ). Then, the graph K can be obtained from K by removing the "light" edges, i.e., edges with weight no larger than .
Definition 3 (MIRN [3] ): The non-singleton connected components of K (Z V ) are called the mutual information relevance networks (MIRN). The corresponding clusters are given by:
where P(K ) is the partition of the vertices of K according to the connected components of K . Next, we introduce the Chow-Liu tree approximation under which (33) can be obtained from info-clustering. Consider a tree T with vertex set V. A dependency-tree approximation [89] to Z V , denoted as Z T V , can be written in terms of the marginal distributions Z B for |B| ≤ 2 as: 9 The preliminary result has been published in [2] .
for z V ∈ Z V . Such a distribution forms a Markov tree or a Bayesian network (in which the in-degree of every vertex is at most one) with respect to T, i.e., we can relabel the indices in V to {1, . . . , |V|} such that
Definition 4 (Chow-Liu Trees [89]): The set of Chow-Liu trees is defined as
where (36)
Here, (a) follows from (34) . For any T ∈ T * (Z V ), Z T V is called a Chow-Liu tree approximation to Z V .
The celebrated Chow-Liu algorithm [89] computes a Chow-Liu tree as a maximum weight spanning tree since the minimization in (36) corresponds to maximizing the second term on the right-hand side of (37) , which is the total weight of the tree.
The main result of this subsection is the following theorem on the equivalence between the clustering by MIRN and the clustering by MMI under the Chow-Liu tree approximation.
Theorem 8: The clustering of Z V by MMI (2a) under the Chow-Liu tree approximation (36) is
for any ∈ R and any T ∈ T * (Z V ). Such a solution is identical to the clustering by MIRN (33) and independent of the choice of T ∈ T * (Z V ).
Proof: See Appendix C-1.
The proof of the equivalence makes use of the following result which evaluates the MMI for any dependency-tree distribution.
Theorem 9 (MMI of Dependency-Tree Distributions): For any tree T on the vertex set V,
where, as in (32), T denotes the tree T with edges e of weight I(Z e ) ≤ removed.
Equation (39) was discovered in [50] to be the secrecy capacity for Markov trees but (40) is new.
Proof: See Appendix C-2.
In other words, the connected components of T for = I(Z T V ) characterize the fundamental partition for any dependency-tree distribution Z T V . The following theorem shows that T in fact characterizes the entire hierarchical clustering (2a) of Z T V for different values of .
Theorem 10 (Clustering of Dependency-Tree Distributions): For any tree T on V and any ∈ R,
Furthermore, the critical value i in (28b) is the i-th smallest value in {I(Z e ) | e ∈ E(T)} and the partition P i in (29) is
However, the Chow-Liu tree approximation incurs a loss. Indeed, the clustering by MIRN fails to capture higher-order statistics beyond pairwise mutual information, because the algorithm only requires the knowledge of the pairwise mutual information. The following is a concrete example where the clustering by MIRN fails, while the general info-clustering without the Chow-Liu tree approximation succeeds.
Example 6: Let V = {1, 2, 3, 4},
where X j 's are independent uniformly random bits. It can be shown that Z i 's are pairwise independent, and so their pairwise mutual information are all zero. The clustering by MIRN will construct a complete graph with zero weight on the edges. Hence, it will not return any cluster for threshold > 0, because all the edges get removed in K 0 (32) .
However, we know that Z 1 , Z 2 and Z 3 share some mutual information, because Z 3 can be completely determined by Z 1 and Z 2 . Indeed, it can be shown that
and so the random variables share non-negative mutual information. The general info-clustering algorithm will correctly find the cluster {1, 2, 3} at threshold ∈ [0, 1 2 ).
B. Clustering by Covariance Matrix
The Gaussian distribution is often used as a simplifying assumption because the distribution is completely characterized by its mean and covariance, both of which can be estimated quite efficiently from data. The measure of segregation in [5] , for instance, is simply the differential entropy of a set of random variables assuming a jointly Gaussian distribution. The CLICK algorithm [4] for gene clustering also makes certain assumption about the distribution being Gaussian, e.g., in the computation of the parameters and the threshold test. However, these assumptions are often mixed with other simplifications that make it rather difficult to tract the validity or the impact of the Gaussian assumption. For instance, the measure of segregation has a noise variance that is chosen in an ad-hoc manner to make the differential entropy in the desired range. For the CLICK algorithm, the clustering solution is defined as the end result of an algorithmic procedure, but only some of the steps are justified by the Gaussian assumption. In other words, the clustering solution does not appear to be uniquely defined from the mixture of algorithmic procedure and Gaussian assumption.
In contrast, we will derive a unique info-clustering solution assuming the random vector Z V is jointly Gaussian with zero mean and covariance matrix V . It follows that any random subvector Z B for B ⊆ V is also jointly Gaussian with zero mean and covariance matrix B where B is the submatrix of V with the rows and columns indexed by elements outside B removed. In the following, we use |A| to denote the determinant of any square matrix A.
Proposition 4: For the jointly Gaussian source Z V defined above,
is a vector of the eigenvalues of C and P is the matrix V but with the entry at row i and column j forced to 0 if i and j belong to different blocks in P.
Proof: (42a) is obtained by substituting the following differential entropy into (14a),
(42b) follows from the fact that the determinant | C | is the product i∈C λ C i of the eigenvalues. Equation (42c) is because, by possibly reordering the indices in V, P can be written as a block diagonal matrix with C for C ∈ P being the blocks in the main diagonal. Hence, | P | = C∈P | C |.
Proposition 5: For the jointly Gaussian source Z V defined above, the clusters are the non-singleton subsets from the PSP of the submodular function C → log| C |.
From (42b), the clustering solution can be regarded as spectral clustering in the sense that it depends on the spectrum of the submatrices of the covariance matrix. However, it is a new clustering method different from the usual spectral clustering solution such as the one for approximately minimizing the normalized cuts [68] .
C. Clustering by Network Information Flow
In order to make info-clustering applicable to the clustering of neurons based on their physical connectome, we need to convert the deterministic physical connections of neurons to a random source Z V . We will show that this conversion is possible by reducing the info-clustering solution under the hypergraphical source model [52] , [90] . To explain the idea, we start with the emulated source model. 
The vector Z V is called an emulated source network. We can think of every i ∈ V as a terminal that can send an input signal X i independently over a channel that returns the output signal Y i = f i (X V , N i ) to terminal i, where f i is deterministic and N i 's are independent channel noises that satisfy P N V |X V = i∈V P N i . (Note that the observation Y i of terminal i may depend on the input specified by other terminals.) Since Z i captures all the information in the input and output signals associated with terminal i, the MMI among Z i 's reflects the mutual information among the terminals, and so we can cluster the terminals accordingly. The MMI has the following special form:
Proposition 6 ([52, Proposition 2.1]): For the emulated source network in Definition 5, (45) which is an achievable secret key rate under a multiterminal channel model [91, Sec. II-B].
In network information theory, the mapping to the conditional mutual information, C → I(X V\C ∧ Y C |X C ) in (45), is a cut function (evaluated at the cut set C) that measures the total amount of information flow from the terminals in V \ C to the terminals in C. Similar to the usual graphical cut function, this cut function is also submodular with respect to C. Therefore, the info-clustering algorithm will return the non-singleton subsets in the PSP of the cut function as the clusters.
A special case of interest is when the channel P Y V |X V consists of a set of broadcast links among the subsets of the terminals. More precisely, consider a hypergraph with vertex set V, edge set E, and edge function φ : E → 2 V \ {∅}. Each hyperedge e ∈ E is regarded as a broadcast link with sender specified by ρ(e) ∈ φ(e) and receivers being the terminals in φ(e) \ {ρ(e)}. ρ is called the orientation of the edge e. The capacity of the broadcast link is specified by the non-negative weight c(e). More precisely, the emulated source Z V is defined using
and the input-output relationship of each broadcast link e:
where the first equation says that the outputs of the broadcast link are equal to its input, and the second equation means that the capacity c(e) is the log cardinality of the input alphabet set, which is the maximum amount of information that can be sent across the broadcast link. For instance, such a broadcast link can be used as a simple model for the physical connection between neurons because a neuron broadcasts signals to one or more neurons through the gap junctions and chemical synapses. The weight c(e) can be obtained from the number of synapses. More elaborate models, such as the interference link in [52] , the ADT network in [92] , and the matroidal network link model [72] - [74] , can also be considered. It is easy to argue that the MMI is maximized by the uniform input distribution, and the emulated source can be equivalently defined as follows without depending on the orientation ρ 10 :
Definition 6 (Broadcast Network [52, Definition 2.4] ): A broadcast network with respect to the hypergraph H := (V, E, φ) is defined as
with (Z e : e ∈ E) uniformly distributed and H(Z e ) = c(e).
The fact that the source model does not depend on the orientation ρ means that one needs not distinguish between directed and undirected links for info-clustering. For instance, even though the gap junction in neurons is undirected and the chemical synapses are directed, the direction does not affect the clustering. This is because each link, directed or not, leads to a piece of information shared symmetrically among both the sender and the receivers.
The choice of the uniform input distribution can also be justified more rigorously. In the secret key agreement problem under the channel model [91, Sec. VI-B], the uniform distribution on the input was shown to achieve the secrecy capacity, which is precisely the MMI I(Z V ). Furthermore, the MMI can also be written in the form of a max-flow min-cut expression that characterizes the maximum multicast rate of network coding [53] . The MMI can be written in terms of the directed cut function for the hypergraph. 
where H * := (V, E, φ, ρ) is a hypergraph of H with an arbitrary choice of the orientation ρ for each edge,
are the set of in-coming edges into C and the partition of e respectively. Even though the MMI does not depend on the orientation ρ, as shown in (48b), it is informative to consider the alternative form in (48a) that is stated with an arbitrary choice of the orientation ρ. In particular, from (48a), we can deduce that.
Proposition 8: For the hypergraphical source Z V defined above, the clusters are the non-singleton subsets from the PSP of the submodular in-cut function C → c(δ − H * (C)).
Indeed, the physical connectome may be simplified as a graph instead of a hypergraph because the polyadic synapses that connect one neuron to multiple neurons are rare [13] , [14] . In the special case when the hypergraph is a graph G = (V, E, θ) with |θ(e)| = 2, the broadcast network in (47) reduces to the graphical network called the pairwise independent network (PIN) [69] . it is straightforward to show that the MMI in (48a) can be further written as the strength of the graph:
where C → c(δ G (C)) is the submodular undirected cut function with the edge cut
The factor of 2 in the denominator of (51a) comes from the fact that an edge that crosses P overlap with two disjoint subsets in P, so it is doubly counted in the numerator. Since the factor does not affect the PSP, we have the following result. Proposition 9: For the graphical source Z V defined above, the clusters are the non-singleton subsets from the PSP of the undirected cut function C → c(δ G (C)).
By the Tutte-Nash-Williams tree packing theorem, the strength of a graph has the meaningful interpretation as the maximum amount of fractional tree packings of the graph [71] , [93] , which can also be extended to more general notion of partition connectivity for hypergraphs [52] , [94] , [95] . It can be shown that the principal sequence for graphs correspond to successive packing of forests, with the first critical value being the strength of the graph and the last critical value being the fractional arboricity, defined as the maximum amount of forests one can fractionally pack in the graph [96] .
V. APPLICATIONS TO BIOLOGICAL DATASETS
In this section, we provide some discussions on how infoclustering can be used for the clustering of genes and neurons. For concreteness, we will describe some available datasets, and explain what one may potentially learn from them.
A. Gene Clustering
As described in Section IV-A, the clustering by MIRN [3] is a special case of info-clustering under the Chow-Liu tree approximation. Therefore, the experimental results in [3] can be regarded as preliminary results of info-clustering, which may potentially be improved by considering higher-order correlation beyond pairwise mutual information as shown in Example 6.
The work in [3] considered the dataset from [97] , which involves 2,467 genes of a species of yeast called saccharomyces cerevisiae. The expression level of each gene was measured under 79 different conditions, including different stages of the cell cycle, temperatures, and time points. With V denoting the set of all genes, the different expression levels of gene i ∈ V were regarded as i.i.d. realizations of a random variable Z i that can be used for info-clustering. Towards this end, the pairwise mutual information I(Z i ∧ Z j ) between genes i and j was estimated using the empirical joint distribution of Z i and Z j after uniform quantization (since the expression levels are real-valued). We note that the empirical entropy after quantization can also be approximated without computing the empirical distribution [98] .
Similarly, the MMI beyond the pairwise mutual information can be estimated from the empirical distribution of the quantized expression levels. The idea is to compute the empirical entropies of subsets of random variables Z B after quantization, and use them in (14a) to estimate the MMI. The MMI of the quantized random variables is shown to approach the MMI of the continuous random variables in [91, Appendix B] , and the details of the quantization can be found therein. However, computing the empirical joint distribution of a subset of random variables or estimating the joint entropy from the data samples takes exponential time with respect to the size of the subset [98] . This seems to suggest that some heuristics might be needed to tackle the problem of estimating the MMI. For example, an approach considered in [43] was to use a file compression algorithm to return the file size after compressing the data associated with the subset of random variables. Alternatively, one may consider other model reduction techniques so that the simplifying assumption made is clear.
B. Physical Connectome
As described in Section IV-C, info-clustering can be specialized to cluster graphical networks. When applied to the physical connectome of neurons, it can identify clusters of tightly connected neurons, as well as the important inter-cluster connections, the damage of which may cause detrimental effects. While the physical connectome may not represent the functional connectome, i.e., the task-specific stimulation patterns of the neurons, the resulting clusters may be studied in conjunction with the functional connectome to understand how neurons work together to manifest consciousness and to carry out brain functions [76] .
Instead of looking at the human connectome data, as an illustration, we will consider a small and nearly complete physical connectome dataset in [14] for a small creature called nematode C. elegans. A set of 279 neurons in the somatic nervous system was considered, and the dataset is in the form of an adjacency matrix, recording the total number of synaptic contacts (gap junction and chemical synapses) between every pairs of neurons.
The adjacency matrix defines the weighted graph for infoclustering. We can compute the cut function of the graph from the adjacency matrix, and then obtain the desired clusters from the PSP of the cut function as described in Section IV-C. It is worth pointing out that, owing to the similarity between MAC clustering algorithm of [61] and info-clustering as pointed out in Appendix D, we expect the performance of info-clustering to be close to that of the MAC clustering for cut functions, which was shown in [61] to be competitive with the existing leading algorithms for clustering graphical networks.
VI. MEASURES OF INTEGRATION AND SEGREGATION
Based on the info-clustering paradigm, we can derive some meaningful measures to describe the clustering solutions. For example, the MMI I(Z V ) naturally measures how integrated the objects in V are. This is because the more interaction among the objects in a system, the larger the mutual information they share. Such an argument is supported by the concrete operational meanings of I(Z V ) as the secrecy capacity for the multiterminal secret key agreement problem, the multicast throughput for the network coding problem, and the partition connectivity for hypergraphical or graphical models.
A measure called the integrated information was proposed in [76, eq. (2B) ] to measure how integrated a system is. This measure may appear similar to the MMI in the sense that it is defined as the divergence from the joint distribution of the overall system to the product of the marginal distributions of some subsystems. (The subsystems are obtained by partitioning the system according to what is called the minimum information partition.) However, there are two fundamental differences between the two definitions: 1) In contrast to the fundamental partition P * (Z V ), the minimum information partition is obtained by an additional normalization factor that forces the partition to be more balanced. However, this additional factor makes the problem intractable. This is similar to the normalizedcut minimization problem, which is NP-hard to solve. In general, the cluster size has nothing to do with the amount of information mutual to the elements in the cluster. Thus, this additional factor can steer the clustering procedure away from finding a small cluster that has high mutual information. 2) Unlike the MMI, the divergence expression in the integrated information with respect to the minimum information partition, say P, is not normalized by the factor |P| − 1. As we have described using the concept of residual independence relation, the factor is needed to account for the double counting in the mutual information in each subsystem. Therefore, the integrated information does not have the desired information-theoretic meaning. In addition, the integrated information is computed from the a posteriori probability that is marginalized using a uniform input distribution. However, the a posteriori distribution can be viewed as a channel, which can be handled by info-clustering as in the emulated source model in Section IV-C. Moreover, instead choosing a uniform distribution by assumption, we can justify such a choice as one that maximizes the MMI in the case of the hypergraphical model.
A measure of segregation was also proposed in [5] . However, there are two issues of the formulation:
1) The measure assumes a jointly Gaussian distribution rather than a general source distribution, so it is unclear how the measure can capture a more general correlation structure.
2) The measure is normalized using a noise variance, which is chosen in an ad-hoc manner without a concrete interpretation. The normalization is also done in a way different from the usual signal-to-noise ratio for the MIMO Gaussian channel [99] . We believe that the measure of segregation is simply a dual to the measure of integration, i.e., the MMI can be used to measure segregation and there is no need to define another fundamental quantity. More precisely, we can measure the segregation of a cluster C of V as
The index is non-negative because I(Z C ) > I(Z V ) by the formulation (2a) of clusters, and it is upper bounded by 1 because of the non-negativity of the MMI. The index is large (the ratio
is small) if the cluster C is more integrated than the entire set V, that is to say, C is more segregated from the rest of the nodes in V \ C. Depending on the application, one may further compute the average, minimum, or maximum segregation among a set of clusters to show how segregated the clusters are from each other.
VII. CONCLUSION
In this work, we proposed a new information-theoretic approach to clustering biological systems. In particular, we formulated the info-clustering paradigm and showed how it can be applied to study the human genome and connectome. Compared to the conventional algorithmic approaches, info-clustering follows a bottom-up theoretical approach for clustering. Rather than justifying the algorithm purely by data, which was shown to have many issues, we believe that it is more important to lay a rigorous mathematical theory before algorithmic simplifications. In particular, the info-clustering is formulated in a meaningful way without requiring any prior knowledge of the number of clusters nor an initial solution to start the clustering algorithm. The solution is shown to be unique, with meaningful information-theoretic interpretations as well as an elegant mathematical structure for efficient computation.
More precisely, we formulated the clustering problem (2a) using a threshold test on the MMI, and showed that the solution is hierarchical under a simple, but general, property (8) of the MMI, which also holds for some other choices of multivariate mutual information measures. The clustering solution is characterized by a finite set of critical values and their corresponding finite sets of clusters (6a). The formulation is different from the classical one in the sense that the set of clusters is not required a priori to form a partition. Instead, the set of all clusters is shown to be laminar (9) using the general property (8) of the MMI. Consequently, the complete clustering solution can be computed iteratively in Algorithm 1.
Using the precise definition (14a) of the MMI, we further showed that the clustering solution maps to the PSP of the entropy function. More precisely, the set (5) of critical values for info-clustering is precisely the set of critical values (25b) for the Dilworth truncation (23) of the residual entropy function (21) . The corresponding set of clusters are the non-singleton subsets from the PSP (27a) of the entropy function. This connection is non-trivial. It is based on the iterative relation (10) among the clusters and the iterative relation (28b) among the PSP. This connection not only enriches the abstract mathematical structure of the PSP with the concrete operational meanings from information theory, but also provides a concrete clustering solution that can be computed from the PSP in strongly polynomial time.
Indeed, we showed that info-clustering reduces to simpler and more practical algorithms under some special source models. Unlike the approximation algorithms of many clustering formulations, which focuses mainly on algorithmic simplicity, the model reduction for info-clustering specifies precisely what kind of correlation structure is assumed in return for the algorithmic simplicity. Consequently, we can verify whether the simplifying model applies to the case of interest, and identify the weaknesses of the simplified algorithm.
In particular, we showed that under the Markov tree model info-clustering reduces to the gene clustering algorithm by MIRN (38) . If the correlation structure is not a Markov tree, the clustering by MIRN corresponds to the info-clustering algorithm under the Chow-Liu tree approximation. This shows that not only can info-clustering apply in practice to gene clustering, but it can also be used to justify existing techniques such as clustering by MIRN properly, with a concrete example showing how the Chow-Liu tree approximation may fail to capture the more complex multivariate correlation beyond the pairwise mutual information.
We also considered the usual Gaussian assumption, which simplifies the info-clustering solution to a clustering algorithm by the covariance matrix, or more specifically, the eigenvalues of the submatrices of the covariance matrix (Proposition 5.). This is a new spectral clustering technique that follows precisely from the info-clustering paradigm without any approximation.
For the study of the human connectome, we also examined the specification of info-clustering to the hypergraphical model, which can capture the possibility of polyadic physical connections among neurons. In this case, the solution reduces to the PSP of hypergraphs and graphs (Proposition 8 and 9), which can be computed more efficiently than the PSP of the entropy function of a general source model. In addition to the algorithmic simplicity, the solution also has a meaningful interpretation as the network information flow: Clusters are simply subnetworks that support large information flows.
Finally, using the info-clustering paradigm, we also demonstrated how the MMI can be used as a measure of the integration of a cluster, which can further be used to measure how segregated a cluster is from the other objects or clusters (52) . The measures do not assume any particular source model or choice of parameters. Their values can be computed and justified from the info-clustering solution.
APPENDIX A PROOF OF THEOREMS IN SECTION II
Proof of Theorem 1
The following is a necessary and sufficient condition for a set to be a cluster. 
consisting of the multivariate information quantities of the clusters.
Consider any ∈ Γ(Z V ). Then, by (5), we have one of the following two cases:
i.e., a cluster that disappears at . We must have − < I(Z B ) ≤ + by (2a), and so = I(Z B ) as desired.
i.e., a cluster that appears at . By Proposition 10, this happens only if there is a larger cluster B B that disappears at , which reduces to the previous case. We are now ready to prove Theorem 1. For < I(Z V ), the set C (Z V ) contains V by definition (2a). Indeed, V is the unique cluster because it is the largest subset of V. It follows that 1 = I(Z V ) and C (Z V ) = {V} for < 1 .
By the definition of critical values (5) , the cluster C (Z V ) must remain unchanged for between consecutive critical values. Therefore,
When ≥ max B⊆V:|B|>1 I(Z B ), we have C (Z V ) = ∅ because no solution B to (2a) can have I(Z B ) larger than the maximum (6c), which must therefore be the last critical value. Since the clusters in C N−1 (Z V ) remain to be clusters for ∈ [ N−1 , γ N ), they must achieve the maximum value of the multivariate information quantity.
Proof of Theorem 2
To help understand the proof, the readers may refer to Fig. 7a for a summary of the relationship among the clusters in the proof. Let B be a cluster of Z V that is a proper superset of B , i.e., we have
Such a choice of B exists because V is a feasible choice, but there can be multiple feasible choices. We choose any one that maximizes I(Z B ). We will show that B and satisfy (7) . 
where the equality (b) is by (6b).
(a), (b) and (c) implies < as desired by (7) . Furthermore, I(Z B ) < I(Z B ) (from (c) and (d)) and the fact that B is a cluster of Z V implies that B is also a cluster of Z B . However, to establish (7) , we need to show the stronger statement that B ∈ C 1 (Z B ). Now, C 1 (Z B ) = ∅ because we at least have B ⊆ B with I(Z B ) > 1 (Z B ) (from (b), (c) and (d)). Therefore, we have B ∈ C 1 (Z B ) as desired by (7) unless there exists
Suppose to the contrary that such a subset B exists. Then, 
This is the complete scenario shown in Fig. 7a . It follows that C B (from (e) and (g)) and I(Z C ) > (from (a), (b), (f) and (h)). Therefore, (54) holds with B replaced by C, 11 but I(Z C ) > I(Z B ) (from (b), (f) and (h)) contradicts the choice of B . 11 We can also redefine to be the previous value of I(Z B ), in which case (a) need not be used to argue the contradiction.
Proof of Theorem 4
It suffices to show that for any cluster B of Z V , we have
i.e., a cluster of Z B must be a cluster of Z V . Then, from (55), a simple induction on over the finite set Γ(Z V ) will immediately lead to (10) .
To prove (55), consider any B that is in the R.H.S. of (55) . Then, by definition (2a), B is a maximal subset of V with I(Z B ) > for some ∈ R. Since B ⊆ B ⊆ V, we also have that B is a maximal subset of B with I(Z B ) > , i.e., B is a cluster of Z B , belonging to the set in the L.H.S. of (55) . Therefore, ⊇ holds for (55) .
It remains to show the reverse inclusion ⊆ for (55) . To help understand the proof, the readers may refer to Fig. 7b for a summary of the relationship among the clusters. Suppose to the contrary that a cluster B of Z B is not a cluster of Z V . Note that B = B because B is a cluster of Z V but B is not. Therefore, we have the strict inequality I(Z B ) > I(Z B ). By (53) , there exists
which implies that
We will show that C ∩ B ∈ {∅, C, B }, contradicting laminarity (9). 
APPENDIX B PROOF OF THEOREM 7
The line segment preceding the p i = ( i , y i ) is h [P i−1 ] since P i−1 = max Π i by (27b). The curve after p i has a strictly smaller slope than −|P i−1 | by the definition of a turning point, and so = i is a solution to
where the R.H.S. corresponds toĥ (V) for ≥ i , with the set of optimal partitions at = i being Π i \ {P i−1 }. Rearranging the terms, it follows that
which implies (28a). The last expression is obtained from the previous by multiplying |P|−|P i−1 | ≥ 1, which preserves both the minimum value of 0 and the set of minimum solutions, namely Π i \{P i−1 }. Since P i−1 = max Π i , every optimal solution is finer than P i−1 , and so it does not lose optimality to impose P ≺ P i−1 in (28a) or equivalently,
Using the above, (28a) can be rewritten as
The last expression is obtained by imposing P C = {C} for all but one C ∈ P i−1 with |C| > 1, and substituting
It is equal to the R.H.S. of (28b) by the definition of I (14a). (The existence of a block C ∈ P i−1 : |C| > 1 is guaranteed by Proposition 3 since P i−1 is coarser than the partition into singletons, i.e., P i−1 P N .) To show the reverse inequality, let be the R.H.S. of (28b) and Q be the set of optimal solutions. Then, for all C ∈ P i−1 and P C ∈ (C), we have h[P C ] − h(C) ≥ (|P C | − 1) and so
Equality happens if and only if, for all C ∈ P i−1 , either we have P C = {C} or we have C ∈ Q and P C ∈ Π * (Z C ). This implies Q = P i−1 \ P i and therefore (30) .
APPENDIX C PROOF OF THEOREMS IN SECTION IV-A
Proof of Theorem 8
The proof relies on Theorem 10 proved in Appendix C-2, which relies on Theorem 9 proved in Appendix C-3. First note that to prove Theorem 8, it suffices to prove P(T ) = P(K ), because this implies (38) by (41) . In other words, we want to show that the vertex sets of the connected components of T are the same as those of K , i.e., for any i, j ∈ V, we have i ∼ T γ j if and only if i ∼ K γ j. The direct part (only if) is because T γ is a subgraph of K γ . To prove the converse (if) part, we will use the following exchange property for spanning trees.
Lemma 1 ([71, Th. 39.12] ): Consider two spanning trees T and T on the vertex set V. For any e ∈ E(T) \ E(T ), there exists e ∈ E(T ) \ E(T) such that the graph T with e replaced by e , denoted as T − e + e , is a spanning tree. Now, suppose to the contrary that i ∼ T j but i ∼ K j. Let E be the set of edges in a path from i to j in K . Let e be an edge in the path from i to j in T but with I(Z e ) ≤ , and therefore not in E(K ) nor E . Such an edge exists by the assumption i ∼ T j.
Let G be the graph with edge set E(T)∪E \{e}. There exists a spanning tree T of G since G is connected, which follows from the facts that T is spanning and E connects the incident vertices of the removed edge e. Since e ∈ E(T) \ E(T ), we have by Lemma 1 that there exists e ∈ E(T ) \ E(T) such that T − e + e is a spanning tree. The tree T − e + e has a larger weight than T because I(Z e ) > ≥ I(Z e ), as e ∈ E(T )\E(T) ⊆ E ⊆ E(K ). This contradicts the maximality of T ∈ T * (Z V ). We have thus completed the proof of Theorem 8.
Proof of Theorem 9
We remark that while the above arguments are purely of a graph-theoretical nature, in proving Theorems 9, and subsequently Theorem 10, we rely on some information-theoretic properties of the MMI (14a). The following is a lower bound on I P specific to the dependency-tree distributions.
Lemma 2: Consider the notation in (35) . For P ∈ (V),
where E P := {{min C, p min C } | 1 ∈ C ∈ P}. Moreover, equality holds if we have
Note that (57) simply means that the subgraph of T induced on each C ∈ P is a subtree. Proof: By (15a), we can express I P (Z T V ) (14b) in terms of the entropies as C∈P H(Z T
. It follows from the definition of E P that |E P | = |P| − 1, and so
which is equal to e∈E P I(Z e ), completing the proof of (56). To obtain (a), we applied the chain rule (i) = (i) and (ii) = (ii) . To obtain (b), we used (iv) = H(Z T i |Z T p i ) by the Markov relation (35) . (iii) = H(Z min C ) when i = min C, and (iii) ≥ H(Z T i |Z T { j∈C|j<i}∪{p i } ) = H(Z T i |Z T p i ) for i > min C by the Markov relation and the fact that conditioning reduces entropy. Equality holds if and only if (57) holds, again due to the Markov relation (35) .
We are now ready to prove Theorem 9. By (56) in Lemma 2, where (a) is because the minimum edge weight on the right is no larger than the average on the left; (b) is because E P ⊆ E(T). The above implies ≥ for (39) by the definition (14a) of MMI.
To prove the reverse inequality, let P := P(T ) and := min e∈E(T) I(Z e ). We shall argue that:
= min e∈E(T) I(Z e ).
• (c) is because the equality condition (57) holds. More precisely, every C ∈ P is the vertex set of a connected component, and so, for all i ∈ C, we have p i ∈ C unless i = min C. • To argue (d), it suffices to show that E P = E(T) \ E(T ), because I(Z e ) = for all e ∈ E(T) \ E(T ). For any C ∈ P, we have p min C ∈ C because p min C < min C by (35) . Therefore, any edge {min C, p min C } ∈ E P is also in E(T) \ E(T ). Conversely, consider any edge {i, p i } ∈ E(T) \ E(T ) and C ∈ P such that i ∈ C for some i > 1 in V. Suppose to the contrary that {i, p i } ∈ E P . By the equality condition (57) proved earlier, we have i = min C, contradicting {i, p i } ∈ E P . Now that (39) is proved, we have = I(Z T V ) and P = P(T I(Z T V ) ). To prove (40), suppose to the contrary that P * (Z T V ) = P, i.e., there exists P ∈ Π * (Z V ) with |P | > |P|. which contradicts E P ⊆ E(T) \ E(T ). Note here that the last equality follows from the proof of (d) above. This completes the proof of Theorem 9.
Proof of Theorem 10
We shall prove by induction that, for 1 ≤ i ≤ N, i is the ith smallest value of I(Z e ) for e ∈ E(T), and P i = P(T i ) with P i defined in (29) for Z T C in place of Z C . This will imply (41) by Corollary 2.
By (28b) and (29) with i = 1, we have 1 = I(Z T V ) and P 1 = P * (Z T V ). This implies the base case under (39) and (40), namely that, 1 is the smallest I(Z e ) and P 1 = P(T 1 ).
Let T(C) be the subgraph of T induced on the subset C ⊆ V of vertices. By (28b), for 1 < i ≤ N, i = min Here, (a) is by the inductive hypothesis P i−1 = P(T i−1 ) as well as (39) that I(Z T C ) = min e∈E(T(C)) I(Z e ). (b) is because E(T ) is the union of E(T(C)) over C ∈ P(T ) (for = i−1 ).
The above equalities implies that i is the i-th smallest value of I(Z e ) for e ∈ E(T) because the R.H.S. of (b) is, by the inductive hypothesis that i−1 is the (i − 1)-st smallest value, and the fact that T i−1 contains all edges in E(T) with weights strictly larger than i−1 .
It remains to show P i = P(T i ). From (29), we have Here, (d) is by applying (40) to (29) . (e) is by rewriting P(T i−1 ) \ C * i−1 as C∈P i−1 \C * i−1
{C} and then applying {C} = P(T i (C)) because C ∈ C * i−1 means that every edge of T i (C) has weight strictly larger than i by (28b). Finally, (f) follows from E(T i ) = C∈P(T i−1 ) E(T i (C)), which can argued as follows. ⊇ is obvious because E(T i ) ⊇ E(T γ i (C)). To prove the reverse inclusion, note that γ i−1 < γ i and so the edge in T γ i must be in a connected component of T γ i−1 , namely, a subtree T γ i (C) induced on some C ∈ P(T γ i−1 ). This completes the proof of Theorem 10.
APPENDIX D CLUSTERING BY MINIMUM AVERAGE COST
The objective of minimum average cost (MAC) clustering is to obtain a partition P of size |P| > k for some threshold k as the set of clusters, and the singleton elements in the partition are also regarded as clusters in satisfying the constraint |P| > k. To solve this problem using our clustering solution by multivariate mutual information, it is natural to use P = P i such that |P i−1 | ≤ k < |P i |.
where P i 's form the PSP of the entropy function in (29) . P i is the coarsest partition from the PSP with more than k parts. The clustering solution proposed by [61] obtains the partition by solving the following minimum average cost constraint instead:
= min
where f is a submodular function that needs to be chosen appropriately. The question of interest is, whether there is an obvious choice of f in terms of the entropy function h for which the two clustering solutions in (58) and (59) are the same. The similarity is more apparent by thinking of P in (58) as the solution to (28a), namely,
which is similar to (59a) except for the numerator and k in place of |P i−1 |. Note that the choice of P i−1 depends on k according to (58) . In particular, |P i−1 | ≤ k but equality is not needed so long as the solution P i to the above minimization satisfies |P i | > k as required by (58) .
For graphical networks, [61] chooses f to be the cut function of the graph, which is also the case for info-clustering by information flow in Section IV-C. The following is a concrete example that distinguishes info-clustering from MAC clustering.
Example 7: Consider a weighted graph G with vertex set V = {1, 2, 3, 4}, edge set E = {e 12 , e 23 , e 34 For k = 2, info-clustering will return P 2 according (58), since P 2 is the coarsest partition with more than k parts. However, choosing f to be the cut function, MAC clustering does not return the same solution because the average cost (59a) of P 3 is strictly smaller than that of P 2 : Indeed, it can be shown that P 3 achieves the minimum average cost among all other partitions of V, and so MAC clustering will return the less intuitive clustering by P 3 instead of P 2 . Actually, f was assumed to be non-negative in [61] , because then, the constraint |P| > k can be dropped from (59b) without changing the solution. Doing so reduces (59b) to computing the Dilworth truncation, which can be done efficiently and guaranteed to return a partition in the PSP, despite the possibility of returning one that is finer than required, as shown in the previous example (since cut function is non-negative). In the general case when f can be negative, removing the constraint |P| > k from (59b) can potentially change the solution to something outside the PSP, and so it is unclear whether the clusters can be computed efficiently. In the following, we will further compare MAC clustering to info-clustering without assuming f to non-negative.
It can be shown that constant scaling of f does not change the solution to (59) , but constant shift does. To ensure submodularity, a reasonable choice of f is f = h s for some appropriate constant shift s. We will show that there is a choice of s such that the clustering solutions for k = 1 are the same for (58) and (59) . However, there is no choice of s for which the complete clustering solutions for different k are the same. To see this, rewrite (59a) with the above choice and k = 1:
The first term on the R.H.S. is I(Z V ) by (15a) and (14) , and so the finest optimal partition is P * (Z V ) as desired. Note that we have allowed f to be negative above H(Z B ) < H(Z V ). However, it turns out that, even if we allow f = h s to be negative, there is no choice of s for which the complete clustering solutions in (58) and (59) are the same.
Example 8: Let V = {1, 2, 3, 4} and Z 1 := (X a , X c ) Z 4 := (X d , X e ),
where X i are independent uniformly random bits. The Dilworth truncationĥ (V) is plotted in Fig. 8a . Our clustering solution (58) consists of the PSP:
The solution respects the symmetry of the correlation in Z . Therefore, in order to have P 1 to be the solution, we must have s ≥ 3.5. For k = 2 and s = 3.5, the plot in Fig. 8c shows that the optimal partition to the R.H.S. is not a partition in the PSP. This is the case even for s ≥ 3.5 because increasing will only move the intersection point to the left further away from h s+ [P 2 ]. The optimal partition, such as {{1, 2}, {3}, {4}}, does not appear to respect the symmetry in the correlation among Z {1,2,3} .
