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This paper takes a thermodynamic approach to addressing the problem of how to represent data
efficiently and meaningfully, a problem at the heart of learning and adaptation in both biological
and artificial systems. Thermodynamic analysis of an information engine’s cyclic operation reveals
information theoretic quantities that are setting limits on performance. If run at fixed temperature,
dissipation is lower bounded by a term proportional to irrelevant information. Data representation
strategies that are optimal in the sense of minimizing dissipation must therefore strive to retain
only relevant information. When an information engine is allowed to make use of a temperature
difference, it can produce net work output, for which an upper bound is derived. Maximizing the
bound yields a direct derivation of the Information Bottleneck method, a known technique in signal
processing and machine learning, used precisely to filter relevant information from irrelevant clutter.
What is the best representation of reality that an ob-
server can come up with? At first glance, this question
may seem outside the realm of physics, but observers
are physical entities, and understanding how they pro-
cess data may ultimately allow us to put constraints on
theories by which observers describe the universe in the
language of theoretical physics. This question is equiv-
alent to asking what would be the optimal way for an
adaptive system to represent environmental input data.
To answer the question, we need context: optimal with
respect to what? Thermodynamics offers a natural start-
ing point, as all observers, biological and man-made alike,
must expend energy to operate, and hence there must be
minimal energy requirements for data representation.
Information theory, an area that has shaped our mod-
ern “information age” unlike any other, addresses how
to produce efficient data representations to maintain a
desired level of fidelity [1–4]. Information theory has its
roots in concepts originating from physics, such as en-
tropy, the theory’s central quantity [1, 4, 5]. Since the
very beginning of this field its precise connections to sta-
tistical physics and thermodynamics have been discussed
at some length [1, 4–7]. In particular, information pro-
cessing is crucial for the operation of Maxwell’s thought
experiment—the “demon” that may open a trap door to
defy the second law of thermodynamics [8]. The thermo-
dynamic cost of the demon’s operation offsets any gains,
thereby ensuring that the second law is not violated [9].
Details of this process have been discussed for over a
hundred years [10]. Recently, interest in these issues has
spiked with the increasing ability to control bio-molecular
machines, and the advent of nanotechnology [11–19].
To answer our question, we will limit the discussion to
energy efficiency in information engines. An observer is
then part of an engine, utilizing information to extract
work (see Fig. 1). Several recent papers view informa-
tion as some sort of fuel that can be turned into work, e.g.
[19–21]. Certainly, it costs energy to produce this “infor-
mation fuel” [22]. In an information engine, minimum
energy requirements limit how much work is necessary
FIG. 1. Sketch of an information engine
to produce information by means of a data representa-
tion [15, 23]. Some of the captured information can then
be utilized to extract work. The net work done by the
information engine is work extracted in excess of work
needed to produce information.
Now we are in a position to sharpen up our initial ques-
tion: which data representation maximizes the informa-
tion engine’s maximally achievable net work output? To
answer this, we derive an upper bound on work output for
a cyclicly run engine (equivalently, a lower bound on dis-
sipation). Importantly, the bound contains information
theoretic quantities that depends on the data represen-
tation, suggesting we find the data representation that
optimizes the bound.
INFORMATION ENGINES
The general idea for information engines goes back over
a century [10]. A simple and elegant setup proposed by
Le´o Szila´rd [24] was particularly influential, (e.g. [25–
29]). It was originally conceived to illuminate the con-
cept behind Maxwell’s demon without having to discuss
the detailed physiology of an observer. Szila´rd’s setup is
illustrated in Fig. 2. The work medium is a one-particle
gas in a box of volume V , connected to a heat bath at
temperature T . The work extraction mechanism consists
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2FIG. 2. Sketch of Szila´rd’s Engine. The heat bath is not
drawn, but ought to be imagined connected to the engine.
of two elements: a partition that is inserted in the mid-
dle of the box, so that the particle’s accessible volume
is reduced to V/2, and a contraption that allows for the
extraction of work as the partition moves towards the
empty side of the box. Clearly this can only be done
when information about the particle’s location is used:
one needs to know which side of the box is empty. Szila´rd
pointed out that this information has to be available until
the work extraction process is completed, thus his setup
requires not only measurement, but also memory [24].
The physical mechanisms involved in measurement and
memory result in what we may call a representation of
observable data.
To make the discussion precise, let an informa-
tion engine consist of the following three components
(see Fig. 1). For simplicity, let them all be connected
to the same heat bath, at temperature T , and assume
the heat bath is very large, compared to the engine.
1) A work medium that also acts as an information
source; let its observable aspects be denoted by the vari-
able x, with probability distribution p(x). For simplicity
of the exposition, assume x is a discrete random variable,
since it is not essential for the arguments made in this
paper that x be continuous.
2) A work extraction device. The physics of this device
determine which aspects of the work medium need to be
known so that work can be extracted. Let us denote those
by the variable y. In the example of Szila´rd’s engine,
y is simply a coarse graining of the particle’s position
along the axis that is separated by the physical partition.
However, the arguments made in this paper generalize
naturally to the case in which y may not have such a
simple dependence on the observable quantity [30]. The
relationship between what we can measure, x, and what
we need to know and change to extract work, y, is, in
general, characterized by the joint probability p(x, y).
3) A data representation apparatus that consists of at
least one measurement device, an encoding scheme, and
a memory. Altogether, it enables the observer to produce
and keep a stable representation, z, of the observed data.
One cycle of an information engine at fixed tempera-
ture, T , then consists of: (i) data representation, and (ii)
work extraction.
We model the thermodynamics of data representation
by imagining that parameters of the system that pro-
duces and stores z change during the time interval in
which the data representation is produced. Their trajec-
tory during this time interval (which we may view as a
“protocol”), depends on the information source’s state at
the start of the time interval, that is, on the “raw data”,
x. Data representation is described by the probabilistic
map p(z|x). Executing the protocol may require energy,
a fact that cannot be ignored in the overall energy bill.
Arguments have been made in the literature that the en-
ergetic costs encountered for the use of a memory are
most apparent when that memory is erased [31]. Other
arguments have been put forth, explaining that whether
energy loss is attributed to the making or the erasing of
memory depends on the details of the specific setup, e.g.
[32, 33].
Here, we do not reset the memory, because we set up
the work extraction step as follows: information captured
by the observer about the work medium is used to run
a work extraction protocol by changing external param-
eters on the work medium with the help of a given work
extraction device. The protocol associated with this is
a function of the available knowledge, z. The engine ex-
ploits all useable information, and is then brought back to
its initial macro-state. This means that at the beginning
of a new cycle, there are no correlations between the cur-
rent state of the information source and the state of the
data representation left over from the last cycle. Hence,
it is not necessary to reset the memory. Sometimes, the
memory will not have to be updated to produce the next
data representation, because it is accidentally left in the
state it ought to be in next. But other times the ob-
server needs to make changes to the state of the memory
to update the data representation. In general, running
the data representation machinery, on average, costs the
observer energy.
The work extraction step allows for a potential gain
of useful energy, turned into work output. We expect
that if run cyclicly at fixed temperature, then the engine
cannot produce net work output, in accordance with the
second law of thermodynamics. The efficiency of such an
engine is determined by the amount of dissipated work.
Now we will derive a lower bound that contains quantities
reflecting the machine’s information processing.
To that end, let us look at the free energy changes in-
volved in individual steps of the engine cycle. The follow-
ing analysis makes use of non-equilibrium, or generalized
[34], free energy, and thus applies to systems that can
be operating arbitrarily far from thermodynamic equi-
librium. Recently, generalized free energy has found in-
creasingly widespread use (e.g. [35, 36] and references
3therein). It can be motivated by noting that detailed in-
formation about a non-equilibrium system allows for the
extraction of more work than the limit set by the equi-
librium free energy of the system, Feq = 〈E〉q − kTH[q]
(here q denotes the equilibrium distribution, and Shan-
non entropy H[q(x)] := −∑x q(x) log (q(x)) is propor-
tional to Gibbs entropy [6, 18]). Additional free energy
available in a non-equilibrium system is proportional to
the relative entropy between the actual non-equilibrium
distribution, p, and the corresponding equilibrium distri-
bution: Fadd[p] := kT
∑
x p(x) log
[
p(x)
q(x)
]
[37, 38]. The
overall free energy of a non-equilibrium system is thus
the sum F [p] := Feq + Fadd[p] = 〈E〉p − kTH[p], where
T denotes the temperature of the heat bath [39].
Free energy change involved in data representation
During the data representation step, the informa-
tion engine’s free energy, F [p(x, z)] = 〈E(x, z)〉p(x,z) −
kTH[p(x, z)], changes by ∆FDR = ∆EDR − kT∆HDR.
According to the first law of thermodynamics, the change
in average energy, ∆EDR = QDR + WDR, equals the av-
erage heat flow into the engine, QDR, plus average work,
WDR, going into the engine [40]. To compute the internal
entropy change ∆HDR := H
f
DR −HiDR, note the follow-
ing: at the start of the data representation step, raw data
and its representation are not dependent on each other,
i.e. p(x, z) = p(x)p(z), meaning that the initial joint en-
tropy factorizes: HiDR = H[X] + H[Z], whereas H
f
DR =
H[X,Z]. The internal entropy of the engine thus de-
creases by the amount of information captured: ∆HDR =
H[X,Z]−H[X]−H[Z] = −I[X,Z]. Mutual information
is given by I[X,Z] =
∑
x,z p(x, z) log
[
p(x,z)
p(x)p(z)
]
. Alto-
gether, the free energy change is
∆FDR = WDR +QDR + kTI[X,Z] . (1)
The second law of thermodynamics can be written as
WDR ≥ ∆FDR. It tells us that the free energy change
determines the smallest amount of work necessary to ob-
tain the data representation, or, in other words, the least
effort [23]. Typically, one designs a data representation
procedure such that the change in average energy van-
ishes [15, 32], ∆EDR = 0. In that case, the least effort
required for data representation is proportional to the
information retained about the data [23].
The Second Law furthermore tells us that, in general,
heat at least in the amount of kT times the captured
information must be produced:
−QDR ≥ kTI[X,Z] ≥ 0 , (2)
in agreement with the arguments put forth by Szila´rd,
Landauer, and many others. Mutual information is non-
negative. On average, data representation comes along
with heat production.
Irrelevant information and lost work potential
The observer has captured I[X,Z] bits of information
about the work source, but can all of this information be
used to extract work? There are two ways in which infor-
mation can be useless: (i) it is lost before work extraction
begins, and (ii) it is information about something that
cannot change during work extraction.
To use the available information, one needs to infer
the value of the relevant quantity, y, from the existing
data representation, z. That can be done by computing
p(y|z) = ∑x p(y|x, z)p(x|z). In this paper, we assume
that representing data x in terms of z does not change
y, therefore p(y|x, z) = p(y|x). Szila´rd’s box is like that,
because the location of the partition is fixed a priori [41].
The inference then simplifies to computing
p(y|z) =
∑
x p(y|x)p(z|x)p(x)∑
x p(z|x)p(x)
, (3)
which requires knowledge of the structure of the work ex-
traction mechanism, i.e. of p(x, y). The observer’s infer-
ence then contains relevant information in the amount of
I[Y,Z] =
∑
y,z p(y, z) log [p(y|z)/p(y)]. The remainder,
I[X,Z] − I[Y,Z] is irrelevant with respect to extracting
work. Importantly, relevant information is always infor-
mation about the relevant quantity in the future, because
time passes between data representation and the begin-
ning of work extraction.
Only relevant information can be used to extract work.
To show that, let us write x = (xˆ, v, y) in terms of y, and
two other random variables: xˆ describes all aspects that
are not stabilized, and v denotes aspects that are stabi-
lized but cannot be changed. As an example, consider
Szila´rd’s box, and report on the three dimensional posi-
tion of the particle, coarse grained to some arbitrary res-
olution. Only information about the particle’s location
along the axis divided by the physical partition, coarse
grained to two outcomes, “left” or “right” (or, equiva-
lently y ∈ {−1, 1}) is both stable and useful. Imagine
that another partition would be inserted perpendicular
to the original one, but this partition could not move.
Then, the variable v would have two possible outcomes,
denoting on which side of the second partition the par-
ticle is found. The distribution p(v|z) would change nei-
ther in the time between data representation and work
extraction, nor during work extraction. At the end of
the work extraction protocol, the work medium has to
be restored to its original macro-state. This means the
fixed partition has to be removed and reinserted. Af-
ter that, p(v, z) = p(v)p(z). We may summarize finer
grained information about the particle’s location along
these two axis, together with position information along
the third axis, in the variable xˆ. This information would
decay in the time that passes before work extraction
starts, due to the motion of the particle. How quickly
it decays depends on how the system’s relaxation time
4compares to the observer’s reaction time, a detail that
we do not wish to analyze here. For simplicity, we will
assume that the decay happens completely in the time
interval between data representation and work extrac-
tion. The distribution p(x, z) = p(xˆ, v, y, z) thus de-
cays to p(xˆ|v, y)p(v, y|z)p(z) = p(z|v, y)p(x) at the time
when work extraction starts. The internal entropy is then
HiWE = H[Z|V, Y ] +H[X]. If we compare that to HfDR,
we see that the change in internal entropy due to the de-
cay of unstable information is ∆Hrelax := H
i
WE−HfDR =
H[Z|V, Y ] − H[Z|X] = I[X,Z] − I[{V, Y }, Z]. We can
rewrite the distribution at the beginning of work ex-
traction as p(xˆ|v, y)p(v|y, z)p(y, z), and thus the entropy
as HiWE = H[Xˆ|V, Y ] + H[V |Y, Z] + H[Y,Z]. The
work extraction protocol then changes only the distri-
bution p(y, z) to p(y)p(z), so that the entropy becomes
HfWE = H[Xˆ|V, Y ] + H[V |Y,Z] + H[Y ] + H[Z]. Fi-
nally, at the end of work extraction, things are re-
stored to the same macro-state, whereby all correlations
are lost. This means that the entropy goes back to
HiDR = H[X] + H[Z] = H[Xˆ|V, Y ] + H[V |Y ] + H[Y ] +
H[Z], and the amount of information lost due to this
procedure is ∆Hrestore := H
i
DR − HfWE = H[V |Y ] −
H[V |Y,Z] = I[V, {Y,Z}] − I[V, Y ] = I[{V, Y }, Z] −
I[Y, Z]. Altogether, irrelevant information is lost:
∆Hloss := ∆Hrelax + ∆Hrestore = I[X,Z]− I[Y,Z].
Free energy change involved in work extraction
The work extraction protocol effects changes in the
work medium, specifically changes in the distribution of
y. The resulting entropic change is ∆HWE := H
f
WE −
HiWE = H[Y ] + H[Z] − H[Y, Z] = I[Y, Z], and the as-
sociated change in average energy is the sum of average
heat flow and work: ∆EWE = QWE + WWE. The total
free energy change involved in work extraction is hence
∆FWE = WWE +QWE − kBTI[Y,Z] . (4)
The Second Law tells us that relevant information sets
an upper bound on how much heat can be absorbed:
QWE ≤ kTI[Y, Z] (5)
Recall that, by convention, work extracted from the work
medium has a negative sign. The Second Law then
reminds us that the maximum amount of work which
can be extracted is given by the reduction in free en-
ergy: −WWE ≤ −∆FWE. If things are arranged such
that the average energy change during this step is zero,
∆EWE = 0, then this work potential, −∆FWE, is pro-
portional to relevant information retained in the data
representation [23], and we have −WWE ≤ kBTI[Y,Z].
Dissipation at fixed temperature
The total average work performed on the engine in
a cycle, consists of work necessary to produce the ob-
server’s data representation, Win := WDR, minus work
extracted from the work medium, using the observer’s
knowledge, Wout := −WWE. Over a cycle, changes in in-
ternal entropy cancel out. The total free energy change
therefore equals the total average energy change, which
must be zero, since we are running a cycle. Hence, net
work flowing into the engine has to equal net heat flow-
ing out: Win −Wout = −QDR −QWE. The Second Law,
applied to the entire cycle, tells us that the process must
be dissipative, Win −Wout = −QDR −QWE ≥ 0, i.e. our
knowledge of the work medium does not allow us to ex-
tract more work than what it costs to produce the data
representation that physically embodies this knowledge.
Now we use inequalities (2) and (5), to obtain a tighter
lower bound on dissipation [42]:
Win −Wout ≥ kT (I[X,Z]− I[Y,Z]) ≥ 0 . (6)
The amount of irrelevant information captured by the
data representation limits minimally achievable dissipa-
tion. Therefore, a data representation that is optimal in
the sense of allowing for minimal dissipation has to dis-
card irrelevant information. The ideal observer should
capture only relevant information, so that I[X,Z] =
I[Y,Z].
But overall, the machine can do no net work, because
it is run at fixed temperature. At best, it can extract as
much work as it needs to perform the data representation
[43]. Minimizing dissipation at fixed temperature, in the
absence of other constraints, does not force the observer
to do anything: there are multiple optimal solutions, one
of which is keeping no information at all and extracting
no work, i.e. I[X,Z] = I[Y,Z] = 0. However, if other
constraints are present, then minimizing dissipation in
an information engine that runs at a fixed temperature
may make sense.
Example: Szilard Engine with redundancy
Imagine reporting on which third of the relevant axis
the particle is found in (see Fig 3). This particular data
representation would dissipate, on average, heat at least
in the amount of kT ln(3). How much work could be
extracted using the knowledge it produces? Two thirds
of the time, the particle would be either on the left or
the right, and work could be extracted in the amount of
at most kT ln(2), on average. But one third of the time,
the particle would be reported to be in the middle. This
contains no relevant information about which side of the
partition is empty. Thus, the overall maximum average
work that could be extracted would be 23kT ln(2), and
dissipation would be limited by kT
(
ln(3)− 23 ln(2)
)
> 0.
5FIG. 3. Modified Szila´rd Engine: Report on the particle’s
location to resolution n = 3. The heat bath is not drawn, but
ought to be imagined.
The argument generalizes to reporting the parti-
cle’s location to an n-th of the length of the rele-
vant axis, encountering a lower bound on dissipation of
kT
(
ln
(
n
2
)
+ 1n ln(2)
)
for odd n > 2. For even n > 2,
energy gets wasted by a redundant data representation,
but the work potential is still maximal, namely kT ln(2),
and we encounter dissipation in the amount of at least
kT ln
(
n
2
)
. If the constraints allow the observer only to
choose n ≥ 2, then the choice n = 2 is optimal in terms
of minimizing the smallest achievable dissipation. But if
n = 1 becomes an option, then we have two solutions
with a minimally achievable dissipation of zero, with the
difference that the n = 2 solution captures more relevant
information than the n = 1 solution, ln(2) > 0, and thus
allows us to do something (extract work).
Two temperatures, T < T ′.
To produce net work output, we may run the data
representation at a lower temperature, T , than the tem-
perature at which we extract work, T ′. This can be im-
plemented by changing the temperature of the heat bath.
We then need to include two new steps into the engine’s
cycle, cooling and heating. Table I summarizes the sit-
uation. When cooling from T ′ to T before the measure-
ment, heat flows in the amount of QC . As kinetic energy
decreases, so does the internal entropy. To keep track
of these changes, we use the notation H ′ for the entropy
at the higher temperature. We assume that no energy
is added in the form of work. The free energy change is
then given by Eq. (7). The free energy associated with
data representation is the same as before, compare Eqs.
(1) and (8), therefore Eq. (2) holds. Also, in complete
analogy to before, we lose work potential proportional to
irrelevant information, Eq. (9). (We have seen in the
previous discussion that nothing essential is added to the
TABLE I. Free energy changes during engine cycle.
∆FC = QC − kT (H[X] + H[Z])
+ kT ′
(
H ′[X] + H ′[Z]
)
(7)
∆FDR = WDR + QDR + kTI[X,Z] (8)
∆Frelax = −kT (I[X,Z]− I[Y,Z]) (9)
∆FH = QH − kT ′
(
H ′[Z|Y ] + H ′[X])
+ kT (H[Z|Y ] + H[X]) (10)
∆FWE = WWE + QWE − kT ′I[Y,Z] (11)
treatment by stabilizing aspects of the system that can-
not change during work extraction, and for simplicity we
now leave this out.) Heating from T to T ′ increases the
internal entropy of the system, while heat flows in the
amount of QH . The free energy change is given by Eq.
(10). Work gets extracted at the higher temperature, see
Eq. (11).
Increasing the temperature can only decrease informa-
tion, I ′[Y,Z] := H ′[Y |Z] − H ′[Y ] ≤ I[Y,Z]. Clearly,
no memory is infinitely stable, and we can burn up
the entire machine if we raise the temperature enough:
limT ′→∞ I ′[Z, Y ] = 0. In order to operate the informa-
tion engine to its intended use, we shall limit temperature
differences to a “memory preserving” temperature range,
meaning that the memory stays stable and we lose no rel-
evant information: I ′[Y,Z] = I[Y,Z]. In this range, the
maximum amount of heat that can be absorbed is, as
before, limited by relevant information:
QWE ≤ kT ′I[Y, Z] . (12)
We assume that no work is performed during heating
and cooling. The Second Law then tells us that the free
energy cannot increase during these steps: −∆FH ≥ 0,
and −∆FC ≥ 0. In the memory preserving regime, the
combined effects of the heating and cooling, QHC ≡ QC+
QH, result in an average dissipation of heat (adding Eqs.
(7) and (10)):
−QHC = −∆FH −∆FC + k(T ′ − T )I[Y,Z] ≥ 0. (13)
In the memory preserving temperature regime, internal
entropy changes cancel over a cycle. The total free energy
change over a cycle is equal to the total average energy
change, which has to be zero. The total work done by
the engine is thus Wout −Win = QDR + QWE + QHC ≤
QDR + QWE, which is upper bound by (using Eqs. (2)
and (12)):
Wout −Win ≤ kT ′I[Y,Z]− kTI[X,Z] . (14)
6INFORMATION BOTTLENECK
Eq. (14) suggests the following optimization: choose
that data representation p∗(z|x) which maximizes the
achievable work by maximizing the upper bound. That
is, solve the following optimization problem:
max
p(z|x)
(I[Y, Z]− λI[X,Z])
subject to :
∑
z
p(z|x), ∀x. (15)
Here λ := T/T ′ < 1, and the added constraints sim-
ply ensure normalization of the probability distributions
p(z|x). This optimization problem is known in data com-
pression and machine learning under the name “Informa-
tion Bottleneck” (IB) [44]. From the extremal conditions
of the Lagrangian, we know that all optimal solutions
have to fulfill [44]:
p∗(z|x) = p(z)e
− 1λD[p(y|x)‖p(y|z)]∑
z p(z)e
− 1λD[p(y|x)‖p(y|z)]
. (16)
This equation can be iterated numerically together with
Eq. (3) to find optimal codes [44].
The temperature ratio λ = T/T ′, controls the trade-
off between the importance of getting energy out during
work extraction vs. having to spend energy on the data
representation. Equivalently, λ controls the trade-off be-
tween keeping relevant information and having a concise
data representation that does not cost more bits than
it has to [44]. For simplicity, fix the temperature T ′ at
which work is extracted. Then the temperature at which
the data representation is produced, T , becomes the
defining parameter. We find the best solution at low tem-
perature, T → 0, where assignments of data to represen-
tatives become deterministic [45]: p∗(z|x)T→0 = δzz∗(x),
with z∗(x) := arg minz D[p(y|x)‖p(y|z)], where δij de-
notes the Kronecker-δ.
The Information Bottleneck is a fairly general method
for optimal data representation, containing within it
other methods as special cases (see e.g. [46], and ref-
erences therein). When used for model discovery from
finite samples (the case in which p(x, y) is not known,
but estimated), attention has to be paid to correcting
for errors made due to under-sampling, in order to avoid
over-fitting [47].
DISCUSSION
The physical approach to signal processing and ma-
chine learning followed in this paper is not limited to
what we have learned here. It can be used to explore
a range of other existing methods from physical argu-
ments, and to design new ones. For example, one could
argue that work output is not the only thermodynam-
ically meaningful quantity to maximize. Engine power
and efficiency might matter, and optimization of these
quantities would not necessarily coincide [48]. Time con-
straints certainly play an important role, particularly in
the context of biology.
While the optimization here was limited to finding the
best data representation, one could, of course, optimize
over work extraction devices instead, i.e. over p(y|x). In-
terestingly, this can be used to derive Linsker’s “Infomax
principle” [49]. To that end, note that no data represen-
tation can capture more relevant information than what
is contained in the data, i.e. I[Y, Z] ≤ I[X,Y ]. Com-
bining this with Eq. (14), we see that work output can
ultimately be no larger than
Wout −Win ≤ kT ′I[X,Y ]− kTI[X,Z] . (17)
Now, since I[X,Z] does not depend on p(y|x), maximiz-
ing this upper bound over p(y|x) alone is then equivalent
to finding a (probabilistic) map from x to y that maxi-
mizes information: maxp(y|x) I[X,Y ]. This is exactly the
spirit of Infomax, which has been used, for example, to
motivate Independent Component Analysis (ICA) [50].
Infomax can thus be interpreted to find the best physical
tool to exploit given information. It has not necessarily
been used in that context, but this new interpretation
may turn out to be a fruitful way of thinking.
The approach could also be used on other known ma-
chine learning methods. For example, the “Boltzmann
machine” adjusts its weights to minimize the relative en-
tropy between input distribution and model distribution
(the neural network’s equilibrium distribution) [51]. The
neural network stands alone, in the sense that it is not
specified how the information it captures can be turned
into energy gain. The best the neural net can do is thus
to create a stable data representation that captures as
much free energy as possible. The remaining free energy
is turned to heat during the network’s relaxation to equi-
librium. The Boltzmann machine minimizes this heat
dissipation. Once context is given to the neural network,
it may become advantageous to discard information that
cannot be exploited.
SUMMARY
It was demonstrated that, in the context of information
engines, simple physical arguments are enough to derive
an optimal data representation strategy: demanding effi-
cient use of energy means data representations ought to
capture relevant information. Importantly, the observer
needs to infer and predict what the value of the relevant
quantity will be in the future. The analysis presented
here thus generalizes previous findings [52, 53].
Overall, the approach followed here reflects a distinctly
physical way of thinking about learning systems. Physi-
cal limits to information processing let us derive learning
strategies from tangible demands. This not only gives us
a clear intuition about what the resulting algorithms do,
7and hence how and why they work, but may also lead
to new and better learning methods, and may ultimately
become useful in the context of understanding the prin-
ciples governing biological systems [54].
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