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ABSTRACT 
The fundamental but unresolved issue of the role of 3d and 4s orbitals in the 
metal-ligand interaction of the first-row transition metal complexes has been addressed 
and clarified in this thesis. Through the solution ^^ Co NMR measurement and density 
functional study of a series of hexacoordinated Co(III) complexes in Chapters 3 and 4, 
respectively, it is demonstrated that the participation of the Co 4s orbital will be 
predominant in a less covalent metal-ligand bonding whereas the Co 3d orbital will play a 
more significant role in a covalent environment. The analysis in Chapter 3 is based on 
the formulation of an empirical correlation which introduces the nephelauxetic effect to 
the ligand field interpretation of the transition metal chemical shifts by invoking the 
linewidth of the signal provided that the quadrupolar interaction dominates the relaxation 
mechanism of the resonating nucleus. 
In Chapters 5 and 6，density functional study of the ^^ Co chemical shielding 
constants is used as a possible step beyond the empirical interpretation. It is found that 
B3PW91/6-311+G* or B3LYP/6-311+G* is the cost/efficiency optimized combination 
for 59Co shielding calculation. The ratio of the calculated and experimental ^^ Co chemical 
shifts ranges from 0.87 to 1.13. The slope of the best fit straight line (regression 
coefficient = 0.91) to the graph of experimental versus calculated ^^ Co shielding 
constants is 1.01 representing the best effort thus far reported for ^^o shielding 
calculation using state-of-the-art methodology. Since the absolute shielding scale of ^^o 
has not been established, the chemical shift anisotropy and asymmetry factor of 11 Co(III) 
• 參 _ 111 
complexes are measured by solid state ^^o NMR method in order to assess the quality of 
the shielding calculation. In addition, a non-linear least square iterative routine is 
developed in C language for the lineshape analysis of static solid state ^^o NMR spectra. 
Some of the results reported in this thesis have been published in: 
1. S.C. Chung, Jerrv C.C. Chan. Steve C.F. Au-Yeung and X.Xu, "Polycrystalline 
59Co NMR Studies of Metal-Ligand Interaction in Axially Symmetric Diamagnetic 
Co(III) Complexes - Correlation of 6(^ C^o) with NQCC/AE^v," J. Phys. Chem. 
1 9 9 3 , 97, 12685-12690. 
2. Jerrv C.C. Chan and Steve C.F. Au-Yeung, "The NMR Spectroscopy of 
Transition Metals," Chinese J. ofMagn. Reson. 1995，12(5), 525-540. 
3. Jerrv C.C. Chan and Steve C.F. Au-Yeung, "Interpretation of ^^o NMR 
Shielding Using the Hard and Soft Acid-Base Concept - Insight into the Relative 
Magnitude of the Nephelauxetic and the Spectrochemical Effect, ” J. Chem. Soc. 
Farad. Trans. 1996’ 92(7), 1121-1128. 
4. Jerrv C.C. Chan, Steve C.F. Au-Yeung, Philip J. Wilson and Graham A. Webb, 
"SOS-DFPT-IGLO Calculations of ^^ Co NMR Shielding Parameters of 
Hexacoordinated Diamagnetic Co(III) Complexes, “ J. Mol. Structure 
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(THEOCHEM), 1996，in press. 
iv 
ACKNOWLEDGEMENTS 
I would like to express my deepest gratitude to my supervisor, Dr. Steve C.F. Au-
Yeung, for his valuable advices, enlightening discussions throughout my research and the 
preparation of this thesis. Without his eagerness and creativity in scientific research, I 
would not be exposed to the exciting field of solid state NMR. He may not be the best 
scientist in the world, but what he had provided for me is the best supervision in the 
world. 
I wish to thank Prof. Sunney I. Chan for his advice and comments given to me on 
many aspects of chemical shielding. His broad and deep insights in shielding properties 
have greatly widen my horizon. I am also very much in debt to Dr. W.K. Li for his 
generous guidance in using the software package Gaussian 94. 
The development of the non-linear iterative least square fitting routine presented in 
this thesis are largely based on the advices from Profs. Jorge More', Ali Bouaricha and 




TABLE OF CONTENTS 
PAGE 
DESCRIPTIVE NOTE iii 
CHAPTER ONE: A BRIEF SURVEY OF TRANSITION METAL 1 
NMR STUDIES 
1.0 Introduction 1 
1.1 Solution NMR Of Transition Metals 2 
1.1 • 1 Parametrization Model of Chemical Shifts 4 
1.2 Theoretical Calculation of the Chemical Shielding 6 
Constants of Transition Metals 
1.3 Solid State NMR of Transition Metals 7 
1.4 Scope of the Thesis 9 
CHAPTER TWO: THEORY AND BACKGROUND 10 
2.0 Introduction 10 
2.1 The Origin of Chemical Shielding 10 
2.1.1 The Ramsey Shielding Tensor Equation with 13 
Gauge Origin Chosen at the Nucleus 
2.1.2 The Ramsey Shielding Tensor Equation with 20 
Arbitrary Gauge Origin 
2.1.3 The Physical Picture Associated with the 21 
Ramsey Shielding Equation 
2.2 Ab Initio Shielding Calculation 24 
2.2.1 Coupled Hartree-Fock Method 25 
2.2.2 Gauge Dependence Problem 27 
vi 
TABLE OF CONTENT (cont • •) PAGE 
2 • 2.3 Post Hartree-Fock Methods 29 
2.3 Density Functional Theory 30 
2.3.1 The Hohenberg-Kohn Theorems 30 
2.3.2 The Kohn-Sham Approach 35 
2.3.3 Approximation to the Exchange- 37 
Correlation Energy 
CHAPTER THREE: INTERPRETATION OF ^^o NMR SHIELDING USING 39 
THE HARD AND SOFT ACID-BASE CONCEPT --
INSIGHT INTO THE RELATIVE MAGNITUDE OF THE 
NEPHELAUXETIC AND THE SPETROCHEMICAL 
EFFECT 
3.0 Introduction 39 
3.1 Theory 42 
3.2 Evaluation of the Model 45 
3.3 Application to the Studies of trans-[Co(en)2X2]^^^^"^^ in 54 
Different Solvents and the Determination of the 
Spectrochemical Trend 
3.4 Simultaneous Determination of the Nuclear Quadrupole 59 
Coupling Constant, Chemical Shift Anisotropy and 
Rotational Correlation Time in fraw>s-Na[Co(acac)2(ii02)2]， 
trans- [Co(acac)2(NH3)2]I, trans- [ C o ( a c a c ) 2 ( C H 3 N H 2 ) 2 ] I and 
fran5-[Co(acac)2(NH3)(N02>] 
3.5 Summary 64 
vii 
TABLE OF CONTENT (cont • •) PAGE 
CHAPTER FOUR: DENSITY FUNCTIONAL STUDY OF THE 66 
ELECTRONIC STRUCTURES OF [Co(NH3)5Xp+n)+ 
USING DIFFERENT POPULATION AND BONDING 
ANALYSIS METHODS 
4.0 Introduction 66 
4.1 Computational Details 69 
4.2 Bond Covalency Analysis of [Co(NH3)5Xp+n)+ 71 
4.2.1 Mayer Bond Order Analysis 71 
4.2.2 Natural Population Analysis 73 
4.2.3 Natural Bond Orbital Analysis 76 
4.2.4 Mulliken Population Analysis 82 
4.3 Summary 86 
CHAPTER FIVE: DENSITY FUNCTIONAL STUDY OF ^^o 87 
CHEMICAL SHIELDING CONSTANTS 
5.0 Introduction 87 
5.1 SOS-DFPT-IGLO Calculations of ' ^ o NMR 90 
Shielding Parameters of Hexacoordinated 
Diamagnetic Co(III) Complexes 
5.1.1 Computational Details 91 
5.1.2 Basis Sets and XC Functional for ^^o 92 
Shielding Calculations 
viii 
TABLE OF CONTENT (cont • •) PAGE 
5.1.2.1 5义0 NMR Shielding Calculation of 92 
[Co(CN)6]3-
5.1.2.2 Nearest Neighbour Effect 94 
5.1.3 Comparison of the Calculated and Experimental ^^ Co 95 
Chemical Shift Anisotropy and Asymmetry Factor 
5.1.4 Comparison of the Calculated and Experimental ^^ Co 97 
Isotropic Chemical Shifts 
5.1.4.1 Reproducing the Experimental Trend 99 
by SOS-DFPT-IGLO? 
5.1.4.2 Local and Non-local Paramagnetic 103 
Shielding Contributions 
5.1.5 General Comments of the Calculated Results 104 
5.2 A Comparative Study of the Calculation of ^^o NMR 105 
Shielding Constants of Hexacoordinated Diamagnetic 
Co(III) Complexes Using SOS-DFPT-IGLO and Hybrid 
DFT-GIAO Methods 
5.2.1 Computational Details 106 
5.2.2 Comparison of DFT-IGLO-Becke/Perdew 106 
and DFT-GIAO-Becke/Perdew 
5.2.3 DFT-GIAO-B3LYP 108 
5.2.4 Summary 111 
ix 
TABLE OF CONTENT (cont ..) PAGE 
CHAPTER SIX: STUDY OF THE SHIELDING CONSTANTS OF 112 
DIAMAGNETIC HEXACOORDINATED Co(III) 
COMPLEXES BY POLYCRYSTALLINE ^^ Co NMR 
AND DENSITY FUNCTIONAL THEORY 
6.0 Introduction 112 
6.1 Solid State NMR Technique for Quadrupolar Nuclei 112 
6.2 Static Powder Lineshape Analysis 114 
6.2.1 Excitation of Quadrupolar Nuclei 114 
6.2.1.1 Selective and Partially Selective 116 
Excitation 
6.2.2 Spin Echo Pulse Sequence 117 
6.2.3 Lineshape Simulation 120 
6.3 Solid State ^^ Co NMR Study of Hexacoordinated 124 
Co(III) Complexes 
6.3.1 Experimental 124 
6.3.2 Simulation Details 125 
6.3.2.1 [ C o ( N H 3 ) 4 C O 3 ] N O 3 127 
6.3.2.2 [Co(en)2CO3]Cl and 130 
[ C o ( e n ) 2 N O 3 ] ( N O 3 ) 2 
6.3.2.3 c w - [ C o ( e n ) 2 ( N O 2 ) 2 ] N O 3 and 133 
d 5 - [ C o ( e n ) 2 ( N 3 ) 2 ] N O 3 
6.3.2.4 K3[Co(CN)6] 133 
X 
TABLE OF CONTENT (cont • •) PAGE 
6.3.2.5 C0(acac)3, K3[Co(NO2)6] and 137 
[Co(en)3]X3 (X = C1, Br, I) 
6.4 Dependence of ^^o Shielding Calculation on Basis Sets 143 
and Exchange Correlation Functional 
6.4.1 CSA and rj calculations of [Co(NH3)4CO3]Br 144 
6.4.2 CSA and rj Calculations of [Co(NH3)6]Cl3 147 
6.4.3 Shielding Calculations of Larger Co(III) 149 
Complexes at B3PW91/6311+G* Level 
6.5 Summary 153 
CHAPTER SEVEN: CONCLUSION AND FUTURE WORK 154 
BIBLIOGRAPHY 157 
APPENDIX A MATHEMATICAL DETAILS FOR THE DERIVATION 171 
OF THE RAMSEY SHIELDING EQUATION 
APPENDIX B ANALYSIS OF THE SIGN OF PARAMAGNETIC AND 178 
DIAMAGNETIC SHIELDING 
APPENDIX C GENERALIZATION OF EQUATION [3.4] TO 181 
INCLUDE THE EFFECT OF 7r-BONDING 
APPENDIX D GEOMETRY OPTIMIZATION OF CoH AND CoO 183 
APPENDIX E A NON-LINEAR ITERATIVE LEAST SQUARE 187 
FITTING PROCEDURE FOR THE ANALYSIS OF 
SOLID STATE NMR STATIC SPECTRUM OF 
QUADRUPOLAR NUCLEUS 
xi 
LIST OF TABLES 
NUMBER DESCRIPTION PAGE 
3.1 Summary of 59Co NMR and DE^ ^ Data for [Co(NH3)5X](3+n)+ 46 
inH^O 
3.2 Summary of 59Co NMR, Viscosity and DE^ ^ Data for 55 
[Co(en)3]3+ and _HCo(en)2X2](3+n)+ where X = N ” NH3, 
NCS', c r , NO/ in DMSO, FA, DMF, MeOH and H^O 
3.3 Summary of 59Co NMR, Viscosity and DE^ ^ Data for trans- 61 
[Co(acac)2(NO2)2]-, mj!^-[Co(acac)2(NH3)Q^02)], trans-
[Co(acac)2(NH3)2]+ and trans-[Co(2iC2ic\(CU^NU^)^] + in 
DMSO and MeOH 
3.4 Summary of the Methine Carbon Tj(i3Q and Calculated Data 62 
for fraw5-[Co(acac)2(N02)2]-, traAW-[Go(acac)2(NKy(^02)L 
trans-[Co(2iC3ic\(NR^\] + and trans-[Co(2iCSic\(CU^NU^)Ji+ in 
DMSO and MeOH 
4.1 Mayer Bond Order Analysis of [Co(NH3)5X](3+n)+ 72 
4.2 Summary of the Electronic Configuration of Cobalt and 75 
Charge Distribution in [Co(NH3)5X](3+n)+ Calculated by the 
NPA Method 
4.3 The Second Order Perturbation Analysis (NBO package) of 80 
[Co(NH3)5X](3+n)+ 
4.4 Summary of the Electronic Configuration of Cobalt and Charge 83 
Distribution in [Co(NH3)5X](3+n)+ Calculated by the MPA 
Method 
4.5 Summary of Overlap Population of [Co(NH3)5X](3+n)+ 85 
Calculated by the MPA Method 
5.1 The Dependence of Basis Set and XC Functional Type on the 93 
Calculated Absolute Shielding Values for the [Co(CN)j3-
Complex Using SOS-DFPT-IGLO Method 
5.2 Summary of the Calculated 59Co Isotropic Shieldings and 96 
Chemical Shifts for Co(III) 
5.3 Summary of the Diamagnetic, Local, Non-Local and Isotropic 98 
Chemical Shielding Contributions Calculated by SOS-DFPT-
IGLO Method 
5.4 Comparison of the 59Co Chemical Shifts Calculated by the 107 
DFT-IGLO-Becke/Perdew and the DFT-GIAO-Becke/Perdew 
Methods 
5.5 Summary of the Diamagnetic, Paramagnetic and Isotropic 109 
Shielding Contributions to the 59Co Shielding Constants by the 
DFT-GIAO-B3LYP Method 
xii 
LIST OF TABLES (cont..) 
NUMBER DESCRIPTION PAGE 
6.1 Summary of the NMR Parameters Obtained by Lineshape 126 
Analysis of the 59Co NMR Static Spectra 
6.2 Summary of the 59Co Shielding Constants (in ppm) Calculated 146 
for [Co(NH3)4CO3]Br 
6.3 Summary of the 59Co Shielding Constants Calculated for 148 
[Co(NH3)j3+ at Two Crystallographically Nonequivalent Sites 
6.4 Summary of the 59Co Shielding Constants Calculated at 151 
B3PW91/6-311+G* Level 
D. 1 The Dependence of Cobalt Basis Set and XC Functional Type 184 
on the Calculated R Values for the Ground State CoO (4E) 
w 
Molecule 
D.2 The Dependence of Cobalt Basis Set and XC Functional Type 185 
on the Calculated R^  Values for the Ground State CoH (30) 
Molecule 
xiii 
LIST OF FIGURES 
NUMBER DESCRIPTION PAGE 
2.1 The Change of the Hamiltonian under the influence of a 15 
Magnetic Field 
2.2 Conventions of the Ramsey Shielding Tensor Equation with 22 
Arbitrary Gauge Origin 
3.1 Plot of ^o(59Co) versus (Av")"2 AE^ -^i for [Co(NH3)5X](3+n)+ 48 
3.2 Schematic Diagram Illustrating the Direction of 6 . 49 
ZZ 
3.3 The Modified BJ Plot Following Reference 3.29. 51 
3.4 Plot of&j59Co) versus (Av )"2 AE -1 for [C0(CN),X](2-n)- 53 
ISO 1/2 av 3 
3.5 Plot of SiJ59Co) versus (AV1/)"2 AE^ -^i for [C0(en)3p+ and 56 
fraw5-[Co(en)2XJ(3+2n)+ 
3.6 Plot of 6.f59Co) versus (Av,*)1/2 AE^-i for trans- 63 
loO 1/2 a.V 
[Co(acac)2(NO2)2]-, rraAw-[Co(acac)2(NH3)(HCy], trans-
[Co(acac)2(NH3)J+ andmz^-[Co(acac)2(CH3HH2)2]+ in 
DMSO and MeOH 
4.1 Natural Charge of Co versus Co 3d Orbital Population 74 
4.2 Natural Charge of NH3^ * versus Co 3d Population 77 
4.3 Some of the Lewis Structures Found for [Co(NH3)5X](3+n)+ 79 
5.1 Experimental versus "Best" Calculated (SOS-DFPT-IGLO) 101 
Isotropic 59Co Chemical Shifts 
5.2 Experimental versus Calculated (DFT-GIAO-B3LYP) Isotropic 110 
59Co Chemical Shifts. 
6. la Experimental and Simulated 59Co Solid State NMR Spectra of 128 
[Co(NH3)4CO3]NO3 
6. lb Experimental and Simulated 59Co Solid State NMR Spectra of 129 
[Co(NH3),CO3]NO3 
6.2 Experimental and Simulated 59Co Solid State NMR Spectra of 131 
[Co(en)2CO3]Cl 
6.3 Experimental and Simulated 59Co Solid State NMR Spectra of 132 
[Co(en)2NO3](NO3)2 
6.4 Experimental and Simulated 59Co Solid State NMR Spectra of 134 
d5-[Co(en)2(NO2)2]NO3 
6.5 Experimental and Simulated 59Co Solid State NMR Spectra of 135 
d5-[Co(en)2(N3)JNO3 
6.6 Experimental and Simulated 59Co Solid State NMR Spectra of 136 
K3[Co(CN)6] 
xiv 
LIST OF FIGURES (cont .) 
NUMBER DESCRIPTION PAGE 
6.7 Experimental and Simulated 59Co Solid State NMR Spectra of 138 
C0(acac)3 
6.8 Experimental and Simulated 59Co Solid State NMR Spectra of 139 
K3[Co(NO)6] 
6.9 Experimental and Simulated 59Co Solid State NMR Spectra of 140 
[Co(en)3]Cl3 
6.10 Experimental and Simulated 59Co Solid State NMR Spectra of 141 
[Co(en)3]Br3 
6.11 Experimental and Simulated 59Co Solid State NMR Spectra of 142 
[Co(en)3]I3 
6.12 Experimental versus Calculated (B3PW91/6-311 +G*) Isotropic 150 
59Co Chemical Shifts 
XV 
CHAPTER ONE 
A BRBEF SURVEY OF TRANSITION METAL NMR STUDEES 
1.0 bitroduction 
Transition metal NMR is an essential technique in the studies of transition metal 
systems. With their much larger shielding range than U^ in general, most of the 
transition metal nuclei are sensitive probes to the surrounding electronic environments 
such that important information on structural parameters, charge distribution, bond type, 
reaction mechanism，catalytic behaviour as well as speciation in a reaction mixture can 
usually be obtained by conducting the corresponding NMR measurements. Recently, 
Gerloch(i i) asserts that the 4s orbital of the first-row transition metal in a high oxidation 
state dominates the metal-ligand interaction because the larger radial maximum ofthe 4s 
orbital tends to enhance the overlap between the 4s and the ligand orbitals. This 
suggestion may strongly impact the future development of coordination chemistry of the 
first-row transition metal because it is in stark contrast to the common belief that 3d 
orbital constitutes the valence of the first-row transition metal. Although Gerloch has 
provided convincing arguments to defend his assertion, Vanquickenbome et a/.0 2) 
concluded that the bonding interactions of [Co(CN)6]3' are basically dominated by the 3d 
orbitals because the 4s and 4p populations are relatively small. This dispute has not been 
resolved albeit its importance in the chemistry of the first-row transition metal. 
Experimentally, since chemical shielding is readily accessible and intimately related to the 
1 
electronic structure of the resonating species, it is desirable to employ the shielding 
property of transition metal as a probe to investigate bonding properties. Among the 
many choices of probe nucleus, ^^o represents the perfect candidate for the analysis 
because (i) hexacoordinated Co(III) complexes are prototype systems employed in 
Gerloch's argument; (ii) Co(III) complexes have one of the largest shielding range (ca. 
12000 ppm) which provides the sensitivity needed to detect any subtle changes in the 
electronic environment; (iii) both the natural abundance and the receptivity of ^^o are 
favourable for NMR measurement. The analysis in this thesis consists of three different 
aspects. They include the interpretation of the chemical shift variation, theoretical 
calculation of the ^^ Co shielding constants and the extraction of the shielding tensor 
components in solid state measurements. 
1.1 Solution NMR of Transition Metals 
Solution NMR of transition metals mainly focuses on the chemical shifts and 
relaxation measurements. Particular attention is paid to the study of chemical shifts and 
its correlation with various chemical effects like ligand electronegativity and 
polarizability, a d0n0r/7r acceptor ability, steric effects, substituent effects and effects of 
local symmetry. Several books(i 3) and reviews(i 4) have been dedicated to the application 
of solution NMR measurements to the study of transition metal nuclei and will not be 
reviewed further here. 
In general, the chemical shifts of transition metals are interpreted within the 
2 
framework of the Ramsey shielding tensor equation. According to the Ramsey 
theory/i 5) magnetic shielding is divided into the diamagnetic (o^ ) and the second-order 
paramagnetic (o^ ) contributions. The magnetic vector potential encountered in the 
Ramsey shielding equation^ (eq [1.1]) can be chosen with respect to any origin and the 
nucleus in question is usually taken as the gauge origin: 
� p - - ^ , T ( E n - E y i (Olf;L.p ln> (nl f： i f l0> 
Snm^ n j'i j'i Tj 
+ (Olf； hl .\n) (nl f： L., 10) ] + ^ [ (Olf：礼—“义 i � � ] 
y-i r/ 7-1 8 細 - y-i rJ 
[1.1] 
where 5^ ^ is the Kronecker delta; a, fi = x, y or z; | 0> and <n | denote the ground 
and excited states, respectively; E�and £„ are the corresponding energies of the electronic 
states; and the other symbols carry their usual meanings. The expression of the Ramsey 
shielding equation is rather complicated. As a result, there are many approximations 
proposed to simplify eq [1.1]. The strong field approximation is popular in transition 
metals(i 6) where it is established that the chemical shifts of transition metals can be 
interpreted satisfactorily by incorporating the ligand field theory into the Ramsey 
shielding equation. By this procedure, the chemical shifts can be rationalized in terms of 
ligand field parameters which reveal valuable insights into the metal-ligand bonding. 
Since the second order paramagnetic shielding in the strong field approximation is 
dominated by the contribution from the low-lying first excited states, the principle 
components of the shielding tensor are written as eq [1.2]. 
1 A detail discussion will be given in Chapter 2. 
3 
^ ji,^^ , , \ l<OlL>>P 
a f i — — ！ ^ (r-3>d——^—— [1.2] 
Snml ^n-^o 
Equation [1.2] has been successfully applied to various transition metals.(! ^ ") Among 
the transition metal nuclei that have been studied, ^^ Co receives the most widespread 
attention because of its high natural abundance and receptivity. These advantages enable 
59Co to become a model nucleus for the parametrization of eq [1.2]. 
1.1.1 Parametrization Model of Chemical Shifts 
The strong field approximation of the Ramsey shielding equation, eq [1.2], 
indicates that the variation of the chemical shifts can be a result of changes in the 
electronic transition energy or the radial factor as well as the angular momentum integral. 
Preliminary applications of eq [1.2] primarily focus on the dependence of the chemical 
shifts on the transition energies only. That is, eq [1.2] is parametrized by a simple point 
charge model to rationalize the ^^ Co chemical shift(! ®) of an octahedral coordinated 
Co(III) complex: 
<jP - - - ( - ^ + ~ ^ + - J - ) [1.3] 
3 5,¾ 3^+¾ Ss+S/ 
where Si and S2, S3 and S4, S5 and S^  are parameters characteristic of the ligands on the 
X，y, and z axis, respectively. This simple but compact scheme, where the product of the 
integral and radial factor is regarded as a constant, has been applied to over 50 
compounds with moderate success. However, eq [1.3] fails to account for the ^^o 
chemical shift variation of the systems with substantial 7r bonding. 
4 
In a ligand field model, metal-ligand covalency may be related to the variation of 
the radial term or the angular momentum integral. Thus, a better description is 
proposed(i 9,io) where the nephelauxetic effect is empirically incorporated into eq [1.2]. 
Assuming that the quotient of < r^ > 3^  and B35 is constant in different complexes, the 
nephelauxetic effect is introduced by multiplying and dividing eq [1.2] with the 
nephelauxetic factor, B35. 
nP ^o<l^ ( <^> . 
Oii 2 ( ~ S ~ ) 
87um^  P35 
l ( O l L j n ) P 
[ “ 5 ^ ^ ] 
[1.4] 
Equation [1.4] denotes the latest development of the chemical shift interpretation of 
transition metals. Since B35 (an optical parameter) is not always accessible, the 
applicability of eq [1.4] is rather limited. Furthermore, the lack of a solid foundation 
verifying the constancy of < r^ > 3^ /635 places doubts on the general validity of plotting a^  
against 635/(Eo-En). In fact, the dispute on the constancy of < r^ > 3JR35 in different 
transition metals have not been resolved.d ?’®) Therefore, it is desirable to find an 
alternative way to consider the bond covalency effect in the parametrization of eq [1.2] so 
that the chemical shift variation of transition metal may be clarified in a more meaningful 
way. As such, it is anticipated any progress in the parametrization may shed lights on the 
metal-ligand bond description of the Co(III) complexes. 
5 
1.2 Theoretical Calculation of the Chemical Shielding Constants of Transition 
MetaIs 
The empirical treatments of the chemical shifts mentioned in the previous section 
are useful for the experimentalists to rationalize the NMR data. However, a better 
understanding of the shielding origin cannot be pursued without using ab initio calculation 
methods. The history of ab initio shielding calculation is relatively short for transition 
metals. Since the pioneering work of Nakatsuji("” in 1984，a number of efforts have 
resulted in additional contributions to ab initio shielding calculation of transition 
metals.(i i2) ln contrast to the first and second row elements of the Periodic table, it 
remains difficult to obtain a good agreement between the experimental and calculated 
chemical shifts for the third and higher row transition metal elements. The limited 
advancement for the shielding calculation of transition metals is ascribed to the fact that 
shielding calculation of transition metal systems are generally beyond the reach of 
conventional post-Hartree-Fock m e t h o d s . ( " 3 ) Without considering the correlation effect, 
only limited success could be achieved in the shielding calculations of transitions metals. 
Very recently, the availability of density functional theory (DFT) as a good 
alternative to post-Hartree-Fock method opens a new era for the transition metal shielding 
c a l c u l a t i o n s . ( " 4 ) But so far only the shielding constants of ^^ V have been calculated by 
the DFT method. In this developing field of shielding calculation, there are a number of 
important issues awaiting to be addressed. They include the needs of the basis set 
studies, the importance of relativistic consideration, the establishment of absolute 
shielding scale and the optimization of g e o m e t r i e s.("，） i t is anticipated that the shielding 
6 
calculation employing DFT method could provide an impetus to the shielding calculation 
of transition metals. Any achievement in this aspect would help to verify the empirical 
correlations proposed for transition metal chemical shifts. Since the absolute shielding 
scale for ^^o has not been established, the quality of the ^^o shielding calculation is 
assessed by the chemical shift anisotropy and the asymmetry factor which are measurable 
by solid state NMR technique. 
1.3 Solid State NMR of Transition Metals 
In general, the Hamiltonian describing any NMR active spin system can be 
expressed as the sum of the isotropic and the anisotropic terms. While the chemical 
shielding and the indirect spin-spin coupling interactions contribute to both the isotropic 
and anisotropic parts, the quadrupolar and dipolar interactions contribute only to the 
anisotropic part. The anisotropic part of these latter interactions, which are averaged to 
zero in isotropic fluids (e.g. liquids), contains valuable information about the spatial 
orientation and the distribution of the NMR active species. The uniqueness of solid state 
NMR technique becomes apparent when one recognizes that all of the anisotropic 
interactions are detectable in the solid state. The interactions contributing to the line 
shape of a solid state NMR spectra involve the chemical shift anisotropy (CSA), the first-
and second-order quadrupolar broadening effects (spin > 1)，the spin-spin scalar coupling 
as well as the magnetic dipole-dipole interaction.(i i6) For quadrupolar nucleus in 
2 Strictly speaking, there is no NMR technique restricted to the studies of transition 
metals. 
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particular, the common parameters which bear research interests include the nuclear 
quadrupolar coupling constant (NQCC or e^qQ/h), the asymmetry factor (r/g) of the 
electric field gradient, and the three principle components of the chemical shift tensor (¾, 
i = 1，2，3). Usually, the significant quadrupolar broadening effects will cause a serious 
overlap of the signals and render a spectral analysis almost impossible. Fortunately, the 
independent manipulations of the spin and space components of the nuclear spin 
interactions have led to the developments of various selective averaging techniques which 
can produce tremendous gains in sensitivity, resolution and spectral editing of the 
s p e c t r a . ( " 7 ) On the other hand, when the features of the spectrum are prominent, one 
can analyze the line shape of a static spectrum by computer simulation technique. 
In the early 90's, the research groups of G e r s t e i n , ( " 8 ) Eilis,("9) 
Wasylishen(L2o) and Hirschinger(121) independently reported the simulation of spectra 
arising from static powder samples where the chemical shifts anisotropy and quadrupolar 
interactions were considered simultaneously in a general orientation for the electric field 
gradient and the chemical shift tensors. Later J a k o b s e n ( 1 2 2 ) described a procedure for 
simulating the spectra of quadrupolar nuclei subjected to the same interactions under the 
condition of magic-angle spinning. Since an eight-parameter fit^  is required to analyze 
the signal of each resonating nucleus, a non-linear least square iterative fitting procedure 
is desirable for the lineshape analysis. From the simulation results, the chemical shift 
anisotropy and the asymmetry factor desired for the assessment of shielding calculation 
can be obtained. 
3 The eight parameters are e^ qQ/h, r/g, 5^, 622，633 and the three Euler angles between 
the principal axis of the electric fielding gradient and the chemical shift tensor. A 
detail discussion is given in Chapter 6. 
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1.4 Scope of the Thesis 
This thesis intends to address the following issues: 
(i) to develop an empirical correlation, based on a combination of the Ramsey 
shielding theory and the Townes and Dailey theory, for the interpretation of the 
transition metal chemical shifts applicable to systems with or without ir bonding. 
(ii) to clarify the basis of the established correlation by density functional study and 
thus resolve the dispute concerning the roles of the Co 4s and 3d orbitals of 
Co(III) complexes. 
(iii) to establish a reliable procedure for the calculation of the ^^o shielding constants 
for a series of hexacoordinated Co(III) complexes by testing the performance of 
different DFT based shielding calculation methods as well as the basis set and 
exchange-correlation functional dependence. 
(iv) to develop a non-linear least square iterative fitting routine in order to characterize 




THEORY AND BACKGROUND 
2.0 bitroduction 
In this chapter, we attempt to provide a concise and precise account of the 
theoretical background encountered in our work. All the material are presented in three 
major sections. We first address the key concept of chemical shielding (section 2.1) 
where the fundamental Ramsey shielding equation is derived from the first principle. 
Then we tum to the current computational treatments of chemical shielding in which the 
conventional ab initio method (section 2.2) and the contemporary Density Functional 
Theory (section 2.3) are discussed. 
2.1 The Origin of Chemical Shielding 
A nucleus with non-zero spin angular momentum possesses a magnetic dipole 
moment^. When the nucleus is placed in a static magnetic field B。，the Zeeman 
interaction energy is given by 
10 
E - - P A 
- - Y i v ^ 
[2.11] 
where y^ is the gyromagnetic ratio of the bare nucleus, h is the Planck's constant divided 
by 27T and I is the spin quantum number. Taking the z-axis to be the direction of B。，eq 
[2.1] is rewritten as 
E = - Y " H ^ 
[2.2] 
where I[ defines the z component of I and its values can be any integer or half-integer 
from I to -I. The energy levels are evenly spaced and the difference between the adjacent 
energy levels is y^ h^B^ . When an external radio frequency (rf) field is applied 
perpendicular to B。，the time dependent Hamiltonian for the interaction of the spin system 
with the //field is related to I^ .^(2 i) Since I^ , equal to (I+ + I_)/2,(2 2) "correlates" states 
with consecutive M^ values, it can be shown that the selection rule for energy absorption 
is AMz = ±l.(2 2) From eq [2.2], it can be deduced immediately that the NMR 
absorption spectrum of a bare nucleus is a single peak at frequency equal to y^hB^. In 
colloquial term, the magnetic field "seen" by the bare nucleus is equal to B � . If the 
magnetic field experienced by the nucleus is modified, the NMR signal would shift to a 
new frequency correspondingly. In reality, nuclei are surrounded by electrons and there 
are a number of different interactions that would modify the magnetic field experienced 
by the nuclei. In general, the modifications need not be proportional to B .^ In the 
following discussion, we focus on the modification of the magnetic field experienced by 
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electron-nucleus interaction. For simplicity, the effects of unpaired electrons, nuclear 
dipole-dipole interactions, spin-orbit coupling are neglected albeit their importance. 
Under the influence of B。，the electrons surrounding the nucleus undergo 
precession according to Lenz's law. The precession of the electrons is equivalent to an 
electric current(2 3) and its magnitude is proportional to B � . The magnetic field associated 
with the induced current (Bj^ u^ced) would modify the magnetic field experienced by the 
nucleus. As a result, the resultant magnetic field experienced by the nucleus would be 
the vector sum of B � a n d Bj^ duced. Since the magnitude of B^ u^ced depends on B � a s well as 
the electron distribution about the nucleus, the shielding originated from electron-nucleus 
interaction of this category is called chemical shielding. 
Before starting with the derivation of the Ramsey shielding equation in the next 
section, we clarify here exactly what we are going to calculate. When the contribution 
from B|nduced is included in eq [2.1], the magnetic interaction energy of the system 
becomes 
^ - -P.(^o + 4 ^ c J 
一 - u - f i +E' 
� o 
[2.3] 
where E' is treated as a perturbation to the Zeeman interaction because B|n^ uced < < Bo-
Since Bj^ jduced may have different direction from B。，there exists a tensor quantity relating 
these two vectors. Accordingly, the tensor quantity is called the chemical shielding 
tensor: 
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.Combining eqs [2.3] and [2.4], we have 
E' - p d jf [2.5] 
� o 
From eq [2.5], the components of the chemical shielding tensor ( a ) are defined as(2 4) 
^£/ 
� P “ ^ ^ ) 岡 
r« op Mo-0 
where a, 0 = x, y or z. The objective of the next section is to evaluate E' such that a 
can be obtained by differentiation. In the derivation of E', only the terms bilinear in B � 
and |jL are kept as indicated in eq [2.6]. 
2.1.1 The Ramsey Shielding Tensor Equation with Gauge Origin Chosen at 
the Nucleus 
Consider an isolated closed-shell atom, the Hamiltonian is well known to be(2 2) 
H - ^ f > / + K 12.71 




where N is the number of electrons; m is the mass of the electron; V is the usual 
electrostatic potential and pj is the momentum operator of the jth electron. In order to 
proceed to the Hamiltonian which includes the effect of a static magnetic field, B。，we 
pause to discuss the concept of a vector potential, A. Just as a reference point is needed 
when talking about，say, gravitation potential energy, it is necessary to choose a reference 
point for the potential energy associated with a magnetic field. The magnetic potential 
energy is a vector function of its position and that is why it is called a vector potential. 
The choice of a reference point is called the gauge origin and the value of a physical 
observable must be independent of its guage origin, i.e. a physical observable must be 
gauge invariant. In order to satisfy this gauge invariant requirement under the influence 
of a magnetic field, the momentum operator of an electron must be expressed as {h!i)V -
qA instead of (/z/i)V. Here q is the charge of the electron and may be written as -e. To 
the reader unfamiliar with classical electrodynamics，the physical origin of the term -qA 
may be looked upon as a "correction" to the linear momentum of an electron under the 
influence of a magnetic field. To verify the gauge invariance of {hH)V - qA 
mathematically, the reader is referred to S l i c h t e r ( 2 5) whereas a detailed discussion of the 
concept may be found in The Feynman Lectures on P h y s i c s . ( 2 6 ) Here we will briefly 
illustrate the point using Figure 2.1. Initially, the system is described by the Hamiltonian 
of eq [2.7]. At time t, a magnetic field is applied to the system with increasing 
magnitude from zero to B � i n a time interval 5t. Accordingly, the vector potential of the 
electron changes from zero to A in 6t. This change in the vector potential is associated 
with a change in the magnetic flux, therefore the electric field, E, induced by the 










































































^ - . i d 
dt 
[2.11] 
Since this induced electric field produces a force, qE, on the electron, during the time 
interval 6t the electron gains an impulse which is equal to the product of qE and 5t. 
From eq [2.8], we have 
E ht - -A 
[2.9] 
As a result, the momentum of the electron changes from {ftH)V to {h!i)V - qA after t + 
5t. The Hamiltonian of the system after t + 6t is then given by eq [2.10] 
« - 士 ! 丨 巧 等 7 
[2.10] 
where Aj represents the vector potential of the jth electron. It should be noted that eq 
[2.10] is in principle identical to eq [2.7]. In both equations，the first term describes the 
kinetic energy of the electrons while the second term accounts for the electrostatic 
potential energy. If the nucleus of the atom possesses non-zero spin, Aj can be written as 
the sum of A � j and A„j, where A � j represents the vector potential of the jth electron 
exerted by the static field B�while A j^ accounts for the vector potential of the jth electron 
exerted by the magnetic moment of the nucleus. The most general form of A j^ and A„j 
are given below. 
� 
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A.麵 I g � X (r-R) 
oj 2 0 ！ 
[2.11] 
义 j ^ M K ^ 2 ^ 
" - ^ T ^ ^ 7 T 
[2.12] 
In eqs. [2.11] and [2.12], X denotes the vector cross product whereas r � i s the position 
vector of the jth electron. R, R，and r�are measured with respect to the nucleus with R 
and R' being the gauge origins of A � j and A^ respectively. Without losing generality, the 
nucleus may be chosen as the gauge origin for the calculation. Thus, we have 
A. - -B^ X f . oi 2 o y 
^, p Xr 
� “ 石 丁 0 
[2.13] 
Since the total electronic energy is much larger than the magnetic interaction 
energy, A^ j and A„j can be treated as a perturbation. In order to present a clear physical 
picture, we would first focus the discussion on the influence of B�onto the orbital motion 
of the electrons, i.e. the discussion on A j^ will be postponed for the moment. As a 
result, the Hamiltonian is written as shown in eq [2.14]. 
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1 N H - J-T{p.-qAf+V 
2mp Pj ^ o� 
[2.11] 
Expanding eq [2.14] and dropping the term second order in A�j，we obtain eq [2.15]. 




In eq [2.15], H � i s the usual electronic Hamiltonian in the absence of a magnetic field. 
The first order ground state eigenftinction of eq [2.15] is(2 2) 
i T � � - i o � + E i ^ ^ -0 n E,En 
[2.16] 
in which the bra (< | ) vector, and its complex conjugate the ket ( | >) vector, are the 
eigenstates ofH。； | 0> and <n | denote the ground and excited states respectively. E � 
is the energy of the ground state | 0 > and £„ is the energy of the excited state < n 
Consider the form of | f � > in eq [2.16], we say that the ground state electron 
wavefunction of the unperturbed system | 0 > is modified by the magnetic field such that 
the excited electronic states mix with the ground state wavefunction. Note that | 中。> 
refers to the ground state of the perturbed system, i.e. system under the influence of the 
static field, while | 0> denotes the ground state of unperturbed system. The transition 
18 
energies in eq [2.16] are associated with the unperturbed state. Thus, the origin of 
shielding has nothing to do with exciting an electron from ground state to an excited state. 
In reality, mixing of various unperturbed states rather than excitation of electrons occurs 
under the influence of B � . 
As postulated in quantum mechanics, this wavefunction | f � > contains the 
information of the effects of B�upon the motion of the electrons. In other words, | ^^> 
tells us the direction and magnitude of the magnetic field associated with the modified 
electron orbital motion. Standard perturbation method can again be used to discuss the 
interaction between the magnetic moment of the nucleus (弘）and the magnetic field 
produced by the electron motion. The mathematical details are referred to Appendix A. 
Equation [2.17] is known as the Ramsey shielding equation with the gauge origin chosen 
at the nucleus under investigation. 
� � p - - g E ( ^ K - E y i � 0 1 E “ | « > � � 1 E h 10� 87tm^ n j-i y-i rJ 
N I N „ ^2 N 2^ _ » + ( 0 l ^ ^ l n > (nl t /.p 10) ] + ^ [ ( O l ^ j aP yP) 10)] 
7-1 rJ ;-i 8謂 ;-i rJ 
[2.17] 
where 6„B is the Kronecker delta; a, fi = x, y or z. All the symbols carry their usual 
meaning. By convention，(! ?）the first part in eq [2.17] which is associated with the 
mixing of the excited states with the unperturbed ground state, is called the paramagnetic 
shielding a^ . The second part in eq [2.17] involving only the ground state is called the 
diamagnetic shielding a^ . Note that the bra, the ket, £„ - E�and lj are associated with the 
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system in the absence of B�(see qs [2.16] and Appendix A), therefore s- electrons 
should have no contribution to the paramagnetic shielding because the orbital angular 
momentum of the spherical 5-0rbital is zero (i.e. lj = 0). For a closed-shell isolated 
atom, summation of lj for all electrons must be zero, thus the paramagnetic contribution 
of eq [2.17] also vanishes. 
2.1.2 The Ramsey Shielding Tensor Equation with Arbitrary Gauge Origin 
When the gauge origin is chosen at an arbitrary position R , the resulting shielding 
tensor equation is cited as eqs [2.18]-[2.20]:(2 8) 
0«, - - fp + o “ [2.18] 
where 
< p - - ^ f ^ E (^.-^o)-'i <oif:/^, 1«) ( « 1 E % io> 
4冗 2m^ n y-i j-1 r„j 
- ( O l Z ^ M (nlf/^.p 10)] 
y-i r„j y-i 
[2.19] 
and 
� “ - i i £ ( � i * ( V ” , a � a � l � � [2.20] 
J 'nj 
20 ‘ � 
The definition for the principal quantities in eqs [2.19] and [2.20] is best illustrated by 
referring to Figure 2.2. For the magnetic dipole of the nucleus of interest, its location is 
designated N in Figure 2.2. The instantaneous position of the jth electron is J, and G is 
the origin of the vector potential of the extemal magnetic field. The vectors r„j and r^ 
are the position vectors of the jth electron with respect to the nucleus and the gauge origin 
respectively. In addition, l„j is the orbital angular momentum of the jth electron about the 
point N, and L^ is the orbital angular momentum of the jth electron about the point G. 
All other notation bears the same meanings as defined in eq [2.17]. As a result, eqs 
[2.18]-[2.20] shows that both the diamagnetic and paramagnetic contribution are non-zero 
for an isolated closed-shell atom.(2 9) That is，the diamagnetic part contains some 
spurious contribution which would be cancelled by the now non-zero paramagnetic 
contribution so that the total shielding remains the same as obtained by eq [2.17]. It is 
therefore "natural" to choose the nucleus as the gauge origin to avoid the spurious terms. 
However, a natural gauge origin does not exist in molecule so that the accuracy of a 
shielding calculation largely depends on whether the gauge problem is properly addressed. 
2.1.3 The Physical Picture Associated with the Ramsey Shielding Equation 
It has been shown(210) that under isotropic rotation (jis�is equal to 1/3 (a^ ^ + G � 
+ 0 . Since the paramagnetic contribution to ais�is always negative and the diamagnetic 
contribution is positive (see Appendix B for proof), a physical picture of chemical 
shielding may be depicted more specifically. The applied B�affects the motion of the 












































































a looping current which would then produce a magnetic field modifying the magnetic field 
experienced by the nucleus. The looping current is further divided into two contributions, 
namely, the diamagnetic and paramagnetic contributions. The diamagnetic contribution 
describes the Laraior precession, a spherical precession about the B�direction, of the 
electrons. The induced magnetic field is proportional to B � b u t opposite in sign (see 
Appendix B). The paramagnetic contribution accounts for the non-spherical precession of 
electrons due to magnetic polarization of the electronic shell (eq [2.16])，i.e. mixing of 
ground state and excited states of the unperturbed system by B � . The magnetic field 
produced at the nucleus is proportional to B�and in the same direction. Referring to eq 
[2.17], the smaller the excitation energy of the unperturbed states the larger the mixing of 
those states under B。，and thus the larger the paramagnetic contribution. Again it should 
be noted that the individual diamagnetic and paramagnetic contribution to shielding is not 
gauge invariant. Therefore，any attempt to associate physical interpretation to these terms 
should be approached with extreme caution. For example, a spherical precession about 
the B�direction (diamagnetic contribution) should be regarded as a superficial model 
rather than the actual physical reality. 
In section 2.1.1，the nucleus has been taken as the "subject" whenever chemical 
shielding (eqs [2.1]-[2.5]) is discussed. Note that E，in eq [2.5] may be equivalently 
interpreted as the interaction energy between B�and the magnetic field associated with the 
electronic current induced b y t h e nuclear magnetic d i p o l e . ( 2 9) Thus the perturbation 
energy in eq [A16] is identical to E，of eq [2.5]. In the derivation of eq [A16], higher 
order terms are neglected but the shielding tensor obtained is exact. Although it is 
possible to utilize double perturbation theory to include all the higher order terms in the 
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derivation,(2 ii) the formal definition of o in eq [2.6] shows that contribution to the 
shielding tensor from higher order terms vanish because the derivative is evaluated at B � 
and fi�equal to zero. Finally, the perturbation approach shown in Appendix A is not 
unique in the derivation of the Ramsey shielding tensor equation. It is equivalent to 
discussing shielding using the current density f o n n a l i s m . ( 2 1 2 ) 
2.2 Ab Initio Shielding Calculation 
Although the Ramsey shielding equation derived in eq [2.17] is formally correct, it 
is of limited use in practical calculation because a direct application of eq [2.17] would 
involve the continuum of excited states. Nevertheless, this continuum problem can be 
removed when the n-electron wave function for a closed shell state is approximated by a 
single Slater determinant which is built up from the LCAO type molecular orbitals. Since 
the idea closely resembles to the Hartree-Fock theory, this type of shielding calculation 
method is commonly known as the coupled Hartree-Fock theory (CHF). Although there 
are some other methods proposed for shielding calculation such as the finite perturbation 
thoery (FPT) and the random-phase approximation (RPA), they have shown to be 
equivalent to CHF. For CHF type methods, a common gauge origin for the shielding 
calculation is employed.(2 i3) As it has been mentioned in the previous section, the 
division of diamagnetic and paramagnetic parts of shielding depends on the position of the 
gauge origin. Therefore, gauge independent results could only be obtained if a complete 
basis set is employed.(2 i4) Although CHF type methods are relatively expensive, they 
constitute the basis for any further improvements concerning the issues of gauge problem 
24 
and electron correlation effect. 
2.2.1 Coupled Hartree-Fock Method 
For a 2n-electron closed shell system, we can approximate the ground state 
wavefunction 伞。by a single Slater determinant which is built up from n doubly occupied 
molecular orbitals (with a and R spins). 
^ o ' ^ ^ i ^ U i ^ l K ^ l i 
[2.21] 
in which the MO • are written as a linear combination of atomic orbitals (AO) <^ : 
n 
^j - E^^ifc k 
[2.22] 
When this Slater determinant is substituted into the corresponding time-independent 
Schrodinger equation and apply the Rayleigh-Ritz variational principle, a set of CHF 
equations is obtained.(2 i5) 
( l � i ^ - 0 
[ ( l - P ^ F i - P , F J i | r , + { l - P ^ F ^ ^ . , - 0 
[2.23] 
f 
The Fock operator F and projection operator P are defined in eq [2.24]. 
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F i - ± i ( B � p - p c i 
Pi - E {丨*"〉〈^ 0^丨-丨〜〈屯,7丨} 
y-i 
[2.24] 
where h � i s the unperturbed one-electron Hamiltonian (eq [2.7]); • � a n d • ) are the 
unperturbed jth MO and the first-order perturbation correction of the jth MO respectively; 
Jo^  and K j are the contributions of • � t o the Coulomb and exchange operators. The first-
order correction of K^ is defined as: 
K( - / * , . 7 W l ^ ^ � © A l A 2 
尸12 
- / ¥ 1 ) 丄 中 " _ 1 〜 
1^2 
[2.25] 
Naively speaking, eq [2.24] is a Hartree-Fock analogue of eq [2.15]. Note that the 
perturbation arising from the static magnetic field is contained in F!. Equation [2.24] 
must be solved iteratively. After obtaining the required perturbation energy, the chemical 
shielding is calculated accordingly. The procedure is in principle identical to that 
� 
demonstrated in section 2.1.1 and Appendix A. 
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2.2.2 Gauge Dependence Problem 
Since finite basis sets are always employed in practical shielding calculation, the 
basis set error resulting from the incomplete cancellation of the spurious diamagnetic and 
paramagnetic contributions may present as the main cause of an unsatisfactory comparison 
with experimental results. The basis set error would be negligible when a saturated basis 
set is employed. By saturated basis set, we mean that the calculated shielding using this 
basis set does not differ significantly from that calculated by a more flexible basis set. 
Usually, the results obtained from a saturated basis set are close to what we called the 
Hartree-Fock limit. There are several ways suggested which provide an effective 
damping of the basis set error. The most popular ones are GIAO, IGLO and LORG. 
GIAO (Gauge Including Atomic Orbitals)(2 i6) is the first solution to the gauge 
problem and is originated from London.(2 i7) The central idea of GIAO is to introduce a 
gauge factor into the atomic orbitals. Each MO \l/�is then written as a linear combination 
of gauge included atomic orbitals Xk-
27 
n 
^j - YAik k 
[2.11] 
where 
Xk - 4),exph(z�AM(^”) r] 
[2.27] 
The vector potential A(R„) of the nucleus at R^ is evaluated as % ( 8 � X R„). The vector 
Rn can be any constant vector but usually it is chosen as the position of the nucleus for 
convenience. The energy integral in this formalism would involve the difference of the 
vector potentials at the two centres involved and thus the gauge problem is avoided. 
The IGLO (INDIVIDUAL GAUGE FOR LOCALIZED ORBITALS) approach 
introduced by Kutzelnigg and Schindler consists of two steps.(2 9) The first step is to 
localize the canonical MOs into a set of localized MOs (LMO) according to the Foster-
Boys procedure. The localized quantities (involved AO, bonds and lone pair electrons) 
resemble closely to a spherical orbital. For each LMO an individual gauge origin is 
assigned at the corresponding centroid of charges, therefore the spurious contributions to 
shielding is minimized. The assignments of the individual gauge origin are implemented 
by performing a unitary transformation of the LMO and the Fock operators using the 
following gauge factor: 
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A,(f) - ^(R,XB) r 
2>i 
[2.11] 
Although the explicit form of the gauge factor in GIAO and IGLO are similar to each 
other, the philosophy of the two approaches are different. The main difference is that in 
IGLO the gauge factors of the AOs within one MO are the same while different AOs 
within the same MO have different gauge factors in GIAO. A careful analysis shows that 
LORG is a simplified version of IGLO.(2 i8) Nevertheless, GIAO, IGLO and LORG all 
provide good quality of shielding calculation. 
2.2.3 Post Hartree-Fock Methods 
The aforementioned GIAO and IGLO methods have been applied extensively to 
calculate the chemical shifts of the systems containing nuclei in the first and second 
periods.(2 i9) The experience gained from these calculations indicate that electron 
correlation is important for nuclei involved in multiple bond or possessed lone pair 
electrons.(2 20) In order to deal with the electron correlation effect, many computation 
schemes have been put forward including the SOLO (Second Order LORG), !” GIAO-
MP2,(2 2?) GIAO-MP3,(2 23) MC-IGLO(2 24) ^^ d MC-GIAO.(2 25) Nevertheless, these 
post-CHF methods are unable to handle transition metal systems with reasonable 
computation cost. Fortunately, Density Functional Theory provides a very promising 
solution for the study of transition metal systems at electron correlated level. 
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2.3 Density Functional Theory 
Density Functional Theory (DFT) has its name derived from a computational 
method in that the electron density, rather than the many-body wave function, is taken as 
the basic variable in characterizing the system. The history of DFT began after the work 
of Thomas and Fermi in which the kinetic energy of the electrons in an atom was written 
as a function of the electron density/2 26) The cornerstone of modem DFT is the papers 
published by Hohenberg, Kohn and Sham in the middle 60,s.(2 27) The first paper by 
Hohenberg and Kohn (HK theorems) proved that the nondegenerate ground state of an N-
electron system is completely determined by the electron density and the energy 
variational principle can be formulated in terms of the electron density. The validity of 
this HK theorem in the general case was later confirmed by Levy's constrained-search 
formulation. While the HK theorems prove the "existence" of the DFT theory, the 
second paper by Kohn and Sham (KS theorem) provides a way of turning DFT into a 
practical tool for rigorous theoretical calculation. In the next two sections, we will 
briefly review the essence of HK and KS theorems. The readers who are interested in the 
mathemathical details are referred to the excellent monograph by Parr and Yang.(2 28) 
2.3.1 The Hohenberg-Kohn Theorems 
Consider an N-electron system described by the nonrelativistic Hamiltonian: 
H = T + U + V^^ [2.29] 
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where T is the kinetic energy; U is the electron-electron repulsion; and V^ t^ is the 
potential external to the electron system such as the coulomb field of the nuclei. The 
usual wave function approach is to substitute this Hamiltonian into the Schrodinger 
equation: 
H ^ - E ^ [2.30] 
Solving eq [2.30] produces a wavefunction from which all the properties of the system, 
say the electron density, can be calculated as: 
p(r) - /7^ ，...，^ 0平（1，...州办2-办^ ^ P - 3 1 ] 
Thus the electron density can be taken as a functional of the wavefunction. On the other 
hand, it is the great insight revealed in the first Hohenberg-Kohn theorem that the 
converse is also true. That is, once the electron density is known，the Hamiltonian is 
completely fixed and hence the wavefunction. The second Hohenberg-Kohn theorem is a 
reformulation of the Raleigh-Ritz variational principle in terms of electron density. These 
two important theorems form the basis of modem Density Functional Theory. 
Hohenberg-Kohn Theorem A: the proof is done by reductio ad absurdum based 
on the minimum-energy principle for the ground state. Assume the hypothesis that there 
are two external potentials V^ t^ and V\^ ^ (differing by more than a constant) corresponding 
to a single ground state electron density. We would then have two different Hamiltonians 
H and H，with different ground-state wavefunctions (伞 and 承，）but the same electron 




principle will give:(2 29) 
E' - { W ^ l H ' m < (Y l/ f^ lT) [2.32] 
The strong inequality, >，rather than > enters for non-degenerate case. Since H and H' 
are different only in the external potential, we have: 
H'-H-V^+Vi^ 
. . E , < i^lH-V^^^vijW) [2.33] 
E, < E 4. (TlP^^-F^lT> 
Repeating the same procedure after interchanging the primed and unprimed quantity leads 
to: 
E < E ^ + (YMK^^-P^lTO P.34] 
The inconsistency of eqs [2.33] and [2.34] proves that the hypothesis must be wrong. 
Thus, the extemal potential Vg^ j of eq [2.29] must be a unique functional of the ground 
state electron density p. Since a knowledge of Vg^ t completes the definition of the 
Hamiltonian, merely the ground state electron density (a function of 3 spatial coordinates) 
could then implicitly define the entire 3N-dimensional ground state wave function (a much 
more complex function of 3N electronic coordinates). 
Hohenberg-Kohn Theorem B: the extemal potential Vg^ t is a multiplicative local 











v(f) - -T ^ [2.36] ^-^ r « 'ia 
is the potential acting on electron i due to nuclei of charges Z„. If a universal functional 
F is defined as the following 
F[p] - ( Y l r + i / l Y ) [2.37] 
Then the total energy becomes 
E(p) - fv(r)p(r)dr + F[p] P.38] 
1 
The conventional variational principle states that 
E ^ ( Y j / f l Y , ) - jv(r)p^(r)dr^ ( Y j T + t/lT^) P.39] 
where ^^  and p^  denotes the trial wave function and the electron density, respectively. 
Rewriting 伞【as the ground state wavefunctions (少，）belonging to various extemal 
potentials v'(r) with densities p'(r), we have 
E ^ (TM/flYO - /v(f)p^(f)Jr + <TMr+t/lYO P.40] 
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Substitution of eq [2.37] into eq [2.40] produces 
E ^ EJp^] - fv(f)p'(ndr + F{p^] [2A1] 
The equality holds only for the correct ground state p(r) corresponding to v(r). 
Therefore, eq [2.41] provides a variational principle for the energy functional. 
As one may have seen from eq [2.32] to eq [2.41], the discussion of the two 
Hohenberg-Kohn theorems is restricted to nondegenerate states and to the spin 
nonpolarized case. Moreover，it is presumed that the variations of p(r) are within the 
domain of normalized and v-representable densities, i.e. all the trial densities in eq [2.41] 
correspond to a physically realisable extemal potential. The v-representability is in 
particular not trivial because not all the trial electron densities correspond to v(r). To 
overcome the v-representability problem and generalize the Hohenberg-Kohn theorems, 
Levy(2 3o) has put forward the so-called “ constrained-search ” formulation. Instead of 
varying the density p' directly for the minimization of E^[p'] (eq [2.41])，Levy suggested 
to: (i) find the wavefunction m^in which minimizes the universal function F (eq [2.37]) 
from a set of wavefunctions which all yield a given trial density p'; (ii) repeat the same 
procedure with different trial p' until the wavefunction 伞。delivering the absolute 
minimum of F is found. In other words, the true ground state wavefunction 少。has the 
properties that it gives p�and minimizes the universal function F as well. The v-
representability problem is thus avoided because the universal function F is extended over 
the domain of all N-representable densities. A trial electron density which fulfils the N-
representability conditions must be a non-negative and continuous function that integrate 




f p(ndr - N [2.42] 
That is, the trial electron density should be a possible density for some N-electron system. 
2.3.2. The Kohn-Sham Approach 
The Hohenberg-Kohn theorems prove the existence of the functional mapping the 
ground state electron density to the electronic energy. But the explicit form of the 
functional was unknown until Kohn and Sham answered how one could extract single-
particle equations from the Hohenberg-Kohn variational principle for the total electron 
density and energy. To date, the Kohn-Sham approach remains the most practical 
procedure for quantitative calculation. 
Kohn and Sham introduced a system of fictitious non-interacting particles as the 
reference. The corresponding Hamiltonian is written as the follow: 
H , - E ~ ^ i + 明 [2.43] i 2 
where Vj is the reference extemal potential. The Vj is constructed such that the ground-
state density of this noninteracting system is identical to that of the real system. Denoting 
the kinetic energy of the non-interacting particles as T^  and with the reference system 
35 
defined, the universal functional F of the real system is then partitioned to give eq [2.44]: 
F[p] . lfP^^^rdr^ + r,[p] + EJp] [2.44] 
丄 l f-rl 
The first term in the R.H.S. is the classical part of the electron repulsion energy. The 
newly defined functional E^ therefore contains the correlation part of the kinetic energy 
and the exchange-correlation term of the electron repulsion energy. Calculating the 
energy variation for an arbitrary variation of the density (maintaining normalization) leads 
to the following Euler-Lagrange equation: 
M p l - v ( . o . r p W . { i . . c } . ^ 
dp(f) j lf-r^l dp(f) dp(r) 
- V +叩。】 
“ � + dp(r) 
[2.45] 
i 
C is an arbitrary constant which appears as a result of the constraint (eq [2.42]) for fixed 
i 
N: 
f c dp(r)dF' 0 [2.46] 
The Kohn-Sham effective potential v^ ff in eq [2.45] has a formal meaning of a single-
particle potential. For comparison, the corresponding Euler-Lagrange equation for the 
non-interacting particles is shown in eq [2.47]: 
舰 漏 V + ^ [2.47] 
dp(f) ‘ dp(f) 
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It is the genius of Kohn and Sham that they set the reference external potential v^  equal to 
the Kohn-Sham effective potential Vgff and thus the exact electron density for the real 
system can be obtained by solving the systems of N single-particle equations: 
� 
[ 4 ^ + � / • � - e , 7 [2.48] 
j - l...M; M ^ N 
Since Vg^  is a collection of electron density functionals (eq [2.45])，eq [2.48] is solved 
using an iterative self-consistent-field (SCF) procedure. These Kohn-Sham equations are 
exact and resemble closely to the Hartree-Fock equations.(2 3i) While it is well-known 
that the Hartree-Fock equations solve the exact Hamiltonian with approximate many-body 
wave functions, the Kohn-Sham equations solve an approximate many-body Hamiltonian 
with exact wave functions. All the challenges in DFT calculation are therefore contained 
in the term E^^. 
2.3.3 Approximation to the Exchange-Correlation Energy 
The discussion in the previous section shows that if the exchange-correlation 
functional E^ ^ of a system is known, the Kohn-Sham equations provide the exact solution 
to the many-body system. The most common approximation to the exchange-correlation 
energy is the local density approximation (LDA): 
EJp] - fp(F)eJp]dr P . 4 9 ] 
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where e^ c is the exchange-correlation energy per electron in an interacting homogeneous 
(constant electron density p) system. LDA assumes: (i) the exchange-correlation energy 
of a real system (inhomogeneous) can be obtained by summing the local contribution from 
the volume elements over all space; (ii) contribution of each volume element is the same 
as if that volume element would be embedded in a homogeneous electron gas of that 
density. LDA is widely applied to the predictions of structure and vibrational energies 
with surprisingly good results.(2^) The success of LDA is attributed to the justification 
of assuming a rather local nature of exchange-correlation effects in solid state and 
molecular systems. However, the greatest shortcoming of LDA is that it tends to 
overestimate the dissociation energies. Nevertheless, different non-local gradient 




EVTERPRETATION OF ^^o NMR SHffiLDEVG USEVG THE HARD AND SOFT 
ACn>-BASE CONCEPT - BVSIGHT EVTO THE RELATWE MAGNITUDE OF 
THE NEPHELAUXETIC AND THE SPECTROCHEMICAL EFFECT 
3.0 Introduction 
The chemical shifts of octahedral diamagnetic dt Co(III) complexes have been 
interpreted historically through the strong field approximation(� )^ within the framework of 
the Ramsey shielding model。:）as shown in eq [3.1]� 
. 8 ^ ^ y . < / - v � w p -^iso — 
冗 ^^(Up»v 
[3.1] 
In eq [3.1], the symbols carry their usual meaning. The interpretation of the transition 
metal chemical shifts using the Freeman-Murray-Richards (FMR) approach continues to 
be a common practice among application NMR chemists.(�〕）Among the transition 
metals, Co(III) complexes have been targeted i n particular for n u m e r i c a l ( � *) and/or 
correlation analysis(3 5) because their NMR(3 6) and optical spectroscopic(� ?）data are 
readily available. The d-d transition energy is taken as the spectrochemical factor(3 8) 
1 What we measured experimentally is chemical shifts. The relationship of absolute 
chemical shielding (a) and chemical shifts (5) is defined by the relation: 8 p^ie -
r^eference “ s^ample* 
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� 
while the radial factor (<r"^>3d) and the orbital angular momentum integral 
(< iAig I Lz I T^ig >) are collectively known as the covalency2 (3 9) or the nephelauxetic 
factor. 
In the interpretation of transition metal shielding, the FMR approach emphasizes 
the dependence of shielding on excitation energies (i.e. the so-called "excitation-energy“ 
paradigm(3 io)); whereas the independent investigations by Jurani6(3 ii) and Bramley(3 i2) 
demonstrate the importance of the nephelauxetic effect in ^^ Co shielding variation, i.e. the 
so-called "oxidation-state" p a r a d i g m . ( 3 io) in a study of Co(III) pentaammine complexes, 
evaluation of <^Aig | L^  | T^^ g> at intennediate-field(3 i2) (without considering the 
expansion of the J-orbitals) shows that the variation of the angular momentum integral is 
negligible. This result leads to the common belief that the effect of covalency lies in the 
variation of < r^  > 3^  and could be estimated by the nephelauxetic factor fi35.(313) 
However, Kidd(3 io) has explicitly pointed out that the three variables in eq [3.1] are not 
entirely independent. Upon ligand substitution, the chemical shift variation is determined 
by the interdependent changes of all three variables. We are thus led to two basic 
questions; (i) is the introduction of 635 the only way to account for the nephelauxetic 
effect; and (ii) can the spectrochemical effect be separated from the nephelauxetic effect? 
To answer these questions, we tum to the average excitation energy approximation eq 






2 The term covalency refers to the combined contribution from both the central field 
covalency and the symmetry-restricted covalency. 
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a^ 2Po^ {(^-3) p + (.-3) n } 
脚 3izAE^ pi ~ ' 
[2.11] 
In eq [3.2], ？, and D! are the orbital population imbalance of the p and d orbitals 
respectively; and AE^ is an effective or averaged electronic transition energy. For 
Co(III) complexes with 0^ symmetry, P； is negligible and AE^ ^ is identified with the 
transition energy A^^ g^ T^ig in eq [3.1].(3 i5) A comparison between eqs [3.1] and [3.2] 
shows that D! may serve as a measure of < A^ig | L^  | ^Tjg> in Co(III) systems. It can 
also be demonstrated (vide infra) that D； is related to the nuclear quadrupole coupling 
constant (NQCC).(3 i6) Therefore, its magnitude may be used to estimate the extent of 
covalency in principle. Although NQCCs in solution cannot be measured directly, they 
are usually inferred from solution linewidth data provided that the NMR relaxation 
mechanism is dominated by the quadrupolar effect. Eq [3.3] gives the corresponding 
quadrupolar relaxation equation for ^^ Co (I = 7/2):(3 !7) 
. 2n z^XOx2 “ ^k 
Av 1 (——=^L^ (1+~-)x^ 
2 49 h '甘、3 c 
[3.3] 
where (e2q^ Q/h)eff is the effective NQCC in solution; and r/g is the asymmetry factor of 
the electric field gradient (EFG). In this chapter, a novel relationship is proposed 
expressing the dependency of the ^^ Co chemical shifts in terms of its half-height linewidth 
and electronic transition energy. The proposed correlation is suitable for the analysis of 
Co(III) complexes. When compared with the classical FMR plot of ^^ Co chemical shifts 
data, this modified treatment (i) reveals the variation of the nephelauxetic effect without 
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invoking the nephelauxetic factor B35 and (ii) separates the nephelauxetic factor from the 
spectrochemical factor. The Pearson hard and soft acid-base concept(3 i8) is readily used 
to rationalize the data from the series [Co(NH3)5X](3+n)+ (n = charge of X) and 
[Co(CN)5X](2-n>- (X = en, NH3, N3-, NCS , SCN', MCV，imH (imidazole), imMe (4-
methylimidazole), OH', 0N0", C1", Br, F, F). Its application to the study of trans-
[Co(en)2XJ(3+2n)+ (X = N3-, NH3, en, C1, NCS-, NO2 ), mz -^[Co(acac)2X2](i+2n)± (X = 
NO2 , NH3, CH3NH2) and rraAW-[Co(acac)2(NH3)a^O2)] in dimethyl sulfoxide (DMSO), 
formamide (FA), dimethyl formamide (DMF), methanol (MeOH) and water is also 
discussed. 
3.1 Theory 
We have recently established a correlation (eq [3.4]> between the ^^o chemical 
shift anisotropy (CSA) and the NQCC in the solids for a-bonded diamagnetic cf Co(III) 
complexes with D4h or C4^  synmietry/^ ^^ ^ 
. S 1 4 n y ^ , / i ( P , - l ) e^^,Q yq^ Q^ 
Oiso _ S» [~": (l-YJ——:——] 
B AE^e'Q(l-R) h h 
[3.4] 
In eq [3.4]，d；^^  and 6| (see Figure 3.2, later) refer respectively to the isotropic and 
parallel component of the chemical shifts of ^^o; e^ q,anQ/h is the lattice contribution to 
the e^ q^ Q/h; R and y^ are the Stemheimer anti-shielding constants; P^ is the orbital 





weighted average of the first excitation energy in the optical spectmm.(3 8,i5) Por example, 
the AEav for complexes with C^ ^ symmetry at Co is illustrated using eq [3.5]: 
_ J 1 { 1 + 2 j 
^ • 3 A £ ^ + A E ^ 
[3.5] 
In the derivation of eq [3.4], C4v and D^ symmetry is assumed in order to remove mixing 
terms such as Pxy,x2-y2 (Appendix C). Under conditions in which ”Q is large, eq [3.4] has 
been shown to be valid as demonstrated in trans-[Coen2(NO2)2]NO3 (r/Q = 0.73(3 i9)) and 
C0(acac)3 (r/Q = 0.90(3 2o)). Although eq [3.4] is established as a correlation b e t w e e n the 
CSA and the NQCC, its plot {b,^ ^ versus (e2q^Q/^(AEav)]) also produces 6| as the y-
intercept. Using data for trans-[Coen2Cl2]Cl.HCl and trans-[Coen2(NO2)2]NO3, we 
demonstrated that the intercept (5795 ppm(3 i5)) obtained using eq [3.4] is comparable to 
the 6II (22) value of « 6100 ppm determined by Hartmann(3 i9) using single crystal NMR 
method. Equation [3.4] may be generalized to include the effects of 7r-b0nding 
(Appendix C): 
1 4 n y ^ “ “ V ~ l ) , 2 0 yq^ Q� 
� 一 � - - ^ E ^ e ^ Q i l - R ) [丁-(1-')丁] 
- 幾 " - ( 尸 " " ) ( ? " 。 
[3.6] 
To adapt eq [3.6] for solution studies: (i) the NQCCs in the square bracket are grouped 
and identified with the effective NQCC in eq [3.3]; and (ii) quadrupolar relaxation is 
assumed to be the main contributor to the linewidth. Step (i) is equivalent to neglecting 
j ‘ 





1 女 + 及 
[3.7] 
in which 
^ - 4MxlO-^^P^-l) ^ ^ 
^ \ ^ c 
Q(UR)(UJ^) 
3l,2ir-% 
S - \ + " X ^ ( � 2 - i y ( � - ~ [3.8] 
I 
Note that 6, < r^  > 3^ , AE^ y are expressed in ppm, a.u. and cm"^  respectively. For n0n-7r 
I ‘ 
j 
system，P^ ^ = P^ y (i.e. 0^ ^^  = o^ yy) the y-intercept of eq [3.7] reduces to 5!. When Av^ ^ 
i 
I 
in eq [3.7] is normalized by the solution bulk viscosity ”•，the desired expression (eq 
! i 
[3.9]) relating the 6iso(^ ^o) and its viscosity normalized linewidth, A",/ (AvJr|y), is 
! 
obtained. 
~ U v； 4MxlO-'\P^-l) [ ^ � 1 „ 
' - ； ； ^ 、 ； ^ ^ + 五 
Q(l-R)(U^) 
[3.9] 







relatively constant at a constant temperature.3'(3 22) Therefore d,,^C^Co) varies linearly 
wi th the product of (Av,^y^/AE^,. Extrapolation of d-,J^^Co) to the chemical shift axis 
produces 6 丨| which in tum provides an estimation of the CSA in solution. The general 
validity of eq [3.9] is shown by analyzing the literature N M R data of 24 cobalt complexes 
belonging to the series [Co(NH3)5X](3+n)+ and [Co(CN)5X](2 n).. 
The prerequisite for the application of eq [3.9] is to obtain the true quadrupolar 
contribution to the linewidth. For a large variety of hexacoordinated Co(II I ) complexes, 
the main contributors to the linewidths in the cobalt N M R spectra are the quadrupolar, the 
CSA, and the scalar relaxation of the second kind (SC2) mechanisms/^^^^ A t 
intermediate and low field strengths, the contribution from the CSA mechanism is 
small.(3 24) The correction for the SC2 contribution is described in detail elsewhere(3 25) 
and for linewidth data less than 1 kHz, the contribution of SC2, estimated to be ^ 45 Hz, 
is subtracted. 
3.2 Evaluation of the Model 
The spectroscopic data for [Co(NH3)5Xp+n)+ ( x are ligands without substantial x-
bonding capability) summarized in Table 3.1 are taken from the literature. For 
complexes in which the d-d optical anisotropy is too small to be resolved in the optical 
spectrum, AE^^ (defined by eq [3.5]) is calculated according to the method of 
Shimura.(3 26) Wi th the exception of N M R data in which large inconsistency has been 




Summary of ^Co NMR" and A E j ^ Data for [Co(NH3)5X](3+n)+ in H^O 
Complex 6(^^o/ppm) AvJUz A E J c m i 
[Co(NH3)5NO2]2+ 7634士10 160±20 21704 
[Co(NH3)5NCS]2+ 8350土130 196 20200。 
[Co(NH3)5N3]2+ 8842±210 334±130 19780。 
[Co(NH3)6]3+ 8152+60 186+20 21200 
[Co(NH3)5imH]3+ 8170 230 21190d 
[Co(NH3)5imMe]3+ 8178 240 21096e 
[Co(NH3)5OH]2+ 9138±34 622+460 20050。 
[Co(NH3)5ONO]2^ 7532+40 440 20530。 
[Co(NH3)5Cl]2+ 8852+60 1556 士 170 19520 
[Co(NH3)5Br]2+ 8800士80 1600±250 19320 
[Co(NH3)5I]2+ 8835士80 2100 18900。 
[Co(NH3)5F]2+ 9610±128 1750 19940 
[Co(NH3)5SCN]2+ 8410±3(K) 1161±500 19230。 
a Unless otherwise stated, all NMR data are taken from reference 3.6. 
b Unless otherwise stated, all AE^^ data are taken from reference 3.7. 
e Calculated according to reference 3.26. 
d Reference 3.37. 









reported, e.g. [Co(NH3)H2O]^^, data for all the complexes in the series are included in 
the analysis. For the data points in Figure 3.1, the error bars given wherever available 
are estimated from the scattering of the individually reported data. As shown in Figure 
3.1, the two correlation lines obtained from the plot of d,,^C^Co) versus (Av.^y^/AE^^ 
divide the ligands X into two classes and can be readily rationalized by the Pearson hard 
and soft acid-base concept(3 i8) (Scheme [3.1]). 




Accordingly, Co(III) in [Co(NH3)5X](3+n)+ is hard therefore the two correlation lines 
reveal the hard-hard (HH, mainly ionic bonding。:?)）and hard-soft (HS) interactions. In 
Figure 3.1，the slope for the H H correlation lines is 9.74 X 10] Hz^^m'^ (r = 0.935) 
and is considered identical within experimental errors with the slope (9.90 X 10'^  
Hz "2cm-i) of the HS correlation line (r = 0.959). The 6,, (y-intercepts) are determined 
1 
I to be 7700 and 6700 ppm respectively for the H H and the HS correlations. The smaller 
I 
6II obtained from the HS interaction suggests that the more pronounced partial sigma 
bonding between X (soft) and Co (hard) induces an upfield NMR shift in the direction 
perpendicular to the equatorial plane (see Figure 3.2). To establish a more meaningful 
discussion, the absolute paramagnetic shielding 0^丨丨 is explicitly shown in eq [3.10].(3 28) 
o ^ - ^ " 3 , K i ^ M 〉 P [3.10] 
^ A ^ ( 、 〜 
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Since the ^Ai — ^Aj transition energy is independent of X，i.e. approximately constant 
across the [Co(NH3)5Xp+n)+ series，(�"）the upfield shift o f 5 „ ( « 1000 ppm) resulting 
from the HS interaction may be attributed to the effect of covalency alone. This is 
illustrated using eq [3 • 11]. 
5丨丨 _ - 6,,(i/5) 
- o f (HS) - a f (HH) 
= T / ' ' { <r-\\{\\LjA,)nHH) 
^ 〜 ' 〜 [3.11] 
- 0^-%l('AjL/A,)P(ffS) } 
The magnitude of HS < r^>3d | < ^Ai | L^ | ^A2> | 2 diminishes compared to that of H H 
because of the delocalization of the 3d electrons to the ligand X. In short, the covalency 
of the Co-X bond influences the electron distribution in the equatorial plane which in tum 
causes a quenching of the orbital angular momentum L^. Although variation of the 
equatorial bond lengths or bond angles may be the possible causes, identification of the 
j 
j) 





I Using the pentaammine Co(III) complex series, we have shown the usefulness and 
validity of eq [3.9]. It may be argued that the success is fortuitous because of a prejudice 
in the selection of data and subtraction of the SC2 contribution. To be more convincing, 
the NMR and electronic transition energy data for [Co(CN)5X](2 n)_, reported by Fujihara 
and Kaizaki/3 29) are analyzed also. To facilitate comparison, the Bramley-Juranic (BJ) 
plot, modified by Fujihara et a l . , is reproduced in Figure 3.3.(3 29) Data for the 14 
50 
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Figure 3.3 The modified BJ Plot Following Reference 3.29. 






complexes fal l into a straight line wi th a correlation coefficient of 0.972. This excellent 
plot unambiguously demonstrates the importance of the B35. For [Co(CN)5]2_, the 
symbiotic CN" ligands induce a softer Co(III) ion.(3 3o) When d.^oCCo) is plotted against 
(Aj^J'"AEav using the same set of data, two correlation lines ( r = 0.892 for SH; r = 
0.967 for SS) are again observed as shown in Figure 3.4. Accordingly, the SS 
interaction is predominately covalent.(3 27) Within experimental error, the slopes of the 
two lines, 2.69 X 10"^  and 3.66 X 10] ( H r ^ W ^ ) are considered identical but the value 
of 6|| (600 ppm) for the SH correlation line in Figure 3.4 is « 800 ppm larger than that 
obtained from the SS interaction (-200 ppm). In the theoretical calculation of [Co(CN)6p_ 
and [Co(CN)50H]^-, Vanquickenbome。〗” demonstrates that the d7r population remains 
constant in the two systems and the charge evolution on Co is mainly attributed to the 
Co3+-OH_ sigma bonding. Therefore, it is not unreasonable to suggest again that the 
more pronounced partial sigma bonding between X (soft) and Co(soft) induces an upfield 
\ NMR shift for the direction perpendicular to the equatorial plane. Note that the relative 
difference in6, | varies from 1000 ppm for [Co(NH3)5X](3+n)+ to 800 ppm for 
[Co(CN)5X](2-n)-. I t demonstrates that covalency in Co(III) complexes is mainly a ligand 
property. 
There are some anomalies found in Figures 3.1 and 3.4 which are not considered 
in the construction of the correlation lines, viz. the data points corresponding to 
[Co(NH3)5MOj2+, [Co(CN)5OH]3- and [Co(CN)5H2O]2-. The scattering of the data of f the 
H H correlation line for [Co(NH3)5NO2]^^ in Figure 3.1 suggests that the covalent 
character of Co-NO2 interaction is pronounced. It is expected that a gradual change from 
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correlation lines shown define their averaged limiting effect. For the ^ ^ o N M R data 
points corresponding to [Co(CN)5OH]3- and [Co(CN)5H2O]2- in Figure 3.4，the origin 
responsible for their anomaly is attributed to solvent exchange effects.(3 29) Although the 
corresponding viscosity data for the two chosen series [Co(NH3)5X](3+n>+ and 
[Co(CN)5X](2-n>- are not available, the variation of r^ is expected not to invalidate the 
findings in Figures 3.1 and 3.4 (vide infra).(3 32) The results shown in Figures 3.1 and 
3.4 are considered to be fair in spite of the scattering of the data because both the 
variation of r^ and r/g are assumed negligible. In principle, the d^ orbital population may 
be estimated from the slope of eq [3.9], but a numerical evaluation is not possible without 
a precise knowledge of both r^ and r^ Q. However, a qualitative comparison of the 
averages of the two slopes in [Co(NH3)5X](3+n)+ (9.75 x 10"^  Hr^ ^^m" )^ and [Co(CN)5X](2-
n)- (3.10 X 10-1 Hz-incm ) confirms the 7r bonding properties of the CN" ligand. 
} I 
3.3 Application to the Studies of ^w^[Co(en)2XJ(3+2nH |„ Different Solvents and 
the Determination of the Spectrochemical Trend. 
In this section, eq [3.9] is applied to the study of rraAW-[Co(en)2X2](3+2n)+ in 
different solvents. The experimentally observed electronic transition energies (usually an 
unresolved single gaussian peak) in the range 17610 - 23400 cm"^  are taken as AE^^. The 
solvent dependent ^^Co chemical shift and linewidth data for [Co(en)3]3+ (A), trans-
[Co(en)2(NH3)j3+ (B), rranj-[Co(en)2(N3)2]+ (C), mzAw-[Co(en)2(NO2)2]+ (D), trans- � 
[Co(en)20iCS)2r (E) and trans-[Co(,Qn\{C\\Y (F) are summarized in Table 3.2. Linear 
plots of 3iso(59Co) against (A",/p/AEav are shown in Figure 3.5. The two observed 
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Table 3.2 
Summary of ^^o NMR, Viscosity and AE^ ^ Data for 
[Co(en)3]3+ and mms-[Co(en)2XJ(3+2n>+ where X = N3，NH3, NCS", C1, NO2 in 
DMSO, FA, DMF, MeOH and HjO 
Solvent X rjJcp AE/cm] 6(^^o)/ppm^ Avy2^Uz^'^ 
DMSO N3- 1.95 18250 8350±5 6448±500 
NH3 2.10 19030 7401土2 800±20 
en 2.09 21410 7025±1 151±1 
C1" 1.93 18200 8870±40 11960±250 
NCS 2.17 19400 8090+20 13400土500 
N02 1.93 23100 6395±7 2960+50 
FA N3- 3.31 17610 8280+5 6000±250 
NH3 3.23 19250 7419±5 670士20 
en 3.23 21510 7106士1 178土1 
DMF Cr 0.86 18920 8815士15 11100±300 
NCS" 0.89 19400 7710±10 9070±250 
N02 0.77 23010 6400士5 1170±50 
I 
1 • 
MeOH N3- 0.56 17790 8299 + 1 740士80 
NH3 0.54 19800 7514士1 300±5 
en 0.59 21460 7123±1 148士1 
Cr 0.61 18300 8850±26 9000土250 
NCS' 0.63 19700 7870士10 5300士100 
N02 0.60 23300 6381±3 670土50 
^ 0 N { 0.92 17610 8359±1 2020士100 
NH3 0.92 19920 7459±1 244士5 
en 0.98 21460 7140±1 9 9 ± 1 
Cr 0.97 18200 8960±10 12600±500 
NCS" 0.99 19700 7660±10 8200士200 
N02 0.95 23400 6324+2 530士30 
a Correction for scalar coupling of the second kind contribution has been carried out 
for linewidth data < 1 kHz (see text). 
b Error estimations were carried out by repeating the measurements at least three 
times. 
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i 
correlation lines are similarly interpreted on the basis of the findings in [Co(NH3)5X](3+n)+ 
and [Co(CN)5X](2-n)- (Figures 3.1 and 3.4). Since the Co(III) in m2"j-[Co(en)2&](3+2n)+ is 
considered hard, the metal-ligand interaction in complexes A , B and C is established to be 
of H H type while that in complexes D，E and F is of the HS type. The correlation 
I 
coefficients are calculated to be 0.967 and 0.970 for HS and H H respectively. I t should 
be noted that both NCS" and tJC^ are soft in fraAW-[Co(en)2XJ(3+2n)+ but hard in 
[Co(NH3)5X](3+n)+ and [Co(CN)5X](2-n)- respectively. This result infers that the hardness of 
NCS' and N02' is dependent on the presence of other ligands. We suggest that the 
concept of symbiosis first proposed by Jorgensen(3 3o) may be extended to include ligands. 
i ‘ 
I 
In Figure 3.5, the data point corresponding to trans-[C0{Qn)2{C[)^^ in DMSO 
deviates significantly from the HS correlation line whereas those corresponding to trans-
[Co(en)2QICS)2]^ in MeOH, D M A , DMSO and HjO deviate slightly. In addition to the 
unknown variation of the asymmetry factor rjQ in the EFG, second-sphere interaction with 
s o l v e n t ( 3 3 3 ) o r s e l f - a s s o c i a t i o n ( 3 3 4 ) probably modified t h e bonding e n v i r o n m e n t o f trans-
[Co(en)2(Cl)2]+ in DMSO from one that is HS to that of HH. 
The difference in6,| between the SH and SS interaction for [Co(CN)5X]^2-")-^ the 
H H and HS interaction for [Co(NH3)5X]^^^"^^, as well as the interaction for H H and HS 
for rra^-[Co(en)2XJ(3+2n)+ is « 800，1000 and 1200 ppm respectively. Qualitatively, it 
is suggested that the nephelauxetic effect arising from individual metal-ligand interaction 
is NOT additive and is not consistent with the rule of average environment(〗 〗=) as shown 
in Scheme [3.2]. 
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Scheme [3.2] 
From Figure 3.5, the average 6,, of trans-[Co(en)2(NO2)2]^ and trans-
[Co(en)2(Cl)2]+ in the different solvents is determined to be 5700 ppm. Therefore, the 
calculated average CSA^ in solution is respectively 700 and 3200 ppm for the two 
complexes. A n expected change in the CSA ( « 500 ppm) is observed as compared with 
the solid (200 ppm) for rranj-[Co(en)2Qi02)2r. For trans-[Co{Qn)2{CX)2Y, the variation 
of the CSA from the solid (3100 ppm) to the solution (3200 ppm) may have been masked 





Through the FMR or the BJ plots, considerable success has been achieved in 
deriving the ligand field strength of ligands. However, difficulties arise when dealing 
with mixed ligand or halogen containing complexes because there are two opposing 
factors, viz. the spectrochemical versus the nephelauxetic, determining the shielding 
variation. To circumvent this problem, Bramley et al. introduced the concept of intemal 
field strength,(3 i2) which is a quotient of the spectrochemical parameter (A) and one of the 
Racah interelectronic repulsion parameters (B), to better describe the relationship between 
the NMR and the ligand field parameters in [Co(NH3)5X](3+n)+. We have shown here that 
for any given series of complexes, the variation of the nephelauxetic effect is separated 
4 xhe CSA is defined as 6,,^  - b丨丨.See Reference 3.19. 
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through eq [3.9] (difference in the 6,| for the different interaction). Therefore, by 
removing the nephelauxetic variation a more meaningful spectrochemical trend may be 
derived within each series. The data for fraAw-[Co(en)2X2](3+2n)+ serve to illustrate this 
point. The two correlation lines in Figure 3.5 are merged by subtracting 1200 ppm (the 
difference in d 丨丨 of the H H and HS lines) from each data point on the H H correlation 
line. In other words, projection of the average chemical shift of each compound (data 
from the different solvents) onto the HS correlation line produces a series reflecting the 
true spectrochemical order: 
I 
en > NH3 « 肌 - > N { > NCS- > C1". 
I 
A comparison with the commonly accepted spectrochemical order for these ligands; 
肌 - > en > NH3 > NCS' > N3 > Cl* 
unambiguously demonstrates the critical dependence of the spectrochemical order on the 
electronic environment. 
3.4 Simultaneous Determination of the NQCC, CSA and r^  in trans-
Na[Co(acac)2©i02)J, ^raw5-[Co(acac)2(NH3)JI, /raw5-[Co(acac)2(CH3NH2)JI and 
_5- [Co(acac)2(NH3)©i02) ] 
We have demonstrated that eq [3.9] is useful in separating the spectrochemical and 
the nephelauxetic effect of ^^Co NMR shielding. To further verified the model 
independently, the rotational correlation time ⑷ of a series of rran54Co(acac)2XY] 
complexes is measured directly and the results are compared with the r^ determined 
indirectly using eq [3.9]. Since the acac ligand fragment contained an isolated C-H bond 
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pair, 7"c may be measured using eq [3.12] (the symbols have their usual meaning). 
j_ 1 v^oyWsh^S(,s + i)Tc 
^ _ 7 ^ 4 
[3.12] 
The solvent dependent chemical shift and linewidth data for rraAW-[Co(acac)2(N02)2]-， 
rran>KCo(acac)2ai02)(NH3)], rraAw-[Co(acac)2(NH3)2r and rraAz^-[Co(acac)2(CH3NH2)2] ^ 
in DMSO, and MeOH is summarized in Table 3.3 whereas the required T! data for the 
methine carbon on the acac ligand fragment is summarized in the sixth column in Table 
3.4. For the calculation of T。an average value of 0.109 nm is used for a normal C-H 
S 
bond length.(3 36) Attempts to carry out similar measurements in methanol were 
unsuccessful because of the low solubility of the complexes. Figure 3.6 gives a plot of 
6i3o('^ Co) versus ( A v y ^ y y ^ ^ a . (r = 0.977). Using eq [3.9]，the r , calculated from the 
value of the slope (2.24 X 10'^  cpHz "2cm]) is summarized in the seventh column in 
Table 3.4. Note that R and P^^  are taken as 0.32 and 2, respectively(] ^ in the 
calculation. 
It is instructive to compare the calculated and experimental r^ values in Table 3.4. 
The small difference ( < 14.3 %) in the r-values obtained using the two methods 
(compared columns 6 and 7) provides further confirmation for the validity of the model. 
The disagreement in the values is considered reasonable when the following factors are 
taken into consideration; (i) the inherent limitation of the model(3 i5) - an error of « 23% 
has been determined earlier in the theoretical and experimental slope in the solid, and (ii) 
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/。 
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Figure 3.6 Plot of^J^^Co) versus (Av /^/)^ ^^AEav"^  for 
tranS'[C0(^c^c)2XYf^^' 
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As shown in the fourth column in Table 3.4，the CSA in solution ranges from 430 
ppm for mm>s-[Co(acac)2Qi02)2]- to 980 for mzAW-[Co(acac)2(CH3liH2)2r in DMSO. We 
note that the CSA of the complexes increases progressively when the NO2' ligand is 
replaced by CH3NH2 or NH3. This behaviour suggests that the a strength of NC^ is 
weaker than that of NH3 and CH3NH2. This is readily rationalized by the ligand-ligand 
repulsion between the negatively charged acac and NOj". This reduction in the ligand 
丨 
field strength of N02" is anticipated and has been demonstrated in cobalt complexes 
containing nitro groups.(3 4) A similar trend is also observed for the estimated NQCC. 
3.5 Summary 
We propose that the solution ^^Co NMR chemical shifts may be interpreted 
meaningfully through a plot of 6(^^o) versus (Ap,^y^/AE^^ (eq [3.9]) although its 
foundation is different from that of the BJ or the FMR plot. While Bramley and Juranic 
modified the FMR plot by introducing a second optical parameter, i.e. B35, to account for 
the nephelauxetic effect, we invoke the quadrupolar metal NMR linewidth to achieve the 
same degree of modification. In other words, i f the classical FMR correlation involves 
one NMR and one optical variable, the BJ correlation is based on one NMR and two 
optical variables; whereas eq [3.9] is a two NMR and one optical variable correlation. 
Although eq [3.9] is not applicable to I = 1/2 metal nucleus, it has a distinct advantage in 
that NMR linewidth data are generally more accessible than B35. 
1 
The chemistry of the BJ plot and our suggested correlation are basically the same. 
64 
That is，the metal-ligand bond covalency of Co(II I) complexes modifies the paramagnetic 
shielding in a significant way. In the next chapter, a series of [Co(NH3)5X](3+n)+ 
complexes w i l l be studied by density functional theory so that the origin of the bond 






^ T :¾. 
CHAPTER FOUR 
DENSITY FUNCTIONAL STUDY OF THE ELECTRONIC STRUCTURES OF 
[C:o(NH3>sX](3+n>+ COMPLEXES - EVSIGHT EVTO THE 
ROLE OF THE 3d AND 4s ORBITALS EV THE METAL LIGAND 
EVTERACTIONS AND THE ORIGEV OF THE ^Co CHEMICAL SfflELDEVG 
4.0 bitroduction 
Hexacoordinated Co(III) complexes are one of the most important class of 
transition metal complexes because of their versatile coordination chemistry，” In the 
previous chapter, we have attempted to account for the variation of the ^ ^ o shielding 
constants {ca. 12000 ppm) by quantifying the contributions of the nephelauxetic effect and 
the d-d excitation energy (spectrochemical effect). We have demonstrated that the 
covalent characters of the metal-ligand interactions of hexacoordinated Co(III) complexes 
have a strong influence on the shielding constants of the central metal. Two correlation 
lines, viz. H H and HS, are established for a series of [Co(NH3)5X](3+n)+ complexes when 
the 59Co isotropic chemical shifts is correlated with the viscosity normalized half-height 
linewidth and the averaged d-d excitation e n e r g i e s . ( 4 2 ) Accordingly, the H H and HS 
correlation lines manifest the Hard metal - Hard ligand and Hard metal - Soft ligand 
interactions, respectively. The difference in the y-intercepts of the H H and HS 
correlation lines is attributed to the contribution of bond covalency to the metal 
paramagnetic shielding (ca. 1200 ppm). Conceptually, the "nephelauxetic effect" and 
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"bond covalency" are employed in the same sense as "charge transfer" in Chatper 3 
although the direction of electron f low is not known.(4 2) l n order to obtain an in-depth 
understanding of ^ ^ o shielding variation, which may provide insights to the chemical 
shielding properties for other transition metals with incomplete t/-manifold, the 
observation of the H H and HS correlation lines reported earlier should be interpreted by 
the changes in the metal electronic structures. 
Gerloch has suggested(4 2) that for hexacoordinated complexes the 4s orbital of the 
metal atom plays an important role in the metal-ligand interaction for the first-row 
transition metal in high oxidation states. This rationale is based on a larger radial 
maximum of the 4s orbital in enhancing the overlap between the 4s and the ligand 
orbitals. In a previous SCF study,(4 3) Vanquickenbome et al. suggested that the bonding 
interactions of [Co(CN)6]3' are basically dominated by the 3d orbitals because the 4s and 
4p populations are relatively small. While the 3d orbitals may have more "inner" 
character and are thus unfavourable for bonding with ligand orbitals,�） i t is equally 
probable that the 3d orbital dominates the metal-ligand interaction because of the central 
field and/or symmetry-restricted covalency effects. It has also been suggested that 
depending on the magnitude of the radial form of the "resultant" 3d orbitals, the valence 
shell of the first-row transition metal in a high oxidation state largely excludes the 3d 
ftmctions;(4 3) however, its validity cannot be evaluated without invoking computational 
study. 
Thus far, relatively few ab initio studies on these systems are reported. Most of 
the ab initio studies of Co(III) complexes are carried out at the Hartree-Fock level.(4 4) 
67 
I 




, studies involving transition metals are computationally very demanding.(4 5) I t is now 
widely accepted that density functional methods provide an efficient and reliable 
alternative to the post-Hartree-Fock methods.(4 6) The advancement in computational 
method and capacity enables a reexamination of these "classical" hexacoordinated Co(III) 
complexes which serve as a good model system for pursuing an understanding of the 
metal-ligand bonding of the first-row transition metals. 
The primary purpose of this Chapter is to investigate the role of the 3 d , 4s and 4p 
orbitals in the cobalt-ligand interaction and its relationship with variation of the ^ ^ o 
shielding constant based on the results obtained from the Mayer Bond Order(4 7) (MBO) 
method, Natural Population Analysis (NPA) ,8 ) Natural Bond Orbital(4 9) (NBO) 
method^ and Mull iken Population Analysis (MPA). In accordance with our previous 
59Co NMR study in Chapter 3,(4 2) 10 complexes from the series [Co(NH3)5Xp+n)+ (X = 
NO , SCN", SSO3^ , C1", OCO2^ , 0 N 0 , N3-, NH3, H2O, NO2 ) were chosen for the 
present density functional study. A l l four analyses are used to calculate the metal-ligand 
bonding properties and the results are compared to build an overall understanding of the 
metal-ligand interactions in [Co(NH3)5Xp+n)+. In particular, the Co-X covalency trend is 
established by the MBO method; the atomic populations are calculated using the NPA 
method whereas the NBO method is employed to give a detailed description of the role of 
the metal orbitals in the metal-ligand interactions. The results of the conventional MPA 
method are also compared with that of NBO to reveal the ambiguous role of the Co 4p 
orbitals. 
1 NBO version 3.1 was used in the present study. 
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4.1 Computational Details 
Both the DFT modules of the Gaussian 9#1。）and deMon-NMRlp&^^^^ 
packages were chosen for the investigation of the Co(III) compounds. The SCF densities 
obtained by the package deMon-NMRlpO were analyzed by the MBO analysis method 
while that calculated by the package Gaussian 94 were analyzed by the methods of NPA, 
NBO and MPA.^ NPA has been established as a good alternative method to the 
conventional MPA method for atomic charge calculation. The NBO analysis, which is 
intimately related to NPA, has been applied to a wide variety of systems including group 
I I IA metal oxides(4 i2) and transition-metal systems such as hexamethyltungsten，^ 
Within the framework of NBO, electrons of a system are allocated to the lone pairs (LP), 
bond pairs (BP), core and Rydberg orbitals in order to generate a Lewis structure. The 
populations of the corresponding anti-bonding orbitals (eg. LP*) serve as a non-Lewis 
correction to the calculated structure. For the coordination complexes chosen in this 
study, a three-step procedure was taken to discuss the metal-ligand bond covalency in a 
consistent way: (i) the principal Lewis structures of the complexes were calculated; (i i) 
the Lewis structures obtained were modified such that all the metal-ligand BPs were 
assigned as LPs residing on the ligand; (i i i) the modified structures were reanalysed by 
the Second Order Perturbative Analysis (SOPA), within the NBO calculation, calculating 
the charge transfer from the ligand to the metal.(4 i4,i5) xhe SOPA results are presented 
as a list of second order interaction energies (E2) between donor and acceptor orbitals. 
2 Since the Kohn-Sham orbitals are considered from a formal theoretical viewpoint as 
having no physical meaning except in giving the exact density, it is not totally 
justifiable to apply the wavefunctions based analysis schemes to Kohn-Sham orbitals. 
In practice, however, the KS orbitals can be considered as reasonable approximations 
to the Hartree-Fock ones. Our work presents a positive argument to this assumption. 
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When the charge transfer is favourable in one direction only, a E2 of « 6 kcal/mol 
would roughly equal to a charge transfer of 0.01 e.(4 9) The physically important 
donor/acceptor pairs for the discussion of metal-ligand bond covalency include LP/LP* 
and LP7LP.3 
Among the many choices of the exchange-correlation (XC) functional available in 
Gaussian 94, B3LYP(4 i6) has been shown to perform satisfactory in general 
applications.(4 i7 i8) The B3LYP XC functional is a hybrid HF-DFT functional and a 
detailed description of this functional can be found in the Gaussian manual.(4 i9) The 
"pure" density functional Beck/Perdew(—) is employed in the calculation using deMon-
NMRlpO since the B3LYP XC functional is not available in this package. In general, the 
standard deMon auxiliary basis sets (5,5;5,5), (5,4;5,4), (5,2;5,2) and (2，3;2，3) were 
used for Co, (S, C1), (C, N, 0 ) and H atoms, respectively, in order to approximate the 
density and the XC potential. 
The standard IGLO-I I basis sets (311/1*)，(51111/21111/1*) and 
(5111111/211111/11*) of Kutzelnigg et aL(*.!” were employed for the ligand atoms H, 
(C, N，0) and S，respectively. The Co TZVP basis set (61121111111/3111111111* 
/111111)(4 22) was constructed by uncontracting the TZV basis of Schafer et a/.(4 23) with 
two p-polarisation functions added by Wachters.(4 24) The TZVP cobalt basis set has 
been tested by calculating the geometries of CoO and C o H f 25) The bond lengths 
3 There is a newly developed "Natural Resonance Theory" (NRT) for organic 
molecules. NRT calculates a set of localized Lewis structures which best describe 
the density matrix. From the weighted average of the bond polarization coefficients 
the bond covalency is obtained. NRT which is included in NBO 4.0 cannot be 
applied to transition metal without further modification. 
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obtained are comparable to those calculated by various post-Hartree Fock methods.(4 25) 
The TZVP cobalt basis set and the IGLO- I I ligand basis sets are considered to be 
balanced in adherence to Vanquickenbome's recipe.(4 26) That is, the A E / N values for 
the TZVP cobalt, IGLO- I I carbon, IGLO- I I nitrogen, IGLO- I I oxygen, IGLO- I I sulphur 
and IGLO- I I chorine are, respectively, 3.997，0.6554, 0.9063，1.036 and 2.894 ( in 10"^  
hartrees).(4 27) Note that AE refers to the energy difference between the numerical H F 
energy of a given atom and the energy calculated by the basis set under consideration; N 
denotes the number of electrons in the atom. Experimental geometries f rom single crystal 
X-ray crystallography studies were used and all the calculations were performed on the 
bare complexes wi th net charges ranging from + 1 to +3 . 
4.2. Bond Covalency Analysis of [Co(NH3)5X](3+n)+ 
4.2.1 Mayer Bond Order Analysis 
The M B O bond-index is a measure of the covalency between two interacting 
atoms.(4 28) This concept is related to the exchange part of the second order density 
matrix and is readily applied to delocalized systems.(4 29) Although this bond-index 
exhibits basis set dependence, the changes of the bond covalency in different systems are 
reflected satisfactorily in the changing trend of the bond-indices. Unfortunately, the 
calculated Mayer bond order cannot be broken down to give the individual contributions 
arising from the various atomic orbitals. Based on the bond orders tabulated in Table 
4.1，the trend of the Co-X covalency is 
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Table 4.1 
The Mayer Bond Order Analysis of [Co(NH3)sX](3+n>+ 
-X Co-X C0-NH3eq C0-NH3ax Bond Order 
(averaged) Difference 
1. NO2 0.62 0.58 0.49 0.09 
2. 0 N 0 0.62 0.58 0.55 0.03 
3. NO 1.09 0.53 0.35 0.18 
4. OCO2' 0.76 0.53 0.46 0.07 
5. OH2 0.47 0.63 0.68 -0.05 
6. cr 1.16 0.56 0.56 0.00 
7. N3- 0.83 0.57 0.51 0.06 
8. SCN- 0.99 0.58 0.53 0.05 
9. SSO3 -^ 1.15 0.54 0.45 0.09 
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C1- > SSO32- > NO > SCN- > N3 > 0C02^ > NO2 > ONO > 即 . 
In addition, the calculated bond orders for C0-NH3^ (equatorial NH3) and C0-NH3^ (axial 
NH3) are given in the third and the fourth columns in Table 4.1. The results using single 
crystal x-ray crystallography show that the trans effect is significant only in 
[ C o ( N H 3 ) 5 N O ] 2 + . That is, the bond length of C0-NH3^ is significantly larger than that of 
C 0 - N H 3 ^ . Although the difference in the bond orders of C0-NH3"^ and C0-NH3^ vary 
from complex to complex, the established trans effect in [ C o ( N H 3 ) 5 N O ] 2 + is clearly 
revealed because of the substantially larger difference in the bond order. 
4.2.2 Natural Population Analysis 
The electron configuration of the Co as well as the natural charges of the ligand 
atoms in [Co(NH3)5X](3+n)+ are tabulated in Table 4.2. While the Co Sd (7.72 to 7.83) 
and 4s (0.32 to 0.36) population vary noticeably in the different complexes, the Co 4p 
(0.01 to 0.03) population remains essentially constant and is significantly smaller than the 
4s population. Their relative magnitudes approximately agree with those calculated by 
Vanquickenbome on [Co(CN)6]3_ (7.35，0.45 and -0.04 for the 3d, 4s and 4p orbitals, 
respectively) and [Co(CN)5(OH)p- (7.10，0.37 and -0.07 for the 3d, 4s and 4p orbitals, 
respectivdy).(4 4) The variation of the natural charge on Co is correlated with the 
electrons donated to the 3d orbitals (Figure 4.1). The trend indicates that the 
participation of the da orbitals in the coordination bond dominates the charge variation on 
Co, i.e. the more actively the 3d electrons are donated to Co, the less positive the Co 
natural charge. When the natural charges of the N atom of NH3^ (N^) are plotted against 
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the 3d population (Figure 4.2), a satisfactory correlation line is obtained wi th a negative 
slope. A physical interpretation of the negative slope is identified wi th the trans effect o f 
the X ligand as fol lows. I f the Co-X interaction is stronger, which is inferred by the 3d 
population, the interaction of C0-NH3^ w i l l be weaker and results in a less positive 
charge on N ^ . The total charge transferred f rom X to Co is estimated by summing the 
different populations and charges [3d population + 4s population + 4 p population - 6 -
charges of the five NH3]. Based on the calculated values (the last column in Table 4.2)， 
the covalency of the Co-X bond is then ranked as follows; 
NO > SSO32 > OCO2' > SCN" > 0 N 0 « NO2 > N3 > C1 > H2O. 
A similar analysis has been used in the study of Zinc(IV), Cadmium(IV) and Mercury(IV) 
Fluorides.(4 i4) However, the obtained sequence does not agree wi th that produced by 
MBO analysis. We suggest that discussion of bond covalency using population analysis is 
inappropriate when back bonding and/or the difference in the bonding modes of different 
Co-X are significant. 
4.2.3 Natural Bond Orbital Analysis 
Some of the Lewis structures found for the complexes are shown in Figure 4.3 in 
which the important back-bonding and electron delocalization are indicated by arrows. 
Note that acceptable NBO Lewis structures cannot be found for [Co(NH3)5NO2]2+ and 
[Co(NH3)5ONO]2+ because of their highly resonating N - 0 bonds. From symmetry 
considerations, the two resonance hybrids of [Co(NH3)5NO2]2+ are identical and thus we 
could choose either one of them for steps (ii) and (i i i) in the NBO calculation (see 
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Figure 4.2 Natural Charge 0fNH3^^ versus Co 3d Population 
77 
Computational Details). Unfortunately, we can only base it on the non-linear geometry o f 
0 - N - O (125。）in order to postulate an ad hoc Lewis structure for [Co(NH3)5ONO]2+. 
Using the results in Figure 4.3，a new set of Lewis structures are generated by removing 
all the metal-ligand (Co-X) covalent bonding.(4 i4) These newly generated Lewis 
structures are analyzed by the SOPA of the NBO scheme. For each ligating atom, the 
least occupied lone pair would describe a metal-ligand interaction. I n Table 4.3, the 
charge transfer and the metal natural atomic orbital (NAO) contribution associated wi th 
the metal-ligand interaction are summarized. The Co 4s orbital dominates the C0-NH3^ 
interaction whereas the Co 3d orbital dominates the Co-X interaction in most of the 
complexes whereas the converse is found for [Co(NH3)5H2O]3+. The contribution f rom 
the 4p orbitals remains negligible in all cases. These results indicate that the importance 
of Co 3d orbital in some of the Co-X interactions is derived f rom the symmetry-restricted 
covalency. Take [ C o ( N H 3 ) 5 C l ] 2 + for example, the covalency of the Co-Cl bond is so 
large that the electrons donated from C1 to Co cause an expansion of the symmetry 
adapted Co 3d orbital(s) such that the overlap of these particular Co 3d orbital(s) and the 
C1 donor orbital(s) dominate the Co-Cl interaction. On the other hand, the covalency of 
C0-NH3eq is not enhanced by the charge transfer f rom C1 to Co and thus Co 4s orbital 
remains dominating for the Co-NHj®^ interaction. The interchanged role of the Co 4s and 
3d orbitals in [Co(NH3)5H2O]3+ is explained by the fact that the covalency of Co-H2O is 
smaller than that of C0-NH3. In short, the calculated results demonstrate that the 
participation of the Co 4s orbital will be predominant in a less covalent metal-ligand 
bonding whereas the Co 3d orbital will play a more significant role in a covalent 
environment. This finding clarifies unequivocally the ^ ^ o shielding origin of Co(II I) 
complexes. Since the s electrons do not contribute to paramagnetic shielding, the H H and 
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Figure 4.3 Some of the Lewis Structures Found for 

































































































































































































































































































































































































































HS correlation lines established for [Co(NH3)5Xp+n)+ are mainly the consequence of 
different degrees of the metal-ligand charge transfer involving the active participation of 
3d orbitals. Note that both experimental(4 2) (the H H and HS correlation lines) and the 
calculated results indicate that the conventional ligand field description for Co(II I) 
complexes, where it has been stated that the bonding scheme of the first-row transition 
metal are solely carried by the 3d electrons {without considering 4s electwns)，(") may not 
be ful ly justified. Nevertheless, it is also invalid to exclude 3d orbitals f rom the valence 
of transition metal at high oxidation states.(4 3) 
The charge transferred from the least occupied lone pair of X to Co indicates the 
covalency of the Co-X interaction. The bracketed values in Table 4.3 denote the 
electrons back donated from Co to X . In all cases the back donation occurs via the Co 3d 
orbitals. For completeness, the charge transfer (with significant back donation) associated 
with Co-X in [Co(NH3)5N3]'^, [Co(NH3)5SCN]2+ and [Co(NH3)5S2O3]^ are also given in 
Table 4.3. However, caution must be exercised in interpreting these results because they 
are reliable only i f the charge transfer is overwhelmingly in one direction. Nevertheless, 
the values calculated for [Co(NH3)5N3]2+, [Co(NH3)5SCNp+ and [Co(NH3)5JS2O3]+ provide 
a qualitative description of their bonding environment. That is，the X ligand donates 
electrons to the Co 4s orbital and accepts electrons from the Co 3d orbitals. The Co-X 
I i 
I 
covalency in these complexes mainly originates from the electron back donation from Co 
I 
to X. 
Without considering the complexes with a significant back donation effect and 




ranked as follows; 
C1 > NO > 0002^ « NO2 > 0 N 0 « NH3 > H2O. 
This sequence agrees favourably with that obtained from MBO analysis. The calculated 
charge-transfer for C0-NH3^ is smaller than that of C0-NH3^^ for [Co(NH3)5NO]2+ which 
is consistent with the rule of thumb that the longer the bond length the weaker the bond 
strength for the same type of bonding. The X ligand natural atomic orbital contribution 
to the Co-X interaction is shown in the last column in Table 4.3. In general, the larger 
the proportion of ligand p orbitals the higher the covalency of the Co-X interaction. The 
exceptional case for [Co(NH3)5ONO]2+ is probably a consequence of the ad hoc assigned 
Lewis structure (see Figure 4.3). 
4.2.4 Mulliken Population Analysis 
In Table 4.4，the Mull iken Gross populations of Co in each complex are tabulated. 
While the order of the magnitude of the Mulliken Gross population of the Co 3d and 4s 
orbitals agree reasonably well with the results obtained from NPA analysis, there is a 
significant amount of Co 4p population found in the MPA calculation. Although MPA 
has been previously criticised for allocating too much electron density to the metal s and 
p orbitals/4 3o) the issue concerning whether the metal NPA "valence" space contains p 
orbitals remains unresolved. It should be noted that the involvement of p orbital may 
increase the p population significantly，^” 














































































































































































































































































































































































the ligating atoms are broken down into the individual overlap contributions f rom orbitals 
wi th different angular momenta (Table 4.5). I n stark contrast to the conclusion reached 
f rom the NBO results, the Co 4 p orbitals play an important role in the metal-ligand 
interaction. As a result, the Co 4p orbitals dominate the valence of Co in the Co-X 
bonding of [Co(NU,)sSCNf\ [Co(NH3)5Cl]2+ and [Co(NH3)5S2O3] + ; the 4s orbital 
dominates the valence of Co in the Co-X bonding of [Co(NH3)5N3]2+ and 
[Co(NH3)5CO3] + ; the 3d orbitals dominate the valence of Co in the Co-NO2 bonding of 
[Co(NH3)5NO2]'^. For the remaining complexes ([Co(NH3)5H2O]2^, [Co(NH3)5ONO]2+ 
and [Co(NH3)5NO]2^), the Co 3d，4s and 4p orbitals all contribute to the Co-X 
interaction. 
The overlap populations of Co-NU^^ and C0-NH3^^ (the sixth and seventh columns 
in Table 4.5) fai l to reproduce the established trans effects in [Co(NH3)5NO]2+ but the 
larger variation in Co-X overlap population may provide a more reasonable measure in 
ranking the metal-ligand bond covalency. A detailed examination of the overlap 
population reveals the Co-X bonding covalency trend as; 
c r > SSO3 -^ « SCN' > N3 > OCO2 « NO > H2O « ONO « NO2. 
The sequence essentially agrees wi th that obtained from MBO analysis except for the 
position of NO . The NBO and M P A results show that the role of the Co 4p orbitals in 
the metal-ligand interactions are not clearly known. This issue may be pursued again in 























































































































































































































































































































The origin of the H H and HS correlation lines observed for the analysis of ^ ^ o 
chemical shifts has shown to be the consequence of the active participation of the 3d 
orbital in the metal-ligand charge transfer. In contrast to the suggestion by 
Vanquickenbome/4 4) the NBO analysis demonstrates that the relatively small Co 4s 
orbital population does not necessarily imply a negligible contribution of the Co 4s orbital 
to the metal-ligand interactions. We suggest that the 4s and 3d orbitals take on a relative 
role depending on the symmetry-restricted covalency of a particular metal-ligand 
interaction. In all the [Co(NH3)5X]^^^">+ complexes studied in this work, the contribution 
of the Co 4s orbital in metal-ligand bonding is predominant when the interaction is less 
covalent and the converse is true for the Co 3d orbitals. Based on the fact that the 
population of the Co 4s orbital (0.32 to 0.36) does not vary significantly compared with 
that of the Co 3d orbitals (7.72 to 7.83), we conclude that the bonding picture of the 
metal-ligand interaction in Co(III) complexes depends to a great extent on the different 
degrees of participation of the Co 3d orbitals. Unfortunately, the role of the Co 4p 
orbitals in the Co-ligand interaction cannot be shown unambiguously because of the 
intrinsic limitations in the NPA, MPA, NBO and MBO methods. While Gerloch 
correctly emphasizes the role of the metal 4s orbital in the bonding of the first-row 
transition metal in high oxidation states, our calculations show that the 3d orbitals should 












DENSITY F U N C T I O N A L STUDY O F 
s9co C H E M I C A L SHBELDEVG CONSTANTS 
5.0 bitroduction 
Calculation of magnetic properties has been a continuous challenge because of the 
difficulties involved in tackling the excited states. The accurate calculation of chemical 
shielding constants has been actively pursued because it can facilitate the use of N M R 
chemical shifts data in structural elucidation.(5 i) Although the large chemical shifts range 
of transition metals provides a stringent test on the reliability of a computation method, 
relatively few ab initio shielding constants calculations are found for transition metals. In 
particular, Nakatsuji et al，.:、reported the first ab initio study of metal chemical shifts on 
several Cu, Zn, Ag and Cd {d}^s '^^ p^) complexes using the finite perturbation SCF method 
and a double-zeta plus p-polarisation basis set. Together with the works on Ti , Nb, Mo 
and M n ( t f ) complexes/^^^ Nakatsuji has clarified the electronic origins and mechanisms 
of these transition metal chemical shift. In other laboratories, computational studies on 
Zn(5 3) and Mo(5 4) are also reported without considering electron correlation effect. 
Although it is widely accepted that the correlation effect should not be neglected in the 
shielding calculations of transition metals,(5 5) post-Hartree-Fock shielding calculation is 
not found for any transition metal as a consequence of the expensive computational cost. 
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The shielding constants of hexacoordinated Co(III) complexes, where the low spin 
^ complexes have a closed d(t2g) sub-shell with energetically low-lying d(t2g) ^ d(Cg) 
transitions, is known to give rise to a large chemical shift range of ca, 12000 ppm. 
Significant electron-correlation effects are anticipated to dominate the paramagnetic terms 
of the ^ ^ 0 chemical shielding. Despite of the success of the ab initio shielding 
calculations of other transition metals, only two semi-empirical calculations on ^ ^ o 
shielding constants are found in the literature.(5 6) Therefore, shielding calculation of 
59Co presents one of the most critical challenge to the theoretical study of shielding 
constants. As such, any improvement in ^ ^ o shielding calculation may warrant a general 
progress for the shielding calculation of, at least, the first row transition metals. 
Recently, density functional theory (DFT) has demonstrated that molecular 
calculations may be performed with a quality comparable to that obtained from the post-
Hartree-Fock methods.(5 7) The successful development of the efficient DFT method 
provides an alternative avenue for the rigorous quantum mechanical treatment of shielding 
calculation. Among the proposed DFT-NMR methods(5 8) for the calculation of shielding 
tensors, the uncoupled DFT-IGLO(5 8e) by Malkin et al. and the DFT-GIAO(5 8hJ) by 
Schreckenbach et al. and Rauhut et al. are equivalent in principle (Method 1).^ These 
three methods employ current-independent exchange correlation (XC) functionals and 




？ solve a set of coupled equations. I f a hybrid XC functional (B3LYP, an empirical 
1 Note that the methods by Shreckenbach et al. use Slater basis while that of Rauhut 
et al. employ Gaussians. In contrast to the former, the latter method evaluate the 





combination of H F exchange and density correlation functional) is used instead of a pure 
density X C functional, the computational cost w i l l be increased again because o f the 
"reappearance" of the coupled equations (Method I I ) . Although the exact form of the 
current dependent X C functional is not known, the work of Lee et al. represents the first 
implementation of the D F T shielding calculation which takes into account of the current 
dependent X C energy, viz. the CDFT-GIAO approach,8i) Unfortunately, the calculated 
results are disappointing and it is suggested that the deficiency is ascribed to the inferior 
quality of the X C functional employed (Method I I I ) . On the other hand，Malkin et al. 
modify the energy terms in the sum over states approach by including an empirical term 
corresponding to the change in the exchange-correlation interaction of the excited 
states.(5 8f g) The SOS-DFPT-IGLO^ method of Malk in et al. tends to provide good 
agreements wi th experiments for a number of organic and inorganic molecules containing 
atoms from both the first and second rows (Method IV).(5 8g) i n addition, the ^^V chemical 
shift tensors for a series of vanadate compounds ( c f ) with a range of ca. 2000 ppm in 
isotropic shielding values are also satisfactorily reproduced. 
These studies provide the stimulus for us to attempt DFT calculations intended to 
establish an economical and reliable method for the calculation of ^ ^ o shielding 
constants. Methods I，II and I V are attempted in the present thesis. For the sake of 
convenience, the results of Method I V and Method I w i l l be compared first and then the 
subsequent chapter w i l l provide another comparison of Methods I and I I . Since the 
absolute shielding scale for ^^Co has not been established, it is preferable to compare the 
2 SOS-DFPT-IGLO stands for the Sum-Over-States Density-Functional-Pertubation-
Theoretical method using Individual Gauges Localized Orbital. 
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experimental solid state chemical shift anisotropy (CSA) and the asymmetry parameter (rj) 
/ 
with the calculated data. The convention used in this thesis is shown bdow.(5 9) 
^ii - of - o . . [5.1] 
Ko - j ( ^1 + 2^2 + §33 ) [5.2] 
l ^ i s . - S 3 3 l ^ l 5 ^ . - 6 n l ^ l 6 ^ , - 6 , , l [5.3] 
CSA - I (6. , - 633) [5.4] 
611 - 6 , , n - _Ji——E [5.5] ^iso - ^33 
5.1 SOS-DFPT-IGLO Calculations of ^^o NMR Shielding Parameters of 
Hexacoordinated Diamagnetic Co(IIO Complexes 
In this section, we present the results of the NMR shielding tensor calculations for 
several hexacoordinated Co(III) complexes and their dependence on basis set quality and 
exchange correlation (XC) functional type using the method of SOS-DFPT-IGLO. 
90 
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5.1.1 Computational Details 
A l l molecular calculations were performed using the deMon-NMRlpO suite of 
programs.(5 io) The N M R shielding parameters were calculated using the SOS-DFPT 
method within the IGLO framework and L 0 C . 1 approximation,8g) Experimental 
geometries f rom x-ray crystallography were used in all the calculations which were 
performed on the bare complexes with net charges ranging from -3 to +3 . 
The local Vosko-Wilk-Nusair (VWN)/5 ") non-local Perdew-Perdew (pp)/5.i2) 
Becke-Perdew (BP)/5 i3) and Perdew-Wang (PW91)(5 :4) exchange-correlation (XC) 
functionals were employed in our calculations. 
All-electron orbital basis sets have been utilised for the metal and ligand atoms. 
Four cobalt basis sets were tested; the (63321/531*/41+) (DZVP) deMon standard basis 
set; the slightly uncontracted (63321/5211*/41+) (DZVP2); the (621321/41211*/2111+) 
(NMRl);(5 8g) and the largely uncontracted (61121111111/3111111111*/111111) (TZVP) 
basis set.(5 i5) The basis sets (621/41/1*) (DZVP), (721/51/1*) (DZVP2), 
(51111/21111/1*) ( IGLO-II) and (5111111/211111/11*) ( IGLO-II I) for the ligand atoms 
C, N and 0 were tested in addition to the (41) (DZVP), (41/1*) (DZVP2), (311/1*) 
(IGLO-II) and (3111/11*) (IGLO-III) basis sets for H. The Co TZVP basis set is 
constructed from the TZV basis of Schafer et <a/.(5 i6) with two p-polarisation functions 
added.(5 i7) The TZVP basis is expected to be intermediate in quality between the IGLO-
I I and IGLO-I I I basis sets of Kutzelnigg.(5 i8) i n general, the standard deMon auxiliary 
basis sets (5,5;5,5), (5,4;5,4), (5,2;5,2) and (2,3;2,3) were used for Co, (S, C1), (C, N, 
91 
f • 
0 ) and H atoms, respectively, in order to approximate the density and the X C potentials. 
5.1.2 Basis Sets and XC Functionals for '^Co Shielding Calculations 
Although the quality of the TZVP cobalt basis set has been studied in the 
geometry optimization tests of CoH and CoO (Appendix D), it may be insufficient for 
shielding calculation because in general the latter is more demanding in basis set 
requirement. Therefore, the quality of the TZVP cobalt basis set is further investigated 
by checking the convergence of shielding calculation with respect to basis set. 
5.1.2.1 s9co NMR Shielding Calculation of [Co(CN)J^-
The results of a brief investigation into the dependence of basis set size and XC 
functional type on the calculated isotropic NMR shielding parameters of [Co(CN)J^" are 
shown in Table 5.1. The geometry employed is idealized octahedral with bond lengths 
obtained from the averaged experimental data.(5 i9) The IGLO-I I I basis set is used for C 
and N atoms in all calculations. The increased deshielding with increasing basis set size 
on Co shows no significant sign of converging. For a particular Co basis set, the non-














































































































































































relative to those for the local V W N functional. Hence, the calculated isotropic shieldings 
I 
are very sensitive to basis set quality, but relatively insensitive to the non-local XC 
functional used. A decrease in basis set size from IGLO- I I I to IGLO- I I on the C and N 
ligand atoms produces a shift in a；,^  of only -28 ppm with a significant decrease in 
computational time. Although a more complete analysis of both the accuracy and 
efficiency of the non-local XC ftinctionals for shielding calculation is warranted, it seems 
that the BP XC functional in conjunction with the TZVP and IGLO-I I orbital basis sets on 
the Co and ligand atoms respectively is the most suitable basis set/XC functional 
combination for the present N M R calculations. In the subsequent discussion, all the data 
are calculated using the combination of BP/(TZVP, IGLO-II) . 
5.1.2.2 Nearest Neighbour Effect 
The effect of the nearest neighbour, the counter ions K+，on the calculated 
shielding values was briefly investigated using a specific structural site for the 
K 3 [ C o ( C N ) 6 ] complex.(5 i9) Single point charges were used to model the K+ ions close to 
the ligand N-atoms. The three shortest K+ - N distances (3.036, 3.277 and 3.315 A) 
have been identified, where the positions of the K+ ions are orthogonal to the Co-C-N 
bond axes. Note that the C-N ligand polarisation is expected to be significantly larger for 
the more favourable coaxial arrangement. The calculated charge-ligand polarisation 
effects account for a change in shielding of ca. 38 ppm for this soft ligand complex. This 
effect is expected to be even smaller for harder ligand types which are less polarisable 
(e.g. NH3). In a recent communication, it has been demonstrated that inclusion of sixty 
94 
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point charges，i.e. taking into rough consideration both solvent and counterion effects, 
does not significantly influence the ^^0 shielding of M O ^ ( M = Cr, Mo , W , Mn , Tc, 
Re, Fe, Ru and Os),20) 
5.1.3 Comparison of the Calculated and Experimental '^Co Chemical Shift 
Anisotropy and Asymmetry Factor 
The 59Co N M R shielding parameters calculated for the complexes listed in Table 
5.2 represent examples for which both solid state N M R and X-ray structural data are 
available. Their ^^Co N M R chemical shifts span an experimental range of ca. 12000 
ppm. For cobalt(III) acetylacetonate, C0(acac)3, the methyl groups are replaced by H -
atoms wi th a bond length 0.900 入 in order to facilitate the computation. 
In general, the agreement between the calculated and the experimental results is 
poor (Table 5.2). Since the temperature coefficient for ^^Co chemical shifts is well 
established to range from 1.42 to 3.04 ppm/K，(=:” a comparison of the calculated (0 K) 
and the experimental CSA data (room temperature) may not be entirely meaningful. 
Thus, there is a necessity for shielding tensor measurements at low temperatures for these 
complexes. Comparison of the experimental isotropic chemical shifts (成知）with the 
calculated shifts reveals a correct relative ordering except for [Co(NC>2)6]3-. The 
magnitudes of the calculated d^ o^ values are smaller by a scaling factor ranging between 
1.68 to 2.44. Therefore, the calculated deshielded position of [Co(NO2)6]3- relative to 










































































































































































































































































































































































































































































































































































charged species. The disagreement between the experimental and calculated data in Table 
5.2 could be a revelation of the convergence problem of Co TZVP basis set and/or the 
inappropriateness of the ad hoc assumption involved in the SOS-DFPT formalism. Since 
all the calculated chemical shifts are referenced relative to the [Co(CN)6]3_, any 
deficiencies in the quality of the cobalt basis set may be systematically cancelled for 
negatively charged system but would be more pronounced for a positively charged 
complex with differing electronic properties. 
5.1.4 Comparison of the Calculated and Experimental '^Co Isotropic Chemical 
Shifts 
Another 19 Co(III) complexes involving the ligands en (1,2-diaminoethane), NH3, 
SCN-, N3-, NO3-, H2O, NO2-, C1, CN-, N0-, 0N0- , QCO?. and SSCV. are taken to 
investigate the performance of SOS-DFPT-IGLO method on a variety of species. Since 
the solid state ^^Co N M R data of most of the compounds chosen are not available, we 
therefore evaluate the results of the calculation using the solution ^^Co NMR data 
wherever necessary.(522) Table 5.3 summarises the diamagnetic and paramagnetic 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.1.4.1 Reproducing the Experimental Trend by SOS-DFPT-IGLO? 
Figure 5.1 depicts the results of nine "best calculated" complexes including 
[Co(CN)6]3-，[Co(CN)5N3]3-, [Co(en)3]3+，mzAw-[Co(en)2(N02)J + , cis-[Co(onUNO2)2W 
dj-[Co(en)2(N3)J + , m^r-Co(NH3)3(NO2)3, [Co(NH3)5(ONO)]2+ and [Co(NH3)5(NO)]2+. 
Based on Figure 5.1 and the following two arguments, one may WRONGLY conclude 
that SOS-DFPT-IGLO can satisfactorily handle the Co(III) systems: (i) these nine 
compounds, comprising different charges and ligand types, cover an experimental 
chemical shift range of ca. 9000 ppm; and (i i) although the calculated isotropic chemical 
shifts (5iso) are underestimated by a factor of 1.81 on average, the experimental trend is 
j precisely reproduced (r = 0.995). We wi l l first discuss how one may get a wrong 
;i 
j conclusion i f care is not exercised in carrying out theoretical calculations using a method 
not fully established. Then, a few remarks wi l l be made with respect to the general 
performance of SOS-DFPT-IGLO in the ^ ^ o shielding calculation. 
Although basis set convergence is an important criteria for data judgement,(5 23) 
this issue is seldom addressed for transition metal because of computation limitation. As 
a result, reproduction of the experimental data or the experimental trend becomes an 
alternative way to discuss the viability of a calculation method. In case a quantitative 
agreement is not achieved, a calculation method may remain useful i f the experimental 
trend is reproduced.(5 4) In general an experimental trend is said to be reproduced i f (i) 
there are more than six data points constituting the plot; (i i) the shielding range covered is 
reasonably large, i.e. > 2500; and (ii i) the regression coefficient is close to unity.(5 4) 
Therefore, one may conclude intuitively based on these criteria that the SOS-DFPT-IGLO 
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Figure 5.1 Experimental versus "Best" Calculated (SOS-DFPT-IGLO) 
Isotropic 59co Chemical Shifts 
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method is useful for the theoretical investigation of ^ ^ o shielding tensor as shown in 
Figure 5.1. Unfortunately, a different conclusion is arrived when the results of 24 
complexes from different series are considered. 
The 24 Co(III) complexes are classified into five groups for convenience 
depending on the ligand types: (i) [Co(CN)6X]3_ complexes, where X = CN" and N ( ; (i i) 
[Co(NO2)6]3- and C0(acac)3; ( i i i) the cis/trans [Co(en)2(X)2]+ and [Co(en)2(Y)]3+/2+ 
complexes, where X = (NO2 , N{ and C1) and Y = (en and NO3 ); (iv) the trans/mer 
[Co(NH3)A(N02)B]+w- complexes, where (A, B) = (4，2)，（3，3) and (2，4); (v) the 
[Co(NH3)5X]2+/+ complexes where X = NH3, ^0，SCN' , C1, N3，NO2 , NO , ONO , 
OCO2^" and SSO3^ . The magnitude of the calculated results are smaller by a scaling 
factor ranging between 1.48 to 2.68. The range of the shielding values in the five groups 
of complexes overlap significantly and the ordering of the individual complexes cannot be 
rationalized in terms of overall net charge and/or ligand type. In short, the experimental 
trend reproduced in Figure 5.1 is fortuitous when additional data points are considered. 
These disappointing results are reminiscent of the comments on the SOS-DFPT-IGLO 
method: (i) the SOS-DFPT method is not invariant against unitary mixing of the 
orbitals;(5 8j) (ii) SOS-DFPT-IGLO is not gauge invariant even at the l imit of complete 
basis set.(5 24) 
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5.1.4.2 Local and Non-local Paramagnetic Shielding Contributions 
Inspite of the scattering of the calculated data, a detail examination of the results 
provide some information on the shielding origin of ^ ^ o . The nuclear magnetic shielding 
constant is determined by the sum of three contributions, viz. the diamagnetic term o^, the 
non-local paramagnetic term o^ , and the local paramagnetic term oPi.(5 i8) xhe magnitude 
of the 0^ term is fair ly constant (on average 2100 ppm) and is independent of the 
changing ligand types. This value compares reasonably wi th the value of 2078 ppm 
obtained in semi-empirical INDO calculations by Lamphun(5 6a) and the free atom value of 
2166 ppm calculated by Malli.(5 25) The non-local o ^ contributions are all positive in 
values and more strongly shielded than the corresponding diamagnetic terms. I n general, 
they vary f rom complex to complex within a range of ca. 320 ppm. The only exceptional 
cases are [Co(CN)6]3_, [Co(CN)5N3]3- and rraAW-[C0(en)2Cy + . This observation reinforces 
the idea that shielding is a rather local property and therefore a large variation arising 
from non-local effect is unlikely unless conjugated systems are involved.(5 26) Thus, it is 
also consistent to f ind that the local paramagnetic shielding 0^ ^ is strongly deshielded with 
a range of variation greater than 5000 ppm. Therefore, 0^ ^ dominates the variation of 
59Co chemical shielding. 
The two [Co(CN)5X]3- complexes have noticeably the largest o^ and smallest 0^ ^ in 
magnitude. Since the soft CN' ligands produce significant covalency in the Co^^-CN 
interactions，(5 27) the charge delocalization among the metal and ligands causes an 
increase in o^ because the shielding is inversely proportional to the cube of the distance 
between the nucleus and the electrons. Furthermore, the strong field CN" ligand increases 
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the d-d transition of Co(II I) thus decreasing oPi.(5 i8,28) j ^ contrast, complexes containing 
hard ligands such as NH3 have generally smaller o^ and larger o^\ 
5.1.5 General Comments of the Calculated Results 
For all the complexes studied, it is noted that the calculated chemical shifts for the 
complexes studied (Table 5.3) cover a shielding range ca. 6000 ppm using the largely 
uncontracted TZVP cobalt basis set. The discrepancies of the calculated results with the 
experimental data are attributed to five possible reasons: (i) the lack of low temperature 
solid state N M R experimental results makes a real assessment impossible for the CSA 
data; (i i) the maturity of the excited state energy description in SOS-DFPT theory is 
questionable; ( i i i) the performance of the XC functional employed may not be good 
enough for shielding calculation; ( iv ) /bas is function may be required to better describe 
the orbital angular momentum but this option is not available in the deMon-NMRlpO 
package used in this study; (v) relativistic effect has not been considered. In the 
subsequent discussion, the issues (ii) to (iv) w i l l be pursued. 
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5.2 A Comparative Study of the Calculation of ^^o NMR Shielding Constants of 
Hexacoordinated Diamagnetic Co(in) Complexes Using SOS-DFPT-IGLO and 
Hybrid DFT-GL40 Methods 
In the previous section we have reported the ^ ^ o shielding constants of several 
hexacoordinated Co(II I) complexes calculated using the SOS-DFPT-IGLO (Method IV ) in 
conjunction wi th the Becke/Perdew XC functional (DFT-IGLO-Becke/Perdew). The 
preliminary results indicate a significant improvement over previously calculated data 
using INDO(5 6a) and FPT-CNDO/2(5 6b) methods. Despite of this improvement, the ^^ Co 
chemical shifts calculated by DFT-IGLO-Becke/Perdew are in general underestimated by 
a factor of 2 compared with the solution ^^Co chemical shifts data. In addition, of the 
many commercially available DFT packages, only deMon-NMRlpO which employs SOS-
DFPT-IGLO for shielding calculation has been used to determine the shielding constants 
of transition metal in the literature. Therefore, the first objective of this study is to 
compare the performance of DFT-IGLO-Becke/Perdew {deMon-NMRlpO) and DFT-
GIAO-Becke/Perdew {GAUSSIAN 94(5 29)) ^^ 5¾^ shielding calculation. This calculation 
provide a good test on the validity of the ad hoc assumption in the SOS-DFPT formalism. 
As the second objective, we report the performance of the hybrid method DFT-GIAO-
B3LYP(5 3o) {GAUSSIAN 94) in the ^ ^ o shielding calculation of 13 hexacoordinated 
Co(III) complexes involving the ligands en, NH3, SCN', N { , HjO, NO2 , CN", C1", N0 ' , 
0 N 0 , OCO2' and SSO3'-. 
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5.2.1 Computational Details 
Details on the computational procedure are given in section 5.1.1. Becke/Perdew 
and B3LYP XC functionals were used in the GIAO calculation by the GAUSSIAN 94 
package. The basis sets employed in the DFT-GIAO calculation are identical to that of 
the DFT- IGLO calculation. 
5.2.2 Comparison of DFT-IGLO-Becke/Perdew and DFT-GIAO-Becke/Perdew 
Five Co(II I) complexes, which cover a sizable chemical shifts range and different 
ligand types, are selected for the evaluation. The data is summarized in Table 5.4. The 
quality of the shielding data is demonstrated by evaluating the quotient of the calculated 
and averaged experimental chemical shifts {KJb^^^^. For all five complexes, the ratio 
K J K m ranges from 0.39 to 0.57 for the DFT-IGLO-Becke/Perdew while that of DFT-
GIAO-Becke/Perdew ranges from 0.69 to 0.83. Thus, it is clearly indicated that the 
DFT-GIAO is superior to the DFT-IGLO when the same XC functional and basis sets are 
used for the calculations. While SOS-DFPT-IGLO produces very good results for some 
highly correlated systems (carbon monoxide, nitrogen molecule) and is therefore superior 
to the uncoupled DFT method (Method I),(5 8g) the converse is found in ^^Co shielding 
calculation. We do not have any explanation for this interesting behaviour of the SOS-
DFPT-IGLO method. Apparently, the low-lying excited states of Co(III) complexes 
render the ad hoc correction to the XC energy terms inappropriate. Further investigation 































































































































































































































































































(Method I I ) . Among the many choices of the hybrid XC functionals available in 
Gaussian 94, B3LYP is found to perform satisfactorily in general appl icat ions, 3i 32) 
In the next section, we report the ^ ^ o shielding constants obtained by the DFT-GIAO-
B3LYP method. 
5.2.3 DFT-G IAO-B3LYP 
The calculated ^^Co chemical shifts data is summarized in Table 5.5. I t is 
encouraging to note that the chemical shifts range covered by the 13 complexes is 
comparable wi th that of the experimental one. The experimental ^ ^ o chemical shifts is 
plotted against the calculated data in Figure 5.2. The solid line depicts the ideal situation 
where experimental and calculated results are identical. Most of the data points are 
deviated from the solid line by ca. 1500 ppm. Although the comparison is in general not 
quantitative, it is noted that i f [Co(NH3)6p+ is employed as the reference compound 
instead of [Co(CN)6]3_, the ^ ^ o chemical shifts of six out of twelve compounds would be 
reproduced satisfactorily as shown by the dotted line drawn parallel to the solid line 
through the data point corresponding to [Co(NH3)6]3+. For the moment, it is unclear i f 
the magnitude of the shielding constant of [Co(CN)6]3' is overestimated or the chemical 
shifts calculated for the seven compounds are systematically underestimated by ca. 1500 
ppm. As shown from Table 5.4 and 5.5, the diamagnetic shielding values reported are 
fairly constant. The o^ values obtained by DFT-GIAO-B3LYP (ca. 2160 ppm) are larger 
than that determined by DFT-IGLO-Becke/Perdew {ca. 2100 ppm) and compares very 
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Figure 5.2 Experimental versus Calculated (DFT-GIAO-B3LYP) 
Isotropic 59co Chemical Shifts 
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Bramley et al}^-^^^ have estimated experimentally a value of -5400 ppm for the absolute 
shielding of [Co(CN)6p- which is calculated to be -5258 ppm using DFT-GIAO-BELYP. 
5.2.4 Summary 
In this chapter we have convincingly show that the SOS-DFPT-IGLO formalism 
(Method IV) is inappropriate for ^^Co shielding calculation albeit its excellent 
performance in systems containing first and second row elements. Our preliminary 
results show that the hybrid DFT-GIAO (Method I I ) method is more promising for the 
study of 59Co shielding calculation. In the next chapter, a thorough investigation of 
Method I I w i l l be presented. Knowing that the comparison of experimental and 
calculated isotropic shielding is insufficient for the evaluation, the ^ ^ o chemical shift 
tensors of several hexacoordinated Co(III) complexes are measured by solid state N M R 
technique and the experimental data wi l l provide the basis for a good test on Method I I . 
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CHAPTER S K 
STUDY OF THE SHBELDEVG CONSTANTS OF DIAMAGNETIC 
HEXACOORDINATED Co(ff l) COMPLEXES BY POLYCRYSTALUNE ^Co NMR 
AND DENSITY FUNCTIONAL THEORY 
6.0 b i t roduct ion 
In Chapter 5’ we have found that the hybrid XC functional (Method I I ) is more 
appropriate for ^^Co shielding calculation (DFT-GIAO module of Gaussian 94). As a 
further investigation, we compare the uncoupled DFT-GIAO (Method I) and the 
"coupled" DFT-GIAO methods (Method I I) . The performance of the hybrid XC 
ftinctionals B3PW91 and B3LYP are examined. The roles of t he /and g polarization 
functions in ^^Co shielding calculation are also reported. Since a meaningful evaluation of 
the calculated results is warranted only i f solid state N M R data are available, this chapter 
is organised to present the experimental work on solid state ^^Co NMR and then a 
comprehensive discussion of shielding calculation. 
6.1 Solid State N M R Technique for Quadrupolar Nuclei 
The parameters which are of importance for nuclei with I > 1 include the three 
principal components of the chemical shielding (CS) tensor, which have been discussed in 
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Section 2.1, and the nuclear quadrupole coupling constant (NQCC or e ^ Q / h ) and its 
asymmetry factor (r/g). While the shielding tensor provide valuable information on the 
electron density and the bond covalency in close vicinity to the probe nucleus, e ^ Q / h and 
VQ uniquely reveal the charge symmetry of the nucleus site. 
Electric quadrupole moment is a nucleus property which quantifies the 
nonspherical charge distribution of the nucleus. A n electric field gradient (EFG) is 
defined as the second derivative of the electric potential V with respect to the x, y and z 
directions ( V ^ , Vyy and V ^ in the principle axis system，PAS).(6 " Since the EFG is by 
definition a traceless symmetric tensor, there are only two independent EFG tensor 
components in the PAS. Conventionally they are written as eq and r/g： 
eq - V^ [6.1] 
”< ? - 7 " 厂 〜 [6.2] 
zz 
where 
�XX + Vyy - Kz - 0 [6.3] 
and 
丨、丨之丨厂」》丨、丨 [“] 
Just as an electric dipole would couple with an electric field, an electric 
quadrupole couples with an EFG. The magnitude of this coupling is measured as e^qQ/h 
in MHz unit. Together with the three principle shielding tensor components and the three 
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Euler angles (a , 6, 7) between the PAS of the CS and EFG tensors, all the eight 
； 
parameters completely determine the lineshape of a solid state N M R signal for a single 
resonating species. There are numerous techniques for the extraction o f these parameters: 
(i) single crystal N M R measurement, :) ( i i ) multiple-quantum magic-angle spinning 
NMR;(6.3) ( i i i ) satellite transition spectroscopy;(6 4) (iv) dynamic angle spinning;(65) (v) 2-
D nutation experiment;(6 6) (vi) static or spinning powder lineshape analysis.(67) Among 
these methods, the static powder lineshape analysis is chosen for the elucidation of N M R 
parameters for the hexacoordinated Co(I I I ) complexes because of the simplicity of the 
method and the relatively higher accuracy of the results. 
6.2 Static Powder Lineshape Analysis 
6.2.1 Excitation of Quadrupolar Nuclei 
I 
1 
In FT -NMR spectroscopy, the energy input to a system is in the form of a square 
pulse because a square pulse wi th a definite frequency is on the other hand a 
superposition of infinite sine waves wi th different amplitudes and frequencies. In other 
word, a square pulse w i l l be formed when a signal generator simultaneously produces 
infinite number of sine waves where the amplitude distribution is in the form of a 
symmetrical dumb bell-shape. The resultant square pulse w i l l be monochromatic and the 
frequency is equal to that correspond to the middle of the "dumb bell". The shorter the 
square pulse, the larger the width of the "dumb bell". In the subsequent section, the 
bandwidth of a square pulse would indicate the width of the "dumb bell" at 70% of the 
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fUll amplitude. A quantitative relationship between the pulse width ( r ) and the bandwidth 
of a square wave is given as: 
6 v ^ - 1 Hz [6.5] 
71 T 
The amplitude o f a square pulse is expressed as ca^p: 
_ ^ _ 丄 Hz 
271 4 严 [6.6] 
1 iL 
T 
where t^,2^ is the pulse duration for 7r/2 non-selective excitation. A nonselective 
excitation of a nucleus is defined by the fol lowing two conditions: (i) all the energy levels 
of a spin system are strongly perturbed by a single pulse, i.e. o)^ is much larger than o)^ 
and ojcsA; ( ¾ the bandwidth of the pulse and of the probe circuit (coJ{2TQ)y is much 
larger than the spectral width of the signal. In the frequency domain，the above two ‘ 
conditions are equivalent to saying that both the excitation and detection range must cover 
the spectral width of the signal. A pulse which does (not) fu l f i l the first condition is 
called a hard (soft) pulse. In case the second condition is not fulf i l led, spectrum 
distortion would occur. Because of the molecular tumbling in a l iquid sample, the time 
averaged cjg would be much smaller than the o)^ and thus the excitation of a l iquid 
sample is usually non-selective. Since non-selective excitation in solid can be achieved 
only in very favourable cases (e^qQ/h < 16.8 kHz^ for I = 7/2 nucleus), we w i l l 
concentrate on the selective and partially selective excitations. 
1 COL denotes the Zeeman Laraior frequency of the nucleus. Q denotes the Q factor of 
the probe circuit. 
2 This figure is estimated by assuming o^q/o)^ = 0.01 and o j^ = 120 kHz. 
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6.2.1.1 Selective and Partially Selective Excitation 
Selective excitation can be defined as the excitation of a single transition. For a 
single crystal wi th sufficiently large quadrupole splitting (o)Q/o)^ > 36),^ the frequency 
and the duration of a pulse can always be tuned to excite any one of the transitions. For 
a polycrystalline powder sample, selective excitation is not possible because powder is a 
collection of larger number of crystallites with different orientations. Nevertheless, i f the 
Vq (wg) of a spin-half nucleus is so small (large) that the satellite transitions^ have 
negligible contribution wi th in the spectral range of the central transition, selective 
excitation of the central transition (½ 分 - ½ ) can be achieved approximately. 
In the literature, it is usually claimed that the pulse width of a selective w/2 pulse 
for the central transition is determined by measuring the pulse width of a i d l pulse in a 
l iquid sample. Accordingly, the pulse width t^/2' of a selective i d l excitation is related to 
that of the non-selective pulse \.^,^ by (see Appendix E): 
, 广 




3 The magnitude of the quadrupole splitting depends on the e^qQ/h and the orientation 
of the single crystal with respect to the external B。field. 
4 For a spin 7/2 system, there are a total number of 7 transitions (7/2 «• 5/2, 5/2 ^ 
3/2, 3/2 ^ 1/2，1/2 ^ -1/2, -1/2 ^ -3/2, -3/2 <> -5/2, -5/2 <^ -7/2). The middle one 
\k 分 - ½ is the central transition while the others are satellite transitions. 
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This procedure works perfectly well i f the 0¾ of the system is known to be large.5 (6 s) i f 
j 
the coQ is unknown, the "selective" pulse width determined in this way may be 
meaningless because it provides no guarantee that the applied pulse is indeed a selective 
one. Whether or not a pulse is selective depends solely on the relative magnitude of o^ g 
and cjRp rather than the pulse width. In principle the best way to check the selectiveness 
is to perform a nutation experiment. I f the magnitude of o)^ is in between the selective 
and non-selective regimes, the excitation is partially selective. I t is not critical whether 
the excitation is selective for the present studies when a suitable spin echo pulse sequence 
is chosen accordingly. 
6.2.2 Spin Echo Pulse Sequence 
Free Induction Decay (FID) signal is recorded in a fixed duration. Each point of 
the digitized F ID carries the information of the whole spectrum (in the frequency domain) 
after Fourier transformation. The FID should therefore be recorded when it starts to 
evolve. It is also well-known that the spectral width of a solid state N M R signal is very 
large (150 kHz is not uncommon), thus the FID in the time domain would decay in the 
order of microsecond. Thus, the initial part of this short-lived FID becomes very 
important i f an undistorted spectrum in the frequency domain is desired. However, in 
practice the duration of a pulse is finite so that the FID would have started to evolve 
during the pulse period. Also, the dead time of the instrument would cause a ftirther 
delay in detecting the FID. As a result, a single pulse excitation is usually inappropriate 
5 As a rule of thumb for spin 7/2 nuclei, the selective case occurs when o)Q/oi^ p > 36. 
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for the lineshape analysis o f quadrupole nuclei. 
The pioneering work of S o l o m o n ( 6 9) demonstrated that the so-called 
Q U A D R U P O L E ECHO (QE) or SOLID ECHO pulse sequence^ produces echo signal in 
solid state N M R experiment just as the H A H N ECHO (HE) pulse sequence produces echo 
signal in solution. As shown in Scheme [6.1], a 7r/2 pulse fol lowed by a ir pulse wi th a 
time delay (A) in between constitutes the famous HE. 
i L 一 A - 7T - FID 2 
Scheme [6.1] 
The QE pulse sequence is identical to H E except that the second 7r pulse is replaced by a 
7r/2 pulse. Consider the case of spin 7/2，if the first and second 7r/2 pulse are applied at 
t = 0 and A respectively, QE w i l l produce multiple echoes at 4A/3, 3A/2, 5A/3, 2A，5A/2, 
3A and 4A. Their relative amplitudes depends on the fl ipping angle and the phase shift of 
the second ir/2 pulse.(6 io) Since A can be adjusted such that the echoes occur at a time 
longer than the spectrometer dead time, QE has been routinely applied to solid state N M R 
experiment. Strictly speaking, the above discussion is applicable only to non-selective 
excitation of a system under the interactions which have F dependence ( e g . first order 
quadrupolar interaction, homonuclear dipole-dipole interaction). As mentioned by 
Weisman and B e n n e t t , " ) a sufficiently large magnetic inhomogeneity could made all 
the echoes disappear except the one at 2A. 
6 The pulse sequence of SOLID ECHO and QUADRUPOLE ECHO is identical. 
Historically, for a system where the dominating interaction is quadrupolar (dipolar) 




j For a selective excitation, only the central transition is observed. Because of the 
‘ f a c t that the central transition is only influenced by CSA and second order quadrupole 
interaction，？ H E (instead of QE) with 16 phase cycling is suggested for the selective 
excitation of the central transition.(6 ^ The phase cycling procedure is reproduced 
below. 
First 7T/2 pulse Second 7r pulse Receiver 
X X -y 
X y y 
X -X -y 
X -y y 
y X -X 
y y X 
y -X -X 
y -y X 
-X X y 
_x y -y 
-X -X y 
-X -y -y 
-y X X 
-y y • -X 
-y -X X 
-y -y -X 
i — 
I For a partially selective excitation, the satellite transitions may not be negligible 
1 
^ compared with the central one. Therefore, a QE type pulse sequence is employed so that 
I i 
the refocusing of the satellite transitions are enhanced at the expense of slightly reduced 
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6.2.3 LineShape Simulation 
Under the influence of the quadrupolar interaction and the chemical shift 
anisotropy, the powder spectra of quadrupole nuclei are so complicated that they are 
usually analyzed by computer simulation. A theoretical powder spectrum is obtained by 
adding the spectra f rom an ensemble of randomly oriented crystallites. We express the 
random orientation of the crystallites by writ ing the probability dP that B。lies in any 
infinitesimal solid angle dQ as: 
d p _ d ^ • s i n e j e ^ j ) • J(-cose)J<^ [6 8] 
4n 4n 4iz 
Introducing the variable z: 
！ f 
I z - -cos6 
[6.9] 
:• dP - ^ 
47U 
When z is plotted against ¢, equal areas in 小-z plane correspond to equal probabilities. I f 
we divide the 0-z plane into small regions (d</>dz), representing the area enclosed by two 
curves at frequencies o) and co + dcu, the relative intensity of frequency o; can be found 
immediately. Since the total area of the <|>-z plane is 47r, we have: 
Ui+d u 





I(CJ) is normalized in eq [6.10], i.e. 
I /(G>)JG> - 1 [6.11] 
As a result, the intensity of frequency ovi.m is 
7 ( - - ) _ i ^ / ^ L i # 
Mjn-1 
[6.12] 
The derivative dz/doj in eq [6.12] can be determined once the angular frequency is written 
down explicitly: 
/� _ ,�cs , „(1)丄 „(2) ^mjn-l ^ + ^Q + ^Q 
[6.13] 
o)"(0,4>) - 0)^ [ 6 j j sin^i4 c o s ^ 
+ §22 sm^A sm^B + 6330332^4] 
[6.14] 
< - i ^ ( , ) ( m - > - 2 e - i ) 
+ r\ Q sin^e cos24> ] 
[6.15] 
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o S ) - - [ ^ ^ ^ / l ^ { [ l * ^ i | 2 [ 2 4 _ ] ) + 4 , + ^ 
- i | / 2 P [ i 2 m ( m - l ) - 4 a + 6] } 
2 
[6.16] 
Note that a s I ( I + 1); 00^  = the Zeeman Larmor frequency; 0 and 0 are the polar angles 
of the extemal magnetic field in the PAS of the EFG; 8^ > 622 > 633 are the three 
principle tensor components of chemical shifts and 
smA cosJ5 - cosy sin6 cos(4>-a) + siny cosP sin0 sin(4>-a) 
+ siny sinP cos0 
[6.17] 
siDi4 sinB - - siny sin0 cos(4>-a) + cosy cosP sin0 sin(^-a) 
+ COSY sinP cos6 
[6.18] 







l/i 12 • -(cos^e - cos^0) - T] ^(cos24>cos^0 _ cos24>cos^6) 
i j 
2 




l/212 (1 - 2cos^0 + cos^0) + ^ ( c o s 2 4 > 一 cos24>cos^6) 
8 4 
2 
+ ^ ( - 0 0 8 ¾ ^ + COS^ 0 - icOS^4>COS^0 + lcos224>cos40) 
0 4 2 4 
[6.21] 
a, B and 7 correspond to the Euler angles between the PAS of the CS and that of the 
EFG. In order to take into account the inhomogeneous broadening effect of the dipolar 
interaction, I(w) of eq [6.12] is convoluted by the function F(aVm-i-<^): 
00 
I ( o « ^ i ) - / 7 ( ^ F ( 0 _ - i - o ) ^ 
—00 
[6.22] 
F(wm,m-i-w) is given as 
(<>Wi-o>)2 
F(a>^^ ,-G>) — e 2o2 
\ m,m-l ， /x~~ 
aV27T 
[6.23] 
where cr (Hz) is the line broadening factor representing the dipolar interaction. I f all the 
transitions are shown together, eq [6.22] can be generalized by incorporating the 
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transition probability of the individual transition: 
^1 n 2n (<^-^m-iJ^ 
Z(w) - E U(I^l)-m(m-l)] f /-i-e 2a: sineddd<t> 
« - - " 1 0 0 a v 5 ^ 
[6.24] 
A computer routine based on eq [6.24] was implemented using C language (Appendix E). 
The powder average was carried out by the tiling algorithm of Alderman et a/.(6 i3). xhe 
code was then modified to incorporate the Levenberg-Marquardt algorithm (the L M D I F 
subroutine of MINPACK)(6 i4) in order to perform the calculation in a non-linear least 
square fitting fashion. The three chemical shift tensor components (6^, ^n and 633), the 
two EFG tensor components (V^ and V^J, the three Euler angles (a, 13, and 7) and the 
Gaussian broadening factor (a) are considered as the independent variables of the code. 
The computer routine is consisted of five modules, viz. main.c, input.c, fcn.c, shape.c 
and powder.c. The details of the calculation logic are written in the comments of the 
code. The reliability of the program was verified by analyzing the published spectra of 
Na3[Co(NO2)6] and m2AW-[Co(en)2(NO2)2]NO3.(6 i5) 
6.3 Solid State ^ ^ o N M R Study of Hexacoordinated Co(IH) Complexes 
6.3.1 Experimental 
Polycrystalline samples of [Co(NH3)4CO3]NO3, [Co(en)2CO3]Cl, 
[Co(en)2NO3]NO3, cw-[Co(en)2(NO2)2]NO3, cw-[Co(en)2(N3)2]NO3, C0(acac)3, 
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K3[Co(NO2)6], [Co(en)3]Cl3, [Co(en)3]Br3 and [Co(en)3]I3 were prepared following 
standard procedure.(6 i6) K3[C0(CN)d bought from Strem Chemicals was used without 
fUrther purification. The purity of the samples were verified by their known N M R and 
U V spectra in the literature. The solid state ^ ^ o NMR spectrum was recorded on a 
Bruker ASX-300 High Power NMR spectrometer with an applied magnetic field of 7.05 
T at 23°C. The chemical shifts measurements were referenced extemally to 0.1 M 
K3[Co(CN)6] aqueous solution. A tunable broad-band 5-mm orthogonal Bruker static 
probehead was used to obtain the spectrum. With a Q-factor of 45, the detection 
bandwidth of the probehead is estimated to be 1.6 MHz. The 16-phase cycling echo 
sequence (G - d! - 2 9 (or 0 ) - d2 - acquire), suggested by Kunwar et fl/.,(6n) was 
employed to eliminate the effects of acoustic ringing. The delay times, d! and (¾, were 
set at 20 and 10 jLtsec respectively. The relaxation delay was typically set to 0.5 second. 
The time domain signal was fourier transformed on top of the echo after left shifting. 
6.3.2 Simulation Details 
The experimental and simulation spectra are presented from Figures 6.1 to 6.11. 





































































































































































































































































































































































































































































































































































































































A ir/2 - 7T pulse sequence (1.5 jLts - 3 ^s) was applied (o)^/2w ca. 41.6 kHz) to 
record the spectrum of [Co(NH3)4CO3]NO3. Since the spectral width of the signal covers 
ca. 360 kHz, the experimental spectrum shown in Figure 6.1 is obtained by adding three 
spectra (recorded under identical experimental conditions excepi: that the transmitter 
frequencies differ in a step of 200 kHz) in the frequency domain. The single crystal ^^Co 
N M R data(6 i7) of [Co(NH3)4CO3]Br was taken as the initial guess for the iterative 
spectral analysis. Note that the anion of the measured system is NO3 instead of B r . The 
preliminary simulation spectrum was shown as the lower trace in Figure 6.1a. The 
simulation result is not satisfactory in two ways. Firstly, the splitting of the left peak was 
not reproduced. Secondly, the steps indicated by the two arrows were not shown in the 
simulation spectrum. These two important features were subsequently reproduced in 
Figure 6.1b when one of the simulation parameter NQCC was increased to 32.6 MHz. 
This assignment, which denotes the largest e^qQ/h values reported by polycrystalline 
NMR study, was supported by the following arguments: (i) compared with other Co(III) 
i i 
systems with NQCC ca. 20 MHz (vide infra), the seriously distorted intensity of the 
spectrum of [Co(NH3)4CO3]NO3 suggests a substantially larger quadrupolar splitting; (i i) 
the positions of the splitted peaks and the steps are excellently reproduced; ( i i i) it is not 
uncommon to f ind that a small difference in the local geometry of a species cause a large 
change in the NQCC value.8 (6 i8) Nevertheless, an unequivocal results could only be 
obtained by verifying the data in a higher static field because the consideration of 
8 As an illustrative example, the NQCC values of the five crystallographically 























































































































































































































































































quadrupolar interaction as a perturbation may not be justified when the quadrupolar 
coupling constant is comparable to the value of the Larmor frequency. Comparing the 
CSAs and NQCCs of [Co(NH3)4CO3]Br and [Co(NH3)4CO3]NO3 in Table 6.1，the former 
are close to each other (1200 and 892 ppm, respectively) while the latter have significant 
difference (18.82 and 32.6 MHz, respectively). I t clearly demonstrates the idea that CSA 
is largely a ligand property while the NQCC is highly sensitive to the change in charge 
symmetry. 
6.3.2.2 [Co(en)2CO3]Cl and [Co(en)2NO3](NO3)2 
I A 0 - 2 0 pulse sequence (1.2 jus - 2.4 jits) was applied {o^yiir ca. 31.3 kHz) to 
record the spectra of [Co(en)2CO3]Cl (Figure 6.2) and [Co(en)2NO3](NO3)2 (Figure 6.3). 
The spectral widths of both spectra cover ca. 200 kHz. Although the intensities of the 
experimental spectra are somewhat distorted, the position of the shoulders and the peaks 
provide a good basis for the iterative fitting analysis. At first glance one may think that 
the bonding pictures of [Co(en)2CO3]Cl and [Co(en)2NO3] (NO3)2 are similar to each other 
because they have similar ligating atoms (both CO3^ and NOg^' are bidentate ligands) and 
nearly identical isotropic chemical shifts (8809 and 8827 ppm, respectively). However, 
their drastic difference in CSA values (-523 and 998 ppm, respectively) strongly indicate 
the different roles of CO3^ and NO3 in the metal-ligand interactions. Interestingly, it is 
found that their NQCC values (24.5 and 24.6 MHz, respectively) are close to each other 
which shows the different variation of the CSA and NQCC. The determined small t/gS 
(0.05 and 0.19, respectively) and large NQCCs justify the use of 0 - 20 pulse sequence 





























































































































































6.3.2.3 m-[Co(en)2(NO2)JNO3 and cw-[Co(en)2(N3)JNO3 
A e - e pulse sequence (1.2 |xs - 1.2 /xs) was applied (wRp/27r ca. 45.4 kHz) to 
record the spectra o f cw-[Co(en)2(NO2)2]NO3 (Figure 6.4) and cw-[Co(en)2(N3)2]NO3 
(Figure 6.5) which have a spectral widths covering ca. 100 kHz. Although the positions 
of the singular points and shoulders of the experimental and simulated spectra in Figures 
6.4 and 6.5 coincide wi th each other, discrepancies are again found in the spectral 
I intensity. These disagreements are common for the analysis of powder spectra of 
quadrupolar nuclei when the spectral width of the signal is larger than ca. 50 kHz. I t is 
surprising to f ind that the NQCCs of mz"j-[Co(en)2(N02)2]N03(6 i6) and cis-
[Co(en)2(NO2)2]NO3 are close to each other (13.2 and 11.8 MHz，respectively) albeit their 
significant difference in the site symmetries of the cobalt. The spike (indicated by an 
arrow in Figure 6.4) appeared in the spectrum of cis-[Co(en)2(NO2)2]NO3 is identified to 
be the impurity, [C0 (en)3]^^. 
6.3.2.4 K3[C0(CN)J 
A 9 - 9 pulse sequence was applied to record the spectrum of K3[C0(CN)J as in 
the previous subsection. The excellent agreement between the experimental and the 
simulated spectra is shown in Figure 6.6. Note that the spectral width of the signal is ca. 
20 kHz. The simulation parameters (CSA = 85 ppm, NQCC = 6.51 M H z and 7/g = 
0.70) differ f rom that obtained from single crystal N M R work (CSA = 土166 ppm, 















































































































































































































































the unjustified assumption in the latter treatment where the PAS of the CS and the EFG 
tensors were considered to be coincided. On the other hand, the simulation results 
reported in this work may denote an average value of four crystallographic non-equivalent 
sites. 
6.3.2.5 C0(acac)3, K3[Co(NO2)J and [Co(en)3]X3 (X = C1, Br, ^ 
A 0 - 9 pulse sequence was applied to record each of the spectra of C0(acac)3, 
K3[Co(NO2)6] and [Co(en)3]X3 (X = C1, Br, I). The pulse lengths range from 0.7 to 1.4 
jLts depending on the spectral widths of the signals. For C0(acac)3, the central transition 
was simulated satisfactorily as shown in Figure 6.7. However, it is found that the fine 
structure of the satellite transitions were not reproduced despite the agreement of the 
envelopes. In Figure 6.8, the experimental and simulated spectra for K3[Co(NO2)6] are 
shown. It is found that the positions of the steps arising from the outer satellite 
transitions (indicated by asterisks) were reproduced while the inner ones (indicated by the 
arrows) demonstrate a feature which is unable to be reproduced. Similar observations 
were found for the systems of [Co(en)3]X3 (X = C1, Br) in Figures 6.9 and 6.10. For 
[Co(en)3]I3, the agreement between the experimental and the simulated spectra is 
satisfactory whereas the four humps (indicated by the four arrows in Figure 6.11) are not 
reproduced. In short, the main features of these five experimental spectra are simulated 
which provide a reliable estimation of the NQCC and chemical shielding tensor 
components, although there are fine structures which cannot be accounted for by the 















































































































































































































































































































































































































































































































































































































































































































systems are relatively small (as demonstrated by the relatively small spectral width 
spanned by the satellite transitions), it is suspected that the inability to calculate the fine 
structure mainly arises from the presence of multiple echoes (ME) and/or multiple 
quantum coherence (MQC). The intrinsic assumption in our analysis that the second 
moment of the spin echo is identical to that of the spectrum in the frequency domain may 
not be justified under the influence of M E and/or MQC. In order to take into 
consideration of the M E and MQC, it is necessary to develop a new simulation routine 
based on the equation of motion of the density matrix under the influence of the applied 
pulses, which is outside the scope of this thesis. 
6.4 Dependence of ^^Co Shielding Calculation on Basis Sets and Exchange 
Correlation Functional 
With the experimental data of chemical shielding tensor components available, we 
investigate the dependence of ^ ^ o shielding calculation on the basis sets and XC 
fiinctionals based on a comprehensive calculation on [Co(NH3)4CO3]Br, [Co(NH3)6]Cl3 
and K3 [Co(CN)6]. In order to carry out a systematic study on the basis set dependence, 
the well-developed Gaussian basis sets 6-311G, 6-311+G, 6-311+G*, 6-311+G(df), 6-
311 + +G(df) were employed in our calculation. Other calculation details are similar to 
that given in Chapter 5. 
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6.4.1 CSA and r| calculations of [Co(NH3)4CO3]Br 
Hartree-Fock As shown in Table 6.2, the agreement between the Hartree-Fock 
and the experimental results are poor although the diamagnetic shielding of ^ ^ o 
converges closely to the free atom value of 2166 ppm calculated by Malli.(620) This is 
not unexpected because the electron correlation effect is well known to be of paramount 
importance in systems containing transition metals.(6 21) Despite the calculated isotropic 
shielding constants (a^^J has converged with respect to the basis sets, the trend of the 
CSA clearly demonstrates the deficiency of the results. I t is interesting to note that the 
calculated CSA varied drastically from 1610 ppm to 2420 ppm when the basis set was 
changed from 6-311+G* to 6-311 + + G * . That is, without considering the correlation 
effect, the additional s-diffUse functions for hydrogen atoms play an important role in the 
59Co shielding calculation which is rather surprising because ^ ^ o shielding constant is 
usually considered a local property. When correlation effect is taken into account (vide 
infra), this dependence is no longer observed . 
B L Y P The choice of BLYP, a pure DFT XC functional, results in an uncoupled 
DFT-GIAO shielding calculation. The calculated values of the ^ ^ o diamagnetic shielding 
term (o^) agree favourably with the HF values such that o^ is shown to be insensitive to 
the correlation effect (same for other XC functionals). Although the BLYP functional has 
been shown to produce reliable results for the calculations of bond energies/6 22) the 
performance of BLYP in ^ ^ o shielding calculation is far from satisfactory. This finding 
is not unexpected because the uncoupled DFT shielding calculation is just marginally 
superior to the coupled Hartree-Fock method in the shielding calculation of lighter 
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elements.(6 23) The inferior quality of the BLYP functional in the calculations of 
vibrational circular dichroism and mid-IR absorption spectra has also been demonstrated 
recently.(6 24) Note that the sign reversal at 6-311 + +G(df ) is not surprising when the 
asymmetry factor is close to unity. 
B3LYP Calculations using the B3LYP functional confirm the importance of d-
diffuse and f-polarization functions when the CSA and rj data obtained by the 6 -311+G* 
and the 6-311G basis sets are compared. The satisfactorily reproduced CSA and rj data 
clearly demonstrate the significance of electron correlation effect in ^ ^ o shielding 
calculation. In contrast to the HF case, inclusion of additional s-diffuse function for 
hydrogen atoms does not change the calculated CSA values significantly. When a set of 
g-polarization function is added for the cobalt atom in 6-311 + +G(df) , the calculated 
CSA and rj values deviate further away from the experimental values. For the moment, 
we do not have an explanation but basis set imbalance may be a possible cause.(6 25) i n a 
recent review, it has been pointed out that the polarization functions of different angular 
momenta must be kept in balance for a proper description of the valence space.(6 26) 
B3PW91 The general trends obtained for the CSA and rj follow closely but slightly 
superior to that calculated by the B3LYP functional. Changing the basis set from 6-
311 + + G * to 6-311 + +G(df) produces a better agreement between the experimental and 
calculated CSA but resulting in poor agreement with r j . I t is subsequently shown that g 




Summary of the ^ ^ o Shielding Constants (in ppm) 
Calculated for [Co(NH3)4CO3]Br 
Method 0^ (ppm) , (ppm) ai,^ (ppm) CSA (ppm), rj 
H F 
6-311G 2140 -52425 -50284 -1071，0.71 
6 -311+G* 2153 -47173 -45020 1610, 0.09 
6-311 + + G * 2160 -47298 -45038 2420, 0.08 
6-311 + +G(d f ) 2160 -47138 -44978 2806, 0.04 
BLYP 
6-311G 2146 -13170 -11024 697，0.25 
6 -311+G* 2153 -12271 -10118 772,0 .87 
6-311 + + G * 2156 -12277 -10121 770, 0.88 
6-311 + +G(d f ) 2156 -12278 -10123 -747, 0.96 
B3LYP 
6-311G 2145 -16491 -14346 1027, 0.10 
6 -311+G* 2153 -15528 -13375 1135, 0.66 
6-311 + + G * 2156 -15533 -13377 1129, 0.67 
6-311 + +G(d f ) 2156 -15535 -13379 1076, 0.81 
B3PW91 
6-311G 2144 -17122 -14977 1128，0.11 
6 -311+G* 2155 -16041 -13886 1288, 0.64 
6-311 + + G * 2159 -16046 -13887 1281, 0.64 
6-311 + +G(d f ) 2155 -16044 -13890 1230, 0.77 
Experimental 1200，0.63 
* The single crystal N M R data are taken from reference [6.17]. 
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B3PW91 functional has not been studied extensively, together with the work of Cheesman 
et a/.(6 27) it is demonstrated that the hybrid functional B3PW91 is a good option for 
shielding calculation. 
6.4.2 CSA and iy Calculations of [Co(NH3)JCl3 
[Co(NH3)JCl3 Based on the case study on [Co(NH3)4CO3]^, we suggest that the 
cost/efficiency ratio is optimal at B3PW91/6-311+G* or B3LYP/6-311+G* level for the 
calculation of ^ ^ o chemical shielding constants. A preliminary testing of this suggestion is 
carried out by calculating the ^^Co shielding data of [Co(NH3)6p+ at two nonequivalent sites. 
The data are summarized in Table 6.3. The calculated CSA (209 and 217 ppm at 
B3PW91/6-311+G* and B3LYP/6-311+G* level, respectively) and rj (0.33 and 0.37 at 
B3PW91/6-311+G* and B3LYP/6-311+G* level, respectively) at site 3 are in good 
agreement with the experimental data (275 ppm and 0.37 for CSA and rj, respectively) 
whereas that for site 2 is unsatisfactory. Since ^ ^ o shielding constant is known to be very 
sensitive to the accuracy of the structural p a r a m e t e r s , 2 8 ) we suspect that the precision of 
the reported crystallographic data is not of sufficient quality for reproducing the shielding 
tensor components with very small CSA. As expected, additional calculations at 6-
311+G(df) and 6-311 + +G(df) level do not improve the agreement. 
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Table 6.3 ' 
Summary o f the ^ C o Shielding Constants Calculated fo r [C0(NH3)J^^ 
at T w o Crystal lographical ly Nonequivalent Sites 
Method 0^ (ppm) o^ (ppm) a (ppm) CSA (ppm), rj 
Site2 
B3LYP 
6 - 3 1 1 + G * 2151 -13904 -11753 54, 0.54 
6-311+G(df ) 2150 -13899 -11748 56, 0.51 
6-311 + +G(d f ) 2154 -13893 -11739 54, 0.57 
B3PW91 
6 -311+G* 2155 -14268 -12113 53, 0.60 
6-311+G(df ) 2154 -14263 -12110 55, 0.60 




6 -311+G* 2150 -13516 -11366 209,0 .33 
6-311+G(df) 2149 -13509 -11360 213, 0.33 
6-311 + +G(d f ) 2152 -13502 -11350 211, 0.34 
B3PW91 
6 -311+G* 2153 -13849 -11696 217, 0.37 
6-311+G(df) 2152 -13844 -11692 221, 0.35 
6-311 + +G(d f ) 2156 -13836 -11680 219, 0.36 
Experimental 275, 0.37 
* The single crystal N M R data are taken from reference [6.18]. 
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6.4.3 Shielding Calculations of Larger Co(III) Complexes at B3PW91/6311+G* Level 
Isotropic Chemical Shifts Compared with [Co(NH3)4CO3] + and [Co(NH3)6]^^, the Co(II I) 
systems studied in this section contain more heavy atoms which indicate a substantial increase 
in computational efforts. Therefore, all the calculation are carried out at B3PW91/6-
311+G* level only. The calculated results are tabulated in Table 6.4. The experimental 
data are cited wherever possible. Although the counter ions are not considered explicitly in 
the calculation, they are given in Table 6.4 to indicate the systems with identical ligands but 
different anions. From the data of Table 6.4, the isotropic ^ ^ o chemical shifts calculated 
at B3PW91/6-311 + G * level are plotted against the experimental values in Figure 6.12 where 
the correlation line denotes the best f i t correlation line with regression coefficient equal to 
0.91. The slope of the correlation line is 1.01 which indicates that the calculated isotropic 
59Co chemical shifts values compare satisfactorily with the experimental value. In Table 6.4， 
the 6caic/^ expt ratio ranges from 0.87 to 1.13. Knowing that all the experimental data are 
referenced to K3[Co(CN)6] in water and that the medium effect of ^ ^ o chemical shifts could 
be as large as 300 ppm,(6 29) the correlation line obtained in Figure 5.4 clearly demonstrates 
the suitability of the DFT-GIAO method (B3PW91/6-311+G*) f o r ^ ^ o shielding calculation. 
The chemical shifts of most of the transition metals including ^ ^ o have been 
interpreted by the FMR type empirical equations (See Chapter 3) for decades. As a step 
beyond, the calculations of ^^Co chemical shielding constants have been pursued using the 
INDO(6 3o) and FPT-CNDO/2(6 3i) methods where the calculated shielding constants are 
scaled by numerical factors (4.65 and 4.83, respectively) to achieve a reasonable agreement 
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Figure 6.12 Experimental versus Calculated (B3PW91/ 
























































































































































































































































































































































































































































































































































































































































































































































































































































with the experimental values. These numerical factors bear no physical significance and they 
merely indicate the deficiency of the INDO and FPT-CNDO/2 methods. While the results 
presented in Chapter 5 (obtained by the SOS-DFPT-IGLO method) show a significant 
improvement (the scaling factor reduced to ca. 2),(632) the ^ ^ o shielding constants 
calculated at B3PW91/6-311+G* level represent the best effort thus far reported in the 
literature. The fact that the average \ak/~xpt ratio is close to unity (1.01), which essentially 
denotes the absence of any scaling factor between the calculated and the experimental ^ ^ o 
chemical shielding constants, indicate the reliability of the DFT method in dealing with 
excited state property such as shielding. 
CSA and t| I t is encouraging to find that the calculated CSA and ” of C0(acac)3 and 
[Co(en)2(NO2)2]Cl agree favourably with the experimental data. However, it is surprising 
to find that the agreement between the calculated and experimental data for [Co(en)3]X3 (X 
=C1, Br and I), d5-[Co(en)2(N3)2]NO3, [Co(en)2NO3](NO3)2 and a^37W-[Co(en)2(N02)2]N03 
are not satisfactory. Since shielding calculation is very sensitive to the quality of the 
geometry employed, the successful calculation of [Co(NH3)4CO3]Br, [Co(NH3)6]Cl3, 
C0(acac)3 and [Co(en)2(NO2)2 ]Cl suggest that the failure may be due to the inferior quality 




In the first half of this chapter, a comprehensive account of the experimental 
technique for N M R static powder measurement and line shape analysis is given. The 
simulation routine written in C language was applied to analyze the ^^Co spectra of 11 
hexacoordinated Co(II I) complexes. The experimental solid state ^ ^ o N M R data thus 
obtained provide a good basis for the assessment of ^^Co chemical shielding calculation. 
The second half of this chapter demonstrated that hybrid HF-DFT XC functional 
(B3PW91 and B3LYP) are suitable for ^ ^ o shielding calculation compared to the pure 
density functional (BLYP). The performance of the B3PW91 functional is slightly superior 
to the B3LYP functional. We suggest that B3PW91/6-311 + G * or B3LYP/6-311 + G * is the 




CONCLUSION AND FUTURE WORK 
I n this thesis, it has been established that the ^ ^ o chemical shifts may be 
interpreted meaningfully using the hard and soft acid-base concept. For the series of 
hexacoordinated Co(II I) complexes studied by solution ^ ^ o N M R method, viz. 
[Co(NH3)5X](3+n)+ and [Co(CN)5X](2-n)-, the contributions of the nephelauxetic effect and 
the ligand field splitting to the ^^Co shielding range have been separated and are 
quantified to be ca. 1000 and 2000 ppm, respectively. I t is also shown that the origin of 
the global shielding range of Co(III) complexes, ca. 12000 ppm, arise mainly from the 
contribution of ligand field splitting rather than the nephelauxetic effect because the 
former is additive and consistent with the rule of average environment whereas the latter 
is not. The nephelauxetic effect, which describes the expansion of the 3d orbital, 
originates from the acid-base interaction between the central metal and the ligating atom. 
This charge transfer phenomenon is investigated by density functional study on a series of 
[Co(NH3)5X](3+n)+ complexes. Through the methods of Natural Bonding Analysis and the 
Mayer Bond Order Analysis, it has been verified that the Co 4s orbital dominates the 
metal-ligand interaction when the ligating species is hard. The same is true for Co 3d 
orbital when the ligating species is soft. The bond covalency arising from the ligand to 
metal charge transfer is shown to be the so-called “symmetry-restricted covalency" type. 
The above finding opens an exciting new possibility to quantify the hardness or 
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softness of a species, which are currently employed by chemist to predict or to rationalize 
the reactivity of a species, by measuring the corresponding shielding constant. A 
preliminary approach may utilize the ^^Co shielding tensor components and the Mayer 
Bond Order calculated for a series of [Co(NH3)5X](3+n)+ complexes based on the 
optimized structures to develop a correlation similar to that established in Chapter 3. 
The DFT method for the calculation of ^ ^ o shielding constants has been clearly 
established in this thesis. The common DFT methods have been tested for shielding 
calculation including the SOS-DFPT-IGLO method, uncoupled DFT method (using pure 
DFT XC functional) and "coupled" DFT method (using hybrid XC functional). Although 
SOS-DFPT-IGLO has been successfully applied to vanadate compounds (cf) as well as a 
number of systems containing atoms from the first and second rows with significant 
correlation effect, it fails to treat the ^ ^ o shielding constants of hexacoordinated Co(III) 
complexes. The inferiority of the ad hoc assumption in the SOS-DFPT formalism 
corresponding to the change in the exchange-correlation interaction of the excited states is 
revealed in ^ ^ o shielding calculation. The calculations on ^ ^ o chemical shielding 
presented in Chapters 5 and 6 show that the computational level B3PW91 /6-311 + G* or 
B3LYP/6-311+G* is cost/efficiency optimized for ^ ^ o shielding calculation. Further 
improvement in the agreement of the calculated and the experimental shielding 
components may be obtained when more accurate XC functionals and better experimental 
geometries are available. 
A non-linear least square iterative fitting routine for the spectral analysis of 
quadrupolar nuclei is developed based on the perturbation treatment of the Hamiltonian 
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which describes the effects of chemical shielding as well as the first and second order 
quadrupolar broadening. While this simulation routine works satisfactorily in the 
quadrupolar system wi th relatively large NQCC, it fails to account for the fine structure 
of the static spectrum for the systems with small NQCC. This failure is suspected to be 
originated f rom the phenomenon of multiple echoes and/or multiple quantum coherence. 
A new simulation routine, which is based on the equation of motion of the density matrix 
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A P P E N D K A 
M A T H E M A T I C A L DETAH^S FOR T H E D E R W A T I O N OF 
T H E RAMSEY Sf f lELDEVG E Q U A T I O N 
Defming a new quantity, v^ = Pj - qA。j，which is closely related to the 
Hamiltonian H in eq [2.14] and eq [2.10] is rewritten as shown in eq [A1]: 
H - 去 | { 巧 - 分 4 - 分 4 } 2 +厂 
= J L T { n r q A j ^ V 
2mfH , 4 叫 
- 括 { 小 卿 4 + 々 元 7 ) + 权 } + 7 
2m y_i 
[A1] 
Again dropping the term second order in A„j 
H - [ ^ E + + ^ f : ( V 4 + 々 〜 [ 幼 zntj^i ZWly_i 
The first term in eq [A2] is the Hamiltonian we have encountered in eq [2.14]. Since we 
have found the ground state eigenfunction of eq [2.14], i.e. | 中。>，we can take the 
second term as a perturbation with the corresponding first order perturbation energy given 
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by(2.2) 
V - < T 。 i - ^ f : ( V 々 + 々 〜 ) i T 。 〉 [ 幼 
2 m " i 
Here【、is a Hermitian operator which has the following property for any 少八 and ^B 
< Y j ^ l Y , ) - ( Y , l i t , . l T , ) ^ [A4] 
( Y j i ! , l T , ) - 〈 Y j i ? , . l T j 岡 
where the asterisk 0 denotes the complex conjugate. For convenience, the summation 
may be temporarily taken outside the integral since summation and integration commute. 
V - — E [ 〈 T J V 々 T 。 > + < Y A , ^ y l Y 。 > 】 
[A6] 
Invoking eq [A4] and treating A ^ | f。> as a single ket vector: 
E _ - - ¾ [ < ^ . L 4 V - j T / . ( T X , . f f , l Y , ) ] 
[A7] 
Employing eq [A5]: 
‘ - - ¾ [ ( T , U V - J T ; . ( T X , . ^ , I T , > ] 
[A8] 
The explicit form of A ^ in eq [2.13] shows that A „ / = A„j, therfore, eq [A7] simplies to 
eq [A9]. 
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V - - ^ E < ^ X / W 
WIy-l 
[A9] 
- - f 〈 T j f 々 W 
讲 y-1 
Writ ing A ^ and TTj explicitly, we obtain 
u N 2 Y r 
V - ~ i < ^ J E V .(巧-^^丨赞。〉 [ 糊 
/-1 Tj 
\ 
Using the basic vector algebra relationship 
AXB'C - A 'BXC [训 
Equation [AlO] is recalculated to give 
E _ - - i f i (^o'E^^(Pj-^^oj)l^J 
4ix m y-i r 
】 [A12] 
- - J i i l ( T i f A ® - ^ p - r X / J Y , ) 
4nm %tr r � r f 乂 ‘ 
In the absence of a magnetic field，the orbital angular momentum of the j th electron about 
the nucleus is given by 




Therefore, the perturbation energy becomes 
五 - " - -会 +〈平。丨亡马 1中。〉 47C m j.i J.^ 
】 [A14] 
+ ^ S <赞。1亡"^^.。1々平。〉 
471 m j.i r � 
Substitution of | f。> from eq [2.16], we obtain 
. ^ . . ^ ^ , ( o u E ^ ' < - n E ^ M o K E ^ i " > ] 
47im n E^-E^ y-i r； ” 五。-么《 
[A15] 
+ ⑷ 〈 0 丨 + 5 ： 兴 * 〈 ” 丨 ] E 4 - o ^ [ i o 〉 + E ^ i ” > 】 
4ii m „ Eo'^n J-i rJ ” 也。-也《 
Keeping only the terms linear in Hpert or A。j，eq [A15] is transformed to eq [A16]. 
, ; „ _ _ 告 { [ 5 ： 兴 ( „ 丨 碎 丨 0 > + 
471 m „ ^o'^n J'i rJ 
5 : ^ ^ ( O l f : l : i , . > ] [A16] 
n ^o'^n J-l r] 
+ 。 f 〈 o i E 4 “ . 5 x 4 . i o 〉 
471 m ^ r] 
For any wavefunction | f>，Hp^rt can be simplified in the following way. 
H _ [ ± t , � A � j — 
[A17] 






H ^ . ' - i i ^ o j P j ["i8] 
my_i 
Combining eqs [A16] and [A18], we have ‘ 
“ 〈 O l - f f > » 〉 N . , f 
C - - 劫 E ~^E~~〈”丨 E ^ 10〉 
4冗 m n K'^n M rJ 
J 
<”丨-+亡又/巧丨。〉N , . r [A19] 
^ E - ^ ~ ~ � o E � w ] 
n ^o'^n 7-1 rj 
+ 钱 0 ) 丨 全 4 口 讽 丨 0 〉 ] 
471 m j-i r： 
Writing A。』explicitly, E\^^ is given by eq [A20]. 
u 〈 O l - i f » V / > 〉 N p . f 
E'_ - - ⑵ E 2 二 E——〈”丨 E ^ 10) 
47C m n ^o'^n ；-1 rf 
<”|-去全互。巧歹7丨0〉N p . r 
^E y ^——〈05：卞〉] 
n ^o'^n y-l Tj 
+ 告 £ [ ^ 4 ^ - 0 ^ ^ ^ 0 ' 0 ) ] 
[A20] 
Again, using the relationship of vector triple product (eq [A11]) and the defmition of 
angular momentum in eq [A13], eq [A20] is rewritten in the form of eq [A21]. 
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j 
C - ~J：(五厂五丄1 [�Olf：^。">〉〈"丨£#10� 
oTim^ n ; - i j-1 r j 
+ ( O l f ; ^ l n ) { n l j ^ B . ' l j l O ) ] [A21] 
;-i r] y-i 
+ ¥ [ <oi-,i^ r-^B^Xr.lO)] 
8l im y-l /.J 
In Cartesian coordinates, L j , t^，B。and r』are expressed in the following way 
J j - � “ ljyf + hz^ 
P - ^x ' " + M， + ^^z£ 
[A22] 
So-BoJ+Bj+Bj 
0 “ ^j^ ^ y/ ^ h^ 
and the operation for r^ X B。X Fj in eq [A21] is explicitly written as shown below 
0 X So - (yjB,r^j^ay) f + (^A.-^Az) / + ( : A r W 它 
{ f j X 瓦）X f) - KzfB。 : -x j^ jB。》 - (Xjy jB^-y>J] i 
+ K ^ - v A . ) - o^Mz - ^ V J / ["3] 
、 . 
+ [ 0 ' / ^ a z - % V - ( ^ A x - ^ ^ o z ) l 它 
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Combining eqs [A21], [A22] and [A23], we obtain the final expression (eq [A24]) for the 
perturbation energy. 
< ^ - - # E ( V U - i [ <oiEo^^+V/v+V>〉〈《丨 E … 卞 ‘ ： 仏 10) 8wm^ n j-\ j-i f j 
+〈Olf：",卞仏丨》〉(nlE(^ax^x-V^^VPlO> ] j-i rJ ;-i 
2 N 
+ ¾^《01,石々 { ^ ^ [ ( zX -vAz ) - (〒Ay”^U ] + 
S^[(太/五。y-〒A^ -<¥A«-¾2B。P】+^ J^¾2五《-y,A^ -(明及《-叉/五《)】} 10〉 
[A24] 




A N A L Y S I S OF T H E SIGN OF P A R A M A G N E T I C A N D 
DLVMAGNETIC SHDELDEVG 
Without losing generality, we consider the case of isolated closed-shell atom. 
Referring to eq [2.17], a^ ( i = x,y,z) is given by 
a ^ - - ^ : ^ E (^n-^o)-^[〈01 L J - 〉 < - ' E ^ 10) 
4冗 2m n y-1 7*y 
+ { 0 \ j ^ ! j l \ n ) ( n l L , I O > ] ¢ 1 ] 
)-i rJ 
+ p # [ <oiE i # 10)] 
4n 2m Px r] 
where the summation of lj has been written as shown in eq [B2]. 
L . ' - h , 即] 
; - l 
For simplicity, we define a new operator C(2 3) where 
羅 y \n) (nl ¢ 3 ] 
n (E^E) 
Thus eq [B1] becomes eq [B4]. 
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* 
o „ - - ^ ^ [ (01 L , c f ^ 10) + ( O l f i c I J O > ] 
4Tt 2历2 y-1 rJ y-i r； 
. ^ f [ ( o i E ^ i o > ] 
471 2m p{ rJ 
[B4] 
ayy and a^ ^ are obtained similarly and ais。is calculated as 
Oiso • j(<'xx+%+^zz) 
——!^^^ [ (Ol L c T 1上 10) + (01 L c ^2 h 10〉 
^ . o 1 * A^ 3 y *^ 3 
24 71 nr j-i rJ ; - i r] 
+ ( O l L ^ c f ： ^ 10) + ( 0 ^ ^ C L J O 〉 y-i r] y-i rJ 
N I N I 
+ (olJ^ JL c L^ 10) +〈0152 ^ C L^ l0> ] j-i r] J'i rj 
11 a^ N 2 _ _ 2 N 广 2 2 
+ M [ ( o i v Z L A 10) + ( o i ^ J ^ 10) + 247u m j-i r] ;-i r] 
N ,2 2 
( O l ^ ^ ^ 10〉] 
y-1 r； 
[B5] 
Equivalently, eq [B5] can be rewritten in vector form: 
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a^ , - - J i ^ [ (O l L c f ^ 10〉+ (Ol f： 4 C L \ 0 ) ] 
tso ^ . o 1 L^ 3 *^ 3 
24 7um^ ; - i T] ; - i r^ 
+ 1 ^ ( O l f 丄 10〉 
12it m p( Tj 
園 
or 
a ^ - - ^ E (五厂〜-1[�01 … < " l f : 4 10� 2471 m^ n j-i rj 
N 1 n j2 N 
+ (O lV ^ l n ) (nl L l0> ] + ^ ^ (OlJ：丄 10〉 fX r] 24nm ；-i r. 
CB7] 
Since the orbital angular momentum of the electrons are non-negative, eq [B7] 
immediately shows that in the case of non-zero contribution, the paramagnetic 
contribution (the first term) to 口丨知 is always negative while that of the diamagnetic 
contribution is always positive. The diamagnetic contribution to the induced magnetic 
field of eq [2.4] opposes to B。while the paramagnetic contribution is in the same 
direction of B。. 
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APPENDIX C 
G E N E R A L I Z A T I O N O F E Q U A T I O N [3.4] T O EVCLUDE 
T H E EFFECTS OF 7r-BONDEVG 
The orbital population P* , is defined as(3 i4) 
occ 
p,,v - E � “ X a 
[C1] 
where n^ is the number of electrons in the ath fi l led molecular orbital and a^  is the 
coefficient of the ith d-orbital in the ath MO. 
Adopting the so-called "atom-in-a-molecule" approach, the Ramsey Shielding 
equation can be expressed as a function of orbital population imbalance of valence 
electrons.(3 i4) The relevant equations for d-orbitals are employed to derive eq [C2]:(3 ^ 
< ^ - o S 4 0 ^ + < - 2 o : ) 
• - - 错 々 、 { 6 [ P , . - P ^ . , . . i ( P ^ . P ^ ) - P ^ - SP^.y2P^ 
+ 2 W ( P ^ + P^)(3P:2 + P " + P J } 
[C2] 
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where the abbreviation P! s p^ is used. Writ ing 




< - < - _ ^ ^ " 3 ^ { -6U, + 6PJJ, - 6PJJd + 8 P , 2 _ , ^ 
.2PJ>yz - (P^ . P^)(3P^. . P,._^. . P^ } 
_ - 幾 " - { 琴 《 - 精 ) } 
[C4] 
where 
m - 6PJP,2 - i > " + j ( P ^ + / y - / g + 8 i> ,2_ , ^ 
+ 2 ¾ - (P^ + Py,)(3P,2 + />" + P^ 
[C5] 
When P^ is equal to Py” we have 




GEOMETRY OPTEVIIZATION OF CoH AND CoO 
Both the CoH and CoO molecules wi l l provide a difficult test of the ability of the 
XC functional and the basis set combinations to accurately account for the electron 
correlation effects between the energetically low-lying excited states and the ground state. 
Since CoH and CoO molecules have small HOMO/LUMO gaps, the SCF convergence is 
facilitated by allowing fractional occupancies(。” unless stated otherwise. Our results are 
compared with several calculations from other groups who used different post-HF 
m e t h o d s . ( D 2) The dependence of the optimised bond lengths (R^) for the CoOCL ) and 
CoH(3$) ground state molecules using different basis sets and XC functional combinations 
are presented in Tables 5.1 and 5.2 respectively. 
For CoO, the most accurate results are obtained for the basis set/functional 
combinations TZVP/BP {R, = 3.0489 a。）and TZVP/PP (R^ = 3.0355 a。）which are 
within the range of experimental values from 3.02 to 3.083 %.^2a) jj^ general the effect 
of fractional occupation causes a lengthening of R^ by ca. 0.0054、and is negligibly 
small. In short, the calculated R^ values are shown to be fairly insensitive towards basis 
set size and functional type. For CoH, it is shown that the calculated R^ values are more 



































































































































































































































































































































































































































































































































































































compared to the experimental value of ca, 2.91 a。.(® �） i n comparison, studies by Chong 
et fl/.(D2b) (/e/SDCL) = 2.889, R,{CFF) = 2.977 and ^JMCPF) = 2.895 a。）and 
Freindorf et a/.(D2e) (RXCAS/Cl) = 2.81 a。）indicate that the optimised R, values are also 
very sensitive to the particular post-HF electron-correlation method employed. The 
TZVP/PP combination (R^ = 2.816 a。）compares closely to Freindorf's value. In 
general, the PW91 functional produces significantly smaller 凡 values for all of the basis 
sets employed. 
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A P P E N D K E 
A NON-LEVEAR I T E R A T W E LEAST SQUARE FITTEVG 
PROCEDURE FOR T H E ANALYSIS O F 
SOLH) STATE N M R STATIC SPECTRUM OF Q U A D R U P O L A R NUCLEUS 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
MODULE: MAIN .C 
The d e f i n i t i o n s of para[] and layout[] are re ferred to i n d e x . 1 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 * / 
#include " m a i n . h " 
int main( ) 
{ 
int i , k； / * running index • / 
FILE *nread ; / * declarat ion * / 
char f i l e _ e x p t [ 5 0 ]； / * for data * / 
char dummy； / * in-output * / 
double para [17] ； / * array containing the 
spectrum parameters * / 
int layout[20]； / * array de f ined the layout 
of the simulation 
spectrum * / 
int M, N； / * number of data points (M) 
and var iables (N) * / 
double * xc ; / * pos i t ion vector of 
the var iables * / 
double *Expt； / * declare the matrice 
storing the expt 
spectrum • / 
double * c fvec ; / * de f ined as the d i f f e r e n c e 
between the simul and expt 
spectra * / 
int i f l a g , in fo , lwa; / * declaration for the * / 
int *c iwa ; / * non-linear f i t t e r * / 
187 
double t o l ; / • . * / 
double *cwa; / • • * / 
double maxinten； / * normalization of the 
expt spectrum • / 
” 
input the i n i t i a l parameter and boundary conditions 
叫 
i n p u t ( & N , & M , p a r a , l a y o u t )； 
/ * 
memory a l l o c a t i o n for xc 
“ 
i f ( (xc 二 （double *) m a l l o c ( ( N + l ) * ( s i z e o f ( d o u b l e ) ) ) ) 
= = N U L L ) MemoryProblem()； 
i = 1； / * xc[0] is not used • / 
for ( k= l l ; k < 20； k++) 
{ 
i f (layout[k] > 0) 
{ 
xc [ i ] = para [k-8]； 




memory a l locat ion for the expt spect (Expt) and- cfvec 
* / 
i f ( (Expt = (double *) m a l l o c ( ( M + 1 ) * ( s i z e o f ( d o u b l e ) ) ) ) 
= = N U L L ) MemoryProblem()； 
for (k=0; k < M + 1； k++) 
Expt[k] = 0 . 0 ; 
i f ( (cfvec = (double *) m a l l o c ( ( M + 1 ) * ( s i z e o f ( d o u b l e ) ) ) ) 
= = N U L L ) MemoryProblem()； 
for (k=0; k< M + 1 ； k++) 
cfvec[k] = 0 .0； 
/* 
input the experimental spectrum 
- - • */ 
printf( "\nName of the experimental f i l e = " ) ; 
s c a n f ( " % s " , & f i le _expt )； 
dummy = getchar( )； 
nread = fopen ( f i le _expt , " r " )； 
i f (nread != 0) 
{ 
for (k=l ; k<(M+1)； k++) 
f s c a n f ( n r e a d , " % l f \ n " , &Expt[k])； 
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pr int f { "Cannot open the f i l e " )； 
e x i t ( 1 ) ； 
} 
” 
normalize the expt spectrum 
“ 
maxinten = 0 .0； 
for (k = 1； k < (M+1) ； k++) 
i f (Expt[k] > maxinten) maxinten = Expt[k]； 
for (k = 1； k < (M+1)； k++) 
Expt[k] = (Expt[k] / maxinten) * 5 0 . 0 ; 
/* 
setting for the minimization 
* / 
tol = l.Oe-10； 
lwa = M*N + 5*N + M； 
/* 
memory al location for wa and ciwa 
“ 
i f ((cwa = (double *) malloc( (lwa + 1 ) * ( s i z e o f ( d o u b l e ) ) ) ) 
= = N U L L ) MemoryProblem()； 
i f ( (ciwa = (int • ) malloc( (N + 1 ) * ( s i z e o f ( i n t ) ) ) ) 
= = N U L L ) MemoryProblem()； 
/* 
start of minimization 
* / 
l m d i f l _ ( f p a r a ( p a r a ) , f l a y o u t ( l a y o u t ) , f E x p t ( E x p t ) • & M , & N , x ( x c ) , \ 







case 0 : printf(“improper input parameters ! " ) ; break; 
case 1 : pr intf ( "algorithm estimates that the relative error\n")； 
p r i n t f ( “ i n the sum of squares is at most %lf！\n\n", t o l ) , 
break； 
case 2 : pr intf ( "algorithm estimates that the relative error\n")； 
printf ( "between x and the solution is at most")； 
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p r i n t f ( " %lf !\n\n" , tol)； break； 
case 3 : p r i n t f ( " a l g o r i t h m estimates that the re lat ive error\n")； 
p r i n t f ( " b e t w e e n x and the solution , and in the sum of\n" )； 
p r i n t f ( " i s at most %10 . lO f !\n\n" , tol)； break； 
case 4 : p r i n t f ( " f v e c is orthogonal to the columns of the\n")； 
p r i n t f ( " j a c o b i a n to machine precision!\n\n" )； break； 
case 5 : pr intf ( "number of calls to fcn has reached o r \ n " ) ; 
p r i n t f ( " e x c e e d e d 200 * (n+ l ) !\n\n " )； break ; 
case 6： p r i n t f ( " t o l is too small. no further reduction in\n")； 
p r i n t f ( " t h e sum of squares is p o s s i b l e ! \ n \ n " ) ; break ; 
case 7 : p r i n t f ( " t o l is too small. no further improvement in\n")； 
p r i n t f ( " t h e approximate solution x is p o s s i b l e ! \ n \ n " ) ; 
break； 
} 
o u t p u t ( p a r a , x c , c f v e c , E x p t , M , l a y o u t )； 
e x i t ( 1 )； 
} 
/ * = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
FUNCTION： MemoryProblem() 
… … = = = … … = … = = … … ： … = … … … … = = … = = = = = … … = = = … * / 
void MemoryProblem (void) 
{ 
printf( "Terminat:ing execution! !\n\a")； 
ex it ( 1 )； 
} 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
MODULE: INPUT.C 
The def in it ions of para [] and layout[] are referred to index . 1 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 * / 
#include "common.h" 
void input( int *N, int *M, double para[] , int layout[]) 
{ 
FILE *nread; 
char f i l e _ p a r [ 5 0 ] , f i le_expt[50]； 
char dummy, reply_c ; 
char dummy_s t ring[2 0]； 
double temphifreq, templofreq, tempchi, tempalpha； 
double tempbeta, tempgamma； 
int R , k ; 
int reply_ i ; 
/ -* 
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i n i t i a l parameter input； the dummy entries (dummy_string) 
are added to bypass the comments in the parameter input f i l e 
( input . log ) 
* / 
nread = f o p e n ( “ i n p u t . l o g “ , “ r “ )； 
i f (nread != 0) 
{ 
for (k=0/ k<4; k++) f s c a n f ( n r e a d , " % s \ n " , &dummy_string)z 
f s c a n f ( n r e a d , " % d \ n " , M )； 一 
for (k=0; k<3； k++) f s c a n f ( n r e a d , " % s \ n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " • & ( p a r a [ 1 ] ) )； 
for (k=0; k<4; k++) f s c a n f ( n r e a d , " % s \ n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , & t e m p h i f r e q )； 
for (k=0; k<4; k++) f s c a n f ( n r e a d , " % s \ n " , &dummy_string)； 
f scanf (nread , "% l f\n " , & templofreq )； 
for (k=0; k<3; k++) f s c a n f ( n r e a d , " % s \ n " , &dummy_string)； 
f s c a n f ( n r e a d , " % d \ n " , & ( l a y o u t [ 1 ] ) ) ； 
for (k=0; k<5; k++) f s c a n f ( n r e a d , " % s \ n " , &dummy_string)； 
f s c a n f ( n r e a d , " % d \ n " , & ( layout [ 2 ] ) )； 一 
for (k=0; k<6; k++) f scanf (nread , "%s\n " , &dummy_string)； 
f s c a n f ( n r e a d , " % d \ n " , & ( layout [3 ] ) )； _ 
for (k=0; k < 3 ; k + + ) f scanf (nread , "%s\n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , & (para [3]) )； 
for (k=0; k<4； k++) f scanf (nread , "%s\n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , & (para [ 2 ] ) )； 
for (k=0; k<2； k++) f scanf (nread , "%s\n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " • & ( p a r a [ 4 ] ) )； 
for (k=0； k<2; k++) f scanf (nread , ”%s\n" , &dummy_string)； 
f s c a n f ( n r e a d / " % l f \ n " , & ( p a r a [ 5 ] ) )； -
for (k=0； k<2； k++) f scanf (nread , "%s\n " , &dummy_string)/ 
f s c a n f ( n r e a d , " % l f \ n " , & (para [6]))； 
for (k=0; k<2; k++) f scanf (nread , "%s\n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , &tempchi)； 
for (k=0; k<4； k++) f scanf (nread , "%s\n " , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , & (para [ 8 ] ) )； 
for (k=0; k<5; k++) f scanf (nread , "%s\n" , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , &tempalpha)； 
for (k=0； k<5; k++) f scanf (nread , "%s\n" , &dummy_string)； 
f s c a n f ( n r e a d , " % l f \ n " , &tempbeta)； 
for (k=0； k<5; k++) f scanf (nread , "%s\n" , &dummy_string)/ 
f s c a n f ( n r e a d , " % l f \ n " , &tempgamma)； 
for (k=0; k<6; k++) f scanf (nread , "%s\n" , &dummy_string)； 
f s c a n f ( n r e a d , " % d \ n " , & ( l a y o u t [ 4 ] ) )； 
for (k=0； k<2; k++) f scanf (nread , "%s\n" , &dummy_string)； 





printf ( "Cannot open the f i l e " )； 




since eta and e2qQ/h are not independent, it is necessary 
to convert eta to a newly defined quantity 
( 1 / 2 ) * (l+eta) * e2qQ/h 
for the manipulation in minpack. 
* / 




para[7] = tempchi * 1 0 0 0 0 0 0 . 0 ; 
para[9] = tempalpha • pi / 1 8 0 . 0 ; 
para[10] = tempbeta * pi / 1 8 0 . 0 ; 
para [11] = tempgamma * pi / 1 8 0 . 0 ; 
para [12] = temphifreq * 1 000 . 0 • layout[5]； 
para [13] = templofreq * 1 0 0 0 . 0 • layout[5]； 
para [14] = (temphifreq - templofreq) * 1 0 0 0 . 0 / (*M - 1 ) ; 
/* 
storage of the i n i t i a l variable parameters； layout[11-19] 
are used to memorize the parameters to be var ied ; a l l 
the nine parameters are default to be varied 
“ 
for (k=ll； k< 20 ; k++) layout[k] = 1； 
menul： 
system(“clear“ )； 
p r i n t f ( " \ n " )； 
p r i n t f ( “ * * * * * * * * * * * * * * * * * * * * * * * * *\n”)； 
printf ( "MENU FOR THE MINIMIZATION\n") ; 
p r i n t f ( " * * * * * * * * * * * * * * * * * * * * * * * * * X n X n " ) ； 
p r i n t f ( " 1 . Broadening factor (%d )\n" , layout[11] )； 
p r i n t f ( " 2 . Delta-11 (%d )\n" , layout[12] )； 
p r i n t f ( " 3 . Delta-22 (%d) \ n ' M a y o u t [ 1 3 ] )； 
p r i n t f ( " 4 . Delta-33 (%d) \ n ' M a y o u t [14])； 
p r i n t f { " 5 . e2qQ/h (%d )\n" , layout[15] )； 
p r i n t f ( " 6 . eta ( %d )\n 'Mayout [ 16 ] )； 
p r i n t f ( " 7 . Alpha ( % d ) \ n " , l a y o u t [ 1 7 ] ) ; 
p r i n t f ( " 8 . Beta ( % d ) \ n " , l a y o u t [ 1 8 ] ) ; 
p r i n t f ( " 9 . Gamma (%d )\n" , layout[19] )； 
p r i n t f ( " 0 . Start Minimization\n\n") ; 
pr int f ( "<< Select 1-9 for tninimization setting >>\n\n")； 
p r i n t f ( " S e l e c t i o n ( f ix = 0； to be varied = 1 ) ： " ) ; 
s c a n f ( " % d " , &reply_i )； 
dummy = getchar( )； 
switch(reply_i ) 
{ 一 
case 9： layout [19] = ！ (layout[19])； goto menul; 
case 1 : layout [11] = ！ (layout[11])； goto menul; 
case 2 : layout[12]=！ (layout[12])； goto menul; 
case 3 : layout [13] = ！ (layout[13])； goto menul; 
case 4 : layout[14]=！ (layout[14])； goto menul； 
case 5 : layout [15] = ! (layout[15])； goto menul; 
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case 6： l a y o u t [ 1 6 ] = ! ( l a y o u t [ 1 6 ] )； goto menul； 
case 7： layout[17] = ! ( layout[17] )； goto menul; 
case 8： l a y o u t [ 1 8 ] = ! ( l a y o u t [ 1 8 ] )； goto menul; 
case 0 : break ; 
} 
/ * 
determine the number of variables 
" 
*N = 0 ; 
for ( k= l l ; k < 20； k++) *N = *N + layout[k]； 
return； 
} 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
MODULE: FCN.C 
This module is called by fortran codes, the de f in i t ions of para [] 
and layout[] are referred to index .2 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 * / 
#include "common.h" 
void fcn_ (double para[ ] , int layout [] , double E x p t [ ] , i n t *M, int *N, \ 
double x c [ ] , double cfvec [] , int * i f lag ) 
{ -
int i , j , k ; / * running index • / 
double *Spec; / * Simulation Spectrum * / 
double maxinten； / * normalization of the simulation spectrum * / 
int Points； / * number of points in the actual calculation * / 
double tempchi, eta, tempalpha, tempbeta, tempgamma； 
/* 
memory allocation and i n i t i a l i z a t i o n for Spec 
* / 
Points = *M * layout[4]； 
i f ( (Spec = (double *) m a l l o c ( ( P o i n t s ) * ( s i z e o f ( d o u b l e ) ) ) ) 
= = N U L L ) MemoryProblem()； 
for (k=0； k< Points； k++) 
"Spec [k] = 0 . 0 ； 
/ * 
assign the variables xc[i] to the corresponding para[k] 
* / 
i = 0 ; 
for (k=10; k < 19； k++) 
{ 
i f (layout[k] > 0) 
{ 
para [k-8] = x c [ i ] ; 
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* ^ 




show the current variables 
“ 
tempchi = para [6] / 1000000.0； 
eta = 2 . 0 * para[7] / tempchi - 1 . 0 ; 
tempalpha = fmod(para [8] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) ; 
tempbeta = fmod(para[9] • 1 8 0 . 0 / p i , 3 6 0 . 0 )； 
tempgamma = fmod(para[10] • 1 8 0 . 0 / p i , 3 6 0 . 0 ) ; 
pr int f (“\n\nCURRENT PARAMETERS \ ( [0] = constant\; [1] =••) ; 
p r i n t f ( " variables\)：\n\n")； 
p r i n t f ( " [ % d ] Gaussian broadening = %f Hz \n", layout[10] , para[2] )； 
p r i n t f ( " [ % d ] S l l = %f ppm\n", l a y o u t [ l l ] , para[3] )； 
p r i n t f ( " [ % d ] S22 = %f ppm\n", layout[12] , para[4] )； 
p r i n t f ( " [ % d ] S33 = %f ppm\n", layout[13] , para[5] )； 
p r i n t f ( " [ % d ] Chi = %f MHz\n", layout[14] , tempchi)/ 
p r i n t f ( " [ % d ] Eta = %f \n", layout[15] , eta)； 
p r i n t f ( " [ % d ] Alpha = %f degree\n", layout[16] , \ 
tempalpha)； 
p r i n t f ( " [ % d ] Beta = %f degree\n", layout[17] , \ 
tempbeta)； 





k = 0； 
i f ( ( 2 . 0 * para[7] • 1 000000 . 0 / para [6] - 1 . 0 ) > 1 . 0 ) k = k + 1 ; 
i f ( ( 2 . 0 * para [7] * 1000000 . 0 / para[6] - 1 . 0 ) < 0 . 0 ) k = k + 1 ; 
i f (para [2] < 0 . 0 ) k = k + 1； 
i f (para[3] < para [4]) k = k + 1； 
if (para [4] < para[5] ) k 二 k + 1； 
i f (fmod(para[8] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) > 90 . 0 ) k = k +1； 
i f (fmod(para[8] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) < 0 . 0 ) k = k +1； 
i f (fmod(para[9] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) > 90 . 0 ) k = k +1； 
if (fmod(para[9] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) < 0 . 0 ) k = k +1； 
i f (fmod(para[10] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) > 180 . 0 ) k = k +1； 
i f (fmod(para[10] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) < 0 . 0 ) k = k +1; 
printf( "\nBoundaries encountered = %d \n\n", k)； 
i f (k > 0) 
for (i = 0； i < *M; i++) cfvec[i] = 1 . 0 e 2 0 ; 
else 
{ 
shape(para , layout ,Spec ,Points)； 
j = para[ll] / para[13] / layout [4] * (layout[4] - 1)； 
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» » 
for (i = 0； i < *M; i++) 
{ 
c f v e c [ i ] = Spec [j] - Expt [i]； 
j = j + 1； 
} 
} 
f ree (Spec )； 
return； 
} 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
MODULE: SHAPE.C 
The d e f i n i t i o n s of para[] and layout[] are referred to i n d e x . 2 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 * / 
#include " s h a p e . h " 
int shape (double p a r a [ ] , int layout [] , double Spec[ ] , int Points) 
{ 
int check, i , j , k , t , J , E, F； 
double *tmpSpec; 
double Resol , Imin, XK, RJ, I ntens ity , maxinten； 
/* 
calculate the spectrum 
* / 
/ * include the S a t e l l i t e Transit ion * / 
i f ( layout[1] != 0) 
{ for (para [14] = p a r a [ l ] ; para [14] >= - (para [1] - 1 . 0 ) ; \ 
para[14]--) 
{ p a r a [ 1 5 ] = 
sqrt (para [1] * (para [1] +1) 
- p a r a [14] * (para [14] -1))； 
check = Powder(para , layout ,Spec ,Points ,LineCSANQCC)； 
i f (check) 
{ switch (check) 
{ 
case 1 : printf ( "\n\aNot enough memory ava i lable “ 
"to do the p a r t i t i o n ! \ n " ) ; break ; 
case 2 : printf("\n\aSome sort of d i v i s i o n by zero “ 
"attempted. Check parameters！\n")； 
break； 
case 3 : printf(“\n\aThe spectrum consists of a" 
" s ingle l ine subspectrum. Check" 
"parameters！\n")； check = 0 ; 
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break ; / * only a warning * / 
case 4 : check = 0； b reak ; 





e l s e / * Central T r a n s i t i o n only * / 
{ para[14 ] = 0 . 5 ; 
para[15 ] = 1 . 0 ； 
check = P o w d e r ( p a r a , l a y o u t , S p e c , P o i n t s , L i n e C S A N Q C C )； 
i f (check) 
{ switch (check) 
{ case 1 : p r i n t f ("\n\aNot enough memory a v a i l a b l e •’ 
" to do the p a r t i t i o n ! W ' ) ; break ; 
case 2 : printf ( "\n\aSome sort of d i v i s i o n by zero “ 
"attempted. Check parameters！\n")； b reak ; 
case 3 : pr int f ( "\n\aThe spectrum consists of a s i n g l e “ 
" l i n e subspectrum. Check parameters！\n")； 
check = 0； break； / * only a warning * / 
case 4 : check = 0； break； / • Spectrum exceeds l imit * / 





prepare a dummy simulation spectrum for further processing 
* / 
i f {(tmpSpec = (double *) m a l l o c ( ( P o i n t s ) * ( s i z e o f ( d o u b l e ) ) ) ) 
= = N U L L ) MemoryProblem()； 
for (k=0； k< Po ints ; k++) 
tmpSpec[k] = 0 . 0 ； 
/* 
guassian L ine Broadening 
* / 
Resol = para [13] ； / * Resolution of the Spectrum * / 
Imin = 0 . 0 0 0 0 1 ; / * threshold for noise • / 
XK = -2 .7726 / (para[2] * para [2])； / * broadening factor * / 
/ * check the necess i ty of l i n e broadening * / 
i f ( ( abs (para [2]) >= a b s ( 0 . 5 * Resol ) ) && \ 
(layout[2] != 0 ) ) 
{ 
for (k = 0； k < Points； k++) 
{ 
tmpSpec[k] = tmpSpec[k] + Spec [k]； 
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‘ 、 
I n t e n s i t y = Imin + 0 . 0 0 0 0 1 ; 
f o r ( J = 1 ; I n t e n s i t y >= lmin; J++) 
{ RJ = f l o o r ( J ) * Resol； 
I n t e n s i t y = Spec [k] • exp(XK • RJ • R J ) ; 
E = k - J ; 
F = k + J ; 
i f (E >= 0) tmpSpec[E] = tmpSpec[E] + Intensity； 
i f (F < Points) 
tmpSpec[F] = tmpSpec[F] + Intensity； 
} 
for (k = 0； k < Points； k++) 
{ Spec [k] = tmpSpec[k]； 




normalize the simulation spectrum 
* / 
maxinten = 0 . 0； 
for (k = 0； k < Points； k++) 
i f (Spec[k] > maxinten) maxinten = Spec[k]； 
/ • start normalization * / 
for {k = 0； k < Points； k++) 
Spec [k] = (Spec[k] / maxinten) * 5 0 . 0 ; 
i f ( layout[3] > 0) / * sh i f t the simulation spectrum by * / 
/ * layout[3] points * / 
{ 
for (k = 0 + layout[3]； k < Points ; k++) 
{ t = k - layout[3]； 





for (k = 0； k < Points + layout[3]； k++) 
{ t = k - layout[3]； 
tmpSpec[k] = Spec [t]； 
} 
} 
for {k=0； k < Points； k++) 




/* = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
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FUNCTION: LineCSANQCC() 
PURPOSE： calculates frequency and intensity for a given 
orientation of the magnetic f i e l d in the CSA and 
EFG tensor 
= … = … = … … = : = … … ： … … = … ： … … … … … … = = = … … … • / 
int LineCSANQCC( double cosx, / * } d ircetion cosines of * / 
double cosy, “ } magnetic f i e l d vetor * / 
double cosz, / • } in CSA tensor * / 
double * freq , / * address for frequency * / 
double *amp, / • address for intensity * / 
double para []) 
{ 
double Qnew, P s i l , Ps i2 , CSX, CSY, CSZ; 
double CS_2Ph, CS_2Ph2, CS_z2 , CS_z4； 
double AMM, BMM, Aphi , Bphi ; “ 
double S l l = para [3]； 
double S22 = p a r a [ 4 ] ; 
double S33 = para[5]； 
double Eta = ( 2 . 0 * para[7] ) * 1 000000 . 0 / para[6] - 1 .0； 
double Chi = para [6]； 
double alpha = para [ 8]； 
double beta = para [9]； 
double gamma = para[10]； • 
double Spin = para[1]； 
double SpinZ = para [14]； 
double Fnew = para [0]； 
Qnew = 3 . 0 * Chi / ( 2 . 0 * Spin * ( 2 . 0 * 
Spin - 1 . 0 ) )； 
Psil = cosx * cos(alpha) + cosy * s i n ( a l p h a ) ; 
Psi2 = cosy * cos(alpha) - cosx • s in (alpha)； 
CSX = cos(gamma) * cos(beta) * Psil + sin(gamma) * Psi2 -
cos(gamma) * s in(beta) * cosz; 
CSY = -sin(gamma) * cos(beta) * Psil + cos(gamma) • Psi2 + 
sin(gamma) • s in(beta) * cosz; 
CSZ = sin(beta) * Psil + cos(beta) * cosz; 
i f (cosz < 1 . 0 ) CS_2Ph = (cosx * cosx - cosy * cosy) / 
( 1 . 0 -cosz * cosz)； 
else CS_2Ph = 0 . 0 0 0 0 0 0 ; 
CS_2Ph2 = CS_2Ph * CS_2Ph; 
CS_z2 = cosz * cosz； 
CS z4 = CS z2 * CS z2 ; 
« M ^ ― — 
AMM = 2 4 . 0 * SpinZ • (SpinZ - 1 . 0 ) - 4 . 0 * Spin * (Spin + l . 0 ) 
+ 9 . 0 ; 
BMM = 1 2 . 0 * SpinZ * (SpinZ - 1 . 0 ) - 4 . 0 * Spin * (Spin + 1 . 0 ) 
+ 6 . 0 ; 
Aphi = ( 1 . 5 + Eta * CS_2Ph) * (CS_z2 - CS_z4)； 
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» 、 
Aphi = Aphi + Eta * Eta / 6 . 0 * ( 1 . 0 - CS_z2 - CS_2Ph2 * 
( 1 . 0 - 2 . 0 * CS_z2 + C S _ z 4 ) ) ; _ 一 
Bphi = 0 . 3 7 5 * ( 1 . 0 -2.0 • CS_z2 + CS_z4) - Eta / 4 . 0 • CS_2Ph * 
( 1 . 0 - CS_z4)； _ — — 
Bphi = Bphi + Eta * Eta / 6 . 0 * (CS_z2 + CS_2Ph2 • ( 0 . 2 5 - 0 . 5 * 
CS_z2 + 0 . 2 5 * CS_z4 ) )； 一 " 
* f req = Fnew * (CSX * S l l * CSX + CSY * S22 • CSY + CSZ * 
S33 • CSZ) - 0 . 5 * (SpinZ -0.5) * Qnew * 
( 3 . 0 * cosz * cosz - 1 . 0 - Eta * (cosx * cosx -cosy 
* cosy ) )+ Qnew * Qnew / ( 12 . 0 * Fnew • 1 0 0 0 0 0 0 . 0 ) 
* (Aphi * AMM - 0 . 5 • Bphi • BMM); 
*amp = para[15]； 
return 0； 
} 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
MODULE: OUTPUT.C 
The def in it ions of para[] and layout[] are referred to index . 1 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 88888 8 8 8 8 8 8 8 8 88 * / 
ttinclude "common.h" 
void output (double para [] , double x c [ ] , double cfvec [] , double Expt[] , \ 
int M, int layout[]) 
{ 
double *Spec； 
FILE * f p ; 
char temp_expt[23] = "csanqcc_tempfile_expt" ; 
char temp_sim[23] = "csanqcc_tempfile_sim" ; 
char temp_diff[23] = "csanqcc_tempfile_diff "； 
char par [4] = "_par"； 
char sim[4] = " _ s im " ; 
char d i f f [ 5 ] = : _ d i f f " ; 
char f i l e _ i n [ 5 0 ] , f i le_out[50]； 
char dummy; 
char dummy_string[50]； 
char reply_c ; 
double tempchi, tempalpha, tempbeta, tempgamma； 
double temphifreq, templofreq； 
int k , i； 




memory a l locat ion for the simulation spectrum 
* / 
i f ( (Spec = (double *) c a l l o c ( ( M + 1 ) , ( s i z e o f ( d o u b l e ) ) ) ) 
= = 0 ) MemoryProblem{)； 
for (k=0; k < M+1; k++) 
Spec[k] = 0 .0； 
” 
get the simulation spectrum 
“ 
for (k = 1； k < M+1; k++) 
Spec[k] = Expt[k] + cfvec[k]； 
” 
save the spectra in f i l e s for display in gnuplot 
“ 
/ * d i f ference spectrum * / 
for (k = 1； k < M+1; k++) 
cfvec [k] 二 cfvec[k] - 40 . 0 ； 
i f ( ( fp = f o p e n ( t e m p _ d i f f , " w " ) ) != 0) 
{ 一 
for (k = 1； k < M+1； k++) 
f p r i n t f ( f p , "%f\n" , cfvec[k])； 




pr intf ( "Cannot write a temp f i l e " )； 
ex it ( 1 )； 
} 
/ * experimental spectrum * / 
i f ( ( fp = fopen(temp_expt , "w " ) ) ！= 0) 
{ 一 
for (k = 1； k < M+1； k++) 
f p r i n t f ( f p , "%f\n" , Expt[k])； 




printf ( "Cannot write a temp f i l e " )； 
e x i t ( l )； 
} 
/ • simulation spectrum * / 
i f ( ( fp = fopen(temp_sim, "w" ) ) ！= 0) 
{ 一 
for (k = 1； k < M+1； k++) 
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f p r i n t f ( f p , "%f\n" , Spec [k])； 




p r i n t f ( " C a n n o t write a temp f i l e " )； 
e x i t { l )； 
} 
/* 
prepare the gnuplot input f i l e 
“ 
i f {{fp = fopen( "gnuplot_csanqcc_temp" , "w " ) ) != 0) 
{ 
f p r i n t f ( f p , " % s " , "set term xl l\n" )； 
f p r i n t f ( f p , " % s " , "set t i t l e \"Gnuplot display\"\n")； 
f p r i n t f ( f p , " % s " , "set noborder\n")； 
f p r i n t f ( f p , " %s " , "set noxtics\n")； 
f p r i n t f ( f p , " % s " , "set noytics\n")； 
fprintf (fp, " %s " , "set xrange [’•）； 
xstart = (M)/2 - (M ) / ( 2 • mag); 
xend = (M) / 2 + (M) / (2 * mag) - 1； 
f p r i n t f ( f p , "%d ： %d ]\n" , xstart , xend)； 
f p r i n t f ( f p , " %s " , "plot ‘csanqcc_tempfile_expt ‘ t i t l e \"Expt\"" )； 
f p r i n t f ( f p , " %s " , “ with l ines 3 4 , 'csanqcc_tempfile_sim' 
t i t l e " )； 一 一 
f p r i n t f ( f p , " %s " , "\"Simul\" with lines 1 2, ' csanqcc_tempfile " )； 
f p r i n t f ( f p , " %s " , " _ d i f f ' t i t l e \"cfvec\" with l ines 4 8\n")； 
f p r i n t f ( f p , " %s " , "pause -1 \"Hit return to continue\"\n")； 




pr intf ( "Cannot open a temp f i l e " )； 
exit ( 1 )； 
} 
sys t em(”gnup1ot gnup1ot_csanqcc_temp“)； 
system(“rm csanqcc_tempfile_sim")； 
system(“rm csanqcc_tempfi1e_expt“) ; 
system("rm gnuplot_csanqcc_temp")； 
system("rm csanqcc_tempfile_diff " )； 
/ * 
write output f i l e for the user 
* / 
i = 1； 
for (k=ll ; k < 20； k++) 
{ 
i f (layout[k] > 0) 
{ 
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para[k-8] = xc[ i ]； 
i = i + 1 ; 
} 
} 
pr int f ( "\nSave the result? (y/n) ••); 
s c a n f ( " % c " , &reply_c)； 
dummy = getchar( )； 
i f (reply_c == ' n ' | | reply_c =：= ' N ' ) e x i t ( l ) ; 
printf{ "\nOutput filename = " ) ； 
s c a n f ( “ % s “ , & f i l e _ i n )； 
dummy = getchar( )； 
s t r c p y ( f i l e _ o u t , f i l e _ i n )； 
s t r n c a t ( f i l e _ o u t , sim, 4 ) ; 
i f ( ( fp = f o p e n { f i l e _ o u t , " w " ) ) != 0) 
{ 一 
for (k = 1； k < M + 1； k++) 
f p r i n t f ( f p , "%f\n" . Spec[k])； 




pr intf ( "Cannot write the output f i l e " ) ; 
e x i t ( l )； 
} 
strcpy ( f i le _out , f i l e _ i n )； 
strncat{ f i le _out , par, 4 ) ; 
/* 
conversion for changeble parameter 
“ 
tempchi = para[7] / 1000000 .0； 
para [8] = 2 . 0 * para [8] / tempchi - 1 . 0 ; 
tempalpha = fmod(para[9] * 1 8 0 . 0 / p i , 3 6 0 . 0 )； 
tempbeta = fmod(para[10] * 1 8 0 . 0 / p i , 3 6 0 . 0 ) ; 
tempgamma = fmod(para[11] * 1 80 . 0 / p i , 3 6 0 . 0 )； 
templofreq = para [13] / 1 0 0 0 . 0 / layout[5]； 
temphifreq = para [12] / 1 000 . 0 / layout[5]； 
.if (tempgamma > 90) tempgamma = 180 - tempgamma； 
i f ( ( fp = f o p e n ( f i l e _ o u t , " w " ) ) != 0) 
{ 一 
f p r i n t f ( f p , "#Number of data points\t\t\t\t%d\n", M)； 
f p r i n t f ( f p , "#Transmitter frequency (MHz)\t\t\t%f\n", \ 
para[l] )； 
f p r i n t f ( f p , " # U p p e r s p e c t r u m l i m i t (kHz)\t\t\t%f\n", \ 
temphifreq)； 
f p r i n t f ( f p , " # L o w e r s p e c t r u m l i m i t (kHz)\t\t\t%f\n", \ 
templofreq)； 
f p r i n t f ( f p , "#Number of intersections\t\t\t%d\n", \ 
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layout[1] )； 
f p r i n t f ( f p , "#Include S a t e l l i t e Transition or Not\t\t%d\n", \ 
layout[2])； 
f p r i n t f ( f p , "#Invoke Gaussian l ine broadening or Not\t\t%d\n", \ 
layout[3] )； 
f p r i n t f ( f p , " # B r o a d e n i n g f a c t o r (Hz)\t\t\t\t%f\n", para [3] )； 
f p r i n t f ( f p , "#Spin of the nucleus\t\t\t\t%f\n", para[2 ] )； 
f p r i n t f ( f p , "#Delta-ll (ppm)\t\t\t\t\t%f\n", para[4] )； 
f p r i n t f ( f p , "#Delta-22 (ppm)\t\t\t\t\t%f\n", para[5 ] )； 
f p r i n t f ( f p , "#Delta-33 (ppm)\t\t\t\t\t%f\n", para[6] )； 
f p r i n t f ( f p , "#e2qQ/h (MHz)\t\t\t\t\t%f\n", tempchi)/ 
f p r i n t f { f p , "#eta (0.0 - 1.0)\t\t\t\t%f\n", para[8])； 
f p r i n t f ( f p , "#alpha (0 to 9 0 . 0 degree)\t\t\t%f\n", tempalpha)； 
f p r i n t f ( f p , "#beta (0 to 9 0 . 0 degree)\t\t\t%f\n", tempbeta)； 
f p r i n t f ( f p , "#gamma (0 to 1 8 0 . 0 degree)\t\t\t%f\n", tempgamma)； 
f p r i n t f ( f p , "#Offsets between Calcd and Expt spectra\t\t%d\n", \ 
layout[4] )； 
f p r i n t f ( f p , " #Calculation /Display ratio\t\t\t%d\n", \ 
layout[5] )； 
f p r i n t f ( f p , "\n\n\n# While the input parameters are e d i t a b l e , " ) ; 
f p r i n t f ( f p , ” the comments\n")； 
fprintf (fp, “ should not be modified or renioved\n")； 
f p r i n t f ( f p , "# ,Note the convention that Delta-11 >= Delta-22")； 
f p r i n t f ( f p , “ >= Delta-33\n")； 




pr intf ( "Cannot write the output f i l e " )； 
ex it ( 1 )； 
} 
I 
strcpy ( f i le _out , f i l e _ i n )； 
s t r n c a t ( f i l e _ o u t , d i f f , 5)； 
i f ( (fp = f o p e n ( f i l e _ o u t , " w " ) ) != 0) 
{ 一 
for (k = 1； k < M+1; k++) 
f p r i n t f ( f p , "%f\n" , cfvec[k])； 




printf ( "Cannot write the output f i l e " )； 




/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
INPUT.LOG 
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8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 888 * / 
#Number of data points 286 
#Transmitter frequency (MHz) 7 2 . 1 0 0 0 0 0 
#Upper spectrum l imit (kHz) 6 2 . 2 5 5 7 3 4 
#Lower spectrum l imit (kHz) -54 .117964 
#Number of intersections 32 
#Include S a t e l l i t e Trans it ion or Not 1 
#Invoke Gaussian l i n e broadening or Not 1 
#Broadening factor (Hz) 3 0 0 0 . 0 
#Spin of the nucleus 3 . 5 0 0 0 0 0 
#Delta-ll (ppm) 6 8 3 . 1 7 0 0 5 7 
#Delta-22 (ppm) -204 . 329438 
#Delta-33 (ppm) -409 . 112811 
#e2qQ/h (MHz) 3 . 3 5 6 6 8 3 
#eta ( 0 . 0 - 1 . 0 ) 0 . 6 7 3 0 9 0 
#alpha (0 to 9 0 . 0 degree) 3 8 . 5 5 9 3 1 0 
#beta (0 to 9 0 . 0 degree) 2 1 . 7 4 3 6 4 2 
#gamma (0 to 1 8 0 . 0 degree) 6 2 . 4 9 8 4 8 4 
#Offsets between Calcd and Expt spectra 0 
#Calculat ion /D isplay rat io 1 
# While the input parameters are editable , the comments 
should not be modified or removed 
# Note the convention that Delta-11 >= Delta-22 >= Delta-33 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
INDEX.1 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 * / 
para[1] Fnew, transmitter frequency 
para[2] Spin Quantum number ( e . g . 3 . 5 for 59Co) 
para[3] Gaussian Broadening factor 
para[4] S l l | 
para[5] S22 > Chemical shi ft tensor components 
para[6] S33 | 
para[7] Chi, Nuclear Quadrupole Coupling Constants 
para[8] Eta, assymetry factor for the EFG tensor 
para [9] alpha | 
para[10] beta > Euler angles between EFG and CS tensors 
para [11] gamma | 
para [12] upper frequency \ define the frequency 
para [13] lower frequency / range of the spectrum 
para[14] Increment, resolution of the spectrum 
para [15] Z component of the Spin ( -para [3] to + p a r a [ 3 ] ) 
para [16] Transition probabil ity 
layout[1] number of intersection points for powder 
average 
layout[2] include s a t e l l i t e transition (1) or not (0) 
layout[3] include gaussian broadening (1) or not (0) 
layout[4] number of offset points between the 
Calculated and Experimental spectra 
204 
during dual d isplay 
layout[5] C a l c u l a t i o n / D i s p l a y rat io 
/ * 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 
INDEX.2 
8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 * / 
para[0] Fnew, transmitter frequency 
para[1] Spin Quantum number ( e . g . 3 . 5 for 59Co) 
para[2] Gaussian Broadening factor 
para[3] S l l | 
para[4] S22 > Chemical sh i f t tensor components 
para[5] S33 | 
para[6] Chi , Nuclear Quadrupole Coupling Constants 
para [7] Eta, assymetry factor for the EFG tensor 
para [8] alpha | 
para[9] beta > Euler angles between EFG and CS tensors 
para [10] gamma | 
para[11] upper frequency \ def ine the frequency 
para[12] lower frequency / range of the spectrum 
para[13] Increment, resolution of the spectrum 
para[14] Z component of the Spin ( -para[3] to + p a r a [ 3 ] ) 
para[15] Transit ion probabi l i ty 
layout[0] number of intersection points for powder 
average 
layout [1] include s a t e l l i t e transit ion (1) or not (0-) 
layout[2] include gaussian broadening (i) or not (0) 
layout[3] number of o f fset points between the 
Calculated and Experimental spectra 
during dual display 
layout[4] Calculat ion /D isplay ratio 
\ 
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