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Abstract
Hierarchical Temporal Memory is a brain inspired memory prediction framework mod-
eled after the uniform structure and connectivity of pyramidal neurons found in the
human neocortex. Similar to the neocortex, Hierarchical Temporal Memory processes
spatiotemporal information for anomaly detection and prediction. A critical compo-
nent in the Hierarchical Temporal Memory algorithm is the Spatial Pooler, which is
responsible for processing feedforward data into sparse distributed representations.
This study addresses three fundamental research questions for Hierarchical Tem-
poral Memory algorithms. What are the metrics for understanding the semantic con-
tent of sparse distributed representations? The semantic content and relationships
between representations was visualized with uniqueness matrices and dimensionality
reduction techniques. How can spatial semantic information in images be encoded
into binary representations for the Hierarchical Temporal Memory’s Spatial Pooler?
A Contractive Autoencoder was exploited to create binary representations contain-
ing spatial information from image data. The uniqueness matrix shows that the
Contractive Autoencoder encodes spatial information with strong spatial semantic
relationships. The final question is how can vector operations of sparse distributed
representations be enhanced to produce separable representations? A binding oper-
ation that results in a novel vector was implemented as a circular bit shift between
two binary vectors. Binding of labeled sparse distributed representations was shown
to create separable representations, but more robust representations are limited by
vector density.
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Chapter 1
Introduction
Creating artificial general intelligence is a long sought goal for science, but today there
still are no machine learning systems that come close to the capabilities of the human
brain. The human brain is currently unrivaled in its ability to learn either mundane
or sophisticated tasks and has a remarkable ability to adapt to new environments and
conditions. Therefore, the human brain has been and will continue to be a source of
inspiration for artificial general intelligence development. The brain is composed of
multiple regions that are strongly integrated with each other and in some cases share
overlapping functionality. Each region is made up of a significant number of cells
called neurons; the average adult human neocortex alone contains 19 billion neurons
and around 332 trillion synapses connecting those neurons [2]. Some research assumes
that artificial general intelligence can be developed replicating the configuration of
neurons and synapses in the human brain. However, there is still not enough of a
neuroscientific understanding of the entire brain for this approach to be effective,
and the intrusive nature of gathering detailed empirical data makes it difficult to
get a complete overview of the physical structure and connections in the brain. In
addition there are significant architectural limitations associated with the design of
brain inspired silicon chips for machine learning applications. A simple neuron model
can be represented in terms of a few transistors, yet it is unclear what the adequate
abstract model of a particular neuron needs to be to achieve desired functionality.
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The most recent generation of general purpose processors contain around 10 billion
transistors, so a complete modeling of the neocortex alone would not be possible
with simplistic neuron models. Although leading edge neuromorphic hardware like
IBM’s TrueNorth can model 1 million neurons with 5.4 billion transistors [3], the
configurations of neurons and synapses remain a significant problem for establishing
cognitive architectures.
A complete replication of the brain poses challenges for neuroscience with regard
to: abstraction level, computer hardware, speed of computation, and verification of
the complete system. In order to overcome these challenges, it is more effective to
analyze specific brain regions. While the entire brain is composed of interconnected
neurons and has considerable overlap in terms of functionality, it is known that certain
regions of the brain are more responsible for high level cognition than others. Studying
the brain by region reduces the scope of the problem, and provides a more scalable
approach to modeling intelligent systems.
One region of interest in the human brain is the neocortex, which is associated
with higher level intelligent behavior such as spatial reasoning, motor control, sensory
perception. The neocortex is a common region in the mammalian brain, and in the
human brain the neocortex is also responsible for language. The leading computa-
tional model of the neocortex is a theory known as Hierarchical Temporal Memory,
which establishes a memory-prediction framework that can be used for prediction,
anomaly detection, classification and sensorimotor applications. Hierarchical Tempo-
ral Memory (HTM) is a top down model in that it applies an overarching theory to
the structure and function of the neocortex [4]. HTM has been used to successfully
learn time-based sequences by using a composition of robust sparse distributed code
of cellular activations [5]. This makes HTM an effective model of sequence memory
in the neocortex. A product of this memory-prediction framework is the detection of
new or unpredicted data, which can be utilized for anomaly detection applications.
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Robust sequence memory has helped solved anomaly detection problems, and adapts
to learn new patterns in streaming data [6]. The success of this model is dependent
on good data representations within the algorithm. The internal data representation
in HTM is known as a Sparse Distributed Representation, which contains semantic
representations of the input data. In HTM theory the Spatial Pooler is the algorithm
responsible for learning Sparse Distributed Representations of input data.
This research addresses three fundamental questions concerning HTM that focus
on the Spatial Pooler. 1. What are the metrics for measuring the quality of
semantic content for Sparse Distributed Representations? Identifying ap-
propriate criteria will help establish the correctness of data encoding techniques, and
visualize the relationships in the representational geometry of various datasets. This
will help HTM researchers analyze the content of Sparse Distributed Representations
without assuming or focusing on producing separable representations that are sought
in classification tasks.
2. How can spatial semantic information in images be encoded into
binary representations for the Hierarchical Temporal Memory’s Spatial
Pooler? Image data contains many features such as object locations, orientation,
shading, lighting, shadows, edges, and color. The relationships between these feature
are extracted and untangled in the visual cortex for high level understanding. In
HTM it is unclear what is the ideal level of features that should be passed to the
Spatial Pooler, and how they should be encoded to preserve the important relation-
ships among the image for the desired application. The added constraint for this
problem is that these features and their semantic relationships must be encoded in a
binary format, so regardless of how abstract or specific the feature space is it must be
represented in a binary format for compatibility with the Spatial Pooler algorithm.
This work examines the effect of the encoder on the semantic relationships found in
the Sparse Distributed Representations.
4
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3. How can vector operations of Sparse Distributed Representations
be enhanced to produce separable representations? There are neuroscientific
theories that suggest interaction between the hippocampus and neocortex for binding
of representations. Vector Symbolic Architectures make use of a binding operation
to create robust and complex representational structures. An implementation of a
binding operation is explored for HTM’s Sparse Distributed Representations, and the
effect of the binding operation on the representational geometry is illustrated with
dimensionality reduction techniques. In addition this work demonstrates the effective-
ness of binding and superimposing Sparse Distributed Representations to create more
robust representations. A small investigation will also explore the density increase of
the vectors after superposition, which has a significant impact for manipulation and
usefulness of these joined operations.
5
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Background
This research begins by looking at the brain as a source of inspiration for intelligence.
A crucial area of interest in the brain is the mammalian neocortex because it respon-
sible for many high level brain functions such as sensory perception, cognition, motor
commands, spatial reasoning, and language. The neocortex is considered crucial to
higher level cognition, and understanding how the neocortex gives rise to high level
cognition is done by examining how it is constructed. Neuroscientists have discov-
ered a uniform arrangement of pyramidal neurons in the neocortex. The pyramidal
neuron’s arrangement and intrinsic connectivity is found in six stacked layers that
is commonly referred to as a cortical column. The neocortex is a sheet of cortical
tissue that is composed of adjacent and repeated cortical columns. All regions in the
neocortex function on the same principles regardless of the function of the region.
The regions for vision, hearing, touch, and language are composed of the same re-
peated cortical columns [4]. The neocortex is flat by nature for some mammals such
as rodents, but in humans the neocortex is much larger and highly folded onto itself.
The same fundamental cortical column exists in different mammals’ neocortex, so the
use of the fundamental cortical column is likely responsible for high level cognition.
The modeling of the cortical column begins at the cellular level, and requires
a more robust or biologically accurate neuron model than other artificial neurons.
Traditional artificial neurons typically model one source of integration, whereas the
6
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pyramidal neurons found in the neocortex have three sources of non-linear integra-
tion. Hierarchical Temporal Memory models these additional sources of information,
and models the connectivity of pyramidal neurons in the cortical column. The con-
nections of the artificial and neocortical pyramidal neurons are shown in Figure 2.1.
Hierarchical Temporal Memory (HTM) proposes a theory or model of how informa-
tion is processed in the neocortex with a focus on explaining how the cortical column
functions. The repetition of the cortical column and the uniformity of the neocortex
is one of the guiding principles for HTM theory, and the understanding of a cortical
column will likely give insight into how the entire neocortex operates regardless of
the information domain. This theory requires a more biologically accurate neuron
model then common artificial neurons. Because of this HTM is a biologically influ-
enced and constrained machine intelligence algorithm. A major challenge of HTM
theory is the incorporation of new neuroscience research, which results in changes
and enhancements to the algorithm to ensure its accuracy in modeling the cortical
column.
2.1 HTM Algorithm Overview
The biological constraints in HTM are based on the uniformity and repetition of
pyramidal neurons found in layers 2/3 of the neocortex. In HTM theory pyramidal
neurons are referred to as the HTM neuron or cells. Cells are stacked into column in
layers 2/3, and a collection of these columns form an HTM region. The region models
the structure and functionality of the cortical column in the neocortex. The cells in a
region receive information from three different sources; feedforward, contextual, and
feedback information is transmitted through three different connections as shown in
Figure 2.1. The connections to cells are referred to as segments, and each segment is
composed of a set of synapses. Information flows to cells by means of synapses, and in
HTM information is represented with binary values. A cell has three possible states:
7
CHAPTER 2. BACKGROUND
active, inactive, or predicted. The state of each cell is induced by the information
it receives. The processing of feedforward input is done by algorithm called the
SpatialPooler, and the processing of feedforward and contextual input is done by
algorithm called Temporal Memory. The feedback connections are not addressed
because current HTM theory suggests that feedback is an optional component [7].
Figure 2.1: The HTM Cell on the left, and a pyramidal neuron on the right. Both have
feedforward, context, and feedback connections [1].
2.1.1 Spatial Pooler Algorithm
The Spatial Pooler is an unsupervised machine learning algorithm that converts bi-
nary input into a binary Sparse Distributed Representation. The purpose of the
Spatial Pooler is to continually encode streams of binary sensory data into Sparse
Distributed Representations, while at the same time ensuring that a generalized repre-
sentation is produced for similar inputs. A Sparse Distributed Representation (SDR)
is generated by processing the feedforward input to cells in the HTM region.
In the Spatial Pooler there is no connectivity between cells; each cell only re-
ceives information from proximal segments. Inter-cellular connectivity is described in
section Section 2.1.4, when the Spatial Pooler is combined with other components
of HTM theory. The proximal segments transmit the same information to all cells
in a particular column. The proximal segment contains a set of potential proximal
synapses, and each proximal synapses has a weight or permanence value, φ, that de-
8
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termines if the synapses is connected. A proximal synapse is considered “potential
connections” because its connectivity depends on the permanence value. Permanence
values greater than some threshold θ will result in connected synapses, but values less
than θ will be unconnected. The typical value used for the threshold of connectivity is
0.5, so only permanence values greater than or equal to 0.5 will result in a connected
synapse. The synapses are learned connections, and is inevitable that throughout
learning some synapses will be connected and some will be disconnected based on the
permanence value.
The initialization of the Spatial Pooler is done by establishing the all the column’s
proximal segment’s connectivity to the input space. Each column’s proximal segment
has potential connections to only a fraction of the input space. Each column in the re-
gion has a receptive field, which is a subregion of the entire input space. The synapses
in the column’s segment connect to only a fraction of the possible inputs in the re-
ceptive field. The organization of the column’s receptive fields to the input space is
known as topology. An example receptive field is shown in Figure 2.2. Topology is
useful when there is some natural ordering or spatial relationship among the input
space [1]. A possible method to implement topology is to have neighboring column’s
receptive fields overlap, which gives the opportunity for neighboring columns to po-
tentially receive the same input. The lack of topology indicates that the receptive
fields are global with respect to the input space. In this case the receptive field for
each column is the entire input space, and the proximal synapses can potentially be
connected to any input variable. With or without topology, the permanence values
of each synapse in a proximal segment is randomly initialized. This leads to synapses
that are both connected and disconnected to the input space.
After Initialization, the Spatial Pooler can process and learn from input data.
Cells in the Spatial Pooler become active when there is enough input to the con-
nected synapses on the proximal segment. Because all cells within a column use the
9
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same proximal segment, in the Spatial Pooler all cells become active together. How-
ever, there are scenarios where one cell or only a portion of cells within a column
become active due to feedforawrd input, and scenarios where cells enter the depo-
larized or predicted state. These phenomena occur when the Spatial Pooler is used
other components of HTM theory, which is explained in Section 2.1.4. The remainder
of this section will consider that the cells within column share the same state, and
the possibility of these states are either active or inactive. The presence of any active
cells in a column indicate that the column is active, i.e. a column is considered active
if there are any active cells within the column.
Columns of cells with proximal segments are shown in Figure 2.2, this diagram
illustrates the structure of the Spatial Pooler with feedforward connections. The level
of column activation is known as the overlap value, and if the value is below a certain
threshold θstim then the column has an overlap value of 0. Overlap values are inhibited
in a global or local manner to determine which columns (and consequently the cells
within) remain active. Inhibition is used to introduce sparseness in the resulting active
column population. Global inhibition sets top k column’s with the largest overlap
values to active. Local inhibition establishes neighborhoods of columns, and selects
columns with the top k% overlaps to be active within their neighborhoods. In either
case the targeted column activation density is strictly 2% for global inhibition, and
it’s approximately 2% for local inhibition [1]. When topology is implemented in the
Spatial Pooler, then local inhibition takes into consideration the spatial relationships
among the input space.
After inhibition, the output of the Spatial Pooler is a set of columns with active
cells. However, the active columns can be represented as a binary vector or SDR,
this is the learned representation of the input. An example SDR is shown set of
column/cell activations can be represented by a binary vector as shown in Figure 2.6.
The final part of the Spatial Pooler algorithm is to adjust the permanence values of the
10
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Figure 2.2: An example region for the Spatial Pooler. Two columns are shown with their
proximal segments. Each proximal segment contains a set of proximal synapses (dotted
and solid lines). Both columns have different receptive fields (blue circles). Each proximal
segment has six potential synapses; connected and disconnected synapses are represented
by solid and dotted lines respectively.
synapses based on the surviving active columns. Only proximal synapses connected
to active columns are updated by a Hebbian learning mechanism: the permanence
values of synapses that have an active input are strengthened, but the permanence
value of synapses with inactive input are weakened.
The Spatial Pooler behavior can be described as a three step algorithm that in-
volves an activation calculation for each column, a non-linear inhibition process, and
a Hebbian learning step. The mathematical formalization of the Spatial Pooler algo-
rithm presented in this work is attributed to [8]. Examples for all three steps in the
Spatial Pooler algorithm are illustrated: Figure 2.3 shows overlap step, Figure 2.4
shows the inhibition step, and Figure 2.5 shows the learning step.
1. Overlap This stage determines a set of active cells/columns given an input
sample. A column is considered active if there are enough active and connected
synapses. A connected synapse is one where its permanence value is greater
than some threshold, ρs, which is determined in (2.1). The permanence values
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are represented by Φ ∈ [0, 1]mxq, where m is the number of columns in the
region and q is the number of proximal synapses per column. The input space
is represented by Xmxq. An active synapse is one where the input to the synapse
is a binary value of ’1’. The column overlap is the sum of all the active and
connected synapses belonging to the column’s proximal segment, and can be
computed using the dot product or matrix multiplication (2.2). The index
i ∈ [0,m) in (2.2) and (2.3) identify the specific columns. The calculation is
performed for each column in the region denoted by (2.2), which produces a
vector of overlap values for all the columns ~ˆα ∈ Z1xm. If the column overlap
value is larger than the proximal segment threshold, ρd, then the column is
active otherwise it is inactive (2.3). In some implementations of the Spatial
Pooler, a mechanism called boosting is used to encourage columns with few
historical activations to become active. This value is represented by an overlap
coefficient ~bi in 2.3; different methods for the calculation of a column’s boost
value are explored in [8][1]. Figure 2.3 shows the overlap computation of two
columns with different proximal segments. The result of this stage is a set of
all active column overlap values, and is defined as ~α ∈ Z1xm.
Y ≡ I(Φ ≥ ρs) (2.1)
~ˆαi ≡ Xi • Yi (2.2)
~α ≡

~ˆαi~bi ~ˆαi ≥ ρd,
0 else
∀i (2.3)
2. Inhibition The inhibition stage introduces a level sparsity in the number of
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Figure 2.3: The proximal segment threshold for this example is ρd = 2, and the connected
proximal synapse value is ρs = 0.5. Connected proximal synapses are solid black lines
(φ ≥ ρs), and disconnected proximal synapses are dotted lines (φ < ρs). The overlap
value for the left column is three, and the overlap for the right column is zero according to
equation (2.3).
active columns that will form the SDR. The two types of inhibition are global
and local inhibition. In either method a column’s neighbors are determined
by its neighborhood mask, Hi, which is an element-wise multiplication with
the set of active columns from the previous step (2.4). In the case of global
inhibition the neighborhood mask is the entire region (all columns within the
region), so each column effectively uses the same neighborhood mask. In (2.4) ρc
determines the level of sparsity, and is typically defined around 2% of the total
number of columns in the region [9][8][1]. The kmax(x, k) operation picks the
kth largest value from x. The kth max overlap value for the specific column i is
known as γi, which is calculated in (2.4). The k-max values, γi are used to inhibit
the set of active columns, ~α, based on the overlap values (2.5). The result of
this step is a set of active columns or a sparse distributed representation, which
is represented by the binary vector ~c.
~γi ≡ max(kmax(Hi  ~α, ρc), 1)∀i (2.4)
~ˆc ≡ I(~αi ≥ ~γi)∀i (2.5)
3. Learning The final step is a form of Hebbian learning. Learning is only per-
formed on the synapses of the columns that remained active after the inhibi-
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Figure 2.4: An example of local inhibition for the second column (i = 2), where the
neighborhood mask, H2, for the second column consists of the four columns in the dotted
circle. γ2 is set to the second largest overlap value in the neighborhood because ρc = 2
according to (2.4). The second column is considered active because it overlap value, α2 = 2
is greater than or equal to γ2 = 2.
tion step. The synapse permanence values are scalar weights between 0 and
1. The synapses with active inputs have their permanence values increased,
and synapses with inactive inputs have their permanence decreased. The up-
date values for all active columns are determined by equation (2.6). Inactive
column’s proximal synapses remain unaffected. The learning rate is controlled
by the parameters φ+ and φ− (increment and decrement values). The appli-
cation of the update is shown in equation (2.7), and ensures that the synapse
permanence values stay between 0 and 1.
δΦ ≡ ~ˆcT  (φ+X − (φ−X¯)) (2.6)
Φ ≡ clip(Φ⊕ δΦ, 0, 1) (2.7)
Figure 2.5: Learning is performed on active columns only which are represented in green.
A Hebbian learning principles governs synapse permanence value update. The green lines
illustrate the synapse permanence values that are increased by φ+, and the red dotted lines
illustrate that synapse permanence values are decreased by φ−.
14
CHAPTER 2. BACKGROUND
Figure 2.6: The representation of the active columns after inhibition is represented by a
binary vector. The active and inactive columns are represented in an SDR with ‘1’ and ‘0’
respectively.
2.1.2 Spatial Pooler Performance Metrics
There are four metrics for evaluating Spatial Pooler performance based on the in-
puts and outputs [1]. These metrics can help establish when the Spatial Pooler has
finished learning from the given data and rate of learning for the Spatial Pooler. It
also provides information about column utilization and sparseness, which is used to
evaluate the robustness of the SDRs.
1. Sparseness The sparseness of the Spatial Pooler is the percentage of active
columns at a particular time step. This metric can be used to determine the
sparsity of the inputs to the Spatial Pooler as well as the number of columns
utilized. This metric is typically used to observe the sparsity of columns when
local inhibition is utilized.
2. Entropy The entropy is the average activation frequency of each mini-column,
and determines if the Spatial Pooler is actively using every column efficiently.
This metric determines if all the columns in the region are being utilized equally,
so the entropy effectively evaluates the distributed degree of the representation.
3. Noise Robustness The measurement of sensitivity to random bit flips ensures
that the Spatial Pooler is resilient to noise. The more noise required in the input
to substantially change the output SDR, the more robust the representations
are to noise.
15
CHAPTER 2. BACKGROUND
4. Stability Stability ensures that the active columns remain consistent when
there is no changes to the input stream. This metric measures the degree to
which the Spatial Pooler is learning; a low stability value means that the Spatial
Pooler is actively learning from new samples, and a high stability value can be
interpreted that the Spatial Pooler has not learned new spatial patterns since
the last stability measurement.
2.1.3 Properties of Sparse Distributed Representations
It was shown that the active columns in an HTM region can be represented by a
Sparse Distributed Representation as shown in Figure 2.6. The benefits for repre-
senting data in this as a binary sparse distributed representation is robustness to
noise, effective measure of similarity between representations, and bitwise operations
for manipulation.
The distributed nature of the representation ensure that the semantic meaning is
distributed over the entire vector, for a single element in a distributed representation
does not have significant meaning related to the whole representation. This creates
robustness if a bit is not encoded correctly or is prone to noise, but most of this
resiliency is only found with high dimensional SDRs greater than or equal to 2048
bits or columns [10]. As a consequence the dimensionality governs the total number
of columns and cells within an HTM region. The use of an HTM region should be
sufficiently large to gain the robustness benefits. The sparse nature of the represen-
tations is imposed from the Spatial Pooler inhibition process. The typical targeted
values of sparseness are around 2%, which results in about 2% of the bits in the SDR
are active depending on the type of inhibition used [1].
The distributed representation found in SDRs is contrasted with a localist repre-
sentation; a single computing element represents a single entity in a local representa-
tion, but a single computing element in a distributed representation represents many
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different entities. As with any representation method, there are trade-offs associated
with using distributed representations over local representations. Geoffrey Hinton
claims that in general distributed representations are adequate for content address-
able memory, automatic generalization, and the selection of the rule that best fits
the current situation [11]. This claim can be summarized in that distributed repre-
sentations are more adequate for models of memory structure and processing in the
brain.
Because the SDR is a binary vector it is trivial to calculate the degree of similarity
between two SDRs, which can be computed with a sum of logical AND operations.
However, it can also be computed by taking the dot product between two SDR vectors.
Numenta calls this measure of similarity SDR overlap [10]. Computing similarity or
dissimilarity is important when combined with the union property of SDRs. The union
property allows a set of SDRs to be composed into a single SDR or union of SDRs.
The union SDR contains an unordered set of SDRs that were superimposed together
by taking the logical OR operation between all SDR vectors. The determination
of set membership is done by computing the SDR overlap (dot product) between a
the union SDR and a known SDR, and if the value of the similarity is above some
threshold, θ, then that known SDR is considered a part of the set. There is a limit
to how many vectors can be stored in a set because as the number of vectors in the
union increases the false positive rate for membership increases as well [10].
In context of HTM the SDRs represent the active columns in the Spatial Pooler,
and more specifically the SDR represents the semantic information and relationships
in the feedforward input. However, in the broader context of HTM research and the
neocortex an SDR is considered to be the state of any cortical neuron population. In
the Temporal Memory portion of HTM as described in Section 2.1.4, the set of active
cells and predicted cells are each considered SDRs. The properties described in this
section are still applicable for this definition of SDRs. For the purposes of this work,
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the use of SDR will refer to the set of active columns that is generated by the Spatial
Pooler.
2.1.4 Temporal Memory Algorithm
The processing of feedforward and contextual input for pyramidal neurons in the
neocortex is modeled by the Temporal Memory algorithm in HTM theory. The Spa-
tial Pooler is always utilized with Temporal Memory, but there modifications to the
Spatial Pooler algorithm. The input to the Spatial Pooler is now treated as spatio-
temporal data, so the ordering of spatial input has contextual meaning. The con-
textual data is stored at the cellular level; different cell activations within the same
column in a region represent the same spatial data in different contexts. The con-
textual data shown in Figure 2.1 received from other cells within the Region. The
transmission of contextual data between cells is done through distal segments, where
a distal segment is activated through cell activations. Each cell has several distal
segments, and if the cell receives enough activity on any of its distal segments, the
cell enters the predicted state. The possible cell states for Temporal Memory and the
proximal and distal synapses are shown in Figure 2.7.
Figure 2.7: Each cell can be in one of three states: deactivated (grey), active (green),
predicted/depolarized (blue).
All cells in the same column correspond to the same spatial data, but different
contexts of that spatial data trigger different cell activations within a particular col-
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umn. A cell is a representation of some spatial data in a specific context. If multiple
cells within a column are in the predicted state, then there are multiple spatial pre-
dictions or possible subsequences. If there is no prediction of spatial data and the
Spatial Pooler algorithm selects are particular column for activation, then a phenom-
ena called busting occurs. The column bursts by activating all cells within the column.
The cell with the least distal segments within the column is selected to establish a
new distal segment. The connectivity of the distal synapses in the new distal segment
is determined by the cells that were activated in the previous time step. This is done
to learn the new temporal patterns in the spatial data. Because HTM is a continuous
online learning system, it adapts to changes in the data it processes.
Figure 2.8: The HTM Region with active and predicted cells for Temporal Memory. Distal
segments and synapses are omitted. The region learns to predict changes in input data.
The formalization of sequence memory was defined in [5], and is annotated here
for completeness. The set of active cells for a given time step is stored in At which is
indexed through i cells and j columns. The calculation of active cells, At, requires the
active columns that were selected by the Spatial Pooler. The W t vector represents the
indices of the active columns or bits in SDR produced by the Spatial Pooler algorithm
(~ˆc in (2.5)). For this work it can be assumed that W t ≡ ~ˆc. Only the predicted cells
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are selected to be active within an active column, which is described by the first case
in (2.8). If there are no predicted cells within the column then the column bursts.
All cells within the bursted column are put into the active state, which is described
by the second case in (2.8).
aij =

1 if j ∈ W t and pit−1ij = 1
1 if j ∈ W t and ∑i pit−1ij = 0
0 else
(2.8)
The set of predicted cells for an input is given by Πt where piij is the i
th cell of the
jth column. Cells are predicted if there is any segment that has an activation value
greater than some threshold θ (2.9). The predicted cells, Πt, are determined based
on the current active cells, At, calculated in (2.8). A set of distal synapses form a
distal segment, and each cell can have many distal segments. The distal segments and
synapses represented by a Ddij matrix where the weight is stored in the d
th segment’s
connection to the ith cell of the jth column. Every cell has a distinct Ddij matrix with
values [0, 1]. When the Ddij is used in (2.9) the synapse permanences are rounded to
binary values, which is denoted by the D˜dij matrix.
piij =

1 if ∃d‖D˜dij ◦ At‖1 > θ
0 else
(2.9)
The learning or adjustment of the synapse permanence values only occur on seg-
ments that correctly predicted cells from the previous time step (2.10). These seg-
ments are those that caused the prediction of cells that were subsequently active in
the next time step.
∀j∈W t(piijt−1) and ‖D˜dij ◦ At−1‖1 > θ (2.10)
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When the HTM region is first learning sequences there will be no cells in the
predicted state, and columns will burst until cells are predicted. In this early learning
phase the adjustment of synapse permanence values will be done on the most active
segment across all cells for the winning columns ofW t (2.11). The most active segment
is determined by computing the dot product between the synapse permanence values
and the previously active cells. Because there was not enough activity or the synapses
were unconnected, the weights are mapped to binary values D˙dij. The binary values
are calculated based on the nonzero and zero entries in Ddij, the segment that produces
the largest cell activation is the candidate for learning.
∀j∈W t(
∑
i
piijt−1 = 0) and ‖D˙dij ◦ At−1‖1 =
maxi(‖D˙dij ◦ At−1‖1)
(2.11)
The learning rule for selected segments in (2.11) is a form of Hebbian learning
rule on synapses (2.12).
∆Ddij = p
+(D˙dij ◦ At−1)− p−D˙dij (2.12)
There is a small decay applied to those distal segments that induced cell predic-
tions where cells did not become active in the subsequent time step. These segments
responsible for incorrect predictions have a small decrement across all permanence
values (2.13).
∆Ddij = p
−−D˙dij where a
t
ij = 0
and ‖D˜dij ◦ At−1‖1 > θ
(2.13)
21
CHAPTER 2. BACKGROUND
2.1.4.1 Initialization of distal segments and synapses
The initialization of the distal segments is not clear according to [5] as (2.11) does
not explain how the Ddij connections are formed. In [6] a greedy approach was used to
establish distal segments from the current activated cells, At, to the previous activated
cells At−1. In this manner a history of previous cell activations was required to keep
track of where to initialize distal segments.
2.1.5 Encoding Data for HTM
Data must be converted to a binary representation of pred in order to be used for
input to the Spatial Pooler. In cases where data is not binary an encoder must be
used to convert the data to an SDR. Numenta has proposed several types of encoders
for encoding scalar data and spatial data [12]. After encoding, similar semantic input
should have overlapping active bits in their SDRs after being encoded. The encoder
has a strong influence on what aspects of the data contribute to the similarity.
Numenta has proposed a formalization for the encoding process in their encoding
work [12]. This formalization considers an arbitrary space A and S(n, k) an SDR
with n total bits and k active bits where f is a function of A → S(n, k). In order
to evaluate the encoder, a distance metrics over space A is established in equation
(2.14). The performance of the encoder can be evaluated by comparing the distances
scores of pairs of inputs with the overlaps of their encoding. Equation (2.15) shows
that encodings with more overlapping bits have greater semantic similarity.
dA : A× A→ R

∀x, y ∈ A, dA(x, y) ≥ 0
∀x, y ∈ A, dA(x, y) = dA(y, x)
∀x ∈ A, dA(x, x) = 0
(2.14)
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O(f(w), f(x)) ≥ O(f(y), f(z))⇔ dA(w, x) ≤ dA(y, z) (2.15)
2.1.6 Applications
The SDRs in HTM can be used for traditional classification problems, but the tempo-
ral memory is more strongly used for prediction and anomaly detection tasks. HTM
does not currently explain how long term memory is recalled and stored, so an exter-
nal classifier is required for practical application tasks. Common external classifiers
used are SVM or softmax [8][1].
Figure 2.9: High level architecture for an HTM learning system. Because memory and
recollection is not well understood in the neocortex, the SDRs must be passed to a classifier
for classification of input. An SVM or Softmax layer are typically used for classification
problems.
2.2 Vector Symbolic Architectures
Jackendoff proposed four challenges for cognitive neuroscience related to the under-
standing of grammer in language in 2002 because traditional connectionist models fail
to address symbolic processing that is necessary for language [13][14]. Most impor-
tantly these challenges are not exclusive to language, but are central to higher level
cognition. The main issue with connectionist models is the lack of symbolic structure
based representations, and the construction of complex thoughts or sentences from
basic thoughts or words [15]. Jackendoff’s first problem for cognitive neuroscience is
the binding problem, which applies to vision as well as language. An example of the
binding problem in the visual domain is given by a cluttered scene of objects with
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each object presenting different features/attributes such as a red square and a blue
circle. In this scene, how does the brain associate red with square and blue with circle
and not vice versa? These issues were presented in the form of challenges by Ray
Jackendoff. In response, Ross Gaylor proposed a connection based model that an-
swered Jackendoff’s questions , and coined the term “Vector Symbolic Architecture”
[14].
The central element in Vector Symbolic Architecture (VSA) is the vector repre-
sentations, which can have different restrictions depending on the architecture. The
difference in these representations leads to different implementations of the basic
vector operations. The differences in VSA implementations are further described
in section Section 2.2.4 alongside descriptions of the vector operations. There are
common representations
The distributed vectors in VSA implementations are designed for powerful recur-
sive binding operations that are necessary for the processing of simple and complex
concepts [16]. In addition to variable creation, the binding operation can be used
to create novel concepts and content addressable memory structures. Content ad-
dressable memory functions is a type of memory system where the the content of the
representations is used to traverse through memory. This approach to memory design
is similar to how memory in the brain works, and is unlike the memory paradigm that
has driven classical computation [11]. The binding problem has been posed in other
contexts, and it has been suggested that binding in the brain is crucial for weaving
temporal information into signals [17].
2.2.1 Binding
In the context of VSAs there are thematic relations or roles that are associated with
some attribute or filler. The role and filler vectors are bound (or associated) together
in such a way. The implementation of this operation must not increase the dimension-
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ality of the resulting bound vector because in practice it will be difficult to establish
an upper bound on memory and the time complexity on subsequent operations will
grow exponentially. Therefore, binding vectors without increasing the dimensionality
of representations ensures that all structures (either basic or complex) have a consis-
tent time complexity for all operations, and establishes an upper memory limit for
the storage of vectors. The composition of the bound vectors is unique relative to
both composites [14]. The binding operation is invertible allowing for the recollection
of either of the composing vectors given the other, which allows for the recollection
of memory.
2.2.2 Superposition
More complex structures can be created by superimposing vectors into a single vec-
tor. The composition vectors could be bound attribute-value pairs of vectors, and
the superposition would be a collection of these role-filler pairs. Unlike the binding
operation, the superposition operation preserves the similarity between its elements.
2.2.3 Permutation
According to Kanerva, the permutation operation is versatile operation in for binary
vectors [18]. An advanced use of the permutation operation is to implement a thinning
technique for binary vectors [19].
2.2.4 VSA Implementations
There are various implementations of Vector Symbolic Architectures, and each imple-
mentation comes with advantages and disadvantages. These implementations differ
in the choice of values used for the vector representations and size of vectors, which
in turn lead to different implementations of vector operations. A common theme
among all implementations is that they all address the combinatorial explosion by
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providing a binding mechanism, but the method in which the outer product reduc-
tion occurs differs. The implementations listed here are not meant to be exhaustive,
but to illustrate the different approaches to implementations of VSA theory.
All VSAs provide a solution for the representation of sequences/recursive/tree
structures [20] associations of items may be the subject of other associations. The
reduction must be reversible, so that expansion can be done in both directions [20].
2.2.4.1 MAP
Ross Gayler proposed Multiply, Addition, Permutation (MAP) as VSA symbolic ar-
chitecture as a direct solution to Jackendoff’s challenges. Gayler discusses how to
generate vectors for novel concepts, which is crucial for adding to existing structures
or analogical reasoning [21].
2.2.4.2 Holographic Reduced Representations
Tony Plate proposed using circular convolutions to construct associations of vectors
without increasing the dimensionality of the bound vector. Since vectors are bound
using circular convolution and are unbound using circular correlation, these memories
are coined holographic [20].
2.2.4.3 Binary Spatter Codes & Hyperdimensional Computing
Pentii Kanerva’s approach to Vector symbolic architectures is to create high-dimensional
binary vectors, which were born out of a model for long term memory called Sparse
Distributed Memory [22]. The operations here utilize bitwise operations for binding,
superposition, and permutation.
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2.3 Representation Learning
Data in this world has many forms and dimensionality, and the creation of efficient
representations for data is crucial for the application of learning algorithms. In HTM
theory there are simple encoders for low dimensional data, which creates a need to
explore other methods of encoding data into robust representations. The continuous
online learning nature of HTM systems conflicts with neural networks that extract
features based on labeled data (Alexnet,VGG-16,Resnet), so instead unsupervised
representation learning systems are more in line with HTM theory. Autoencoders
have provided a way to learn hidden representations by learning to reconstruct input
in an unsupervised manner (no class labels). It has been shown that initializing a
deep neural network with a trained autoencoders weights on the same data dataset
improves performance of the deep neural networks.
2.3.1 Autoencoders
The Autoencoder network is an unsupervised machine learning architecture that
learns to form efficient codes for input data. A single autoencoder is composed of two
layers: the encoding layer and decoding layer, or encoder and decoder. The encoding
layer transforms the input into the encoded representation (hidden units), and the
decoding layer transforms the encoded representation back into the input domain.
Hidden unit activations are computed with the encoder, which is typically a linear
combination of the input and the encoder’s weights followed by a non-linear acti-
vation function (2.16). The decoding layer is a linear combination of the decoder’s
weights and the encoded representation (hidden units) (2.17).The learning of these
encoded representations (or hidden unit activations) is guided by how well it is able
to reconstruct the input data. Learning of the weights and biases is accomplished
an optimization of a loss function, which typically takes the form of mean-squared
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error. The reconstruction cost is defined as a squared error between the input and
reconstructed input (2.18).
fθ(X) = h = σ(WX + b) (2.16)
gθ(h) = σ(WX + b) (2.17)
J(θ) =
∑
t
L(x, gθ(f)) (2.18)
There are several variations of the autoencoder with many tunable hyperparame-
ters. For example the lack of activation functions for both the encoder and decoder
allow the network to learns a similar subspace as Principle Component Analysis [23].
However, the lack of non-linear activation functions in the autoencoder do not allow
for layers to be stacked to create “deep” networks. Regularization of the weights
can also be applied to the autoencoder to prevent over-fitting on the dataset, which
becomes an issue when the number of hidden units approaches or exceeds the dimen-
sionality of the input data. In many cases the l2 regularization term is applied to the
autoencoder’s cost function, but another form of regularization that is used are tied
weights. Tying the weights of the encoder and decoder (WD = (WE)T ) means that
the weights of the encoding layer and decoding layer are identical but transposed.
Traditional applications of the autoencoder include dimensionality reduction be-
cause the dimension of the encoded representation could be smaller than the input
space dimensionality. Another usage scenario is to train the autoencoder on a labeled
dataset, and use the weights of the autoencoder to initialize the weights of a mul-
tilayer perceptron network. This approach to initialization has helped improve the
classification accuracy of these networks.
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Figure 2.10: An under-complete autoencoder with bias terms. The reconstructed input
is represented on the right.
2.3.2 Sparse Autoencoders
Another form of regularization that is applied to autoencoders is enforcing sparsity
in the hidden unit activations; sparse regularization will drive many of hidden unit
activation values to zero, and will enforce very few nonzero activation values. The reg-
ularization term is added to the reconstructed cost to create the overall cost function.
Two commonly used sparse activation terms are the student-t and Kullback-Leibler
divergence. Sparse autoencoders trained on natural image patches learn edges that
are similar to the gabor filters in V1 area of the visual cortex [24].
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2.3.3 The Contractive Autoencoder
The Contractive Autoencoder (CAE) was proposed in 2011 by Rifai et. al as way
to learn robust representations [25]. This autoencoder implementation includes a
regularization penalty on hidden unit activations. The regularization term is the
Frobenius norm of the Jacobian weight matrix (2.19). The analytic penalty is min-
imized with low-valued first order derivatives, which leads to the notion of flatness
or contraction as described by the authors. This penalty encourages training data
to be lie on a relatively low-dimensional manifold in the high dimensional feature
space by contracting the input data in the directions of small variations. These small
variations in the input are captured by the autoencoder because it helps differentiate
the reconstruction of neighboring training examples.
‖Jf (x)‖2F =
∑
ij
(
∂hj(x)
∂xi
)2
=
dh∑
i=1
(hi(1− hi))2
dx∑
j=1
W 2ij (2.19)
The encoder utilizes a non-linear activation (sigmoid), which constrains the hidden
layer activations to values between zero and one. The decoder has no activation
function (linear transformation), or in some cases a sigmoid activation function is
used. The full autoencoder is shown in (2.20), which combines the encoder and
decoder together for the reconstruction y of x (input). According to Rifai et al,
tied weights are used in the CAE to avoid scaling and expansion in the encoder
and decoder respectively. This ensures that the weights (learned features) allow the
transformation to a flat manifold, but also provide the capability to reconstruct the
input space. Tied weights also avoid degenerate solutions [23].
y = W Tσ(Wx+ bh) + by (2.20)
The CAE minimizes its regularization term by ensuring that the derivative is
small, which leads to saturated values in the case of a sigmoid activation function.
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The derivative is near zero for a sigmoid function when the values are either close to
zero or one. The non-saturated values show sensitivity to the input, but the degree
of sensitivity is infinitesimal. This is later alleviated by introducing a penalty on the
Hessian in addition to the Jacobian [26].
2.3.4 Multiple Layers
Multiple layers can be realized with autoencoders to learn more invariant relationships
in the data. As long as non-linear activation functions exist between layers, then
subsequent layers will learn non-linear transformations. However, the connectivity
and loss functions become more complex as more layers are introduced. Subsequent
layers can be implemented as a reconstruction of the previous layer’s hidden units,
or there can be several encoding layers followed by several decoding layers.
2.4 t-distributed stochastic neighbor embedding
Visualizing the structure and shape of high-dimensional data is an critical problem
that exists in many domains, and there are several techniques for representing high-
dimensional in lower dimensions. One of these methods is t-distributed stochastic
neighbor embedding, which is a nonlinear dimensionality reduction technique that
can reduce data to two or three dimensions [27]. The t-distributed stochastic neighbor
embedding (t-SNE) algorithm is capable of capturing the local structure of data quite
well. However, t-SNE is also prone to misinterpretations that arise with different
values of hyperparameters [28].
Two of the main hyperparmeters are the number of steps in the algorithm and
the perplexity. The perplexity is a smooth measure of the number of neighbors each
point has, and should be smaller than the total number of points in the dataset.
Additionally it is a measure of entropy in the system.
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2.5 Memory in the Neocortex
Because of the invasive nature of measuring and difficulty recording neuron activity
at the necessary granularity, it is difficult to study, locate, and isolate specific or
individual memories in the brain. There are many theories of how stimulus is encoded
in the brain, yet there is no major evidence that one of these encoding mechanisms
drive all others. Population encoding finds meaning in a population of neurons in a
defined region of the brain. A population of neurons can be modeled with a vector
of values; each value in the vector represents the activation strength of a neuron. In
the extreme case the values of the vector could be represented with binary values,
which abstractly indicates if the neuron is active with no information regarding the
strength of the activation. When looking at a several thousand neurons or a vector
with thousands of elements this space becomes high-dimensional. The individual
elements of these vectors do not have specific meaning, but the meaning of the vector
as a whole contains information about where the vectors lies in the high-dimensional
space.
While it is commonly accepted that there are many categories of memory in the
brain (short-term, long-term, implicit, explicit), it has been difficult to identify the
physical mechanisms in the brain that drive the creation, recognition, and recollec-
tion of these memories. Two types of memories crucial to high level cognition are
semantic and episodic. It is widely accepted that semantic memories are stored in
the neocortex, which are likely encoded in a distributed populations of neurons [29].
2.5.1 Semantic Memories
An individual’s knowledge of the world is based on acquired facts: concept attributes,
concept behavior, interactions between individuals, the meaning and relationships
between words. Semantic memory is the memory of acquired facts, and permits
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the retrieval of information without modification [30]. Semantic memories could be
either simple or complex in structure, but reflect an understanding of the world.
These acquired facts are not restricted to a single modal of data, and in fact require
many data modalities to achieve a thorough understanding of the world.
There are two approaches for evaluating semantic memory according: there is the
study of semantic memory structure and the recall of semantic memory. Experiments
that study the structure of semantic memory are not concerned with accuracy of
the the semantic memories, and instead these experiments rely only on the subjects
output. However, experiments that study the recollection of semantic memories do
evaluate the accuracy, and subjects time for recollection are recorded.
2.5.2 Episodic Memories
It is important to provide a contrast to explain what semantic memory is not; episodic
memory is autobiographical memory that is unique to personal experience. An
episodic memory is encoded in a temporal relationship to other episodic memories,
and each episodic memory contains many semantic facts. Episodic memories are rela-
tive to the individual experience, and are autobiographical in nature. While episodic
memory is thought to arise in the Hippocampus, the Neocortex plays a role by pro-
viding semantic information for the construction of an episode [31]. The Neocortex
is responsible for the consolidation or binding of episodic memories into distributed
circuit for long-term storage [32].
Most AI systems today do not make use of episodic memories. The relationship
between semantic and episodic memory is coupled, but the relationship is mostly one
way. Semantic memory can operate independently of episodic memory with a few
exceptions.
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2.6 Representation Similarity Analysis
A known challenge in Neuroscience is the mapping of computational models of neural
circuits to physical brain-activity. Techniques for acquiring empirical brain-activity
include fMRI, scalp electrophysiology EEG, MEG, all of these methods provide differ-
ent granularity. Scalp electrophysiology can record the electrical activity of individual
cells, whereas fMRI measures the hemodynamics of brain regions. Activity overlap
is expected in both cases, but it is difficult to establish a one-to-one mapping of the
different scales and data modalities. The same problem arises again when trying
to find mappings between computational models and empirical data from the brain.
A solution to this mapping problem is Representational Similarity Analysis, which
focuses on the comparing only the similarity of data in each unique domain [33].
The characteristic metric in Representational Similarity Analysis (RSA) is the
Representational Dissimilarity Matrix. The Representational Dissimilarity Matrix
(RDM) is a symmetrical matrix containing a measure of dissimilarity between activity
patterns. Each cell in the matrix corresponds to the level of dissimilarity (similarity
when inverted?) between all activity pattern pairs for two given stimulus. The matrix
is symmetrical along a diagonal of zeros in an ideal case. The measure of distance or
dissimilarity function is typically the correlation-1 (Pearlson’s correlation) [33][34][35].
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Research Methods
The first research question, What are the metrics for measuring the quality of
semantic content for Sparse Distributed Representations? , was addressed
with a uniqueness matrix and t-SNE plots. Both these methods focus on the semantic
content of Sparse Distributed Representations (SDRs) in HTM. The uniqueness ma-
trix is an extension of Mnatzaganian’s uniqueness metric for SDRs, which establishes
a specific value for the similarity between any two SDRs. The second evaluation
technique, t-SNE, was used for visualizations of any semantic clusters in the SDR
data. A comparison between the uniqueness matrix and the t-SNE techniques was
implemented throughout all experiments to show the tradeoffs between the two visu-
alization techniques.
The second research question, How can spatial semantic information in
images be encoded into binary representations for the Hierarchical Tem-
poral Memory’s Spatial Pooler? , was addressed by the use of the Contractive
Autoencoder as an encoder for HTM. The Contractive Autoencoder (CAE) was eval-
uated for its capability to extract spatial semantic information in images and its
compatibility with the HTM Spatial Pooler. The CAE was used to extract image
features from grayscale images on the MNIST, Fashion-MNIST, and small NORB
datasets. The performance of this encoding technique was compared with the thresh-
olding of raw image values. The best configurations of the CAE for the Spatial Pooler
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were determined experimentally by using the uniqueness matrix and t-SNE plots to
analyze the Spatial Pooler SDRs.
The third research question, How can vector operations of Sparse Dis-
tributed Representations be enhanced to produce separable representa-
tions? , was addressed by the implementation of an SDR binding operation. The
binding operation was inspired by neuroscientific theory describing interaction be-
tween the neocortex and hippocampus, and also inspired by the binding operation
in Vector Symbolic Architectures. The binding operation was demonstrated on the
MNIST dataset for separability. The binding operation was also demonstrated with
the small NORB dataset by superimposing a set of bound SDRs together. This
was done to demonstrate how more complex SDRs might be created from simpler
SDRs. In addition a small exploration was done to study the density of SDRs for
superimposition.
The overall system architecture with the Contractive Autoencoder, Spatial Pooler,
Evaluation Metrics, and vector operations are shown in Figure 3.1.
Figure 3.1: The encoder, Spatial Pooler, and evaluation metrics.
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3.1 t-SNE and Uniqueness Matrix
Dimensionality Reduction techniques for visualizing high dimensional is exceptionally
useful for gaining insight into raw datasets, debugging representations in machine
learning algorithms, and providing intuition for preprocessing. Applying dimension-
ality reduction techniques to HTM systems will provide this insight into the structure
of the raw dataset, the structure of the data after it is encoded into a binary rep-
resentation, and the structure of the Spatial Pooler’s SDRs. There are two types of
dimensionality reduction techniques: those that preserve local structure and those
that preserve global structure. This work uses t-SNE [27] for the visualization of
the global structures of raw data, encoded data, and SDRs. Because t-SNE is an
optimization process, convergence is influenced by the hyperparameters. The effect
of these hyperparameters can have a drastic effect on the visualization and repro-
ducibility [28].
3.1.1 Measurement of Similar SDRs
The computation of similarity (SDR overlap) can be computed by taking the dot
product of two SDRs. Mnatzaganian’s work on Spatial Pooler proposed a novel
metric based on SDR similarity for evaluating the similarity of the representations
[36]. The similarity value or overlap metric, mu, indicates the degree of similarity
for a set of SDRs. This value is computed by taking the average overlap value and
dividing it by the maximum overlap (3.3). The average overlap for a set of n SDRs is
computed by (3.1), and the maximum overlap is computed by (3.2). A µ value of 1
indicates that all the SDRs are identical and a value of 0 indicates that all the SDRs
are unique.
ao =
2
∑n−2
s=0 (
∑n−1
u=s+1(Ws •Wu))
n(n− 1) (3.1)
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mo = kmax
(
m−1∑
i=0
Ws,i∀s, 2
)
(3.2)
µo =
ao
max(mo, 1)
(3.3)
This work utilizes the uniqueness metric to construct a uniqueness matrix for
datasets with class labels. The process for constructing the uniqueness matrix is
dependent on labeled data, which is used to compute c(c − 1) uniqueness metrics
for all possible pairs of SDRs for two classes. In (3.2) W is defined as the union of
SDRs from two classes. The uniqueness matrix displays information about the global
structure of data by illustrating the similarity between different classes. In addition
it also displays information concerning the local structure of the data. The local
structure is shown by the diagonal in similarity matrix, indicating how similar SDRs
within the same class appear. Because of all the possible c(c − 1) class pairs, the
matrix is symmetrical along the diagonal axis.
3.1.2 Visualizing the Geometry of SDRs
It is important to observe the effects vector operations on SDR geometry that oc-
cur when SDRs are bound and superimposed together. If the geometry of the SDRs
change due to vector operations, then the data clusters of the points may change as
a result. While methods like t-SNE or UMAP are state of the art for global struc-
ture [37], the visualizations rely on a preconceived notation of neighboring points
or number of classes (perplexity parameter for t-SNE and k-nearest neighbors algo-
rithm for UMAP). However, the neighboring number of points may change as the
representational structures (SDRs in this case) are manipulated by vector operations,
so methods that capture the geometry without a preconceived notion for the shape
of the clusters will better track the effects of the vector operations. In the t-SNE
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algorithm there are inconsistencies associated with creating the embeddings. The op-
timization process required to find the best embedding is computationally expensive,
and is not guaranteed to give the same results for subsequent runs. There are various
hyperparameters that can be modified for the t-SNE algorithm, and different hyper-
parameters will give different clusters in the visualization. It is required to create
multiple t-SNE plots with various perplexity levels to reveal the correct clusters in
the data [28].
Instead of relying on dimensionality reduction techniques, this work explores us-
ing Representational Similarity Analysis to visualize the geometric space. There is
no optimization process or hyperparameters in Representational Similarity Analysis.
Instead only a distance function is used to compare data points. This will allow for
more consistent representations than t-SNE. The construction of Representational
Similarity/Dissimilarity Matrices will be beneficial for evaluating SDR content by
observing the relationships among SDRs. There are two major benefits with this ap-
proach to representation evaluation: RSA provides a verification technique for HTM
and also provides a way to observe high-dimensional geometric changes in the data.
Because HTM is a biologically inspired algorithm, it can be compared to neocortical
regions it is modeled after. In this manner the Sparse Distributed Representations in
the HTM model can be compared to empirical neocortical data, when both the model
and the brain subject are given the same stimulus. In this manner the matrices con-
structed from the Sparse Distributed Representations and empirical brain data may
be compared to ensure that the same degree of relationships exist in both domains.
This work only suggests RSA as verification technique for HTM models, and instead
focuses on utilizing the matrices described in RSA to observe how representational
relationships and the geometry of high dimensional vectors (SDRs) change. The RSM
was used to model the effectiveness of the binding operation.
RSA has been utilized to understand the physical representations in the brain for
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semantic memories [34][38][29].
3.2 CAE as an encoder for the HTM Spatial Pooler
The second contribution of this work is the investigation of an encoder for the Spatial
Pooler that preserves the semantic information and spatial relationships of various
grayscale image datasets. This work proposes the Contractive Autoencoder (CAE)
as an image encoder for HTM because it has been shown that the Jacobian regular-
ization term encourages saturated (nearly binary) representations [25][23]. The loss
function of the CAE penalizes incorrect reconstructions of the input samples, so the
hidden representations must contain semantic information concerning differences be-
tween different input samples. The design of the CAE is focused on obtaining robust
representations instead of robust reconstruction [39], so the CAE does not function
as a lossless encoder. Several methods were used to analyze the performance of the
CAE. These metrics consisted of a histogram of activation values after training, plots
of optimization loss during training, comparisons between the reconstructed images
and raw images, and t-SNE plots of the hidden layer representations after training.
Although the CAE produces nearly binary representations, the Spatial Pooler
in HTM requires strictly binary inputs. The saturated representations were then
rounded to binary values in order to be compatible with the Spatial Pooler as shown
in Figure 3.1. It is expected that thresholding of the activation values will alter the
representation content in some manner, so this compares the saturated representations
with the binary representations. This was primarily done by using the decoder in the
CAE, shown in Figure 2.10, to reconstruct the input and use t-SNE algorithm to
explore the structure of the representations.
While the CAE was not designed with the intention of producing saturated or
binary values, this work explores which configurations of the CAE are ideal compat-
ibility as a Spatial Pooler encoder. The CAE and Spatial Pooler system, shown in
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Figure 3.1, was evaluated based on three grayscale image datasets. The best CAE
configuration was determined by varying the regularization values of the CAE for each
datasets. After the CAE models were trained, all activation values for the training
and testing sets were made binary by rounding. The binary representations created
by the CAE model were then used as the input to HTM Spatial Pooler. Several in-
stances of the Spatial Pooler were created and trained on the hidden layer activations
to observe the effect of different HTM hyperparameters. This was repeated for each
dataset. After the training of the Spatial Pooler, a t-SNE plot and uniqueness matrix
were generated for the Spatial Pooler SDRs to visualize the semantic relationships.
The Spatial Pooler was also evaluated in the same manner on the three datasets with
a simple thresholding encoder method. For this system, the grayscale images were
thresholded to binary values.
3.2.1 Image Datasets
The datasets used for the CAE and Spatial Pooler were MNIST, Fashion MNIST,
and a subset of the small NORB dataset. The MNIST dataset consists of grayscale
images of handwritten digits [40]. The labels for each image directly correspond to the
digits. It has been for classification of images in [8][1]. The Fashion MNIST dataset
was created in response to high classification accuracies reported on the MNIST
datasets [41]. Because of the high classification accuracies, and is considered a solved
problem. The MNIST dataset is overuseed, and it is not representative of modern
computer vision tasks. The Fashion-MNIST addresses theses issues by providing a
dataset that is focused on fashion products. The categories for Fashion-MNIST are
shown in Table 3.1. Both the MNIST and Fashion-MNIST datasets consist of 60,000
training images and 10,000 test images.
The third dataset was a subset of the small NORB dataset. The small NORB
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Table 3.1: Fashion-MNIST Labels
Labels Description
0 T-Shirt/top
1 Trouser
2 Pullover
3 Dress
4 Coat
5 Sandal
6 Shirt
7 Sneaker
8 Bag
9 Ankle Boot
dataset contains stereoscopic grayscale images of toy objects with a consistent back-
ground, where each object was imaged under six lighting conditions, nine elevations,
and eighteen azimuths [42]. There are five categories and five instances of each object
for both the train and testing split. The labels for each of the categories is shown in
Table 3.2.
Table 3.2: Small NORB Labels
Labels Description
1 Four-Legged animals
2 Human Figures
3 Airplanes
4 Trucks
5 Cars
The entire NORB dataset contains 24,300 images for both the train and test split.
The subset that was utilized in this work consisted only of two elevations, one lighting
condition, and all eighteen azimuths. All five categories and instances were used, so
the total number of images in the dataset were 900 images. The only two elevations
used were a side on perspective and a top down perspective. The subset was chosen
because there is a considerable amount of variation in the small NORB images.
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3.3 Binding of Sparse Distributed Representations
The SDR vector operations can be enhanced by looking at the brain for a source of
inspiration. There are theories that suggest the binding of neuron activations occur
in the brain for memory consolidation. The neocortex and hippocampus work closely
together to create episodic memories, which is accomplished by binding together cor-
tical neurons into a coherent representation or memory trace [32][43][31][44]. Theories
of the hippocampus function suggest that it binds together the multimodal and mul-
tidomain representations that are created in the neocortex, and also binds objects
with their spatiotemporal contexts together [31]. According to this theory, binding
is critical for the integration of multiple concepts and multimodal representations to
create mental representations for language and vision [16][13]. These theories focus
on neocortex and hippocampus interaction, but the focus of HTM is on the neocortex
alone. It is important to understand how the neocortex functions with other brain
regions, as the neocortex is not the only region in the brain. In fact the role of the
hippocampus is that it processes novel information that the neocortex cannot, which
was stated in On Intelligence (pg. 168-171) [4]. The hippocampus can quickly store
patterns and has the ability to recall these novel patterns. The binding of HTM’s
SDRs would be a direction towards this type of rapid memory storage and processing
that is found in the hippocampus.
Binding is a significant vector operation the implementation of a Vector Symbolic
Architectures (VSAs). Binding in VSAs is crucial for the symbolic processing, which
allows the reference, assignment, and query of variables. Variable binding is essential
for distributed representations in the brain because it provides a way to generalize
data that is not possible with long or short term potentiation [45]. The high dimen-
sionality, fixed length, distributed nature, sparseness of HTM’s SDRs strike similar
comparisons to the existing VSAs (HHR, BSC, MAP). The analysis of HTM’s SDRs
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was based on the intuition of the binary representations proposed by Kanerva’s work
on Sparse Distributed Memory and Hyperdimensional Computing [10].
The combination of VSA theory and HTM’s Temporal Memory algorithm was
explored in [46] to determine if Temporal Memory was able to bind information.
The approach to binding was the presentation of binary vector pairs in sequence to
the HTM region during training, so that either vector of the pair would predict the
other. The ordering of the pairs was swapped throughout learning to achieve the
binding between both binary vectors. The results showed that unbinding was highly
accurate with a large number of columns. In this approach binding was demonstrated
that binding can be learned implicitly in the distal synapses. This in line with the
theory that the binding of representations can be a created through Hebbian learning
[16][47].
This implicit binding between binary vectors is driven by changes in synaptic
weights, which may pose challenges for HTM as a continuous online learning system.
It is unclear from [46] how many times the pairs were presented to the region to
achieve the stated performance on binding and unbinding. In order for the binding
operation to be learned implicitly in the distal synapses, the pairs of random binary
vectors would have had to be presented several times to the region as the distal
synapses are initialized below the connection threshold. Instead this work explores
an explicit binding operation for the SDRs in HTM.
3.3.1 Explicit Binding Operation and Spatial Pooler
The method outlined here for SDR binding is based on the work of Laiho et al’s
generalized implementation of the HRR’s circular convolution in the frequency domain
for sparse binary vectors [48]. This method divides the sparse binary vector into
contiguous segments of bits. There are S of these segments in a sparse binary vector
with N bits, and thus each segment contains L = N/S bits. If there exists only
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one bit in each segment, then the vector is considered maximally sparse as shown in
Figure 3.2.
Figure 3.2: A 20 bit (N = 20) maximally sparse vector. The vector is divided into four
segments (S = 4) of five bits each (L = 4). The vector is maximally sparse due to the
presence of a single on bit in each segment.
The binding operation between two vectors is implemented with a segment-wise
bit shift; the index of the first nonzero bit in the first vector’s segment determines how
many bits to shift the bits in the first segment of the second vector. This process is
repeated for each of the remaining segments in the vector, an example of the binding
operation is shown in Figure 3.3. However, if the bits in the first vector are not
maximally sparse, then additional operations are required to produce a maximally
sparse vector. There are two solutions for this scenario: pick one of the bits at
random or take the bit index of the modulo sum of all bit indices in the segment.
Figure 3.3: The binding (circular convolution) of SDR A & B produce an SDR C (C =
A ⊗ B). All SDRs have 20 total bits (N = 20), four segments (S = 4), and five bits per
segment (L = 5).
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3.3.2 Creating Robust and Separable Representations for NORB
Because a binding operation is useful temporal data and complex memory structures,
HTM could benefit from a binding mechanism for SDRs. Numenta’s recent work
on object understanding in HTM explains that location signals are combined with a
sensory signals, which is then presented to the HTM model [7]. Within this framework
a memory structure could be created to preserve both the sensory information and
location information concerning a spatial object with one SDR.
The binding operation was used to create more compact and separable representa-
tions for spatio-temporal data. This was demonstrated on subset of the small NORB
dataset. While this dataset is intended to be used for object classification, this work
utilizes small NORB to illustrate how features can be combined with azimuth and
elevation information to create compact representations. Numenta has stressed the
importance of location signals in the HTM structure for robust object representations,
which are used with Temporal Memory make predictions about object features as it
is manipulated [7].
The CAE was used to encode NORB images at two elevations and all 18 azimuths
to create binary representations for the Spatial Pooler. The binary representations
of the small NORB images were used to train the Spatial Pooler in a spatiotemporal
manner. The effect of rotating a NORB object, at either elevation, in space counter
clockwise was done presenting the binary representations to the spatial pooler in order
of increasing azimuth values. The location signals/SDRs were created by generating
18 random maximally sparse SDRs with the same sparsity properties as those produce
by the Spatial Pooler, which were used to represent the 18 different azimuth values.
After the Spatial Pooler was trained on the binary representations of the images, all
binary representations for each object were passed through the Spatial Pooler in the
same manner to create SDRs for the features at all azimuths. These azimuths were
then bound together with the corresponding location signal to create 18 bound SDRs.
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The set of bound SDRs, b, are created in (3.4), where the⊗ is binding operation shown
in Figure 3.3. All bound pairs were then superimposed to create an unordered set, r,
containing all the information regarding the spatiotemporal information (3.5). The
sum operation in (3.5) is a logical OR operation.
bi = ci ⊗ li (3.4)
R =
18∑
i=0
bi (3.5)
The t-SNE visualizations and uniqueness plots were used to understand the effects
of the vector operations, and how combining data in this manner would be beneficial
for the representations.
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Results & Analysis
The results for the proposed encoding method and the proposed implementation of
the Binding operation are reported in this chapter. The baseline performance of the
Spatial Pooler is reported in Section 4.1.1, the results of the CAE and the Spatial
Pooler are reported in Section 4.1.3, and the desired configuration and performance
of the CAE is reported in Section 4.1.2. The hyperparameters used for the models are
listed in Section 4.1.5. The observations are discussed in more detail in Section 4.2.
4.1 Results
4.1.1 Spatial Pooler
This section includes the results for the Spatial Pooler when using a thresholding tech-
nique for encoding image data. A different Spatial Pooler was trained on each dataset.
The Spatial Pooler was trained and evaluated on the MNIST, Fashion MNIST, and
a special subset of the NORB dataset. All Spatial Poolers were trained for one epoch
over the complete training set. All plots were generated from the testing set, except
for the NORB subset where the plots were generated from the training set. The sig-
nificant plots used were a uniqueness matrix and t-SNE plot of SDRs for the purpose
of evaluating the semantic similarity and relationships. The grayscale pixel values
of the NORB subset were normalized to values between 0 and 1. The MNIST and
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Fashion MNIST datasets were already normalized to values between 0 and 1. The
thresholding technique consisted of rounding the image values to 0 and 1 (i.e. values
less than 0.5 were set to 0, and values greater than or equal to 0.5 were set to 1).
4.1.1.1 MNIST
The uniqueness plot of the SDRs is shown in Figure 4.1a; the diagonal of this matrix
indicates the similarity between SDRs of the same class.
The t-SNE plot of the Spatial Pooler SDRs are shown in Figure 4.1b. This shows
how some digits are more similar in their representations than other digits. The digits
3,5,8 form a cluster in the top center of the plot (green, cyan,purple); the digits 4,7,9
form a cluster in the bottom center (forest green, dark blue, magenta). It appears
that the Spatial Pooler is creating similar SDRs for semantically similar classes. This
is also illustrated by the uniqueness plot in Figure 4.1a. The bottom horizontal row
in the uniqueness matrix corresponds to the semantic similarity between class 9 and
all other classes. The classes or sets of SDRs that are most similar to the class 9
besides itself according to the uniqueness plot are 4 and 7. This is important because
both these digits are drawn in a similar manner as the digit 9 because they all share
the same general downward stroke.
4.1.1.2 Fashion MNIST
The uniqueness plot of the Spatial Pooler SDRs are shown in Figure 4.2a, which shows
a much higher degree of similarity between all classes of SDRs. The last row (class
9; ankle boots) is most similar to class 8 (Bags), but there is also similarity to all 8
remaining classes. The t-SNE plot of the Spatial Pooler SDRs is shown in Figure 4.2b.
The t-SNE algorithm doesn’t converge to an optimal solution, and fails to effectively
cluster the data points at two locations. The algorithm fails to cluster because the
data points between different classes are too similar, which can be observed by the
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(a) Uniqueness plot of SDRs. (b) t-SNE plot of SDRs.
Figure 4.1: Semantic similarity between the Spatial Pooler’s SDRs for MNIST.
uniqueness plot in Figure 4.2a.
(a) Uniqueness plot of SDRs. (b) t-SNE plot of SDRs.
Figure 4.2: Semantic similarity between the Spatial Pooler’s SDRs for Fashion MNIST.
4.1.1.3 Special NORB
The uniqueness plot is shown in Figure 4.3a, which illustrates that there is complete
similarity between all five classes in the NORB dataset. The magnitude of each µ or
column in the uniqueness plot is 1, meaning that the Spatial Pooler learned the same
SDR for each data sample. The same information can be found when looking at the
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t-SNE plot of the SDRs in Figure 4.3b. The t-SNE plot does not produce any visible
clusters even though the SDRs are spaced out, which can be observed by the small
range of the axis in the t-SNE plot.
(a) Uniqueness plot of SDRs. (b) t-SNE plot of SDRs.
Figure 4.3: Semantic similarity between the Spatial Pooler’s SDRs for a subset of the
small NORB dataset.
4.1.2 Contractive Autoencoder
The preprocessing techniques applied to all the images consisted of a subtraction of
the mean and a division by the standard deviation among the training samples for
each respective dataset. The NORB subset was resized from 96x96 pixels to 64x64
pixels. Three single layer CAEs were trained on each of the three training datasets.
The MNIST and Fashion-MNIST CAEs were trained for 300 epochs, and the NORB
subset CAE was trained for 150 epochs. The learning rate, α, for all CAEs was
5.0 × 10−4. The dimension of the hidden layer was equal to the dimensionality of
the input data for all datasets; the CAE for MNIST and Fashion MNIST were 784
hidden units, and the dimension for the NORB subset was 4096. Stochastic gradient
descent was used for the optimization of the CAE cost function. A batch size of 128
was used for MNIST and Fashion-MNIST, and a batch size of 10 was used for the
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NORB subset. The regularization parameter, λ, was the only hyperparameter that
was varied throughout the experiment.
4.1.2.1 MNIST
The reconstructions for MNIST are shown in Figure 4.4. The quality of the recon-
structions is better with less regularization or a lower value of λ; the difference in
reconstructions is shown prominently by the digits 5 and 6. However, less regular-
ization results in less saturated values, as shown by the plots in Figure 4.5a and
Figure 4.5b.
(a) λ = 0 (b) λ = 0.3
Figure 4.4: Comparison of MNIST CAE reconstructions (bottom) with input images (top)
(a) λ = 0 (b) λ = 0.3
Figure 4.5: Distribution of hidden layer activation values on MNIST dataset. There are
more saturated values with more regularization strength.
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4.1.2.2 Fashion MNIST
The reconstructions for Fashion MNIST are shown in Figure 4.6. The reconstruction
again is stronger with less regularization. The effect of strong regularization is shown
by looking at the sandal class reconstruction (sixth image from the left) in Figure 4.6b,
which shows the reconstructed sandal appears more like a sneaker when compared
to the more accurate reconstruction in Figure 4.6a. The same phenomena is also
observed by looking at the bag class reconstructions (ninth image from the left) in
Figure 4.6b, which again shows that the reconstructed bag appears more like a ankle
boot when compared to the more accurate reconstruction in Figure 4.6a.
(a) λ = 0 (b) λ = 0.6
Figure 4.6: Comparison of Fashion MNIST CAE reconstructions (bottom) with input
images (top)
(a) There is not a clear divide between acti-
vation values. λ = 0.01
(b) There is a clear divide between the acti-
vation values. λ = 0.6
Figure 4.7: Distribution of hidden layer activation values on FASHION MNIST test
dataset. There are more saturated values with more regularization strength.
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4.1.2.3 Converting Saturated values to Binary
It is important to observe what information is lost by thresholding the saturated value
to binary. This was done by comparing the reconstructed images for saturated to the
binary representations for the CAE. The reconstructed images in Figure 4.8 of the
digit 5 that are semantically similar to the digit 3. These results were found by using
a classification technique (softmax and SVM) to find instances were the classifier
predicted the digit 3 instead of 5. The saturated and binary representations were
compared for the same input samples. When examining the input and reconstructed
images of the digit 5 on the far left in both Figure 4.8a and Figure 4.8b, the binary
reconstructed representation appears more like the digit 3 than the digit 5.
The same reconstruction technique was used for the Fashion MNIST datasets,
and specifically samples of ankle boots (class 9) that were similar to bags (class 8).
The reconstructions are shown in Figure 4.9, but is difficult to observe or identify the
spatial features that correspond to a bag even with the saturated values.
(a) Saturated Representations (b) Binary Representations.
Figure 4.8: Comparison of MNIST images (top) with CAE reconstructions (bottom).
(a) Saturated Representations. (b) Binary Representations.
Figure 4.9: Comparison of Fashion MNIST images (top) with CAE reconstructions (bot-
tom).
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4.1.2.4 Regularization Values
The regularization values that were chosen for CAEs for the MNIST, Fashion MNIST,
and NORB subset datasets are λ = 0.3, λ = 0.01, and λ = 0.01 respectively. The
MNIST and Fashion MNIST regularization values were chosen to balance reconstruc-
tion error while maintaining a significant amount of saturation. The lambda value for
the NORB subset was significantly weaker due to the total number of weights in the
network. A weaker lambda value ensures that the representations contained enough
information to discern between different sample categories.
4.1.3 CAE & Spatial Pooler
The compatibility of the CAE’s activations were evaluated with the Spatial Pooler;
the results in this section show how the Spatial Pooler performs with the CAE as an
encoder.
4.1.3.1 MNIST
The uniqueness plot of the test representations are shown in Figure 4.10a. The simi-
larity of SDRs from the same class is much greater than the basic image thresholding
technique, which can be seen by comparing the diagonals of Figure 4.1a and Fig-
ure 4.10a. The t-SNE plot of the SDRs is shown in Figure 4.10b, which now shows
more entangled relationships. The SDRs corresponding to the digits 3,5,8 (light
green, cyan, purple) are clustered in the center, and just below that is a hook shaped
cluster for the digits 4,7,9 (green,dark blue, magenta). The orange cluster on the
far left corresponds to SDRs of the digit 1. There are two orange circles at the top
and bottom of the orange cluster that resulted due to the t-SNE algorithm failing
to cluster effectively. The similarity between the SDRs representing the digit 1 are
too similar, so the t-SNE algorithm cannot create enough neighbors for the points.
This is also supported by the uniqueness plot by looking at the intersection of the 1
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class with itself in the top left corner of Figure 4.10a: the µ value is the largest in
magnitude for the entire matrix.
(a) Uniqueness plot of SDRs. (b) t-SNE plot of SDRs.
Figure 4.10: Semantic similarity between the Spatial Pooler’s SDRs for MNIST.
4.1.3.2 FASHION MNIST
The uniqueness plot of the test representations are shown in Figure 4.11a; the simi-
larity between the classes with CAE shows clearer relationships. The last horizontal
row represents the semantic relationships for the ankle boot class in the uniqueness
matrix, and it has the strongest similarity or largest µ to itself (class 9 ). The ankle
boot SDRs also have lesser semantic relationships to sandals and sneakers (class 5
and 7 ), but also has a small semantic relationship to bags (class 8 ).
The t-SNE plot of the Fashion MNIST SDRs are shown in Figure 4.11b. The cyan
and dark blue cluster to the left of the far right magenta cluster is primarily composed
of two classes: the sneaker SDRs on bottom (dark blue, class 7 ) and the sandal SDRs
on the top (cyan, class 5 ). The reconstruction image of the sandal in Figure 4.6b
shows that appears more like a shoe than the input sandal. This is likely why the
two classes are clustered so close to each other. However, there are some outliers in
the bottom left of the cluster that consist of bags, ankle boots, and sneakers.
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(a) Uniqueness plot of SDRs. (b) t-SNE plot of SDRs.
Figure 4.11: Semantic similarity between the Spatial Pooler’s SDRs for Fashion MNIST.
4.1.3.3 Special NORB
The uniqueness plot of the special NORB in Figure 4.12a has a similar level of dis-
similarity between SDRs of all classes except for class 2 (human toy figures). The
large uniqueness value for class 2 indicates that the representations for this class are
similar, and is also illustrated by looking at t-SNE plot of the same data in Fig-
ure 4.12b. The concentration of class 2 (yellow-green) is located in the top “ring”
of the t-SNE plot, and this implies that the class 2 SDRs are semantically similar
for both elevations of the objects. The large amount of variance in the positions and
angles found in the small NORB datasets are likely responsible for the lack of any
significant clusters in the t-SNE plot.
It is important to observe that labeling has a significant effect on both the unique-
ness plot and t-SNE plots. The labels used for both plots are only the category labels.
In turn more detailed combinations of labels could have been used between for both
plots such as label illustrating the category and elevation.
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(a) Uniqueness plot of SDRs. (b) t-SNE plot of SDRs.
Figure 4.12: Semantic similarity between the Spatial Pooler’s SDRs for a subset of the
small NORB dataset.
4.1.4 SDR Binding and Superposition
The previous results of this section show that stronger semantic relationships are
created between SDRs with the CAE. These SDRs were used to observe the effects of
vector operations. The SDRs were manipulated by the superposition and proposed
binding operation. The goal of these experiments is to examine how these operations
might untangle the semantic relationships to produce separable representations.
4.1.4.1 Binding with MNIST
The result of the binding operation between 10 random maximally sparse SDRs with
each class of SDRs is shown in Figure 4.13b, which shows that this operation untangles
and removes the semantic relationships that existed before in Figure 4.13a. Each
SDR is clustered along with the other SDRs for a particular class, but there are some
outliers where the SDRs after binding are closer to other class clusters. It should be
noted that it is possible to go back to the original space in Figure 4.13a by performing
a binding operation between the bound SDRs and the 10 maximally sparse cue SDRs.
This binding experiment was configured such that the distances between SDRs from
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the same class is maintained through the binding operation, which is accomplished
by binding the SDRs of each class with randomly generated maximally sparse SDR.
This is not observable through the t-SNE plots in Figure 4.13, so a representational
similarity matrix was used to observe the change in distances before and after binding.
(a) MNIST SDRs (b) SDRs after Binding
Figure 4.13: t-SNE plots of MNIST SDRs before and after binding.
The matrices in Figure 4.14 show the difference in distance (dot product) between
all 10,000 MNIST SDRs before and after binding. The values in the matrix indicates
how similar two particular SDRs are to each other: the similarity corresponds to the
darkness of point where black pixels indicate high similarity and white pixels indicate
low similarity. In Figure 4.13b 10 squares emerge after binding centered along the
diagonal, which correspond to the 10 distinct clusters for each of the 10 classes in
Figure 4.13b. Each of the emergent 10 squares has the same relative distance to other
SDRs within the same class, this was verified by taking the difference between the
matrics in Figure 4.13.
It should also be noted and observed that the t-SNE plot of the MNIST SDRs
in Figure 4.13a and Figure 4.10b illustrate the same data. The same SDR samples
and hyperparameters were used with the t-SNE algorithm to cluster the data, yet the
result of the algorithm is inconsistent.
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(a) RSM of MNIST SDRs
(b) RSM of MNIST SDRs after Binding with
unique SDR
Figure 4.14: t-SNE plots of MNIST before and after binding.
4.1.4.2 Superposition with MNIST
The results for determining the membership for a superimposed vector are shown
in Figure 4.15. The membership accuracy is shown in Figure 4.15a with a general
decline in membership as the size of union grows. As the number of SDRs that are
superimposed increases, the accuracy for determining if a particular SDR belongs
to the set decreases. This is explained by looking at the density or sparseness of
the union SDRs in Figure 4.15b. There is a sharp increase in the density, and the
union SDRs are no longer around 2% sparsity. As the the number of SDRs that
are superimposed increases, the number of active bits in the superimposed vector
increases dramatically.
The implementation of the subtractive thinning technique reduces the decline in
accuracy and the substantial increase in density. The subtractive thinning of the same
superimposed vectors maintains a consistent density regardless of how many vectors
are superimposed together, which is shown in Figure 4.16b. The density does not
approach the target 3% sparsity, and instead the density ranges from 12% to 34%.
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Figure 4.16a shows that the membership accuracy does not decline, but instead has
consistent membership accuracy with a large variance.
(a) SDR Union Membership Accuracy (b) SDR Superposition Density
Figure 4.15: Membership Test of Superposition.
(a) SDR Union Membership Accuracy (b) SDR Superposition Density
Figure 4.16: Membership Test of Superposition with subtractive thinning.
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4.1.4.3 Binding and Superposition with NORB
The Binding implementation was also tested in conjunction with the superposition
operation for the small NORB subset. The t-SNE plots in Figure 4.17 show the SDRs
for all samples in the NORB subset, which contain semantic information of images at
all 18 azimuths (or angles) around each object at two elevations. Figure 4.17b only
has the elevations of each point labeled, and generally the SDRs containing spatial
semantic information at lower elevation (0) are clustered towards the bottom of the
lower “ring” whereas the SDRs containing spatial semantic information at the top
down elevation (8) are clustered in the top “ring”. There are many exceptions to this
observation, but examining the complex representations that result after the binding
and superposition reveal more insight into these emergent clusters.
(a) t-SNE with categories labeled. (b) t-SNE with elevations labeled.
Figure 4.17: t-SNE plots of NORB subset at all 18 azimuths and 2 elevations.
It is important to observe that the same data exists in both Figure 4.17 and
Figure 4.18, the data in Figure 4.18 is composed of bound and superimposed SDRs
from Figure 4.17. The dimensionality of the SDRs is the same in both plots. The
human figures (category 2, purple) in Figure 4.18a are clustered together. The same
cluster is observed with the elevations labeled in Figure 4.18b, which indicates that
human figures have semantically similar representations at both elevations. However,
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looking at other categories such as trucks (category 4, yellow-green) in Figure 4.18a
shows two main clusters of five truck SDRs, and by examining the same two clusters
in Figure 4.18b the two truck clusters correspond to two different elevations.
A more general view of the complex representations (SDRs) in Figure 4.18b il-
lustrates that the semantics in the representation at the lower elevation (0) differ
from the semantics at the higher elevation (8). Generally the representations for the
lower elevation exist in the upper right of the plot where as the representations for
the higher elevation exist in the lower right of the plot. It should be recalled that
no supervised information related to the elevation was bound to the SDRs, only the
information regarding the azimuth was bound and superimposed to the SDRs in Fig-
ure 4.17b. The average density of all the data points in Figure 4.18a and Figure 4.18b
is 785 active bits or around 40% density. This is much larger than the 64 active bits
or 3% sparsity that the Spatial Pooler was designed to generate. This increase in
density occurs because of the superposition operation, which accumulates active bits
in the resulting vector.
(a) t-SNE with categories labeled. (b) t-SNE with elevations labeled.
Figure 4.18: t-SNE plots of bound NORB class instances at all 18 azimuths and 2 eleva-
tions.
63
CHAPTER 4. RESULTS & ANALYSIS
4.1.5 Hyperparameters
This section contains the hyperparameter values for the Contractive Autoencoders
and the Spatial Poolers. All Spatial Pooler’s used global inhibition.
4.1.5.1 Spatial Pooler
The hyperparamters listed in this section relate to the three Spatial Poolers used for
each of the three datasets with the simple image thresholding encoder.
Table 4.1: Spatial Pooler Parameters for MNIST
Parameter Symbol Value
Total columns in region m 2048
Number of synapses per column q 400
Permanence increment φ+ 0.05
Permanence decrement φ− 0.05
Synapses connection threshold ρs 0.5
Column activation threshold ρd 5
Active bits in SDR ρc 64
Table 4.2: Spatial Pooler Parameters for Fashion-MNIST
Parameter Symbol Value
Total columns in region m 2048
Number of synapses per column q 100
Permanence increment φ+ 0.05
Permanence decrement φ− 0.05
Synapses connection threshold ρs 0.5
Column activation threshold ρd 5
Active bits in SDR ρc 64
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Table 4.3: Spatial Pooler Parameters for small-NORB
Parameter Symbol Value
Total columns in region m 2048
Number of synapses per column q 100
Permanence increment φ+ 0.005
Permanence decrement φ− 0.005
Synapses connection threshold ρs 0.5
Column activation threshold ρd 5
Active bits in SDR ρc 64
4.1.5.2 Spatial Pooler with CAE
The parameters listed in this section are for the combined CAE and Spatial Pooler
systems for each of the three datasets.
Table 4.4: CAE Parameters for MNIST
Parameter Value
Number Hidden Units 784
Learning rate (α) 5e-4
Regularization (λ) 0.3
Batch Size 128
Epochs 300
Table 4.5: Spatial Pooler Parameters for CAE MNIST
Parameter Symbol Value
Total columns in region m 2048
Number of synapses per column q 200
Permanence increment φ+ 0.05
Permanence decrement φ− 0.05
Synapses connection threshold ρs 0.5
Column activation threshold ρd 5
Active bits in SDR ρc 64
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Table 4.6: CAE Parameters for Fashion-MNIST
Parameter Value
Number Hidden Units 784
Learning rate (α) 5e-4
Regularization (λ) 0.01
Batch Size 128
Epochs 300
Table 4.7: Spatial Pooler Parameters for CAE Fashion-MNIST
Parameter Symbol Value
Total columns in region m 2048
Number of synapses per column q 100
Permanence increment φ+ 0.05
Permanence decrement φ− 0.05
Synapses connection threshold ρs 0.5
Column activation threshold ρd 5
Active bits in SDR ρc 64
Table 4.8: CAE Parameters for small-NORB
Parameter Value
Number Hidden Units 4096
Learning rate (α) 5e-4
Regularization (λ) 0.01
Batch Size 10
Epochs 150
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Table 4.9: Spatial Pooler Parameters for CAE small-NORB
Parameter Symbol Value
Total columns in region m 2048
Number of synapses per column q 500
Permanence increment φ+ 0.005
Permanence decrement φ− 0.005
Synapses connection threshold ρs 0.5
Column activation threshold ρd 5
Active bits in SDR ρc 64
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4.2 Discussion
4.2.1 Uniqueness Metric for Semantic Similarity
Both the t-SNE and uniqueness matrix were used to visually illustrate SDRs and
the high-dimensional space they exist inside. The implementation of these methods
was used to address the question of what metrics exist for evaluating the semantic
content of SDRs. This is an important problem for HTM researchers because of
the distributed nature of the representation where individual bits mean nothing in
isolation. Current HTM theory does not describe any regeneration of the input from
an SDR, so the conversion from the SDRs to input space requires further research.
Although the Spatial Pooler processes only feedforward spatial information, it is a
continuous online learning algorithm and adapts to changes in the spatial data. This
is implemented with Hebbian learning, and results in changes to the SDRs as the
nature of the input to the Spatial Pooler changes. Therefore the relationships among
the SDRs may change over time as the Spatial Pooler adapts to new data. The
assignment of significant meaning to any particular SDR may be shortsighted. There
is a strong need for understanding the content of SDRs, and this work focuses on the
relationships between SDRs as a basis for content evaluation.
The uniqueness metric is a visualization tool that uses the spatial semantic rela-
tionships in SDRs to evaluate the content of the SDRs, which was primarily done to
aid researchers in understanding how to build HTM systems. The uniqueness matrix
contain strict numerical values, but they were omitted in the plots. This was done
purposely to focus on the general relationships between classes rather than the abso-
lute differences/similarity. There is no desirable similarity between class 1 and class 2,
class 2 and class 5, class x and y, and so on. The focus of this metric is for researchers
to understand what semantic relationships the Spatial Pooler learns among the data,
and to provide a consistent measure of the semantics. While the t-SNE plots are help-
68
CHAPTER 4. RESULTS & ANALYSIS
ful in spatially illustrating the existence of clusters, they have inconsistent results and
many tunable hyperparameters (perplexity, learning rate, exaggeration, theta). The
t-SNE algorithm requires some prior knowledge of what the clusters might already
look like in order to get accurate data clusters, and realistically this requires several
runs of the t-SNE algorithm with different hyperparameters. The t-SNE plot also
does not accurately visualize the distances between clusters effectively [27].
Instead the uniqueness matrix embraces the high-dimensionality and focuses on
distances between the representations instead of imposing specific low dimensional
clusters on the data. This approach is analogous to Representational Similarity Anal-
ysis [33], where the focus is on the distance between stimulus in high dimensional
space.
The recent focus of machine learning algorithms has been that a good represen-
tation is one that is separable, and to some extent this value has been guiding the
content evaluation of the Spatial Pooler SDRs. In contrast this work suggests that
a good representation for HTM’s SDRs is one that contains semantic information
in addition to the sparsity, entropy, and noise robustess that are required for good
SDRs. This ambiguous definition of good SDR content is explored in the next section
by focusing on the encoder’s effect on the semantic relationships.
4.2.2 Contractive Autoencoder as an HTM Encoder
The purpose of an HTM encoder is to define the semantic meaning among the input
data, and to some extent this task is left up to the system designer. A major benefit of
the CAE as an HTM encoder is that it establishes semantic meaning between images
without hand crafted features. The contractive autoencoder was shown to extract
meaningful spatial semantic information for the Spatial Pooler compared to the image
thresholding encoder. It creates these representations based on the regularization
term that encourages invariance or “contractions”, so images that are spatially similar
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have similar representations. However, the training paradigm of the CAE poses some
questions concerning end-to-end compatibility with an HTM system. The CAE is
trained with an optimization process to minimize the cost function, which may require
several epochs to find the best optimization. The optimization approach to
training is a different paradigm of learning than the Hebbian learning
utilized in the Spatial Pooler. This will likely create training issues when a CAE
and Spatial Pooler system is presented with novel data because there is difficulty
training the CAE on new data without forgetting the existing representations. The
encode novel data for the CAE and Spatial Pooler system requires retraining the
CAE. In order to retrain the CAE new images would have to be presented with
old images to prevent the CAE from forgetting how to encode existing images. In
addition different datasets require different hyperparameters to achieve a saturated
representation, whereas in HTM the standard hyperparameters work for a variety of
datasets.
The CAE’s training paradigm should not undermine it’s ability to produce binary
semantic representations for HTM, and there are benefits to having strong semantic
representations between SDRs. Since the regularization term in the CAE produces
contractions in directions of invariance, the representations learned will be locally
invariant to small directions of change. At the extreme this was observed by the digit
1 (class 1) in MNIST because there was a high similarity among the representations
according to the t-SNE plot and uniqueness matrix. This invariance to the input
results in a larger variance in the similarity, µ, between the SDRs.
A larger variance in SDR similarity will have a crucial effect on the calculation of
similarity between any two SDRs. It allows for a larger range of threshold values, θ,
for establishing similarity or equivalence between any two SDRs after calculating their
SDR overlap. However, the large amount of variance in similarity creates stronger
similarity (larger µ) between SDRs of different classes. This creates stronger semantic
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relationships between SDRs, so the indication of a match or equivalence between two
SDRs may or may not occur depending on the threshold value.
4.2.3 Binding and Superposition
It was shown that the CAE creates strong semantic relationships, which correspond-
ingly result in entangled clusters. For some applications it may be desirable to create
separable representations. It was shown that the binding operation was able to untan-
gle the relationships, and create separable clusters of SDRs according to class for the
MNIST SDRs. However, in order to produce the separability each SDR was known
to belong to a specific class, so it was bound with the appropriate cue SDR. This
demonstration was dependent on a supervised understanding of the data
(i.e. each SDR had a class label), so an online or unsupervised approach
to binding for separability would not be possible within the current HTM
theory. In addition the Spatial Pooler does not produce maximally sparse SDRs
that are required for the binding of spare binary distributed vectors. This issue was
overcome in the MNIST binding experiment by using the maximally sparse binary
vector (cue SDR) as the index for the number of bits to shift. This limits the full
functionality or capabilities of the binding operation that was described in [48]. The
limitation means that only unbinding can be done with the cue SDR for this experi-
ment. The remedy for this is likely to utilize local inhibition to create neighborhoods
within the region that correspond to segments, and ensure that the result of each
neighborhood produced a single column activation.
Binding and superposition were used to create an aggregated or robust represen-
tation for the small NORB subset. The binding of a specific location SDR with the
sensory SDR will allow the recollection or extraction of features from the superim-
posed SDR. This means that the result of unbinding operation between a location
SDR and the aggregated SDR will give only the sensory SDR that was bound with
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that location SDR. This is effectively the basis for content addressable memory, and
the binding operation is one of the methods for traversal of this memory organiza-
tion. The benefits for storing data in the manner allows for a compact representation
because the dimensionality does not increase, and information can be queried out
through the binding/unbinding operation with cue SDRs. There are some remain-
ing issues that will prevent the full functionality of content addressable memory for
HTM’s SDRs. Recollection will prove difficult because the SDRs generated by the
Spatial Pooler are not maximally sparse, so cues generated by the Spatial Pooler
cannot be used to unbind the representations. There is a substantial density increase
that occurs as SDRs are superimposed, and when querying data out of superposition
is unclear how to thin the recalled SDR to get the original SDR at the lower density.
According to VSA theory, it is expected that the recalled SDR after unbinding will
be noisy, and this can be remedied by using cleanup memory to retrieve the pristine
version of the original SDR.
The creation of representations could be enhanced by the inclusion of Temporal
Memory. The anomaly detection capability could be utilized to mark the creation
of a new memory representation, which would allow for the unsupervised creation of
complex SDRs. In other scenarios it could be used to unbind other memory represen-
tations, and potentially assign context to novel data based on stored representations.
In this work the location signals/SDRs were bound with the Spatial Pooler SDRs, but
it is unlikely this would occur in the neocortex. It is more likely that location signals
are combined with the sensory information before it is processed by the Spatial Pooler
[7]. However, this was done intentionally to represent that data of different domains
can be combined together with the binding operation.
The specific combination of vector operations to combine and manipulate data
is dependent on the architecture, or how the vector operations are utilized to create
new representations. This work explored the binding and superposition operations
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specifically for the small NORB dataset, but given additional SDRs the manipulation
of this space may change. It may require binding or superposition of additional SDRs
to get the desired representation, which is likely highly dependent on the application.
In fact it is suggested that good architectural design is more important as these vector
operations cannot be trained [14]. In summary the VSA vector operations are a set of
tools that could be useful in creating robust relationships and untangling existing ones
for the Sparse Distributed Representations in HTM, but the design and application
requirements have a significant influence on how the representations are manipulated.
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Conclusion
The solution to the first research question was answered by examining the semantic
relationships between Sparse Distributed Representations through a uniqueness ma-
trix. A Contractive Autoencoder was used to address the second research for encoding
the spatial information in images for HTM systems. The vector operations of Sparse
Distributed Representations were expanded with a binding operation to address the
third research question.
The Contractive Autoencoder was shown to creates spatial relationships for datasets
where simple thresholding does not allow any significant relationships to be encoded.
The binding operation for maximally sparse vectors illustrates how the Sparse Dis-
tributed Representations can be manipulated to form a separable representations, but
the operation is limited due to the lack of maximally sparse representations produced
by the Spatial Pooler.
5.1 Future Research Directions
The future research of the proposed questions can be extended in three directions.
The uniqueness matrix function of illustrating the general semantic similarity among
known data types is highly dependent on labeled data, and does not visualize the
geometry of the sparse distributed representations. Because of the difficulties of
visualization with t-SNE, further investigation into visualization and evaluation of
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the content should look into representational similarity matrices would be beneficial.
The contractive autoencoder requires stochastic gradient descent to optimize the cost
function, which creates difficultly for continuous online learning systems where there
is no assumptions about the structure of the input. A generic contractive autoencoder
would be beneficial to alleviate this concern by training one contractive autoencoder
to work for any image data. The binding operation can be made invertible for content
addressable memory by exploring how local inhibition in the Spatial Pooler can be
utilized to produce maximally sparse, Sparse Distributed Representations.
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Copyright (c) 2018 Luke Boudreau
*All code and assets for this research is hosted at:
– https://kgcoe-git.rit.edu/lgb9267
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