Information-driven modeling of large macromolecular assemblies using NMR data  by van Ingen, Hugo & Bonvin, Alexandre M.J.J.
Journal of Magnetic Resonance 241 (2014) 103–114Contents lists available at ScienceDirect
Journal of Magnetic Resonance
journal homepage: www.elsevier .com/locate / jmrInformation-driven modeling of large macromolecular assemblies using
NMR data1090-7807  2013 The Authors. Published by Elsevier Inc.
http://dx.doi.org/10.1016/j.jmr.2013.10.021
⇑ Corresponding authors.
E-mail addresses: h.vaningen@uu.nl (H. van Ingen), a.m.j.j.bonvin@uu.nl (A.M.J.J.
Bonvin).
Open access under CC BY-NC-ND license.Hugo van Ingen ⇑, Alexandre M.J.J. Bonvin ⇑
NMR Spectroscopy Research Group, Bijvoet Center for Biomolecular Research, Utrecht University, Faculty of Science – Chemistry, Padulaan 8, 3854 CH Utrecht, The Netherlands
a r t i c l e i n f o a b s t r a c tKeywords:
Biomolecular complexes
Modeling
Docking
Integrative structural biology
TROSY
Methyl TROSYAvailability of high-resolution atomic structures is one of the prerequisites for a mechanistic understand-
ing of biomolecular function. This atomic information can, however, be difﬁcult to acquire for interesting
systems such as high molecular weight and multi-subunit complexes. For these, low-resolution and/or
sparse data from a variety of sources including NMR are often available to deﬁne the interaction between
the subunits. To make best use of all the available information and shed light on these challenging sys-
tems, integrative computational tools are required that can judiciously combine and accurately translate
the sparse experimental data into structural information. In this Perspective we discuss NMR techniques
and data sources available for the modeling of large and multi-subunit complexes. Recent developments
are illustrated by particularly challenging application examples taken from the literature. Within this
context, we also position our data-driven docking approach, HADDOCK, which can integrate a variety
of information sources to drive the modeling of biomolecular complexes. It is the synergy between exper-
imentation and computational modeling that will provides us with detailed views on the machinery of
life and lead to a mechanistic understanding of biomolecular function.
 2013 The Authors. Published by Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction possible to determine 3D-structures of isolated subunits either byProteins and their intricate network of interactions are one of the
cornerstones of life, performing and regulating nearly all critically
importantprocesses in the cell. Not surprisingly, understandingpro-
tein function has been a longstanding goal of biochemists and struc-
tural biologists alike. In particular, relating function to protein
structure and dynamics is key in order to develop a mechanistic
understanding of biological function. This hinges on the ability to
determine three-dimensional (3D) high-resolution atomic struc-
tures of proteins and their complexes, either by X-ray crystallogra-
phy or solution- and solid-state nuclear magnetic resonance
(NMR) spectroscopy. These classical techniques are, however, faced
with many challenges, especially when the macromolecular sys-
tems under study become very large and consist of multiple
subunits that may interact only transiently or are membrane-
embedded or associated. In practice, complexes with molecular
weight above 50–100 kDa are too large for conventional, de novo
NMR structure determination relying on an extensive network of
short-range inter-proton distance. However, in many cases it is stillNMR or crystallography, and to acquire structural information on
their organization in the complex, although less complete and pre-
cise. In addition, complementary information might be available
from other types of biochemical and biophysical experiments. The
resulting collections of sparse data, of different experimental origins
and information content, call for integrative computational tools to
judiciously combine and translate them into meaningful atomic
structures or models. These can be interrogated to test existing
hypothesis or generate new ones, which can then be probed exper-
imentally. In this Perspective, we brieﬂy review NMR-based ap-
proaches for the integrative modeling of large and multi-subunit
complexes. We warn the reader that the goal here is not to be com-
prehensive, nor to provide a thorough review of the current litera-
ture. We describe the NMR techniques available to characterize
soluble high molecular weight complexes, the types of data that
canbe extracted fromthese, and the sources of complementarydata.
We then outline the general procedure for integrativemodeling and
illustrate all this with a number of challenging cases from the liter-
ature. Finally, we dissect current bottlenecks and present an outlook
to the future of integrative modeling of large multi-subunit
complexes and the role of NMR in it.
2. NMR techniques for soluble high molecular weight
complexes
Both the sensitivity and resolution of solution NMR spectra
deteriorate signiﬁcantly with increasing molecular weight due to
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tional tumbling correlation times sc, which enhance transverse
relaxation. The key break-through to circumvent these deleterious
relaxation effects has been the development of transverse relaxa-
tion-optimized spectroscopy (TROSY [1]), in which slowly relaxing
multiplet components are selectively observed in highly deuter-
ated proteins. In the context of the characterization of large mul-
ti-subunit protein complexes, TROSY comes in basically two
ﬂavors (Table 1). The ﬁrst type is aimed at the sensitive detection
of backbone amide signals (TROSY, CRIPT/CRINEPT-TROSY [2]),
while the second aims speciﬁcally at the detection of methyl
groups (MeTROSY [3]).
Backbone-amide detection allows monitoring of all non-proline
residues, making it an excellent tool for identifying binding sur-
faces. However, for single-chain proteins beyond 50–100 kDa the
sheer amount of backbone signals complicates the spectra, and
assignment becomes increasingly difﬁcult. In such systems,
methyl-based experiments offer a very attractive alternative. MeT-
ROSY experiments have high sensitivity due to the threefold
degeneracy of the methyl-group and because its fast rotation effec-
tively decouples the methyl group from overall molecular tum-
bling, thus reducing the line broadening effect [3]. The obvious
drawback of the MeTROSY approach is that it is not applicable to
14 out of 20 amino acids. While typically only methyl groups in
Ile, Leu, Val are observed [4], speciﬁc isotope labeling strategies
have also been developed for Met, Ala (reviewed in [5]) and Thr
[6]. The limited sequence coverage of MeTROSY can be alleviated
to some extent by site-speciﬁc introduction of 13CH3 groups at de-
sired positions, for example by site-directed mutagenesis, if the
structure allows for it. Such MeTROSY-based methionine scanning
of solvent exposed residues has recently been proposed to map
binding interfaces [7]. Alternatively, a single methyl probe may
be introduced by di-sulﬁde bond formation with a 13CH3–S group
from methylmethanethiosulfonate resulting in the methione-mi-
mic S-methylthiocysteine [8].
Both backbone amide-based TROSY and MeTROSY experiments
have proven to allow studies of protein structure, dynamics and
interaction in systems as large as 1 MDa (Table 1). In addition,
other approaches such 13C direct detection [9,10] or stereo-selec-
tive amino acid labeling [11,12] can help to study large molecular
systems. Yet, despite these advances, lowmolecular tumbling rates
inherently limit the applicability of solution-state NMR. In con-
trast, the resonance line width in magic-angle spinning (MAS) so-
lid-state NMR (ssNMR) is independent of the protein molecular
weight. Recently, Reif and co-workers as well as Bertini et al. have
shown that also soluble protein complexes can be investigated by
ssNMR in an approach referred to as FROSTY [13] or sedNMR (sed-
imented NMR) [14]. Strong centrifugal forces during MAS lead to
reversible protein sedimentation at the inner wall of the MAS rotorTable 1
Overview of the main NMR techniques to study high molecular weight com
NMR technique Observables
TROSY N, H backbone
CRIPT/CRINEPT N, H backbone
MeTROSY CH3 ILVMAT
MAS-ssNMR Allfor protein complexes above 100 kDa, effectively creating a solid.
Complexes can also be sedimented into the rotor by conventional
ultracentrifugation using a dedicated ﬁlling-device [15,16]. Sedi-
mented ssNMR is thus a promising method to overcome the size
barrier in solution NMR.3. NMR data available for high molecular weight complexes
Various types of NMR experiments can provide low-resolution
structural information even for large systems. Assuming that the
stoichiometry and composition of the macromolecular complex
under study are known, these can provide useful insights into
binding sites, distances between speciﬁc pairs or groups of atoms,
and relative orientation of subunits. The most frequently used data
and their information content are summarized in Table 2.3.1. Chemical shift perturbations
The workhorse of NMR for interaction studies is chemical shift
perturbations (CSP) mapping, a simple comparison of peak posi-
tions in spectra before and after adding a (unlabeled) binding part-
ner. Ligand binding induces changes in the chemical environment
of the observed protein, which can conveniently be monitored by
NMR (Fig. 1). Typically, these changes are followed for the
15N–1H backbone amide resonance that are particularly sensitive
reporters of (subtle) structural changes, as was recognized already
early on [17,18]. Note that chemical shifts are also sensitive to con-
formational changes and, as such, the observed changes do not
exclusively report on the binding site, but might indicate for exam-
ple allosteric changes. Similar methods can also be applied in
ssNMR [19,20], making CSP-based interaction mapping an univer-
sally applicable tool. In context of protein–protein interactions in
solution, 2D TROSY spectra are excellent for this purpose up to
50–100 kDa as they offer both high sensitivity and resolution. For
larger systems, CRINEPT-TROSY can enable backbone-based CSP
study of complex formation, as was demonstrated on the
900 kDa GroEL–GroES complex [21]. Signal overlap and the pres-
ence of unsuppressed multiplet components may complicate spec-
tral analysis in such large systems. MeTROSY-based studies offer
an excellent alternative as they follow shift changes of a reduced
set of resonances. The standard deviations (r) of chemical shifts
deposited in the Biological Magnetic Resonance Databank BMRB
[22] (r  0.30/1.6 ppm 1HMe/13C; 0.64/3.8 ppm 1HN/15N) suggest
that in MeTROSY spectra smaller chemical shift changes will be ob-
served compared to backbone TROSY spectra.
In case of large protein–protein complexes, it is also important
to minimize transverse relaxation in the bound state to prevent
gradual bleaching of the spectrum upon titration of the ligand. Inplexes.
Size limit Key complexes studied
50–100 kDa Too many to list!
1 MDa 900 kDa GroEL–GroES [21]
360 kDa F1 ATPase complex [84]
200 kDa Hsp90-p53 [85]
150 kDa HasA-HasR/micelle [86]
1 MDa 1 MDa proteasome-11S [87]
220 kDa nucleosome-HMGN2 [79]
210 kDa SecA-signal peptide [88]
180 kDa p53-DNA [89]
120 kDa CheA–CheW [23]
None 1 MDa proteasome-11S [20]
600 kDa aB-crystallin [76]
Table 2
Overview of NMR data types available for HMW complexes.
Data type Resolution Information content Remarks
CSP Residues Interface Can give false positives; binding afﬁnity and kinetics
NOE Atom pairs Distance <5–10 Å Can be difﬁcult across interface due to exchange broadening; in MAS-ssNMR similar through-space
correlations can be obtained
PRE Residues/atom pairs Distance 8–35 Å Linker ﬂexibility and exchange dynamics can complicate quantitative interpretation
PCS Atoms pairs Distance 8–40 Å
angles
RDC Bond-vector to
common frame
Relative subunit
orientation
Relies on anisotropic medium (complex stability) or natural alignment
Saturation
transfer
Residues Interface Needs differential labeling, does not suffer from indirect effects
Fig. 1. Example of CSP-based interaction surface mapping, taken from Van Nuland et al. [80]. (A) Sections of the 2D 1H–15N HSQC spectrum of the PSIP1-PWWP domain
during the titration with H3K36me3 peptide (left panel) and dsDNA fragment (right panel). Free PWWP spectrum in black; resonances of interest are labeled. (B) Interaction
surfaces for the histone peptide (left) and dsDNA (right), coded on the van der Waals surface. Grey is used for residues w/o data; residues with shifts larger than 10% trimmed
mean + 2r are labeled. (C) Electrostatic potential on the solvent accessible surface color-coded on the Van der Waals surface. Originally published by BioMedCentral [80].
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ner to avoid spurious relaxation of the TROSY coherence due to
spin-ﬂips caused by the external spins of the ligand [23].
As CSPs are usually monitored via 2D spectra, the CSP for both
1H (DdH) and the heteronucleus (DdX) are obtained simultaneously
and usually combined into a single score. It can be expressed as the
geometric peak displacement in Hz or as a weighted average CSP
expressed in ppm:
CSP ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
DdH
a
 2
þ DdX
b
 2s
The weighting factors a and b are usually taken to be 1 and 0.2
in case of backbone amides to account for the difference in spectral
widths available for 15N (25 ppm) and 1H (5 ppm). An objective
alternative is to weigh Dd with the standard deviation of that par-
ticular resonance as taken from the BMRB database, thereby calcu-
lating a CSP ‘‘Z-score’’. For backbone amides, this will correspond toa setting of 1 and 0.17. Having a ﬁnal list of CSP values, a threshold
needs to be determined to identify the interface residues. As the
observed CSPs typically form a continuous proﬁle, no objective a
priori threshold can be set. A common method is to set the thresh-
old at 1 or 2 standard deviations r above the mean CSP calculated
on a 10% trimmed set in which the 10% largest values are excluded.
In all cases, the signiﬁcance must be judged on the basis of whether
the identiﬁed residues form a contiguous patch on the surface of
the molecule or not (Fig. 1B/C). We recently developed an algo-
rithm (SAMPLEX) to identify the binding surface with minimal
bias, taking structural neighbors into account [24]. Nevertheless,
whatever procedure is taken, there will be falsely identiﬁed inter-
face residues for which the observed CSP is in fact an indirect effect
of binding.
In addition to indirect effects, chemical shift changes may be
also be caused by slight changes in pH, salt concentrations upon
addition of the binding partner. To minimize these effects great
care must taken to have both molecules in exactly the same buffer
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especially important when the expected shifts are small, as for
example when too little material is available to saturate the bind-
ing site. Under these conditions, very small changes in chemical
shift (much less than the line width) can reliably be measured, as
illustrated in a recent study on binding of a substrate to GroEL
[25]. Finally, it should be noted that quantitative analysis of CSP
can also be used to determine binding afﬁnity and kinetics and dis-
sect ligand binding modes. For further discussion of chemical shift
perturbation mapping, see the excellent recent review by William-
son [26].3.2. NOEs
Intermolecular NOEs have very high information content, pro-
vided they can be assigned unambiguously. Given a sufﬁcient
number of short-range distances between speciﬁc pairs of atoms,
typically <5–6 Å (minimum of three independent ones distributed
across the interface), two molecules can be unambiguously docked
[27]. In the case of large complexes, NOEs can be measured efﬁ-
ciently and up to 10 Å, provided the proteins are highly deuter-
ated to suppress unwanted spin diffusion and transverse
relaxation [28,29]. Measurement of intermolecular NOEs may still
be complicated, however, due for example to exchange kinetics
resulting in broadened lines at the interface or residual mobility
in the complex. In addition, veriﬁcation of the intermolecular nat-
ure of NOEs requires isotope-ﬁltered experiments that have inher-
ent lower sensitivity and their interpretation necessitates
assignment of both interacting partners.3.3. Paramagnetic mapping (PRE/PCS)
A robust alternative to measure intermolecular distances relies
on paramagnetic relaxation enhancement (PRE) of protein 1H res-
onances caused by the interaction of the magnetic dipole with un-
paired electrons in a near-by paramagnetic center [30]. Because of
the strong magnetic moment associated with electrons, PREs can
be used to identify long-range distances up to 20–35 Å, depending
on the paramagnetic species used [31]. The unpaired electron can
be site-speciﬁcally introduced in a metal binding site or attached
to the protein via a tag. For an overview of the available methods,
the reader is referred to excellent recent reviews [32,33]. Com-
monly used tags are the nitroxide spinlabel MTSL [34] and Mn2+–
EDTA derivatives [35], which are introduced via cysteine mutants.
The PRE effect can be quantiﬁed in straight-forward fashion by tak-
ing the ratio of peak intensities in paramagnetic and diamagnetic
conditions [36] or from two-point T2-measurements for both para-
and diamagnetic states [37]. The latter approach has as advantages
that precise calibration of protein concentrations in the two sam-
ples is not required, no long interscan delays are needed to ensure
equilibrium, and no Lorentzian line shapes are required. Precise
treatment of the intermolecular PRE effect as distance restraintsTable 3
Sources of complementary data.
Information content Resolution Data types
Interface Residues Mutagenesi
Residues H/D exchan
Distance Atom pairs Crosslinking
Label pairs FRET
Label pairs EPR
Shape Complex Cryo-EM
SAXS/SANS
IM-MSnecessitates knowledge of the exchange kinetics between free
and bound states that averages the PRE effect. In addition, the
tag might need to be explicitly modeled in the docking process
and its ﬂexibility accounted for, either by increasing the error
bounds, or, more properly, by ensemble averaging [38,39]. Alterna-
tively, intermolecular PREs can be used in a more qualitative man-
ner to map the binding interface [40].
An alternative method without the need for covalent attach-
ment of the paramagnetic center is to use solvent PREs. Here,
chemically inert paramagnetic probes are added as co-solvents
and cause relaxation and thus signal attenuation of solvent acces-
sible protons [41]. Applied to protein complexes, solvent PREs can
be used to quantitatively describe the distance of the observed nu-
cleus to the molecular surface of the complex [42].
Paramagnetic lanthanide ions attached to a protein can also
give rise to chemical shift changes, the so-called pseudocontact
shifts (PCS). These depend on both the distance and relative orien-
tation to the unpaired electron and may give long-range informa-
tion up to 40 Å from the paramagnetic center [43]. Using a rigid,
two-point anchored lanthanide tag, the possibility of obtaining
both distance and angular information between subunits has been
shown to allow for efﬁcient docking [44–46].
3.4. Other NMR information sources
Information on the relative orientation of subunits can also be
obtained from residual dipolar couplings (RDCs) caused by incom-
plete averaging of dipolar interactions in anisotropic conditions
[47]. Finally, cross-saturation methods can effectively be used to
map binding interfaces by saturating protons in one subunit and
observing the transfer of saturation to non-overlapping protons
in the deuterated observed subunit [48].
Here, we have focused on methods that provide information on
the intermolecular interface within large complexes. It should be
noted that complementary information on the bound-state confor-
mation of the subunits may also be acquired using either backbone
chemical shift prediction of dihedral angles [49], transferred NOEs
[50] or cross-correlation experiments [51,52]. Overall, NMR pro-
vides the experimentalist with many options to obtain site-speciﬁc
data, either at the atom or residue speciﬁc level, on the binding
interfaces and structure of a complex.4. Sources of complementary data
Other biophysical or biochemical sources of structural informa-
tion that the experimentalist may turn to are listed in Table 3. They
will be brieﬂy reviewed here.
4.1. Interface information
Interface information can be obtained using site-directed muta-
genesis, in combination with a binding assay, to identify speciﬁcRemarks
s Readout by any binding essay; can give false positives
ge Read-out by MS or NMR
/MS Long-range; linker length/ﬂexibility
Long-range, <80–100 Å
Long-range, <60–80 Å
Overall structure, >10 Å usually
Molecular envelope, Rg
Collision cross-section
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hydrogen/deuterium exchange to compare the solvent accessibility
of surface residues in free and bound states, monitored by either
mass-spectrometry (MS) [53] or NMR [54]. Bioinformatics ap-
proaches based on sequence conservation and/or surface proper-
ties can also help to identify interaction surfaces [55].
4.2. Long-range distance information
Other sources of long-range distance information include,
among others, chemical cross-linking experiments, in which typi-
cally Lys side-chains are cross-linked and identiﬁed via mass-spec-
trometry (MS) [56], FRET, in which the measured distances depend
on the separation of the ﬂuorescently labeled residues of the com-
plex [57], and EPR in which the distance between two paramag-
netic center can be measured up to 60–80 Å [58,59].
4.3. Molecular shape information
In recent years, small angle X-ray and neutron scattering (SAXS/
SANS) have become important complementary techniques to study
complexes in solution that can provide radius of gyration (Rg), an
indicator of the structure compactness, and low-resolution 3D
molecular envelopes from the scattering intensity at very low an-
gles [60]. SANS can be used on subunit-selectively deuterated sam-
ples to provide valuable additional information on the overall
shape and positioning of subunits within a complex. It relies on
matching the scattering intensity of a protonated subunit to the
background scattering from the solvent in a particular H2O/D2O
mixture, thus masking that particular subunit. Considering, thatFig. 2. Data sources (left) and overview of the docking workﬂow (right) as implemented
drive the docking (or score the resulting models, e.g. SAXS) of up to six separate subunit
modeling. They are pre-processed to correct any errors, deﬁne histidine protonation stat
deﬁnitions). After an initial rigid-body docking stage, the best solutions are subjected to
reﬁnement in Cartesian space in explicit solvent), after which the solutions are clustered
resulting models.for large complexes subunit-selectively deuterated samples have
to be used for NMR studies in any case, the acquisition of SANS
data comes in principle at no additional costs [61].
Cryo-electron microscopy (cryo-EM) experiments provide an
electron density map with a resolution range typically between
8 Å and 20 Å [62], into which individual subunit structures can
be ﬁtted [63]. Finally, ion mobility mass spectrometry (IM-MS)
experiments also provide shape-related information in the form
of collision cross-sections (CCS). The CCS corresponds to the rota-
tionally-averaged molecular area to which the buffer gas can
collide; it can thus offer information on the overall size and confor-
mation of the complex [64].5. General workﬂow of integrative modeling
Integrative modeling of complexes essentially revolves around
placing atomic structures of the subunits together and reﬁning
them, guided by diverse sets of experimental data (Fig. 2). The re-
quired structures of the constituents may be available from the
Protein Data Bank (PDB) or should be determined experimentally,
or generated by homology modeling.
Several approaches for integrative modeling have been devel-
oped, one good example of which is the Integrative Modeling Plat-
form IMP [65]. Here, we focus on our in-house developed
HADDOCK (high-ambiguity data driven docking) program
[66,67]. HADDOCK allows the inclusion of (sparse) data coming
from various experimental sources and can deal simultaneously
with molecules of different nature, i.e. proteins, small molecules,
oligosaccharides, and nucleic acids. It allows incorporation of both
ambiguous and unambiguous spatial information to drive thein HADDOCK. Ambiguous interaction data from a variety of sources can be used to
s. Atomic structures can be taken from the PDB databank or obtained by homology
es and handle ﬂexibility (some of these steps are automated, some do require user
a ﬂexible reﬁnement (in two stages: in torsion angle space in vacuum followed by a
and scored. Ideally, independent experimental data should be used to validate the
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a collection of shell, Python and CNS scripts that control a custom-
ized, staged structure calculation within CNS [68], evaluating at
each stage which structures are best in terms of interaction ener-
gies (van der Waals, electrostatics and desolvation energies), prop-
erties (buried surface area), and correspondence with the imposed
restraints. The conformational space available to the complex is
searched by minimizing a target function Etarget that includes the
experimental and/or bioinformatics data:
Etarget ¼ EFF þ Erestr
Minimization of Etarget ensures that the computed model simul-
taneously agrees with a priori encoded empirical knowledge on
covalent and non-bonded interactions (EFF, i.e. bonds, angles, dihe-
drals, chirality, electrostatics and van der Waals), as well as the ob-
served data, described by Erestr. While minimization/optimization
methods are often not exhaustive, the experimental information
restrains the conformational search space, thus resulting in an of-
ten more homogenous set of solutions. HADDOCK uses a ﬂat-bot-
tom, ‘‘soft-square’’ potential [69] to impose restraints. This
potential behaves harmonically up to violations of 2 Å, after which
it switches smoothly to a linear one. Such a modiﬁcation avoids
enormous forces due to large violations that can result in instabil-
ities of the calculations. The ﬂat-bottom potential, enables the
incorporation of restraints with upper and lower limits to account
for the uncertainty of the measurements.
Information about interfaces (but not the speciﬁc contacts
made) is converted into Ambiguous Interaction Restraints (AIRs).
AIRs are composed of active (residues that are known to make con-
tact) and passive (residues that potentially make contact – usually
the surface neighbors of active’s) residues. Those residues are used
to deﬁne a network of ambiguous distance restraints, which en-
sures that an active residue on the surface of a biomolecule should
be in close vicinity to any active or passive residues on the partnerFig. 3. ssNMR-based modeling of the Type III secretion system needle by Loquet et al. [72
diffusion experiments on differentially labeled samples. Needles assembled from pure [
assembled from a mixture of such monomers (bottom). Intersubunit restraints are encod
T3SS needle in ribbon representation viewed from the side. Subunit at positions imakes a
(top) and lateral (bottom) subunit–subunit interfaces. Blue dashed lines represent ssNM
(7402), Loquet et al., Atomic Model of the type III secretion system needle, copyright 20biomolecule. If the list of interacting residues is not very accurate
then a user-deﬁned percentage of the restraints can be discarded
at random during docking and reﬁnement (50% by default). An-
other key advantage of HADDOCK is its ﬂexibility in imposing
the restraints. Users can impose different combination of restraints
at different stages of the docking protocol and can change the
weights assigned to each of them depending on the data accuracy
and conﬁdence in the data.
The docking procedure is composed of three stages: (i) initial
docking by rigid body energy minimization (it0), (ii) semi-ﬂexible
reﬁnement in torsion angle space (it1) and (iii) ﬁnal reﬁnement
in explicit solvent (water). The binding mode of the complex is
roughly determined during it0 and then a pre-deﬁned percentage
of the top-ranking solutions according to the HADDOCK-score (a
weighted sum of electrostatics, van der Waals, restraint energies,
buried surface area and an empirical desolvation term), are
selected for further reﬁnement. The consecutive reﬁnement steps
allow for small- to medium-range conformational changes while
improving the overall score of the models. The ﬁnal structures
are clustered based on their pairwise ligand interface RMSD
(the root-mean-square-deviation of the atomic coordinates, con-
sidering only heavy backbone atoms, of interface residues
belonging to the ‘ligand’ subunit(s) when all models are superim-
posed on the interface residues of the ﬁrst subunit) and the aver-
age cluster scores are calculated over the top 4 members of each
cluster.
HADDOCK was originally developed to make use of NMR data,
and in particular of chemical shift perturbation data. Currently, it
can translate most of the information sources listed in Tables 1
and 2 into structural restraints (or additional scoring terms in
the case of SAXS and CCS data [70]), except for cryo-EM data,
although work in this direction is ongoing. All of these features
are also offered via HADDOCK’s user-friendly web server interface
[71] at http://haddock.science.uu.nl.]. (A) Identiﬁcation of inter-subunit contacts from comparison of ssNMR 13C–13C spin
1-13C]-glucose (green), and [2-13C]-glucose (magenta) labeled monomers (top) and
ed are Pro 41Cd–Tyr 8Cb and Ser 39Ca–Tyr 8Cb. (B) Complete atomic model of the
xial contacts to i ± 11, and lateral contacts to i ± 5, i ± 6. (C) Detailed view on the axial
R restraints. Reprinted by permission from Macmillan Publishers Ltd: Nature, 486
12.
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We divide our discussion of applications of modeling large
assemblies in two categories, based on the molecular topology, in
symmetrical and non-symmetrical complexes.6.1. Symmetrical complexes
Many supramolecular assemblies exist as symmetrical oligo-
mers. The symmetry in these systems combined with knowledge
of the subunit structures can be used to guide the modeling of
these assemblies. An inspiring application has come from Loquet
et al. who focused on the needle of the Type III secretion system,
an insoluble symmetric homomeric complex consisting of 80-resi-
due monomers, resistant to crystallization [72]. Using ssNMR
experiments on recombinant, selectively isotope labeled Type III
needle, they were able to deﬁne unambiguous intra- and intersub-
unit distance restraints (Fig. 3). Needles assembled from differen-
tially labeled monomers were used to unambiguously identify
inter-subunit contacts. EM measurements showed that the needle
is formed as a helix with 11 subunits per two turns. Starting from
helically arrayed set of 29 monomers with an extended backbone
conformation, they applied the fold-and-dock protocol of Rosetta
[73], using the ssNMR chemical shifts, together with intra- and in-
ter subunit distance restraints and the EM-based radius of the nee-
dle. In contrast to previous suggestions, the resulting structureFig. 4. Ion-mobility mass-spectrometry (IM-MS) based modeling of aB-crystallin by B
crystallin. The IM-MS spectrum (1), and the corresponding summed mass spectrum (2), a
arrival times (ATD) of the peak at 10,100m/z can be extracted (3) and the identity and
These experimental observations are then compared to the arrival times calculated for can
combination with their relative abundances (4) to yield a theoretical ATD (6). Compariso
the best ﬁt of candidate structures to the IM-MS data. (B) Three structural models f
measurements (top). They can interconvert simply by the insertion or removal of a sin
polydispersity of aB-crystallin is rationalized by an interconverting polyhedral architectrevealed that N-terminal part of the subunit is located on the
outside of the needle and mediates important inter-subunit
interactions.
Modeling symmetric oligomers when the oligomeric state is
variable is extra challenging. Baldwin et al. tackled this problem
by integration of MS, NMR, and IM-MS data [74] to characterize
aB-crystallin, a small heat shock protein (Fig. 4). MS data indicated
that this system exists in a dynamic equilibrium of differently
sized oligomers. NMR spectra revealed that each monomer exists
in a symmetrical environment. A range of candidate structures
was constructed formed by either series of regular polyhedra or
rings. Computed collision cross-sections (CCS) of these models
were compared to those obtained experimentally. Using the ob-
served trends in CCS, consistent models of the dominant aB-crys-
tallin 24-, 26- and 28-mer oligomers were identiﬁed as
polyhedral architectures. These arrangements provide a structural
rationale for the interconversion of these oligomers via loss and
addition of a subunit. In a similar integrated approach atomic
structures of 24-mer aB-crystallin complexes have been derived
[75,76].6.2. Non-symmetrical complexes
Lack of symmetry in a complex also means a signiﬁcant loss of
information to drive the modeling. Thus studies on non-symmetri-
cal complexes are typically limited to dock two subunits together,aldwin et al. [74]. (A) Step-wise analysis and interpretation of IM-MS data of aB-
re characteristic of a broad range of oligomeric masses and sizes. The distribution of
relative abundances of the underlying oligomers determined from tandem-MS (4).
didate oligomers based on their theoretical collision-cross sections (CCS) (5), and by
n between the experimental (3) and calculated data (6) allows the determination of
or the 24-mer, 26-mer, and 28-mer that ﬁt the experimentally determined CCS
gle ‘‘dimeric’’ edge (bottom). Reprinted from Structure, 19 (12), Baldwin et al., The
ure, pp. 1855–1863, copyright 2011, with permission from Elsevier.
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cent work of the Kay lab focused on the interaction between the
70 kDa DnaK and the 580 kDa hexameric ClpB in protein disaggre-
gation [77]. Using an impressive, and pragmatic, combination of
backbone and methyl-group based TROSY and complexes with
hexameric and monomeric variants of ClpB, the authors could de-
ﬁne the binding surfaces on both proteins from CSP measurements
and identify a 1:6 stoichiometry of the DnaK:ClpB complex. PRE
measurements were performed on complexes of ILVM-labeled
DnaK nucleotide binding domain bound to monomeric ClpB, la-
beled with MTSL at ﬁve different positions. The resulting 29 dis-
tance restraints were combined with CSP-derived ambiguous
interaction restraints to dock the DnaK-NBD to a ClpB monomer
(Fig. 5). The models were validated by mutagenesis and used to de-
vise functional test of ClpB–DnaK function in protein disaggrega-
tion, revealing that the DnaK–ClpB interaction stimulates ClpB
activity on the substrate.Fig. 5. Modeling of the ClpB–DnaK complex using paramagnetic relaxation enhancemen
relaxation curves measured for selected ILVM residues on DnaK for different MTSL posit
nucleotide binding domain (NBD) for two MTSL spin label positions. Red ﬁlled circles ind
of detection. Sub-domain boundaries for DnaK-NBD are indicated underneath each plot. C
coded according to their PRE. (C) Model of the DnaK–ClpB complex. DnaK-NBD in orange,
ClpB in blue. PRE derived distance restraints are shown as green dashed lines. From
disaggregation through a ClpB–DnaK interaction, copyright 2013. Reprinted with permiA nice example of how different types of NMR data can be used
comes from the docking of a nuclear export signal (NES) peptide to
the 150 kDa exportin CRM1/RanGTP complex [42,78]. Using an
intricate combination of 13C-direct detection, CRINEPT-TROSY, sev-
eral ambiguous and unambiguous intermolecular NOEs and
solvent PREs, the peptide was docked precisely and in a well-de-
ﬁned conformation to its binding site. The resulting structures
were consistent with the crystal structure of the complex based
on a NES-fusion protein and explained structural basis of NES
recognition.
As a large DNA–protein complex, nucleosomes present an addi-
tional challenge in modeling of their complexes with other chro-
matin factors. In a collaborative effort between the Kay and Bai
labs a crucial break-through was realized in the near-complete
assignment of ILV methyl groups in the nucleosome (200 kDa)
[79]. The architecture of its complex with chromatin factor HMGN2
was derived on the basis of CSP, PRE and mutagenesis data,t (PRE) based distance restraints by Rosenzweig et al. [77]. (A) Experimental 1H R2
ions as indicated by the different colors. (B) Extracted PRE obtained for ILVM-DnaK
icate residues where cross-peaks in HMQC spectra are broadened beyond the limits
artoon representations of DnaK NBD with methyl residues shown as balls and color
ClpB in yellow. ILVMmethyl groups show as balls, active residues on DnaK in red, on
Science, 339 (6123), Rosenzweig et al. Unraveling the mechanism of protein
ssion from AAAS.
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complexes using solution NMR. Recently, for the ﬁrst time a struc-
tural model for the read-out of an epigenetically modiﬁed nucleo-
some was determined in our lab [80], characterizing the
interaction between the PSIP1-PWWP domain and a nucleosome
trimethylated at H3K36 (H3K36me) (Fig. 6). Comparing the inter-
actions of the PWWP domain with isolated H3K36me-peptides,
DNA and H3K36me-nucleosomes, revealed that the nucleosomal
DNA plays an important role in the speciﬁc recognition of this
modiﬁcation, boosting the afﬁnity by more than 10,000-fold. The
complex was modeled using HADDOCK and AIRs based on an
extensive mutagenesis analysis and observed CSPs. Acknowledging
the ﬂexibility of the H3 N-terminal tail, the ﬂexible multi-domain
docking protocol was adapted [81]. First, the H3K36me3 peptide
was docked to the aromatic cage of the PWWP domain on the basis
of CSP and homology derived AIRs. Second, the resulting complex
was docked back to nucleosome, guided by the identiﬁed DNA
interaction surface and covalent restraints for the H3-tail. In this
step, a threading approach was taken to systematically sample
the binding site of PWWP on the nucleosomal DNA. The DNA sur-
rounding the H3 N-terminal tail exit point was divided in 10
patches of each 5 bp. For each docked structure one of these
patches were deﬁned as passive residues. The resulting structures
were cross-validated against mutagenesis data, leaving a singleFig. 6. Modeling of the PSIP1-PWWP H3K36me3-nucleosome complex using a ﬂexible mu
PSIP1-PWWP domain obtained in the ﬁrst docking stage (left) is docked to one of the ten
and loose restraints to between the H3 peptide and the H3 tail exit site, shown in magenta
of the lowest energy structure of the cross-validated cluster of solutions. (C) Close-u
nucleosome afﬁnity (right). Originally published by BioMedCentral [80].cluster of solutions. The solutions show how the arrangement of
aromatic cage and basic patches on the surface PWWP domain
matches perfectly to its nucleosomal substrate. Particularly, the
solutions reveal a network of extensive electrostatic interactions
between PWWP Lys and Arg residues and the DNA phosphate
backbone. Subsequent modeling of other H3K36me3-readers
showed that the relative conﬁguration of aromatic cage and basic
patches is conserved, suggesting conserved role of the nucleosomal
DNA in H3K36me recognition.
Modeling of non-symmetrical complexes with three or more
subunits is especially challenging, because of the increase in de-
grees-of-freedom and the requirement of obtaining experimental
restraints for all mutual interactions. NMR data can be used to
determine binding interface on all subunits, thus positioning the
subunits. Restraints on the overall shape of the whole or part of
the complex can be extremely useful to improve the quality of
the models. Recent work of the Sattler group on a ternary pro-
tein–protein–RNA complex [61], systematically explored how
SAXS/SANS-derived molecular envelops could help to reﬁne struc-
tural models obtained from CSP-driven HADDOCK-models (Fig. 7).
First, the RNA binding surfaces on the two proteins were mapped
using TROSY experiments on perdeuterated proteins. Then, the
protein–protein interface was deduced from comparison of the
chemical shift of the ternary complex and the two protein–RNAlti-domain approach by Van Nuland et al. [80]. (A) The H3K36me3 peptide bound to
DNA patches on the nucleosome, indicated by roman numerals I–X, guided by CSPs
. (B) Overall (right) and detailed view emphasizing the matching electrostatics (left)
p on the intermolecular interactions that deﬁne H3K36me3 speciﬁcity (left) and
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Scoring them using the SAXS/SANS data led to a unique solution. In
particular, the SANS data on subunit-selectively perdeuterated
complexes at 70% D2O, in which the RNA was masked from the
scattering curve, provided strong restraints for the respective
arrangement the protein components.7. Critical outlook on the state-of-the-art and future prospects
Improvements in NMR methodology has broadened its scope
into the range of large molecular assemblies where traditional
structure determination approaches fail. Data-driven computa-
tional modeling has become a powerful complementary tool to
obtain some atomistic insight into the structure–function relation-
ships of such complexes. Nevertheless, the risk associated with
modeling is that the resulting models are biased by the input struc-
tures, by the particular nature of the experimental restraints, and/or
by the choices made during the modeling. It is the task of the
modeling community to minimize the potential for bias by provid-
ing robust and well-balanced methods for integrative modeling. At
the same time, users should be aware of the potential pitfalls and
adjust their strategy of data collection and modeling accordingly.
Bias from the input structures can play a role when those are
derived from homology models. Users should in particular assess
the reliability of the binding interface structure from the sequence
identity to the template structure. Another modeling challenge is
dealing with the large structural changes in the subunits that can
occur upon binding. Current protocols can typically deal with small
to medium conformational changes, but new methodologies will
be needed to deal with large-scale changes and folding-upon-bind-
ing events. For symmetric complexes, a number of attractive op-
tions already exist, provided sufﬁcient data is available to driveFig. 7. Overview of NMR/SAXS/SANS-based modeling data of a ternary protein–
protein–RNA complex by Hennig et al. [61]. Docking of the two RRM motifs of Sex-
lethal (SXL), the cold shock domain 1 of UNR (CSD) and an 18-mer RNA based solely
on NMR chemical shift pertubations resulted in several clusters of equally probable
solutions. These clusters were scored against their correspondence with the
experimental SAXS data resulting in the rejection of some clusters. Further scoring
against SANS data recorded with different matching conditions resulted in a ﬁnal
single cluster of solutions that is simultaneously compatible with all experimental
data. From Springer, Journal of Biomolecular NMR, 56 (1), Hennig et al., Combining
NMR and small-angle X-ray and neutron scattering in the structural analysis of a
ternary protein–RNA complex, copyright 2013. With kind permission from Springer
Science and Business Media.the folding of monomers [73,82]. In other cases, a promising way
forward is to use coarse-grained representations, in which groups
of atoms (or even residues) are represented by a single particle,
thereby reducing the degrees-of-freedom allowing greater sam-
pling of conformational space. Such approach should be especially
useful in modeling of very large systems, but comes at the price of
a lower information content due to the reduced resolution.
The ambiguity, lack, incompatibility or false-positive nature of
experimental restraints may also be sources of bias. Considering
integrative modeling, deﬁning a robust protocol for integration of
different data sets, dealing with false positives (wrong data, or data
that represent indirect effects of the binding), deciding on the rel-
ative weights attributed to the various data in the restraining or
scoring terms, as well as identifying the best combinations of data
sources, are important tasks for the modeling community. Ongoing
efforts using probabilistic approaches can potentially solve a num-
ber of these issues [83]. For the end-user it is clear that as much as
data as possible should be acquired, including distance, orienta-
tional, and/or shape restraints, wherever possible. In addition, it
also strongly advised to keep part of the data for cross-validation
purposes or perform directed mutagenesis to conﬁrm the validity
of the obtained models.
Structures obtained from modeling are useful for the research
community and as such open-access to these models should be
warranted. Whether such models should be deposited in the pro-
tein data bank PDB is debatable, given their intrinsic ambiguity.
However, the level of ambiguity is data-dependent. In particular,
given enough unambiguous distance restraints, the modeled struc-
ture of the complex will be effectively the same as a traditional
NMR structure. The difﬁculty is to assess the relation between
the amount, type and precision of the data as well as the quality
of the input structure on the one hand, and the resolution and
ambiguity of the resulting models on the other hand. Thus, a grey
area arises between ‘models’ and ‘structures’. It should be noted
that there are several smaller protein–protein complexes depos-
ited in the PDB that are solely based on CSPs AIR restraints. For lar-
ger systems this is clearly not advisable, still these models should
be made available. Currently, there are a handful of NMR-based
structures of large complexes (>100 kDa) in the PDB in which a
large part of the structure is either modeled or taken from an exist-
ing crystal-structure. In all cases, unambiguous distance restraints
either from PRE or NOE were used to drive the modeling, some-
times in combination with CSPs. The PDB faces the difﬁcult task
to formulate a deposition policy on such structures that are based
on sparse data. We advocate that researchers provide their models,
associated statistics, and the restraint lists as supplementary mate-
rial. In addition, one could envisage a ‘PDB’ for data-driven, inte-
grative models of complexes where such data would be made
freely available in a central repository.8. Conclusions
In recent years NMR has established itself as a prime source of
quantitative, site-speciﬁc structural information for large and mul-
ti-subunit assemblies. Combined with complementary data from
other sources, these sparse data can be used to create atomic struc-
tures of such assemblies using integrative modeling approaches.
We have reviewed and highlighted the NMR techniques and data
sources available, the integrated modeling workﬂow from the
perspective of the HADDOCK software, together with a number
of recent standout applications. The synergy between experimen-
tation and computational modeling will provide us in the future
increasingly detailed views on the machinery of life, leading to a
mechanistic understanding of biomolecular function.
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