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Abstract We consider a two-particle quantum systems in Rd with interac-
tion and in presence of a random external potential (a continuous two-particle
Anderson model). We establish Wegner-type estimates (inequalities) for such
models, assessing the probability that random spectra of Hamiltonians in fi-
nite volumes intersect a given set.
1 Introduction. The two-particle
Hamiltonian in the continuum
This paper is concerned with a two-particle Anderson model in Rd with
interaction. The Hamiltonian H (= H(ω)) is a Schro¨dinger operator of the
form − 12∆ +U(x) +V(ω;x) acting on functions φ ∈ L2(R
2·d). This means
that we consider two particles, each living in Rd, in the following fashion:
x = (x1, x2) and each xj =
(
x
(1)
j , . . . , x
(d)
j
)
represents the coordinates of the
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2j’s particle. Here, − 12∆ is the standard kinetic energy resulting from adding
up the kinetic energies − 12∆j of the different particles and assuming that
we are dealing with particles of identical masses. In case of different masses,
− 12∆ would have to be replaced byH0 = −
1
2
∑
j=1,2
1
mj
∆j , without changing
any of the analysis involved. The potential U(·) is, as usually, identified with
the corresponding multiplication operator. It incorporates the interaction
between particles, as well as possibly a deterministic external potential. We
assume
(D) Boundedness of the interaction potential:
U ∈ L∞(R2d) (1.1)
All the particles are subject to the same random external random potential
V (x;ω) where ω runs through a probability space Ω. The respective potential
energy appearing in the Hamiltonian H results from adding the potential
energies of the single particle and thus reads
V(x;ω) =
∑
j=1,2 V (xj ;ω) (1.2)
In this paper we consider an alloy-type random potential V (z;ω) with specific
properties listed in the next section. A note on the notation: we usually denote
two-particle quantities by boldface letters.
As is known in the one-particle case (see [CL,PF,St2] and the references
therein) and in the discrete two-particle case, [CS2], the disorder introduced
through the random field can generate a pure point spectrum, i.e., Anderson
localisation. In the present paper we take the first step in showing Ander-
son localisation in the continuum two-particle case as well by proving Weg-
ner bounds (we defer the multi-scale analysis of this case to a future work,
[BCSS]).
These bounds assess concentration of the eigenvalues ofHΛ(= HΛ(ω)), a
finite-volume version of Hamiltonian H. OperatorHΛ acts vectors in L2(Λ):
HΛ(ω) = −
1
2∆+U(x) +V(ω;x)
with Dirichlet boundary conditions at ∂Λ
(1.3)
Here Λ ⊂ R2d is a rectangle which we call a two-particle box, or simply a
box, of the form
Λ = Λ(1) × Λ(2), (1.4)
where Λ(j) ⊂ Rd is a cube with edges parallel to the coordinate axes in Rd,
j = 1, 2. To be more specific, given L1, L2 > 0 and u1, u2 ∈ Rd, we set
henceforth:
ΛL1,L2(u) = ΛL1(u1)× ΛL2(u2), (1.5)
where u = (u1, u2) ∈ R2d and, for L > 0 and v =
(
v(1), . . . , v(d)
)
,
ΛL(v) =
d
×
i=1
[
− L+ v(i), v(i) + L
]
. (1.6)
We would like to note that the methods adopted in this paper are appli-
cable to a wide range of other boundary conditions including periodic and
3‘elastic’ (e.g., Neumann b.c.). In fact, what we need is that operator HΛ in
(1.4) is self-adjoint and has a compact resolvent
(
HΛ − zI
)−1
for nonreal
z ∈ C \ R; this covers all ‘classical’ Krein’s self-adjoint extensions, from the
‘soft’ (Neumann b.c.) to ‘hard’ (Dirichlet b.c.).
In what follows, the short notation Λ is used for a two-particle box
ΛL1,L2(u), when the parameters L1, L2 and u are unambiguous. Similarly,
Λ
′ is a shorthand notation for ΛL′
1
,L′
2
(u′).
Under the conditions imposed in this paper (see Eqns (2.2)–(2.8)), opera-
tor HΛ has a compact resolvent and therefore a discrete spectrum consisting
of eigenvalues of finite multiplicity. It is convenient to write these eigenvalues
E(Λ) = E(Λ)(ω) in increasing order:
E
(Λ)
0 ≤ E
(Λ)
1 ≤ E
(Λ)
2 ≤ . . . . (1.7)
The ‘one-volume’ Wegner bound assesses the probability
P
(
∃ k with
∣∣∣E − E(Λ)k ∣∣∣ ≤ ǫ) , (1.8)
that at least one eigenvalue E
(Λ)
k of operator HΛ falls in a (narrow) interval
around a given point E on the spectral axis. The ‘two-volume’ Wegner bound
deals with
P
(
∃ k and k′ with E
(Λ)
k , E
(Λ
′
)
k′ ∈ I and
∣∣∣E(Λ)k − E(Λ′)k′ ∣∣∣ ≤ ǫ) . (1.9)
This is the probability that some eigenvalues E
(Λ)
k and E
(Λ
′
)
k′ of the oper-
ators HΛ and HΛ′ come close to each other in a given interval I ⊂ R of
the spectral axis, for two (distant) two-particle boxes Λ and Λ′. Here and
below, P stands for the corresponding probability measure on the underlying
probability space (specified below).
Remark. From the probabilistic point of view, bounds (1.8) and (1.9)
are examples of concentration inequalities, albeit for rather implicit RVs
E
(Λ)
k and E
(Λ
′
)
k′ carrying a considerable amount of dependence. For a single-
particle Anderson model, under natural assumptions on the character of the
random terms in Hamiltonians (1.3), the Wegner bounds are rather straight-
forward. We do not provide here an extensive bibliography on this subject;
apart from the original work by Wegner, [W], we refer to the references in the
monographs, [CL,PF,St2], the surveys [KM,V] as well as in a recent paper by
Combes et al. [CHK]. For a two-particle continuum systems, these estimates
have not been studied before. (A version of the Wegner bounds for the so-
called tight-binding two-particle model (a discrete modification of the model
treated here) was established in [CS1]; discrete multi-particle Wegner-type
bounds can also be found in [AW,K])
In the next section, we give formal conditions upon the structure of the
potential energy term in Eqn (1.2). In what follows, ‖ · ‖max denotes the
sup-norm in R2d.
4Throughout the paper, |Λ| stands for the (Euclidean) volume of a set
Λ ⊂ R2d and |Λ| for that of a set Λ ⊂ Rd. We also use the similar notation
|Γ | and |Γ | for the cardinality of lattice subsets Γ ⊂ Z2d and Γ ⊂ Zd; in
particular, ΠjΓ stands for the cardinality of the projection ΠjΓ , j = 1.2.
Here
Z
d =
{
s =
(
s(1), . . . , s(d)
)
: s(i) ∈ Z, i = 1, . . . , d
}
(1.10)
is the integer lattice canonically embedded in Rd.
2 External random potentials of alloy-type
In this paper, the random external potential V (x;ω), x ∈ Rd, ω ∈ Ω, is
assumed to be of alloy-type, over a cubic lattice:
V (x;ω) =
∑
s∈Zd
Vs(ω)ϕs(x− s). (2.1)
Here V = (Vs, s ∈ Zd), is a family of real random variables (RVs) Vs
on some probability space (Ω,B,P) and {ϕs, s ∈ Zd} is a (nonrandom)
collection of ‘bump’ functions y ∈ Rd 7→ ϕs(y). In probabilistic terms, V
is a real-valued random field (RF) on Zd. Physically speaking, the RV Vs
represents the amplitude of an ‘impurity’ at site s of lattice Zd while the
function ϕs describes the ‘propagation’ of the impact of this impurity across
the space Rd.
To avoid excessive technicalities concerning self-adjointness of our Hamil-
tonians HΛ we assume that the alloy type random potential is uniformly
bounded via:
(E0) Boundedness of the random field :
sup
s∈Zd
‖Vs‖∞ =:M <∞ (2.2)
(E1) Boundedness of the bump functions : ϕs are bounded non-negative
functions, with
sup
x∈Rd
∑
s∈Zd
ϕs(x− s)
 < +∞, ∀ x ∈ Rd. (2.3)
We will also need a lower bound:
(E2) Covering condition:∑
s∈ΛL(u)∩Zd
ϕs(x− s) ≥ 1, ∀ L ≥ 1, u ∈ R
d, x ∈ ΛL(u). (2.4)
We stress the fact that we do not need independence of the random vari-
ables Vs for different sites. What we need is a regularity requirement for the
induced conditional marginal distribution.
5Given a site s ∈ Zd, consider the conditional distribution function
F
(
y
∣∣B{s}c) := P(Vs < y∣∣B{s}c), (2.5)
relative to the sigma-algebra B{s}c generated by RVs Vt, t ∈ Z
d \ {s}. Next,
set:
ν(ǫ) := sup
s∈Zd
sup
y∈R
sup ess
V{s}c
[
F
(
y + ǫ
∣∣B{s}c)− F ( y∣∣B{s}c) ] . (2.6)
The following condition is general enough so as to cover a large class
of external random potentials, e.g., regular Gaussian random fields as well
as some Gibbsian random fields. Notice, however, that it can be further re-
laxed. In this paper, we do not seek maximal generality, preferring a maximal
simplicity of presentation.
(E3) Uniform marginal control : the marginal probability distributions
of Vs, conditional on V{s}c , admit uniformly bounded probability density
functions (PDF)
ps(y;B{s}c) = dF
(
y
∣∣B{s}c) /dy
such that, for all ǫ ∈ (0, 1),
ρ∞ := sup
s∈Zd
sup
y∈R
sup ess
B{s}c
ps(y;B{s}c) <∞. (2.7)
As a consequence, ν(ǫ) ≤ ρ∞ǫ.
(E4) Finite propagation range: functions ϕs have a bounded support: ∃
R ∈ (0,∞) with
ϕs(y) = 0 whenever ||y||max > R. (2.8)
Remarks. (1) The condition (1.1) as well as (E0), (E1) and (E3) are
stronger than what is needed. In particular, it is easy to see that it suffices to
require Ho¨lder continuity of the conditional cumulative distribution function
(CDF): F
(
y
∣∣B{s}c), uniform with respect to the condition:
sup
s∈Zd
sup
y∈R
sup ess
V{s}c
[
F
(
y + ǫ
∣∣B{s}c)− F ( y∣∣B{s}c) ] ≤ ǫb, (2.7′)
for all ǫ ∈ [0, 1] and some b ∈ (0, 1). (Moreover, one can assume log-Ho¨lder
continuity of the conditional CDF with appropriately chosen constants.)
However, the above condition (2.7) is quite popular and gives rise to slightly
simpler notations.
(2) Condition (E3) and the quantity ν(ǫ) can easily be understood in the
independent case. Denote by µs = P ◦ Vs the law of Vs which is a measure
on the real line and by s(µs; ǫ) its modulus of continuity, i.e., s(µs; ǫ) =
supa∈R µ([a, a+ ǫ]). The latter is always bounded by 1 and so is
ν(ǫ) = sup
s∈Zd
s(µs; ǫ)
in this particular case.
6(3) There are interesting correlated ensembles for which condition (E3)
is well established, see [C1].
(4) The regularity condition imposed in [AW] (Assumption R) also
yields ν(ǫ) ≤ ρ∞ · ǫ, in our notation.
(5) For measure-theoretic concepts used above, see [D], Appendix; [E],
Theorem 3.1.; [F], Chapter V; [GS], Chapter 4.
3 A one-volume Wegner-type bound
The one-volume Wegner-type bound for two-particle finite-box Hamiltonians
HΛ is given in Theorem 1 below. Let Σ
(
HΛ
)
denote the (random) spectrum
of (random) operator HΛ, i.e., the countable set
Σ
(
HΛ(ω)
)
= {E
(Λ)
k (ω) : k = 0, 1, . . .}
of its eigenvalues.
Theorem 1 Assume that (D) and (E0-E3) are satisfied. Then there is a
constant C such that for all boxes Λ = Λ(1) × Λ(2), all E ∈ R and ǫ ∈ (0, 1):
P
([
E,E + ǫ
]
∩Σ
(
HΛ
)
6= ∅
)
≤ C(1 + E ∨ 0)
d
2 |Λ| ·min
j
|Λ(j)| · ν(ǫ). (3.1)
The expression in the RHS of (3.1) includes the ‘volume’ factors |Λ| and
minj |Λj | with different meaning. The first one, together with C(1+E ∨0)
d
2 ,
comes from an upper bound of the number of eigenvalues ofHΛ below E+1.
The second one, together with ν(ǫ), comes from the concentration bound for
each individual eigenvalue based on [C1,St1,St2] which we summarize in
Lemma 1 below.
We will need the following
Definition 1 Consider a Euclidean space Rq and its positive orthant Rq+. A
function Φ : Rq → R is called diagonally-monotone (DM) if
(i) Φ(w + r) ≥ Φ(v) ∀ r ∈ Rq+ and any w ∈ R
q,
(ii) Φ(w+ te)−Φ(w) ≥ t, ∀ w ∈ Rq and t > 0, where e = (1, 1, . . . , 1) ∈ Rq.
Lemma 1 Let J be a finite set with |J | ≥ 2, and µ be a probability measure
on RJ . For every j ∈ J , denote by µj(· ;xJ\{j}) the marginal probability mea-
sure induced by µ on the j-th coordinate x(j) conditional on xJ\{j}. Assume
that µj admits a uniformly bounded PDF pj(y;xJ\{j}), y ∈ R:
c(µ) := sup ess
xJ\{j}∈RJ\{j}
‖pj( · ;xJ\{j})‖∞ <∞.
Further, let Φ : RJ → R be a DM function. Then we have the following
concentration bound, for any a ∈ R:
µ{x ∈ RJ : Φ(x) ∈ [a, a+ ǫ]} ≤ |J | · c(µ) · ǫ.
7Proof . See [C1], Lemma 4.2, where this result is proved in a more general
context.
⊓⊔
Proof of Theorem 1.
Our assumptions on the potential term imply that U(·) + V( · ;ω) is
uniformly bounded. By the Weyl’s formula ([RS]) we know that E
(Λ)
k (ω) ≥
E + 1 for k ≥ C1(1 + E ∨ 0)
d
2 where C1 > 0 is a constant. Therefore,
P
([
E,E + ǫ
]
∩Σ
(
HΛ
)
6= ∅
)
≤
∑
k≤C(1+E∨0)
d
2
P
(
E
(Λ)
k ∈
[
E,E + ǫ
])
.
We will now proceed to prove that every term in the above sum can be
estimated by minj |Λ(j)| · ν(ǫ), showing the desired bound. Fix k and chose
j0 ∈ {1, 2} such that |Λ(j0)| = min [|Λ(1)|, |Λ(2)|]. Next, set J = Λ(j0) ∩ Zd.
We will show that the conditional probability for the kth eigenvalue to fall
in [E,E + ǫ] is bounded:
sup ess
B
Zd\J
P
(
E
(Λ)
k ∈
[
E,E + ǫ
]
|BZd\J
)
≤ |J | · ν(ǫ).
Here BZd\J stands for the sigma-subalgebra of B generated by VZd\J =
{Vs, s ∈ Zd \ J}.
We now aim to use the concentration bound from Lemma 1 above, for a
fixed realisationVZd\J . Here µ is identified with PJ( · |VZd\J ), the restriction
of the conditional distribution P( · |BZd\J) to the ’complementary’ sigma-
algebra BJ generated by VJ = {Vs : s ∈ J}, conditional on VZd\J . Then
the quantity c(µ; ǫ) is bounded by ν(ǫ) (this follows from the definition of
ν(ǫ) and assumption (E3). Furthermore, |J | = |Λ(j0)| = minj=1,2 |Λ(j)|, by
our agreement. Setting Φk(VJ ) := E
(Λ)
k , it remains to prove that Φk is a
DM function. Recall, we are working with eigenvalues of the operator
HΛ = −
1
2
∆+U(x) +V(ω;x), on L2(Λ)
where
V(ω;x) =
2∑
j=1
∑
s∈Zd
ωs · ϕs(xj − s).
Since all the bump functions are nonnegative, operator HΛ is DM in the
variables Vs, s ∈ J . Now Φk(VJ + t · eJ) is the k-th eigenvalue of
− 12∆+U+
2∑
j=1
∑
s∈S
Vs · ϕs(xj − s)
+
2∑
j=1
∑
s∈J
(Vs + t) · ϕs(xj − s)
= HΛ(ω) +
[
2∑
j=1
∑
s∈J
t · ϕs(xj − s)
]
,
8where the function in square brackets acts as multiplication. By assumption
(E2), we know that the corresponding multiplication operator is bounded
below by tI, where I stands for the identity operator. Then the min-max
principle for the eigenvalues gives that Φk(v‘V J + t · eJ ) ≥ Φk(VJ ) + t.
Therefore, Φk is a DM function. Thus, Lemma 1 applies and we get the
desired bound (3.1). ⊓⊔
Remarks. (1) Our 2-particle Wegner-type bound has precursors con-
cerning discrete Schro¨dinger operators, see [C1,CS1] and [K], where some
particular boxes have been treated explicitly.
(2) The recent work [AW] addresses Wegner-type bounds for correlated
potentials in the discrete setting. There the focus is on joint distributions of
eigenvalues, not on multi-particle models.
4 A two-volume Wegner-type bound
In this section we state and prove a two-volume Wegner-type bound; see
Theorem 2 below. As was mentioned earlier, the two-volume Wegner-type
bound (cf. Eqn (1.9)) is established for a pair of boxes Λ = ΛL1,L2(u) and
Λ
′ = ΛL′
1
,L′
2
(u′) (more precisely, for the spectra Σ
(
HΛ
)
and Σ
(
H
Λ
′
)
of the
corresponding Hamiltonians HΛ and HΛ′), under an assumption that the
distance between Λ and Λ′ is of the same order of magnitude as the size of
these boxes. Such bounds are an important ingredient in the variable energy
multi-scale analysis based on [DK]. See [St2] and [CS2] for a discrete two-
particle version. Due to the dependence inherent in the two-particle case, the
multi-scale analysis has to be changed sbstantially; we defer this to a future
publication [BCSS].
Given L1, L2, L
′
1, L
′
2 > 1 and u,u
′ ∈ Rd×Rd, we call boxesΛ = ΛL1,L2(u)
and Λ′ = ΛL′
1
,L′
2
(u′) sufficiently distant, if
min {‖u− u′‖max, ‖S(u)− u′‖max}
> 8max{L1 + R,L2 +R,L′1 +R,L
′
2 +R},
(4.1)
where S(u) denotes the reflected point S(u) = (u2, u1) and R is the constant
from (E4). A useful notion is the shadow ΠΛ of a two-particle box Λ:
ΠΛ = Π1Λ ∪Π2Λ. (4.2)
As before, Π1Λ denotes the projection of Λ to the first and Π2Λ the projec-
tion to the second Cartesian factor Rd in Rd × Rd.
Lemma 2 Consider two boxes Λ = ΛL1,L2(u) and Λ
′ = ΛL′
1
,L′
2
(u′) that are
sufficiently distant and define Λ̂ = ΛL1+R,L2+R(u) and Λ̂
′
= ΛL′
1
+R,L′
2
+R(u
′).
9Then at least one of the following five possibilities will occur:
(A) Π1Λ̂ ∩
[
Π2Λ̂ ∪ΠΛ̂
′
]
= ∅,
(B) Π2Λ̂ ∩
[
Π1Λ̂ ∪ΠΛ̂
′
]
= ∅,
(C) Π1Λ̂
′
∩
[
ΠΛ̂ ∪Π2Λ̂
′
]
= ∅,
(D) Π2Λ̂
′
∩
[
ΠΛ̂ ∪Π1Λ̂
′
]
= ∅,
(E) ΠΛ̂ ∩ΠΛ̂
′
= ∅.
Proof See [CS1], Lemma 2.1.
In the case (E) above, we will say that the boxes Λ̂ and Λ̂
′
are completely
separated, while in cases (A)–(D) they will be called partially separated. Note
that the partial separation is not incompatible with the complete one.
Corollary 1 Consider two boxes Λ = ΛL1,L2(u) and Λ
′ = ΛL′
1
,L′
2
(u′) that
are sufficiently distant. Then after renaming the boxes and/or re-ordering the
coordinate projections, one of the following two possibilities will occur:
(I) (Vs; s ∈ ΠΛ ∩ Zd) is independent of (Vs; s ∈ ΠΛ
′ ∩ Zd)
(II) (Vs; s ∈ Π1Λ ∩ Zd) is independent of (Vs; s ∈ (Π2Λ ∪ΠΛ
′) ∩ Zd).
Proof Using Lemma 2 and renaming, if necessary, the boxes or their projec-
tions, we may assume that (A) or (E) of Lemma 2 occurs. Consider the case
(A), for definiteness. From the definition of the external random fields, Eqns
(1.2) and (2.1), we get that every V(x;ω)1
Λ
′(x) depends only on those Vs,
for which suppϕs(·−s) intersects either Π1Λ
′ or Π2Λ
′. By (E4) this requires
that ΛR(s)∩
[
Π1Λ
′ ∪Π2Λ
′
]
6= ∅. By (A) this is not the case for s ∈ Π1Λ∩Zd,
as claimed. ⊓⊔
Theorem 2 Assume that (D) and (E0-E4) are satisfied. Then, for every
interval I = [a, b] ⊂ R, there exists a constant C2(I) > 0 such that for every
pair Λ and Λ′ of sufficiently distant boxes and every ǫ ∈ (0, 1) we have that
P
(
dist
[
Σ
(
HΛ
)
∩ I,Σ
(
H
Λ
′
)
∩ I
]
≤ ǫ
)
≤ C2(I) · |Λ|
∣∣Λ′∣∣ max
j=1,2
max
[∣∣ΠjΛ∣∣, ∣∣ΠjΛ′∣∣] ν(2ǫ). (4.3)
Proof We assume that we are in case (I) of Corollary 1 (complete separation).
Set J = Π1Λ. As in the proof of Theorem 1 we estimate the probability in
question by conditioning on BZd\J :
P
(
dist
[
Σ
(
HΛ
)
∩ I,Σ
(
H
Λ
′
)
∩ I
]
≤ ǫ
)
= E
(
P
(
dist
[
Σ
(
HΛ
)
∩ I,Σ
(
H
Λ
′
)
∩ I
]
≤ ǫ|BZd\J
))
.
(4.4)
10
We now estimate the inner probability: first, there are at most C3(R, I)|Λ|,
respectively, C3(R, I)|Λ
′| eigenvalues ofHΛ and HΛ′ in the interval I. More-
over, by the above Corollary 1, H
Λ
′ and consequently its eigenvalues are in-
dependent of VJ , so we label them E
(Λ
′
)
k′ (VZd\J) with k
′ = 0, ...,K ′, where
K ′ ≤ C3(R, I)|Λ
′|. This gives:
P
(
dist
[
Σ
(
HΛ
)
∩ I,Σ
(
H
Λ
′
)
∩ I
]
≤ ǫ|BZd\J
)
≤
∑K
k
∑K′
k′ P
(
|E
(Λ)
k (VJ )− E
(Λ
′
)
k′ (VZd\J)| ≤ ǫ
∣∣BZd\J )
≤
∑K
k C3(R, I)|Λ
′| supE∈I P
(
|E
(Λ)
k (VJ )− E| ≤ ǫ
∣∣BZd\J)
=
∑K
k C3(R, I)|Λ
′| supE∈I P
(
E
(Λ)
k (VJ ) ∈ [E − ǫ, E + ǫ]|BZd\J).
As in the proof of Theorem 1, the probability
P
(
E
(Λ)
k (ω) ∈ [E − ǫ, E + ǫ]|BZd\J ) ≤ C3(R, I)|Λ||Π1Λ|ν(ǫ).
A similar argument works for case (II). Put together this gives the desired
estimate, where the factor
max
j=1,2
max
[∣∣ΠjΛ∣∣, ∣∣ΠjΛ′∣∣] (4.5)
accounts for the different geometric possibilities in Lemma 2.
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