C ross-borehole tomography has become a widely popular method to obtain structural information about the nearsurface aquifer and reservoir properties (Knight et al., 1997; Rea and Knight, 1998; Hubbard et al., 1999; Tercier et al., 2000) . The most widely used method of inverting such tomography data is a parametric approach based on least squares inversion, which implies that a multi-Gaussian mathematical model has been selected to describe the inverse problem at hand. The implicit assumption is that the subsurface can be described by a multi-Gaussian probability density function (pdf ) with a given mean, m p , and covariance, C Mp . The covariance model describes the spatial correlations of the subsurface. We refer to this pdf as the prior pdf, describing the a priori information. Measurement errors are assumed Gaussian, given by C d .
C ross-borehole tomography has become a widely popular method to obtain structural information about the nearsurface aquifer and reservoir properties (Knight et al., 1997; Rea and Knight, 1998; Hubbard et al., 1999; Tercier et al., 2000) . The most widely used method of inverting such tomography data is a parametric approach based on least squares inversion, which implies that a multi-Gaussian mathematical model has been selected to describe the inverse problem at hand. The implicit assumption is that the subsurface can be described by a multi-Gaussian probability density function (pdf ) with a given mean, m p , and covariance, C Mp . The covariance model describes the spatial correlations of the subsurface. We refer to this pdf as the prior pdf, describing the a priori information. Measurement errors are assumed Gaussian, given by C d .
In a Bayesian formulation, for the linear case, where data observations, d, are related to the subsurface model parameter space, m, through the linear operator g, such that d = gm, the least squares solution is a Gaussian pdf with mean m est and covariance C Mest (Tarantola and Valette, 1982, Eq. [41-42] ):
[1]
where g′ is the transpose of g. We refer to this pdf as the a posteriori pdf. Samples of this posterior pdf can be used to describe and analyze the solution of linear(ized) inverse tomographic problems. Equations [1] and [2] explicitly take into account the data and model covariance matrices. This Bayesian approach to solving least squares based inverse problems is referred to as generalized inversion using the least squares criterion (Tarantola and Valette, 1982) or stochastic regularization (Maurer et al., 1998; Linde et al., 2006) .
Inverse problems associated with cross-borehole tomography are typically underdetermined. There exist infi nitely many sets of m that will fi t the data within their uncertainties. The Bayesian approach described by Eq. [1] and [2] refl ect this nonuniqueness in that the solution to the inverse problem is a number of (infi nitely many possible) realizations of the posterior pdf. Until recently, it has been unfeasible to generate such realizations of the posterior. Instead, the focus has been on generating one SPECIAL SECTION: GROUND PENETRATING RADAR IN 
HYDROGEOPHYSICS
We address a fundamental problem inherent in least squares based ground penetrating radar tomography problems, and linear inverse Gaussian problems in general: how should the a priori covariance model be chosen? The choice of such a prior covariance model is most often a very subjective task that has major implications on the result of the inversion. We present a method that allows quantifi cation of the likelihood that a given choice of prior covariance model is consistent with the observed tomography data. This is done by comparing statistical properties of samples of the prior and posterior probability density function of the tomographic inverse problem. In essence, if samples of the posterior are unlikely samples of the prior, then such a choice of a priori covariance model is deemed unlikely. This enables one to quantify the consistency of a number of equally probable prior covariance models to data observations. A synthetic data set was used to describe and validate the approach. We determined how a known covariance model could be inferred from a synthetic tomography problem. The methodology was then applied to a nonlinear ground penetrating radar tomography case study. The covariance model deemed most likely was consistent with nearby ground penetrating radar refl ection profi les. The method provides useful results even if just a subset as small as 10% of the available data is considered.
model, and fi tting the data observations within their uncertainties, subject to some regularization constraint. Probably the most used regularization techniques, used with cross-borehole tomography throughout the vadose zone, is based on smoothing (i.e., Occam's inversion as given by Constable et al. [1987] ), which seeks the simplest model that will fi t the data, and damping (Marquardt, 1970) , which seeks a model with similarity to a specifi c (prior) model. The smoothing properties of Occam's inversion can be described a priori through C Mp using Eq.
[1] and [2] above (Gouveia and Scales, 1997) . Damping can likewise be specifi ed a priori by altering C d appropriately. In stochastic regularization, a specifi c choice of covariance model is selected that imposes some smoothness on the model parameters, and m est (Eq. [1] ) is then selected as the solution (see, e.g., Linde et al., 2006) .
The main advantage using the generalized least squares approach as given in Eq.
[1] and [2] is that the prior chosen C Mp relates directly to the underground geophysical and geological parameters, whereas the use of smoothing or damping provides algorithm-dependant regularization that is not directly linked to the subsurface geology and geophysics.
There are two major reasons why smoothed and damped regularized inversion sometimes is preferred to the general least squares inversion of Eq.
[1] and [2] . First, for large three-dimensional problems, it may not be computationally feasible to calculate C Mp −1 (Maurer et al., 1998; Linde et al., 2006) . Second, C Mp may be poorly known in many cases. The problem of computing C Mp −1 can be circumvented. Linde et al. (2006) suggested to use circulant matrices to effi ciently calculate C Mp −1 .
A different approach is to solve the least squares inversion problem sequentially (point by point), as suggested by Hansen et al. (2006) . This involves solving many, but small (and hence computationally fast), linear inverse systems. The second problem of fi nding a good prior choice of C Mp was the focus of this study. An additional problem using least squares linear inversion is that, in practice, m est is most often used as "the" solution to the inverse tomography problem (Phillips and Fehler, 1991; Cassiani et al., 1998; Day-Lewis and Lane, 2004; Linde et al., 2006) . While m est is a realization of the linear inverse problem, as it is the center of the a posteriori pdf, it is also the so-called minimum variance realization of the a posteriori pdf. Of all possible realizations of the posterior pdf, it is the one sample with the least spatial variation. In this sense, it may not be a very realistic model of the subsurface. In practice, the model with maximum posterior likelihood may, in fact, be of little practical interest, as discussed by Tarantola (2005, p. 54) .
This smoothing effect of least squares estimation imposes a serious problem dealing with models of the vadose zone. For example, co-kriging can be used to estimate hydrologic parameters (such as moisture content) using m est as secondary data. Thus, a linear relation between the hydrologic parameter of interest and the velocity model, m est , is assumed (Cassiani et al., 1998) . Therefore the smoothness of the velocity model will be propagated into the estimate of the hydrologic parameter, which will also be too smooth. In effect, extreme values are disregarded, which may have a great impact on subsequent fl ow modeling. Day- Lewis and Lane (2004) and Day-Lewis et al. (2005) concluded that the smoothness effect observed when applying regularization techniques has a strong negative effect on the quality of the correlation obtained between hydrologic properties and the tomographic least squares estimate.
The observed smoothing effect is an effect of using only m est as a solution. Gloaguen et al. (2005) showed how one realization consistent with data observations and the a priori chosen covariance model can be obtained. Hansen et al. (2006) described how actual samples of the posterior pdf can be generated, enabling stochastic inversion, as opposed to the deterministic inversion. Using this method, samples of the posterior pdf will show the correct (unsmoothed) spatial variability as given by the a priori chosen covariance model.
Whether one is interested in performing least squares based deterministic or stochastic inversion, the choice of prior covariance model will have a great effect on the inversion result. In addition, it is also a choice that cannot be avoided: any use of least squares based linear inversion requires one to specify such a prior covariance model, whether it be directly or through the use of damping or smoothing. Therefore it is critical that the used covariance model be chosen with the greatest care. This problem of selecting the prior covariance model where only tomography data are available is what we address here.
Inferring the Subsurface Covariance Model
Several researchers have acknowledged the importance of using a correct choice of covariance model, and some work has been done to estimate such a covariance matrix. Knight et al. (1997) , Rea and Knight (1998), and Tercier et al. (2000) computed experimental covariance models directly from two-and three-dimensional ground penetrating radar (GPR) refl ection profi les. Hubbard et al. (1999) inferred the spatial correlation length by investigating the power spectra of well log data and linear average data in the form of a smooth minimum variance estimate of a tomographic inverse problem. The longer wavelengths were obtained from the smooth inverted tomography data and the shorter wavelengths were obtained from the well log data. Oldenborger et al. (2003) showed that the horizontal correlation length obtained from semivariogram analysis of GPR refl ection data can be used to directly infer the horizontal correlation structure of hydraulic conductivity.
All the approaches considered above assumed that information additional to tomographic data are available in the form of either well log data or GPR refl ection data. Gloaguen et al. (2005) suggested a method to infer the subsurface covariance that relies only on observed travel time delays in a cross-borehole setup. This method was implemented by Giroux et al. (2007) . They suggested comparing an experimental data covariance to a theoretical data covariance obtained from a linear data kernel and an assumed model covariance model. When the theoretical and experimental data covariances matched to a certain level, the corresponding model covariance model was selected for subsequent inversion.
Here we present a new approach to infer the subsurface covariance model, based only on available travel time data as observed from cross-borehole GPR tomography. By comparing samples of the a posteriori pdf to samples of the a priori pdf, a number of equally probable a priori models can be distinguished in terms of how consistent they are with respect to data observations. We show the method applied to linear least squares based cross-borehole GPR stochastic inversion and discuss the differences between our approach and the method suggested by Gloaguen et al. (2005) . The method is viable for use with any (non)linear inverse problem for which samples can be generated from both the prior and posterior pdf.
Theory-Posterior Validation of Prior Information
Consider some data observations, d, which are related to some model parameter space, m, through the (possibly nonlinear) relation, g. The forward problem is the problem of estimating d from g and m:
[3]
The inverse problem consists of determining properties of the model parameter space given measurements, d, the (often physically based) relation, g, and some prior information. A general probabilistic solution to the inverse problem is given by Tarantola (2005) :
where k is a normalization factor, Δ(d,m) represents information on the physical relation between d and m, ρ(d,m) represents the a priori pdf, and σ(d,m) represents the a posteriori pdf. We refer to the solution of the inverse problem as the a posteriori pdf σ(d,m). Sometimes the choice of prior information is not straightforward, and several equiprobable choices of prior model may exist. We suggest validating the choice of a priori model by comparing the a posteriori pdf to the a priori pdf. Specifi cally, if samples of the a posteriori pdf are probable (above some probability threshold) samples of the chosen a priori pdf, we say that the choice of prior information is consistent with the observed data. If, on the other hand, a sample of the posterior is a very unlikely sample of the a priori pdf, we say that the choice of a priori information is inconsistent with data observations. Equation [4] is completely general and applies to any inverse problem that can be formulated in such a probabilistic way. Here we will consider the special group of Gaussian linear inverse problems, where g is a linear operator such that d = gm. Both σ(d,m) and ρ(d,m) can be described by a multi-Gaussian pdf; Δ(d,m) is also multi-Gaussian and can be calculated from data observations with assumed Gaussian errors. A variant of this formulation of an inverse problem is typically used in GPR tomography as discussed above. The linear and Gaussian assumption leads to the simple and beautiful mathematics of Eq.
[1] and [2] that completely describes the Gaussian a posteriori pdf, that is, the solution to a linear inverse Gaussian problem. Adopting the linear Gaussian approach, one must a priori choose a Gaussian pdf describing the a priori information. In GPR tomography, this amounts to selecting a covariance model that describes the spatial variation in the subsurface velocity fi eld.
We show how to build a probabilistic model of the ergodic variations of the mean and the covariance of a prior choice of Gaussian pdf. Then we compute the likelihood that a sample from the posterior pdf is a realization of the prior distribution. In this way, we show how to effectively validate the consistency of choices of Gaussian prior models with data observations.
Validation of the Prior Gaussian Probability Density Function
It may seem trivial to consider how consistent a specifi c choice of prior covariance model is with data observations. For Gaussian inverse problems, by defi nition, all samples of the a posteriori pdf are possible samples of the a priori pdf. It is only when a uniform prior distribution is used, however, that all values are equally probable samples of the a priori distribution.
Consider a simple one-dimensional Gaussian inverse problem. Both the prior and posterior are given by one-dimensional Gaussian pdfs. From here on, N(μ,C) refers to a Gaussian distribution with mean μ and covariance C. Two geologists provide their best choice of a priori distribution of a single model parameter. The fi rst geologist, G1, chooses a prior Gaussian pdf as ρ 1 = N(4000,300), and the other geologist, G2, chooses ρ 1 = N(6000,300). The change in shape between the prior and posterior is caused by the addition of data observations into the inverse problem. Then 1000 samples of the posterior are generated for each of these two inverse problems, where the prior information differs and data observations and the transfer functions are identical. The corresponding posterior pdfs are described by the one-dimensional Gaussian pdfs σ 1 = N(4100,100) and σ 2 = N(4300,100). Figure 1 gives a graphical representation of the prior and posterior pdfs for the two cases.
Due to the Gaussian parameterization, all model parameter values have a prior and posterior probability above zero. The probability of some values are, however, extremely small. For example, the cumulative prior probability of the posterior 95% confi dence interval can be calculated as:
Thus for G1, we see that samples of the posterior pdf, σ 1 , are also highly probable samples of the prior pdf, ρ 1 . For G2, we can see that samples of the posterior pdf, σ 2 , are extremely unlikely samples of the prior pdf, ρ 2 . Having computed the posterior of both inverse problems (using the same data observations, but
Prior probability density function (pdf) given by geologist no. 1 (light yellow) and geologist no. 2 (light gray). Posterior pdf using the prior information given by geologist no. 1 (dark yellow) and geologist no. 2 (dark gray).
different a priori information), we can conclude that G1's initial choice of prior model is much more consistent with data observations than the choice of prior model of G2. We can, in effect, falsify the prior model choice of G2 as a valid choice of prior model. The method we propose to quantify how well a specifi c choice of prior covariance model is consistent with data observations is but a generalization of this one-dimensional Gaussian example. Sequential simulation can be used to generate actual samples of both the prior and posterior pdf of Gaussian linear inverse problems such as, for example, GPR cross-borehole tomography (Hansen et al., 2006; Hansen and Mosegaard, 2007) . For a large number of samples from the a priori pdf, a Gaussian probability model can be built that describes the expected variation of both the mean and variance using a specifi c choice of a priori model. From this probability model, it is trivial to calculate the likelihood that a specifi c realization is a sample of the a priori pdf. Then we generate a number of samples from the a posteriori pdf. From these samples, we calculate the likelihood that each posterior realization is a sample from the a priori distribution. This enables us to calculate the average probability that a sample of the a posteriori pdf is a sample of the a priori pdf.
Building a Probabilistic Model of Ergodic Variability of the Prior Probability Density Function
Samples from the Gaussian a priori and a posteriori pdfs are equivalent to samples of a multivariate Gaussian random function, Z(x), for which the fi rst-and second-order moments are the mean and covariance, N(m p ,C Mp ) (see Goovaerts [1997] for an introduction to the multivariate Gaussian model). Thus, examining the variability of samples from the a priori (and posterior) pdf is equivalent to examining the variability of the samples of the corresponding Gaussian random functions. The reason we introduce random functions is to apply theory from geostatistics, which is largely based on the concept of random functions.
Due to the fi nite size of the model parameter space, the mean and covariance of samples of a Gaussian random function fl uctuates as ergodic variations around the a priori chosen values. The random function is said to be ergodic in the mean if the mean of a realization of the random fi eld tends to m p as the size of the model parameter space tends to infi nity, and to be ergodic in the covariance if the covariance of a realization of the random fi eld tends to C Mp as the size of the model parameter space tends to infi nity (Chiles and Delfi ner, 1999) .
A measure of the ergodicity can be calculated theoretically (Ortiz and Deutsch, 2002; Emery, 2004; Marchant and Lark, 2004) , but as the observed ergodicity is always also a product of the algorithm used, we will make use of an experimentally assessed measure of ergodicity. As an example of ergodic fl uctuations, we consider the ergodicity in the mean and covariance as observed from drawing 100 samples from a Gaussian random function (i.e., a choice of prior model) with a mean of 0.13 m/ns and a spherical anisotropic covariance with ranges 10, 20, and 40 m, and a variance of 2 × 10 −4 m 2 /ns 2 . For bounded semivariogram models, the variance is also referred to as the sill value (see Goovaerts [1997] for a detailed description of choices of covariance models). From here on, we will refer to the semivariogram interchangeable with the covariance as the semivariogram and the covariance is equivalent following (h) = C(0) − C(h) for stationary random functions, which is what we consider here. Figure 2 shows three independent samples of an unconditional simulation in a 100 by 100 grid with cell size 1 m and an isotropic range of 10, 20, and 40 m. The distribution of the mean of the 100 realizations is shown in Fig. 3 , and the variation of the semivariogram of the realizations is shown in Fig.  4 . The nature of the ergodic fl uctuations is heavily dependent on the size of the model grid and the choice of semivariogram model. Specifi cally, the amplitude (range) of variability around the a priori chosen semivariogram model increases as the range or model size fraction increases.
Experimental Assessment of Ergodicity in the Mean and Covariance
The distribution of the ergodic variation of the mean is approximately Gaussian, N(μ m, σ m ) (Emery, 2004) , and the ergodic variation in the semivariogram may be considered multivariate Gaussian and thus completely defi ned by the semivariance means, Ψ, and the semivariance covariance, Γ, N(Ψ,Γ) (Pardo-Iguzquiza and Dowd, 2001 ). Therefore it is computationally simple to experimentally estimate a multi-Gaussian model describing the ergodicity in the mean and semivariance from a large number of samples of the a priori distribution. Such samples can be effi ciently drawn using sequential simulation. We used VISIM, an algorithm to generate realizations of the prior and posterior pdf of linear inverse problems (Hansen and Mosegaard, 2007) .
Consider again the 100 realizations considered in Fig. 2 to 4. As expected, the ergodic variability of the mean, Fig. 3 , can be reasonably approximated by a Gaussian distribution. The red line on Fig. 3 corresponds to the Gaussian pdf, N(μ m *,σ m *), found to match best the observed variability in the mean. The experimental ergodicity in the semivariance is described by the multivariate Gaussian pdf, N(Ψ*,Γ*), obtained from the observed ergodic variation in the semivariance from 100 realizations (Fig.  4) . The mean semivariance for each of N separation distances k is given by Ψ* = [Ψ* 1 …Ψ* N ]. The covariance matrix, Γ*, describing the covariance between the semivariance at different lags, is computed from the semivariance values for each separation distance, γ k , as Γ kk′ = Cov(γ k ,γ k′ ). The diagonal of Γ* is but the observed variance of the semivariance for each separation bin, as illustrated by the 95% confi dence interval in Fig. 4 .
Likelihood that One Realization Is a Sample of the Prior
As the ergodic variation in both the mean and the semivariance can be described by Gaussian statistics, we can compute the likelihood that any given model, m*, is a realization of a specifi c multivariate Gaussian pdf (describing the observed ergodicity). In other words, we can compute the likelihood that any realization of the posterior pdf is a realization of the prior pdf.
The ergodicity in the mean is described by a one-dimensional Gaussian pdf, with mean μ m * and variance σ m *, and therefore the likelihood that a given realization is a sample of a Gaussian pdf with observed mean m exp is given by
In a similar manner, the likelihood that any given sample, m*, with a specifi c experimental semivariogram
, is a sample of the prior pdf in terms of reproducing the ergodic variability of the semivarigran given by N(Ψ*, Γ*) can be found using Tarantola (2005) :
Using Eq.
[8], we compute the likelihood that any of the 100 realizations, generated using a range of 10, 20, and 40 m, is a sample of a prior distribution with the range of [5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75] m. The computed logarithmic likelihood is plotted in Fig. 5 . There is a clear maximum around the a-priori-selected correlation length. Of the 100 realizations, 100, 100, and 97 fi nd a maximum likelihood corresponding to the a priori chosen range of 10, 20, and 40 m, respectively. As expected, the ergodic fl uctuations are larger when the fraction between the width of the model parameter space considered and the range becomes smaller. Therefore it will be more diffi cult to infer the covariance model when the subsurface range is relatively long, which is refl ected by the slightly worse inference of a correlation of 40 m. This simple test shows that we are able to compute the likelihood that any given model or sample is a sample of a specifi c choice of prior distribution, and that the correct correlation length can be accurately inferred. With respect to a GPR cross-borehole tomography problem, this example resembles the ideal situation where the inverse problem is completely resolved, so that the solution is in reality just one model, m est , and not a pdf.
Likelihood That a Sample from the a Posteriori Probability Density Function Is a Sample of the a Priori Probability Density Function
In reality, inverse problems are never completely resolved, and therefore a number of models, all realizations of the a posteriori pdf, must be considered. Therefore our aim is to calculate the likelihood that a sample (a set of realizations) of a Gaussian pdf (specifi cally, the a posteriori pdf ) can be seen as a sample of another Gaussian pdf (specifi cally, the a priori pdf ). We do this by calculating the average likelihood, L av , that each of N realizations from the a posteriori pdf, with experimental covariance
, is a realization from the prior pdf described by the Gaussian pdf N(Ψ*,Γ*) as
In the case of no data observations, the prior and the posterior are the same, and Γ* will be constant and independent of the choice of covariance model, L av (Γ*) = L av , meaning that all choices of a priori models are equally probable. Using Eq.
[9], the consistency of a choice of prior covariance model to data observations can now be quantifi ed. We will make use of this in the following case study to quantify the consistency of a number of choices of prior covariance models to travel time delay observations, considering both a synthetic and a real data set.
Equation [9] is appropriate to use in the case where the covariance model is isotropic (when the correlation range is independent of direction). The appendix contains the mathematical basis for calculating a likelihood measure based on ergodicity observed using anisotropic covariance models, and the joint use of ergodicity in the mean and the covariance.
Comparison with Other Techniques
Of the methods known to infer the subsurface covariance model before performing inversion, the method developed by Gloaguen et al. (2005) and Giroux et al. (2007) also relies solely on travel time delay data. The method is based on the comparison of an experimental and synthetic data covariance matrix. The researchers did not, however, in these studies, document how well the proposed method works. It has not been tested on synthetic data, and the covariance models eventually used in the case studies of both Gloaguen et al. (2005) and Giroux et al. (2007) were not presented. The method suggested by Gloaguen et al. (2005) relies on calculating the experimental data covariance function from the smooth m est model. The smoothness of m est entails that high-frequency spatial variation is absent, and, therefore, the covariance model of the least squares estimate cannot be used to capture models with sig- nifi cant roughness. Due to the smoothing effect, we expect that using the method of Gloaguen et al. (2005) to infer the subsurface covariance model will result in underestimating the sill and overestimating the range of anomalies of the subsurface. We suggest modifying the approach of Gloaguen et al. (2005) such that the experimental data covariance matrix is calculated from a (large) number of realizations from the posterior pdf. This will ensure that the data from which the experimental data covariance matrix is calculated possess the spatial features requested by the prior choice of covariance model, if allowed by the observed data.
The approach of Gloaguen et al. (2005) is viable only for Gaussian inverse problems, whereas the method we propose here is viable for any Bayesian inverse problem where samples can be generated from both the a priori and the a posteriori pdf.
Case Study: Inferring the Subsurface Covariance Model Using Cross-Borehole GPR Tomography
As shown, the proposed methodology can be used to successfully infer the subsurface covariance model of a model of the underground in the special case where the subsurface is completely resolved. We use the methodology to infer the subsurface covariance function in case no direct samples of the model parameter space are available, but where linear average measurements of the subsurface are available in the form of recorded travel time data from a cross-borehole GPR tomography experiment. To validate the approach, we will initially consider a synthetic data set making use of the actual geometry used to collect the true data. Subsequently, we will apply the method to the real observed data.
Data Geometry
A cross-borehole GPR tomography experiment is currently being performed in Arrenaes (55.982002° lat., 12.079760° long.), northern Sjaelland, Denmark. The aim of this integrated geophysical-hydrogeologic project is to estimate the radar wave velocity distribution between a number of boreholes. Subsequently, the moisture content of the sedimentary structures can be estimated using an empirical relationship between radar wave velocity and moisture content (Looms et al., 2007) . The collected moisture content variations are subsequently used to estimate the subsurface infi ltration rate, which is important to the rate of degeneration of nutrients in the unsaturated zone.
A transmitter is lowered into one of two boreholes. With the transmitter position fi xed, a receiver is lowered into the second borehole. For every 0.25 m the receiver is lowered, the transmitter emits an electromagnetic pulse, and the propagating signal is recorded at the receiver. Once the receiver has reached the base of the borehole, the transmitter is lowered 1 m, and the recording process is repeated. This continues until the transmitter reaches the base of the borehole, at which point the antennas are interchanged. In this way, GPR data sections are obtained. For each ray, the fi rst arrival time, along with the ray geometry, gives a measure of the mean velocity along a ray path. The observed mean velocity is a linear average of the subsurface. Sequential Gaussian simulation can now be used to draw samples from the a posteriori pdf of the linear inverse tomography problem (Hansen et al., 2006) . We consider a model parameter space of 12 by 5 m using a regular grid of 0.25-by 0.25-m cells.
To illustrate how well the proposed method can be expected to work, we initially treat the GPR problem as linear, for the synthetic case study, assuming that rays traverse the model parameter space along straight lines, as shown in Fig. 6 . As the method is based on linear least squares based inversion, it provides optimal results only when the inverse problem is linear or can be linearized. In the real data case study, we make use of bending rays, obtained through linearization of the nonlinear inverse problem, and discuss the implications of using the straight ray approximation.
Synthetic Example
Initially, we consider synthetically generated data to test the feasibility of the method when applied to cross-borehole GPR tomography. Using unconditional Gaussian simulation, a reference model is generated, using a spherical covariance model, with horizontal layers (dip β = 0°), with a horizontal range of h max = 6 m and a vertical range of h min = 1.5 m, and a sill (the global variance) of 1.5 × 10 −4 m 2 /ns 2 . The mean is assumed to be 0.13 m/ns. We use the exact same data geometry as described above. From the reference model, a set of observed data is calculated, and Gaussian noise with the observed measurement uncertainty is added to the data.
Inferring the Subsurface Horizontal and Vertical Correlation Lengths
First, we assume the dip is known (i.e., we assume horizontal layers, and β = 0°). We consider four cases of data availability: 10, 30, 70, and all 702 ray data are in turn considered. The 10-, 30-, and 70-ray data were randomly selected from all 702 available data. For each data geometry, Fig. 7 shows the 5, 50, and 95% highest probability density (HPD) regions (Box and Tiao, 1992) . [9] and the use of anisotropy as defi ned in the appendix. The HPD plot is a convenient way to visualize the two-dimensional likelihood function obtained. Pairs of (h max ,h min ) located outside the 5% HPD contour line are located in an area where only 5% of the total mass of probability is present. In effect, pairs of (h max ,h min ) located in this white area are unlikely to be consistent with data observations, whereas the prior choice pairs of (h max ,h min ) within the 95% HPD area are highly consistent with data observations. Figure  8 shows the corresponding one-dimensional marginal posterior pdfs. From these fi gures it is evident that, as the number of data increase, the HPD intervals shrink, implying better constraints on h max and h min . It proves diffi cult to obtain a precise estimate of h max because of the large horizontal range, which is on the order of the width of the subsurface model space across which ray data is sampled. In addition, rays traversing the model parameter space run mostly horizontally, and, therefore, the sensitivity of the observed data is highest with respect to the vertical variability. We conclude that h max is larger than h min , and that h max is probably >3.5 m. Table 1 lists the covariance models associated with the maximum likelihood of both the full two-dimensional average likelihood function (Fig. 7) and using the one-dimensional marginal pdfs (Fig. 8) . In general, we can see the performance increasing as the number of used data increases, with one notable exception. Using 70-ray data, Fig. 7c shows that the true covariance is located within the 50% HPD interval. The location of maximum likelihood is, however, located quite far from the "true" covariance model at (h max ,h min ) = (3.2,0.9). This is caused by a small local optimum. Thus, it may be a bad idea to simply choose the model of maximum likelihood as the "true" model, especially when dealing with few data, or a choice of model parameter space and ranges resulting in a high degree of ergodic fl uctuation. The local area of high probability is less infl uent on the one-dimensional marginal pdfs, showing a model of maximum likelihood to be at (h max ,h min ) = (6.3,1.2) and thus very close to the chosen covariance model of (h max ,h min ) = (6.0,1.5).
It is not surprising that we do not fi nd the exact ranges that were used to generate the synthetic random model. This is simply due to ergodic fl uctuations. In the initial example, we saw that as the range increased, the likelihood decreased that a sample generated from the a priori distribution has maximum likelihood of being a sample of that pdf. It is slightly surprising that the maximum likelihood location of the one-dimensional marginal pdf of the horizontal correlation length is located quite close (7 and 6.2 m using 702 and 70 rays, respectively, see Table  1 ) to the 6-m horizontal correlation length used to generate the reference model, considering that the width model of the model parameter space is only 5 m.
Inferring the Subsurface Correlation Lengths and Dip
Now we consider both the correlation lengths (h max and h min ) and the dip (β) to be unknown, using the same synthetic data set as considered above. We make use of a MetropolisHastings algorithm to sample the three-dimensional likelihood function (Hastings, 1970) . The Metropolis-Hastings algorithm is a random walk sampler that ensures that all accepted points are sampled proportional to the likelihood density. Therefore a one-dimensional histogram of accepted (h max , h min , β) is simply the one-dimensional marginal distribution of the likelihood function. Figure 9 shows the one-dimensional marginal a posteriori distribution for h max , h min , and β based on 200 sampled likelihood values. The correlation length and dip used to generate the reference model are located in areas of nonzero likelihood. Other set of parameters, however, are deemed much more likely. From the one-dimensional marginal pdfs, the optimal correlation lengths and dip are estimated at (h max , h min , β) = (4 m, 1.2 m, 15°). The vertical range is thus found relatively well (1.2 m compared with the reference of 1.5 m), whereas the horizontal range and dip show some variation from the parameters chosen for the reference model. Again, the bias may be due to the ergodic variability: the reference model may be a more probable realization of a covariance model with (h max , h min , β) = (4 m,1.2 m, 15°) even though it is generated as a realization of a random function with a covariance model with (h max , h min , β) = (6 m,1.5 m, 0°). The effect of ergodicity will be most pronounced in the case where the correlation length is relatively long with respect to the scale of the model parameter space. Therefore it is no surprise that the vertical correlation length is the easiest to infer. This latter example also shows that, in a case where the dip is rather well known, the value of the dip should be fi xed and only the correlation lengths inferred. And, in a case where the horizontal correlation length can be inferred from, for example, GPR refl ection profi les, this could also be fi xed, such that only the vertical correlation length should be inferred. The more parameters to infer, the more uncertain the inferred parameters become.
The case study highlights three important fi ndings. First, the vertical correlation length is much easier to infer than the horizontal. This is caused by the relatively long horizontal spatial wavelength compared with the width of the considered model. Also, the ray geometry is much more sensitive to vertical variability than horizontal, as more rays travel close to horizontal. In effect, no rays travel vertically. Second, the larger the model space is compared with the actual subsurface correlation length, the easier it is to infer the correlation lengths and dip. And third, any a priori knowledge of the subsurface covariance model, such as a known dip within some interval, will enhance the performance of the method considerably.
Real Data Example
We now consider the actual observed data collected with the same source-receiver geometry as considered in the synthetic case study. The central frequency of the antennae used to obtain the data was 100 MHz.
A Priori Information
Some information about the subsurface is available in the form of GPR refl ection profi les, well logs, and some actual samples, all recorded or obtained close to the borehole locations used for this case study. Thus, we know that the subsurface primarily consists of gravel and sand, and we have some knowledge about the spatial connectivity of the sedimentary layers.
Horizontal and Vertical Variability
A GPR refl ection profi le, Fig. 10 , collected close and parallel to the case study area, with a vertical resolution of about 0.3 to 0.5 m, gives indications about the expected spatial variability. An automatic gain control operator with an operator length of 50 ns was applied to the traces of the GPR refl ection section to correct for spherical spreading, and frequencies above 160 MHz have been suppressed by the application of a high-cut frequency fi lter. The GPR refl ection section was migrated using a constant root-mean-TABLE 1. Maximum likelihood models horizontal (h max ) and vertical (h min ) correlation lengths found using two-dimensional average likelihood (ML) and one-dimensional marginal probability density functions (1D marg) for the synthetic case study considering 10, 30, 70 and all 702 rays. square velocity of 0.11 m/ns. Note that the average velocity of 0.13 m/ns (see below) of the zone sampled by the cross-borehole GPR data is higher than the migration velocity, because the cross-borehole data do not sample the uppermost 2 m of the subsurface, which have a relatively lower GPR wave velocity. The GPR profi le shows a layered subsurface with clear evidence of layers dipping about 6.5° toward the northeast. From visual inspection of the records, we estimate the lateral continuity of the individual layers to vary between 4 and 20 m, and the layer thickness typically is interpreted to be on the order of 1 to 5 m.
Velocity Distribution
The subsurface is known to consist of gravel with varying grain size and low water saturation. Apparent mean velocities measured using only horizontally traveling rays between the boreholes suggest a mean velocity of about 0.13 m/ns, and a variance of about 0.00014 m 2 /ns 2 . These measurements are average measurements where highfrequency variations have been fi ltered out and, therefore, the actual covariance of the underground is at least 0.00014 m 2 /ns 2 . We chose to use an a priori variance of 0.00015 m 2 /ns 2 . Due to the large ray coverage, we believe the mean estimate was chosen accurately at 0.13 m/ns. A certain amount of subsurface roughness is expected, which is the reason we chose to use a spherically shaped covariance model in favor of, for example, a Gaussian covariance model that would create much smoother realizations than a spherical model.
Data Uncertainty
The fi rst arrival times of the GPR data section have been picked with an accuracy of about 0.4 ns, which was chosen as the level of measurement uncertainty. For some GPR traces, the uncertainty is even higher, due to a refracted wave traveling along the soil-air interface. Fortunately, these refracted signals are strongly correlated and can be easily identifi ed in the GPR records (Peterson, 2001) . The GPR data recorded in the topmost 1.5 m of the boreholes were therefore excluded in the inversion. For all subsequent simulation, these measurement errors were incorporated as independent data uncertainties by adding the measurement variance to the diagonal of C d in Eq.
[1] and [2] .
GPR Tomography as a Nonlinear Inverse Problem
Previously, we dealt with GPR tomography as a purely linear inverse problem, i.e., making use of straight rays. In reality, GPR tomography is a weakly nonlinear inverse problem in the sense that the nonlinear problem can be linearized using, for example, iterative techniques (see Tarantola, 2005) . Once linearized, VISIM can be used to generate samples of the posterior pdf of the nonlinear inverse problem. This will, of course, only work properly to the extent that the GPR tomography problem can be properly linearized. In the remainder of this study (except where indicated), all results have been based on linearization of the inverse tomography problem. Specifi cally, for each considered covariance model, the inverse problem was linearized before samples were generated from the posterior pdf. Figure 11 indicates the degree of nonlinearity by comparing a linear ray kernel to a linearized sensitivity kernel obtained using a covariance model with h max = 10 m and h min = 3 m. The ray kernel corresponds to g in Eq.
[1].
Visual Comparison of Samples from the Prior and Posterior Probability Density Function
Visual comparison of samples of the prior and posterior distribution provides a fast qualitative assessment of similarity. Figure 12 shows eight samples of the prior distribution (i.e., eight unconditional realizations) using three different choices of prior covariance models with (h max ,h min ) = (2,1), (10,3), and (18,6) . Figure 13 shows samples (eight realizations) from the a posteriori distribution, using the same choices of prior covariance model. If the covariance model chosen does in fact resemble the subsurface, one should expect to fi nd similar spatial features, such as, for example, correlation lengths and apparent roughness, in samples of both the a priori and a posteriori pdfs. Considering the relatively small correlation lengths of (h max ,h min ) = (2,1), samples from the prior pdf, Fig. 12a , contains more small-scale variability than evident on samples from the posterior pdf, Fig. 13a . This suggests that such small correlation lengths are probably inconsistent with data observations. For very large correlations lengths of (h max ,h min ) = (18,6), realizations of the prior pdf, Fig.  12c , seem to expose larger structures than on the corresponding sample from the posterior pdf, Fig. 13c . Again, this is evidence that data observations are inconsistent with the choice of prior model. For intermediate correlation lengths of (h max ,h min ) = (10,3), realizations of the prior pdf, Fig. 12b , do in general seem to show spatial features that are also visible in the realization of the posterior pdf, Fig. 13b . Thus, such a simple visual comparison suggests that choosing correlations lengths of (h max ,h min ) = (10,3) provides realizations of the posterior pdf most consistent with realizations of the prior pdf for the three cases considered.
These qualitative observations can now be compared with the quantitative measure of average posterior likelihood, c.f. Eq.
[9]. The (normalized) likelihood that a sample of the posterior is a sample of the prior is computed as L av2,1 < 0.00001, L av10,3 = 1.00, and L av18,6 = 0.05. This suggests that the model with (h max ,h min ) = (2,1) is very unlikely to represent the spatial variability of the subsurface. Also, the choice of (h max ,h min ) = (10,3) is more probable than the choice of (h max ,h min ) = (18,6).
Inferring the Subsurface Horizontal and Vertical Correlation Lengths
We performed a similar analysis as in the synthetic case, except that we also compared the effect of assuming straight vs. bending rays. Figure 14a shows the HPD region obtained in the case where a pure linear approach was taken, i.e., where the straight-ray approximation was used. Figure 14b show the corresponding HPD region for the linearized case. In both cases, all 702 ray observations were used. The difference between Fig.  14a and 14b is not very pronounced. In both cases, a maximum likelihood for the horizontal range is found between 5 and 10 m. The vertical correlation length has maximum likelihood in the range between 1.5 and 3.0 m, using the linear and linearized approaches, respectively. Figure 15 shows the one-dimensional marginal pdfs corresponding to the HPDs of Fig. 14. Table 2 summarizes the found maximum likelihood model as picked from the two-dimensional HPD plots (Fig. 14) and the onedimensional marginal pdfs (Fig. 14) . The most prominent effect of using a linear sensitivity kernel seems to be that there is no apparent upper limit for the horizontal correlation length. One can only infer that the horizontal correlation length is above 3 to 5 m. The relatively small effect of using a wrong linear sensitivity FIG. 14. The 20% (white), 40%, 60%, and 80% (black) highest probability density (HPD) intervals for the likelihood function using (a) 702 rays and a linear sensitivity kernel, (b) 702 rays and nonlinear sensitivity kernels, and (c) 70 rays and nonlinear sensitivity kernels, as a function of the horizontal (h max ) and vertical (h min ) correlation lengths. The HPD plots are based on approximately 300 sample points.
FIG. 15. One-dimensional (1D) marginal probability density function distributions of the likelihood of the horizontal (h max ) and vertical (h min ) correlation lengths using (a) 702 rays and a linear sensitivity kernel, (b) 702 rays and nonlinear sensitivity kernels, and (c) 70 rays and nonlinear sensitivity kernels.
kernel is probably due to the fact that, for the present case study, the straight-ray approximation is in fact relatively good. Little to no water is expected to be present in the vadose zone. If water had been present, much larger velocity contrast would be present, resulting in more ray bending than is apparent for this case study (see Fig. 11 ). This is in good agreement with Kowalsky et al. (2005) , who concluded that the straight-ray approximation is good for heterogeneous velocity fi elds, but bad in case a water plume (implying locally large velocity contrast) is present. Figure 14c shows the HPD obtained using only 70 out of the 702 rays. As for the synthetic case, we fi nd that even using as little as 10% of the available data provides an estimate of the correlation lengths close to that obtained considering all 702 data (Fig. 14b) , except that using 70 rays in effect falsifi es any horizontal correlation lengths above 15 m. This is not the case using all data.
These intervals of high probability obtained as h max = [5 …10] m and h min = [1.5 … 3] m, as well as the model of maximum likelihood of (h max ,h min ) = (8.5, 2.4) (see Table 2 ), are thus highly consistent with the information found from the nearby GPR refl ection profi les of Fig. 10 , which suggests a horizontal correlation length of about 4 to 20 m and a vertical correlation length of about 1 to 5 m.
Inferring the Subsurface Correlation Lengths and Dip
While the average dip of subsurface layers is assumed relatively well known from the nearby GPR refl ection profi le, we will, for illustration purposes, consider the dip unknown in addition to the variability in correlation length as given above. We make use of the Metropolis-Hastings algorithm to obtain the one-dimensional marginal pdfs of the correlation lengths and the dip as shown in Fig. 16 . As can be seen, the choice of β = 6.5° can be considered a probable parameter of an anisotropic subsurface covariance function, although the most probable set of parameters for the subsurface covariance model is (h max , h min , β) = (11 m, 2.5 m, 9°). This result is quite similar to the results obtained when fi xing the dip. The variability of the onedimensional marginal distribution of h max and h min of Fig. 16 is remarkably similar to that of Fig. 15 , obtained for a fi xed dip.
This case study using real data shows that an anisotropic subsurface covariance model can be inferred from real data, and that the information obtained is consistent with a nearby GPR profi le.
Conclusions
We have presented a method to validate the choice of the prior model in inverse problems. Specifi cally, we have shown how the prior choice of subsurface structural model (i.e., the prior covariance model) associated with least squares based GPR cross-borehole tomography can be validated directly by travel time data observations. We suggest quantifying the likelihood that a specifi c choice of prior model is consistent with data by calculating the probability that a sample of the a posteriori pdf is a sample of the a priori pdf. This approach is applicable to any inverse problem where samples can be generated from both the prior and posterior pdfs. In the specifi c case of linear inverse Gaussian problems, where both the a priori and a posteriori pdfs are multi-Gaussian, we built a model of observed ergodic variability of the mean and covariance of realizations of the a priori pdf, related to a specifi c choice of prior covariance model, C Mp . Then we calculated the likelihood that a sample of the a posteriori pdf is a sample of the a priori pdf in terms of reproducing the C Mp within the model of ergodic variability. This enables one to quantify how consistent a choice of prior covariance model is with data observations. The methodology is relatively easy to apply, although CPU demanding for larger problems; however, using just a subset of the available data results in useful estimates of the subsurface covariance model.
Through a cross-borehole GPR tomography case study, we investigated how well the method works on both synthetic and real data. For the synthetic case, we have shown that the subsurface correlation lengths can be inferred, even when the range is comparable to the width of the model parameter space considered. For the real case, the correlation lengths inferred were highly consistent with information obtained from a nearby refl ection GPR profi le. For both cases, we found that inferring the dip of the continuity was less trivial, while we found the inferred distribution of the dip to be consistent with the reference model and refl ection GPR profi le, respectively. We therefore believe that we have presented a novel approach to locate choices of prior covariance models that are consistent with data observations. The main use of the proposed method with GPR cross-borehole tomography is in conjunction with stochastic simulation, where a number of realizations of the subsurface can be generated with realistic small-and large-scale variability, consistent with observed travel time data. Such realizations can then be transformed into hydrologic parameters with realistic spatial variability. FIG. 16 . One-dimensional (1D) marginal probability density function (marg. pdf) distributions of the likelihood of the horizontal (h max ) and vertical (h min ) correlation lengths and the dip using 702 rays, based on 175 samples found using the Metropolis-Hastings algorithm. TABLE 2. Maximum likelihood models horizontal (h max ) and vertical (h min ) correlation lengths found using two-dimensional average likelihood (ML) and one-dimensional marginal probability density functions (1D marg) for the real data case study considering a linear sensitivity kernel and all 702 rays, nonlinear sensitivity kernels and all 702 rays, and nonlinear sensitivity kernels and 70 rays. 
