In the context of fluid flows, the coupled Ostrovsky equations arise when two distinct linear long wave modes have nearly coincident phase speeds in the presence of background rotation. In this paper, nonlinear waves in a stratified fluid in the presence of shear flow are investigated both analytically, using techniques from asymptotic perturbation theory, and through numerical simulations. The dispersion relation of the system discloses various behaviours of weakly nonlinear oceanic internal waves including the existence of unsteady and steady envelope wave packets.
I. INTRODUCTION
It is widely known that the Korteweg-de Vries (KdV) equation, with various extensions, is a canonical model for the description of large amplitude internal waves that are commonly observed in the oceans, see the reviews Grimshaw [1] , Grimshaw et al. [2] , Helfrich and Melville [3] and references therein. The KdV equation is derived on the assumption that the dynamics is dominated by a single linear long wave mode. When background rotation is included, the KdV equation is replaced by the Ostrovsky equation, see Ostrovsky [4] , Leonov [5] , Helfrich [6] , Grimshaw [7, 8] , given by, in a reference frame moving with the linear long wave phase speed,
where γ is the rotation coefficient, and ν and λ are the nonlinearity and dispersion coefficients, respectively. Here, A(x, t) is the amplitude of the linear long wave mode φ(z)
corresponding to the linear long wave phase speed c, which is determined from the modal
φ = 0 at z = −h , and W 2 φ z = gφ at z = 0 .
Here ρ 0 (z) is the stable background density stratification, ρ 0 N 2 = −gρ 0z , W = c − u 0 where u 0 (z) is the background shear flow, and it is assumed that there are no critical levels, that is W = 0 for any z in the flow domain. The coefficients are given by
where
and f is the Coriolis parameter. Note that when there is no shear flow, that is u 0 (z) ≡ 0, then Φ ≡ φ z and γ = f 2 /2c; in this case λγ > 0.
The effect of the Earth's rotation for the time evolution of an internal wave becomes important when the wave propagates for several inertial periods. For oceanic internal waves, in the absence of a shear flow, λγ > 0, and then it is known that there no steady solitary wave solutions of equation (1), see Grimshaw and Helfrich [9] and the references therein.
Recently, it was established that the long-time effect of rotation in this case is the destruction of the initial internal solitary wave by the radiation of small-amplitude inertia-gravity waves, and the emergence of a propagating unsteady nonlinear wave packet, associated with the extremum of the group speed, see Helfrich [6] , Grimshaw and Helfrich [9] , Grimshaw et al. [10] , Grimshaw and Helfrich [11] . The same phenomenon was observed independently by Yagi and Kawahara [12] in the context of waves in solids. Indeed, the discrete model in Yagi and Kawahara [12] can be related to a two-directional generalisation of the Ostrovsky equation derived in Gerkema [13] . When λγ < 0 the Ostrovsky equation (1) can support steady envelope wave packets, associated with an extremum of the phase speed, see Galkin and Stepanyants [14] and Obregon and Stepanyants [15] . We note that Obregon and Stepanyants [15] derived this case for magneto-acoustic waves in a rotating plasma. Although this case is not relevant to the ocean in the absence of current shear, as a by-product of the analysis presented here, we will show that sufficiently strong shear near a pycnocline may lead to situations where λγ < 0.
It is known that for internal waves it is possible for the phase speeds of different modes to be nearly coincident, and then there will be a resonant transfer of energy between the waves, see Eckart [16] . In this case, the KdV equation is replaced by two coupled KdV equations, describing a strong interaction between internal solitary waves of different modes, see Gear and Grimshaw [17] , Grimshaw [18] . Various families of solitary waves are supported by coupled KdV equations depending on the structure of the linear dispersion relation:
pure solitary waves, generalised solitary waves and envelope solitary waves, see the review
Grimshaw [18] . In Alias et al. [19] we extended the derivation of the coupled KdV equations to take account of background rotation, and also a background shear flow. We found that then the single Ostrovsky equation (1) is replaced by two coupled Ostrovsky equations, each equation having both linear and nonlinear coupling terms, given by
I 2 (A 2τ + µ 2 A 2 A 2s + λ 2 A 2sss + ∆A 2s − γ 2 B 2 )
where B 1s = A 1 , B 2s = A 2 . The derivation of (6,7) from the fully nonlinear Euler equations is briefly described in subsection II A, and more fully in Alias et al. [19] . Coupled Ostrovsky equations also arise in the context of waves in layered elastic waveguides, see Khusnutdinova et al. [20] , Khusnutdinova and Moore [21] . Thus, this model belongs to the class of canonical mathematical models for nonlinear waves, inviting a detailed study of the dynamics of its solutions.
In our previous paper Alias et al. [19] we examined in detail the case when there is no background shear flow, and then the coefficients γ, ν vanish and β = µ, leading to a simplification of the underlying linear dispersion relation. In this paper, we restore the background shear flow, and find that the range of dynamical behaviours is then greatly extended. The rest of the paper is organised as follows. In section II A we briefly overview the derivation of a pair of coupled Ostrovsky equations from the complete set of equations of motion for an inviscid, incompressible, density stratified fluid with boundary conditions appropriate to an oceanic situation, using the asymptotic multiple-scales expansions. The effect of background shear is examined using a three-layer model in section II B. In section III we analyse various cases for the linear dispersion relation. In section IV, based on the analysis of the linear dispersion relation, we present some numerical simulations using a pseudo-spectral method. Some conclusions are drawn in section V.
Our results show that a background shear flow allows for configurations when initial
KdV solitary-like waves in the coupled system are destroyed, and replaced by a variety of nonlinear envelope wave packets. Two principal types are found; first there are unsteady envelope wave packets, which constitute a two-component counterpart of the outcome for the single Ostrovsky equation (1) with λγ > 0 and are associated with an extremum for the group velocity; second, there are steady wave packets, which are not found for the single Ostrovsky equation with λγ > 0, are associated with an extremum in the phase velocity, and constitute a two-component counterpart of the outcome for the single Ostrovsky equation (1) when λγ < 0. Overall, the dynamics of solutions of the coupled equations is much more complicated. However, the main features of the complex dynamics observed in numerical simulations can be classified and explained in terms of the behaviour of the relevant dispersion curves.
II. COUPLED OSTROVSKY EQUATIONS

A. Derivation
We consider the two-dimensional flow of an inviscid, incompressible fluid on an f -plane.
In the basic state the fluid has a density stratification ρ 0 (z), a corresponding pressure p 0 (z)
such that p 0z = −gρ 0 and a horizontal shear flow u 0 (z) in the x-direction. When u 0 = 0, this basic state is maintained by a body force. Then the equations of motion relative to this basic state are given by
Here, the terms (u 0 + u, v, w) are the velocity components in the (x, y, z) directions, ρ 0 + ρ is the density, p 0 + p is the pressure, t is time, N (z) is the buoyancy frequency, defined by ρ 0 N 2 = −gρ 0z and f is the Coriolis frequency. The free surface and rigid bottom boundary conditions to the above problem are given by
The constant h denotes the undisturbed depth of the fluid, and the function η denotes the displacement of the free surface from its undisturbed position z = 0. A new variable ζ denotes the vertical particle displacement, which is related to the vertical speed, w. It is defined by the equation
and satisfies the boundary condition
The system of coupled Ostrovsky equations is derived using the Eulerian formulation, following a similar strategy to the derivation of coupled KdV equations using the Lagrangian formulation in Gear and Grimshaw [17] , Grimshaw [18] ; the full derivation can be found in Alias et al. [19] . At the leading linear long wave order, and in the absence of any rotation, the solution for ζ is given by an expression of the form A(x − ct)φ(z) where the modal function is given by (2, 3) . In general there is an infinite set of solutions for [φ(z), c]. Here we consider the case when there are two modes with nearly coincident speeds c 1 = c and
, where ∆ is the detuning parameter. Importantly, we assume that the modal functions φ 1 (z), φ 2 (z) are distinct, and each satisfy the system (2, 3) , that is
Here W i = c i −u 0 (z) where c i is the long wave speed corresponding to the mode φ i (z), i = 1, 2.
The two modal systems (18, 19) imply that
Since in general W 1 −W 2 = c 1 −c 2 = 0, it follows that the two modes satisfy an orthogonality
Here, and in the sequel, W i = W = c − u 0 (z) with an error of order 2 .
Next we introduce the scaled variables
where α = 2 and seek a solution in the form of asymptotic multiple -scales expansions
Substituting these expansions into the system (8) - (12) , and assuming that two waves A 1 and A 2 are present at the leading order, we obtain
Importantly, the exact solution of the linearised equations should contain the exact expressions W 1 and W 2 in the terms related to the first and second waves, respectively, rather
Here i, j = 1, 2.
We scale the dependent and independent variables as
assuming that λ 2 > 0, λ 1 = 0, µ 1,2 = 0 without loss of generality. Then equations (44, 45) take the form
Here,
Note that the scaled variables u and v, and the coefficient p should not be confused with the velocity components and the pressure. Also note that in these equations X, T have dimensions of C −1/2 , C −3/2 respectively, where C is a velocity scale. The dependent variables u and v have the dimension of C. The coefficients n, m, α, δ, p, q, λ are dimensionless, while β, γ, µ, ν have dimensions of C 2 , and ∆ has the dimension of C.
B. Three-layer flow with shear
As an illustrative example with sufficient parameters to explore several cases of interest,
we consider a three-layer fluid, −h < z < 0, with interfaces at z = −h 2 − h 1 , z = −h 1 , and Figure 1 . Here, ρ 0 and u 0 are piecewise-constant density and velocity fields, respectively, and they are represented using the Heaviside step function as follows,
With rigid boundaries at z = −h, 0, the modal functions are given by This is normalized so that φ = A 1,3 at z = −h 1 , −h 1 − h 2 . At each interface there is the jump relation,
This yields the system
which can be written as
Without loss of generality we put U 2 = 0 henceforth.
The dispersion relation, determining the speed c is then given by
A resonance with two distinct modes requires that D 1 = D 3 = E = 0 simultaneously. There are two cases, either c = 0 or h 2 >> h 1,3 . The first case contains implicit critical layers, and hence is not considered here. The second case is,
For given densities ρ 1,2,3 and layer depths h 1,3 , these determine the allowed shear U 1 − U 3 .
There are four cases, but to avoid a critical layer we must choose c > 0, which then imposes a constraint on the allowed choices for U 1 − U 3 .
The modal functions and their derivatives are given by
Now all coefficients in the coupled Ostrovsky equations can be calculated, taking into account that h 2 >> h 1,3 , where appropriate:
For the coefficients γ 1,2,12 we must evaluate Φ 1,2 :
Here ρ 0 , W = c − u 0 are piecewise constant, so the second term in (77) behaves like a δ-function. Specifically, write
where the last term can be ignored in the Boussinesq approximation. The derivatives of [· · ·] are δ-functions, leading to the product of a δ-function with a discontinuous function in (78, 79). In order to evaluate these expressions we first note that φ 1z , φ 2z are zero except in the upper and bottom layer respectively, where they are constants, and also Φ 1 = 0 in the bottom layer, and Φ 2 = 0 in the top layer. Hence
Here we have used the expression that when a δ-function multiplies a discontinuous function
and use the Boussinesq approximation that otherwise ρ 1 ≈ ρ 2 ≈ ρ 3 . We then obtain that,
Then there are four possibilities according to the value of c,
Case 3 :
Bearing in mind that a piecewise-constant shear flow is a simplified model of a continuous shear flow, then in order to avoid an implicit critical layer, we must choose c > max
where we recall that we have set U 2 = 0. This condition then implies that only Case 1 is allowed.
In full detail, for Case 1,
Note that β > 0 unless U 1 is such that
when µ < 0. But note that U 1 , U 3 are constrained by the resonance condition (88). Nevertheless, all four possibilities can be realised, that is; Case A: β > 0, µ > 0, Case B:
Specifically, we choosef = 5 × 10 −3 s −1 and choose g 1,3 of the order 10
The upper layer and lower depths h 1,3 are chosen to be of order 50 ↔ 1000 m. Next, we choose U 1 and use the resonance condition (88) to determine the value of U 3 , since U 1 and U 3
are not independent. Finally, h 2 is a free parameter, so β can be chosen arbitrarily, but then µ = βF is determined. Typically we choose β so that h 2 >> h 1,3 but of order 4 ↔ 6 km. For instance, choose U 1 = 1 ms −1 , h 1 = 50 m, g 1 = 0.1 ms −2 , and then β > 0; in this case, also µ > 0 when √ g 3 h 3 < 23.97, and µ < 0 when √ g 3 h 3 > 23.97, on using the resonance condition
, and again β > 0, but now
.005 ms −2 and then β < 0; in this case
Alternatively, we can choose
.0025 ms −2 and then again β < 0; but now U 3 = 0.181 − √ g 3 h 3 , so that µ > 0 when √ g 3 h 3 < 1.34, and µ < 0
Finally in this section, we would like to point out that the type of the current model considered here can also lead to the anomalous version of the single Ostrovsky equation when λγ < 0. In particular, we can show that the two-layer reduction of this three-layer model obtained by taking the h 2 → ∞, that is a single shallow layer with the density ρ 1 and current U 1 overlying an infinitely deep layer with the density ρ 2 and zero current can lead to this anomalous situation. Indeed, for this special case, the dispersion relation determining the speed c is again given by (64), where we now let h 2 h 1,3 , so that E = 0, and then, for 
Note that the third layer is not involved at all. To avoid an implicit critical layer, we must
The first case, denoted as the positive mode propagating to the right, holds provided that U 1 + (g h 1 ) 1/2 > 0 , and the latter, denoted as the negative mode propagating to the left, holds provided that
Now all coefficients in the Ostrovsky equation (1) can be calculated, taking into account that h 2 >> h 1 where appropriate,
Note that I > 0, so that ν < 0, λ > 0, for the mode to the right, and I < 0, so that ν > 0, λ < 0, for the mode to the left. As expected νλ < 0 for both modes, which describe waves of depression. In the Boussinesq approximation when ρ 1 ≈ ρ 2 , we obtain
Thus, Iγ > 0 unless U 1 is such that
that is , −1 <
or
for the mode to the right and left respectively. Here we have also used the exclusion of an implicit critical layer condition. Note that the two modes are essentially the same, so it is enough to consider the mode to the right. Then unless (105) 
III. LINEAR DISPERSION RELATION
The structure of the linear dispersion relation determines the possible solution types. It is obtained by seeking solutions of the linearised equations in the form
where k is the scaled wavenumber, c p (k) is the phase speed and c.c. denotes the complex conjugate. This leads to
The determinant of this 2 × 2 system yields the dispersion relation
Solving this dispersion relation we obtain the two branches of the dispersion relation,
Here C Consider now Case 1, where c > 0, I 1 > 0, I 2 > 0, and so λ 1,2 > 0, so that δ > 0, and 0 < αλ = δ/4. Also we recall that ∆ < 0 without loss of generality. The main effect of the background shear is that now β = µ, and indeed each can be either positive or negative.
Then (112) takes the form
The group velocities are given by
Next it is useful to examine the limits k → 0, ∞. Thus
Note that since 0 < αλ < δ, E 2 < E 1 < 0. One can see that there are four possibilities of qualitatively different behaviour of the dispersion relation, depending on the signs of the coefficients β and µ, as follows:
There is no spectral gap in either mode, and this case is similar to the situation without any background shear, discussed in our previous paper, Alias et al. [19] . But there is now a significant difference since here β = µ due to the effect of the background shear flow. A typical dispersion curve is shown in Figure 2 , where turning point can generate a generalised envelope solitary wave, see Grimshaw and Iooss [22] for instance. Further it is also possible that there are 1, 3, 5, · · · turning points for c g where dc g /dk = 0, and each such turning point is expected to generate an unsteady wave packet analogous to those found by Grimshaw and Helfrich [11] for the single Ostrovsky equation. Case B: Figure 3 , where β = 0.04
−0.5 when we set h 1 = 500 m, h 2 ≈ 5.5 km, h 3 = 1000 m, g 1 = 0.01 ms −2 , g 3 = 0.02 ms −2 ,
There is no spectral gap in mode 1, and the group velocity is negative for all k with a turning point at k = k m1 . But mode 2 has a spectral gap, as the phase speed has a maximum value, c s2 at k = k s2 . For this mode the group velocity is positive as k → 0 and negative as k → ∞. At the value c p2 = c s2 , the phase and group velocities are equal, and then this mode 2 can support a steady wave packet. However, Case C:
set is shown in Figure 4 , where β = −0.01
At first glance, this is overall similar to case B because there is no spectral gap in mode 1, and the group velocity is negative for all k; but now the group velocity c g1 has three turning points, a global maximum at A, a local minimum at K and a local maximum at B. This is not the simplest case, where we would expect only one turning point, but we display it here as potentially there could be energy focussing associated with each of these turning points, and the consequent emergence of three unsteady nonlinear wave packets. As in case B, mode 2 has a spectral gap, as the phase speed has a maximum at C; the group velocity is positive as k → 0 and negative as k → ∞. At this point, the phase and group velocities are equal, and so then this mode 2
can support a steady wave packet. However, this wave packet lies in the spectrum of mode 1, and hence may decay by radiation into mode 1. Case D:
curve for this case is shown in Figure 5 , where β = −0.01 m and at the point of maximum phase speed, the phase and group velocities for each mode are equal. Hence a steady wave packet can exist for each mode, but will be radiating for mode 
.
As indicated above we use an asymptotic expansion with = αλ 1 to find all turning points explicitly. From (111), since here γ = ν = 0,
where = αλ 1. Note that the effective expansion parameter is k 4 and so this can only be valid when k is also sufficiently small, say k < 1. Expanding in powers of then yields at each point for Figure 5 .
The derivatives are given by
The corresponding group velocities are found from c g = c p + kc pk :
The turning points for c p can now be found by equating (121, 122) to zero, and those for c g found by equating (125, 126) to zero. Consistently with this asymptotic expansion, the solutions for k are sought in the form k = k 0 + k 1 + 2 k 2 + . . . by collecting the O(1) and O( ) terms. Then, we obtain the following formal asymptotic solutions:
The outcomes for each case are described below. 
IV. NUMERICAL SIMULATIONS
In this section we present some results from numerical simulations of the scaled equations (51,52), using the pseudo-spectral method described in Alias et al. [19] , for the four different cases, corresponding to the parameters of the linear dispersion curves described in section 3.
We note again that in these equations X, T are scaled variables, see (50), and have dimensions of C −1/2 , C −3/2 respectively, where C is the velocity scale. The dependent variables u and v have the dimension of C. The coefficients n, m, α, δ, p, q, λ are dimensionless, while β, γ, µ, ν have dimensions of C 2 , and ∆ has the dimension of C. For all cases considered here we have
For the initial conditions we use either an approximation to a solitary wave solution of the corresponding coupled KdV system, which is mainly suitable for Case A, or an approximation to a nonlinear wave packet, which is more suitable for Cases B,C,D. The former initial condition is described by Alias et al. [19] , is denoted as "weak coupling KdV solitary waves", and given by,
This was mostly implemented with the constraint that γ 1 = γ 2 . Note that here the nonlinear To obtain a suitable wave packet initial condition, the procedure is to choose k, either k m or k s , and then find the ratio r = u 0 /v 0 from (108) or (109) in the form u 0 = U 0 a 0 , v 0 = V 0 a 0 where a 0 is an arbitrary function of X, but U 0 , V 0 are known functions of k. Based on the expected outcome that the nonlinear wave packet will be governed by an evolution equation such as the nonlinear Schrödinger equation, we choose a 0 (X) = A 0 sech(K 0 X). Note that the underlying theory suggests that the shape should be sech, and that K 0 depends on the amplitude A 0 (e.g., Grimshaw and Helfrich [11] ). Here instead we choose a value of K 0 << k. Then the wave packet initial condition is
where r = U 0 /V 0 is a known function of k, and we can choose V 0 arbitrarily, say V 0 = 1.
Our main aim is to understand and interpret the observed dynamical behaviour by relating it to the main features of the relevant dispersion curves, comparing especially the theoretically predicted group speeds and r = u 0 /v 0 amplitude ratios with those found in the numerical simulations. For the latter, we adopt the following methodology; the speed is measured at the maximum of the dominant wave packet, and the numerical ratio is measured as R = max |u|/ max |v| in the interval between the two nearest peaks, containing the maximum value of the dominant wave packet. Note that R is necessarily positive, unlike r, since phase determination numerically is quite difficult. In some cases wave packets generated in the numerical simulations are either contaminated by radiation, or show signs of more than one carrier wavelength. In these cases the ratio is not so instructive, and instead we choose the relevant points on the dispersion curves primarily by the speed of the wave packet, ruling out some points if the corresponding wavelength is too long or too short.
A. Numerical results
Case A: we see that there is also some significant radiation to the left of these wave packets, and in particular some focussing possibly associated with the point G 1 in Figure 2 . This is a resonance between the group velocity of mode 1 and the phase velocity of mode 2. The numerical speed and ratio at this point are given by, respectively, −4.937 and 0.639 in reasonable agreement with the theoretical prediction. However, this resonance is perhaps contaminated here because the resonance points C, D, E, F on the dispersion curves near G 1,2 are quite close for a wide range of wavenumber k.
Next Figure 8 shows the numerical results initiated using the wave packet initial conditions (129) with k = k m1 = 0.895 and ratio r = 3.692 for mode 1, while we set A 0 = 0. both close to the theoretical prediction for point A, see Table I . Here we also can detect a mode 2 wave packet, corresponding to point B in Figure 2 , as well as some radiation due to modal energy exchange associated with the resonance point G propagating with a speed −3.904 and ratio 0.177, both close to the theoretical prediction for point B, see Table I . But here there is also a small unsteady wave packet, seen in the u- and ratio R = 2.555 for a mode 1 wave packet, corresponding to point A in Figure 2 and Table I . Here we also can see the formation of wave packets to the left, corresponding to points G 1 and C, E with the numerically found speeds −6.050, −8.262 and ratios 1.436, 0.567 also in reasonable agreement with the theoretical prediction.
Case B:
A typical numerical result is shown in Figures 13, 14 Table II . However, here the wave packet is strongly nonlinear, and we note that if v is measured at the point where |u| is a maximum, then the numerical ratio is 25, Table II. Again, this wave packet is strongly nonlinear, and if u is measured at the point where |v| is a maximum, then the numerical ratio is −0.0229, closer to the theoretical value. We also note that there is considerable radiation in the plot, so that we cannot see the wave packet associated to point A in the v-plot, and similarly for the point B in the u-plot.
In Figures 15 and 16 we use the wave packet initial condition (129), with k = k m1 = 0.345 and the ratio R = 33.696 corresponding to a maximum group velocity c g1 = −0.683 in mode 1 corresponding to point A in Figure 3 , see Table II . As expected, an unsteady wave packet emerges, clearly seen in both the u and v plots in the first yellow line, propagating with speed B in Figure 3 , see Table II . A third small wave packet can be observed in the v -mode represented by the green line with speed −2.446 and ratio 3.160, which we associate with the resonance point C for mode 1 in Figure 3 , see Table II , generated by a mode 1 unsteady wave packet associated with the point A. Then, a fourth small wave packet can also be observed in the v-mode represented by the magenta line with speed −3.057 and ratio 0.148, which we associate with the point E, based on ratio and wavenumber considerations. Both these third and fourth wave packets have speeds which might be associated with the point D 1 , but we have ruled out this connection due to a large disparity between the predicted and observed ratio and wavenumber. represented by the point B in Figure 3 , see Table II . In the both modes, the main feature is a steady wave packet with speed −1.787 and ratio 0.042, see the yellow line, in good agreement with the predicted values from the dispersion relation, see Table II . There is a very small wave packet indicated by the green line with a speed −0.461 which we associate with point A based on the speed. Here the ratio cannot be measured as this location lies the tail of the larger wave packet associated with point B. There is a third wave packet shown by the blue line with speed −3.362 and ratio 0.144, which we associate with the point E, based on the consideration of the speed and wavenumber, as the ratio cannot be measured accurately since in the v-plot this location lies in the tail of the main wave packet. Wave packets have speeds which might be associated with the point D 1 , but we have ruled out this connection due to a large disparity between the predicted and observed ratio and wavenumber. 
Case C:
Case C is analogous to Case B. A typical numerical result is shown in Figures 19 and 20 using the KdV solitary wave initial condition (127). But here we chose γ 1 = γ 2 in order that the ratio a/b should coincide with the predicted ratio 1.3 corresponding to the point A in Figure 4 . A strongly nonlinear unsteady wave packet emerges, denoted by the vertical line A in Figure 20 , with speed −0.156 and ratio 0.5496, in agreement for the speed with the theoretical predictions from the point A in the dispersion plots of Figure 4 and Table III .
This wave packet has a phase speed which is very close to the group velocity over the range of wave numbers from the point D to E, leading to strongly nonlinear effects and difficulty in numerically determining a ratio. In Figures 19 and 20 there is also evidence of significant Also note that for both B and K the ratio is such that v dominates, while for J and M it is u that dominates, features consistent with the numerical simulation. Thus, overall all the features in the numerical simulation can be associated with the turning points in the group velocity curve c g1 for mode 1.
As noted above, the group velocity curve c g1 for mode 1 has three turning points, while there are no such turning points for c g2 . To examine each of these, we first examined the turning point A in Figure 4 and Table III , and used the wave packet initial condition (129) with wavenumber k = k m1 = 0.306 and ratio R = 1.309. The numerical results are shown in There is a secondary wave packet now discernible on the vertical line I, moving with speed −0.625 and ratio 1.910, which from the dispersion relation in Figure 4 is identified with the point I, which is a resonance between the maximum value of the phase speed of mode 2 (point C) with mode 1. However, we note that the resonance points J, M are close by with similar values, and so may also be relevant.
Next we used the wave packet initial condition associated with the turning point B in However, these values are not consistent with the theoretical predictions for point B in Table III . Instead the outcome for the speed would seem to be more consistent with the points A or D 2 , but the ratios are not in agreement. Examination of the v-plot suggests that possibly packets associated with both these points are generated, and the consequent interaction between them makes determination of a consistent ratio quite difficult. These wave packets are strongly nonlinear and there is considerable evidence of resonances and radiation. In particular, the vertical line F in Figure 30 is interpreted as an interaction between the points B and F 1 , the latter being a resonance between the group velocity of mode 1 and phase speed of mode 2, see Figure 5 and Table IV . There is also a transient wave propagating to the right, probably due to fact that the negative signs of both β and µ allow both modes to have positive group velocities for low wavenumbers.
There are two different wavenumbers to consider when we use the wave packet initial condition (129) corresponding to the points A and B in Figure 5 . First, we choose k = k s1 = 0.3221 and R = 10.9729 corresponding to the point A in Figure 5 , see Table IV . The values. There is also some interaction with the point F 1 here, seen in the u-plot where two wavenumbers can be seen. However, the dispersion curves in Figure 5 show that here there are potential resonances with mode 1 at k = 0.1168 and k = 1.0657, associated with the points C and D, see Table IV . There is no discernible evidence here of radiation into the wavenumber k = 0.1168 due to the large ratio of O(200) needed, but a wave packet is seen with wavenumber k = 1.0657, indicated by blue vertical line D in Figure 34 , with the speed −2.014 and ratio 0.814, in reasonable agreement with the theoretical prediction, although there could also be some interaction with the point F 2 here, which has quite similar values.
Another small wave packet can be seen, possibly corresponding to point G 1 in Figure 34 with the speed −2.578 and ratio 0.503. 
V. SUMMARY AND DISCUSSION
In this paper, we have briefly reviewed the derivation of coupled Ostrovsky equations for resonantly interacting weakly nonlinear long oceanic internal waves, presented in detail in our previous work Alias et al. [19] . The resulting system (44, 45) describes the evolution of the amplitudes of two linear long wave modes whose linear long wave phase speeds are nearly coincident. In an extension of our previous work, here we focus on the effect of a background shear flow, using a three-layer model as a guide to the possible values that the normalised coefficients may take. The significant difference that emerges is that the coefficients β, µ of the rotation terms in the coupled Ostrovsky equations (51, 52), are not necessarily equal, or indeed positive, as is the case in the absence of a background shear flow. Instead, there are four essentially different cases corresponding to different sign combinations of β and µ.
Then the system was examined numerically, using two different initial conditions. First, the initial condition was a solitary wave type, based on an approximation to the coupled KdV systems obtained when the rotation terms are removed, and for which there is no a priori wavenumber selection. Second, the initial condition was a wave packet based on certain predicted wavenumbers, obtained from the linear dispersion relation where either the phase velocity, or the group velocity, has a turning point. The former can be associated with the possible emergence of a nonlinear steady wave packet, and the latter with the possible emergence of an unsteady nonlinear wave packet. These two contrasting scenarios were examined numerically for each of the four cases. In each case we can identify these predicted wave packets as the dominant feature of the numerical solution. However, in many cases there was also evidence of nonlinear interactions generating other wave packets associated with some of the possible resonant points identified on each linear dispersion curve. Thus, in comparison with the simulations of the single Ostrovsky equation reported by Grimshaw and Helfrich [11] where only a single unsteady nonlinear wave packet typically emerges, the coupled system (44, 45) can support a wide variety of nonlinear wave packets. Importantly, we have shown that the dominant features of the observed dynamical behaviours can be classified and interpreted in terms of the main features of the relevant dispersion curves.
This is a first step towards predicting the long-time asymptotic behaviour of solutions of the initial-value problems for this coupled system of equations.
Although we have used a particular three-layer model to illustrate the range of possible scenarios, based in particular on the signs of the rotational coefficients β, µ, we suggest that similar combinations of stratification and current shear will lead to the same range of possible sign combinations, and hence to the same range of complex dynamical behaviour.
Thus we expect that these kinds of nonlinear wave packets may be found under certain oceanic conditions, and could be possibly be observed in laboratory experiments, similar to that of Grimshaw et al. [23] for the generation of the unsteady wave packets described by the single Ostrovsky equation.
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