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MINUSCULE REPRESENTATIONS AND PANYUSHEV CONJECTURES
CHAO-PING DONG AND GUOBIAO WENG
Abstract. Recently, Panyushev raised five conjectures concerning the structure of certain
root posets arising from Z-gradings of simple Lie algebras. This paper aims to provide proofs
for four of them. Our study also links these posets with Kostant-Macdonald identity,
minuscule representations, Stembridge’s “t = −1 phenomenon”, and the cyclic sieving
phenomenon due to Reiner, Stanton and White.
1. Introduction
The Z-gradings of simple Lie algebras appear in different settings of Lie theory. For
instance, they occur naturally in the Jacobson-Morozov theorem of the orbit method due to
Kirillov and Kostant (see [3, Chapter 3]). They have also been used by Vinberg to construct
algebraic groups [14]. Recently, Panyushev raised five conjectures concerning the structure
of certain root posets arising from Z-gradings of simple Lie algebras [7]. This paper aims to
provide proofs to four of them, and our study will link these root posets with the following
topics:
• Kostant-Macdonald identity [5, 6];
• Minuscule posets classified by Proctor [8];
• Stembridge’s “t = −1 phenomenon” [13];
• Cyclic sieving phenomenon defined by Reiner, Stanton and White [9].
Now let us be more precise. Let g be a finite-dimensional simple Lie algebra over C. Fix
a Cartan subalgebra h of g. The associated root system is ∆ = ∆(g, h) ⊆ h∗. Recall that a
decomposition
(1) g =
⊕
i∈Z
g(i)
is a Z-grading of g if [g(i), g(j)] ⊆ g(i + j) for any i, j ∈ Z. In particular, in such a case,
g(0) is a Lie subalgebra of g. Since each derivation of g is inner, there exists h0 ∈ g(0) such
that g(i) = {x ∈ g | [h0, x] = ix}. The element h0 is said to be defining for the grading (1).
Without loss of generality, one may assume that h0 ∈ h. Then h ⊆ g(0). Let ∆(i) be the
set of roots in g(i). Then we can choose a set of positive roots ∆(0)+ for ∆(0) such that
∆+ := ∆(0)+ ⊔∆(1) ⊔∆(2) ⊔ · · ·
is a set of positive roots of ∆(g, h). Let Π be the corresponding simple roots, and put
Π(i) = ∆(i) ∩ Π. The grading (1) is determined by Π =
⊔
i≥0Π(i). When |Π(1)| = 1 and
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Π(i) vanishes for i ≥ 2, we say the Z-grading (1) is 1-standard. In this case ∆(1) becomes
(2) [αi] := {α ∈ ∆
+ | [α : αi] = 1}
Here αi is a simple root, and [α : αi] is the coefficient of αi in α. Note that [αi] inherits a
poset structure from the usual one of ∆+: let α and β be two roots of [αi], then α ≤ β if
and only if β − α is a nonnegative integer combination of simple roots. The root poset [αi]
is the core object of this paper. We will use results of Ringel [10] to analyze it in Section 4.
In [7], Panyushev raised several beautiful conjectures concerning the M-polynomial, N -
polynomial and the reverse operator in ∆(1). Before stating them, let us prepare a bit more
notation. Recall that a subset I of a finite poset (P,≤) is a lower (resp., upper) ideal if
x ≤ y in P and y ∈ I (resp. x ∈ I) implies that x ∈ I (resp. y ∈ I). Let J(P ) be the lower
ideals of P , partially ordered by inclusion. A subset A of P is an antichain if its elements are
mutually incomparable. Note that the following maps give bijections between lower ideals,
upper ideals and antichains of P :
(3) I 7→ P \ I 7→ min(P \ I).
Denote by MP (t) the generating function of lower ideals of P . That is, MP (t) :=
∑
I t
|I|,
where I runs over the lower ideals of P . Denote by NP (t) the generating function of an-
tichains of P . That is, NP (t) :=
∑
A t
|A|, where A runs over the antichains of P .
As on p. 244 of Stanley [12], a finite poset P is said to be graded if every maximal chain
in P has the same length. In this case, there is a unique rank function r from P to the
positive integers P such that all the minimal elements have rank 1, and r(x) = r(y) + 1 if x
covers y. The model for our concern is ∆(1), where the height function ht gives the rank.
Now Conjecture 5.1 of [7] is stated as follows.
Panyushev’s M-polynomial conjecture. For any Z-grading of g, we have
(4) M∆(1)(t) =
∏
γ∈∆(1)
1− tht(γ)+1
1− tht(γ)
.
The RHS of (4) traces back to the celebrated Kostant-Macdonald identity (see [1], [5] and
Corollary 2.5 of [6]) saying that
∑
w∈W
tl(w) =
∏
γ∈∆+
1− tht(γ)+1
1− tht(γ)
.
Here W is the Weyl group associated with ∆+, and l(·) is the length function.
When the grading (1) is abelian (i.e., when ∆(i) vanishes for i ≥ 2), the poset [α∨i ] in
the dual root system ∆∨ is minuscule in the sense of Proctor [8], see Section 3 for more
details. According to Exercise 3.170 of Stanley [12], we call a finite graded poset P pleasant
if (4), with ht replaced by the rank function r, holds for it. Thus Panyshev’sM-polynomial
conjecture asserts that each ∆(1) is pleasant.
The first aim of this paper is to remark that Panyushev’sM-polynomial conjecture follows
from Proctor’s Theorem (see Theorem 3.1) plus some additional effort. The key observation
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is that for all but seven exceptions (see Section 4.10) these [αi] bear the pattern
(5) [αi] ∼= [k]× P,
where k is a positive integer, [k] denotes the totally ordered set {1, 2, · · · , k}, and P is
a connected minuscule poset classified in Theorem 3.1. As a consequence, we obtain the
following.
Theorem 1.1. Panyushev’s M-polynomial conjecture is true.
By definition, the number M∆(1)(1) counts the lower ideals of ∆(1). Thus we have
Corollary 1.2. For any Z-grading of g,
(6) M∆(1)(1) = |J(∆(1))| =
∏
γ∈∆(1)
ht(γ) + 1
ht(γ)
.
Let E (resp. F ) be the multi-set of the even (resp. odd) heights of ∆(1). By Theorem
1.1, we have
(7) M∆(1)(−1) =
{∏
f∈F (f + 1)/
∏
e∈E e if |E| = |F |,
0 otherwise.
It is far from being evident that the numberM∆(1)(−1) counts certain lower ideals of ∆(1)
enjoying nice symmetries. Indeed, suppose that c : P → P is an order-reversing involution
on the finite poset (P,≤). After Stembridge [12], we call the triple (P,≤, c) a complemented
poset. In such a case, for any I ∈ J(P ), put Ic := P \ {c(x) | x ∈ I}. Then I 7→ Ic is an
order-reversing involution on J(P ). This makes J(P ) into a complemented poset as well,
for which we denote by (J(P ),⊆, c), or simply by (J(P ), c). We call a lower ideal I ∈ J(P )
self-complementary if I = Ic. In our situation, let wi0 be the longest element of the Weyl
group of g(0) coming from the 1-standard Z-grading such that Π(1) = {αi}. Note that
wi0(∆(1)) = ∆(1), and the w
i
0 action on ∆(1) = [αi] makes it into a complemented poset, for
which we denote by ([αi], w
i
0). We denote the corresponding complemented poset structure
on J([αi]) by J([αi], w
i
0).
In Lemma 6.3, we shall transfer the order-reversing involution on each minuscule weight
lattice coming from the w0 action to the corresponding minuscule poset ∆(1). Here w0
is the longest element of the Weyl group W (g, h). Then we will build up further links
between the pattern (5) and the minuscule representations. This makes Stembridge’s “t =
−1 phenomenon” (see Theorem 4.1 of [13]) applicable, and leads us to the following.
Theorem 1.3. Conjecture 5.2 of [7] is true: For any 1-standard Z-grading g =
⊕
j∈Z g(j)
of g such that Π(1) = {αi}, the number M∆(1)(−1) counts the self-complementary lower
ideals in J([αi], w
i
0).
Originally, Conjecture 5.2 of [7] is stated in terms of upper ideals. In Lemma 6.4, we will
show that a lower ideal I of ∆(1) is self-complementary if and only if the upper ideal ∆(1)\I
is self-complementary. Thus we can interpret the above theorem in terms of upper ideals
instead.
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It is interesting to ask that when does the number M∆(1)(−1) vanish? A direct answer
using (7) is that this happens if and only if |E| 6= |F |. A deeper characterization is found as
follows.
Theorem 1.4. Let g =
⊕
j∈Z g(j) be any 1-standard Z-grading of g. Then M[αi] vanishes
at −1 if and only if the wi0 action on [αi] has fixed point(s).
Let Pi be the set of elements in the finite graded poset P with rank i. The sets Pi are
said to be the rank levels of P . Suppose that P =
⊔d
i=1 Pi. Then P is called Sperner if the
largest size of an antichain equals max{|Pi|, 1 ≤ i ≤ d}. Conjecture 5.12 of [7] is stated as
follows.
Panyushev’s N -polynomial conjecture. Let g =
⊕
i∈Z g(i) be any 1-standard Z-grading
of g. Then N∆(1) is palindromic if and only if ∆(1) has a unique rank level of maximal size.
The second theme of this paper is to confirm the above conjecture.
Theorem 1.5. Let g =
⊕
i∈Z g(i) be any 1-standard Z-grading of g. The following are
equivalent:
a) N∆(1) is palindromic;
b) N∆(1) is monic;
c) ∆(1) has a unique antichain of maximal size;
d) ∆(1) has a unique rank level of maximal size.
In particular, Panyushev’s N -polynomial conjecture is true.
We collect the antichains of P as An(P ). For any x ∈ P , let I≤x = {y ∈ P | y ≤ x}.
Given an antichain A of P , let I(A) =
⋃
a∈A I≤a. The reverse operator X is defined by
X(A) = min(P \I(A)). Since antichains of P are in bijection with lower (resp. upper) ideals
of P , the reverse operator acts on lower (resp. upper) ideals of P as well. Note that the
current X is inverse to the reverse operator X′ in Definition 1 of [7], see Lemma 2.5. Hence
replacing X′ by X does not affect our forthcoming discussion on orbits. When P is a root
poset, we call X the Panyushev operator and call a X-orbit a Panyushev orbit. The third
theme of this paper is the structure of Panyushev orbits of ∆(1).
The Z-grading (1) is extra-special if
(8) g = g(−2)⊕ g(−1)⊕ g(0)⊕ g(1)⊕ g(2) and dim g(2) = 1,
Up to conjugation, any simple Lie algebra g has a unique extra-special Z-grading. Without
loss of generality, we assume that ∆(2) = {θ}, where θ is the highest root of ∆+. Namely,
we may assume that the grading (8) is defined by the element θ∨, the dual root of θ.
In such a case, we have
(9) ∆(1) = {α ∈ ∆+ | (α, θ∨) = 1}.
Recall that h := ht(θ) + 1 is the Coxeter number of ∆. Let h∗ be the dual Coxeter number
of ∆. That is, h∗ is one plus the height of θ∨ in ∆∨. As noted on p. 1203 of [7], we have
|∆(1)| = 2h∗ − 4. We call a lower (resp. upper) ideal I of ∆(1) Lagrangian if |I| = h∗ − 2.
Write ∆l (resp. Πl) for the set of all (resp. simple) long roots. In the simply-laced cases, all
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roots are assumed to be both long and short. Note that θ is always long, while θ∨ is always
short.
Theorem 1.6. Conjecture 5.11 of [7] is true: In any extra-special Z-grading of g, the number
of Panyushev orbits equals |Πl|, and each orbit is of size h − 1. Furthermore, if h is even
(which only excludes the case A2k where h = 2k + 1), then each Panyushev orbit contains a
unique Lagrangian lower ideal.
Originally, Conjecture 5.11 of [7] was stated in terms of upper ideals and X′. Equivalently,
we can phrase it using lower ideals and the Panyushev operator X.
The cyclic sieving phenomenon (CSP) was defined by Reiner, Stanton and White [9] as
follows: let X be a finite set, let X(t) be a polynomial in t whose coefficients are nonnegative
integers and let C = 〈c〉 be a cyclic group of order n acting on X. The triple (X,X(t), C)
exhibits the CSP if
(10) X(t)
∣∣
t=ζk
=
∣∣{x ∈ X | ck(x) = x}∣∣,
where ζ is a primitive n-th root of unity. Let
(11) X(t) ≡ a0 + a1t+ · · ·+ an−1t
n−1 mod (tn − 1).
By Proposition 2.1 of [9], an equivalent way to define the CSP is to say that ai equals the
number of C-orbits in X whose stabilizer order divides i. The following result is a slight
extension of the main theorems of Rush and Shi [11].
Theorem 1.7. Let g =
⊕
i∈Z g(i) be any 1-standard Z-grading of g. Then the triple (∆(1),
M∆(1)(t), 〈X∆(1)〉) exhibits the CSP.
We adopt computer verifications via Mathematica in the following cases: the seven posets
violating the pattern (5) for Theorems 1.1, 1.3, 1.5, and 1.7; the exceptional Lie algebras for
Theorem 1.6. The program files are available from the first named author.
The paper is organized as follows: We prepare some preliminaries in Section 2, and recall
Proctor’s Theorem in Section 3. Then we analyze the structure of the posets [αi] in Section
4, and show Theorem 1.1 in Section 5. We make Stembridge’s theorem applicable, and prove
Theorems 1.3 and 1.4 in Section 6. We deduce some results on N -polynomials and verify
Theorem 1.5 in Section 7. Finally, Theorems 1.6 and 1.7 are obtained in Section 8.
2. Preliminary results
Throughout this paper, N := {0, 1, 2, . . . }, and P := {1, 2, . . . }. For each k ∈ P, the poset
[k] is equipped with the order-reversing involution c such that c(i) = k + 1− i. We denote
J(J(P )) and J(J(J(P ))) by J2(P ) and J3(P ), respectively.
No let us collect some preliminary results. Let (Pi,≤), i = 1, 2 be two finite posets. One
can define a poset structure on P1 × P2 by setting (u1, v1) ≤ (u2, v2) if and only if u1 ≤ u2
in P1 and v1 ≤ v2 in P2. We simply denote the resulting poset by P1 × P2. The following
lemma gives all lower ideals of P1 × P2.
Lemma 2.1. Let P1, P2 be two finite posets. Let S be a subset of P1×P2. For each u ∈ P1,
put Su = {v ∈ P2|(u, v) ∈ S}. Then S is a lower ideal of P1×P2 if and only if Su is a lower
ideal of P2 for each u ∈ P1, and that Su1 ⊇ Su2 whenever u1 ≤ u2 in P1.
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Proof. It suffices to prove the sufficiency. Given (u, v) ∈ S, take any (x, y) ∈ P1 × P2 such
that (x, y) ≤ (u, v), then x ≤ u and y ≤ v. Firstly, we have y ∈ Su since Su is a lower ideal
of P2 and v ∈ Su. Secondly, since x ≤ u, we have Sx ⊇ Su. Hence y ∈ Sx, i.e., (x, y) ∈ S.
This proves that S is a lower ideal of P1 × P2. 
As a direct consequence, we have the following well-known result describing the lower
ideals of [n]× P .
Lemma 2.2. Let P be a finite poset. Let I be a subset of [m]× P . For 1 ≤ i ≤ m, denote
Ii = {a ∈ P | (i, a) ∈ I}. Then I is a lower ideal of [m]× P if and only if each Ii is a lower
ideal of P , and Im ⊆ Im−1 ⊆ · · · ⊆ I1.
The following lemma describes the antichains of P1 × P2.
Lemma 2.3. Let P1, P2 be two finite posets. Let A be a subset of P1×P2. For each u ∈ P1,
put Au = {v ∈ P2|(u, v) ∈ A}. Then A is an antichain of P1 × P2 if and only if Au is an
antichain of P2 for each u ∈ P1, and that Au1 ⊆ P2 \ I(Au2) whenever u1 ≤ u2 in P1.
Proof. Note that A =
⊔
u∈P1
{(u, v) | v ∈ Au}. Then use the definition of antichain. 
As a direct corollary, we have the following.
Lemma 2.4. Let P be a finite poset. Let A be a subset of [m]× P . For 1 ≤ i ≤ m, denote
Ai = {a ∈ P | (i, a) ∈ A}. Then A is an antichain of [m] × P if and only if each Ai is an
antichain of P , and Ai ⊆ P \ I(Aj) for 1 ≤ i < j ≤ m.
Now let us compare the two reverse operators. Let (P,≤) be a finite poset. For any
x ∈ P , let I≥x = {y ∈ P | x ≤ y}. For any antichain A of P , put I+(A) =
⋃
a∈A I≥a. Recall
that in Definition 1 of [7], the reverse operator X′ is given by X′(A) = max(P \ I+(A)).
Lemma 2.5. The operators X and X′ are inverse to each other.
Proof. Take any antichain A of P , note that
I+(min(P \ I(A))) = P \ I(A) and I(max(P \ I+(A))) = P \ I+(A).
Then the lemma follows. 
Suppose that P =
⊔d
j=1 Pj is the decomposition of a finite graded poset P into rank levels.
Let P0 be the empty set ∅. Put Li =
⊔i
j=1 Pj for 1 ≤ i ≤ d, and let L0 be the empty set.
We call those Li full rank lower ideals. Recall that the reverse operator acts on lower ideals
as well. For instance, XP (Li) = Li+1, 0 ≤ i < d and XP (Ld) = L0.
Let X be the reverse operator on [m] × P . In view of Lemma 2.2, we identify a general
lower ideal of [m] × P with (I1, . . . , Im), where each Ii ∈ J(P ) and Im ⊆ · · · ⊆ I1. We say
that the lower ideal (I1, . . . , Im) is full rank if each Ii is full rank in P . Let O(I1, . . . , Im) be
the X[m]×P -orbit of (I1, . . . , Im). We prepare the following.
Lemma 2.6. Keep the notation as above. Then for any n0 ∈ N, ni ∈ P (1 ≤ i ≤ s) such
that
∑s
i=0 ni = m, we have
(12) X[m]×P (L
n0
d , L
n1
i1
, . . . , Lnsis ) = (L
n0+1
i1+1
, Ln1i2+1, . . . , L
ns−1
is+1
, Lns−10 ),
where 0 ≤ is < · · · < i1 < d, L
n0
d denotes n0 copies of Ld and so on.
PANYUSHEV CONJECTURES 7
Proof. Note that under the above assumptions, (Ln0d , L
n1
i1
, . . . , Lnsis ) is a lower ideal of [m]×P
in view of Lemma 2.2. Then analyzing the minimal elements of ([m]×P )\(Ln0d , L
n1
i1
, . . . , Lnsis )
leads one to (12).

Lemma 2.7. Let (I1, . . . , Im) be an arbitrary lower ideal of [m] × P . Then (I1, . . . , Im) is
full rank if and only if each lower ideal in the orbit O(I1, . . . , Im) is full rank.
Proof. Use Lemma 2.6. 
Due to the above lemma, we say the X[m]×P -orbit O(I1, . . . , Im) is of type I if (I1, · · · , Im)
is full rank, otherwise we say O(I1, . . . , Im) is of type II.
1
2
3
44'
5
6
7
Figure 1. The labeled Hasse diagram of K3
For any n ≥ 2, let Kn−1 = [n−1]⊕ ([1]⊔ [1])⊕ [n−1] (the ordinal sum, see p. 246 of [12]).
We label the elements of Kn−1 by 1, 2, . . . , n − 1, n, n
′, n + 1, . . . , 2n − 2, 2n − 1. Fig. 1
illustrates the labeling for K3. Note that Li (0 ≤ i ≤ 2n − 1) are all the full rank lower
ideals. For instance, we have Ln = {1, 2, . . . , n, n
′}. Moreover, we put In = {1, . . . , n− 1, n}
and In′ = {1, . . . , n−1, n
′}. The following lemma will be helpful in analyzing the X[m]×Kn−1-
orbits of type II.
Lemma 2.8. Fix n0 ∈ N, ni ∈ P (1 ≤ i ≤ s), mj ∈ P (0 ≤ j ≤ t) such that
∑s
i=0 ni +∑t
j=0mj = m. Take any 0 ≤ jt < · · · < j1 < n ≤ is < · · · < i1 < 2n− 1, we have
X[m]×Kn−1(L
n0
2n−1, L
n1
i1
, . . . , Lnsis , I
m0
n , L
m1
j1
, . . . , Lmtjt ) ={
(Ln0+1i1+1 , L
n1
i2+1
, . . . , L
ns−1
is+1
, Insn′ , L
m0
j1+1
, Lm1j2+1, . . . , L
mt−1
jt+1
, Lmt−10 ) if j1 < n− 1;
(Ln0+1i1+1 , L
n1
i2+1
, . . . , L
ns−1
is+1
, Lnsn , I
m0
n , L
m1
j2+1
, . . . , L
mt−1
jt+1
, Lmt−10 ) if j1 = n− 1.
Proof. Analyzing the minimal elements of
([m]×Kn−1) \ (L
n0
2n−1, L
n1
i1
, . . . , Lnsis , I
m0
n , L
m1
j1
, . . . , Lmtjt )
leads one to the desired expression. 
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3. Proctor’s Theorem
In this section, we will recall minuscule representations, minuscule posets, and a theorem
of Proctor. We continue to denote by g a finite-dimensional simple Lie algebra over C with
rank n. Let Vλ be a finite-dimensional irreducible g-module with highest weight λ. Denote
by Λλ the multi-set of weights in Vλ. One says that Vλ (and hence also λ) is minuscule if
the action of W on Λλ is transitive. By Exercise VI.1.24 of Bourbaki [2], a minuscule weight
λ must be a fundamental weight. However, the converse is not true. We refer the reader to
the appendix of [13] for a complete list of minuscule weights.
Now let V̟i be a minuscule representation, where ̟i is the fundamental weight corre-
sponding to the i-th simple root αi ∈ Π. Namely, for any 1 ≤ j ≤ n,
(13) (̟i, α
∨
j ) = δij ,
where α∨j = 2αj/‖αj‖
2. Then by Proposition 4.1 of [7], one knows that the poset Λ̟i is a
distributive lattice. Thus by Theorem 3.4.1 of [12], there is a (unique) poset P̟i such that
Λ̟i
∼= J(P̟i). Indeed, we point out that
(14) P̟i
∼= [α∨i ] in (∆
∨)+,
where ∆∨ is the root system dual to ∆. Moreover, these P̟i are exactly the minuscule
posets in the sense of [7].
Let us recall from Exercise 3.172 of [12] that a finite graded poset P = {t1, . . . , tp} is
Gaussian if there exists positive integers h1, . . . , hp > 0 such that for each m ∈ N,
(15) M[m]×P (t) =
p∏
i=1
1− tm+hi
1− thi
.
Now let us state Proctor’s theorem, which is a combination of Proposition 4.2 and Theorem
6 of [8].
Theorem 3.1. (Proctor) The connected minuscule posets are classified as below: [n]× [m],
for all m,n ∈ P; Kr := [r] ⊕ ([1] ⊔ [1]) ⊕ [r] (the ordinal sum, see p. 246 of [12]), for all
r ∈ P; Hr := J([2] × [r − 1]), for all r ∈ P; J
2([2] × [3]) and J3([2] × [3]). Moreover, each
minuscule poset is Gaussian.
Remark 3.2. By Exercise 3.172 of [12], P is Guassian if and only if P × [m] is pleasant for
each m ∈ P.
For reader’s convenience, we present the Hasse diagrams of J2([2]× [3]) and J3([2]× [3])
in Fig. 2.
4. The structure of ∆(1)
This section is devoted to understanding the structure of ∆(1) = [αi] in a general 1-
standard Z-grading. Ringel’s paper [10] is very helpful on this aspect. The main point is to
demonstrate that most of these [αi] observe the pattern (5). Those [αi] violating the pattern
(5) are listed in the final subsection.
Although our discussion below is case-by-case, the underlying method is the same. Indeed,
let Xn be the type of g. If αi is not a branching point, then there are two (sub) connected
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Figure 2. The Hasse diagrams of J2([2]× [3]) (left) and J3([2] × [3]) (right)
components in the Dynkin diagram ofXn containing αi as an ending point: one isAk, and the
other is Yn−k+1. Here k = 1 if αi itself is an ending point in Xn. Then Ak produces [k], while
the minuscule poset P is related to Yn−k+1. Actually, if in Yn−k+1 the fundamental weight
corresponding to αi is minuscule, then P is just [αi] in Yn−k+1. If αi is a branching point,
then there are three (sub) connected components: A2, Ar+1 and As+1, where r+ s = n− 2,
and we have [αi] ∼= [2]× [r + 1]× [s+ 1].
4.1. An. We fix αi = ei − ei+1, 1 ≤ i ≤ n, then
[αi] ∼= [i]× [n+ 1− i], 1 ≤ i ≤ n.
4.2. Bn. We fix αi = ei − ei+1, 1 ≤ i ≤ n− 1, and αn = en as the simple roots. Then
[αi] ∼= [i]× [2n+ 1− 2i], 1 ≤ i ≤ n.
4.3. Cn. We fix αi = ei − ei+1, 1 ≤ i ≤ n − 1, and αn = 2en as the simple roots. Then
[αn] ∼= Hn, and
[αi] ∼= [i]× [2n− 2i], 1 ≤ i ≤ n− 1.
4.4. Dn. We fix αi = ei− ei+1, 1 ≤ i ≤ n−1, and αn = en−1+ en as the simple roots. Then
[αn−1] ∼= [αn] ∼= Hn−1, and
(16) [αi] ∼= [i] ×Kn−i−1, 1 ≤ i ≤ n− 2.
4.5. G2. Let α1 be the short simple root, and let α2 be the long simple root. Then [α1] ∼= [2]
and [α2] ∼= [4].
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4.6. F4. The Dynkin diagram is as follows, where the arrow points from long roots to short
roots.
Α1 Α2 Α3 Α4
Then [α1] ∼= K3, [α2] ∼= [2] × [3], [α3] ∼= [2] ×K2.
4.7. E6. The Dynkin diagram of E6 is given below. Note that our labeling of the simple
roots agrees with p. 687 of [4], while differs from that of [7].
Α1
Α2
Α3Α4Α5Α6
Then [α1] ∼= [α6] ∼= J
2([2]× [3]), [α3] ∼= [α5] ∼= [2]×H4, and [α4] ∼= [2] × [3]× [3].
4.8. E7. The Dynkin diagram is obtained from that of E6 by adding α7 adjacent to α6.
Then [α3] ∼= [2] × H5, [α4] ∼= [2] × [3] × [4], [α5] ∼= [3] × H4, [α6] ∼= [2] × J
2([2] × [3]),
[α7] ∼= J3([2]× [3]).
4.9. E8. The Dynkin diagram is obtained from that of E7 by adding α8 adjacent to α7.
Then [α3] ∼= [2] × H6, [α4] ∼= [2] × [3] × [5], [α5] ∼= [4] × H4, [α6] ∼= [3] × J
2([2] × [3]) and
[α7] ∼= [2]× J
3([2]× [3]).
4.10. Exceptions to the pattern (5). There are seven such exceptions: [α4] in F4 (extra-
special); [α2] in E6 (extra-special); [α1] in E7 (extra-special), [α2] in E7; [α1], [α2] and [α8]
in E8. We present the Hasse diagrams for two of them in Fig. 3 and Fig. 4. Note that each
αi is an ending point in the Dynkin diagram.
5. A proof of Panyushev’s M-polynomial conjecture
In this section, we will prove Theorem 1.1. Note that if (5) holds for [αi], namely,
[αi] ∼= [k] × P for some minuscule poset P , then P is Gaussian by Theorem 3.1. Thus
Remark 3.2 allows us to conclude that [k]×P is pleasant, as desired. This finishes the proof
of Theorem 1.1 for those [αi] bearing the pattern (5). Since the extra-special cases have
been handled in [7], it remains to check the four non-extra-special posets in Section 4.10.
5.1. E7. Using Mathematica, one can verify that
M[α2](t) =
(1− t8)(1− t10)(1− t11)(1 − t12)(1 − t14)
(1− t)(1− t3)(1− t4)(1− t5)(1 − t7)
.
Thus [α2] is pleasant.
Remark 5.1. The RHS of (4) for [α2]× [6] is not a polynomial since the RHS of (6) for it
is not an integer. Thus [α2]× [6] is not pleasant, and [α2] is not Gaussian.
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Figure 3. The Hasse diagram of [α2](E7)
5.2. E8. Using Mathematica, one can verify that
M[α1](t) =
(1− t14)(1− t17)(1− t18)(1− t20)(1 − t23)
(1− t)(1− t4)(1− t6)(1− t7)(1 − t10)
;
M[α2](t) =
(1− t11)(1− t12)(1− t13)(1− t14)(1 − t15)(1 − t17)
(1− t)(1− t3)(1 − t4)(1− t5)(1 − t6)(1− t7)
;
M[α8](t) =
(1− t20)(1− t24)(1− t29)
(1− t)(1 − t6)(1− t10)
.
Thus every poset is pleasant, and the E8 case is finished.
Remark 5.2. Similar to the previous remark, one can show that none of [α1], [α2], [α8] is
Gaussian. Moreover, none of the three extra-special posets in Section 4.10 is Gaussian.
6. The number M∆(1)(−1)
This section is devoted to proving Theorems 1.3 and 1.4. We continue to let g be a finite-
dimensional simple Lie algebra over C, and label the simple roots as in Section 4. Let w0 be
the longest element of the Weyl groupW =W (g, h) of g. The following result is well-known.
Lemma 6.1. a) w0 = −1 in A1, Bn, Cn, D2n, E7, E8, F4 and G2.
b) In An−1, w0(αi) = −αn−i, 1 ≤ i ≤ n− 1.
c) In D2n−1, −w0 interchanges α2n−2 and α2n−1, while preserves other simple roots.
d) In E6, −w0 interchanges α1 and α6, α3 and α5, while preserves α2 and α4.
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Figure 4. The Hasse diagram of [α1](E8)
Let ̟i be a minuscule fundamental weight, and let P̟i be the corresponding minuscule
poset. Recall that w0 ∈W acts as an order-reversing involution on the weight poset Λ̟i
∼=
J(P̟i). As on p. 479 of [13], this involution transfers to an order-reversing involution on
the poset P̟i . Indeed, for every x ∈ P̟i , the lower order ideals I≤x = {y ∈ P̟i | y ≤ x}
and I<x = {y ∈ P̟i | y < x} have the property that I
c
<x − I
c
≤x = {x
′} for some x′ ∈ P̟i .
Then one can easily check that x 7→ x′ is indeed an order-reversing involution on P̟i . We
denote the corresponding complemented poset by (P̟i , c). That is, J(P̟i , c) and (Λ̟i , w0)
are isomorphic as complemented posets. Now let us recall Theorem 4.1 of [13].
Theorem 6.2. (Stembridge) Let (P̟i , c) be a complemented minuscule poset as above.
Then M[m]×P̟i (−1) is the number of self-complementary lower ideals of [m] × P̟i, or
equivalently, the number of multi-chains Im ⊆ · · · ⊆ I1 (Ij ∈ J(P̟i)) such that I
c
j = Im+1−j
(see Lemma 2.2). Here recall that Icj := P̟i \ {c(x) | x ∈ Ij}.
The following lemma gives the order-reversing involution c on P̟i explicitly.
Lemma 6.3. In the setting of (14), denote by wi0 the longest element of the Weyl group of
g(0) in the 1-standard Z-grading such that Π(1) = {αi}. Then we have
(17) (Λ̟i , w0)
∼= J([α∨i ], w
i
0).
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Proof. Since we need to pass to Lie subalgebras of g frequently, let us explicitly give the
types to avoid confusion. For instance, [αk](An) means the [αk] in g of type An.
Firstly, note that [αk](An) ∼= [k] × [n + 1 − k]. Moreover, the order-reversing involution
induced by wk0(An) on [k]× [n+ 1− k] is the one sending (i, j) to (k + 1− i, n+ 2− k − j).
By Example 4.2 of [13], we have
(18) (Λ̟k(An), w0(An))
∼= J([αk](An), w
k
0 (An)).
Note that Λ̟n(Bn)
∼= J(Hn), see Example 3.3 of [13]. On the other hand, [αn](Cn) ∼= Hn
has only one order-reversing inclusion (i, j) 7→ (n+1− j, n+1− i), see Example 4.3 of [13].
Thus we must have
(19) (Λ̟n(Bn), w0(Bn))
∼= J([αn](Cn), w
n
0 (Cn)).
Similarly, one sees that (17) holds for (Λ̟n−1 , w0(Dn)) and (Λ̟n , w0(Dn)).
Note that [α1](Bn) ∼= [2n−1] has a unique order-reversing involution. Thus we must have
(20) (Λ̟1(Cn), w0(Cn))
∼= J([α1](Bn), w
1
0(Bn)).
Now let us prove that for n ≥ 4, we have
(21) (Λ̟1(Dn), w0(Dn))
∼= J([α1](Dn), w
1
0(Dn)).
Note first that [α1](Dn) ∼= Kn−2 and J(Kn−2) = Kn−1. Moreover, Kn has exactly two
order-reversing involutions, one has two fixed points, while the other has none. Now let us
proceed according to two cases.
(i) n is even. Then the w10(Dn) action on [α1](Dn) has two fixed points, while the com-
plemented poset J([α1](Dn), w
1
0(Dn−1)) has none. On the other hand, the first fun-
damental weight in Dn is e1. Since w0(Dn) = −1, one sees that (Λ̟1(Dn), w0(Dn))
has no fixed point as well. Thus (21) holds. Here in the special case that n = 4, we
interpret D3 as A3.
(ii) n is odd. Then the w10(Dn) action on [α1](Dn) has no fixed point, while the com-
plemented poset J([α1](Dn), w
1
0(Dn)) has two. On the other hand, using Lemma
6.1(c), one sees that (Λ̟1(Dn), w0(Dn)) also has two fixed points. Thus (21) holds.
To sum up, (21) is always true.
Now let us prove that
(22) (Λ̟1(E6), w0(E6))
∼= J([α1](E6), w
1
0(E6)).
Note that on one hand in the graded poset Λ̟1(E6) (see the right one of Fig. 2), the middle
level consists of three elements with rank 9:
s1s3s4s5s2s4s3s1(̟1), s3s4s2s6s5s4s3s1(̟1), s5s4s2s6s5s4s3s1(̟1).
All of them are fixed by w0(E6). On the other hand, one can check that there are three lower
ideals in ([α1](E6), w
1
0(E6)) with size 8, and they are all fixed points in J([α1](E6), w
1
0(E6)).
Then (22) follows directly.
Finally, we mention that
(23) (Λ̟1(E7), w0(E7))
∼= J([α1](E7), w
1
0(E7)).
We note that Fig. 1 (right) of [8] gives the structure Λ̟1(E7), based on which one can
figure out the structure of (Λ̟1(E7), w0(E7)). In particular there is a unique cube. On
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the other hand, recall that [α1](E7) ∼= J
3([2] × [3]). Then one can determine the structure
of ([α1](E7), w
1
0(E7)). Passing to J([α1](E7), w
1
0(E7)), we will also get a unique cube. By
matching the patterns around the two cubes, one will obtain (23). We omit the details. 
Note that ([α1](An), w
1
0(An)) is just the poset ([n],≤) equipped with the order-reversing
involution j 7→ n + 1 − j. For simplicity, sometimes we just denote the complemented
minuscule poset ([α1](An), w
1
0(An)) by [n] instead. Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Firstly, let us handle those [αi] bearing the pattern (5). Similar to
Section 4, our discussion is case-by-case, yet the method is the same.
By Lemma 6.3 and Theorem 6.2, if the fundamental weight ̟i is minuscule, then Theorem
1.3 holds for [α∨i ] in (∆
∨)+.
Let us investigate [αk](Dn) for 2 ≤ k ≤ n− 3 in details. Since now
wk0(Dn) = w0(Ak−1)w0(Dn−k)
(again A3 is viewed as D3) and the two factors commute, we have that
([αk](Dn), w
k
0 (Dn))
∼= [k]× ([α1](Dn−k+1), w
1
0(Dn−k+1)).
Now by applying (21) to Dn−k+1 and using Theorem 6.2, one sees that Theorem 1.3 holds
for [αk](Dn). For some other cases, we list the substitutes for (21) as follows:
• [αk](Bn), use J([α1](Bn), w
1
0(Bn))
∼= (Λ̟1(A2n−1), w0(A2n−1));
• [αk](Cn), use J([α1](Cn), w
1
0(Cn))
∼= (Λ̟1(A2n−2), w0(A2n−2));
• [αi] where αi is a branching point, use (18);
• [α6](E7), use (22);
• [α7](E8), use (23).
Secondly, we have used Mathematica to check Theorem 1.3 for the seven posets in Section
4.10. 
Before proving Theorem 1.4, we prepare the following.
Lemma 6.4. If the wi0 action on [αi](g) has fixed point(s), then ([αi], w
i
0) has no self-
complementary lower ideal.
Proof. Let I be any lower ideal of [αi]. Note that I is self-complementary if and only if
[αi] \ I is self-complementary. Indeed,
I = [αi] \ w
i
0(I)⇔ I ⊔ w
i
0(I) = [αi]
⇔ ([αi] \ I) ⊔ w
i
0([αi] \ I) = [αi]
⇔ [αi] \ I = [αi] \ w
i
0([αi] \ I).
Now suppose that there exists γ ∈ [αi] such that w
i
0γ = γ. If there was a self-complementary
lower ideal I of [αi], let us deduce contradiction. Indeed, if γ ∈ I, then γ = w
i
0(γ) ∈ w
i
0(I).
This contradicts to the assumption that I is self-complementary. If γ ∈ [αi] \ I, then one
would also get a contradiction since the upper ideal [αi]\I is self-complementary as well. 
Finally, let us deduce Theorem 1.4.
Proof of Theorem 1.4. If the wi0 action on [αi] has fixed point(s), then ([αi], w
i
0) has no
self-complementary lower ideal by Lemma 6.4. Thus M[αi](−1) = 0 by Theorem 1.3.
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Conversely, if M[αi](−1) = 0, then we need to exhibit the fixed points of the w
i
0 action
on [αi]. We note that M[αi](−1) = 0 in the following cases:
• [αi](A2n+1) for those odd i between 1 and 2n + 1;
• [αi](Bn) for i odd;
• [αn](Cn); [αn−1](Dn) and [αn](Dn);
• [αi](D2n) for those odd i between 1 and 2n− 3;
• [α2](E7) and [α7](E7).
In the classical types, aided by Lemma 6.1, one can identify the fixed points easily. We
provide the fixed points for the last two cases.
[α2](E7) : [1, 1, 1, 2, 1, 1, 0], [1, 1, 2, 2, 1, 0, 0], [0, 1, 1, 2, 1, 1, 1];
[α7](E7) : [1, 1, 2, 2, 1, 1, 1], [1, 1, 1, 2, 2, 1, 1], [0, 1, 1, 2, 2, 2, 1],
where the roots are expressed in terms of the simple ones. 
7. A proof of Panyushev’s N -polynomial conjecture
This section is devoted to proving Theorem 1.5. Note that (a) trivially implies (b) since
the constant term of any N polynomial is always 1, while (c) is just a restatement of (b).
Since ∆(1) is Sperner by Lemma 2.6 of [7] and each rank level ∆(1)i is an antichain, one
sees that (c) implies (d). Therefore, it remains to show that (d) implies (a). This will be
carried out in the remaining part of this section. Firstly, let us prepare the following.
Lemma 7.1. We have that
a) N[n]×[m](t) =
∑
i≥0
(
n
i
)(
m
i
)
ti. The poset [n]× [m] has a unique rank level of maximal
size if and only if m = n, if and only if N[n]×[m](t) is palindromic.
b) NHn(t) =
∑
i≥0
(
n+1
2i
)
ti. The poset Hn has a unique rank level of maximal size if and
only if n is odd, if and only if NHn(t) is palindromic.
c) The following posets have at least two rank levels of maximal size: [2] × H4, [2] ×
[3]× [3]; [2]×H5, [2]×J
2([2]× [3]); [2]×H6, [4]×H4, [2]× [3]× [5], [3]×J
2([2]× [3]),
[2] × J3([2] × [3]).
d) The following posets have a unique rank level of maximal size: [2]× [3]× [4], [3]×H4.
Moreover, their N polynomials are palindromic.
Proof. Part (a) follows directly from Lemma 2.4. See also item 1 on p. 1201 of [7]. Part (b)
is item 2 on p. 1201 of [7]. One easily verifies part (c) and the first statement of part (d).
For the second statement of (d), we mention that
N[2]×[3]×[4](t) = 1 + 24t+ 120t
2 + 200t3 + 120t4 + 24t5 + t6,
N[3]×H4(t) = 1 + 30t+ 165t
2 + 280t3 + 165t4 + 30t5 + t6.

Now let us investigate the N -polynomial of [m]×Kn. Suppose now we have exactly one
ball labeled i for 1 ≤ i 6= n+ 1 ≤ 2n + 1, and two distinct balls labeled n + 1. We want to
put them into m boxes arranged from left to right so that there is at most one ball in each
box with the only exception that the two balls labeled n + 1 can be put in the same box,
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and that the relative order among the labels 1, 2, . . . , 2n+1 under ≤ are preserved when we
read them off the balls from left to right. Let us denote by An,m(i) the number of filling i
balls into the boxes so that the above requirements are met. By Lemma 2.4, one sees easily
that
(24) N[m]×Kn(t) =
m+1∑
i=0
An,m(i)t
i.
Theorem 7.2. The following are equivalent:
a) The poset [m]×Kn has a unique rank level of maximal size;
b) m = 1 or 2n+ 1;
c) N[m]×Kn is monic;
d) N[m]×Kn is palindromic.
Proof. The equivalence between (a) and (b) is elementary, while that between (b) and (c)
follows from (24). Part (d) trivially implies (c). Now it remains to show that (b) implies
(d). When m=1, we have
NKn(t) = 1 + (2n+ 2)t+ t
2,
which is palindromic. Now let us show that N[2n+1]×Kn is palindromic.
To obtain An,2n+1(1), we note there are two possibilities: neither of the two balls labeled
n+ 1 is chosen; exactly one of the two balls labeled n+ 1 is chosen. This gives
An,2n+1(1) =
(
2n
1
)(
2n+ 1
1
)
+
(
2
1
)(
2n+ 1
1
)
.
To obtain An,2n+1(2n+1), we note there are three possibilities: exactly one of the two balls
labeled n + 1 is chosen; both of the two balls labeled n + 1 are chosen and they are put in
the same box; both of the two balls labeled n + 1 are chosen and they are put in different
boxes. This gives
An,2n+1(2n + 1) =
(
2
1
)(
2n+ 1
2n+ 1
)
+
(
2n
2n − 1
)(
2n+ 1
2n
)
+ 2
(
2n
2n− 1
)(
2n+ 1
2n+ 1
)
.
One sees that An,2n+1(1) = An,2n+1(2n+ 1).
Now let 2 ≤ i ≤ 2n. To obtain An,2n+1(i), we note there are four possibilities: neither of
the two balls labeled n + 1 is chosen; exactly one of the two balls labeled n + 1 is chosen;
both of the two balls labeled n+1 are chosen and they are put in the same box; both of the
two balls labeled n+1 are chosen and they are put in different boxes. Therefore An,2n+1(i)
is equal to(
2n
i
)(
2n+ 1
i
)
+
(
2
1
)(
2n
i− 1
)(
2n + 1
i
)
+
(
2n
i− 2
)(
2n+ 1
i− 1
)
+ 2
(
2n
i− 2
)(
2n+ 1
i
)
.
Thus
An,2n+1(i) =
(
2n
i− 2
)(
2n+ 1
i− 1
)
+
(
2n
i
)(
2n+ 1
i
)
+ 2
(
2n+ 1
i− 1
)(
2n + 1
i
)
.
Substituting i by 2n+ 2− i in the above formula gives
An,2n+1(2n + 2− i) =
(
2n
i
)(
2n+ 1
i
)
+
(
2n
i− 2
)(
2n+ 1
i− 1
)
+ 2
(
2n+ 1
i
)(
2n + 1
i− 1
)
.
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Thus An,2n+1(i) = An,2n+1(2n + 2− i) for 2 ≤ i ≤ 2n.
To sum up, we have shown that N[2n+1]×Kn is palindromic. This finishes the proof.

Now we are ready to prove Panyushev’s N -polynomial conjecture.
Proof of Theorem 1.5. As noted at the beginning of this section, it remains to show that if
∆(1) has a unique rank level of maximal size, then N∆(1)(t) is palindromic. By Lemma 7.1
and Theorem 7.2, Theorem 1.5 holds for those non-abelian or non-extra-special [αi]’s bearing
the pattern (5). Now it remains to handle the four non-extra-special posets in Section 4.10.
For E7, it remains to consider [α2]. Indeed, it has a unique rank level of maximal size.
Moreover, using Mathematica, we obtain that
N[α2](t) = 1 + 35t+ 140t
2 + 140t3 + 35t4 + t5,
which is palindromic.
For E8, it remains to consider [α1], [α2], and [α8]. Indeed, each of them has more than
one rank level of maximal size. This finishes the proof. 
Remark 7.3. We mention that in E8, one has
N[α1](t) = 1 + 64t+ 364t
2 + 520t3 + 208t4 + 16t5,
N[α2](t) = 1 + 56t+ 420t
2 + 952t3 + 770t4 + 216t5 + 16t6,
N[α8](t) = 1 + 56t+ 133t
2 + 42t3.
8. Structure of the Panyushev orbits
This section is devoted to investigating the structure of the Panyushev orbits. To be more
precise, we shall establish Theorems 1.6 and 1.7.
Proof of Theorem 1.6. We keep the notation of Section 2. In particular, Li’s are the full
rank lower ideals of P , and (I1, I2), where Ii ∈ J(P ) and I2 ⊆ I1, stands for a general lower
ideal of [2] × P . Recall that X acts on lower ideals as well.
Note that when g is An, the extra-special ∆(1) ∼= [n − 1] ⊔ [n − 1]; when g is Cn, the
extra-special ∆(1) ∼= [2n−2]. One can verify Theorem 1.6 for these two cases without much
effort. We omit the details.
For g = Bn, the extra-special ∆(1) = [2] × [2n − 3]. Now |Πl| = n − 1, h − 1 = 2n − 1,
and h∗ − 2 = 2n− 3. As in Section 2, let Li (0 ≤ i ≤ 2n− 3) be the rank level lower ideals.
For simplicity, we denote X[2]×[2n−3] by X. For any 0 ≤ i ≤ n − 2, let us analyze the type I
X-orbit O(Li, Li) via the aid of Lemma 2.6:
X(Li, Li) = (Li+1, L0),
X2n−4−i(Li+1, L0) = (L2n−3, L2n−4−i),
X(L2n−3, L2n−4−i) = (L2n−3−i, L2n−3−i),
X(L2n−3−i, L2n−3−i) = (L2n−2−i, L0),
Xi−1(L2n−2−i, L0) = (L2n−3, Li−1),
X(L2n−3, Li−1) = (Li, Li).
18 CHAO-PING DONG AND GUOBIAO WENG
Thus O(Li, Li) consists of 2n−1 elements. Moreover, in this orbit, (L2n−2− i+1
2
, L i−1
2
) (resp.
(Ln+ i
2
−1, Ln− i
2
−2)) is the unique lower ideal with size 2n − 3 when i is odd (resp. even).
Since there are (n− 1)(2n − 1) lower ideals in [2]× [2n − 3] by Corollary 1.2, one sees that
all the X-orbits have been exhausted, and Theorem 1.6 holds for Bn.
Let us consider Dn+2, where the extra-special ∆(1) ∼= [2]×Kn−1. We adopt the notation
as in Section 2. For simplicity, we write X[2]×Kn−1 by X. We propose the following.
Claim. O(Li, Li), 0 ≤ i ≤ n − 1, O(In, In), and O(In′ , In′) exhaust the orbits of X on
[2]×Kn−1. Moreover, each orbit has size 2n+1 and contains a unique lower ideal with size
2n.
Indeed, firstly, for any 0 ≤ i ≤ n− 1, observe that by Lemma 2.6, we have
X(Li, Li) = (Li+1, I0),
X2n−i−2(Li+1, L0) = (L2n−1, L2n−i−2),
X(L2n−1, L2n−i−2) = (L2n−i−1, L2n−i−1),
X(L2n−i−1, L2n−i−1) = (L2n−i, L0),
Xi−1(L2n−i, L0) = (L2n−1, Li−1),
X(L2n−1, Li−1) = (Li, Li).
Thus the type I orbit O(Li, Li) consists of 2n + 1 elements. Moreover, in this orbit,
(L2n−i+ i−1
2
, L i−1
2
) (resp. (Ln+ i
2
, Ln− i
2
−1)) is the unique lower ideal with size 2n when i
is odd (resp. even).
Secondly, assume that n is even and let us analyze the orbit O(In, In). Indeed, by Lemma
2.8, we have
X(In, In) = (In′ , L0),
Xn−1(In′ , L0) = (In, Ln−1),
X(In, Ln−1) = (Ln, In),
Xn−1(Ln, In) = (L2n−1, In′),
X(L2n−1, In′) = (In, In).
Thus the type II orbit O(In, In) consists of 2n+1 elements. Moreover, in this orbit, (In, In)
is the unique ideal with size 2n. The analysis of the orbit O(In′ , In′) is entirely similar.
Finally, assume that n is odd and let us analyze the orbit O(In, In). Indeed, by Lemma
2.8, we have
X(In, In) = (In′ , L0),
Xn−1(In′ , L0) = (In′ , Ln−1),
X(In′ , Ln−1) = (Ln, In′),
Xn−1(Ln, In′) = (L2n−1, In′),
X(L2n−1, In′) = (In, In).
Thus the type II orbit O(In, In) consists of 2n+1 elements. Moreover, in this orbit, (In, In)
is the unique ideal with size 2n. The analysis of the orbit O(In′ , In′) is entirely similar.
PANYUSHEV CONJECTURES 19
To sum up, we have verified the claim since there are (n + 2)(2n + 1) lower ideals in
[2]×Kn−1 by Corollary 1.2. Note that |Πl| = n+2, h = h
∗ = 2n+2 for g = Dn+2, one sees
that Theorem 1.6 holds for Dn+2.
Theorem 1.6 has been verified for all exceptional Lie algebras using Mathematica. We only
present the details for E6, where ∆(1) = [α2]. Note that |Πl| = 6, h− 1 = 11, h
∗ − 2 = 10.
On the other hand, X has six orbits on ∆(1), each has 11 elements. Moreover, the size of
the lower ideals in each orbit is distributed as follows:
• 0, 1, 2, 4, 7,10, 13, 16, 18, 19, 20;
• 3, 4, 5, 6, 9,10, 11, 14, 15, 16, 17;
• 3, 4, 5, 6, 9,10, 11, 14, 15, 16, 17;
• 7, 7, 8, 8, 9,10, 11, 12, 12, 13, 13;
• 5, 6, 6, 8, 9,10, 11, 12, 14, 14, 15;
• 7, 7, 8, 8, 9,10, 11, 12, 12, 13, 13.
One sees that each orbit has a unique Lagrangian lower ideal. 
Proof of Theorem 1.7. Based on the structure of ∆(1) for 1-standard Z-gradings of g in
Section 3, the desired CSP for the triple (∆(1), M∆(1)(t), 〈X∆(1)〉) follows from Theorems
1.1, 1.2 and 10.1 of [11] combined with Table 1 at the root of the paper, where n is the order
of X∆(1), [n]t :=
1−tn
1−t and (11) has been applied. 
Table 1. Information for the Panyushev orbits
∆(1) n orbits (size × number) M∆(1)(t) mod (t
n − 1)
[α4](F4) 11 11× 2 2× [11]t
[α2](E6) 11 11× 6 6× [11]t
[α1](E7) 17 17× 7 7× [16]t
[α2](E7) 14 14× 25 + 2× 1 1 + t
7 + 25× [14]t
[α5](E7) 10 10× 67 + 2× 1 1 + t
5 + 67× [10]t
[α1](E8) 23 23× 51 51× [23]t
[α2](E8) 17 17 × 143 143× [17]t
[α5](E8) 11 11 × 252 252× [11]t
[α8](E8) 29 29× 8 8× [29]t
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