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Abstract. Solving hydrologic inverse problems usually requires repetitive 
forward simulations. One approach to mitigate the computational cost is to build a 
surrogate model, i.e., an approximate mapping from model parameters (input) to 
observable quantities (output), so the forward simulations can be done quickly.  
Alternatively, if the surrogate is constructed to approximate the inverse mapping from 
model outputs to parameters, the parameter estimates can be obtained directly by 
treating measurements as inputs to this inverse surrogate. Moreover, the uncertainties 
of parameters can be quantified by propagating the measurement uncertainties in a 
straightforward Monte Carlo manner. Based on this idea, we proposed a novel 
surrogate-based approach for parameter estimation and uncertainty assessment, i.e., 
the Inverse Gaussian Process Monte Carlo (IGPMC) algorithm. The Gaussian Process 
(GP) regression is used to directly approximate the inverse function of the model 
output-input relationship. For ill-posed problems, i.e., when there exist non-unique 
sets of input parameters that all produce an identical system output, multiple inverse 
GP systems are constructed and multiple parameter estimates can be obtained 
accordingly. The accuracy and efficiency of this IGPMC algorithm were demonstrated 
through four numerical case studies. Results obtained from the Markov Chain Monte 
Carlo (MCMC) are used as references to assess our new proposed method. It was 
shown that, the IGPMC algorithm can generally obtain reliable parameter estimates 
with an affordable computational cost. 
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1. Introduction 
Many parameters in hydrological models are conceptual, which are difficult or 
sometimes impossible to be directly measured. Spatial heterogeneity of the model 
parameters further increases the difficulty in their measurement. Thus accurate 
parameter estimation is critical for numerical modeling in hydrologic sciences.  
On the other hand, many model state variables such as stream flow for 
rainfall-runoff models, hydraulic head and concentration for groundwater flow and 
solute transport models, can be measured directly or even monitored continuously in 
situ. With measurements of the state variables, model parameters can be estimated 
indirectly by solving an inverse problem [Carrera et al., 2005; Matott et al., 2009; 
Oliver and Chen, 2011; Tartakovsky, 2013; Zhou et al., 2014]. 
The deterministic inverse methods, such as gradient-based methods [Gupta and 
Sorooshian, 1985], and genetic algorithm [El Harrouni et al., 1996], are usually 
accomplished by solving least-squares minimization problems by searching for a 
single parameter set that best fits the measurements. However, there might be multiple 
local optima in the parameter space and the ability to find the global optimum is 
essential for these methods [Pan and Wu, 1998]. The key problem for the 
deterministic methods is that, in these approaches, the system and parameter 
uncertainties cannot be fully characterized [Ma and Zabaras, 2009].  
To take the system and parameter uncertainties into account, it is more 
reasonable to formulate a stochastic description of the unknown parameters with 
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given measurement data. Among the stochastic inverse methods, the Bayesian method 
is one of the most popular approaches to estimate the unknown parameters. Except for 
special cases where analytical forms can be obtained [Woodbury and Ulrych, 2000], 
posterior distributions of parameters are usually estimated with sampling methods. In 
the Bayesian framework, the information gained from measurements can be well 
assessed in the posterior distributions of parameters.  
The Markov Chain Monte Carlo (MCMC) method can be used as an ideal 
parameter estimation method for highly nonlinear and non-Gaussian problems 
involving complex processes [Andrieu et al., 2003; Vrugt et al., 2003]. For its general 
applicability, MCMC method is receiving increasing popularity in hydrologic sciences 
[Laloy et al., 2013; Liu et al., 2010; Smith and Marshall, 2008; Vrugt et al., 2009a; 
Vrugt et al., 2008; Vrugt et al., 2009b; Zeng et al., 2012; Zhang et al., 2015; Zhou et 
al., 2014]. However, a large number of model evaluations are usually needed to 
sufficiently explore the posterior parameter space. Even with some advanced MCMC 
algorithms such as the Delayed Rejection and Adaptive Metropolis (DRAM) 
algorithm [Haario et al., 2006] and the Differential Evolution Adaptive Metropolis 
(DREAM) algorithm [Vrugt et al., 2008; Vrugt et al., 2009b], tens of thousands of 
model evaluations are usually required.  
One possible approach to accelerate MCMC is to construct a surrogate for the 
original model through polynomial chaos expansion [Laloy et al., 2013] or sparse grid 
interpolation [Zeng et al., 2012; Zhang et al., 2013; Zhang et al., 2015]. Then this 
surrogate is used to replace the original system in the likelihood evaluation. However, 
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when the number of parameters is large and the model is highly nonlinear, it is 
unrealistic to construct an accurate surrogate. 
Gaussian Process (GP) is a stochastic process assuming that the realizations have 
Gaussian distributions, i.e., the process is specified by its mean and covariance 
functions. GP has been widely used in many aspects associated with machine learning 
such as regression and classification [Rasmussen and Nickisch, 2010]; applied in 
geostatistics for kriging interpolation to estimate the spatial distribution of geological 
property; and used to approximate the model input-output relationship. The latter was 
achieved by fitting this stochastic process with certain model inputs and 
corresponding outputs [Kennedy and O'hagan, 2001; Razavi et al., 2012; Sun et al., 
2014; Li, 2014].  
In contrast to previous applications, this research employed GP to construct 
surrogate systems mapping from model outputs to model parameters. In other words, 
GP was used to approximate the inverse function of the system model to estimate the 
model parameters by using the measurements as inputs. Furthermore, the uncertainty 
of the measurements that propagated to model parameters through this inverse GP 
system was assessed in a straightforward Monte Carlo (MC) manner.  
The paper is organized as follows: The methods are formulated in Section 2. In 
Section 3, the performance of proposed methods is illustrated with four synthetic 
numerical case studies. Finally, some conclusions are provided in Section 4.  
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2. Methods 
In a hydrologic model, measurements d  can be expressed as  
 ( ) ,d = m + εF  (1) 
where m  and ( )mF  are × 1n
m
 and × 1n
d
 vectors of the model parameters and 
outputs, respectively, and n
m
 and n
d
 are the dimensions of parameters and 
measurements, respectively; ε  is a × 1n
d
 vector of measurement errors with 
certain distribution. We are interested in estimation and uncertainty assessment of the 
model parameters m  from noisy measurements d. In this paper, we propose a simple 
while effective method, i.e., the Inverse Gaussian Process Monte Carlo algorithm, to 
estimate the model parameters. 
2.1. Gaussian Process Regression 
The Inverse Gaussian Process Monte Carlo algorithm is based on the 
construction of a system mapping from model outputs to parameters with GP 
regression, which is different from the traditional use of GP to construct a surrogate 
system mapping from model parameters to outputs.  
The following is a brief introduction for the traditional use of GP regression to 
approximate the mapping from model parameters m to original model outputs ( )mF . 
The fundamental philosophy of GP is that each element of ( )mF  is assumed to be a 
realization of Gaussian stochastic process ( )mG , which can be specified by its first 
two order statistics, 
 ( ) ( ( ), ( , )),Nm . . .G μ C  (2) 
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where ( ).μ  and ( , ). .C  are the mean and covariance functions for the GP process. 
Since we cannot evaluate ( )mF  at every point of parameter m, the outputs of 
GP are associated with uncertainty. Suppose we already have outputs for N sets of 
parameter base points (1 ) (2 ) ( ){ , , ..., }
N
B B B
m m m , then the system outputs can be 
conditioned to these base points. This conditioned process, demoted as 
|
( )
B
mG , is 
still a GP with its mean and variance at an arbitrary parameter point m, given as 
 -1
|
( ) = ( ) + ( ( ) - ( )),μ μ
B m B B B
m m B BC C F μ  (3) 
and 
 2 -1
|
( ) = ( , ) -σ C
B m B B B B m
m m m ,C C C  (4) 
where 
m B
C  is a 1 N  vector whose ith element is 
( )
( , )
i
B
C m m , 
B B
C  is a N N  
matrix with 
( ) ( )
( , )
i j
B B
C m m  as its ith row and jth column element, 
B m
C  is the 
transpose of 
m B
C . It can be seen that, the variances of the system outputs are zero at 
the base points, while the variance at any other parameter point is also reduced 
because of the correlation between m and base points, as shown in Eq. (4). Since it 
requires evaluating the original model once at each chosen base point, one key to 
reduce the computational cost is the wise selection of base points. 
The performance of GP is also influenced by the choice of mean and covariance 
functions in Eqs. (3) and (4). There are many candidate mean and covariance 
functions [Rasmussen and Nickisch, 2010], which could be determined based on 
model outputs at the base points. One popular method proposed by [Jones et al., 1998] 
is to find the one that maximizes a likelihood function of the model outputs at these 
base points. The likelihood function is with 2k parameters, where k is the dimension 
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of inputs. As this method resorts to solving an optimization problem with 2k 
parameters, the computational cost for determining the function forms would be very 
high if k is large. 
2.2. The Inverse Gaussian Process Monte Carlo Algorithm 
In this section, an efficient parameter estimation method based on the 
construction of inverse GP system is proposed. The idea behind this algorithm is very 
straightforward as illustrated in the following.  
In traditional approaches, with selected base points of model parameters and 
corresponding model outputs, the GP system can be constructed to approximate the 
model input-output relationship. Intuitively, if an inverse GP system is constructed 
from model outputs to the model parameters, we can obtain the parameter estimates 
directly by using measurements as inputs to the inverse GP system. In other words, 
the inverse GP system is essentially a surrogate for the inverse function of the original 
system model.  
However, as is well known, the inverse function may not even exist if multiple 
inputs can result in an identical system output. This non-unique mapping also gives 
rise to the ill-posedness for the traditional optimization-based inverse methods, or 
multi-modal posterior distributions from a Bayesian point of view. Hence direct 
construction of the inverse GP system may be inappropriate. To cope with this 
problem, we can divide the base points into different groups with clustering analysis 
through analyzing the input-output realizations. Then multiple inverse GP systems can 
be respectively constructed based on each group of realizations. In this way, multiple 
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parameter estimates can be obtained simultaneously from those inverse GP systems, 
and the ill-posedness of inverse problem can be alleviated. 
The actual measurements d  can be expressed as true model outputs with 
additive measurement errors, as shown in Eq. (1). Without losing generality, the 
measurement errors in this work are assumed to follow Gaussian distributions with 
zero means, i.e., 
2
ε ( , )N 0 σ , where 2σ  is the error covariance matrix. Thus, the 
true model outputs can be expressed as ( )m = d - εF , i.e., 
2
( ) ( , )Nm d σF . By 
using measurement samples generated from 
2
( , )N d σ  as inputs to the inverse GP 
system(s), we can directly obtain samples of parameters, and from which any wanted 
statistics can be obtained.  
As described above, this is actually a Monte Carlo method, which is widely used 
for uncertainty quantification. It should be noted that, the applicability of this method 
relies on two assumptions: the first is that the clustering analysis can successfully 
alleviate the possible ill-posedness of inverse problem; the second is that the GP 
system can approximate the inverse function, which is treated as a black box.  
The schematic diagram of the IGPMC algorithm is shown in Figure 1. The 
detailed implementation is described as follows. 
[Figure 1] 
 (1) The IGPMC algorithm starts with drawing initial candidate base points from 
prior distribution of parameters. Here N random parameter samples ( )m i  and 
corresponding model outputs 
( )
( )
i
mF  are obtained, where 1 , 2 , ...,i N .  
For the IGPMC algorithm, the inputs for the GP system are actually model 
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responses. As the dimension of ( )mF  is usually very high, determining the mean 
and covariance functions with the method proposed by [Jones et al., 1998] is usually 
difficult. Here we propose an empirical approach which is computationally efficient to 
choose the mean and covariance functions. It is reasonable to choose the mean values 
of selected base points as the mean function ( ( )m )μ F . The covariance function 
( , )C . .  has the simple form as below,  
 (1 ) (2 ) 2 (1 ) (2 )
= 1
( ( ), ( )) = ex p [- ( ) - ( ) | ] ,
n
i
i
C α Bm m | m m
d
2
F F F F  (5) 
where 
B
2  is the variance of model outputs at selected base points, 
i
 is the 
correlation length parameters.  
The inverse of correlation length parameter 
i

1
 controls the distance beyond 
which two points have relatively weak correlation in the ith input dimension. For 
simplicity and computational efficiency, in this paper, as a rule a thumb, we assume 
that 
i
i
q 

 
1
, where 
i
  is the standard deviation of ( ) , 1 , 2 , ... ,
i d
i = nmF , and 
q  is chosen so that the mean value of 
B

m B
2
C
 is around 0.75-0.95. Therefore, the 
choice of covariance function is greatly simplified 
(2) To obtain more accurate inverse GP system efficiently, the base points used 
for constructing the inverse GP system are selected from the candidates by comparing 
the weighted distance 
( )
( )
i
D m  between 
( )
( )
i
mF  and actual measurements d ,  
 ( ) ( ) T -1 ( )
1
( ) =  ( ( ) ) ( ( ) ) ,
2
i i i
D  m m d σ m dF F

    (6) 
where 
2
σ  is the error covariance matrix. Smaller values of D  indicate better base 
11 
 
points. The K ( K N ) parameter samples 
( )
m
k , = 1 , 2 , ...,k K , with smaller D 
values are chosen as base points for the inverse GP system. Although ( )( )iD m  in Eq. 
(6) is suggested here, other measures of mismatch between model outputs at base 
points and measurements can be adopted. The choice may refer to formal or informal 
likelihood functions used in MCMC [Schoups and Vrugt, 2010; Zhang et al., 2013]. 
(3) To cope with the possible ill-posedness of inverse problem, the base points 
selected at Step (2) are divided into several groups by clustering analysis (e.g., 
agglomerative hierarchical clustering analysis [Day and Edelsbrunner, 1984] and 
K-means clustering analysis [Hartigan and Wong, 1979]). The idea behind this 
treatment can be explained as follows. After Step (2), corresponding system outputs of 
chosen parameter samples are relatively close to the measurements. If the 
ill-posedness of inverse problem exists, i.e., parameters within several ranges 
correspond to a similar system output, then these parameter samples can be divided 
into different groups according to the distance between each other.  
In our practical implementation of the IGPMC algorithm, the agglomerative 
hierarchical clustering analysis is used [Day and Edelsbrunner, 1984]. A relatively 
large preliminary cluster number q (e.g., 5) is chosen. After the analysis, the base 
points are preliminarily divided into q groups. Through checking the number of 
samples and D  values in each groups, the groups with typically small numbers of 
samples and bigger D  values are discarded, i.e., the rest p groups of base points are 
kept.   
(4) With these p groups of parameter base points, inverse GP 
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systems
( )
, = 1 , 2 , .. . ,
l
l pG , are respectively constructed from model outputs to 
parameters according to Eqs. (3-5). One realization of measurements ( * = +d d ε ) is 
used as inputs for each inverse GP system to obtain p estimates of the model 
parameters 
( )
( ), = 1 , 2 , ...,
l
l p
*
dG . Meanwhile, random perturbations ε  with the 
same statistics as measurement errors are added to the model outputs at selected base 
points. 
(5) If predefined stopping criteria are satisfied, the above procedure stops, and 
the algorithm goes to Step (6) for the assessment of parameter uncertainty. Otherwise 
it just adds the p new sets of parameter samples and their corresponding model 
outputs into the pool of candidate base points (the pool size increases by p), then go 
back to Step (2). The stopping criteria can be set as the maximum allowed number of 
model evaluations. The convergence diagnosis can be implemented through visually 
checking the sequential samples generated during this process. 
(6) Based on the final inverse GP system(s) constructed in Step (5), the 
uncertainty of parameters can be evaluated by propagating the uncertainty of 
measurements, as illustrated in Figure 1. This can be realized through a 
straightforward Monte Carlo manner, since the inverse function is already available. 
M realizations of measurements can be generated from 
2
( , )N d σ . Then these 
realizations are treated as inputs to the inverse GP system(s) to obtain corresponding 
parameter samples.  
Finally, the statistics of model parameters can be obtained by analyzing these 
parameter samples. It should be noted that, although M can be very large, no further 
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original model evaluation is needed. Therefore, the computational cost at this step is 
negligible.  
3. Case Studies 
We demonstrate the applicability of the Inverse Gaussian Process Monte Carlo 
algorithm in the following four case studies with increasing model complexity. The 
posterior distributions of parameters obtained by MCMC were used as references. In 
this paper, an efficient MCMC algorithm known as the Differential Evolution 
Adaptive Metropolis algorithm, DREAM(ZS) [Vrugt et al., 2008; Vrugt et al., 2009b] 
was used. 
3.1. Case Study 1 : A Simple Bimodal Case 
In this case, the applicability of the IGPMC algorithm in an ill-posed inverse 
problem was investigated. The following simple function is considered, 
 
2
d = m ε ,  (7) 
where d is a one-dimensional measurement, m is a scalar parameter, 
2
ε (0 , 0 .0 1 )N  is an additive Gaussian measurement error.  
Let the prior ( )p m  be a uniform distribution with range [-1, 1], the true 
parameter 
*
m = 0 .2 3 0 , and the noisy measurement d = 0.0414 . It is easy to see 
that, when the parameter value is around -0.230, the model output is also close to the 
measurement value. Therefore, the inverse solution is not unique. In the Bayesian 
point of view, the posterior distribution of parameter will be bimodal. 
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Figure 2 presents the distributions of m  inferred from the posterior samples 
generated by DREAM(ZS) algorithm, and samples generated by the IGPMC algorithm. 
There were two parallel chains for DREAM(ZS), and the maximum number of total 
model evaluations was 2,000. The initial 500 samples were discarded and the rest 
were used to estimate the posterior distribution of m . The likelihood for DREAM(ZS) 
was Gaussian likelihood with homoscedastic measurement error. While for the 
IGPMC algorithm, the number of random parameter samples drawn from prior 
distribution was 500, and 400 iterative steps were then implemented. The initial 
number of clusters was chosen as 5, and then those clusters with less than 30 samples 
and bigger D  values were discarded, based on which multiple inverse GP systems 
were constructed simultaneously. For the IGPMC algorithm, totally 1,600 model 
evaluations were required.  
After those 1,600 model evaluations, 1,000 perturbed measurement samples were 
used as inputs to the two inverse GP systems, then the resulted 2,000 samples of m  
were used for analysis. It should be noted that, the generation of 2,000 parameter 
samples did not require any extra original model evaluations. It is shown in Figure 2 
that, the bimodal conditional parameter distribution is well identified by both the 
DREAM(ZS) and IGPMC algorithm. 
[Figure 2] 
3.2. Case Study 2 : The HYMOD Model 
This case study demonstrates the efficiency of the IGPMC algorithm in 
15 
 
estimating the parameters of HYMOD [Moore, 1985], a classical five-parameter 
conceptual rainfall-runoff model, which was also used in the numerical studies for 
DREAM(ZS) in [Vrugt et al., 2003; Vrugt et al., 2008]. 
The HYMOD model was developed to represent the hydrological processes 
within a watershed, which consists of a simple rainfall excess model connected with 
two series of linear reservoirs [Vrugt et al., 2003]. There are five parameters for 
HYMOD in this case study, the maximum storage capacity in the watershed, 
m a x
C [L ] , 
the degree of spatial variability of the soil moisture capacity within the watershed, 
ex p
b , the factor distributing the flow between the two series of reservoirs, 

 , the 
residence time of the linear slow reservoirs, 
s
R [T ] , and the residence time of the 
quick reservoirs, 
q
R [T ] . The prior ranges and true values for the five parameters are 
listed in Table 1. The stream flow measurements used for parameter estimation was 
generated with the true parameters with additive measurement errors 
2
ε ( , )N 0  , 
where   is a vector that is equal to 10% the value of model outputs given the true 
model parameters. [Moore, 1985] provided the detailed description of HYMOD.  
[Table 1] 
In this case, to provide a reference of parameter distributions, DREAM(ZS) with 
three parallel chains and altogether 7,000 model evaluations was implemented. 
Gaussian likelihood with heteroscedastic measurement errors was used. The 
convergence was reached with about 3,000 model evaluations, and the last 4,000 
samples were used to estimate the posterior distributions of parameters. For the 
IGPMC algorithm, the initial number of random parameter sets was 1,000, and 2,000 
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iterative steps were employed, i.e., the total number of model evaluations was 3,000. 
 [Figure 3] 
Figure 3 shows the trace plots of the five parameters of HYMOD generated by 
the IGPMC algorithm (i.e., all the candidate base points sequentially generated during 
the inverse GP construction). The IGPMC algorithm converged to the true values with 
about 500 iterative steps after the initial 1,000 random parameter sample drawings. 
For the IGPMC algorithm, to assess the uncertainty of parameters, 1,000 samples of 
parameters were generated with direct MC sampling as described at Step (6) in 
section 2.2. It should be noted here that, although 1,000 samples of parameters were 
obtained, no original model evaluation was needed, and the time needed for this MC 
process was negligible. 
As shown in Figure 4, compared with DREAM(ZS), the IGPMC algorithm can 
obtain comparable distributions of the HYMOD parameters. Moreover, the 
distributions obtained by the IGPMC algorithm (represented by red dashed lines in 
Figure 4) are smoother.  
[Figure 4] 
The uncertainty assessment of parameters in the IGPMC algorithm is based on 
the propagation of measurement uncertainty to parameter uncertainty through the 
inverse GP system. Therefore, the statistics of measurement errors are essential to the 
IGPMC algorithm. There are many cases that the statistics of measurement errors are 
unknown a priori. In DREAM(ZS), the unknown statistics of measurement errors can 
be estimated together with parameters [Vrugt et al., 2008]. Similarly, we proposed a 
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method to estimate the statistics of measurement errors if they are not known a priori. 
In each iterative step, the residuals between model outputs at selected base points 
and measurements can be used to infer the statistics of measurement errors. For 
example, if the measurement errors are assumed to follow Gaussian distributions, the 
mean and standard deviation of these residuals can be used to represent the 
measurement error statistics. Thus, the parameters and statistics of measurement 
errors can be estimated simultaneously in IGPMC.  
To illustrate the applicability of this treatment, we applied IGPMC algorithm and 
DREAM(ZS) (Gaussian likelihood with measurement integrated out was used) for this 
case without the information of measurement errors, and the parameter distributions 
versus the true values are shown in Figure 5. It is clearly shown that, both the IGPMC 
and DREAM(ZS) algorithms can provide acceptable parameter estimation results when 
the measurement error information is not known a priori. However, compared with 
the case where the statistics of measurement errors are known (Figure 4), the 
maximum-a-posterior (MAP) estimates of model parameters are more likely to 
deviate from the true values, and the variances of parameters are larger. The 
comparison between the actual measurement errors and estimated measurement errors 
(the mean values of the residuals between model outputs at selected base points and 
measurements) are shown in Figure 6. It is shown that, in this synthetic case study, the 
added measurement errors can be well estimated. 
[Figure 5] 
[Figure 6] 
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3.3. Case Study 3 : A Contaminant Source Identification Case 
In this case study, we tested the Inverse Gaussian Process Monte Carlo algorithm 
for a contaminant source identification problem in steady saturated flow.  
As shown in Figure 7, the flow domain is 2 0 [L ]  in x direction and 1 0 [L ]  in y 
direction. The upper and lower boundaries are no flow boundaries, while the left and 
right boundaries are constant head boundaries with pressure heads of 1 2 [L ]  and 
1 1 [L ] , respectively. In this case study, steady water flow was considered, and the flow 
equation was solved numerically with MODFLOW [Harbaugh et al., 2000]. The 
solute transport was calculated numerically with MT3DMS [Zheng and Wang, 1999]. 
From 1 [T] to 6 [T], a contaminant source S was released with a potential area 
denoted by a red dashed rectangle. 
[Figure 7] 
In this case, the porosity and the dispersivities were assumed to be known with 
values as porosity 0 .2 5  , the longitudinal dispersivity 
2 -1
0 .3 [L ]T
L
α and the 
transverse dispersivity 
2 -1
0 .0 3 [L ]T
T
α , respectively. The conductivity field was 
simplified with three hydraulic zones. In each zone, the hydraulic conductivity 
-1
[LT ]
i
K  (represented by its log value, i.e.,  =  L o g , =  1 , 2 , 3
i i
Y K i ) was assumed to 
be homogenous and its value to be unknown. The contaminant source was described 
by 8 parameters, including the location 
s s
( , )x y  and time-varying strengths 
-1
 [M T ]
si
S  for [ T ] : ( 1) [ T ], = 1 , 2 , . . . , 6
i
t i i i  . The main goal of this case study was 
to identify the unknown contaminant source parameters and conductivity value for 
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each zone.  
As shown in Table 2, the prior distributions of the 11 unknown parameters (8 
source parameters and 3 conductivity parameters) were assumed to be uniform with 
given ranges. To estimate these parameters, measurements for the concentration and 
hydraulic head at 5 locations were available (represented by blue dots in Figure 7). 
The concentration measurements were obtained every  2 T  from   2 Tt   to 
  10 Tt  . Since the flow was steady, 5 hydraulic head measurements were obtained 
only once at these measurement locations. The measurement errors for concentration 
and head were assumed to follow 2(0 , 0 .0 5 )N  and 2(0 , 0 .0 1 )N , respectively. 
[Table 2] 
In this case, to provide references of posterior parameter distributions, 
DREAM(ZS) with three parallel chains and altogether 30,000 model evaluations were 
implemented. The likelihood for DREAM(ZS) was Gaussian likelihood with 
heteroscedastic measurement errors. The convergence was reached after about 20,000 
model evaluations, and the last 10,000 samples were used to estimate the posterior 
distributions of parameters. For the IGPMC algorithm, the initial number of random 
parameter sets was 500, and 2,000 iterative steps were employed, i.e., the total 
number of model evaluation was 2,500. The trace plots of the 11 parameters generated 
by the IGPMC (i.e., all the candidate base points sequentially generated during the 
inverse GP construction) are shown in Figure 8. Clearly, the IGPMC algorithm 
quickly converges to the true values after the initial 500 random parameter sample 
drawings. After convergence, the IGPMC and DREAM(ZS) algorithms had rather 
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similar probability distributions of the unknown parameters, which are shown in 
Figure 9. The true value, mean and standard deviation values obtained by the IGPMC 
algorithm for each parameter are also listed in Table 2. 
[Figure 8] 
[Figure 9] 
In this case, for the IGPMC algorithm, although the number of unknown 
parameters is doubled (11 parameters in this case compared to 5 parameters in Case 
Study 2), the total number of model evaluations is similar to that in Case Study 2. 
While for MCMC algorithm, with more unknown parameters and increasing system 
complexity, many more model evaluations are needed to reach convergence.  
To further improve the computational efficiency of IGPMC, parallel computation 
can be adopted. For the initial independent and random parameter sets drawn from 
prior distributions, the calculation of corresponding model outputs can be easily 
realized in a parallel mode. Meanwhile, in the subsequent iterative process, to better 
explore the propagation of measurement uncertainty to parameter uncertainty, one can 
generate multiple measurement realizations once, obtain multiple parameter estimates 
and calculate corresponding model outputs simultaneously in each iterative step, 
which is also in parallel. It should be noted that, MCMC algorithm can also adopt 
parallel computation to calculate the likelihood of parameter samples in the parallel 
chains.  
We also used a limited number of model evaluations to demonstrate the 
efficiency of the IGPMC algorithm. The trace scatter plots for the parameter samples 
21 
 
versus the true parameter values are shown in Figures 10 for this case. Here the 
minimum number of model evaluations was explored, where the single modality of 
the posterior distribution was assumed to be known. For this case, with 100 initial 
random parameter sets, less than 100 iterative steps were needed to obtain accurate 
parameter estimation. Under the same settings, this computational efficiency is hardly 
achieved by other parameter estimation methods. To make sure that the estimation 
results are reliable by IGPMC algorithm, more model evaluations is suggested in 
practical implementation.  
[Figure 10] 
3.4. Case Study 4 : A Conductivity Field Estimation Case 
This case study tests the applicability of the IGPMC algorithm in inferring the 
spatially varying conductivity field, where the number of unknown parameters is 
much larger than the previous cases. 
In this case, transient saturated flow was considered in a 8 0 0 [L ] 8 0 0 [L ]  
domain uniformly discretized into 41×41 grids. The upper and lower boundaries were 
no-flow, while the left and right boundaries were constant head boundaries with 
prescribed pressure heads of 2 0 2 [L ]  and 1 9 8 [L ] , respectively. The log conductivity 
field ( )Y x  was modeled as a spatially correlated Gaussian random field with the 
following separable exponential correlation form,  
 
1 2 1 22
1 2 1 1 2 2
( , ) ( , ; , ) e x p ,
  
    
  
x x
Y Y Y
x y
x x y y
C C x y x y 
 
 (8) 
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where 2
Y
1   is the variance and 3 2 0 [L ] 
x
 and 3 2 0 [L ] 
y
 are correlation 
lengths in the x and y directions, respectively. Then the Karhunen-Loève (KL) 
expansion was used to parameterize the log conductivity field. In this way, the 
number of unknown parameters was reduced from the total grid number (1681) to the 
truncated number of KL terms (40), 
 
4 0
1
( ) ( ) ( ) , 

   i i i
i
Y Y fx x x  (9) 
where ( )Y x  is the mean component, , = 1 , 2 , ..., 4 0
i
i  are independent standard 
Gaussian random variables, 
i
  and ( )
i
f x  are eigenvalues and eigenfunctions of the 
covariance function described in Eq. (8). In this case study, the mean component 
( )Y x  was zero. And the parameters to be estimated were the 40 standard Gaussian 
random variables, , = 1 , 2 , ..., 4 0
i
i . The true conductivity field was generated with 
100 KL terms, thus the model structural error was introduced. The transient hydraulic 
head measurements were generated with the reference field with additive Gaussian 
errors 
2
ε (0 , 0 .0 1 )N  at the 25 measurement locations every 0.6[T] up to 6[T], as 
shown in Figure 11(a).  
[Figure 11] 
Here, the prior distributions for the 40 variables in KL expansion were 
independent standard Gaussian distributions within the truncated bounds [-4, 4]. With 
the same hydraulic head measurements, the 40 Gaussian random variables in KL 
expansion were inferred with DREAM(ZS) and IGPMC algorithm, respectively. For 
DREAM(ZS), using Gaussian likelihood with homoscedastic measurement error, 3 
parallel chains were used and totally 300,000 model evaluations were invoked, about 
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65,000 model simulations were needed for DREAM(ZS) to reach convergence. The 
sample of parameters that best fits the measurements in the 3 parallel chains (i.e., with 
the smallest RMSE value) was chosen to be the estimation of the log K field. For 
IGPMC, 1,000 initial random parameter samples were generated and 2,000 iteration 
steps were used, i.e., the total number of model evaluations was 3,000. Also, the 
parameter sample among all the base points that best fits the measurements was used 
to infer the log K field.  
The RMSE values of parameter chains for DREAM(ZS) and sequential parameter 
base points for IGPMC are plotted in Figure 12 (a) and (b), respectively. The RMSE 
values for IGPMC decrease rapidly after the initial random parameter drawings. 
Although the RMSE values for IGPMC are with more variation, the smallest RMSE 
value (0.111) for the IGPMC algorithm is close (although not as good as) to that of 
DREAM(ZS) (0.101).  
Figure 11 (b-d) shows the true log K field, the estimated fields given by 
DREAM(ZS) and IGPMC (with the smallest RMSE values), respectively. It clearly 
shows that both DREAM(ZS) and IGPMC can identify the main patterns of the true 
field. The pair wise comparisons between the true log K and the estimated values 
from DREAM(ZS) and IGPMC are shown in Figure 13. It shows that the estimated 
fields match the true field well. 
 [Figure 12] 
 [Figure 13] 
It should be noted here that, the huge number of original model evaluations for 
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MCMC algorithm could be greatly relieved though using surrogate systems. For 
example, using polynomial chaos expansion to construct a surrogate for the original 
system model, [Laloy et al., 2013] developed a two-stage MCMC algorithm to 
efficiently explore the posterior of a high -dimensional groundwater model.  
As shown in the above four case studies, IGPMC can obtain rather accurate 
parameter estimations for problems with bimodal distribution (Case Study 1), low 
(Case Study 1 and 2), moderate (Case Study 3) and high (Case Study 4) parameter 
dimensionality, respectively. While the computational cost for IGPMC is considerably 
low. As a matter of fact, the numbers of model evaluations are similar for different 
levels of dimensionality. For the four case studies tested in this paper, the numbers of 
model evaluations are all less than 3,000. Thus the new algorithm is especially 
efficient when the parameter dimensions are high.  
4. Conclusions 
 An efficient parameter estimation and uncertainty assessment method, entitled 
the Inverse Gaussian Process Monte Carlo algorithm has been developed in this work. 
The IGPMC algorithm is conceptually simple and easy to implement. This method is 
based on iteratively constructing model output-input relationship through Gaussian 
Process regression and obtaining parameter estimate directly by using measurements 
as inputs to the inverse GP system. In this way, the uncertainty of measurements can 
be propagated to model parameters through the inverse GP system.  
    The efficiency and accuracy of the developed IGPMC algorithm in estimating 
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hydrologic model parameters were tested in four numerical cases. In Case Study 1 
with non-unique solutions, the bimodal probability distribution could be well 
identified by the new method. In Case Studies 2-4 with increasing dimension and 
complexity, the IGPMC algorithm could obtain accurate parameter estimations results 
with an affordable computational cost. Meanwhile, the time needed by the IGPMC 
algorithm could be further reduced through parallel computation.
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Table Captions: 
Table 1. Prior range, true value, mean (Mean) and standard deviation (SD) values 
obtained by the IGPMC algorithm for each HYMOD model parameter. 
Table 2. Prior range, true value, mean (Mean) and standard deviation (SD) values 
obtained by the IGPMC algorithm for each unknown parameter in Case Study 3. 
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Figure Captions: 
Figure 1. Schematic diagram for the Inverse Gaussian Process Monte Carlo 
algorithm. 
Figure 2. Bimodal probability distribution of parameter in Case Study 1 inferred from 
DREAM(ZS) (represented by blue line) and the IGPMC algorithm (represented by red 
dashed line). The true value of parameter is represented by vertical black line. 
Figure 3. Trace plots of (a) 
m a x
C , (b) 
e x p
b , (c) * , (d) 
s
R , (e) 
q
R  for all the 
candidate base points generated through the implementation of the IGPMC algorithm.  
Figure 4. Probability distributions of the HYMOD model parameters inferred with 
DREAM(ZS) (represented by blue lines) and the IGPMC algorithm (represented by red 
dashed lines). The true values of parameters are represented by vertical black lines.  
Figure 5. Probability distributions of the HYMOD model parameters inferred with 
DREAM(ZS) (represented by blue lines) and the IGPMC algorithm (represented by 
red dashed lines) without knowing the measurement error statistics a priori. The true 
values of parameters are represented by vertical black lines. 
Figure 6. Comparison between actual measurement errors and estimated 
measurement errors for Case Study 2. 
Figure 7. Flow domain for Case Study 3. 
Figure 8 Trace plots of (a, b) source location parameters, (c-h) source strength 
parameters and (i-k) log conductivity parameters in Case Study 3 for all the candidate 
base points generated through the implementation of the IGPMC algorithm.  
Figure 9. Probability distributions of contaminant transport model parameters 
inferred with DREAM(ZS) (represented by blue lines) and the IGPMC algorithm 
(represented by red dashed lines). The true values are represented by vertical black 
lines. 
Figure 10. Trace plots of (a, b) source location parameters, (c-h) source strength 
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parameters and (i-k) log conductivity parameters in Case Study 3 for all the candidate 
base points generated through the implementation of the IGPMC algorithm with 200 
model evaluations in total.  
Figure 11. (a) The flow domain and measurement locations for the pressure head (25 
filled dots); (b) True log K field; (c) Log K field estimated with DREAM(ZS); (d) Log 
K field estimated with the IGPMC algorithm. 
Figure 12. The RMSE values between model outputs at all the parameter samples and 
measurement for (a) DREAM(ZS) and (b) the IGPMC algorithm. 
Figure 13. Pair wise comparison of the true log K and estimated log K obtained 
through (a) DREAM(ZS) and (b) the IGPMC algorithm.  
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