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Abstract
We consider additive spaces, consisting of two intervals of unit length or two general
probability measures on R1, positioned on the axes in R2, with a natural additive
measure ρ. We study the relationship between the exponential frames, Riesz bases,
and orthonormal bases of L2(ρ) and those of its component spaces. We find that the
existence of exponential bases depends strongly on how we position our measures on
R
1. We show that non-overlapping additive spaces possess Riesz bases, and we give
a necessary condition for overlapping spaces. We also show that some overlapping
additive spaces of Lebesgue type have exponential orthonormal bases, while some do
not. A particular example is the L shape at the origin, which has a unique orthonormal
basis up to translations of the form{
e2pii(λ1x1+λ2x2) : (λ1, λ2) ∈ Λ
}
,
where
Λ = {(n/2,−n/2) | n ∈ Z}.
1 Introduction
A basic fact of Fourier analysis is that the unit interval I in R has an exponential orthonor-
mal basis {e2piinx}n∈Z for its L2(I). This concept was generalized to spectral sets by Fuglede
[5]. A spectral set Ω (with Lebesgue measure normalized to 1) is a set in which there exists
an exponential orthonormal basis E(Λ) := {e2piiλ·x}λ∈Λ for its L2(Ω) for some countable set
Λ, which we call it a spectrum. The concept was further generalized to spectral measures,
where a probability measure µ is spectral if there exists an exponential orthonormal basis
for L2(µ).
Spectral sets and measures have a long history. Fuglede proposed a conjecture that spectral
sets and translational tiles are equivalent. The conjecture was open for thirty years until
it was disproved by Tao [22] in dimension five or higher. It was later disproved in both
directions in dimension three or higher [10, 11]. Nonetheless, the study of the conjecture
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remains active until today. For example, Lev and Matolcsi recently proved that Fuglede’s
conjecture is true if the set is convex [19]. Concerning spectral measures, Jorgensen and
Pedersen showed the middle-fourth Cantor measure is a spectral measure while the middle-
third Cantor measure is not [9]. This was the first singular spectral measure without any
point mass that was ever discovered. Such fractal self-similar measures were further studied
in the literature. In principle, fractal measures generated by infinite rescaled convolution of
point mass spectral measures are essentially spectral. For the details and recent advances,
one can refer to [1] and its references.
As one might expect, spectral measures are usually rare in nature due to the rigid or-
thogonality equation. People are looking for measures that admit exponential frames (also
called Fourier frames) and exponential Riesz bases. One can show that sets of finite pos-
itive Lebesgue measures always admit Fourier frames (for unbounded sets, see [20]). Sets
admitting Riesz bases are much less understood. To the best of our knowledge, only finite
unions of intervals and convex bodies with symmetric faces are known to admit Riesz bases
of exponentials [12, 13, 3]. Determining whether many simple objects such as unit balls or
triangles admit a Riesz basis is still an open problem.
The existence of exponential Riesz bases and Fourier frames can be investigated in L2 spaces
of more general measures. We call measures admitting Fourier frames or Riesz bases frame-
spectral measures or Riesz-spectral measures respectively. The frequency set Λ will be called
a frame-spectrum or Riesz-spectrum. General properties of these measures were given in
[6]. In [15, 4], fractal measures that are Riesz-spectral, but not spectral, were discovered.
Strichartz [21] asked whether the middle-third Cantor measure is frame-spectral, and the
problem remains open as of today. Lev [18] studied the addition of two measures supported
respectively on two orthogonal subspaces embedded in the ambient space Rd. This additive
measure will be singular with respect to the Lebesgue measure, and he showed that these
measures admit Fourier frames. This result was later generalized to the addition of finitely
many restricted Lebesgue measures supported on union of subspaces. In particular, all
polytope surface measures admit Fourier frames [8].
In this paper, we continue the line of research into the spectrality of the addition of mea-
sures supported on two orthogonal subspaces. Our focus will be on R2, with the measures
supported on R1, though some of the results may be generalized to higher dimensions.
We recall that a Borel measure µ is continuous if µ({x}) = 0 for all x ∈ R.
Definition 1. Let µ and ν be two continuous Borel probability measures on R1. We embed
them into the x and y axes in R2 respectively. The additive space over µ and ν is the space
L2(ρ), where ρ is the measure
ρ =
1
2
(µ× δ0 + δ0 × ν), (1)
and δ0 is the Dirac measure at 0. We will refer to the (compact) support of µ and ν as the
component spaces of the measure ρ. If µ = ν, we say that ρ is symmetric. If 0 6∈ supp(µ)
∩ supp(ν), we call ρ non-overlapping. If µ, ν are Lebesgue measures supported on intervals
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of length one, we call ρ the additive space of Lebesgue type. (Here, supp(µ) denotes the
compact support of µ.) N
We are interested in spectral properties of L2(ρ), given that µ and ν are spectral (or Riesz-
spectral, or frame-spectral). As mentioned above, frame-spectrality has already been stud-
ied by Lev in [18]. So in this paper we mainly focus on Riesz bases and orthonormal bases.
Our results show that the positions of the measures µ, ν on R1 are important in determining
the existence of a basis.
Theorem 1.1. Let ρ be a non-overlapping symmetric additive measure with the component
measure µ. Suppose that µ is Riesz-spectral. Then so is ρ.
We will prove Theorem 1.1 in Section 3. The overlapping case remains open, while we
obtain the following necessary condition, which helps in the proof of Theorem 1.3 below.
Theorem 1.2. Suppose E(Λ) is a Riesz basis for an additive space L2(ρ). Then for at least
one of the projections of Λ onto the x−, y−axis, the corresponding collection of exponentials
are not Riesz bases for their component spaces.
The Fourier frames for the additive space constructed by Lev [18, Theorem 1.1] was obtained
by taking a subset of the cartesian product of the spectra of the component spaces. He
actually deduced an algorithm for constructing this subset. However, Theorem 1.2 implies
that one cannot generate a Riesz basis for the additive space by simply taking a subset of
the cartesian product of the Riesz spectra from its component spaces. Furthermore, the
frame spectra constructed by Lev [18] cannot be a Riesz basis either (See Remark 5.3).
We will prove Theorem 1.2 in Section 5, by studying some limitations of zigzag paths in
a Riesz basis for an additive space. We will show that the zigzags cannot be arbitrarily
long. However, if we assume both projections are Riesz bases for its component spaces,
then arbitrarily long zigzags exist, which is a contradiction.
We also use Theorem 1.2 to deduce the following result about the spectrality of symmetric
additive measures of Lebesgue type.
Theorem 1.3. Let ρ be a symmetric measure of Lebesgue type, where the component mea-
sure µ is the Lebesgue measure supported on [t, t+ 1] and −1/2 < t ≤ 0.
1. If t = 0, ρ is spectral and has a unique spectrum up to translations.
2. If 2t+ 1 = 1a (i.e. t = −
1
2 +
1
2a), where a > 1 is a positive integer, the measure is not
spectral.
We will prove Theorem 1.3 in Section 6.
The paper proceeds as follows: Section 2 defines terms used in the rest of the paper. We
prove Theorem 1.1 in Section 3. Section 4 contains theorems about the relationship between
the (frame/Riesz-)spectra and the corresponding spectrality of its projections in additive
spaces. Section 5 is devoted to proving Theorem 1.2. Section 6 considers orthonormal bases
in additive spaces, and contains our proof of Theorem 1.3. We end our paper with several
interesting open problems in Section 7.
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2 Preliminaries and definitions
We will introduce some basic notation for our additive spaces in this section. From (1), any
integrable function F with respect to ρ satisfies
∫
F (x, y) dρ(x, y) =
1
2
∫
F (x, 0) dµ(x) +
1
2
∫
F (0, y) dν(y). (2)
For a more compact form, if f(x, y) is a function of two variables, we define
fx = f(x, 0) and fy = f(0, y).
Here fx is called the x projection of f , and fy is called the y projection of f . Using this
notation, Equation (2) becomes∫
F dρ =
1
2
∫
Fx dµ +
1
2
∫
Fy dν.
In L2(ρ), our inner product is
〈f, g〉 =
∫
fg dρ.
Thus
〈f, g〉L2(ρ) =
1
2〈fx, gx〉L2(µ) +
1
2〈fy, gy〉L2(ν).
We also have
‖f‖2L2(ρ) =
1
2‖fx‖
2
L2(µ) +
1
2‖fy‖
2
L2(ν).
Usually we write inner products without L2 subscripts, expecting the space to be clear from
the context.
Here are some examples of additive spaces, along with the names we have given them:
• The L Space (Figure 1) has [0, 1] on the x-axis and [0, 1] on the y-axis.
• The Plus Space (Figure 2) has [−1/2, 1/2] on each axis.
• The T Space (Figure 3) has [−1/2, 1/2] on the x-axis and [−1, 0] on the y-axis.
• The symmetric spaces have the same interval [t, t+1] on both axes. If −1 ≤ t ≤ 0, the
symmetric space is overlapping. We only need to consider t ∈ [−1/2, 0] since reflections
do not affect spectrality. Both the L Space and the Plus Space are symmetric spaces.
Figure 4 has another example.
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Figure 1: The L Space
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Figure 4: A Symmetric Space
2.1 Exponential frames, Riesz bases, and orthonormal bases
We study exponential functions on additive spaces. Here exponential refers to functions
mapping R2 → T ⊂ C of the form
(x, y)→ e2pii(ax+by),
where a, b ∈ R. We use ea,b as a shorthand for this function; similarly ea is the one-
dimensional function
x→ e2piiax.
Definition 2. If E is a set of exponential functions, then Λ(E) (or sometimes simply Λ) is
the set of exponents of E, that is
Λ = {(a, b) | ea,b ∈ E}.
Similarly, E is the set of exponentials of Λ, sometimes written as E(Λ). N
With exponential functions, we have ea,b(x, 0) = ea(x) and ea,b(0, y) = eb(y). Hence
〈ea,b, eu,v〉L2(ρ) =
1
2 〈ea, eu〉L2(µ) +
1
2〈eb, ev〉L2(ν).
Note also that for ea,b, the x projection is ea, and the y projection is eb. We will use these
observations frequently in the paper.
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The exponential functions that we study are frames, Riesz bases, and orthonormal bases.
These are always exponential frames, exponential Riesz bases, and exponential orthonormal
bases, though for practical reasons we often omit the word exponential. The term spectral
usually refers to a set or measure with an exponential orthonormal basis. Related terms are
F-spectral, referring to a set or measure with an exponential frame, and R-spectral, referring
to a set or measure with an exponential Riesz basis. The word spectral in the title of our
paper refers to all three types.
Below we define frames, Riesz bases, and orthonormal bases for an additive space L2(ρ).
For the comprehensive theory of frames and bases, we refer the reader to [2, 7]. We assume
that Λ is the (countable) set of exponents for the given set of functions. Note that an
element of Λ is a pair of real numbers.
Definition 3. E(Λ) is a frame for L2(ρ) if there exist constants A,B > 0 such that the
following formula, called the frame inequality, holds:
∀f ∈ L2(ρ), A‖f‖2 ≤
∑
(a,b)∈Λ
|〈f, ea,b〉|
2 ≤ B‖f‖2. (3)
The constants A and B are the lower and upper frame bounds. N
Definition 4. E(Λ) is a Riesz basis for L2(ρ) if {ea,b} is a frame, and if there exist constants
A,B > 0 such that the following inequality, called the Riesz sequence inequality, holds for
any sequence of constants {ca,b}, (a, b) ∈ Λ, with only a finite number of nonzero values:
A
∑
(a,b)∈Λ
|ca,b|
2 ≤
∥∥∥ ∑
(a,b)∈Λ
ca,bea,b
∥∥∥2 ≤ B ∑
(a,b)∈Λ
|ca,b|
2. (4)
N
We can think of this inequality as saying that the norm of a finite linear combination of
elements of the Riesz basis does not get too small or too large relative to its coefficients.
Definition 5. E(Λ) is an orthonormal basis for L2(ρ) if it is orthonormal, and satisfies
Parseval’s Equality
∀f ∈ L2(ρ), ‖f‖2 =
∑
(a,b)∈Λ
|〈f, ea,b〉|
2. (5)
N
We also note that Λ− t, t ∈ Rd, are always frames/Riesz bases/orthonormal bases for L2(ρ)
if the corresponding Λ is. We may assume without loss of generality that (0, 0) ∈ Λ. This
will be assumed throughout the paper.
2.2 Projections
Studying the projections of the spectrum onto axes will be our main tool for studying the
spectrality of additive measure in later sections.
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Definition 6. If Λ ⊂ R2 and (a, b) ∈ Λ, then the x projection of (a, b) is a and the
y projection is b. The projection functions πx and πy are defined as πx(a, b) = a and
πy(a, b) = b. Λx is the set πx(Λ), and Λy is πy(Λ). That is,
Λx = {a ∈ R : (a, b) ∈ Λ for some b ∈ R},
and similarly for Λy. N
Note that we freely apply πx and πy to both pairs and sets of pairs. Also, if Λ is a set of
pairs, and a ∈ Λx, then we write π
−1
x (a) to mean the set of pairs in Λ having a as their first
member.
If E(Λ) is a set of functions in L2(ρ), then we can consider E(Λx) and E(Λy) to be functions
in the component spaces L2(µ) and L2(ν). Thus it makes sense to ask, for example, whether
the projections of a frame in an additive space are also frames in the component spaces.
Projections of a linear combination of exponential functions take an especially interesting
form, used in later sections. Let f be a (finite or infinite) linear combination of the form
f =
∑
(a,b)∈Λ
ca,bea,b,
where each ca,b ∈ C. One of its projections will be equal to
fx =
∑
a∈Λx
( ∑
(a,b)∈pi−1x (a)
ca,b
)
ea.
Here we can think of the coefficients as being placed on a two-dimensional grid, with ca,b
appearing at the point (a, b) in the grid. The coefficient of ea, namely
∑
(a,b)∈pi−1x (a) ca,b, is
just the sum of all coefficients in one column of this grid.
Definition 7. Let Λ be the set of exponents for a set of exponential functions on an additive
space. The multiplicity of Λ is the largest number of points on any vertical or horizontal
line through Λ, if such a maximum exists. We say that Λ has bounded multiplicity in this
case. Similarly, the multiplicity of u ∈ Λx (or v ∈ Λy) is the number of points on a vertical
(or horizontal) line through u (or v), if this number is finite. N
3 Proof of Theorem 1.1
Throughout the paper, we will write A ≍ B if there exist universal constants c, C > 0 such
that cB ≤ A ≤ CB. We now study the non-overlapping case and prove Theorem 1.1. We
will restate our theorem below with more detail about the structure of our Riesz basis.
Theorem 1.1. Suppose that we have a non-overlapping symmetric additive space whose
measure is
ρ =
1
2
(µ× δ0 + δ0 × µ) ,
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where µ is a compactly supported Borel probability measure on R1. Then if L2(µ) admits a
Riesz basis E(Λµ), then L
2(ρ) also admits a Riesz basis of the form
Λρ = {(λ, λ) : λ ∈ Λµ}+ {(0, 0), (0, τ)}
for some τ ∈ R \ {0}.
Proof. We first show that E(Λρ) is a frame for some τ ∈ R. Given any F ∈ L
2(ρ), we let
f = F (x, 0) and g = F (0, y) and f, g ∈ L2(µ).
4
∑
(a,b)∈Λρ
|〈F, ea,b〉|
2 =
∑
λ∈Λµ
|〈f, eλ〉+ 〈g, eλ〉|
2 +
∑
λ∈Λµ
|〈f, eλ〉+ 〈g, eλ+τ 〉|
2
=
∑
λ∈Λµ
|〈f + g, eλ〉|
2 +
∑
λ∈Λµ
|〈f + ge−τ , eλ〉|
2
≍
∫
|f + g|2 + |f + ge−τ |
2dµ,
and the last estimate follows from the frame inequality of E(Λµ) for L
2(µ). Let
Mτ =
[
1 1
1 e−τ
]
, v(x) =
[
f(x)
g(x)
]
. (6)
Since µ is compactly supported with 0 outside its support, we can find ǫ > 0 and τ > 0
such that
1. 0 < ǫ < τ · x < 1− ǫ < 1 for all x > 0 in the support of µ, and
2. −1 + ǫ < τ · x < −ǫ < 0 for all x < 0 in the support of µ.
Indeed, if supp(µ) ⊂ [−M,−m] ∪ [m,M ], we can take τ = 12M and ǫ = min(
1
2 ,
m
2M ). For
this τ , M is an invertible matrix and
‖Mτv‖ ≍ ‖v‖,
where the implicit constant is equal to the largest and the smallest eigenvalue of M∗τMτ .
A calculation shows the eigenvalues are equal to
2± |1 + e−τ | = 2± 2 cos(πτx).
In any case, all these eigenvalues are in the intervals (2(1− cos(πǫ)), 4), which is uniformly
away from zero. Hence,∫
|f + g|2 + |f + ge−τ |
2dµ =
∫
‖Mτv‖
2dµ
≍
∫
‖v‖2dµ
=
∫
|f |2dµ+
∫
|g|2dµ = 2
∫
|F |2dρ.
This shows E(Λρ) is a frame for some τ ∈ R.
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To complete the proof, we need to show that E(Λρ) is a Riesz sequence for the τ we
specified in the previous paragraph. For any constants ca,b, (a, b) ∈ Λρ, with only finitely
many non-zero, we consider the sum
2
∫ ∣∣∣∣∣∣
∑
(a,b)∈Λρ
ca,bea,b
∣∣∣∣∣∣
2
dρ =
∫ ∣∣∣∣∣∣
∑
λ∈Λµ
cλeλ +
∑
λ∈Λµ
cλ′eλ
∣∣∣∣∣∣
2
dµ+
∫ ∣∣∣∣∣∣
∑
λ∈Λµ
cλeλ +
∑
λ∈Λµ
cλ′eλ+τ
∣∣∣∣∣∣
2
dµ,
where we denote cλ = c(λ,λ) and cλ′ = c(λ,λ+τ). Let f(x) =
∑
λ∈Λµ cλeλ and g(x) =∑
λ∈Λµ cλ′eλ. Then the above expression is equal to∫
|f + g|2 + |f + eτg|
2dµ =
∫
‖M−τv‖
2dµ.
Using the same notation as in (6), with the same argument, we have∫
‖M−τv‖
2dµ ≍
∫
‖v‖2dµ
=
∫
|f |2dµ+
∫
|g|2dµ
≍
∑
λ
|cλ|
2 +
∑
λ′
|cλ′ |
2 =
∑
(a,b)∈Λρ
|ca,b|
2.
The last ≍ above follows from the fact that E(Λµ) is a Riesz sequence of L
2(µ).
We have shown that E(Λρ) is both a frame and a Riesz sequence. Hence it is a Riesz basis.
The proof is complete. 
We remark that the proof also holds if the component measures are different and zero is
not in their supports, but they share the same Riesz basis spectrum.
4 Frames, bases and their projections
In this section, the component measures are all general continuous probability measures.
We will study some general properties of frames and Riesz bases of an additive space and the
relationship of the frames and Riesz bases with their projections. We will later use these
theorems to construct an orthonormal basis or rule out the existence of an orthonormal
basis for the additive spaces with Lebesgue component measures.
Our first theorem says that a frame in an additive space has bounded multiplicity.
Theorem 4.1. Let E(Λ) be a frame for an additive space with measure ρ and continuous
component measures µ and ν defined in (1). Then
1. Λ has bounded multiplicity.
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2. E(Λx) and E(Λy) are frames for L
2(µ) and L2(ν) respectively.
Proof. Let Λ be a set of exponents for a frame for an additive space. Then there is some
A,B > 0 such that for every f ∈ L2(ρ), the frame inequality holds (Equation (3)):
A‖f‖2 ≤
∑
(a,b)∈Λ
|〈f, ea,b〉|
2 ≤ B‖f‖2.
Fix u ∈ Λx, and choose f to be eu on the x-axis and 0 on the y-axis. (Its value at the
origin is overspecified but irrelevant since the measures are continuous). That is, fx = eu
and fy = 0. Then
‖f‖2 = 12‖eu‖
2 + 12‖0‖
2 = 12 ,
and
〈f, ea,b〉 =
1
2〈eu, ea〉+
1
2〈0, eb〉 =
1
2 〈eu, ea〉,
and so from our frame inequality we have∑
(a,b)∈Λ
|〈eu, ea〉|
2 ≤ B.
Among the terms of this sum are all of the terms where a = u, and since every term is
nonnegative, we have ∑
(u,b)∈Λ
|〈eu, eu〉|
2 ≤ B.
But 〈eu, eu〉 = 1, and so this inequality says that the multiplicity of u is bounded by B. A
similar argument applies to v ∈ Λy. This proves part 1 of the theorem.
To prove part 2 of the theorem, we let M be the multiplicity of Λ. We show that E(Λx) is
a frame for L2(µ). Let g be any function in L2(µ). Define f ∈ L2(ρ) such that fx = g and
fy = 0. Now
〈f, ea,b〉 =
1
2 〈fx, ea〉+
1
2〈fy, eb〉 =
1
2〈g, ea〉+ 0,
and
‖f‖2 = 12‖fx‖
2 + 12‖fy‖
2 = 12‖g‖
2 + 0.
Our frame equation applied to f becomes
A‖g‖2 ≤
∑
(a,b)∈Λ
|〈g, ea〉|
2 ≤ B‖g‖2,
but ∑
(a,b)∈Λ
|〈g, ea〉|
2 =
∑
a∈Λx
ma|〈g, ea〉|
2,
where ma is the multiplicity of a ∈ Λx. Since 1 ≤ ma ≤M , this means
A
M
‖g‖2 ≤
∑
a∈Λx
|〈g, ea〉|
2 ≤ B‖g‖2.
Thus E(Λx) is a frame of L
2(µ). The proof for Λy is similar. 
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The previous theorem says that the projections of a frame are still frames in their component
spaces. This is the converse of Lev’s Theorem 1.1 in [18], which provides a way to construct
a frame for the additive space from the frames of its component spaces.
For the existence of a Riesz basis in an additive spaces and its relationship with its projec-
tions, as we stated in Theorem 1.2, we know that if E(Λ) is a Riesz basis in an additive
space, then at least one of E(Λx) and E(Λy) is not a Riesz basis for its component space.
We give the proof in the next section.
Assuming Theorem 1.2, we now turn to study the orthonormal basis and its projection for
additive spaces. As expected, they are more restrictive.
Theorem 4.2. Let E(Λ) be an orthonormal basis for an additive space. Then
1. Λ has multiplicity one.
2. Suppose that µ and ν are Lebesgue measures supported on intervals of length one.
Then Λ cannot be a subset of Z× Z.
Proof. Let ea,b and ec,d be two distinct members of E. For orthogonality, we must have
〈ea,b, ec,d〉 = 0.
Letting λ1 = a− c and λ2 = b− d, we have∫
e2piiλ1x dµ(x) +
∫
e2piiλ2y dν(y) = 0.
Suppose that we don’t have multiplicity one. Then λ1 = 0, λ2 6= 0, or λ2 = 0, λ1 6= 0. In
the first case, we have
1 +
∫
e2piiλ2y dν(y) = 0.
Equating the real parts this becomes∫
(1 + cos(2πλ2y))dν(y) = 0.
Notice the integrand is non-negative, so it follows that
1 + cos(2πλ2y) = 0, ν-a.e.
However, this function equals zero if and only if y = 34λ2 +
k
λ2
where k ∈ Z. This implies
that ν is supported inside these countably many points. This contradicts the assumption
that ν is a continuous measure. The case for λ2 = 0, λ1 6= 0 is similar. We conclude that
neither λ1 nor λ2 can be zero. Therefore Λ has multiplicity one.
We now prove part 2. Suppose E(Λ) is an orthonormal basis, and Λ ⊆ Z×Z. Then Λx ⊆ Z
and Λy ⊆ Z. However, Theorem 4.1 shows that the projections of a frame are frames in
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their component spaces, thus E(Λx) and E(Λy) are frames. Since the set {e
2piinx}n∈Z is
known to be an orthonormal basis for an interval of length one, Λx and Λy cannot miss any
integer. That is, Λx = Z and Λy = Z. This means that E(Λ) and its projections are all
orthonormal bases. This is impossible by Theorem 1.2 because orthonormal bases are Riesz
bases. Hence Λ cannot consist of only integer pairs. 
5 Proof of Theorem 1.2
We first provide a heuristic proof. Suppose that E(Λ) is a Riesz basis for L2(ρ) and both
of its projections are Riesz bases. Let (u, v) be any point in Λ. We can consider a function
f ∈ L2(ρ) such that fx = 0 and fy = ev. Then f can be uniquely written as
f =
∑
(a,b)∈Λ
ca,b e(a,b)
for some set of constants {ca,b}(a,b)∈Λ. Since f = 0 on the x-axis, the vertical sums∑
(a,b)∈pi−1x (x) ca,b = 0 for all x ∈ Λx. On the y-axis, where f = ev, the horizontal sums∑
(a,b)∈pi−1y (y) ca,b = 0 if y 6= v and equal 1 if y = v, for all y ∈ Λy. Therefore
1 =
∑
y∈Λy
∑
(a,b)∈pi−1y (y)
ca,b =
∑
(a,b)∈Λ
ca,b =
∑
x∈Λx
∑
(a,b)∈pi−1x (x)
ca,b = 0.
This will give us a desired contradiction. However, this is not going to be valid since ca,b is
only square-summable, and may not be absolutely summable. Therefore, the interchange
of summation cannot be justified. To overcome this issue, we will restrict our attention to
finite sums, and consider the lengths of zigzag paths inside Λ.
5.1 Zigzags
Definition 8. Let Λ ⊂ R2. A zigzag in Λ is a finite or infinite sequence of points of the
form
(x1, y1), (x1, y2), (x2, y2), (x2, y3), . . .
or of the form
(x1, y1), (x2, y1), (x2, y2), (x3, y2), . . .
A zigzag contains at least one point. Each point in the zigzag is in Λ, and no two consecutive
points are identical. The length of a finite zigzag is the number of points in the sequence
minus one (i.e. number of paths inside the zigzag). N
Zigzags are horizontal and vertical. We think of zigzags as being composed of zigs and zags,
and we will say that a zig is horizontal and a zag is vertical.
A zigzag may begin with either a zig or a zag, and a finite zigzag may end with either a zig
or a zag. Every zigzag alternates zigs and zags; this is required by the definition when it
says that no two consecutive points are identical.
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Definition 9. A zigzag loop in Λ is a zigzag in Λ with positive even length whose first and
last points are identical. N
Definition 10. Let Λ ⊂ R2. If S ⊂ Λ, and for any s ∈ S, there are no points in Λ \ S
that are on the same horizontal or vertical line as s, then S is said to be zigzag complete in
Λ. N
If S is zigzag complete, then a zigzag in Λ that contains any point of S must have all of its
points in S. That is, S completely contains all of its zigzags.
Another fact will be important for us soon: If Λ ⊂ R2, and Λ contains two different zigzags
from point a ∈ Λ to point b ∈ Λ, then Λ contains a zigzag loop.
5.2 Riesz bases and zigzags
This subsection collects the properties of zigzags inside the Riesz bases of an additive
space L2(ρ). In particular, we will prove that in a Riesz basis, there are no zigzag loops
(Proposition 5.1), and all zigzags have uniformly bounded length (Proposition 5.2).
Proposition 5.1. If E(Λ) is a Riesz basis for an additive space L2(ρ), then Λ has no zigzag
loop.
Proof. Since E(Λ) is a Riesz basis, we have the Riesz sequence inequality (Equation (4))
C
∑
(a,b)∈Λ
|ca,b|
2 ≤
∥∥∥ ∑
(a,b)∈Λ
ca,bea,b
∥∥∥2 ≤ D ∑
(a,b)∈Λ
|ca,b|
2
for some C,D > 0, where only a finite number of ca,b will be nonzero. We will show that the
inequality cannot be true when we assign constants 1 and −1 in alternation to the points
of a zigzag loop.
Suppose Λ has a zigzag loop of the form
(x1, y1), (x1, y2), (x2, y2), . . . , (xn, yn),
where (x1, y1) = (xn, yn). Note that this begins with a vertical zag; the proof for a loop
beginning with a zig is similar. Drop (xn, yn) from the sequence, and assign constants
to points in the loop by alternating 1,−1, 1,−1, . . . as the loop is traversed. Assign the
constant 0 to all other points of Λ. Note that the last point in the sequence is now (xn−1, yn),
and y1 = yn since the original sequence was a loop.
Now the linear combination can be written∑
(a,b)∈Λ
ca,bea,b = ex1,y1 − ex1,y2 + ex2,y2 − · · · − exn−2,yn−1 + exn−1,yn−1 − exn−1,yn .
The x projection is
(ex1 − ex1) + (ex2 − ex2) + · · ·+ (exn−1 − exn−1) = 0
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and the y projection is
ey1 + (−ey2 + ey2) + · · ·+ (−eyn−1 + eyn−1)− eyn = ey1 − eyn = 0.
See Figure 5 for an example. Because of this cancellation,∥∥∥ ∑
(a,b)∈Λ
ca,bea,b
∥∥∥2 = 1
2
|0|2 +
1
2
|0|2 = 0,
But this is a contradiction to the lower bound of the Riesz inequality since
∑
(a,b)∈Λ |ca,b|
2 >
0. Therefore Λ cannot contain a zigzag loop. 
0eb
0ec
0ea 0ed
1ea,b
−1ea,c
−1ed,b
1ed,c
Figure 5: Projections of a Zigzag Loop
with Constants 1,−1, . . .
Proposition 5.2. If E(Λ) is a Riesz basis for an additive space, then the zigzags in Λ are
uniformly bounded in length. That is, there exists a B > 0 such that no zigzag in Λ is longer
than B.
Proof. This proof is very similar to our proof that Riesz bases contain no zigzag loops
(Proposition 5.1). We assume that we have a zigzag of arbitrary length N . We assign
1,−1, 1,−1, . . . to the functions corresponding to the zigzag, and 0 to all other functions.
Again our goal is to force the x and y projections of the linear combination to be “too
small”, in the sense of violating the Riesz sequence inequality
C
∑
(a,b)∈Λ
|ca,b|
2 ≤
∥∥∥ ∑
(a,b)∈Λ
ca,bea,b
∥∥∥2 ≤ D ∑
(a,b)∈Λ
|ca,b|
2.
Again both the x and y projections have pairs of functions of the form exi − exi or eyi − eyi ,
which cancel.
But the cancellation is not total. Consider the zigzag in Figure 6. As in the proof of
Proposition 5.1, we have
(ex1 − ex1) + (ex2 − ex2) + · · ·+ (exn−1 − exn−1) = 0
and
ey1 + (−ey2 + ey2) + · · ·+ (−eyn−1 + eyn−1)− eyn = ey1 − eyn .
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Figure 6: Projections of a Zigzag
with Constants 1,−1, . . .
Here we don’t know that y1 = yn, and so we have∥∥∥ ∑
(a,b)∈Λ
ca,bea,b
∥∥∥2 = 1
2
|0|2 +
1
2
|ey1 − eyn |
2.
Note that ey1 − eyn is a difference of two points on a unit circle, and so the magnitude of
this difference is no more than 2. Hence
1
2
|ey1 − eyn |
2 ≤ 2.
For other zigzags, the details vary, but half of the sum of the x and y projections is never
more than 2. So we have
C
∑
(a,b)∈Λ
|ca,b|
2 ≤
∥∥∥ ∑
(a,b)∈Λ
ca,bea,b
∥∥∥2 ≤ 2.
We know C > 0, and
∑
(a,b)∈Λ |ca,b|
2 is just the sum of the squares of all of our constants
1,−1, 1,−1, . . . . For a zigzag of lengthN , this sum isN+1. Therefore, we have (N+1)C ≤ 2
for all N ∈ N, which is a contradiction. Therefore, the length of the zigzag cannot be
arbitrarily large. 
Remark 5.3. We note that the frame constructed by Lev [18, Theorem 1.1], regardless of
the spectra chosen in the component space, does contain an infinitely long zigzag and is
therefore not a Riesz basis. Indeed, in his construction, for each point a ∈ Λx, at least q
(q ≥ 2) points are constructed on the vertical line x = a. The same for each point in Λy.
Hence, there is an infinite zigzag in the Λ constructed.
5.3 Proof of Theorem 1.2
Theorem 1.2. Suppose E(Λ) is a Riesz basis for an additive space L2(ρ). Then at least
one of E(Λx) and E(Λy) is not a Riesz basis for its component space.
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Proof. We argue by contradiction. Suppose that E(Λ) is a Riesz basis, and both E(Λx) and
E(Λy) are Riesz bases of the component spaces. We will show that Λ has a zigzag chain of
length L, where L is any positive integer. This contradicts Proposition 5.2, which says that
a Riesz basis has uniformly bounded zigzags, and so the projections cannot both be Riesz
bases.
Our proof is presented as a series of lemmas, stated and proved inside the current proof of
the theorem. A white box () marks the end of a lemma proof.
Lemma 5.4. No finite subset of Λ is zigzag complete.
Proof of Lemma. Let F ⊂ Λ be a finite set that is zigzag complete. We derive a contradic-
tion. Let (u, v) be any point in F . Define a function f in L2(ρ) so that
fx = 0 and fy = ev.
Now, since E(Λ) is a basis for L2(ρ), there is a unique set of coefficients C = {ca,b}(a,b)∈Λ
specifying a linear combination of functions in E(Λ) such that
f =
∑
(a,b)∈Λ
ca,b ea,b.
Since by hypothesis E(Λx) is also a basis, the x projection of f is a unique linear combination
fx =
∑
a∈Λx
( ∑
(a,b)∈pi−1x (a)
ca,b
)
ea.
However, by construction fx is the zero function, and so each coefficient in the above
expansion is zero:
∀a ∈ Λx,
∑
(a,b)∈pi−1x (a)
ca,b = 0.
Thinking of the coefficients arranged in a two-dimensional plane, this tells us that every
column sum of the set C is zero. Note that these sums are finite and each has only finitely
many terms, since Λ has bounded multiplicity (Theorem 4.1).
Similarly, E(Λy) is also a basis, and so we have the unique linear combination
fy =
∑
b∈Λy
( ∑
(a,b)∈pi−1y (b)
ca,b
)
eb.
But by construction
fy = ev ,
and this equation is itself a linear combination of elements in E(Λy). Hence we have∑
(a,v)∈pi−1y (v)
ca,v = 1
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and for all w 6= v, ∑
(a,w)∈pi−1y (w)
ca,w = 0.
That is, every row sum of C is zero, except for the row containing cu,v, where the row sum
is 1.
Now consider the subset of C corresponding to points of the finite set F . Let
C ′ = {ca,b : (a, b) ∈ F}.
Since F is zigzag complete, every column of C is either entirely within C ′, or entirely
outside C ′. Similarly, every row of C is either entirely within C ′, or entirely outside C ′.
In particular, the row whose sum is 1 is in C ′, since (u, v) ∈ F . Thus C ′ is a finite set
whose sum is 0 when added by columns and 1 when added by rows. This is impossible. We
conclude that F is not zigzag complete, and thus no finite subset of Λ is zigzag complete. 
Lemma 5.5. There exists a sequence of distinct points
S = {sn}
∞
n=1, S ⊂ Λ,
such that for every sk ∈ S with k > 1, there exists an sj ∈ S with j < k, such that either sj
and sk are on the same horizontal line, or sj and sk are on the same vertical line.
Proof of Lemma. Choose an arbitrary point in Λ to be s1. We construct the sequence of
points inductively. Suppose that we have picked s1, ..., sN such that the stated property
holds for all 1 < k ≤ N . Then the set SN = {s1, ..., sN} is not zigzag complete by
Proposition 5.4. There exists sj (j ≤ N) such that we can find some sN+1 ∈ Λ \ SN such
that sj , sN+1 lie either on the same horizontal line or the same vertical line. Hence, such a
sequence exists. 
For the rest of the proof, we assume S is a sequence as described in the lemma above. Also,
we need a few definitions. For any point sk ∈ S, let
Vk = {si ∈ S : si and sk are on the same vertical line }
and
Hk = {si ∈ S : si and sk are on the same horizontal line }.
We also need to designate the point with smallest index in Vk or Hk. We call these sv(k)
and sh(k), respectively. That is, for any k we have sv(k) ∈ Vk, and for any si ∈ Vk we have
v(k) ≤ i, (7)
and similarly for sh(k) and Hk. In particular, v(k) ≤ k and h(k) ≤ k.
17
Lemma 5.6. Let f : S → Z be the function defined recursively as follows:
f(sn) =

0 n = 1,
f(sv(n)) + 1 v(n) < n,
f(sh(n)) + 1 h(n) < n.
Then f is well defined, and for any sk ∈ S, f(sk) is the length of a zigzag in S (hence in
Λ) from s1 to sk.
Since there is no zigzag loop in Λ, the zigzag from s1 to sk is unique and therefore f(sk) is
the zigzag distance from s1 to sk.
Proof of Lemma. We argue by induction on S.
Consider s1 first. Since in the definition of f we have n = 1 and v(1) = h(1) = 1, only the
first clause in the definition will apply, and so f(s1) = 0. Thus, f is well-defined on s1, and
f(s1) is the length of a zigzag from s1 to s1.
Now consider sn, for n > 1. Assume that for all k < n, f(sk) is well-defined and is the
length of a zigzag in S from s1 to sk. We further assume that the zigzag goes from points of
lower index in S to points of higher index. (Note that this is true for the base case above,
since that zigzag has length 0.)
We show that f(sn) is also well-defined, and is the length of a zigzag from s1 to sn that
goes from points of lower index to points of higher index.
First we show that f(sn) is well-defined. The first condition in the function definition does
not apply since n > 1. Suppose f(sn) is not well-defined. Then we have two cases:
(1) h(n) ≥ n and v(n) ≥ n;
(2) v(n) < n and h(n) < n.
Case (1) is not possible because then we would have h(n) = v(n) = n (by (7)). This cannot
be true except for n = 1, since the definition of S in Lemma 5.5 says that every point after
s1 must be on the same horizontal or vertical line as some predecessor in S.
Case (2) is not possible either. First notice that in this case h(n) 6= v(n), since sn is the only
intersection point between the horizontal and vertical lines passing through itself. Therefore
sh(n) 6= sv(n). By the induction hypothesis there is a zigzag from s1 to sv(n) and another
from s1 to sh(n). This situation cannot arise, because we could then construct two different
zigzags from s1 to sn, one ending with a horizontal zig from sh(n) and one ending with a
vertical zag from sv(n). We would have a zigzag loop, which is not possible in a Riesz basis
(Proposition 5.1).
Hence either h(n) < n or v(n) < n holds, but not both. We conclude that f is well-defined
by the definition above.
Now we show that f(sn) is the length of a zigzag from s1 to sn. We consider the case where
v(n) < n; the other case (h(n) < n) is similar. Since v(n) < n, there is a zigzag from s1 to
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sv(n), by our induction hypothesis. The last component of this zigzag is not a vertical zag,
because the zigs and zags go from points of lower index in S to points of higher index, and
by definition sv(n) is the point of lowest index in Vn. Thus, the zigzag from s1 to sv(n) is
either a zigzag of zero length (if v(n) = 1), or it is a zigzag that ends with a horizontal zig.
In either case, by adding a vertical zag from sv(n) to sn, we make a zigzag from s1 to sn.
Our last zag goes from a point of lower index to one of higher index in S, and the length of
the entire zigzag is f(sv(n)) + 1, which matches our definition of f . Therefore f(sn) is the
length of a zigzag from s1 to sn. 
Next we show that for any N ∈ Z, the number of points sk ∈ S with f(sk) = N is finite.
Lemma 5.7. For any N ∈ Z, f−1(N) is a finite set. That is, f takes on any value N only
a finite number of times.
Proof of Lemma. Our proof is by induction on N . For the base case of N = 0, we have
f−1(0) = {s1}, which is a finite set.
Now assume that f−1(k) is finite for each k < N . We show f−1(N) is also finite. To do
this, we consider all of the ways that a point sn can be assigned f(sn) = N . Looking at the
definition of f , we see that this can occur for any point sn where v(n) < n, as long as sv(n)
is assigned N − 1. But the number of points where f is N − 1 is finite, by our induction
hypothesis. Also, Λ has bounded multiplicity (Theorem 4.1), and so the number of points
in each Vk is finite. Hence the total number of points sn assigned f(sn) = N in the case
v(n) < n is finite. A similar argument applies to points satisfying h(n) < n. Therefore
f−1(N) is finite. 
Let us summarize our progress so far. We have a sequence S ⊂ Λ, where each point in
S other than the first lies on the same horizontal line or the same vertical line as some
predecessor. We are able to assign to each point sn of S a non-negative integer f(sn) giving
the zigzag distance in S from s1 to sn. Also, we showed that for any possible distance N ,
there are only a finite number of points in S at distance N from s1.
Lemma 5.8. For any positive integer L, there is a point sn ∈ S such that f(sn) ≥ L.
Proof of Lemma. Since the number of points of S at each possible distance from s1 is finite,
the total number of points at distance less than L is also finite. Therefore, there is some sn
such that f(sn) ≥ L. 
And now we conclude the proof of our theorem. We have shown that Λ has a zigzag of
length L, where L is arbitrary. This violates Proposition 5.2, saying that Riesz bases have
uniformly bounded zigzags. Therefore, it is not possible for both Λx and Λy to be sets of
exponents of Riesz bases. The proof is now complete. 
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6 Finding orthonormal bases
In this section, we will investigate which additive spaces of Lebesgue measure on intervals
will admit an exponential orthonormal basis. We first note that the orthonormality gives
rise to an important orthogonality equation.
Lemma 6.1. Suppose E(Λ) is an orthonormal basis for the additive space whose compo-
nents are [t, t+1] on the x axis and [t′, t′+1] on the y axis. Let (a, b) and (c, d) be any two
distinct points of Λ. Let (λ1, λ2) = (a, b) − (c, d). Then λ1 and λ2 satisfy λ1λ2 6= 0 and
epiiλ1(2t+1)
sin(πλ1)
πλ1
= −epiiλ2(2t
′+1) sin(πλ2)
πλ2
. (8)
Proof. Since
〈ea,b, ec,d〉 = 0,
we must have ∫
e2piiλ1x dµ+
∫
e2piiλ2y dν = 0.
Since Λ has multiplicity one (Theorem 4.2), neither λ1 nor λ2 is zero. Because∫ t+1
t
e2piiλy dy = epiiλ(2t+1)
sin(πλ)
πλ
,
we have
epiiλ1(2t+1)
sin(πλ1)
πλ1
= −epiiλ2(2t
′+1) sin(πλ2)
πλ2
.

We call (8) the Orthogonality Equation. Note that the Orthogonality Equation is slightly
different for each additive space (i.e., for each choice of t and t′).
6.1 Proof of Theorem 1.3, part 1
Here we show that the L Space has a unique orthonormal basis.
Theorem 1.3, part 1. Assuming (0, 0) ∈ Λ, the only orthonormal basis for the L Space is
E(Λ), where
Λ = {(n/2,−n/2) | n ∈ Z}.
Proof. Let E(Λ) be a prospective orthonormal basis for the L Space. Our proof is in three
steps:
1. Solve the Orthogonality Equation (Equation (8)) for the L Space to find the possible
values of λ1 and λ2, the differences between points of Λ.
2. Use this solution to show that Λ must have the form given in the theorem statement.
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3. Show that E(Λ) is in fact an orthonormal basis for the L Space.
Step 1: We solve the Orthogonality Equation to find values for the differences in Λ.
The Orthogonality Equation for the L Space (where t = t′ = 0 in terms of Equation (8)) is
epiiλ1
sin(πλ1)
πλ1
= −epiiλ2
sin(πλ2)
πλ2
, λ1λ2 6= 0. (9)
We will show that this equation implies that either
1. λ1, λ2 ∈ Z, or
2. λ1 = 1/2 + n for some n ∈ Z, and λ2 = −λ1.
Looking at (9), we note that epiiλ1 and −epiiλ2 are points on the unit circle in C, and
sin(πλ1)/πλ1 and sin(πλ2)/πλ2 are real-valued multipliers. Therefore, there are three ways
that (9) might be true.
Case 1 : The multipliers sin(πλ1)/πλ1 and sin(πλ2)/πλ2 are 0. Then sin(πλ1) = sin(πλ2) =
0, and so λ1 and λ2 are nonzero integers.
Case 2 : The multipliers sin(πλ1)/πλ1 and sin(πλ2)/πλ2 are nonzero and equal. In this
case, from (9) we have
epiiλ1 = −epiiλ2 .
Using eiθ = cos(θ) + i sin(θ),
cos πλ1 = − cos πλ2
sinπλ1 = − sinπλ2.
Since the multipliers sin(πλ1)/πλ1 and sin(πλ2)/πλ2 are equal, but sinπλ1 = − sinπλ2, we
must have λ1 = −λ2. Then
cos πλ1 = − cos πλ1,
or cos πλ1 = 0. Thus λ1 is 1/2 + n, for some n ∈ Z, and λ2 = −λ1.
Case 3 : The multipliers sin(πλ1)/πλ1 and sin(πλ2)/πλ2 are nonzero and of opposite sign.
Then, from (9)
epiiλ1 = epiiλ2 .
Using eiθ = cos(θ) + i sin(θ) again,
cos πλ1 = cos πλ2
sinπλ1 = sinπλ2.
Now sin(πλ1)/πλ1 = −sin(πλ2)/πλ2 (because these are the multipliers of opposite sign),
but sinπλ1 = sinπλ2. Then λ1 = −λ2, and so
sinπλ1 = − sinπλ1,
or sinπλ1 = 0. This is impossible when the multipliers are nonzero.
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We conclude that either λ1, λ2 ∈ Z or (λ1, λ2) = (1/2 + n,−1/2− n) for some n ∈ Z.
Step 2: Given these values for the differences between points of Λ, we determine the
elements of Λ.
We have shown that if λ, λ′ ∈ Λ, then λ−λ′ is either a pair of integers, or (1/2+n,−1/2−n)
for some n ∈ Z. Note that in the latter case, we have λ1 = −λ2. Of course, we could have
a mixture of these two types of differences within Λ.
Define the relation λ ∼ λ′ to mean that λ−λ′ is a pair of integers. Then ∼ is an equivalence
relation on Λ, dividing Λ into two equivalence classes P1 and P2. Assign the names P1 and
P2 so that (0, 0) ∈ P1. Then P1 is nonempty and contains the integer members of Λ. P2
contains members whose components are odd multiples of 1/2. P2 is also nonempty, since
Λ cannot consist only of integers (Theorem 4.2).
Choose (a, b) ∈ P1, and (u, v) ∈ P2. Since (a, b) − (u, v) is not a pair of integers, we must
have a− u = −(b− v), or
a+ b = u+ v.
Since we can let (u, v) range over P2, and (a, b) range over P1, this means that every pair in
Λ has the same sum. In particular, since (0, 0) ∈ Λ, that sum is 0. Then Λ contains some
elements of the form (n,−n), for n ∈ Z, and some elements of the form (1/2+n,−1/2−n),
for n ∈ Z. We write this more compactly as
Λ ⊆ {(n/2,−n/2) | n ∈ Z}.
But in fact Λ must be equal to this set, since the set on the right hand side is orthogonal,
as demonstrated shortly. (If any point of this form were missing from Λ, the corresponding
function would be orthonormal to every member of E(Λ).) Therefore
Λ = {(n/2,−n/2) | n ∈ Z}.
Step 3: We show that E(Λ) is in fact an orthonormal basis.
First we show that E(Λ) is an orthonormal sequence. Suppose we have two different pairs
of Λ, which we can call (h1,−h1) and (h2,−h2). Here h1 = n1/2 and h2 = n2/2 for some
n1, n2 ∈ Z with n1 6= n2. Then
〈eh1,−h1 , eh2,−h2〉 =
∫ 1
0
e2pii(h1−h2)x dx+
∫ 1
0
e2pii(h2−h1)x dx
=
epii(n1−n2) − epii(n2−n1)
πi(n1 − n2)
.
Since n1 and n2 are integers, n1−n2 and n2−n1 are integers with opposite signs. Therefore
the above inner product is zero and so the set E(Λ) is indeed orthonormal.
Now, we show that Parseval’s Equality is true, namely
‖F‖2 =
∑
λ∈Λ
|〈F, eλ〉|
2
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for any F ∈ L2(ρ). Let f(x) = F (x, 0) and g(y) = F (0, y). Let eλ ∈ Λ, so that λ =
(n/2,−n/2) for some n ∈ Z.
We begin by looking at 〈F, eλ〉. By a change of variable,
〈F, eλ〉 =
1
2
∫ 1
0
f(x)e−piinx dx+
1
2
∫ 0
−1
g(−x)e−piinx dx.
Define a function H : [−1, 1] → C as
H(x) =
{
g(−x) x ∈ [−1, 0]
f(x) x ∈ [0, 1].
Then
〈F, eλ〉 =
1
2
∫ 1
−1
H(x)e−piinx dx.
Since {e2piinx}n∈Z is an orthonormal basis for L2([0, 1]), we know that { 1√2e
piinx}n∈Z is an
orthonormal basis for L2([−1, 1]). Thus we can apply Parseval’s Equality to H itself, on
the interval [−1, 1]. We have
∑
λ∈Λ
|〈F, eλ〉|
2 =
1
2
∫ 1
−1
|H(x)|2 dx
=
1
2
∫ 1
0
|f(x)|2 dx+
1
2
∫ 1
0
|g(x)|2 dx
=
∫ 1
0
|F (x, y)|2 dρ(x, y)
We conclude that E(Λ) is an orthonormal basis for the L Space. But we have also shown
that any orthonormal basis must be of this form. Therefore, E(Λ) is the only orthonormal
basis for the L Space. 
Figure 7 shows the basis and the space together.
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Figure 7: The L Space and its Orthonormal Basis
Remark 6.2. From Step 3 in the proof, we can also obtain an orthonormal basis for the
additive space where the components are [k, k + 1] and k = 1, 2, 3.... Indeed, the spectrum
is
Λ = {(λ,−λ) : λ ∈ Λ0}
where Λ0 is a spectrum for Ω = [−(k+1),−k]∪ [k, k+1]. Such a spectrum exists since Ω is
a translational tile of two disjoint intervals, and Fuglede’s conjecture holds true for union of
two intervals [14]. We don’t know however if Λ is the unique spectrum up to translations.
6.2 Proof of Theorem 1.3, part 2
Symmetric spaces are ones where the x and y components are positioned at the same
location. We have already shown that at least one symmetric space, the L Space, has
an orthonormal basis. Here we find an infinite class of symmetric spaces that have no
orthonormal basis.
Theorem 1.3, part 2. Suppose a symmetric additive space has components [t, t+ 1], and
2t+ 1 = 1/a for some integer a > 1. Then there is no orthonormal basis for this space.
Proof. In this case, the Orthogonality Equation (8) becomes
epiiλ1(1/a)
sin(πλ1)
πλ1
= −epiiλ2(1/a)
sin(πλ2)
πλ2
, λ1λ2 6= 0.
The proof is similar to our analysis of the L Space. The Orthogonality Equation can be
true in three cases.
Case 1 : The real multipliers sin(πλ1)/πλ1 and sin(πλ2)/πλ2 are zero. In this case λ1 and
λ2 are nonzero integers.
Case 2 : The multipliers are nonzero and equal. In this case
epiiλ1(1/a) = −epiiλ2(1/a),
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and so
1
a
πλ1 + π + 2nπ =
1
a
πλ2,
for some n ∈ Z. That is,
λ1 + a(2n+ 1) = λ2.
If a is even, then a(2n+1) is an even integer, and so sin(πλ1) = sin(πλ2), implying λ1 = λ2
(since the multipliers are equal), which is impossible since a(2n + 1) 6= 0.
If a is odd, then a(2n + 1) is an odd integer, and so sin(πλ1) = − sin(πλ2), implying
λ1 = −λ2. Thus λ1 = (2n + 1)a/2, that is, λ1 and λ2 are odd multiples of a/2, and of
opposite sign.
Case 3 : The multipliers are nonzero and opposite in sign. Then
epiiλ1(1/a) = epiiλ2(1/a),
and so
λ1 + a(2n) = λ2
for some n ∈ Z. Since a(2n) is an even integer, we have sin(πλ1) = sin(πλ2), implying
λ1 = −λ2 (since the multipliers are of opposite sign). Then
λ1 + a(2n) = −λ1,
and so λ1 and λ2 are nonzero integers, which is not possible if the multipliers are nonzero.
To summarize our findings: if a is even, the Orthogonality Equation has no solutions except
λ1, λ2 integers, which is impossible (Theorem 4.2).
If a is odd, then we can have non-integers λ1 and λ2. Step 2 in our L Space analysis (Section
6.1) applies here, and says that in this case Λ is
{(an/2,−an/2) | n ∈ Z}.
However, the x (and y) projection is a2Z and a > 2. By Landau’s theorem, a frame spectrum
for L2(Ω) must have a Beurling density of at least the Lebesgue measure of Ω. For a2Z,
the density 2a < 1. This set cannot be a frame for L
2([t, t + 1]) ([17]). But if E(Λ) is
an orthonormal basis, then it is also a frame, and so its projections must also be frames
(Theorem 4.1). We have an orthonormal sequence that is not a basis. We conclude that
none of these spaces has an orthonormal basis. 
6.3 The T space has no orthonormal basis
In this subsection, we also determine the spectrality of the T-space (c.f. Figure 3 in Section
2).
Theorem 6.3. There is no orthonormal basis for the T Space.
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Proof. The Orthogonality Equation (8) for the T space has t = −1/2 and t′ = −1. Thus
sin(πλ1)
πλ1
= −e−piiλ2
sin(πλ2)
πλ2
, λ1λ2 6= 0.
Since the left hand side is real, we have e−piiλ2 = ±1. But this means λ2 is a nonzero integer,
which means the right hand side is zero. We must have sin(πλ1) = 0, which means that λ1
is a nonzero integer.
We have shown that this equation is true only when λ1 and λ2 are integers. But this means
that Λ itself, which contains at least (0, 0), contains integer pairs only. We have shown that
this is impossible (Theorem 4.2). Therefore the T Space has no orthonormal basis. 
7 Remarks and open questions
The paper leaves many unanswered questions concerning exponential (Riesz) bases for ad-
ditive spaces. Concerning the overlapping symmetric additive space of the Lebesgue type,
i.e. the component space has measure being the Lebesgue measure supported on [t, t + 1]
where −1/2 ≤ t < 0,
Question 1: Is it true that there is no exponential orthonormal basis when −1/2 ≤ t < 0?
In particular, when t = −1/2, we call this the Plus Space, and this is an interesting case
since the Orthogonality Equation is
sin(πλ1)
πλ1
= −
sin(πλ2)
πλ2
.
for which the phase factors all vanish. We have the following partial result.
Proposition 7.1. Suppose Λ is a set of exponents for a Fourier frame of the Plus Space.
Then the points of Λ are not contained in a straight line.
Proof. It is clear that Λ cannot lie on a vertical or a horizontal line since either one of
the projections has only one point, which cannot form a frame for its component. Let
Λ = {(λ, aλ+ b) : λ ∈ Λ0} for some countable set Λ0 ⊂ R. We note that b contributes only
a phase factor eb(x) and we can absorb it into the function in the component space. We
can therefore assume b = 0. Indeed, if a > 1, we can reparametrize the Λ as (a−1λ, λ) and
switch the role of x and y axis. Furthermore, our interval is symmetric about the origin. In
this case, we can assume 0 < a ≤ 1. Hence, we can assume
Λ = {(λ, aλ) : λ ∈ Λ0}, 0 < a ≤ 1.
Suppose that E(Λ) forms a frame for the Plus Space. For any f, g ∈ L2[−1/2, 1/2], we have
∑
λ∈Λ0
∣∣∣∣∣
∫ 1
2
− 1
2
f(x)eλ(x)dx+
∫ 1
2
− 1
2
g(x)eaλ(x)dx
∣∣∣∣∣
2
≍
∫ 1
2
− 1
2
|f |2dx+
∫ 1
2
− 1
2
|g|2dx (10)
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By a change of variable, our left hand side is equal to
∑
λ∈Λ0
∣∣∣∣∣
∫ 1
2
− 1
2
f(x)eλ(x)dx+
∫ 1
2
− 1
2
g(x)eaλ(x)dx
∣∣∣∣∣
2
=
∑
λ∈Λ0
∣∣∣∣∣
∫ 1
2
− 1
2
f(x)eλ(x)dx+
∫ a
2
− a
2
1
a
g(
x
a
)eλ(x)dx
∣∣∣∣∣
2
=
∑
λ∈Λ0
∣∣∣∣∣
∫ 1
2
− 1
2
(f(x) + g˜(x))eλ(x)dx
∣∣∣∣∣
2
where g˜(x) = a−1g(x/a)χ[−a/2,a/2] and g˜ ∈ L
2[−1/2, 1/2] since 0 < a ≤ 1. We also have∫ 1
2
− 1
2
|g˜(x)|2dx =
1
a
∫ 1
2
− 1
2
|g(x)|2dx. (11)
Note that Λ forms a Fourier frame, which implies that Λ (hence Λ0) must be relatively sep-
arated1 (see e.g. [16, Proposition 2.4]). This implies that E(Λ0) must be a Bessel sequence
of L2[−1/2, 1/2] (i.e. it satisfies the upper bound of the frame inequality). Therefore,
∑
λ∈Λ0
∣∣∣∣∣
∫ 1
2
− 1
2
(f(x) + g˜(x))eλ(x)dx
∣∣∣∣∣
2
≤ B
∫ 1
2
− 1
2
|f + g˜|2dx.
Combining this with (10) and (11), we can find a constant C such that for all f, g ∈
L2[−1/2, 1/2], ∫ 1
2
− 1
2
|f |2dx+ a
∫ 1
2
− 1
2
|g˜|2dx ≤ C
∫ 1
2
− 1
2
|f + g˜|2dx.
However, this is not possible since we can take f = −g˜ 6= 0. 
It is unlikely that the Plus Space or any other overlapping symmetric additive space of
Lebesgue type will admit an orthonormal basis. It would be more interesting to determine
if they will admit a Riesz basis.
Question 2: Does there exist any exponential Riesz basis when −1/2 ≤ t < 0?
If we look at the literature, any measure known to admit a Fourier frame also admits a
Riesz basis. It would be interesting to obtain an example of the measures as below:
Question 3: Does there exist a measure µ that admits a Fourier frame but not a Riesz
basis?
Our result in this paper only focuses on the addition of two measures supported on two
subspaces. Our problem can also be studied for other subspaces. In [8], the authors showed
that finitely many additions of Lebesgue measures supported on different subspaces admit
Fourier frames in the ambient space. This also shows that the area measures on boundary
1A set Λ is relatively separated if it is a finite union of separated sets Λi and Λi is separated if there
exists δ > 0 such that |λ− λ′| ≥ δ > 0 for all λ 6= λ′ ∈ Λi.
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of polytopes admit Fourier frames. It would be interesting to determine if the area measures
admit exponential Riesz bases or orthonormal bases. In particular,
Question 4: Does the length measure of the boundary of a triangle, or a square, admit an
exponential Riesz basis?
An answer to Question 4 may shed some light on the long open problem of whether the
triangle admits an exponential Riesz basis.
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