Abstract. We investigate possibilities of choosing reasonable regularization parameters for the output least squares formulation of linear inverse problems. Based on the Morozov and damped Morozov discrepancy principles, we propose two iterative methods, a quasi-Newton method and a two-parameter model function method, for finding some reasonable regularization parameters in an efficient manner. These discrepancy principles require knowledge of the error level in the data of the considered inverse problems, which is often inaccessible or very expensive to achieve in real applications. We therefore propose an iterative algorithm to estimate the observation errors for linear inverse problems. Numerical experiments for one-and two-dimensional elliptic boundary value problems and an integral equation are presented to illustrate the efficiency of the proposed algorithms.
Introduction
Inverse problems are encountered in many industrial and engineering applications. As the problems are often ill-posed, small perturbations in the observation data can have large effects on the considered solutions. To make a numerical resolution feasible some type of regularization has to be introduced, which entails the necessity of choosing an appropriate regularization parameter. In fact, the effectiveness and success of a regularization method depends strongly on the choice of a good regularization parameter. In practice the regularization parameters are still most frequently chosen heuristically. This is unsatisfactory, both from the practical as well as conceptual points of view. The choice of reasonably good regularization parameters by deterministic numerical methods is one of the most important issues in solving inverse problems.
There exists a significant amount of research in the literature on the development of appropriate strategies for selecting regularization parameters. We refer the readers to [1, 5, 9, 10, 4] and references therein. Much less work has been carried out on the numerical realization of such strategies, and in fact it appears that very few of the strategies are utilized for practical applications. One of the causes may be related to the fact that these methods require knowledge of the noise level of the data which is frequently unavailable in practice.
It is one of the goals of this paper to make a contribution to the subject of practical parameter choice strategies. We will investigate possibilities of choosing reasonable regularization parameters for one of the most frequently used regularization methods, i.e. the output least squares formulation for linear inverse problems. Our basic tool is the well known Morozov discrepancy principle [9, 10, 4] and the damped Morozov discrepancy principle [8] . In [8] the asymptotic behaviour of the damped Morozov principle as the error level in the observation data tends to zero was studied. In this paper, we will propose two iterative methods, a quasi-Newton method and a two-parameter model function method, for finding practically reasonable regularization parameters in an efficient manner. The model function (four-parameter) approach was earlier used in [7] for solving a nonlinear parameter identification problem.
Most parameter-choice strategies and discrepancy principles require knowledge of the observation error of the considered inverse problem, which are often inaccessible or very expensive to achieve in real applications. A second goal of this paper is to estimate the observation error from the available data by an iterative method. The estimated observation error can subsequently be used as a basis for the choice of the regularization parameter. Many numerical experiments for one-and two-dimensional elliptic boundary value problems and an integral equation will be presented to illustrate the efficiency of the proposed algorithms.
Let us now formulate the problem to be discussed in the paper. We consider inverse problems of the form
where T is a bounded operator mapping the parameter space X into the observation space Y . Here z ∈ Y are the observation data which may be corrupted by error. The noisy data with noise level δ are denoted by z δ . The above problem is often ill-posed due to lack of a continuous inverse of T so that small perturbations in the data can result in large changes of the solution f of (1.1). To transform the problem into a well-posed problem and make a numerical resolution feasible, we formulate the inverse problem as the following output least squares problem
where β > 0 is the regularization parameter, and · Y and · X denote the norms in the Hilbert spaces Y and X respectively. The corresponding inner products are denoted by (·, ·) Y and (·, ·) X . We end this section with a well known existence result for (1.2). As usual, T * : Y → X denotes the adjoint operator of T . In some situations, we shall express the solution of (1.2) as f (β) to emphasize its dependence on β. Lemma 1.1. For any β > 0 there exists a unique solution f (β) to the minimization problem (1.2) . It is characterized as the solution to the system
(1.3)
Differentiability of f (β)
In this section we discuss the differentiability of the function β → f (β). We first verify the following lemma.
which together with the continuity of f (β) shows that g(t) → 0 as t → 0. Thus, the first derivative f ′ (β) exists and is equal to the solution w of (2.1). The proof of (2.1) follows by induction on n.
Let F (β) denote the minimal value function, i.e.
for β > 0. We have the following.
Lemma 2.2. The first and second derivatives of F (β) are given by
Proof. The differentiability of F (β) follows immediately from its definition and lemma 2.1.
To derive the formulae in (2.6), we differentiate both sides of (2.5) with respect to β and obtain
X . The desired relation for F ′ (β) follows immediately from (1.3) with g = f ′ (β). The remaining formula for F ′ (β) can be derived directly from the one for F ′ (β).
The function F (β) has some additional nice properties stated in the following lemma.
Lemma 2.3. Assume that z δ / ∈ ker T * . Then the non-negative function F (β) is strictly monotonically increasing and strictly concave.
Proof. From (2.1) with n = 1 and g = f ′ (β) we deduce that
Using lemma 2.2, we obtain
In fact, F ′′ (β) < 0 for every β > 0. Otherwise if F ′′ (β) = 0 for someβ, then we have f ′ (β) = 0. By lemma 2.1 this implies f (β) = 0 which by lemma 1.1 contradicts T * z δ = 0. Thus we have F ′ (β) > 0 and F ′′ (β) < 0 for every positive β. This implies that F (β) is strictly monotonically increasing and strictly concave.
Iterative realization of parameter choice strategies
In this section we investigate numerical realizations of some parameter choice strategies. We shall repeatedly use the expressions for the first and second derivatives of the minimal value function F (β) given in lemma 2.2 and the fact that these derivatives can be computed in a stable manner if β is sufficiently large. For the most part, our analysis will focus on the Morozov principle.
We first derive an important identity which will be used later. Let f (β) be the unique minimizer to problem (1.2) for β > 0. Then we have by lemma 1.1
and upon differentiating with respect to β,
Taking the inner product with f (β) we obtain
which by lemma 2.2 can be written as
Integrating with respect to β we find
where C 0 is an integration constant.
Morozov's principle
The well known Morozov principle has received a considerable amount of attention in linear inverse problems (cf [1, 5, 9, 10] ). The principle states that the regularization parameter β should be chosen such that the error due to the regularization is equal to the error due to the observation data. That is, β is chosen according to
where δ is the observation error defined by
Throughout this section we assume that z δ / ∈ ker T * . We observe that equation (3.4) can be expressed in terms of F (β) as
In some applications, the Morozov principle may not be so satisfactory. We therefore consider a more general class of damped Morozov principles [8, 10] given by
where γ ∈ [1, ∞], or equivalently,
Note that the exact Morozov principle (3.5) is a special case of the damped case with γ = ∞. We now discuss the existence and uniqueness of the solutions to the exact Morozov and the damped Morozov equation. We shall make the assumption that F (0) < δ 2 /2 F (1), where
with P being the orthorgonal projection of z δ onto the closure of the range of T . The proof of the following lemma will reveal that the upper bound on δ can be replaced by 
Proof. Let us define
Due to lemma 2.2 we have 
implies the result.
Newton's and quasi-Newton's method
We now propose using Newton's method or a quasi-Newton's method to solve the damped nonlinear Morozov equation (3.6) , that is,
We know from (3.9) that
Thus computing G ′ (β) involves the evaluation of f ′ (β) that solves the equation
Newton's method for solving equation (3.6) is formulated as follows.
Newton's method. Given an initial guess β 0 , generate the Newton's sequence β 1 , β 2 , . . . , according to
where f ′ (β k ) is obtained from (3.10). As usual, this Newton's method converges quadratically. But at each iteration we need to solve for both f (β) and f ′ (β) and this seems to be a bit too expensive.
To avoid solving equation (3.10) for f ′ (β), we propose replacing f ′ (β k ) in the Newton's method by the finite difference quotient
This leads to the following.
Quasi-Newton's method. Given initial guesses β 0 and β 1 . Generate the quasi-Newton's sequence β 2 , β 3 , . . . , according to
This quasi-Newton's method has the following convergence property. Proof. We give the proof for γ = ∞. The case γ ∈ [1, ∞) can be carried out analogously. By lemma 2.1 the following constant M is finite:
Together with (3.9) for γ = ∞ this implies
By continuity of G ′ (β) at β * , there exists a constant ε ∈ (0, β * /2) such that
We can assume that
Next we show that each iterate β k generated by the quasi-Newton's method is contained in I and that β k converges to β * superlinearly provided that the start-up values β 0 , β 1 are chosen in I .
For β 2 we have by the mean-value theorem
where η 1 lies between β 1 and β * . We now bound A 1 and B 1 . By Taylor expansion we have
with ξ 1 ∈ (β 1 , β 0 ). Hence we obtain
We can bound A 1 as follows
To estimate B 1 , we use (3.15) to obtain
Thus B 1 can be bounded by using (3.13),
Combining the bounds for A 1 and B 1 , we obtain from (3.14)
By induction one can show that β k ∈ [β * − ε, β * + ε] and
Finally in the same way as (3.14), we have
Taking the limit as k → ∞, we obtain
and superlinear convergence of the sequence {β k } follows.
Two-parameter model functions
In this section we discuss a model function approach for solving the general Morozov equation (3.6) approximately. By a model function we mean a parametrized function which preserves the major properties of the non-negative function F (β) and which approximates or interpolates F (β) in a manner to be specified below. Some results for nonlinear inverse problems using model function approaches can be found in [7] , where a four-parameter model function approach was investigated. We are now going to derive a two-parameter model function approach which will be seen to perform well for linear inverse problems.
Moreover, we shall demonstrate in section 4 that a hybrid scheme based on model functions during the start-up phase and on the quasi-Newton method locally provides a very efficient method to solve the Morozov equation. To derive the model function, we make the following approximation in the equation (3.3):
where T 1 is a positive constant to be determined. Then equation (3. 3) reduces to
Solving the ordinary differential equation (3.16) we obtain
where C 1 is an integration constant. We know that F (β) is an increasing and concave function, and obviously the model function m(β) preserves these properties when C 1 < 0, and is non-negative if
Note that when the linear operator T has a dense range in L 2 ( ), then we have
and therefore
So to further simplifiy the model function m(β) in (3.17), we require m(0) = 0. Then we can write the model function as
which has only two parameters involved, and we refer to it as the two-parameter model function.
To update the two parameters C and T in the above model function and so solve the general Morozov equation (3.6) approximately, we suggest the following algorithm. Two-parameter algorithm. Set k = 0 and choose β 0 > 0.
(1) Compute F ′ (β k ) and F (β k ) using (2.6). Compute T k and C k from
(3) Solve for β k+1 the approximate Morozov's equation
In step (1) of the above two-parameter algorithm, one needs to compute T k and C k from (3.19) and (3.20) . Combining (3.19) and (3.20), we can easily find the following direct formulae for computing T k and C k :
Note that by (2.5) and lemma 2.2 the two-parameter model function in step (2) can be determined from one evaluation of (1.2) at β k . The denominators in (3.22) do not vanish as we always have
Note that equation ( 
In our examples it was never activated.
Predictions of observation errors
Most parameter-choice strategies, including in particular the Morozov principle, require knowledge of the observation error level δ. In practice, δ is often inaccessible, expensive to achieve or itself error-prone. In such situations it can be helpful to utilize some heuristic approach to estimate δ.
In this section, we propose to use the model function m(β) to obtain an estimate for δ. If the unperturbed data z are attainable by some f * ∈ X, then
and thus √ 2F (0) gives a lower bound for the error δ. In numerical implementations, we will enlarge this lower bound √ 2F (0) and use 2 √ m(0) to predict the observation error. We propose the following algorithm.
Observation error prediction algorithm. Given a ratio σ ∈ [0.5, 1] and β 0 > 0, (1) compute F (β 0 ) and F ′ (β 0 ). Then update C 1 and T 1 in (3.18) using
Find
, and C 0 (use (3.3) ). Then update C 1 and T 1 in (3.17) using
Return 2 √ m(0) as the observation error δ.
Remark 3.1. The parameter σ can always be taken to be 1. But one may obtain better results when it varies in the interval [0.5, 1).
In the first step, we need to compute y 0 and β 1 . Both y 0 and β 1 exist uniquely and are positive as the two-parameter model function m(β) in (3.18) is a concave and strictly non-decreasing function and m(0) = 0.
The first step can be run a few times, that is, when β 1 is found, set β 0 = β 1 and re-run the step. But in all our numerical implementations, at most two iterations of step (1) gave good results. In any case, β 0 is chosen significantly larger than the expected optimal β so that the corresponding evaluation of (1.2) is numerically stable. The reduction in β from β 0 to β 1 depends primarily on the concavity of m(β) and thus on the product C 1 T 1 .
The information F (β 0 ) and F ′ (β 0 ) can be saved for use in the two-parameter algorithm or the quasi-Newton's algorithm for solving the damped Morozov equation.
Numerical results for solving the Morozov equation
We now present some numerical experiments to show the effectiveness of the quasiNewton's method, the two-parameter model function approach (two-parameter algorithm) and the resulting hybrid method.
In all tables of this section, β opt stands for the optimal β value which achieves the minimum for f (β) − f * L 2 ( ) , it is computed as follows. We first compute the L 2 -norm error for 200 uniformly distributed β-values in the interval [10 −7 , 10 −3 ] to find an approximate optimal β, denoted byβ, then a much smaller interval includingβ is chosen to compute an accurate β opt . β M stands for the solution of the general Morozov equation (3.6). It can be determined by means of a bisection algorithm, for example. In the tables Iter denotes the required number of iterations of the specified algorithm to achieve the listed β values.
Example 1. Consider the following two point boundary value problem
We take the coefficient function q(x) and the observation data z of u as
and then the source term f (x) which is to be recovered can be obtained from the above differential equation,
We assume that the available observed data are the superposition of the error free data z and the sinusoidal noise: z δ (x) = z(x) +δ sin(1.5π(2x − 1)). In our implementations, we use piecewise-linear finite element method to solve the elliptic problem (4.1) and the variational equation (1.3) satisfied by the optimal f (β). For this purpose, we first partition the domain = (0, 1) into N equally distributed subintervals and then define V h to be the continuous piecewise-linear finite element space associated with the partition, and h = 1/N. Let V h 0 be a subspace of V h with functions vanishing at two endpoints x = 0, 1. Then the finite element approximation f h (β) of f (β) is formulated as follows. Find f h (β) ∈ V h such that
for all v ∈ V h 0 . In tables 1-4, we present some of the numerical results with different noise parameterŝ δ and N = 20. Table 1 gives the optimal β values as well as the β values computed from the exact Morozov equation (γ = ∞):
We can see that the Morozov principle gives very accurate approximations to the optimal β values for the considered example. Table 2 shows the numbers of iterations of the quasi-Newton's method with the initial guess β 0 = 10 −3 . It takes about 5-7 iterations for the method to converge to the exact solution of the Morozov equation. The stopping criterion for the quasi-Newton iteration and also for the two-parameter iteration is chosen as |β k+1 − β k |/β k+1 10 −2 . If the initial guess β 0 is too rough, say 0.1, the iteration may diverge. This is consistent with the local convergence of the quasi-Newton's method. Table 3 shows the convergence of the two-parameter algorithm discussed in section 3.3, with a very rough initial guess β 0 = 0.1. The second row contains the β values obtained at the second iterations. We observe that the algorithm gives very good approximations to the solutions of the Morozov equation after only two iterations. But afterwards the convergence of the algorithm becomes much slower. The last two rows of table 3 give the numbers of iterations required for the algorithm to converge to the exact solutions of the Morozov equation. The corresponding β-values are shown in the third row.
Many additional numerical experiments have confirmed the convergence phenomena we have seen above about the quasi-Newton's algorithm and the two-parameter model function algorithm. The former converges faster than the latter but only locally, i.e. one has to start at a very good initial guess. The two-parameter model function algorithm converges very fast during the first few iterations and then it slows down. How about combining the advantages of these two algorithms? What will happen if we take the approximate β values obtained from the first or second iterations of the two-parameter algorithm as the initial guesses of the quasi-Newton's method? The results are very positive. Table 4 gives the numbers of iterations for the quasi-Newton's algorithm to converge to the exact solutions of the Morozov equation, when the second iterates from the two-parameter algorithm have been taken as initial guesses. One can see that it then needs only two or three iterations.
Example 2. We consider the following two-dimensional elliptic problem
We use the piecewise-linear finite element method to discretize the Neumann boundary value problem (4.2), (4.3) with triangular elements of uniform mesh size h = 
The integrals involved on each element for computing the coefficient matrix were done by the quadrature rule which takes the average of three midpoint values on three sides of the element. The resulting stiffness matrix is denoted as A.
To approximate the optimal f (β) which minimizes the real function F (β) defined in (2.5) for a fixed β we use
where f h = f h (β). Let M be the N by N mass matrix, i.e. M = (m ij ), m ij = (φ i , φ j ). Then equations (4.4) and (4.5) can be written algebraically as follows
where f and u(f ) are vectors consisting of the nodal values of f h (β) and u h (f h ) respectively. Similarly z δ , g and u(g) represent the nodal values of z δ , g and u(g). By substituting the second relation into (4.6) into the first one and making some simple re-arrangements, we arrive at
Solving this equation is usually very expensive as it involves the inverse of A which is ill-conditioned. Instead we multiply both sides of the equation by AM −1 and obtain another equivalent form:
This equation is easier to solve than the previous one as one can show that M −1 is wellconditioned. However, it is still expensive to obtain this inverse. To make the computation more efficient while keeping the same finite element accuracy, we compute the mass matrix using the lumped mass approximation, namely its entries m ij are evaluated as follows
where h is the standard finite element interpolant associated with V h and the summation is done over at most two elements K's on which the product φ i φ j does not vanish. This results in a diagonal mass matrix M so that solving equation (4.7) becomes much cheaper. In real implementations, the algebraic system (4.7) can be solved very efficiently by using domain-decomposition-based or multilevel-method-based preconditioned iterative methods (cf [3, 2] ). In our computations we solved the algebraic system by the conjugate gradient method. Tables 5-8 The noisy data were assumed to be of the form
The exact source term f (x, y) to be recovered is the right-hand side function of equation (4.2) using the given coefficients q(x, y), c(x, y) and the exact observation u(x, y). Table 5 gives the optimal β values and the β values computed from the exact Morozov equation (γ = ∞): Table 7 . Convergence of the two-parameter algorithm with β 0 = 0.1. We see that the Morozov principle again gives very accurate approximations to the optimal β values for the considered example. Table 6 gives the number of iterations of the quasiNewton's method with a very close initial guess β 0 = 10 −4 when it converges to the given β values. For this example the quasi-Newton algorithm still converges with β 0 = 0.1 but the number of iterations is more than doubled compared with β 0 = 10 −4 . Table 7 gives the convergence of the two-parameter algorithm discussed in section 3.3, with a very rough initial guess β 0 = 0.1. The second row contains the β values obtained at the second iteration. We observe that the algorithm gives already very good approximations to the solutions of the Morozov equation after only two iterations. However, then the convergence slows down during the subsequent iterations. The last two rows of table 7 give the converged β-values and the number of iterations that are required to reach them.
Just as in example 1, the current example again demonstrates the local convergence of the quasi-Newton algorithm and the global convergence of the two-parameter model function algorithm. When we combine the advantages of the two algorithms, we can speed up the whole iterative process. Table 8 gives the numbers of iterations for the quasiNewton algorithm to converge to the exact solutions of the Morozov equation, when the second iterates from the two-parameter algorithm were taken as initial guesses. One needs only three or four iterations to reach the stopping criterion. In practical implementations, we do not need such accurate results. Only one or two quasi-Newton's iterations will give very satisfactory results.
Example 3 (cf [6]).
Traditional agricultural fields are often watered from elevated irrigation canals by removing a solid gate from a weir notch. Suppose that the depth of water in the canal is h and the notch is symmetric about a vertical centre line (cf figure 1) . By Torricelli's law (cf [6] ), the volume of flow per unit time through the notch is
where g = 9.80 m s −2 is the gravitaional constant and x = f (y) specifies the shape of the notch. Suppose that one wishes to design a notch so that this quantity is a given function z(h) of the water depth in the canal (or equivalently suppose one wants to determine the shape f from observations of the flow rate z(h)). Then one is led to solve the following integral equation In our numerical implementation, we take the following true parameter function f (y) = e −y (2π cos(πy) + (π 2 − 1) sin(πy)) and the observation function z(h), h ∈ [0, 1], was computed using formula (4.8). Then we add noise to the observation data as follows
To evaluate the integrals involved, we divide the intergal [0, 1] into n = 20 subintervals, and on each subinterval the trapezoidal rule is used.
For this example, we use the damped Morozov principle:
since the exact Morozov principle (γ = ∞) behaves very disappointingly, compared with the previous boundary value inverse problems (examples 1 and 2). It overestimates the optimal β values about 15-40 times when the noise level ranges from 1% to 10%, see table 9 . When we take γ ∈ [1, 2] , all the results are acceptable, except for smaller noise level ( 1%), see table 10 for γ = 1. The optimal γ seems to be around 1.4. Table 12 gives the β values obtained with γ = 1.5. Compared with the optimal β values in table 9, they are about 2-5 times larger than the optimal β's. While this is quite satisfactory, one can achieve much more accurate results with γ = 1.2 or γ = 1.3, see table 13 for γ = 1.3. Table 11 shows the optimal β values and the corresponding minimium L 2 -norm distance between f (β) and the true parameter f . Table 12 contains the β values given by the Morozov principle and their corresponding relative L 2 -norm errors. Comparing table 11  with table 12 , we can see that the β's obtained by the Morozov principle are about 2-5 times larger than optimal ones but the corresponding L 2 -norm errors are quite close, just about 1.3-1.5 times larger than optimal L 2 -norm errors. The convergence of the Newton's method for finding the solutions of the Morozov equations with γ = 1.5 is shown in table 14. One can see that it takes usually just 3-5 iterations to obtain the Morozov's solutions with very good accuracy.
Finally, table 15 shows the iteration numbers for the convergence of the two-parameter algorithm to the solution of the corresponding damped Morozov equation for different parameters γ (cf tables 9-13), with a very rough initial guess β 0 = 0.1. Note that the algorithm performs very well for a very large range of γ . 
Numerical predictions of observation errors
All the numerical results of the last section assumed the availability of exact observation errors δ in the exact or damped Morozov equation. However, in practical applications, the noise level may not be accessible. We now report some numerical results on the performance of the observation error prediction algorithm proposed in section 3.4. The examples considered here are the same three examples as those chosen in section 4. Tables 16-18 give the exact observation errors and the predicted ones using the observation error prediction algorithm. The numerical methods and the quadrature rules are the same as those used in section 4. The parameter σ required in the algorithm is taken to be 1.0 in all three examples, and the initial β 0 is chosen to be 10 −3 for example 1, 10 −4 for example 2, and 0.1 for example 3 respectively. For example 2, we have iterated step (1) of the algorithm twice (see remark 3.1) while only once for examples 1 and 3. From these three examples, we can see that our observation error prediction algorithm appears to work well. The predicted observation errors are all of the same magnitudes as the exact ones.
One may adjust the parameter σ and even the factor 2 in the predicted observation error formula 2 √ m(0) to obtain much better results. However, these choices must be based on programmers' experience for a concrete applied problem. Tables 19-21 give the β-values obtained by the Morozov principle with the exact observation error δ replaced by the estimated error 2 √ m(0). We observe that the estimated β-values are all of the same order as the optimal ones. We have also run the quasi-Newton Table 20 . β-values given by Morozov equation (γ = ∞) with estimated δ for example 2. iteration and two-parameter algorithm when δ is replaced by 2 √ m(0), the convergence behaviours of the two algorithms are exactly the same as in the case with the exact δ, so we do not present those numerical results here. From tables 19-21, we find that the results seem a bit worse for example 3. However, if we compare their corresponding L 2 -norm errors, there are no essential differences, see table 22 for the L 2 -norm errors obtained by using optimal β-values and the estimated β-values from Morozov equation (γ = 1.3) with the exact observation error δ replaced by 2 √ m(0).
