The Taylor expansion of the incoherent optical transfer function with respect to defocus is a valuable tool in the design and analysis of computational imaging systems. It efficiently describes the behavior of the system near best focus and beyond. Formulas for computing the coefficients in this expansion are derived and shown to be amenable to efficient digital calculation. Their application to the design of phase masks for systems insensitive to defocus aberrations and for systems that estimate object range are explored.
Background
In the past correcting optical systems for focus and focus-related aberrations required adding elements, complexity, and cost to the system to directly capture a focus-insensitive image at the image plane. The size and cost penalties for equivalent performance were greatly reduced with the advent of wavefront coding, a process in which a focus-insensitive image is recovered after digital processing of a captured image encoded by a mask at the pupil. The mask usually modifies either the amplitude [1, 2] or phase [3] of the pupil so that the resulting point spread function (PSF) blurs the image in a manner that is insensitive to misfocus and, thus, allows identical signal processing to be used to deconvolve the image from the known PSF for all values of misfocus. Increased depth of field is the result.
The inverse application is depth or range estimation via measuring the change in the PSF due to defocus. Sensitivity to defocus is obviously the goal here. Although depth estimation has been demonstrated with traditional lenses with clear apertures [4] , an innovative improvement presented in [5] used diffractive optics to create a PSF that rotates with defocus. As in the previous case, this effect can be created with phase or amplitude masks.
Such systems that engineer the pupil function to enable the achievement of some task with the aid of signal processing are known as computational imaging systems. Concise representations of how the optical transfer function (OTF) and PSF vary with misfocus are necessary for analysis and design in this new paradigm. In this regard phase-space transformations have proved invaluable. The description of the OTF with varying misfocus by the ambiguity function has pointed the way to groundbreaking designs of both amplitude [1] and phase masks [3] . Likewise, the Wigner and Radon-Wigner distributions have provided corresponding representations of the PSF [6] [7] [8] . The drawback of these techniques is that they are most easily applied to the analysis of separable systems, i.e., one-dimensional pupils. Furthermore, they are not well suited for use in nonlinear optimization algorithms. Other metrics, such as Fisher information measures [9] , have proved more useful in this arena, though they typically incur significant computational costs.
Castañeda et al. have previously demonstrated the utility of the Taylor expansion of the OTF with respect to (w.r.t.) misfocus at zero misfocus in the design of computational imaging systems [1] . The lowest degree term in the Taylor expansion determines the performance of the system near best focus. Oddpower terms in the expansion disappear under certain symmetries, which is advantageous for systems insensitive to defocus. In [1] coefficients for individual terms in the expansion were expressed as moments of the autocorrelation of the pupil function. The expressions in this form are not easily calculated digitally.
In [10] the author derived a computationally efficient expression for the quadratic Taylor coefficient. In Section 2 this derivation will be expanded to give, to my knowledge, novel closed-form expressions for all Taylor expansion coefficients that take the form of FTs of spatial derivatives of the coherent impulse response (CIR). The fast FT and the approximation of spatial derivatives by simple differences of adjacent elements allow these expressions to be calculated efficiently. Following the derivation, the possible impact by the even-power Taylor expansion terms beyond the quadratic on the design of phase masks for systems insensitive to defocus will be briefly discussed. Finally, the use of the odd-power Taylor expansion terms in the design of systems in which sensitivity to defocus is desired will be explored. A design method for a system to estimate range based on rotating OTFs will be presented.
Derivation
The generalized pupil function must first be put in a normalized form in order to derive the defocus Taylor expansion of the OTF. Thus, let Γðx; yÞ be a generalized pupil function that has a constant magnitude of 1 (only the phase varies) over a circular support of radius R (or half the support width for noncircular apertures). Also, let Hðf X ; f Y ; τÞ be the resulting OTF of the optical system as a function of the misfocus parameter τ. H is related to the autocorrelation of Γðx; yÞ expð−jτ½x 2 þ y 2 =R 2 Þ, with τ being defined for later convenience by the following relation [11] :
where λ is the operating wavelength, f is the effective focal length of the system, d i is the distance between the second principal plane and the image plane, and d o is the distance between the object plane and the first principal plane. Finally, let Pðx; yÞ be a convenient normalization of Γðx; yÞ so that P has unit power and unit radius, or Pðx; yÞ ¼ ð1= ffiffiffi π p ÞΓðRx; RyÞ. The derivation is equally applicable to cases where the magnitude of Γ varies as in amplitude apodization. Simply replace the factor ffiffiffi π p with ð R R ΓðRx; RyÞΓ Ã ðRx; RyÞdxdyÞ 1=2 in the pupil normalization.
For any function f ðx; yÞ the ambiguity function of f , or A f, is defined as A f ðα; β; a; bÞ
where f Ã is the conjugate of f . In [12] it is shown that the defocus OTF is related to the ambiguity function of the normalized pupil function by
where u and v are normalized frequency coordinates defined as u ¼ λd i f x =R and v ¼ λd i f Y =R. Owing to the unit-power normalization of P, the standard OTF normalization of unity at the spatial frequency origin is guaranteed for all τ in Eq. (3). Applying Parseval's relation to Eq. (2) results in the following alternate form for A f [13] :
A f ðα; β; a; bÞ
wheref is the FT of f . This expression for the ambiguity function has the same form in the Fourier domain as Eq. (2) except that the roles of ðα; βÞ and ða; bÞ are reversed. Thus, Eq. (3) implies that the dependence of the OTF on τ in the alternate form appears in the instantaneous autocorrelation term Pðr þ a=2; s þ b=2ÞP Ã ðr − a=2; s − b=2Þ and that the shift disappears when τ ¼ 0. The FT of P is the CIR for best focus at the focal plane of the system, which will be designated hðr; sÞ. The PSF for best focus at the focal plane is the magnitude squared of h. Combining Eqs. (3) and (4) leads to the following expression for the OTF as a function of misfocus:
The Taylor expansion of the OTF w.r.t. to misfocus at zero misfocus takes the following familiar form:
By taking successive derivatives of Eq. (5) w.r.t. τ and setting τ to zero, expressions for the polynomial coefficients in Eq. (6) can be obtained. In fact, carrying out the derivatives reveals that
where
min A ¼ maxð0; l þ m − kÞ, max A ¼ minðm; lÞ, and F −1 fg is a two-dimensional inverse FT operation. See Appendix A for an outline of the derivation of Eq. (7) from Eq. (5). For one-dimensional pupils Eq. (7) reduces to the following expression:
The partial derivatives of H w.r.t. defocus at zero defocus can be efficiently arrived at by calculating the complex pupil function only once at zero defocus, taking two fast FTs, and performing a series of sum and product operations. Also, note that many terms in the braces in Eqs. (7) and (8) are complex conjugates of one another and can be combined to reduce the number of operations.
Defocus Sensitivity Optimization

A. Increasing Depth of Field
The above expressions for the defocus Taylor expansion of the OTF are pertinent to incoherent imaging in general. Their mathematical implication for the design of defocus-insensitive systems via wavefront coding will now be explored. Wavefront coding is a method that employs a phase mask of the form expðjθðx; yÞÞ at the pupil to yield a PSF that blurs the image in a manner invariant to object distance such that identical postprocessing can be applied over a large range of defocus to recover an image of high fidelity. In [1, 9] it was shown that the oddpower coefficients in Eq. (6) disappear for odd-parity phase masks θðx; yÞ that are invariant in an x↔y exchange operation and are odd under coordinate inversion, or θð−x; −yÞ ¼ −θðx; yÞ. It is obviously desirable for focus-insensitive systems that the linear Taylor term disappear to suppress sensitivity to defocus near best focus. Thus, these designs are characterized by the even-power Taylor terms with the lowest power term being quadratic. Even though the quadratic term in the Taylor expansion should dominate the sum only near zero misfocus, optimization algorithms used in designing wavefront coding systems can produce satisfactory results by taking into account only this term. As described in detail in [10, 14] , I presented design methods using the E norm (same as the Frobenius norm) of the quadratic Taylor coefficient given by Eq. (7) with k ¼ 2 as the metric for defocus insensitivity in a cost function used to optimize imaging systems. It was noted that frequently, though not always, the relative sensitivity of phase masks at even large values of misfocus can be predicted well by their behavior near best focus. One reason is that focusinsensitive designs demonstrate the favorable property that higher-order terms are small in norm and are slow to make an impact on H as τ increases. For example, experience indicates that the E norm of the difference between the OTF at a misfocus of τ with the OTF at best focus, or ∥Hðu; v; τÞ − Hðu; v; 0Þ∥ E , tends to be purely quadratic up to misfocus values of at least 1 and sometimes larger for focusinsensitive designs.
Small norms of the Taylor coefficients of all orders are due in part to a known property of focusinsensitive systems, namely, that the CIR h tends to have increasing support (closure set of the spatial domain over which h is nonzero) and smoothness with decreasing focus sensitivity [15] . The form of the expressions in Eq. (7) explains this relationship. With reference to Eq. (7) the kth-order Taylor coefficient depends on the inverse FT of the kth-order spatial derivative expressions of h (quantity inside F −1 fg) multiplied by the frequency variables u and v raised to the combined kth power, or u m v k−m . Multiplication by u m v k−m modulates the energy of the inverse FTs of the spatial derivative expressions of h. The energy is severely attenuated near the normalized frequency origin where juj; jvj ≪ 1, increasingly so for higher powers of u and v, and amplified at large frequencies where juj; jvj > 1. As long as the result of F −1 fg in Eq. (7) has a small support concentrated near the origin, the norm of the coefficient should be small. Increasing the support of h generally enlarges the support of its spatial derivatives and the spatial derivative expressions in Eq. (7). The result of F −1 fg in Eq. (7) will then have a smaller support because of the inverse relationship between the sizes of supports in the spatial and Fourier domains. Furthermore, since the spatial derivative expression in Eq. (7) cannot have energy at high spatial frequencies owing to amplification of the inverse FT by u m v k−m , h must be smooth to prevent small variations from being amplified by the spatial derivatives. Thus, a smoother h with larger support tends to reduce the norms for higher-order coefficients. This property also means that the spatial derivatives of h in Eq. (7) are well approximated by simple numerical estimates of derivatives, even for high orders, for focus-insensitive systems.
Another mitigating factor for terms beyond the quadratic is that each Taylor coefficient of an even-power term tends to be opposite in sign to the preceding even-power coefficient over most of the spatial frequency plane. The cause is that these coefficients ultimately depend on even-order spatial derivatives of h, which usually has oscillatory real and imaginary parts. An oscillatory function around zero, such as a sine function, tends to have a curvature, or second derivative, that is opposite in sign to the value of the function. For 
The pattern continues for all even k. Interestingly this example also illustrates the limiting case for increasing the support and smoothness of h. Inverse Fourier transforming a constant is an impulse, which is zero everywhere but the origin. Thus, the coefficients in this case would be zero for all spatial frequencies except at the origin where they are the indeterminate product of AE∞ and 0 raised to the kth power. In any case, as a higher-order even term becomes nonnegligible with increasing τ, it initially tends to dampen the preceding even term. A more practical example follows. In Fig. 1 the actual ∥Hðu; v; τÞ − Hðu; v; 0Þ∥ E calculated by aberrating the pupil by the appropriate defocus τ is plotted for three masks that were optimized for defocus insensitivity by using the quadratic Taylor coefficient metric in [10] . These plots are an approximate indication of how rapidly the OTFs are changing with defocus. As expected, the plots are purely parabolic for small τ up to about 3, indicating that the terms in Eq. (6) that are of higher order than the quadratic are insignificant in this range, or ∥Hðu; v; τÞ − Hðu; v; 0Þ∥ E ≈ ∥ ∂ 2 Hðu; v; 0Þ
Furthermore, the E norms of the quadratic Taylor coefficient given in Table 1 correctly predict the relative positioning of the curves. The OTF of mask 1 changes most rapidly for small τ, and the OTF of mask 3 the least. However, as τ increases to moderate values, the curve for mask 2 clearly suggests that its OTF is changing more slowly than the other two as higher-order terms become significant. One reason, as shown in Table 1 , is that its quartic Taylor coefficient simply has the smallest E norm. Furthermore, the quartic Taylor coefficient for mask 2 appears to better cancel its quadratic term, as suggested by the change in the sign of the curvature of the mask 2 plot that is not apparent in the other two plots. The change in curvature is due to a cancellation effect propagating through many terms. Figure 2 shows binary mappings that are white where the real part of the quartic coefficient is opposite in sign to the real part of the quadratic coefficient in the spatial frequency plane for 2(a) mask 1, 2(b) mask 3, and 2(c) mask 2. A gray-scale plot of the magnitude of the quartic Taylor coefficient for mask 2 is shown in Fig. 2(d) , with white being maximum. As expected, the coefficients generally have opposite signs over the majority of the spatial frequency plane for all three masks, but the sign relationship is more pronounced for mask 2. In fact, the percentage of the frequency domains of the coefficients in which the signs are opposite is 80.2% for mask 1, 80.6% for mask 3, and 83.8% for mask 2. Comparison of Fig. 2(c) with Fig. 2(d) indicates that the quartic coefficient for mask 2 generally has an opposite sign to the quadratic coefficient where the magnitude of the quartic coefficient is largest, too.
The properties of the curves in Fig. 1 for large τ are suggested by the properties of the quartic coefficients shown in Table 1 and Fig. 2 . Thus, including higherorder terms in metrics for design algorithms like those in [10, 14] promises the possibility of enhanced optimization for a larger defocus range in future research. For example, the cost function to be minimized for design optimization could simply include [10, 14] for full discussions on how to incorporate defocus insensitivity metrics into design optimizations to accomplish specific imaging tasks.
B. Range Estimation
The basis behind rotating PSFs is that the transverse distribution of coherent light composed of a linear combination of certain Gauss-Laguerre (GL) modes will rotate in response to diffraction [16] . The mathematical definition of these modes is described in [16] . In [5] diffractive optics were employed to create systems whose CIR could be described by these GL modes. The rotating PSFs that were created have increased resolution w.r.t. range estimation because they have nonvanishing linear dependence on defocus, unlike traditional lenses with clear pupils. Therefore, optimizing on the linear coefficient in the defocus Taylor expansion and other odd terms should lead to enhanced systems. The oddpower coefficients are important in this application because they allow discrimination between positive and negative defocus and, thus, the direction of the range estimation from the best-focus plane. Nonetheless, it should be noted that the even-power Taylor coefficients will not disappear.
The design methodology proposed in this paper begins with estimating the CIR of a system with a linear combination of GL modes that satisfy the rotating PSF constraint. Specifically, let the estimatẽ h of the exact CIR, or h, be described bỹ
where hi; ji are the GL modes at their beam waist and a k will be the design parameters. The generalized pupil function is obtained by taking the inverse FT ofh and cropping the result by the aperture of the lens. The beam waist of the GL modes can be chosen so that the cropping has a negligible effect on the calculation. The exact h is then the FT of the pupil function and is well approximated by Eq. (11). It and its magnitude squared, the PSF, will rotate because of the quadratic phase at the pupil induced by changing defocus. Owing to the properties of the FT, the OTF rotates if the PSF rotates. Ultimately the resolution of depth estimation by defocus depends on the rate of change of the PSF-OTF with defocus. In other words, if the magnitude of the first derivative of the OTF w.r.t. defocus is larger, the resolution for depth estimation should improve. The kth-order coefficients of the defocus Taylor expansion of dHðu; v; τÞ=dτ about τ ¼ 0 are proportional to the (k þ 1)-order coefficients given by Eq. (7). Therefore, systems with higher sensitivity to depth should have defocus Taylor coefficients with larger norms. Optimization for this task can be carried out by maximizing the norms of the odd-power Taylor coefficients of H. In [5] depth estimation was calculated via measuring the rotation of the system PSF. To obtain the PSF from the image a deconvolution step must be executed, since the captured image is the magnified object convolved with the system PSF [11] . The deconvolution is carried out in the spatial frequency domain. An estimate of the object frequency response is, therefore, a requisite. The object power spectrum used in this step must be either known beforehand or obtained from a simultaneous in-focus image. In the proposed algorithm depth estimation will be calculated from the OTF rather than the PSF, which will still require a deconvolution step.
Depth estimation by OTF offers us several advantages. First, spatial frequencies of the OTF are recoverable by deconvolution only where the product of the OTF with the object frequency response is above the noise level. Thus, all other spatial frequencies are useless for depth estimation. Basing the estimation on the OTF allows the calculation to be confined to spatial frequencies near the origin that are expected to have higher signal-to-noise ratios for typically lowpass object spectrums. Increased robustness to noise should follow. If the object is known beforehand, it may even be possible to confine the defocus-estimate calculation to spatial frequencies of the OTF where the object power spectrum is flat near its maximum. In that case deconvolution may not be necessary, but that is an area of ongoing research. The second advantage of the OTF derives from the form of the expressions in Eq. (7). These expressions give the Taylor coefficients over the entire frequency plane. Optimization can be tailored to the spatial frequencies involved in the estimation algorithm.
The specific method proposed for estimating range in subsequent simulations takes advantage of the rotation of the OTF rather than the PSF. In particular, the projection of a narrow annulus near the origin of the magnitude of the estimated OTF is calculated to give a function Iðθ; τÞ of the angular polar coordinate in the frequency plane, or
where ρ and θ are polar coordinates in the spatial frequency plane, and ρ l and ρ u are the minimum and maximum radii bounding the annulus. The dominant, though not sole, effect of defocus on this projection is to cause it to circularly shift. Iðθ; τÞ is a circular shift of Iðθ; 0Þ if H rotates with defocus. The actual defocus estimate is performed by a seven-layer neural net. A neural net is trained by minimizing the error in estimated defocus when input a training set of noise-free Iðθ; τÞ calculated in small increments of defocus. Thus, no rotation is ever explicitly calculated. When the defocus parameter is estimated, the neural net may use other discriminators of defocus in the structure of Iðθ; τÞ besides shifting that are not obvious. Thus, it can take full advantage of enhanced optimization in the sensitivity of the OTF to defocus. For measurements of defocus the input to the neural net is the one-dimensional, discrete vector representation of Iðθ; τ o Þ for 0 < θ < 2π calculated by Eq. (12) from the estimated OTF under a defocus of τ o . The output of the neural net is hopefully the scalar τ o . The range estimate is related to the defocus estimate by Eq. (1) with d o representing the object range. The cost function employed for nonlinear optimization in the proposed design method contains three terms. Two terms are the E norm of the linear ð∥∂Hðu; v; 0Þ=∂τ∥ E Þ and cubic ð∥∂ 3 Hðu; v; 0Þ=∂τ 3 ∥ E Þ Taylor coefficients calculated over a small band of the frequency plane near the origin bounded by ρ l and ρ u . Another term is added to take into account the transmission of the pupil. For the transmission calculation the pupil function calculated from Eq. (11) is normalized to have a maximum magnitude of 1. A transmission efficiency was defined by integrating the magnitude of the pupil function and dividing by the corresponding integration of a clear pupil. The total cost function is the weighted sum of these three terms. It is maximized by a Broyden-Fletcher-Goldfarb-Shanno quasi Newton method over the design parameters a k .
The starting point for the optimization was equal superposition (ES) of the modes, or a ¼ ½1; 1; 1; 1; 1; 1. Manipulating the weights yielded two designs that had interesting properties. Their coefficients are as follows: The first design, a 1 , had an emphasis on large norms for the Taylor coefficients, whereas the second design, a 2 , gave more weight to transmission efficiency. Table 2 lists the values for the metrics of the two designs and the ES case. The Taylor coefficient norms are given for the E norms used in the cost function calculated over the limited band in the frequency plane and also for the E norms calculated over the entire frequency plane. Judging from the norm of the linear coefficient calculated over the entire frequency plane, a 2 does not appear to be a significant improvement over ES. As will be seen, however, the norms based on the limited band in the frequency plane correctly predict that it is a major enhancement when used in the proposed algorithm for estimating range. In addition to enhanced performance, both designs had improved transmission.
A measure of the potential of a design for range estimation is the Fisher information (FI) w.r.t. defocus. The inverse of the FI is related to the lower bound on the variance of all unbiased estimators of the unknown parameter, which is defocus in our case. A larger FI, thus, indicates a better potential estimator of defocus. The expression for the FI, denoted J, is as follows [5] : where E½ is the statistical expectation operator, K is the normalized PSF, and p ðx;yÞ ½Kðx; y; τÞ is the probability density function of K at the position ðx; yÞ in the focal plane under defocus τ. It should be noted that Eq. (15) perforce takes into account all spatial frequencies and is not necessarily an ideal predictor of performance in the proposed algorithm. Figure 3 shows J plotted over the defocus range of −10 < τ < 10 for a 1 , a 2 , and the ES case. All PSFs in the calculation of J were normalized to integrate to 1 for unity power, and additive Gaussian noise was assumed. Note that this normalization actually underestimates the FI for a 1 and a 2 because they have higher transmission efficiencies than ES. Under the given assumptions Eq. (15) Under equal illumination higher transmission efficiency would correspond to higher power at the focal plane, which would have the effect of scaling K and its derivative. Since the linear Taylor coefficient characterizes the derivative of the OTF and, thus, the PSF at best focus, the relative values of the FI for the systems at zero defocus are in agreement with the norm of the linear term measured over the entire frequency plane, as given in Table 2 . Although its FI is slightly less at the origin, a 2 represents an improvement in potential over ES for almost the entire range of defocus, and a 1 is a significant enhancement in potential.
As previously discussed, a measurement on the OTF, not the PSF, is proposed to estimate depth. The variation of the OTF, or H, with defocus is more directly related to the proposed algorithm. Figure 4 (a) plots ∥Hðu; v; τÞ − Hðu; v; 0Þ∥ E with the E norm calculated over the entire frequency plane and H normalized to be unity at the spatial frequency origin, which is equivalent to the normalization of K in the calculations for Fig. 3 . Unlike the focusinsensitive systems in Fig. 1 , the curves are clearly dominated by the linear Taylor term for small τ up to about 3, or ∥Hðu; v; τÞ − Hðu; v; 0Þ∥ E ≈ ∥∂Hðu; v; 0Þ= ∂τ∥ E τ. In fact, like the quadratic term for defocus insensitivity, the linear term appears to be a good indicator of potential performance for a large range of τ. However, note the change in vertical scale at equivalent τ for the focus-insensitive designs in Fig. 1 and the focus sensitive designs in Fig. 4(a) . Not surprisingly, the results in Fig. 4(a) are similar to Fig. 3 . The curves suggest that the OTFs for a 2 and ES have similar rates of change for small τ, but the OTF of a 2 changes more rapidly as τ increases. This result was predicted by the norms in Table 2 calculated over the entire frequency plane. Likewise, the OTF for a 1 has the highest rate of change. Figure 4(b) plots the same function with the exception that the E norm is calculated over the band in the spatial frequency plane that was used in the design optimization, as well as for measurement of depth estimation. The OTF for a 2 clearly looks to have a higher rate of change with τ in the spatial frequencies of interest than that of the ES case, as predicted by the norms in Table 2 restricted to the spatial frequencies of interest. Therefore, it should not be surprising to find that tailoring the optimization to the spatial frequencies of interest should result in enhanced performance.
The relative performance of the three systems was next tested in a simulation. Gaussian noise at varying signal-to-noise ratios (SNRs) was added to the image of coins shown in Fig. 5(a) . These noisy test images were convolved with the system PSFs for a range of defocus to create simulated images. A regularized Wiener filter calculated by using the power spectrum of the noise-free test image served as a deconvolution filter. It was used to deconvolve the system OTF from the simulated images to get noisy estimates of Hðu; v; τÞ. Iðθ; τÞ was calculated from the noisy estimates of H and then input to the respective neural nets trained separately for each system. The neural net output was the estimated defocus. Fig. 3 . Normalized Fisher information J versus misfocus τ is plotted for design parameters a 1 , a 2 , and ES. Plots were normalized by a common factor so that the maximum possible FI equals 1. Fig. 4 . ∥Hðu; v; τÞ − Hðu; v; 0Þ∥ E versus misfocus τ plotted for the systems with design parameters a 1 , a 2 , and ES with the E norm calculated (a) over the entire frequency plane and (b) within a restricted band near the spatial frequency origin.
While keeping the SNR constant, this process was repeated over a range of defocus values with 50 trials of different noise realizations at each value of defocus. A vector of estimated defocus values over a range of defocus was, thus, created for a particular SNR. Plots of the mean square error (mse) between this vector of values and the vector of actual defocus values as a function of SNR are shown in Fig. 5 . Simulations were conducted for the following ranges of τ: ð−1; 1Þ in Fig. 5(b) , ð−4; 4Þ in Fig. 5(c) , and ð−10; 10Þ in Fig. 5(d) .
As predicted by the cost function tailored to the algorithm, both designs generally perform much better than the ES case, especially as noise increases. The exception is a 1 over the defocus range of ð−10; 10Þ in Fig. 5(d) . This plot is misleading, but it does represent a disadvantage of this design. The large derivative of the OTF w.r.t. defocus for this design follows from most of its energy's being concentrated in a barbell-shaped region that spins around the origin with changing defocus. The magnitude of its OTF is shown in Fig. 6 at best focus. This concentration of energy makes it sensitive to the support of the power spectrum of the object. If the barbell spins into a position where the object power spectrum has little energy, then a great deal of the energy in the estimated OTF will be below the noise level after deconvolution. The estimated Iðθ; τÞ will differ greatly from the noise-free Iðθ; τÞ used in training the net. This effect caused a blind spot for a τ of about 7 when the barbell was approximately aligned at AE45°w.r.t. the vertical frequency axis, as shown in Fig. 7 . Note in Fig. 7 that nulls of the magnitude of the OTF are prominent along the axes where the energy in the object power spectrum due to vertical and horizontal lines is frequently high. Though the errors in defocus estimate were very small throughout the vast majority of the defocus range, the error was very high around τ ¼ 7, which skewed the mse. The blind spot would limit the usable range of this system. The higher transmission efficiency of a 2 was a result of its energy's being more evenly distributed throughout the spatial frequency plane. This distribution also made it less sensitive to the distribution of the object power spectrum. It had a more consistent performance throughout the defocus range, whereas the performance of a 1 oscillated between greater extremes. Design a 2 would be a better choice for estimating depth for arbitrary objects over a large misfocus range, whereas design a 1 , biased at a minimum, would be a better choice for high depth resolution over a smaller defocus range. 
Conclusions
Formulas have been described for the coefficients of the defocus Taylor expansion of the OTF for both oneand two-dimensional pupils. These expressions are applicable to incoherent imaging in general and can be computed efficiently with the fast FT. The form of these expressions elucidates many properties of wavefront coding systems, such as increasing support size and smoothness of the PSF with decreasing sensitivity to defocus. The lowest-order terms of the expansion are also well suited for nonlinear optimization algorithms used in the design of these systems. Likewise, these expressions are effective tools for the optimization of systems designed to be sensitive to defocus in order to estimate range from images. Enhancement can be tailored to the spatial frequencies of interest in an imaging task.
