Let a physical body in R 2 or R 3 be given. Assume that the electric conductivity distribution inside consists of conductive inclusions in a known smooth background. Further, assume that a subset ⊂ ∂ is available for boundary measurements. It is proved using hyperbolic geometry that certain information about the location of the inclusions can be exactly recovered from static electric measurements on . More precisely: given a ball B with center outside the convex hull of and satisfying (B ∩ ∂ ) ⊂ , boundary measurements on with explicitly given Dirichlet data are enough to determine whether B intersects the inclusion. An approximate detection algorithm is introduced based on the theory. Numerical experiments in dimension two with simulated noisy data suggest that the algorithm finds the inclusion-free domain near and is robust against measurement noise.
Introduction

Dirichlet-to-Neumann Map
Let be a bounded open set with smooth boundary in R d with d = 2, 3, and consider the following boundary value problem:
(1.1) ∇ · (γ (x)∇v) = 0 in , v = f on ∂ .
The above-mentioned theorems guarantee the unique determination of γ from measurements on the whole surface of the body. However, it is often only possible to measure on part of the boundary. This is the case in medical and geophysical EIT, since it is not practical to cover a patient or the Earth completely by electrodes. It is known in dimension 3 and higher that if one knows the conductivity near the boundary, one can reconstruct the conductivity from local voltage and current measurements [2] . This method seems to be difficult to implement numerically. In the general case, in dimension 3 or higher, it is shown in [40] that if one measures the voltage on an open subset of the boundary and measures the current flux in, roughly, the complement, one can determine uniquely the conductivity in the whole domain. There is no reconstruction procedure known at present for this result.
However, if we restrict ourselves to the anomaly detection problem, local measurements may be sufficient for obtaining crucial information about the conductivity. For example, cancerous breast tissue is known to differ significantly from healthy breast tissue in terms of conductivity [36] . Given local EIT data measured using electrodes placed on the breast, the problem is to find out whether there is a cancerous region (tumor) inside the breast, and if so, what is the approximate location of the tumor; see [57] and the references therein. Another relevant application of EIT is geophysical sensing for underground objects; see [35, 52, 53, 54] .
We consider the problem of detection of inclusions in a two-or three-dimensional body from local boundary measurements. Let us assume that γ (x) is a perturbation of known background conductivity γ 0 (x) ∈ C ∞ ( ). Namely, there exists an open subset 1 ⊂ such that 1 ⊂ (this property is denoted by 1 ) and γ (x) = γ 1 (x), x ∈ 1 , γ 0 (x), x ∈ 0 := \ 1 , with γ 1 (x) ∈ L ∞ ( ) such that γ (x) ≥ c > 0 almost everywhere in . Let 0 : f → γ 0 ∂u ∂n ∂ , : f → γ ∂v ∂n ∂ , be the associated DN maps, where v is the solution to (1.1) and u solves equation (1.1) with γ replaced by γ 0 . We assume that γ 0 (x) is known on the whole and try to recover the location of 1 from the local knowledge of . We prove the following: let a ball B be given with center outside the convex hull of and satisfying (B ∩ ∂ ) ⊂ . Then boundary measurements on with explicitly given Dirichlet data are enough to determine whether (B ∩ 1 ) = ∅. Let us briefly review existing theory on the inclusion detection problem. Unique determination from local boundary measurements has been studied by Isakov [30] and Ikehata [19, 24, 25] . Kohn and Vogelius show that piecewise analytic conductivities are uniquely determined by the DN map [41] . In some cases it is known that only one boundary measurement is sufficient to guarantee the uniqueness; see [15, 21, 22, 38, 43] and the references therein. The reconstruction method presented in this paper is different from these previous studies.
There are two main motivations for our paper. The first one is the paper [32] where in dimension 3 approximate complex geometrical optics solutions concentrated near hemispheres are constructed for the conductivity equation. This article uses hyperbolic geometry as we do in this paper. The second one is the work of Ikehata [26] . Using the inequality of Kang, Seo, and Sheen [39] and Mittag-Leffler's function from the theory of functions of one complex variable, he gave a method to find the location of inclusions in the two-dimensional case. The associated numerical computation is given in [29] . The crucial feature of Mittag-Leffler's function is that it grows up exponentially in some sector and decays polynomially in the complement of the sector. In this paper we aim at generalizing these results in dimensions 2 and 3, making use of hemispheres instead of sectors. Note that since we probe with hemispheres, we are to some extent able to recover concave parts of inclusions.
Let us briefly describe our mathematical ideas. We embed the conductivity problem (1.1) into hyperbolic space. The role of straight lines in two dimensions (planes in three dimensions) in the Euclidean geometry is replaced by circles (spheres) in the hyperbolic geometry. Using this property we can construct solutions of equation (1.1) that are exponentially growing (with respect to a parameter) in a ball and exponentially decaying in its complement. This explains the term complex spherical waves in the title.
Main Theorems
Throughout the paper we shall assume that γ 1 (x)−γ 0 (x) has a constant sign on 1 , and for any p ∈ 1 , there exist constants C, > 0 such that
Moreover, ∂ 1 is piecewise smooth.
Note that 1 is an open set and that by the assumption, we have either γ 1 (x) > γ 0 (x) on 1 or γ 1 (x) < γ 0 (x) on 1 . Although our main purpose is to study discontinuous perturbations, we allow γ (x) to be a continuous function. The inner product of L 2 (∂ ) is denoted by ( · , · ) ∂ , the open ball with center x 0 and radius R is denoted by B(x 0 , R), and dis(x, A) denotes the distance from the point x to the set A. THEOREM 1.1 Take x 0 from the outside of the convex hull of . Let > 0 be small enough so that x 0 ∈ U := -neighborhood of the convex hull of . Take an arbitrary constant R > 0. Then there exists u τ (x) ∈ C ∞ (U ) depending on a large parameter τ > 0 (and also on R) having the following properties:
(ii) Let K ± be any compact sets such that
Then there exist constants δ > 0 and T > 0 such that
and if γ 1 (x) < γ 0 (x) on 1
In order to deal with the case R = dis(x 0 , ∂ 1 ), we assume the following jump condition:
For any p ∈ ∂ 1 , there exists > 0 such that
It will be useful to give an approximate form of the above f τ = u τ ∂ . In the three-dimensional case, suppose that R
where
In the two-dimensional case, suppose that R
where (1.5)
Detection Algorithm
Suppose that γ 0 ≡ 1. Then our detection algorithm in R d with d = 2, 3 is as follows:
(1) Place the body in the upper half-space
we infer that B(0, R) does not intersect the inclusion.
(5) If I (τ ) → ∞ (or −∞) as τ → ∞, we infer that B(0, R) intersects the inclusion and γ 1 (x) > γ 0 (x) (or γ 1 (x) < γ 0 (x)) on it.
In practical situations it is not possible to compute the limit τ → ∞ since measurement noise and the discrete nature of electrode data restrict τ to small values only. Inspired by the decay and growth estimates in claims (iii) and (iv) of Theorem 1.1, we suggest using only two finite values for τ . We replace steps (iii), (iv), and (v) of the above algorithm by the following steps:
(iii) Take τ 1 < τ 2 and compute the corresponding inner products
Actually, we replace f τ by its approximate form given in (1.3) or (1.4).
Of course, steps (iii) , (iv) , and (v) give only approximate information, whereas steps (iii), (iv), and (v) hold exactly. However, the necessity of using the modified steps is a consequence of the inherent ill-posedness of the inverse conductivity problem. Note that our algorithm does not involve the solution of any direct problem, so it is computationally effective.
In our numerical computation we use boundary data g τ such that g τ = f τ on and g τ = 0 on ∂ \ . This choice leads to approximately correct results due to the exponential decay in τ of f τ outside . Theoretically it is desirable to prove assertions (iii) and (iv) of Theorem 1.1 with
However, for the moment we can prove it only when γ ∈ C( ) (see Theorem 2.7).
We can improve our results slightly. Even if we do not assume the constant sign of γ 1 (x) − γ 0 (x) globally on 1 , we can conclude the exponential decay of |(( − 0 ) f τ , f τ )| when R < dis(x 0 , ∂ 1 ). To get sharper information on dis(x 0 , ∂ ), the following local assumption on the sign is sufficient. Let P(x 0 ) be the set of points on ∂ 1 where B(x 0 , R) first touches ∂ 1 . If there exists > 0 such that γ 1 (x) − γ 0 (x) has a constant sign on 1 ∩ P (x 0 ), where P (x 0 ) is the -neighborhood of P(x 0 ), our detection algorithm works in the following way: If R is greater than but very close to dis(x 0 , ∂ 1 ), Theorem 1.1(iv) and Theorem 1.2 still hold. For instance, if γ 1 (x)−γ 0 (x) has a constant sign on each connected component of 1 , and if we know that B(x 0 , R) touches only one of these components, our algorithm works. In dimension 2, numerical detection of inclusions and other anomalies from measurements on the whole boundary has been discussed in [3, 5, 8, 9, 10, 12, 14, 16, 17, 18, 27, 28, 29, 33, 37, 42, 43, 44] . While some of these algorithms may be modified to accept localized data, the present paper is the first to numerically demonstrate the recovery of two-dimensional electrical inclusions from localized measurements. We remark that a numerical algorithm for recovering the conductivity at the boundary from localized measurements is considered in [50] . In dimension 3, reconstruction of features of conductivity from localized EIT measurements is studied in [1, 6, 34, 46, 47, 56] . This paper presents a novel inclusion detection method for three-dimensional EIT.
Our approach is independent of previous numerical works apart from the following connection: The harmonic function exp(iτ (y 2 + iy 1 )) in (1.4) (introduced in the context of the inverse conductivity problem already by Calderón in [11] ) was used by Ikehata in [23] to prove that the convex hull of inclusion can be recovered from the DN map. Ikehata's method was implemented numerically in [28] and [9] simultaneously and independently.
Plan of Paper
We give the proofs of our theoretical results in Section 2 and present a computational method based on the theory in Section 3. We test our detection algorithm in several two-dimensional situations using simulated noisy data in Section 4. We conclude our results in Section 5. In the appendix we present elementary derivation of exact DN maps for a constant background and a layered medium; these results are used to validate our simulated data.
Proof of Main Theorems
Reduction to the Schrödinger Equation
Suppose u satisfies the conductivity equation
with the associated DN map
The DN maps are related as follows:
Hyperbolic Space
Let H d be the d-dimensional hyperbolic space realized in the upper half-space, namely,
The Laplace-Beltrami operator g on H d is defined by
Embedding to H 3
The main idea of the proof of Theorem 1.1 is to embed the Dirichlet problem (2.1) to the hyperbolic space H d . Let us begin with the three-dimensional case. Without loss of generality, we assume that x 0 = 0 and that
For a solution u to the equation (2.1), we put u = √ x 3 u . Then
x is the Laplace-Beltrami operator on H 3 . The associated DN map is defined by
where n is the outer unit normal to ∂ with respect to the Euclidean metric (dx) 2 + (dx 3 ) 2 and ∇ is the Euclidean gradient. Therefore
Hyperbolic Isometry on H 3
We are going to detect inclusions inside the sphere of radius R centered at the origin, which is denoted by S(0, R). We transform this sphere to a plane using hyperbolic isometry. We represent (x 1 , x 2 , x 3 ) ∈ R 3 + = H 3 by quarternions: z = x 1 1 + x 2 i + x 3 j. Let us recall the representation of z by a 2 × 2 matrix:
It is well-known that for
is an isometry on H 3 . When x 3 = 0, this is a linear fractional transformation on R 2 × {0} C. We choose β in such a way that this induced transformation maps the circle S(0, R) ∩ {x 3 = 0} to the line x 1 = x 3 = 0, i.e.,
Then by the transformation (2.4), S(0, R) ∩ {x 3 > 0} is mapped to the semiplane {x 1 = 0, x 3 > 0}. We show these facts by a direct computation.
LEMMA 2.1
The map x → y defined by
is an isometry on H 3 that maps (i) the hemisphere S(0, R) ∩ {x 3 > 0} to the semiplane {y 1 = 0, y 3 > 0}, (ii) the half-ball B(0, R) ∩ {x 3 > 0} to the quarter region {y 1 < 0, y 3 > 0}, and (iii) the semiplane {x 2 = 0, x 3 > 0} to the semiplane {y 2 = 0, y 3 > 0}.
PROOF: The following maps are isometries on H d :
• inversion with respect to the sphere orthogonal to 
, which then implies the lemma by a straightforward computation. Let us note that the inverse transform
Embedding to H 2
The embedding of the two-dimensional problem is much simpler than the threedimensional case. Suppose u satisfies in dimension 2 the equation 
Hyperbolic Isometry on H 2
In the two-dimensional case, the above hyperbolic isometry is the usual linear fractional transformation.
LEMMA 2.2
is an isometry on H 2 , which maps (i) the hemicircle {|x| = R, x 2 > 0} to the half-line {y 1 = 0, y 2 > 0} and (ii) the half-disc {|x| < R, x 2 > 0} to the quarter-space {y 1 < 0, y 2 > 0}.
PROOF: Recall that y 1 and y 2 are given by (1.5). The inverse transform is
Let u * and * 02 be u and 02 transformed by these isometries. Then equations (2.2) and (2.6) are invariant. One should keep in mind that now one uses the new rectangular coordinates x * and the new Euclidean outer unit normal n * with respect to the new coordinate system. We use the same notation , x, and n, respectively, for the transformed domain, the new variables, and the new unit normal.
Trial Functions
First let us recall the notion of complex geometrical optics solutions of the , there exists a constant C s > 0 such that
See [48, 55] . For a bounded function of compact support q(x), we define
Then G q (ζ ) also satisfies (2.7). We put
It has the following property:
LEMMA 2.3 Let w be as in (2.8). It satisfies:
Now we construct our trial function in the hyperbolic space. Let us denote
We write ζ = (iτ, 0, . . . , 0, τ ) and define
LEMMA 2.4
The function U (τ ) defined above has the following properties:
(ii) Let K ± be any compact sets such that 
on any compact set K ⊂ R d + . These facts prove (2.9) and (2.10).
As will be explained in the proof of Theorem 1.1, the asymptotic form of u τ (x) in (1.3) follows from (2.11). If one needs a better expansion, one should take into account the Green operator G 0 (ζ ). Alternatively, one can use the Green operator in the hyperbolic space, as was done in [31, 32] .
Proof of Theorem 1.1
We use the notation
where d S is the measure on ∂ induced from the Euclidean metric. First we recall the meaning of the solution of equation (1.1). Let
be the jump of the function ψ across ∂ 1 , where tr + and tr − denote the trace of ψ on ∂ 1 from the side of 1 and 0 , respectively. For f ∈ H 3/2 (∂ ), we put
By a solution of (1.1), we mean v ∈ A f satisfies the equation ∇ · (γ (x)∇v(x)) = 0 in 0 ∪ 1 . The existence of v follows from standard variational arguments, and the uniqueness is an immediate consequence of the formula (γ ∂v/∂n, v) ∂ = (γ ∇v, ∇v) . This formula in particular implies the following lemma:
Our starting points are the following inequalities given in [39] (see also [20] ). LEMMA 2.6 Let f ∈ H 3/2 (∂ ), and u be a solution to the boundary value problem
Then for any positive γ (x) and γ 0 (x), we have Since v = u = f on ∂ , we then have by (2.14) and (2.15) (γ ∇v, ∇v) = (γ ∇v, ∇u) , (γ 0 ∇u, ∇v) = (γ 0 ∇u, ∇u) . (2.16) Let us derive the following two formulas:
In fact, using (2.16) we have
where in the second line we have used (2.14) and (2.15) with ϕ = u. This proves (2.17). Equality (2.18) is proven similarly. Obviously, (2.17) implies (2.12). By completing the square we have
which together with (2.18) implies (2.13).
Let us note that Lemma 2.6 holds regardless of the sign of γ (x) − γ 0 (x).
PROOF OF THEOREM 1.1: We prove the theorem for the case γ 1 (x) > γ 0 (x) on 1 . The other case is proved in a similar way. Let d = 3. We take x 0 from the outside of the convex hull of . Without loss of generality, we assume that x 0 = 0, R 3 + . Let S(0, R) be the sphere of radius R with center at the origin. By using Lemma 2.1, we map the hemisphere S(0, R) ∩ {x 3 > 0} to the semiplane {y 1 = 0, y 3 > 0} so that the half-ball {|x| < R, x 3 > 0} is mapped to the region {y 1 < 0, y 3 > 0}. Now we follow the procedures given in Sections 2.1, 2.3, 2.4, and 2.7:
This final (u ) * (y) satisfies the equation
We construct the solution U (τ ) of this equation by Lemma 2.4. Transforming back, we put
where y 1 , y 2 , and y 3 are given by (2.5); u τ solves the equation ∇ · (γ 0 (x)∇u τ ) = 0. Note that u τ is exponentially increasing in ∩ {|x| < R} and exponentially decreasing in ∩ {|x| > R}. Let f τ = u τ | ∂ . Then by Lemma 2.6, the behavior of
, which is exponentially decreasing or increasing accordingly as {|x| < R} ∩ 1 = ∅ or {|x| < R} ∩ 1 = ∅. This proves Theorem 1.1 for d = 3. The two-dimensional case is proved in a similar manner.
Proof of Theorem 1.2
PROOF OF THEOREM 1.2: As above we prove the case that γ 1 (x) > γ 0 (x) on 1 . We first consider the three-dimensional case. Assume that the sphere S(0, R) touches ∂ 1 at p. By the use of hyperbolic isometry as in the proof of Theorem 1.1, one can assume that p = (0, 0, p 3 ) and 1 ⊂ {x 1 > 0} so that u τ (x) behaves like a(x)e −τ x 1 +iτ x 3 near p, where a(x) ∈ C ∞ . Let us note that condition (1.2) is invariant by hyperbolic isometries. One can then take an open cone C p with small positive opening and vertex p such that C p ⊂ 1 . The area of the section C p ∩ {x 1 = t} is Ct 2 with a constant C > 0. We then have for some constant δ > 0
By using (2.13) and (1.2), we then have
Theorem 1.2 then follows immediately. The two-dimensional case is proved similarly.
Localized Measurements
We end this section with the following theorem:
. Then Theorem 1.1(iii) and (iv) as well as Theorem 1.2 hold with f τ replaced by f (∞) τ .
PROOF:
We prove the case that γ 1 (x) > γ 0 (x) on 1 . Since γ (x) ∈ C( ), Lemma 2.5 holds with A f replaced by
Note that A f does not depend on γ . Since γ 0 ≤ γ , Lemma 2.5 implies
we have
Adding two (in)equalities
we then have
τ ).
we also have (2.20)
; hence by Lemma 2.5
By Theorem 1.1(ii), the right-hand side is exponentially decreasing in τ . Replacing γ by γ 0 , we also have that
τ ) is exponentially decreasing. Therefore for some δ > 0,
Suppose R < dis(x 0 , ∂ ). Then in view of Theorem 1.1(iii), (2.19) , and (2.21), we see that (T f In this section we introduce a computational framework for practical testing of our theoretical results. The framework will be put to use in Section 4.
Simulation of Data
Recalling that our domain must be away from the horizontal line {x 2 = 0}, we take to be the square
> 0 being a small constant, and denote the bottom boundary of by :
In all our numerical examples we assume that the background conductivity is constant: γ 0 ≡ 1. We assume that we can measure only on and use the Dirichlet data
Exponential decay of f τ outside ensures that the error caused by the truncation (3.3) is small. For the computation of DN maps we use two approaches. First, for homogeneous and layered media we can represent the DN map exactly, as explained in the appendix. Second, for general conductivities we use the finite element method (FEM). We solve a given Dirichlet problem using a FEM mesh of the type depicted in Figure 3 .1, and use finite differences to approximate the normal derivative of the solution on . We validate our FEM code by comparing the results from the two approaches for simple examples with layered media.
We add noise to the simulated data as follows: Define a random function η :
where a j , b j ∼ N (0, 1) are normally distributed random numbers. The number 32 in (3.4) is chosen to roughly model a collection of 32 electrodes on the bottom boundary of (the function exp(it32π/2) oscillates with the maximum frequency that can be effectively approximated by 32 equidistant point values on ). The measurement error is modeled by replacing f τ by f τ + cη with noise amplitude
where A > 0 is suitably chosen. 
Plan of Detection
We cannot probe the whole square by applying our method to measurements done on the bottom . Let us define the maximal subset Q max ⊂ available for sensing. For any point x ∈ R 2 \ , define
The number R max (x) gives the radius of the maximal disc centered at x ensuring that Dirichlet data supported in B(x, R max (x)) ∩ ∂ is also supported in . Set (3.6)
Of course, in Theorem 1.1 the center of the sensing disc must be chosen from outside of , and thus we cannot use the discs B(x, R max (x)) with x ∈ . However, we can choose a pointx ∈ R 2 \ arbitrarily close to x and use Theorem 1.1 to check whether the disc B(x, R max (x)) intersects the inclusion or not. The set Q max is the limit case.
Further, given an inclusion 1 , let us define the largest region Q best on which we can conclude the absence of inclusions by the measurements on . Set
and define
Practical measurements are noisy, however, and we cannot expect to recover the set Q best from measured data. In practice, reconstructions are computed using the following algorithm. Choose two parameters τ 1 < τ 2 and a finite set of points x ( j) ∈ R 2 \ with j = 1, . . . , J . For each j choose a finite set of radii 0 < R( j, k) < R max (x ( j) ) for k = 1, . . . , K . Define inner products
where f τ = u τ | ∂ depends on x ( j) and R( j, k) through formulae (1.4) and (1.5). For each point x ( j) , define the largest disc not intersecting the inclusion by the formula
Then we can set (3.10)
and conclude that D rec does not intersect the inclusion. Note that in Section 1.3 we describe the algorithm in the form that the center of the sensing disc is at the origin and the domain is translated in the upper half-plane. Due to translation invariance the approach of this section is equivalent.
At this point we introduce an enhancement of the numerical reconstruction algorithm. Namely, as can be seen in Figure 3 .2, the Dirichlet data f τ defined using hyperbolic geometry is strongly asymmetric. So we expect the above algorithm to perform differently in practice according to the location of inclusions. (This expectation is confirmed by numerical experiments.) To overcome this problem we assume that the domain is symmetric with respect to the x 2 -axis: = {(x 1 , x 2 ) | (−x 1 , x 2 ) ∈ }. We define the set D rec similarly to D rec above but corresponding to the reflected conductivity γ (x 1 , x 2 ) := γ (−x 1 , x 2 ). Then we denote
and define the symmetrized reconstruction as (3.11)
Our final reconstruction result is that the set Q rec does not intersect the inclusion. We use the following quantity for measuring the relative error of reconstructions:
where µ stands for area (Lebesgue measure in R 2 ). 
Numerical Results
Layered Medium
Let σ = 4 and 0 < h < 2. Take as in (3.1) with = 0.2 and define a discontinuous conductivity γ on :
Here γ models a material with two layers of different conductivities divided by an interface at x 2 = h + . In this simple situation the conductivity is completely characterized by one real number, namely the interface position h. In the case h < R max (0) − , it is enough to know R best (0). We study our detection algorithm by recovering R rec (0) from (a) (b) measured data corresponding to several choices of h and computing the relative error for fixed interface h, we take several discs with center at the origin and varying radii. We take τ 1 = 1.5 and τ 2 = 2.5 and compute the inner products (3.8) using the trapezoidal rule. See Figure 4 .2 for the results.
To ensure that our FEM-based solver is correct, we compare the numerical normal derivatives to the ones calculated using the exact eigenvalues of DN maps given in the appendix. The relative L ∞ ([−1, 1]) difference between normal derivatives computed with the two methods is less than 0.1% for a representative set of layered conductivities and for sinusoidal Dirichlet data within the relevant frequency range. We conclude that we can trust our FEM code.
Next we introduce noise into the data. We choose A = 0.0001 in formula (3.5); this corresponds to a 0.01% noise level. Reconstructions are shown in Figure 4 .2.
Inclusions in Homogeneous Background
We choose test conductivities having inclusions in homogeneous background. We again take the background conductivity to be equal to 1, and the inclusions are chosen to be various geometrical shapes with conductivity 4. The example conductivities are shown in the left column of Figure 4 .3. Figure 4 .1(b) shows one possible collection of discs for probing the domain. We use somewhat more discs than shown in Figure 4.1(b) . See Figure 4 .3 for reconstructions from ideal and noisy data. The percentages are given by formula (3.12).
Geometry
Reconstruction from ideal data Reconstruction from data with 0.01% noise 17% 41% FIGURE 4.3. Each row of images demonstrates reconstructions of an example conductivity containing inclusions. All functions are plotted only inside the maximal set Q max as defined in (3.6), rather than in the full square domain . First column: true conductivity. Gray is homogeneous background, black is inclusion. Second column: the largest region Q best on which we can conclude the absence of inclusions by the measurements on ; see (3.7). Third column: the set Q rec as defined in (3.11) reconstructed from simulated boundary data with no noise. The percentage is the relative error defined in (3.12). Fourth column: the same as the third column but computed using noisy simulated boundary data.
Conclusion
We present a novel algorithm for detecting inclusions in known background conductivity from localized boundary measurements. Our method allows (partial) recovery of concave features of inclusions since we use spheres to probe the unknown medium. We justify the algorithm theoretically using hyperbolic geometry. While the numerical examples in this paper are two-dimensional, the algorithm is applicable in three-dimensional situations as well.
Although the reconstruction Theorem 1.1 holds only asymptotically for large enough τ , for practical reasons we must take τ < 3. Namely, using large values of τ would require the application of Dirichlet data with impractical amplitude and frequency of spatial oscillation. However, we achieve useful reconstructions that (1) use Dirichlet data suitable for practical electrode measurements, (2) are robust against measurement noise, and (3) require very little computational effort (in particular, our method is not iterative and no direct problems need to be solved).
Our numerical studies suggest that inclusions relatively close to the boundary can be detected even from noisy data. However, we cannot reliably probe very deep into the unknown medium. This is in accordance with the usual intuition about EIT: details in conductivity that are far away from the boundary are more difficult to recover than details near the boundary. Our method finds applications in medical imaging, industrial process monitoring, and nondestructive testing. 
and continuity of γ (∂v/∂n) at the interface gives
The condition v| = ϕ k leads to F = 1 − E. Finally, we get D = −C exp(2kπ) and
(1 + e −kπ h )(1 − e kπ(2−h) ) − σ (1 − e −kπ h )(1 + e kπ(2−h) ) , E = e −kπ h {σ (1 + e kπ(2−h) ) − (1 − e kπ(2−h) )} 2{σ (1 − e −kπ h )(1 + e kπ(2−h) ) + (1 + e −kπ h )(1 − e kπ(2−h) )} .
The functions ϕ k are eigenfunctions for :
