This paper establishes asymptotic lower bounds which provide limits. in various contexts. as to how well one may select the bandwidth of a kernel density estimator. Earlier results are of this type are extended to the important case of different smoothness classes (for the underlying density). and it is also seen that very useful bounds can be obtained even in the presence of parametric knowledge of the density. An important feature of the results is that while the lower bound is unacceptably large (i.e. of order n-1 / 10 jwhen the error criterion is Integrated Squared Error. it can be quite acceptable (often of order n-1 / 2 ) when the error criterion is Mean Integrated Squared Error. We feel this indicates that the latter should become the benchmark for this problem.
Introduction
The density estimation problem is that of estimating a probability density f using a random sample. Xl' ... ,X n , from f. Given a bandwidth h, and a kernel function K, the kernel density estimator is -1 n n z. 1Kh(x-X.),
1= 1
where K h (') = K(·/h)/h. The bandwidth controls the smoothness of the resulting curve estimate, with the result that bandwidth choice is crucial to performance of the estimator (see for example Devroye and Gyorfi (1985) or Silverman (1986) ).
Widely considered means of assessing the performance of f include the Integrated Squared Error. (See Devroye and Gyorfi (1985) for another viewpoint.) The minimizers of these criteria, denoted h f and hf' are both reasonable choices of "optimal bandwidth". There is some controversy concerning which one is preferred. In particular, h f seems appropriate for the same reasons that risk (as opposed to loss) is the main focus of decision theory. On the other hand, in the specific context of curve estimation, a case can be made for h f being the most suitable target. because it is the bandwidth choice which makes the resulting estimator as close as possible to f for the set of data at hand, as opposed to the average over all possible data sets. See Haerdle, Hall and Marron (1988) and Marron(1988) for further discussion concerning which should be called the "optimal" bandwidth.
The fact that there is a very substantial difference between h f and h f has been demonstrated by Hall and Marron (1987a) . who have shown that the relative difference between these is (under common technical assumptions. such as those stated below) of the order David Scott and Hans-Georg Mueller have expressed (in personal -1/ 10 n correspondence) the viewpoint that h f may be a more reasonable goal.
simply because it may be expected to be easier to estimate than hf' In this paper. it is seen that this intuition is~ubstantially correct. In particular. it will be demonstrated in Section 2.2 that the relative rate of convergence to hf' of any data driven bandwidth. can never (in -1110 a minimax sense) be faster than n (the theorem in Section 2.2 is a generalization of the related results of Hall and Marron (1987b) which made use of much more stringent assumptions than those used there). On the other hand. Hall and Marron (1987c) (see their Remark 4.6). have shown that. under strong enough smoothness assumptions. much faster rates. even up to -1/2 n . are attainable when is accepted as the target. We believe this demonstrates conclusively that h f . while intuitively attractive. is just too difficult to attain. and hence h f should be the goal of data-based bandwidth selection methods.
In view of this, it makes sense to investigate how well one may choose the bandwidth h f . See Marron (1988) for a survey of proposed methods of using the data, Xl' .... X n . to objectively choose the bandwidth. To explore the best possible performance of not only these -3-bandwidth selectors, but also any that may sUbsequently be proposed. h will be thought of as a bandwidth selector, but it is allowed to be an arbitrary measurable function of the data. Under such an assumption on the data-driven bandwidth, in order find lower bounds on how close h may be to h f (or in Section 2.2 to hh)' it is necessary to consider more than one underlying density. A convenient means of doing this is through a minimax structure, where one considers suprema over a class of alternative densities (see the Theorems in Sections 2 and 3 for a precise formulationl.
The results in Section 2 are connected to each other by the fact that. for each n. only two alternative densities need be considered.
In addition to the bound obtained on the rate of convergence to h f discussed above, it will be shown in Section 2.3 that a two-alternative class is sufficient to show that the relative rate of convergence to h f can be no faster than -1/2 n . regardless of the smoothness of the densities under consideration. The surprising fact that these bounds require only two-alternative classes is explored further in Section 2.4.
through considering the interesting special cases of scale and location change alternatives. In particular it will be shown that the same bounds hold (i.e. and -1/2 n for h f ), even when one An interesting question is when this bound of has parametric knowledge about the underlying density.
-1/2 n can be achieved. In Remark 4.6 of Hall and Marron (1987c) it is seen that this bound can be achieved when one makes strong enough smoothness assumptions on the underlying density. However, this relies strongly on -4-having enough smoothness of the underlying density avaliable. and so one might suspect that. when not enough smoothness is available, the lower bound could be sharpened. The fact that this is indeed the case will be demonstrated in Section 3.2, where we obtain a lower bound on the relative rate of convergence of any data driven bandwidth to h f . that is better than -1/2 n when densities which are not too smooth are considered. The price for this improved result is that the two-alternative class is replaced by a much larger class which grows rapidly as the sample size increases. Our class of alternatives is similar to that developed by Stone (1982) and used by Hall and Marron (1987b) .
Another application of larger alternative classes will be given in Section 3.3, where this idea will be used for some technical improvement of the results of Section 2.
All proofs may be found in Section 4 2. Bounds Involving Two Alternatives
Introduction and Summary
To obtain the lower bounds in the current section, it is enough to consider (for each n) only two alternative densities. A means of constructing these (in a way which yields useful lower bounds) is to start with a fixed density fa(x), and a function a(x), and consider the alternative density
The fact that and f 1 The implications of this condition will be made clear in Section 2.4.
The following theorem shows that it is impossible to find a data-based bandwidth which is closer to Squared Error~(h,f), than h f . the minimizer of the Integrated -1/10 n in a relative error sense.
Theorem 2.2: Under the assumptions (2.1.1) -(2.1.6) and (2.2.1), for h any measurable function of the data,
The proof of Theorem 2.2 will be given in Section 5.1.
Remark 2.2.1: If h is taken to be the bandwidth chosen by cross-validation then the convergence rates in (2.2.2) and (2.2.3) are achieved; see Hall and Marron (1987a) . Therefore the convergence rates described by~heorem 2.2 are best possible. Theorem 2.2 is a substantial strengthening of Theorems 2.1 and 4.1 of Hall and Marron (1987b) . Although the bound is the same, the class of alternatives is much smaller and simpler here. In the scale-change case, f 1 (x) may be represented as The proof of Theorem 2.4 is so close to the proof of Theorem 2.2 that it will not be given explicitly.
Finally we should mention the scale-change and location-change versions of a discussed above may not be proper densities. since they may violate the nonegativity part of condition (2.1.1). This in no way invalidates our conclusions -a correction for positivity is of order When the underlying density is not too smooth, the lower bounds of Theorem 2.3 may be sharpened. In such cases, the rates of convergence depend on the amount of smoothness of the underlying density. To quantify this in a form convenient for minimax lower bound results, consider smoothness classes indexed by a parameter v~O. In particular, given B > 0, let e be the largest integer strictly less than 2 + v, and define Gv(B) to be the set of all probability densities which vanish outside of (-8,8) 
The proof of Theorem 3.2 will be given in Section 5.3. than is required to obtain the bound stated in the theorem. In particular, in the proof a much smaller class (finite for each n) of alternatives is constructed. and this is all that is necessary. The more general result is not stated here because it involves the introduction of considerably more notation, which has a tendency to obscure the main point of this section. This is intuitively clear, because the minimax bounds calculated in these theorems come from the difficulty in using Xl' ... 'X n to choose among the various possible density functions. If the class {f O ' f 1 } is enlarged by including convex combinations, then p, which is the smallest probability of misclassifying the underlying density, becomes larger. The limit of this process is the class e(f O ' f 1 ), and p = 1.
We do not include a specific proof of this fact, because the idea is the same as that used to verify (1.2) in Stone (1980 If f is either f O or f 1 theñl h-hfl~lh-hl + Ih-hfl~Ĩ h -hi over those elements.
Therefore result (2.2.2) will follow if we prove that (4.1.1)
Arguing as in Hall and Marron (4.1.1' ) derivation of (1987b, p. 169) we may deduce that 
Therefore result (4.1.1) will follow if we show that o.
And by the Neyman-Pearson lemma,
where f is the likelihood ratio rule for deciding between f O and fl' Now,
and similarly P f
and so (4.1.2) will follow if we prove that 
o{nd(n2/5n-l/2)2r} .. 1 as n ..~, provided we choose r > 5d. Result (4.1.3) now follows via the continuity argument of Hall and Marron (1987b, p. 175) . This We may deduce from these results and the continuity argument of Hall and Marron (1987b, p. 175 
This establishes (4.1.3), with n replaced now by n 1.
Tracing through the argument preceding that result we deduce (2.3.2), and we may obtain (2.3.3) by arguing as in Hall and Marron (1987b, p. 171 The first step is to construct a class of densities which are "hard to distinguish". yet at the same time "far apart". Following the ideas Put of Stone (1982) . let~be a symmetric. six times differentiable Note that for large n,~is a set of densities vanishing outside (-1.2) and having uniformly continuous bounded (2+u)'th derivatives.
Note that many related constructions are possible here. We choose this one, because it contains the necessary features with as little overhead, in terms of notation and length of proof, as possible.
Ih-hfl~2lh-hfl for all f e~. and so it suffices to prove that Let f, g be densities, and observe that 1.
M(h,g)
Differentiating with respect to h we obtain
where M(j)(h,g) denotes the jth derivative of M(h,g) with respect to h and where gh was defined in Section 4,1. Therefore with we have
Taking (h,f,g) = (h f ,f,f l ) for f 1 e g:, we find that A n .
-22-(4. and for any o < a < b < 00 and some A '" A(a,b
In view of these results and (4.3.2) we see that (4.3.1) will follow if we prove that for each 0 < a < b < 00, (4.3.3) lim lim inf max -110 b -110) e an ,n
The next step is to simplify f7(h,f,f 1 ). Write n-
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