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Resumo 
A Previsão eleitoral comum utiliza sondagens em que se pergunta directamente aos eleitores as 
suas preferências eleitorais. Outras previsões utilizam dados socioeconómicos escolhidos em 
função de uma importância previamente determinada e aceite, forçando a sua inclusão nos 
modelos de previsão propostos. 
Neste trabalho pretende-se analisar a possibilidade de previsão de um resultado eleitoral sem 
utilizar sondagens, outros trabalhos de campo ou escolhendo previamente variáveis 
socioeconómicas. Assume também que a realidade socioeconómica do país em cada momento é 
representada pelos indicadores disponíveis.  
São utilizados dados públicos disponíveis sobre a situação socioeconómica portuguesa e sobre 
os resultados das eleições para a Assembleia da República, desde 1974 até 2009, utilizando as 
percentagens de votos expressos de quatro partidos tradicionais, Partido Comunista Português 
(PCP), Partido Popular (CDS/PP), Partido Socialista (PS) e Partido Social Democrática 
(PPD/PSD). 
O trabalho envolve a análise e processamento de dados com recurso a algumas técnicas de Data 
Mining que automaticamente seleccionam atributos e produzem modelos prevendo resultados 
com estimativas de erro absoluto iguais ou inferiores a 3,5%, dependendo dos partidos.  
Devido à escassez de dados eleitorais, (treze eleições até ao ano da recolha), os modelos foram 
testados por validação cruzada, assumindo-se a possibilidade de as estimativas de erro 
conterem, devido a isso, algum enviesamento. 
Pode ainda adiantar-se que as previsões obtidas com um modelo linear simples utilizando cinco 
atributos escolhidos por elevada correlação com a percentagem de votos expressos, 
apresentaram, em todos os partidos, erros inferiores ou directamente comparáveis aos obtidos 
com Maquinas de vectores de suporte e o Perceptrão Multicamada. 
 
Palavras-chave: Previsão eleitoral, Data Mining, Correlação, Dados socioeconómicos, 
Assembleia Legislativa. 
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Abstract 
It is usual to forecast elections with opinion polls asking electors about its political preferences. 
Other forecasts use previously chosen socio-economic data and force their inclusion on the 
models proposed. 
This work pretends to predict a model to forecast electoral results without opinion polls, 
fieldwork or previously chosen socio-economic data. It is also accepted that the socio-economic 
available data represents today’s country reality. 
Public available data from 1974 to 2009 is used concerning the Portuguese socio-economic 
situation and the percentage results to the National Parliament election for four traditional 
parties, Portuguese Communist Party (PCP), Popular Party (CDS/PP), Socialist Party (PS) 
and Social Democratic Party (PPD/PSD). 
The work uses data analysis and processing with some Data Mining technics that automatically 
select attributes and produce models that forecast results with error estimates below 3,5% 
depending on individual parties. 
The low number of electoral polls, thirteen, forces the use of cross validation for model 
assessment implying some bias assumption on error estimates. 
The forecasts obtained with a simple linear model, using five attributes chosen by high 
correlation with electoral results, give to all parties’ errors estimates lower, or directly 
comparable, to those obtained with Support Vector Machines or Multilayer Perceptron. 
 
Keywords: Electoral forecast, Data Mining, Correlation, Socio-economic data, National 
Parliament. 
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1. Introdução 
 
As consequências das nossas escolhas eleitorais afectam todos os aspectos da nossa vida. No 
entanto os mecanismos dessa escolha e os factores que influenciam a decisão são ainda pouco 
conhecidos. É provável que incluam todos os aspectos possíveis do pensamento e da vontade 
humana, mas o seu conhecimento será, ainda, um caminho longo. Entre tais factores estarão 
motivações, que são incorporadas e valorizadas de forma distinta por cada indivíduo.  
Partindo de um processo individual, o resultado conjunto, a soma de todas as escolhas 
individuais, poderá parecer um processo casual. Contudo a própria essência da democracia 
assume o pressuposto de que as eleições, e o seu resultado, são expressão da escolha esclarecida 
da sociedade.  
Como uma escolha consciente e esclarecida, deve ser consequência da percepção de alguns 
factores comuns, mas a sua selecção e valorização poderá ser motivo para muitas propostas. Por 
isso, este trabalho assume que as escolhas eleitorais podem ser influenciadas por factores socio 
económicos (SE). 
A pesquisa bibliográfica efectuada, utilizando os “motores de busca” disponíveis, bibliotecas 
públicas e privadas e alguns contactos pessoais, para além de referencia a sondagens ou 
inquéritos, quase sempre aplicando amostragens, permitiu encontrar dois tipos de estudos sobre 
previsões de reeleição. Um primeiro grupo dedicado a presidenciais ou reeleições de governos 
ou partidos governantes e um segundo grupo utilizando frequentemente apenas uma ou duas 
variáveis económicas pré-seleccionadas, frequentemente o Produto Interno Bruto (PIB), ou o 
Emprego (ou Desemprego), ao qual é atribuído um efeito determinante. Não foi encontrado 
nenhum em que se utilizasse Data Mining em dados SE sem pré-selecção qualitativa, tal como 
aqui se pretende sugerir. 
1.1. Objectivos 
 
Com este trabalho e no âmbito da obtenção do Grau Académico inerente ao Mestrado em 
Gestão de Informação, variante Gestão e Analise de Dados, pretende-se analisar a possibilidade 
de previsão de resultados eleitorais utilizando dados SE sem selecção prévia. Assim sendo, não 
é um trabalho político nem politizado, tendo apenas como objectivo utilizar métodos de Data 
Mining para quantificar relações fortes entre dados SE e resultados eleitorais.  
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De referir que a motivação em realizar este trabalho surgiu na sequência de um outro trabalho 
curricular – efectuado durante a fase académica do mestrado – no qual foi realizada uma 
primeira tentativa de previsão. Desta surgiu um primeiro método, no qual era identificado o 
vencedor do par Primeiro/Segundo (1º/2º) classificado e que é tomado como ponto de partida na 
realização do presente projecto (é incluída, nos Anexos, uma descrição sucinta). 
Sendo baixo o número de eleições efectuadas para a Assembleia da República, são no entanto 
estas as eleições que se realizam com maior frequência sendo, por isso, aquelas das quais se 
dispõem de mais dados. Logo um dos factores que determinaram a sua escolha para a aplicação 
dos processos pretendidos.  
1.2. Organização do trabalho 
 
Em nenhuma fase do trabalho se tomaram considerações ou escolhas políticas, considerando-se 
exclusivamente decisões a nível das questões técnicas de Data Mining. A pesquisa em terrenos 
da política, nomeadamente nos capítulos sociológicos e motivacionais envolvidos, foi abordada 
apenas no indispensável para contextualizar o trabalho. 
Sendo assim, os capítulos seguintes deste relatório têm a seguinte estrutura base: 
 
 Capítulo 2 - Algumas considerações sobre as eleições, factores influentes e 
técnicas de previsão eleitoral usuais.  
 Capítulo 3 - Caracterização de alguns métodos e técnicas de Data Mining; 
 Capítulo 4 - Descrição das escolhas, opções e técnicas aplicadas; 
 Capítulo 5 - Apresentação geral e por partido dos resultados; discussão; 
 Capítulo 6 – Considerações finais e sugestões para trabalhos futuros; 
 Anexos – Descrição do trabalho académico anterior e determinados 
complementos sobre o actual. 
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2. Eleições 
 
Começando por apresentar alguns aspectos que são reconhecidos na literatura, como factores de 
influência da decisão dos eleitores, são, neste capítulo, identificadas algumas técnicas de 
previsão que têm vindo a ser aplicadas nesta e em outras áreas idênticas. 
Expõem-se, de seguida, algumas características dos actos eleitorais em Portugal. Finalmente, 
apontam-se algumas questões relativas à organização da informação existente e que virão a ter 
impacto significativo no desenvolvimento do trabalho. 
2.1. O exercício do voto 
 
Os factores que condicionam a tomada de decisões, no exercício solitário do voto na cabine 
eleitoral, variam de indivíduo para indivíduo e ao longo tempo. Sendo um processo incerto, 
alguns politólogos atribuem especial enfase à componente racional, enquanto para outros 
predominam os aspectos emocionais, como é abordado de seguida. 
Deve, no entanto, deixar-se bem claro que o presente trabalho não pretende valorizar ou intervir 
nesta divisão, mas, ao utilizar dados SE para previsão, enquadra-se melhor dentro da corrente 
racional. 
2.1.1. A influência dos factores emocionais 
 
É consensual que as emoções, crenças, atitudes, ideias, formação e vivências predispõem o 
indivíduo no seu percurso cívico. Desde uma exclusiva explicação de que “toda a acção humana 
é resultado de um processo intelectual” (Wallas, 1908), até serem “caracterizados mais por fé do 
que por convicção e por expectativas desejadas” (Berelson, Lazarsfeld, & McPhee, 1954), 
foram percorridas inumeráveis composições das influências. 
Variáveis de longo prazo (Campbell, Converse, Miller, & Stokes, 1960), onde se concedia 
grande enfase aos impactos emocionais e afectivos de curto prazo, ou algumas ideias que 
apontavam para a capacidade dos eleitores tomarem “decisões correctas” por oposição às 
tomadas com falta de conhecimento ou capacidade (Lau & Redlawsk, 1997), ou mesmo 
“inventar factos” (Achen & Bartels), não eram mais do que teses e teorias sucessivamente 
apresentadas para entender o que suporta as tomadas de decisões. 
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As emoções são factor importante na tomada de decisão (Damásio, 1994), o que obriga a 
considerar, por exemplo, factores tais como humores diários, aspectos biológicos ou 
evolucionários e a ordem pela qual cada um deles é activado (Russel, 1980), ou avaliado 
(Scherer, 2000). 
Actualmente concorda-se que o impacto de um símbolo ou de uma acção política é dependente 
do tempo e do espaço temporal do eleitor (Sears, 2001), é afectivamente manuseável, 
dependente da sofisticação política (Lodge & Taber, 2000) e não imparcial (Redlawsk, 2002). 
Talvez, por isso, seja tão difícil efectuar previsões eleitorais, mesmo quando feitas “à boca das 
urnas”. 
Consequentemente o estudo das variáveis afectivas ou emocionais não foi considerado, mesmo 
que sejam aceites como relevantes. 
2.1.2. Outras influências 
 
As componentes emocionais da decisão descritas anteriormente podem não obrigar a nenhum 
tipo de processamento baseado em modelos numéricos (Lazarus, 1982), tanto mais que há 
emoções decorrentes de estímulos mal percepcionados (Storm & Storm, 1987), ou até 
inconscientes (Zajonc, 1980).  
Porém não podemos deixar de referir outras influências, quer a dos factores SE na escolha 
eleitoral, quer a percepção que os cidadãos têm da variação das componentes socioeconómicas 
na sua qualidade de vida, ainda que não conheçam a exacta composição ou equilíbrio, mas 
apenas os efeitos. 
2.1.2.1. Variáveis políticas 
 
Haverá análises numéricas que poderão tornar-se interessantes, começando por uma simples 
contagem dos filiados em cada partido e a sua variação ao longo do tempo, variantes SE do 
mesmo tipo de algumas que serão utilizadas. Contudo o tipo de dados que inclui a filiação 
partidária pressupõe conceitos contrários aos que se aceitam neste estudo. Por oposição a uma 
escolha decorrente da avaliação SE, há uma outra escolha “fixa” absoluta, consequência da 
posição política de base do indivíduo. 
Alem disso, esses números não estão facilmente disponíveis. Principalmente por serem 
informação privilegiada partidária, não foram procurados e, consequentemente, analisados, 
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porque existirá, tal como é referido na comunicação social, alguma desconfiança sobre 
eventuais manuseamentos.  
2.2. Técnicas de previsão eleitoral 
 
O resultado eleitoral, a antecipação de linhas maioritárias dos resultados expectáveis e o sentido 
de voto de uma eleição para a outra são sujeitos a algumas técnicas de previsão correntes seja 
por iniciativa directa de partidos políticos, comunicação social ou de outras instituições. 
Por isso os resultados, além carga política utilizável conforme os objectivos de cada entidade, 
incluirão sempre outra informação objectivamente evidente e relevante. 
2.2.1. Sondagens 
 
Esta técnica pode assumir que o sentido do voto é determinado com antecedência, pelo que são 
regularmente inquerindo grupos previamente caracterizados sobre as suas escolhas-tipo. É 
comum a apresentação destes resultados com uma expressão de tipo: “(…)se as eleições fossem 
hoje(…)”. 
É aceite, no entanto, que alguns eleitores só se decidem na cabine de voto, no momento 
imediato em que votam. Mesmo que a percentagem com esta decisão seja pequena, o resultado 
pode ser eleitoralmente importante, pelo que as sondagens prévias incorporam analogamente 
algum erro devido a este efeito.  
Existe um método que tenta reduzir esta limitação diminuindo o tempo entre a simulação e o 
acto real. Utiliza uma urna muito perto do local de voto e assume que a decisão do eleitor não 
vai sofrer qualquer alteração no tempo decorrido entre as duas votações – a fictícia e a real. 
Estas são as designadas previsões “à boca das urnas” que antecipam, por mimetismo, o 
resultado eleitoral. 
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2.2.2. Amostragens 
 
Alguns métodos implicam a escolha de amostras representativas. Empregam, para isso, modelos 
baseados no conhecimento prévio de algumas características importantes e, aproveitando 
resultados anteriores, assumem a repetição de comportamento em actos eleitorais sucessivos. 
Escolhe-se uma especificidade, por exemplo, uma zona ou aglomerado populacional com 
características conhecidas, em que o resultado eleitoral amostral tenha sido similar ao universal 
nas eleições anteriores. Deste modo, e assumindo comportamento similar, antecipa-se o 
resultado seguinte. 
2.2.3. Outras técnicas de previsão eleitoral 
 
Académicos Norte-Americanos e Brasileiros propõem frequentemente exercícios de previsão 
eleitoral que se debruçam sobre o seu tipo específico de eleição: Presidenciais, podendo ou não 
utilizar a sua ligação partidária (Wlezien & Erikson, 1996) (Brown & Chappell Jr., 1999) 
(Rennó & Spanakos, 2006).  
Aparecem também algumas propostas de ligação de variáveis SE com resultados eleitorais em 
que se pretendem prever evoluções, particularmente as económicas, ligando-as a escolhas 
politicas, objectivo inverso do proposto neste trabalho (Nordhaus, 1974). Outras aproximações 
são sobre pequenos ou específicos intervalos de tempo, frequentemente cingem-se a reeleições, 
em que se pretende avaliar o resultado de um determinado partido ou coligação, envolvendo 
variações, maioritariamente económicas, culturais, circunstanciais ou mesmo afectivas e 
emocionais (Bellucci, 2010).  
Alguns trabalhos envolvem variáveis no mercado de Acções ou produtos derivados (Berg, 
Forsythe, Nelson, & Rietz, 2000), enquanto outras valorizam aspectos documentais, manifestos 
ou programas eleitorais partidários (Pennings & Keman, 2002), ou incluem-se aspectos 
marcadamente políticos na previsão (Arzheimer & Evans, 2009). 
As referências a técnicas mais próximas da proposta, incluindo as referentes às chamadas 
democracias tardias ou de terceira vaga, não utilizam todas as múltiplas áreas estatísticas SE 
disponíveis. Centram-se em um número reduzido de variáveis, uma ou duas, ao qual atribuem a 
quase totalidade da influência, introduzindo frequentemente variáveis explicativas não SE para 
proporem previsões de reeleição (Magalhães & Aguiar-Conraria, 2009), (Arzheimer & Evans, 
2009), (Di Tella & MacCulloch, 2006).  
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2.3. Actos eleitorais actuais em Portugal 
 
Actualmente há múltiplos ciclos eleitorais em Portugal. A Comissão Nacional de Eleições 
(CNE), no seu Website apresenta nove: 
 Assembleia Constituinte  
 Presidencial  
 Legislativa  
 Legislativa Regional  
 Autárquica  
 Europeia  
 Conselho das Comunidades Portuguesas  
 Referendo Nacional  
 Referendo Local  
 
A eleição presidencial pretende eleger um individuo com base na sua própria figura e não na de 
um partido. Este facto, complementado pelas características próprias deste tipo de votação: um 
único vencedor em uma ou duas voltas e poder ser eleito duas vezes seguidas ou várias 
interpoladas, torna esta previsão muito complicada. 
As eleições Regionais e Autárquicas possuem um detalhe incompatível com os dados SE 
actualmente disponíveis. As Europeias e do Conselho das Comunidades são um ciclo político 
recente com poucas realizações e os referendos são actos políticos com intervalos irregulares e 
em número reduzido. 
O ciclo político legislativo é, de todos, o melhor porque permite o exercício do tipo de previsão 
que se pretende aplicar. Mesmo que os resultados sejam determinados regionalmente, o 
resultado final é uma câmara legislativa nacional com o agregado dos resultados obtidos por 
círculo eleitoral. A Assembleia Constituinte de 1975 foi incluída no conjunto considerado, 
particularmente, por possuir iguais funções legislativas. 
Foram apenas treze os actos eleitorais deste tipo desde o início do período democrático actual, 
entre 1974 e Novembro de 2010, data em que foram realizadas as recolhas de dados. Como tal, 
esse é número de acontecimentos considerado neste trabalho.  
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2.3.1. Variações nas forças políticas 
 
Alguns partidos políticos, em certas situações e conjunturas eleitorais, decidem coligar-se e 
apresentar listas conjuntas. As regras de posição e número dos deputados nestas coligações 
dependem das negociações prévias e resultam - depois de apurados os resultados - em grupos 
parlamentares partidários diferenciados, o que permite conhecer exactamente o número final de 
deputados por partido. 
Nos resultados eleitorais em votos expressos e percentagem relativa, é sempre indicado o 
resultado por coligação mas é possível, utilizando o número de deputados, decompor por 
aproximação, aqueles valores. 
Dois partidos foram mudando de nome ao longo do tempo, mas poderemos considerar, para 
simplificação, que o CDS, CDS/PP e PP são um único partido. Acontecendo o mesmo com o 
PPD, PPD/PSD e PSD. Sendo assim e no âmbito deste trabalho, estes passam a ser 
identificados, respectivamente, como PP e PSD. 
O PCP manteve-se como partido mais importante em todas as coligação onde participou e foi, 
por isso, identificado pelo seu nome. Por seu lado, como o PS não passou por nenhuma das 
considerações anteriores, pelo que foram seleccionados, para efeitos deste trabalho, quatro 
partidos identificados como: 
 PP; 
 PSD; 
 PCP; 
 PS. 
Além destes, que tiveram representações contínuas desde a primeira eleição para a Assembleia 
da República (AR), nenhum outro obteve resultados que permitissem eleger, continuamente, 
representantes. A quinta posição foi ocupada esporadicamente por diferentes forças partidárias 
ou coligações, existindo alguns actos eleitorais em que nem elegeu quaisquer deputados. 
2.3.2. Alvo da Predição 
 
O resultado eleitoral é sempre representado pelo número de deputados da bancada parlamentar 
de cada partido. Sendo essa a expressão final relevante, a escolha da formulação do alvo da 
predição é condicionante. Assim, devem atender-se os seguintes aspectos: 
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 O número de deputados de cada partido: O número total de deputados eleitos não se 
manteve igual ao longo dos vários processos eleitorais. Variaram desde um máximo de 
263, depois 250 e, actualmente, 230 (informações recolhidas no website da CNE). Além 
disto, a divisão de deputados por partidos, consoante os resultados apurados, é 
directamente influenciada pelo chamado método de Hondt, descrito pela CNE, como 
um “método para alocar a distribuição de deputados (…), na composição de órgãos de 
natureza colegial”; 
 Os votos expressos em cada partido: São apenas parte dos votos depositados nas 
urnas e não é possível atribuir-lhes qualquer resultado directo, pois o apuramento 
subsequente depende também do resultado dos outros partidos.  
 A percentagem de votação por partido: É a relação dos votos expressos em cada um 
dos partidos pelo total de votos depositados. É independente do número de abstenções, 
de eleitores e de deputados.  
De acordo com os objectivos deste estudo, a análise destas definições conduziu a que “A 
percentagem de votação por partido”, sendo uma grandeza mais comparável do que as outras 
duas, fosse a melhor opção para variável dependente. Os resultados eleitorais utilizados são, 
assim, as percentagens de votação em cada um dos quatro tradicionais partidos, entre 1974 e 
2009. 
2.4. Frequências socioeconómicas e eleitorais 
 
Os dados SE têm uma frequência diferente da dos actos eleitorais. Os primeiros são anuais, com 
35 ocorrências entre 1974 e 2009, e os eleitorais têm apenas treze no mesmo período, havendo 
necessidade de considerar esta discrepância. 
A conversão da periodicidade eleitoral para anual é especialmente difícil neste caso, pois 
implicaria um preenchimento artificial de alguns “missing points”/instâncias da série de 
resultados eleitorais, concretamente os anos entre eleições. Algumas técnicas aplicando por 
exemplo filtros de Kalmam (Andreou, Ghysels, & Kourtellos, 2011), têm sido propostas para 
problemas exclusivamente económicos. Não se optou por as testar aqui, porque entendeu-se  
não ser correcto prever resultados eleitorais entre eleições e, seguidamente, executar ou 
fundamentar previsões sobre eles. 
Poder-se-ia considerar utilizar ambos os conjuntos na sua frequência original, o que poderia 
implicar a atribuição da influência das instâncias SE, correspondentes a vários anos, a uma 
única instância eleitoral. Entretanto, essas instâncias também não estão distribuídas 
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homogeneamente ao longo do período considerado, o que obriga a um outro tipo de 
manuseamento, tornando-se demasiado confuso.  
Ocorreu, mesmo assim, uma forma simples para ultrapassar o problema, que consistiu em 
considerar apenas a influência do ano anterior ao acto eleitoral, descartando todos os outros. O 
que corresponde nas agregações (descritas em seguida), à designada Memória Actual. 
Adoptou-se então pela redução da frequência dos dados SE convertendo-a para a dos dados 
eleitorais, mesmo assumindo que seria, tecnicamente, mais indicado trabalhar com um maior 
número de instâncias.  
2.4.1. Agregação 
 
A forma de agregação dos dados SE, cujas fórmulas são descritas detalhadamente em anexo, foi 
concebida utilizando varias funções e intervalos de tempo diferentes. 
Todas estas variantes originaram dezanove grupos diferentes de agregações cuja identificação 
foi incluída no nome dos atributos resultantes. 
2.4.1.1. Descrição das agregações 
 
O espaço de tempo entre actos eleitorais é geralmente de quatro anos, contudo podem repetir-se 
numa questão de meses ou alongar-se o intervalo até perto de cinco anos para que haja uma 
nova votação.  
Admitindo que a influência dos factores SE pode estender-se por períodos diferentes do eleitoral 
são possíveis abordagens diferentes. Quanto ao período de influência, para efeitos deste 
trabalho, foram considerados três: 
 Quatro anos, como intervalo fixo. 
 Desde as últimas eleições, seja qual for o intervalo. 
 Fixando sempre o início do período em 1974 e prolongando-o até ao acto eleitoral 
actual. 
Este intervalo designou-se provisoriamente por “memória”, terminado por se tornar definitivo 
por falta de um mais apropriado. Deste modo, a primeira opção ficou como “memória fixa” 
(MF), e corresponde sempre aos quatro anos anteriores a um acto eleitoral (mesmo existindo 
eleições com um intervalo menor). À segunda, por analogia, chamou-se “memória curta” (MC), 
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que corresponde ao intervalo de tempo entre actos eleitorais, (sempre que o intervalo for de 
quatro anos, coincide com o anterior). A última, denominou-se “memória longa” (ML), visto 
iniciar-se sempre em 1974 e terminar no ano das eleições. 
Estas opções foram suportadas nos seguintes pressupostos: 
 MF - A influência é temporalmente constante. O eleitor tem a memória padronizada de 
acordo com aquele intervalo; 
 MC - A influência esgota-se em cada acto eleitoral. Em seguida o eleitor reinicia a 
memória dos acontecimentos influentes. 
 ML – Mantem-se um registo ao longo do tempo e a escolha eleitoral complementa-se 
com nova informação. 
Foram ainda consideradas outras variantes em que a percepção temporal era atenuada em 
relação aos acontecimentos representados pelos dados: 
 Sem influência, () – o peso da informação SE mantem-se igual; 
 Com influência – em que o peso é uma função da distância; 
o Simples (W) – a influências dos anos anteriores é atenuada em função da 
distância; 
o Composta (W2) – a influência dos anos anteriores é atenuada em função do 
quadrado da distância. 
É possível assumir que os eleitores podem apreender as variações SE como: 
 Uma percepção média para o período; 
 Uma percepção comparativa; 
A primeira consistiu na utilização dos valores em médias (Med), e medianas, (Mediana). A 
segunda consistiu na utilização de declives (Dec), e diferenças (Dif). Estas últimas permitiriam 
comparar os desempenhos das variáveis SE em alturas diferentes indicando a intensidade da 
variação.  
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3. Métodos e conceitos relevantes 
 
A análise inteligente de dados pressupõe a utilização de técnicas que permitam extrair 
conhecimentos da análise de dados (Rocha, Cortez, & Neves, 2008). 
Nesta secção, descrever-se-á de forma sucinta alguns procedimentos, mesmo que não aplicados 
ou que os resultados obtidos não tenham sido, comparativamente, relevantes. 
3.1. Correlação 
 
A correlação (Lapponi, 2005), também conhecida como coeficiente de correlação de Pearson ou 
simplesmente de coeficiente de correlação, indica a intensidade e a posição da relação entre 
duas variáveis, ou o relacionamento entre dois conjuntos de dados. O método foi introduzido em 
1888 por Francis Galton (Galton, 1888), mas só em 1896, Karl Pearson apresentou a actual 
formulação (Pearson, 1896).    
Esta medida é obtida dividindo a covariância das duas variáveis pelo produto dos seus desvios 
padrão e pode escrever-se segundo a seguinte formula: 
     
        
     
 
O seu valor varia entre 1 e -1, sendo que o valor 1 indica correlação perfeita e positiva, o valor 0 
que as variáveis não dependem linearmente uma da outra e o valor -1 uma correlação perfeita 
mas negativa. 
Uma interpretação geométrica de uma correlação total negativa indica que uma variável é 
simétrica da outra. Isto é, multiplicando os seus elementos pelo valor -1 elas sobrepõem-se. 
Uma outra variante explicativa, utilizando a trigonometria, pode ser expressa segundo o co-seno 
do ângulo entre os dois vectores. Deste modo os valores de 1 e -1 indicam vectores paralelos e 0 
valores ortogonais. 
É usual considerar os valores possíveis de uma forma qualitativa, distribuindo-os em intervalos. 
Por exemplo, quando o valor absoluto é superior a 0,7 considera-se correlação forte ou elevada, 
os valores próximos de 0,5 como moderada e fraca quando os valores são inferiores a 0,3. 
Uma das vantagens desta operação reside na independência dos valores de correlação 
relativamente a escalas e às unidades em que são expressos. Por outro lado, é comummente 
aceite de que haverá situações em que pares de variáveis com elevada dependência estatística 
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podem apresentar correlação baixa ou mesmo nula. O inverso desta situação não acontece, 
como tal, havendo correlação haverá sempre dependência estatística. 
3.2. Medidas de Erro 
 
Sempre que se aplica um modelo é necessário comparar o resultado obtido com o valor real, o 
que permite medir o sucesso da aproximação ao quantificar a diferença com o valor estimado. 
Podem ser quantificados utilizando escalas contínuas, numéricas, que reflectirão a aproximação 
ou afastamento entre os valores encontrados e os reais (Weisberg, 2005). 
Algumas da medidas mais utilizadas são o Desvio absoluto médio, (MAD - mean absolute 
deviation); Erro absoluto médio em percentagem (MAPE - mean absolute percentage error); 
Erro quadrático médio ou média do quadrado dos erros (MSE - mean squared error) e a Raiz 
quadrada da média do quadrado dos erros ou raiz quadrada do erro quadrático médio 
(RMSE - root mean squared error). 
O programa Waikato Environment for Knowledge Analysis (WEKA), um interface gráfico que 
reúne um grupo de ferramentas de Data Mining implementadas em Java, propõe também o 
Coeficiente de correlação (CC - correlation coeficiente); o Erro absoluto médio (MAE - mean 
absolute error), o Erro relativo absoluto (RAE - relative absolute error); o Erro relativo 
quadrático (RSE - relative squared error) e a Raiz quadrado do erro relativo absoluto (RRSE - 
root relative squared error) (Witten & Frank, 2005).  
Os erros quadráticos tendem a valorizar os valores extremos e, se não for esse o objectivo, será 
preferível utilizar as variantes que utilizam a raiz quadrada. Os erros absolutos expressam 
melhor a grandeza dos erros porque utilizam valores absolutos, ignorando os sinais, enquanto os 
erros relativos valorizam a dimensão do erro obtido em relação ao intervalo dos valores reais. 
O caso do RAE e do RSE (bem como do RRSE) são casos onde se aplica uma comparação com 
a média dos valores do conjunto de treino,  ̅  , um indicador simples que serve de preditor, 
indicando quão bom é o modelo aplicado em relação a este. 
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3.2.1. RMSE 
 
Frequentemente utiliza-se a medida MSE, por se considerar como matematicamente “bem 
comportada”. Foi proposto por Gauss (Gauss, 1809) e tem a fórmula:  
    
 
 
∑  ́     
 
 
   
 
Em que  ́ é a previsão e   o valor real da instância. 
Este valor é a base para o método dos “mínimos quadrados” utilizado em regressão. Os críticos 
apontam-lhe a elevada sensibilidade a valores extremos. 
O RMSE pode ser calculado através da fórmula: 
     √    
Este, pelo facto de ser fornecido nativamente pelo WEKA e por utilizar as mesmas unidades dos 
atributos, foi a escolha utilizada neste trabalho como medida de desempenho dos modelos 
aplicados.  
3.3. Previsão baseada em séries temporais 
 
Uma série temporal é uma colecção de observações sequenciais ao longo do tempo (Morettin & 
Toloi, 2004), sobre as quais é possível efectuar previsões. Foram referenciadas algumas 
propostas de previsão de resultados eleitorais utilizando séries temporais (Coates & Munger, 
2001), (Efthyvoulou, 2011), (Fair, 1978), uma das opções inicialmente colocada.  
A quantidade de eventos eleitorais disponíveis (treze) é muito curta, considerando que um 
conjunto de cinquenta instâncias é “muito pobre” e, apenas a partir de duzentas ser um conjunto 
“razoável” (Thompson, 2004), (Guadagnoli & Velicer, 1988). Mesmo assim identificaram-se 
técnicas, algumas descritas seguidamente, que permitiam contornar esta dificuldade.  
No entanto optou-se por iniciar o trabalho utilizando dados SE em análise multivariada e, 
posteriormente utilizar métodos com séries temporais, mas tal não foi possível. 
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3.3.1. Pooled Time Series 
 
No principio dos anos noventa (Alvarez, Garrett, & Lange, 1991), (Hicks, 1991), (Swank, 1992) 
propuseram uma nova técnica para prever alguns aspectos do desenvolvimento 
macroeconómico assim como outras políticas socioeconómicas. 
Uma das suas características principais reside no aumento da dimensão de um conjunto de 
dados pela adição de vários conjuntos de dados semelhantes, resultando na criação de outro com 
dimensão superior. É muito utilizada em situações onde há dados semelhantes com origens 
diferentes, nomeadamente em dados transregionais ou transnacionais, onde, pressupondo uma 
certa uniformidade, se aceita a existências de diferenças quantitativas.   
Os modelos resultantes implicam diferentes abordagens para a explicação das diferenças dos 
conjuntos originais incluídos no final. Podem incorporar-se no erro de ajuste ou valorizar-se 
independentemente ao atribuir-lhes um factor explicativo.  
Aplicar este processo a partidos políticos parece não ser viável. Afinal a razão de existirem 
várias forças partidárias será mesmo a diferença entre elas. Prolongar a série juntando resultados 
de diferentes forças políticas, quando se pretende caracterizar cada uma per se, não parece um 
processo coerente nem racional. Seria o mesmo que inferir que todas as forças partidárias terão 
o mesmo comportamento em presença da mesma influência, exactamente o contrário do que se 
pretende determinar. 
3.3.2. Grey Theory  
 
Uma outra técnica Grey Theory, (Deng J. L., 1989), propõe realizar-se previsão em séries muito 
curtas ou utilizando apenas um intervalo limitado dos dados. Assume que é possível extrair 
regras realistas e realizar previsões utilizando apenas quatro instâncias e equações diferenciais 
de primeira ordem (Wen & Huang, 2000). 
De todos os modelos propostos, o mais utilizado em previsão, (Kayacan, Ulutas, & Kaynak, 
2009), é o Modelo Grey, primeira ordem, uma variável (GM(1,1)), apresentado com recurso ao 
argumento de que retirando a componente aleatória presente em qualquer série de instâncias é 
possível inferir a relação entre elas, mesmo em atributos de diminuta dimensão. 
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3.4. Análise de Componentes Principais 
 
A Análise de Componentes Principais (ACP), é um método matemático utilizado em dados 
multivariados que permite converter um conjunto de variáveis de grande dimensão num outro 
menor, que explique uma percentagem elevada da variância no conjunto inicial (Jackson, 1991), 
(Jolliffe, 2002). 
O método determina a existência de informação redundante no conjunto original e representa-a 
de forma mais compacta e não-correlacionada, criando combinações lineares das variáveis 
originais ordenadas de forma decrescente, preservando o máximo da variância. 
Decorre do próprio conceito de Componente Principal (CP) que a variável dependente não é 
considerada, pois a selecção é efectuada somente com base nas relações entre as variáveis 
independentes. Desta forma é possível que as CP’s obtidas percam identificação com a variável 
dependente, eventualmente reduzindo a qualidade da aproximação pretendida. 
3.5. Regressão Linear 
 
A técnica conhecida como Regressão Linear (RL) (Draper & Smith, 1998), é utilizada para 
modelar a relação entre uma ou várias variáveis explicativas, respectivamente Regressão Linear 
Simples ou Múltipla, e uma outra variável dependente ou alvo, assumindo que essa relação 
funcional é uma função linear mais um erro aleatório com distribuição normal. 
Frequentemente os erros são minimizados recorrendo ao Método dos mínimos quadrados, em 
que se procura minimizar o quadrado da diferença entre os valores que prevê e os valores reais. 
3.6. Máquinas de vectores de suporte  
 
As Máquinas de vectores de suporte (Support Vector Machines, SVM), (Cortes & Vapnik, 
1995), são uma colecção de métodos supervisionados de aprendizagem não probabilística usada 
para classificação e regressão. Extraem um pequeno número de dados de treino, designados por 
vectores de suporte, a partir dos quais determinam, para tarefas de classificação, um hiperplano 
que maximiza a margem de separação entre as classes.  
Permitem aproximar funções lineares ou não lineares, dependendo da função Kernel escolhida 
(parâmetro destes métodos, mediante o qual é efectuada uma transformação dos dados, de modo 
a permitir a sua aproximação por um modelo linear). 
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Têm obtido bons resultados em várias aplicações, nomeadamente para tarefas de regressão. 
3.7. Redes Neuronais 
 
O termo Redes Neuronais refere-se a uma colecção de algoritmos que pretendem resolver 
problemas como se tratasse de inteligência real (Almeida, 1999). Recriam o funcionamento dos 
neurónios celulares, aproximando-se mais do modelo biológico de funcionamento do cérebro 
humano do que as maquinas de processamento binário. 
Os primeiros modelos propostos classificavam apenas em duas classes, originando um 
hiperplano a três dimensões e implicavam a utilização dos sinais de entrada para a mudança de 
estado numa saída binária (McCulloch & Pitts, 1943). Uma função linear de entradas produzia 
uma outra função não linear, binária, na saída.  
O desenvolvimento do modelo, com a aplicação de maior número de classes, introduziu o 
desenho de redes neuronais com várias camadas e a sua concepção implicou a concepção de 
funções de entrada alimentadas, não apenas pelas saídas dos neurónios dessa camada, mas 
também, pela (s) do (s) neurónio (s) da (s) camada (s) seguinte (s). Os processos de verificação 
nas saídas forneciam ponderações às entradas, permitindo fazer variar individualmente a zona 
de transição, optimizando os valores obtidos nesse processo de verificação e criando redes 
capazes de representar estados ou memórias dinâmicas. Este processo é conhecido como 
retropropagação (Hippert, Pedreira, & Souza, 2001). 
3.8. Método de Gradientes 
 
A Optimização (Kantarovitch & Vulich, 1938), (Dantzig, 1947), pode definir-se como uma 
função de escolha dos valores de uma ou várias variáveis dentro de um conjunto candidato. 
Pode-se pretender que esses valores tenham um valor mínimo, como neste caso, ou máximo, 
sendo chamados Maximização. 
Um problema comum destas técnicas de Optimização é a possibilidade de se fixarem em 
soluções óptimas locais e não encontrarem as soluções óptimas globais pois todos os valores 
possíveis próximos do mínimo encontrado são superiores, (ou o inverso para a maximização). 
Algumas soluções matemáticas para este problema foram propostas sendo que a utilizada é uma 
implementação do Método de Gradientes, ou da Descida mais Ingreme, (Wolfe & Frank, 1956), 
pelo que essa foi a identificação adoptada.  
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3.9. Escolha dos métodos 
 
Sendo o objectivo a previsão leitoral numérica utilizando dados SE e de acordo com as opções 
tomadas, utilizaram-se Maquinas de vectores de suporte (SVM), Regressão linear múltipla 
(RLM), Perceptrão multicamada (MLP) e o Método de Gradientes, não sendo utilizadas outras 
técnicas por se ter esgotado o tempo disponível.  
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4. Previsão eleitoral Indirecta 
4.1. Dados 
4.1.1. Banco de Portugal e Instituto Nacional de Estatística 
 
Anteriormente tinha sido possível obter alguma informação SE utilizada para um trabalho 
académico do qual se inclui, Anexo 1, uma pequena descrição.  
Tentou-se uma nova recolha, actualizando-a e completando-a, mas tal não foi possível. Os 
pedidos efectuados ao Banco de Portugal foram respondidos remetendo para o seu Website, 
onde a informação está dividida, conforme os sectores, o tipo de recolha e processamento ou 
época. Os pedidos efectuados ao Instituto Nacional de Estatística tiveram como resultado a 
indicação de múltiplas publicações impressas. Se inicialmente parecia ser essa a única opção 
para recolha de informação utilizável, posteriormente encontrou-se um repositório de 
informação abrangente, disponível e já uniformizada, não necessitando manuseamento. 
4.1.2. Pordata 
 
Recentemente a Fundação Francisco Manuel dos Santos criou um Website, 
WWW.PORDATA.PT, dedicado à disponibilização de múltiplos dados estatísticos sobre 
Portugal. O objectivo, tal como é expresso na sua apresentação, é: “…tentar responder às 
necessidades de informação credível, tantas vezes dispersa e de acesso nem sempre simples por 
parte de um público o mais amplo possível, independentemente das suas competências em lidar 
com estatísticas.” 
A partir dele foi possível obter, em ficheiros Excel, grandes quantidades de informação já 
uniformizada, acompanhada de meta-informação que caracteriza a origem, os processos de 
recolha e tratamentos efectuados.  
Uma primeira escolha foi realizada ignorando as séries de dados SE, cujo início não era igual ou 
anterior a 1974. Depois foram eliminadas as que tinham lapsos e frequência diferente de 
“anual”. Posteriormente foram eliminados os resultados anteriores a 1974 e os referentes a 
previsões para 2010. 
Obteve-se assim um conjunto de dados SE anuais, com inicio em 1974, sem lapsos e que 
terminavam em 2009.  
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4.1.3. Comissão Nacional de Eleições 
 
Os dados relativos aos resultados eleitorais foram recolhidos no Website da comissão Nacional 
de Eleições na mesma altura, finais de 2010, dos dados da Pordata.  
Foram recolhidas as informações disponíveis sobre as eleições legislativas, incluindo partidos, 
coligações, votos expressos e brancos, abstenção, percentagens de votação por partido, número 
total de deputados e de eleitos por partido. 
4.1.4. Identificação de variáveis 
 
Em alguns casos o tamanho atingido por algumas das designações obrigou a identificar cada 
variável individualmente de forma mais simples e curta. Os conjuntos recolhidos foram os 
seguintes, indicando-se a Família (a Pordata identifica-as como Tema), a quantidade de 
variáveis utilizadas e a sigla identificativa:  
 Ciência e tecnologia – 2 – CT; 
 Contas do Estado – 29 – CE; 
 Contas Nacionais – 38 – CN; 
 Cultura – 17 – C; 
 Educação – 132 – E; 
 Emprego e mercado de trabalho – 72 – EMT; 
 Empresas – 9 - EP; 
 Justiça – 9 – J; 
 População – 202 – P; 
 Protecção Social – 32 – PS; 
 Rendimento e despesas familiares – 19 – RDF; 
 Saúde – 6 – S; 
 Território e ambiente – 87 – TA. 
  
 31 
 
4.2. Pré-processamento 
4.2.1. Limpeza 
 
A observação da estrutura e constituição dos dados SE recolhidos, nomeadamente a existência 
de inconsistências ou erros foi um dos passos iniciais. O processo de extracção de 
inconsistências consistiu na detecção de mudanças de unidades (algumas variáveis passavam de 
unidades para milhares ou milhões), falhas ou saltos (dados de Censos ou não recolhidos 
anualmente), incoerências aparentes (mudança obvia de processo de recolha), realizado 
visualmente, sem recurso a qualquer forma de detecção automática. 
Foi efectuada a preservação da informação sempre que possível, recuperando os valores da 
variável. Se tal não era possível, a variável foi simplesmente eliminada do conjunto que iria ser 
utilizado.  
No final destes processos restaram 654 variáveis SE diferentes, utilizadas nos passos seguintes. 
4.2.2. Outliers 
 
Seguidamente testou-se a existência de outliers, valores extremos isolados ou incomuns, 
utilizando como critério o desvio padrão. Foram identificadas as ocorrências que estivessem 
afastadas mais do que três e quatro desvios padrão, σ, da média μ..  
O número de ocorrências foi semelhante em ambos os testes, respectivamente 25 e 27. A quase 
totalidade dos casos, 24, corresponde, por consulta da meta-informação constante dos ficheiros 
recebidos, a situações de zeros iniciais e finais, caso em que a recolha foi iniciada mas não 
haveria dados, ou onde os valores ainda não tinham sido determinados. 
Os restantes aparentavam ser valores possíveis e reais mesmo que afastados dos limites do 
critério utilizado. De acordo com o critério escolhido, foram identificados, reservando-se 
alguma acção posterior para o caso daquela variável vir a ser seleccionada. Entretanto, tal como 
se pode observar nos quadros de resultados (ver Capitulo 5), nenhum destes atributos foi 
seleccionado, pelo que não se consideraram medidas ou manipulação posteriores. 
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4.3. Processamento 
4.3.1. Redução do número de instâncias - agregações 
 
De acordo com a decisão de compatibilizar o número de ocorrências, reduzindo as referentes 
aos dados SE para a dos actos eleitorais, foram definidos dezanove tipos de agregação 
diferentes, procurando-se manter alguma coerência nos intervalos temporais considerados 
aplicando sobre eles médias, medianas, diferenças, declives. Como consequência foi gerado um 
conjunto mais alargado de atributos pois, das 654 variáveis originais, obtiveram-se 12426, 
(654*19). 
4.3.1.1. Formatação do nome 
 
A quantidade das variáveis originais recolhidas, a necessidade de reduzir o tamanho, alguma 
redundância presente do nome original e o facto de que cada uma delas ter gerado dezanove 
novos atributos, levou a conceber um tipo de identificação, cujo formato as diferenciasse e 
fornecesse, ao mesmo tempo, informação individual relevante. 
O resultado final é do tipo: XXX.nnn.bin1.bin2.a.YYY, sendo que as posições constituintes 
podem em alguns casos ser omissas, mas são sempre separadas por pontos. 
 XXX – Família (Tema), reduzido a iniciais, (sempre presente):  
o Opções: uma de treze outras famílias SE; 
 nnn – Numero de ordem, apenas para identificação individual (sempre presente): 
o Opção: numérico e sucessivo, reiniciando-se a cada tema; 
 bin1 – Resultado do teste de Outliers 
o “O4”, em que falha no teste a quatro desvios padrão,  
o “O3”, falha no teste a três, 
o Não indicado, não falha em nenhum dos testes; 
 bin2 – Posicionamento da 13ª instância relativamente ao intervalo das doze primeiras: 
o “m” –a 13ª instância é menor que a menor das doze primeiras, 
o “M” –a 13ª instância é maior, 
o Não indicado, o valor da 13ª fica entre o máximo e o mínimo; 
 a – Sinal da correlação entre este atributo e o resultado eleitoral (sempre presente): 
o “P” – A correlação é maior que zero, positiva, 
o “N” – A correlação é negativa; 
 33 
 
 YYY – identificação do tipo de Agregação que produziu este atributo (ver 2.4.1.1), 
(sempre presente): 
o Opção, uma das 19 agregações possíveis (ver Anexo C). 
Exemplo 1:  
“EP.002.O3.m.P.MA1”, significa: 
 “EP” - Empresas 
 “002” - Segunda variável recolhida; 
 “O3” - Falhou no teste de outliers a três desvios padrão; 
 “m” - Com o 13º valor menor que o menor dos doze; 
 “P” - Com correlação positiva; 
 “MA1” - Calculado com a agregação “Memoria Actual” (a um ano de distancia). 
Exemplo 2:  
“EMT.065...N.MCMediana” - Indica Emprego e Mercado de Trabalho, 65ª variável 
recolhida, não falhou o teste de outliers, o valor da 13ª instância ficou dentro dos limites dos 
outros doze, tem correlação Negativa e foi agregado segundo a Memória Curta Mediana.  
4.3.2. Redução das variáveis às mesmas unidades 
 
As variáveis SE recolhidas apresentavam múltiplas escalas, consequência da informação que 
representavam, as amplitudes iam desde décimas, percentagens, até “milhares de milhões” pelo 
que se decidiu alterar todas para um intervalo homogéneo na expectativa de que as diversas 
escalas pudessem provocar interacções negativas.  
Há várias formas descritas na literatura (Rocha, Cortez, & Neves, 2008), mas neste trabalho 
utilizou-se o que é referido frequentemente como normalização, ou normalização média-desvio 
padrão, que se calcula com a seguinte fórmula:  
 ́  
   
 
 
Em que   é o valor inicial da variável, σ e μ são, respectivamente o desvio padrão e a média do 
atributo original e  ́ é o valor obtido. 
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Como consequência, o atributo resultante têm média igual a zero e desvio padrão igual a um. 
Cada instância pode possuir sinal positivo, se o valor original for acima da média, ou negativo, 
caso contrário. Deste modo, o valor de z representa a distância, em desvios padrão, entre o valor 
e média original e, sendo uma transformação linear, não modifica a distribuição original.  
É de referir, que alguns autores criticam esta forma de manipulação, pois a representação de 
todas as variáveis no mesmo intervalo pode implicar indesejável igual relevância atribuída a 
cada uma delas.  
Obviamente que o método utilizado assegura a premissa fundamental de poder reverter o 
processo, somando a média e multiplicando pelo desvio padrão, e assim, fazendo as instâncias 
regressar ao formato e expressão original. 
4.3.3. Conjuntos de atributos relevantes por partido politico 
 
O objectivo proposto, a pesquisa de métodos que servissem para previsão de resultados 
eleitorais utilizando dados SE sem selecção prévia, conjuntamente com a opção de utilizar os 
resultados eleitorais dos quatro partidos políticos tradicionais, implicam que sejam estabelecidos 
quatro objectivos diferentes - um por cada partido.  
Deste modo foram seleccionados conjuntos de atributos específicos para cada partido, 
fundamentado pelo facto de que, como o trabalho académico anterior já sugeria, para cada 
partido político seriam relevantes variáveis SE diferentes. 
Os critérios de selecção dos atributos, para cada um dos quatro partidos, basearam-se na sua 
correlação com os resultados eleitorais com os partidos em causa. Assim, a cada partido 
corresponderia um conjunto de atributos específico.  
Todos os procedimentos subsequentes foram realizados nos quatro diferentes conjuntos 
partidários, utilizando em todos os mesmos métodos e minimizando o RMSE por escolha dos 
valores nos parâmetros específicos de cada um deles. 
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4.3.3.1. Redução do número de atributos - correlação 
 
O critério de escolha dos atributos para previsão assentou nos resultados da correlação que 
tinham revelado ser particularmente elevadas. De facto, nas dez correlações mais elevadas, por 
partido, apenas uma apresentava valor inferior a 0,8, concretamente 0,79, sendo que num dos 
partidos, o PCP, a menor correlação obtida nos dez primeiros era de 0,96. 
Eventualmente poderia ter sido utilizado um outro método de selecção, mas este era um dos que 
permitia esperar obter erros de previsão menores. 
Deste modo, foram seleccionados e ordenados os atributos que apresentassem o maior valor de 
correlação absoluta, com os resultados eleitorais de cada partido e a informação sobre o sinal, 
acrescentado ao nome do atributo. O que veio a tornar-se pouco relevante do ponto de vista da 
aplicação dos métodos, pois os modelos eram similares, apenas com sinal invertido. Apenas se 
manteve porque poderia ser interessante a análise dos resultados sob esse prisma. 
Esta operação permitiu reduzir o número de atributos de 12426 para 190, (19*10), por partido. 
Posteriormente, e partindo destes, foram seleccionados conjuntos com dez, cinco e um atributo, 
isto porque alguns métodos geravam modelos em que apenas eram utilizados dois ou três dos 
primeiros atributos. 
No total, foram ensaiados os seguintes:  
 CMax(10) – Os dez atributos com maior correlação com a variável-alvo, presentes no 
conjunto de 190; 
 CMax(5) – Semelhante ao anterior mas apenas com os cinco maiores; 
 CMax(1) – Idem, mas apenas com o atributo de maior correlação; 
 ACP.95 – As CP’s que explicavam 95% da variância do total dos 190 atributos; 
 C.S (de Simples) – Partindo dos 190, os cinco atributos com maior correlação com a 
variável-alvo e cuja correlação entre si fosse igual ou inferior a 0,8;  
 C.L (de Limite) – Partindo dos 190, cinco atributos, escolhidos em função das 
correlações entre si de modo a abranger também pares de variáveis mais fracamente 
correlacionadas. Optou-se por começar a selecção com a variável com maior correlação 
com o resultado eleitoral, e seleccionar sempre a variável seguinte que apresentasse 
correlação com a anterior aproximadamente igual a 1/5 da amplitude do intervalo dos 
valores das correlações. 
As duas últimas selecções pretendiam ultrapassar a eventual sensibilidade de alguns dos 
métodos a uma alta correlação entre os atributos. A escolha de 0,8 como valor limite da C.S 
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justifica-se tendo em conta aquele ser um valor mínimo universal em todas as selecções 
efectuadas. A C.L permitiu ir mais longe no afastamento entre as correlações, porque se utilizou 
toda a oferta disponível aproveitando o intervalo de correlações presente nos 190 atributos 
seleccionados. 
O único caso diferente neste procedimento, foi o ACP.95, em que os conjuntos partidários eram 
construídos com base nas CP’s que explicassem pelo menos 95% da variância do conjunto de 
190 atributos. 
4.4. Conjuntos de treino e de teste - validação cruzada 
 
O procedimento mais correcto para avaliar o desempenho de um modelo, envolve a divisão dos 
dados em dois conjuntos. Por exemplo um deles com dois terços dos dados é utilizado para 
treino. O restante utiliza-se para avaliar e testar os resultados do primeiro. 
Na altura da recolha dos dados, entre 30 de Outubro e 30 de Novembro de 2010, unicamente 
eram conhecidas as variáveis socio económicas referentes a 2009, e qualquer que fosse o 
método proposto, apenas seria aplicado sobre os dados referentes aos actos eleitorais até àquela 
data. Sendo assim, o número de instâncias a trabalhar é de apenas treze, tantos quantos os actos 
eleitorais para a Assembleia da República ocorridos naquele intervalo. 
Qualquer que fosse a proporção e a representatividade, dividir as treze instâncias conduziria à 
construção de conjuntos ainda menores. Optou-se por isso por utilizar a validação cruzada, 
(VC), como método de avaliação. Esta técnica divide os dados em vários grupos, aplicando o 
modelo e calculando para cada um o erro respectivo. A vantagem advém de não se dividir 
somente uma vez os dados, mas aplicar o mesmo procedimento várias vezes sendo a média dos 
resultados obtidos o avaliador da eficácia.  
A divisão dos dados pela CV pode ser feita em várias proporções, a mais comuns é a “ten fold” 
em que se dividem os dados em 10 conjuntos. Se esta divisão for levada ao limite, se forem 
criados tantos conjuntos quantos os dados existentes, testam-se todos individualmente, o que é 
conhecido como “Cross Validation - Leave one out” (CV/LOO), (Validação cruzada / Deixe 
um de fora).  
Esta foi a escolhida, porque permite a utilização, à vez, de uma só instância para teste e as 
restantes para treino, minimizando o efeito reduzido número de instâncias de treino em cada 
avaliação. 
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4.5. Parâmetros 
 
Os conjuntos de dados partidários foram submetidos à Regressão Linear, Maquinas de vectores 
de suporte, um tipo de rede Neuronal, o Perceptrão multicamada e ao Método de Gradientes. 
No método dos Gradientes foi aplicada sobre um modelo linear com 5 atributos, em que a soma 
dos coeficientes possíveis era sempre igual a um e o valor das instâncias do atributo resultante 
nunca podiam ser superiores aos máximos nem inferiores aos mínimos das instâncias dos 
atributos originais. 
Iniciou-se o processamento procurando minimizar o RMSE obtido com a VC ensaiando os 
parâmetros específicos de cada método. Nesta fase, repetida para cada método, cada conjunto 
partidário e sempre pela mesma sucessão, indicada em anexo, procurava-se sempre minimizar 
aquele erro, antes de passar ao parâmetro seguinte.  
Este procedimento não garante que se encontrem sempre os melhores valores de parâmetros, o 
menor RMSE, pois poderia ser encontrado um mínimo local. Porem isso permitia, na região dos 
valores mais prováveis, minimiza-lo.   
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5. Resultados e conclusão 
 
Tal como afirmado anteriormente, ficou descartada qualquer interpretação política dos 
resultados, não porque os resultados excluíssem essa análise, mas porquanto não existe 
conhecimento susceptível de fundamentar essa análise. Esses desenvolvimentos foram deixados 
para as entidades mais preparadas sob esse ponto de vista. 
5.1. Estrutura das tabelas 
 
Os resultados são apresentados em quadros onde a informação apresentada tem a seguinte 
forma:  
 Um quadro por partido;  
 Ordenado por ordem crescente de erro da VC, . 
 As colunas representam (da esquerda para a direita): 
o Método aplicado e conjunto de dados utilizado,  
o CV.LOO do conjunto de doze instâncias (RMSE); 
o Valores anteriores não normalizados (RMSE*σ); 
o CV.LOO do conjunto completo de treze instâncias (RMSE); 
o Valores anteriores não normalizados (RMSE*σ); 
o Erro de previsão na 13ª instância (|ε|); 
o Valor anterior não normalizado (|ε|*σ); 
o Valor previsto, com o modelo de doze instâncias (Prev). 
As cores, independentes em cada coluna, implicam a graduação de resultados, representando o 
verde os “melhores” e o vermelho os “piores”. 
O quadro 6 representa os três primeiros classificados, (2ª coluna dos quadros 1 a 4, RMSE, 
CV.LOO - Conjunto 1 a 12), em cada conjunto partidário.  
O quadro 5 corresponde à representação dos atributos em cada um dos conjuntos partidários. Na 
primeira coluna CMax(10), dispõem-se os conjuntos completos com as 10 maiores correlações. 
Os conjuntos CMax(1) e CMax(5), não apresentados, correspondem respectivamente, á primeira 
e às cinco primeiras ocorrências deste conjunto. Os seguintes, representam em cada partido, os 
conjuntos Limite (CL) e Simples (CS).  
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5.1.1. RMSE não normalizado 
 
A medida de erro escolhida, RMSE, calculou-se a partir da variável-alvo normalizada. Logo, 
para poder ser comparada com o objecto da predição, uma variável eleitoral não normalizada, 
carece primeiro de ser transformada de modo a reverter os efeitos dessa normalização. 
Este erro “não normalizado” obteve-se como o produto do erro calculado pelo desvio-padrão da 
variável-alvo: 
| |  | ́   ́| 
 |
     
 
 
     
 
| 
 |
           
 
| 
 |
   
 
| 
Como σ é por definição não negativo, então: 
|   |  | |    
Sendo: 
Erro da previsão, calculado a partir dos valores normalizados, 
p'  Valor previsto normalizado, 
v'  Valor real normalizado,  
p  Valor previsto "desnormalizado", 
v  Valor real, 
Valor médio da amostra inicial (instâncias 1 a 12, não normalizadas); 
Desvio padrão da amostra inicial (instâncias 1 a 12, não normalizadas). 
5.2. Resultados 
 
Em cada um dos quatro quadros seguintes, um por partido, são apresentados os resultados, 
ordenados por ordem crescente de RMSE, dos modelos propostos por cada método. 
Cada partido classificou melhor diferentes pares de métodos e conjuntos de atributos, pelo que 
não é possível obter um método ou um conjunto de atributos universais. No entanto o SVM e o 
MLP apresentaram boas classificações, embora tenham ficado aquém do Método de Gradientes. 
Este ocupou sempre um dos primeiros três lugares em todos os partidos, o que é ainda mais 
relevante se considerarmos que este método apenas foi aplicado com o conjunto CMax(5), 
enquanto os outros foram aplicados em todos os conjuntos. 
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Quadro 1 – Resultados para o PCP 
 
Quadro 2 – Resultados para o PSD 
 
Quadro 3 – Resultados para o PP 
 
Quadro 4 – Resultados para o PS 
Metodo.atributos RMSE RMSE*σ RMSE RMSE*σ |ε| |ε|*σ Prev.
Grad.CMax(5) 0.125 0.005 0.122 0.005 0.0322 0.0014 0.0772
MPL.ACP.95 0.171 0.007 0.241 0.010 0.3210 0.0136 0.0650
SVM.ACP.95 0.190 0.008 0.190 0.008 0.2260 0.0096 0.0690
RLM.CMax(5) 0.196 0.008 0.182 0.008 0.0680 0.0029 0.0757
SVM.CMax(5) 0.202 0.009 0.194 0.008 0.0090 0.0004 0.0782
RLM.ACP.95 0.210 0.009 0.218 0.009 0.2500 0.0106 0.0680
MLP.CMax(5) 0.224 0.010 0.292 0.012 0.2300 0.0098 0.0884
RLM.CMax(1) 0.228 0.010 0.224 0.010 0.1950 0.0083 0.0869
SVM.CS 0.239 0.010 0.230 0.010 0.0230 0.0010 0.0776
RLM.CS 0.255 0.011 0.244 0.010 0.1950 0.0083 0.0869
SVM.CL 0.262 0.011 0.228 0.010 2.1290 0.0904 0.1690
MLP.CS 0.280 0.012 0.577 0.024 0.2560 0.0109 0.0895
RLM.CL 0.293 0.012 0.256 0.011 0.2240 0.0095 0.0881
MLP.CL 0.297 0.013 0.286 0.012 0.2720 0.0116 0.0902
RLM.CMax(10) 0.384 0.016 0.386 0.016 0.3690 0.0157 0.0757
Erro  - Cross Validation LOO
Predição 13ª (com o modelo de 1 a 12)Conjunto 1 a 12 Conjunto 1 a 13 (Total)pcp (v = 0.0786)
Metodo.atributos RMSE RMSE*σ RMSE RMSE*σ |ε| |ε|*σ Prev.
Grad.CMax(5) 0.261 0.023 0.275 0.025 0.1716 0.0153 0.2758
SVM.CMax(5) 0.352 0.031 0.387 0.035 0.2959 0.0264 0.2647
SVM.CS 0.352 0.031 0.337 0.030 0.0941 0.0084 0.2995
RLM.CMax(5) 0.414 0.037 0.400 0.036 0.2419 0.0216 0.2695
MPL.ACP.95 0.419 0.037 0.883 0.079 1.4011 0.1252 0.4163
MLP.CS 0.419 0.037 0.418 0.037 0.4591 0.0410 0.3321
SVM.CL 0.420 0.038 0.644 0.058 0.5879 0.0525 0.2386
RLM.CMax(1) 0.446 0.040 0.425 0.038 0.0819 0.0073 0.2838
RLM.CS 0.493 0.044 0.465 0.042 0.4951 0.0442 0.3353
RLM.CL 0.504 0.045 0.503 0.045 0.3299 0.0295 0.2616
RLM.CMax(10) 0.605 0.054 0.543 0.049 0.5837 0.0521 0.2743
MLP.CMax(5) 0.632 0.056 0.728 0.065 0.2699 0.0241 0.2670
SVM.ACP.95 0.666 0.060 0.644 0.058 0.3661 0.0327 0.3238
MLP.CL 0.751 0.067 0.570 0.051 0.0679 0.0061 0.2850
RLM.ACP.95 2.095 0.187 2.074 0.185 0.4621 0.0413 0.3324
Erro  - Cross Validation LOO
Predição 13ª (com o modelo de 1 a 12)Conjunto 1 a 12 Conjunto 1 a 13 (Total)psd (v = 0.2911)
Metodo.atributos RMSE RMSE*σ RMSE RMSE*σ |ε| |ε|*σ Prev.
SVM.CS 0.259 0.011 0.280 0.012 0.5889 0.0243 0.0800
MLP.CS 0.266 0.011 0.337 0.014 0.7749 0.0320 0.0723
Grad.CMax(5) 0.324 0.013 0.331 0.014 0.4289 0.0177 0.0866
RLM.CS 0.341 0.014 0.414 0.017 0.6149 0.0254 0.0789
SVM.CMax(5) 0.357 0.015 0.364 0.015 0.3039 0.0126 0.0917
RLM.CMax(10) 0.421 0.017 0.733 0.030 0.4375 0.0181 0.0794
SVM.ACP.95 0.428 0.018 0.472 0.019 0.5739 0.0237 0.0806
MPL.ACP.95 0.477 0.020 0.505 0.021 0.0369 0.0015 0.1028
RLM.CMax(5) 0.496 0.020 0.479 0.020 0.4309 0.0178 0.0865
MLP.CMax(5) 0.522 0.022 0.616 0.025 0.3459 0.0143 0.0900
RLM.CMax(1) 0.532 0.022 0.511 0.021 0.1619 0.0067 0.0976
MLP.CL 0.535 0.022 0.584 0.024 1.1059 0.0457 0.0586
SVM.CL 0.589 0.024 0.598 0.025 0.6409 0.0265 0.0778
RLM.ACP.95 0.622 0.026 0.630 0.026 0.3319 0.0137 0.0906
RLM.CL 0.883 0.036 0.573 0.024 0.3419 0.0141 0.0902
Erro  - Cross Validation LOO
Predição 13ª (com o modelo de 1 a 12)Conjunto 1 a 12 Conjunto 1 a 13 (Total)pp (v = 0.1043)
Metodo.atributos RMSE RMSE*σ RMSE RMSE*σ |ε| |ε|*σ Prev.
SVM.CMax(5) 0.306 0.026 0.491 0.042 0.5250 0.0453 0.4109
Grad.CMax(5) 0.317 0.027 0.321 0.028 0.4006 0.0346 0.4002
MPL.ACP.95 0.352 0.030 0.681 0.059 0.9960 0.0859 0.4515
MLP.CL 0.356 0.031 0.362 0.031 0.7490 0.0646 0.3010
SVM.CL 0.360 0.031 0.356 0.031 0.5460 0.0471 0.3185
MLP.CS 0.395 0.034 0.464 0.040 0.7930 0.0684 0.4340
MLP.CMax(5) 0.408 0.035 0.791 0.068 0.8520 0.0735 0.4391
SVM.CS 0.414 0.036 0.457 0.039 0.4540 0.0392 0.4048
SVM.ACP.95 0.443 0.038 0.483 0.042 0.7430 0.0641 0.4297
RLM.ACP.95 0.465 0.040 0.720 0.062 1.8030 0.1555 0.5211
RLM.CMax(5) 0.515 0.044 0.407 0.035 0.3750 0.0323 0.3979
RLM.CMax(10) 0.527 0.045 0.598 0.052 0.5277 0.0455 0.4122
RLM.CS 0.537 0.046 0.527 0.045 0.2650 0.0229 0.3885
RLM.CL 0.603 0.052 0.444 0.038 0.0720 0.0062 0.3718
RLM.CMax(1) 0.605 0.052 0.576 0.050 0.0730 0.0063 0.3719
Erro  - Cross Validation LOO
Predição 13ª (com o modelo de 1 a 12)Conjunto 1 a 12 Conjunto 1 a 13 (Total)ps (v = 0.3656)
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Os conjuntos CMax(1) e os baseados nas CP’s apresentaram erros substancialmente maiores 
que os obtidos pelos outros. Os resultados obtidos com as selecções baseadas na menor 
correlação entre os atributos, CS e CL, ficaram em posições diversas. Para lá de não se 
revelarem bons conjuntos de predição, não fornecem um indicador claro relativo à influência da 
correlação entre os atributos. 
O conjunto CMax(1), que utiliza unicamente o atributo com maior correlação, portanto aquele 
cujo percurso mais se assemelhará ao da variável a predizer, fica classificado em posições 
díspares e nunca em lugar de relevo, tal como o conjunto de dez atributos, CMax(10). 
Inversamente o conjunto CMax(5) aparece sistematicamente nos lugares do topo.  
5.2.1. Modelos Lineares 
 
Os Gradientes e a Regressão propõem um modelo linear similar, mas os seus resultados não são 
equivalentes, com a regressão a ficar sistematicamente com resultados piores. Eventualmente, 
os processos de cálculo de cada método possam explicar esta diferença. Alem disso, o facto de 
se ter forçado a utilização de todos os atributos presentes no conjunto de dados nos Gradientes 
mas ter permitido que a regressão utilizasse ou não atributos colineares por via da escolha de 
parâmetros, parece ser contraditório com o posicionamento dos resultados obtidos pelos dois 
métodos. 
Se excluirmos o MLP todos os outros modelos podem ser lineares. Uns por exclusividade, a 
Regressão e os Gradientes, ou por opção paramétrica, o SVM. No quadro 6 pode ver-se que este 
método ficou cinco vezes nos três primeiros. Na maioria destas ocorrências, três, foi o Kernel 
linear que apresentou melhores valores de RMSE. 
Deste modo, quer a classificação dos modelos exclusivamente lineares, quer a escolha 
maioritária deste Kernel no SVM, sugerem que seja esta a melhor opção para predição segundo 
os procedimentos adoptados.  
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5.2.2. Variáveis socioeconómicas 
  
Quadro 5 – Conjuntos de atributos, CMax(10), CL e CS, por partido.  
pcp Correlação
EMT.034...N.MFMediaW 0.9804 EMT.034...N.MFMediaW EMT.034...N.MFMediaW 
E.119...N.MFMediaW 0.9672 PS.008..m.P.MCDeclive PS.027...P.MFDeclive 
P.196..m.P.MA1 0.9670 P.106...P.MCDeclive PS.010...N.MFDeclive 
E.125...N.MFMediaW 0.9632 S.001...N.MCDif P.064..m.P.MCDif 
P.196..m.P.MCMedia 0.9626 TA.032...P.MCDif S.003...P.MCDif 
EMT.070..M.N.MLMediaW2 0.9614
PS.028..m.P.MCDeclive 0.9600
EMT.072..M.N.MLMediaW2 0.9599
EMT.071..M.N.MLMediaW2 0.9598
EMT.044...N.MFMediaW2 0.9587
psd Correlação
E.108...N.MFDeclive 0.9248 E.108...N.MFDeclive E.108...N.MFDeclive 
P.084...N.MFDif 0.8207 EMT.046...P.MFMediaW2 P.126...N.MFDif 
P.164...N.MFDif 0.8108 EP.001..m.P.MA1 E.099...N.MCDeclive 
P.103...N.MFDif 0.8094 EMT.046...P.MCMediaW2 P.131...P.MFDeclive 
P.061...N.MFDif 0.8082 EMT.018...P.MFMediaW2 J.004.O4...P.MCMedia 
P.145...N.MFDif 0.8064
EMT.017...N.MFDeclive 0.8050
PS.023...P.MFDif 0.8046
EMT.056...P.MFMedia 0.8007
P.126...N.MFDif 0.7928
ps Correlação
EMT.012...N.MFMedia 0.8744 EMT.012...N.MFMedia EMT.012...N.MFMedia 
CE.002...N.MLDif 0.8728 E.038...N.MCDeclive E.026...N.MCDeclive 
C.005...N.MCDeclive 0.8721 E.020...N.MCDif E.100...P.MCMediaW2 
EMT.018...N.MCMediaW 0.8711 PS.009...N.MCDif E.014...P.MFMediaW2 
E.070...P.MCDeclive 0.8639 TA.066..m.P.MCDif EMT.024...N.MLMedia 
EMT.012...N.MCMedia 0.8637
EMT.012...N.MCMediaW 0.8633
EMT.018...N.MCMediana 0.8630
EMT.012...N.MA1 0.8629
EMT.018...N.MA1 0.8624
pp Correlação
P.013...N.MFMediaW 0.8973 P.013...N.MFMediaW P.013...N.MFMediaW 
TA.051...P.MLMediana 0.8834 E.071..m.P.MLMediaW P.103..m.P.MCDeclive 
E.060...N.MCDeclive 0.8800 E.023...P.MCDif P.106...P.MCDeclive 
E.063...N.MCDeclive 0.8729 TA.040...P.MCDif PS.006...P.MLMediaW 
P.018...N.MLMediana 0.8619 P.167...P.MCDif E.027...N.MFMedia 
EMT.036...N.MFMediaW 0.8568
P.018...N.MFMediaW 0.8504
PS.016...N.MCDeclive 0.8434
P.017..M.N.MLMediana 0.8431
TA.052...P.MLMediana 0.8422
CL CS
CMax(10)
CMax(10)
CMax(10)
CMax(10)
CL CS
CL CS
CL CS
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As dez maiores correlações absolutas encontradas, em cada conjunto partidário, foram sempre 
superiores a 0,8, salvo uma única vez no PSD. Pelo contrário, o PCP apresentou valores entre 
0,98 e 0,96 e, talvez por isso, os erros apresentados pelos vários modelos para este partido 
foram sempre os melhores.   
É importante verificar que o quadro 5 não apresenta um atributo que sirva como padrão e seja 
relevante em todos os partidos.  
Há, no entanto, uma Família de variáveis socioeconómicas que é recorrente. Das quarenta 
variáveis extraídas inicialmente, dez por partido, quinze pertencem ao Tema EMT, Emprego e 
Mercado de Trabalho, sendo que no PS e no PCP, das vinte possíveis, doze eram daquele 
Tema. Em relevância o segundo atributo pertence ao Tema P, População, e evidenciam-se no 
PSD e no PP.  
Resumindo: 
 EMT 
o Sete atributos no PS; 
o Cinco no PCP; 
  P 
o Seis no PSD; 
o Quatro no PP. 
Ainda no quadro 5 é possível ver que, no PS, o atributo EMT.012 (População desempregada - À 
procura do 1º emprego), com quatro ocorrências e o EMT.018 (População desempregada do 
sexo feminino - À procura do 1º emprego) com três, destacam-se, sendo este o partido que 
menor número de atributos escolheu. Depois, apenas o PCP, com 2 vezes a variável P.196, 
(Taxa de fecundidade por grupo etário - 15-19), e o PP, igualmente com 2 vezes a P.018, 
(Óbitos por algumas causas de morte (%) - Doenças do aparelho digestivo). 
De realçar que se considerarmos apenas os conjuntos de cinco atributos, os mais frequentes nos 
vinte são oito da Família População e cinco da Família Educação, perdendo a EMT algum do 
seu relevo, pois apenas é seleccionada três vezes.  
5.2.3. Agregações 
 
Continuando no quadro 5, de todas as agregações seleccionadas, a que maior ocorrência 
apresenta é a Memória Fixa (agregação a quatro anos), com dezoito escolhas, sendo que no 
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PSD é mesmo a única escolhida. Seguidamente a Memória Curta, com onze variáveis, em que 
o PS concentra sete. 
De resto, evidencia-se o PSD, seleccionando sete vezes as agregações utilizando Diferença e o 
PP com Medianas e Declives, respectivamente quatro e três vezes. Os outros apresentam uma 
mistura de várias opções.  
5.2.4. Correlações 
 
Em 40 selecções, 32 são opções de correlação Negativa, distribuídas de forma equilibrada: oito 
em dois partidos, sete e nove nos outros. 
É de realçar, no entanto, que sempre que o PCP e o PS seleccionaram variáveis EMT, optaram 
pelas de correlação negativa, tal como PSD nas variáveis P. 
5.2.5. Posição partidária e erro 
 
No quadro seguinte, 6, são apresentadas as três primeiras previsões obtidas em cada partido, 
ainda ordenados por RMSE, primeira coluna. O PCP ocupa os primeiros lugares, o PP virá em 
segundo ocupando dois lugares entre o quarto e o sexto. O PS outros dois entre o sétimo e o 
oitavo, ficando o PSD espalhado entre quinto e o decimo segundo. Como esta posição não 
parece depender do valor da variável alvo, quadro 7, isso indicará que as diferentes dificuldades 
de previsão variam, também, em função dos partidos e não unicamente da dimensão do 
resultado eleitoral. 
 
 
Quadro 6 – Os resultados dos três melhores modelos obtidos para cada um dos partidos ordenados por RMSE.  
Para lá desta diferença partidária os valores previstos são razoavelmente próximos dos reais. No 
PCP, coincide o menor valor de RMSE e a melhor previsão, com erro absoluto inferior a 0,15%. 
Partido Metodo.atributos RMSE RMSE*σ RMSE RMSE*σ |ε| |ε|*σ Prev.
PCP Grad.CMax(5) 0.125 0.005 0.122 0.005 0.032 0.001 0.077
PCP MPL.ACP.95 0.171 0.007 0.241 0.010 0.321 0.014 0.065
PCP SVM.ACP.95 0.190 0.008 0.190 0.008 0.226 0.010 0.069
PP SVM.CS 0.259 0.011 0.280 0.012 0.589 0.024 0.080
PSD Grad.CMax(5) 0.261 0.023 0.275 0.025 0.172 0.015 0.276
PP MLP.CS 0.266 0.011 0.337 0.014 0.775 0.032 0.072
PS SVM.CMax(5) 0.306 0.026 0.491 0.042 0.525 0.045 0.411
PS Grad.CMax(5) 0.317 0.027 0.321 0.028 0.401 0.035 0.400
PP Grad.CMax(5) 0.324 0.013 0.331 0.014 0.429 0.018 0.087
PSD SVM.CMax(5) 0.352 0.031 0.387 0.035 0.296 0.026 0.265
PS MPL.ACP.95 0.352 0.030 0.681 0.059 0.996 0.086 0.451
PSD SVM.CS 0.352 0.031 0.337 0.030 0.094 0.008 0.300
Erro  - Cross Validation LOO
Predição 13ª (com o modelo de 1 a 12)Conjunto 1 a 12 Conjunto 1 a 13 (Total)
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No outro extremo, no PS, ao menor valor de RMSE não corresponde a melhor previsão (*), tal 
como se apresenta no quadro seguinte. 
 
Quadro 7 – As três melhores previsões obtidas (*), por partido. 
5.2.6. Variáveis pré seleccionadas 
 
Com já foi referido, alguns trabalhos nesta área pré seleccionam algumas variáveis, opção que 
não se tomou, deixando os diversos métodos e modelos aplicados efectuar as selecções. No 
entanto é interessante verificar que o “PIB” (neste trabalho identificado como CN.027), e as 
variáveis “População Activa Total” (EMT.001), e “População Desempregada Total” 
(EMT.011), nunca foram seleccionadas para os conjuntos partidários em nenhuma agregação e 
consequentemente nunca foram utilizadas.  
No caso do PIB, mesmo as variáveis em cujo cálculo entra aquele indicador (algumas do Tema 
CN), apenas foram seleccionadas uma única vez em um único partido. 
Por outro lado, a Família Emprego (Tema EMT), uma das mais extensas, foi seleccionada 
quinze vezes para as dez maiores correlações por partido, sendo que o PS e o PCP, com doze em 
vinte, foram os partidos que seleccionaram mais variáveis daquele grupo. 
 
 
 
Partido Metodo.atributos p v v-p <
PCP Grad.CMax(5) 7.72% 7.86% 0.14% *
PCP MPL.ACP.95 6.50% 7.86% 1.36%
PCP SVM.ACP.95 6.90% 7.86% 0.96%
PP SVM.CS 8.00% 10.43% 2.43%
PSD Grad.CMax(5) 27.58% 29.11% 1.53%
PP MLP.CS 7.23% 10.43% 3.20%
PS SVM.CMax(5) 41.09% 36.56% -4.53%
PS Grad.CMax(5) 40.02% 36.56% -3.46% *
PP Grad.CMax(5) 8.66% 10.43% 1.77% *
PSD SVM.CMax(5) 26.47% 29.11% 2.64%
PS MPL.ACP.95 45.15% 36.56% -8.59%
PSD SVM.CS 29.95% 29.11% -0.84% *
Predição 13ª (com o modelo de 1 a 12)
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6. Considerações finais 
6.1. Conclusão 
 
O trabalho pretendeu analisar a possibilidade de prever as escolhas eleitorais dos Portugueses 
para a Assembleia da República, entre 1974 e a actualidade, utilizando algumas técnicas de 
Data Mining nos dados dados SE disponíveis. 
Anteriormente um trabalho em dados multivariados demonstrou a existência de relações entre 
variáveis SE e aqueles resultados eleitorais. Nele foram encontrados métodos, atributos e 
resultados diferentes conforme os partidos. Estas relações pedem uma análise em outros campos 
o que, desde logo, se descartou. No entanto, a valorização não política permitiu encontrar 
diferenças individuais relevantes, quer nos atributos quer nos resultados.  
As experiências realizadas apontam para uma preferência por um modelo Linear, assim como a 
sistemática boa colocação dos conjuntos com cinco atributos parece indicar ser esta a melhor 
opção enquanto dimensão. No entanto, a utilização do VC-LOO, mas principalmente o reduzido 
numero de instâncias, impediram a realização de testes estatísticos comparativos sobre os 
resultados obtidos nomeadamente o paired-t-test, não permitindo uma opção clara e 
fundamentada por um método ou uma dimensão. 
A necessidade de compatibilizar as frequências entre os dados SE e os resultados eleitorais 
obrigava a optar pela redução das primeiras ou aumento dos segundos. Dado que estamos a 
prever resultados eleitorais pareceu mais natural a opção pela redução. 
 
6.2. Limitações 
 
Na pesquisa realizada sobre previsão eleitoral, os resultados obtidos foram limitados. Não foram 
referenciadas previsões utilizando dados SE sem escolhas prévias porque todos os trabalhos 
encontrados utilizavam parâmetros externos à previsão para seleccionarem previamente as 
variáveis. Nos contactos com os departamentos e serviços de documentação dos partidos 
relevantes não foi igualmente possível recolher referências. Em todos os casos a resposta 
apontava para não existirem trabalhos equivalentes.  
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Nos outros estudos envolvendo sistemas políticos diferentes do nosso, é apenas previsto um 
resultado eleitoral, frequentemente envolvendo reeleição de um partido ou presidente.  
A quantidade de actos eleitorais com as mesmas características e objectivos é diminuta, sendo 
que o número máximo de instâncias disponíveis em Portugal até 2009 em qualquer acto é 
apenas de treze. Isto limita o desempenho e a aplicação das técnicas e métodos possíveis porque 
os resultados não seriam avaliados convenientemente.  
Unicamente foram utilizados resultados eleitorais Legislativos, não sendo testada nenhuma 
forma de agregação de diferentes tipos de eleições.  
Não se desenvolveu igualmente qualquer acerto das frequências dos dados eleitorais para valor 
anual, utilizando-se somente uma forma de as equalizar sem recorrer a agregações (embora seja 
incluída no conjunto das agregações). 
6.3. Trabalho futuro 
 
Este trabalho assumiu a influência dos dados SE referentes ao ano imediatamente anterior ao 
acto eleitoral. No entanto, a maioria destes só está disponível perto do final do ano seguinte, 
pelo que poderia ser introduzida alguma décalage em futuros desenvolvimentos.  
Algumas técnicas, frequentemente identificadas como Nowcasting (Banbura, Giannone, & 
Reichlin, 2011), permitem a previsão de dados SE ainda não disponíveis. Estas poderiam ser 
aplicadas, contudo basear forecasting político em forecasting SE pode ser muito questionável. 
Os actos eleitorais serão influenciados pelos eventos ocorridos até ao dia da sua realização. 
Como os dados SE só estão disponíveis anualmente, este trabalho utilizou unicamente anos 
completos. Seria interessante tentar divisões daqueles dados anuais. 
A abordagem ao problema proposto poderia efectuar-se por outras vias, por exemplo com Séries 
Temporais que nem sequer foi iniciada. Seria interessante utilizá-la para exercício semelhante, 
tal como as Pooled Time Series que manuseiam o número de instâncias ou a Grey Theory 
proposta para trabalhar com estas quantidades de dados.  
A compatibilização de frequências poderá implicar uma aproximação diferente da adoptada, 
algum tipo de expansão dos actos eleitorais contrariamente à redução das variáveis SE. 
Se considerarmos integração do Pais em alguns organismos e comunidades e o fenómeno da 
globalização, então também se admitirá que seremos influenciados por outras variáveis SE mais 
abrangentes. A utilização de outras, que não sejam unicamente as nacionais, poderá ser uma via 
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a merecer alguma reflexão, assim como a inclusão de variáveis emocionais ou com origem em 
partidos políticos. 
Neste estudo não se verificou se algum dos resultados dos modelos propostos somados atingia 
ou ultrapassava a barreira dos 100% nem se testou o comportamento do intervalo restante. 
Trabalhos futuros poderiam aprofundar esta situação.  
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Anexos 
A. Método das posições relativas 
O presente trabalho partiu dos resultados obtidos em sequência de um exercício da Unidade 
Curricular “Prospecção e Descoberta de Informação”, leccionada pelo Professor Luís Correia, 
no âmbito do “Mestrado em Gestão de Informação” e no qual foram obtidas classificações 
posicionais para o par vencedor/vencido nos actos eleitorais entre 1974 e 2008. 
Os dados SE disponíveis foram recolhidos nos Websites do Banco de Portugal e INE em 2008. 
No primeiro obtiveram-se dados referentes ao período entre as décadas de 70 e 90, no segundo, 
os dados mais recentes. Estas recolhas permitiram obter séries socioeconómicas contínuas e 
anuais entre 1974 e 2007. Os números de deputados foram recolhidos no Website da CNE. 
Os resultados eleitorais foram reduzidos a pares de siglas que representavam posições, PS/PSD 
ou PSD/PS para a primeira/segunda posição.  
Uma primeira análise indicou que todas as variáveis socioeconómicas disponíveis eram 
crescentes ao longo do tempo. Facto que conduziu à utilização de intervalo dos quatro anos -
período normal entre eleições, calculando-se o declive entre os valores dos pontos inicial e final 
e posteriormente a média aritmética desses pontos. Os resultados foram divididos, por 
comparação, em dois indicadores; “CrescAbaixo” e “CrescAcima”, sempre que o declive local 
fosse, respectivamente, inferior ou superior à média. 
Esses resultados foram importados para o WEKA e submetidos ao classificador “j48” o que 
permitiu construir um modelo utilizando apenas um indicador, “EMPREGO TOTAL nas 
Industrias Transformadoras”, que indicou em, onze das doze instâncias, a posição vencedora. A 
instância objecto da previsão, a de 2009 teve como resultado a posição PS/PSD, como se veio a 
confirmar.  
Resumindo, se o referido indicador crescia abaixo da média, o PS ganhava as eleições, quando 
crescia acima, vencia o PSD. 
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B. RoadBook  
B.1 Pré-processamento 
O pré-processamento consistiu na seguinte sucessão de tarefas: 
 Recolha de todas as variáveis SE presentes no Website da Pordata; 
 Limpeza das variáveis SE: 
o Que não se iniciassem pelo menos em 1974; 
o Que não terminassem em 2009; 
o Com dados incompletos, com frequência não anual ou inconsistentes; 
o Dos dados anteriores a 1974; 
 Teste de outliers; 
 Recolha, no Website da CNE, dos dados eleitorais relativos às eleições Legislativas; 
 Conversão dos dados referentes às coligações eleitorais em dados partidários; 
 Selecção dos partidos a utilizar; 
 Selecção dos dados eleitorais referentes às percentagens eleitorais; 
B.2 Processamento 
O Processamento realizado foi o seguinte: 
 Agregação dos dados anuais das variáveis socioeconómicas para treze instâncias; 
 Normalização das doze primeiras instâncias; 
 Aplicação da média e desvio padrão, apurados para o passo anterior, à 13ª instância; 
 Cálculo da correlação das doze primeiras instâncias de cada um dos atributos com os 
resultados eleitorais; 
 Extracção, em cada agregação, dos dez atributos com melhor correlação; 
 Ordenação dos 190 atributos por ordem decrescente da sua correlação; 
 Geração de ficheiros WEKA, tipo arff, para cada um dos seguintes conjuntos: 
o CMax(10) – os dez atributos com correlação máxima; 
o CMax(5) – os cinco atributos com correlação máxima; 
o CMax(1) – o atributo com correlação máxima; 
o C.S – Selecção de cinco correlações em que a primeira é a correlação máxima 
com a variável alvo, a segunda é a de maior correlação com a variável alvo 
depois de eliminadas as que apresentavam correlação maior que 0,8 com a 
anterior. Idem para as três seguintes;  
o C.L – Selecção de cinco correlações em que a primeira é a correlação máxima 
com a variável alvo e as seguintes espaçadas uniformemente por correlação 
entre si, de modo que a quinta fosse sempre a última do grupo de 190; 
o ACP.95 – CP’s que expliquem 95% da variação contida nos 190 atributos; 
 Utilização da ferramenta preprocess/filter/unsupervised/instance/RemoveRange para 
dividir os ficheiros anteriores, de treze instâncias, em dois, um com as doze primeiras, 
identificado como “.1-12.” e um outro com a 13ª  instância, identificado como “.13.”; 
 Submetendo o ficheiro “.1-12.”, ao Classify/classifiers/function/ em CV/LOO e 
procurando minimizar o valor de RMSE por variação dos parâmetros de configuração 
específicos para cada método:  
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/LibSVM 
Kernel type; 
Cost; 
Gamma; 
Loss; 
Nu; 
 
/LinearRegression 
attributeSelectionMethod; 
eliminateColinerarAttributes; 
 
/LinearPerceptron; 
HiddenLayers; 
LearningRate; 
Momentum; 
TrainingTime; 
 
 Alteração da forma de teste para “Supplied test set”, fornecendo a instância criada 
anteriormente e identificada como “.13.”; 
 Aplicação dos parâmetros determinados anteriormente ao ficheiro com as 13 instâncias; 
 Repetir os três procedimentos anteriores ao CMax(5), utilizando o suplemento Excel, 
“Premium Solver for Education”, opção “Standard GRG nonlinear”, para o Método dos 
Gradientes;  
 Calculo dos valores de “RMSE não normalizado”. 
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C. Fórmulas de Agregação 
São aqui apresentadas as fórmulas que foram usadas para obter os valores das variáveis 
correspondentes a agregações de valores de uma variável SE. 
Os diversos tipos de agregações resultam da utilização de uma forma particular de combinação 
dos valores – que poderá ser por Média, MédiaW (Média com atenuação simples), MédiaW2 
(Média com atenuação quadrática), Mediana, Declive ou Dif (Diferença) – e de um particular 
período de influência, isto é o intervalo de anos abrangido na agregação, designado por M 
(Memória), sendo: 
M = {
                 
                  
                  
 
Nos esquemas de fórmulas a seguir apresentados são utilizadas as seguintes variáveis:  
vi – valor da variável SE a agregar, no ano i; 
n  – ano da eleição corrente; 
j  – número de anos entre a eleição corrente e a anterior; 
IM – primeiro ano incluído na agregação, onde M representa um dos tipos de memória 
acima referidos, sendo: 
IM = {
 -        
           
 -        
 
MMédia = 
∑   
 - 
   
( - )-    
 
MMédiaW = 
∑
  
         
 - 
    
( - )-    
 
MMédiaW2 = 
∑
  
 (         )
 
 - 
   
( - )-    
 
MMediana = Mediana(  -       ) 
MDeclive = 
∑ (  - ̅)( - )̅
 - 
   
∑ ( - )̅
 - 
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MDiferença =   - -    
 
Considerou-se ainda como forma adicional de agregação, a simples utilização do valor da 
variável SE num único ano, o ano anterior à eleição corrente, designada por MA1, (Memória 
Actual): 
 
MA1 =       
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D. Variáveis SE utilizadas 
Identificação das variáveis SE originais, extraídas do Website da Pordata, que foram 
seleccionadas para algum dos conjuntos de atributos CMAX, CS ou CL utilizados para aplicação 
dos métodos de Data Mining, organizadas por famílias. 
Quadro 8 – As variáveis SE utilizadas, organizadas por família 
C Cultura e Desporto
005 Cinema - Sessões
CE Contas do Estado
002 Despesa média da Segurança Social por pensionista: - Invalidez (todos os regimes)
E Educação
014 Alunos matriculados: total e por nível de ensino - Nível de ensino - Ensino Básico - 3º Ciclo - 
020
Alunos matriculados no ensino básico particular e cooperativo: total e por modalidade de ensino  - Modalidade de ensino - 
Regular
023 Alunos matriculados no ensino básico público: total e por modalidade de ensino  - Modalidade de ensino - Regular
026 Alunos matriculados no ensino particular e cooperativo: total e por nível de ensino - Nível de ensino - Ensino Básico - 1º Ciclo - 
027 Alunos matriculados no ensino particular e cooperativo: total e por nível de ensino - Nível de ensino - Ensino Básico - 2º Ciclo - 
038 Alunos matriculados no ensino público: total e por nível de ensino  - Nível de ensino - Ensino Secundário
060
Doutoramentos realizados em Portugal ou no estrangeiro e reconhecidos por universidades portuguesas: total e por sexo - 
Doutoramentos - Realizados no estrangeiro - Total
063 Doutoramentos realizados no estrangeiro e reconhecidos por universidades portuguesas: total e por país - Países - Total
070 Doutoramentos realizados no estrangeiro e reconhecidos por universidades portuguesas: total e por país - Países - Itália
071 Doutoramentos realizados no estrangeiro e reconhecidos por universidades portuguesas: total e por país - Países - Reino Unido
099
Número médio de alunos por docente: por nível de ensino  - Nível de ensino - Ensino Básico 2º e 3º ciclos e Secundário - 3º Ciclo 
e Secundário
100 Número médio de alunos por docente: por nível de ensino  - Nível de ensino - Ensino Superior
108
Estabelecimentos nos ensinos pré-escolar, básico e secundário público: total e por nível de ensino  - Nível de ensino - Ensino 
Básico 1º ciclo
119 Taxa bruta de escolarização do sexo masculino por nível de ensino - Nível de ensino - Ensino Básico - 2º Ciclo
125 Alunos matriculados no ensino particular e cooperativo: total e por nível de ensino - Nível de ensino - Ensino Básico - Total
EMT Emprego e Mercado de Trabalho
012 População desempregada - À procura do 1º emprego
017 População desempregada do sexo feminino - Total
018 População desempregada do sexo feminino - À procura do 1º emprego
024 População desempregada do sexo masculino - À procura do 1º emprego
034 População empregada - Situação na profissão principal - Trabalhador por conta própria
036 População empregada - Situação na profissão principal
044 População empregada do sexo feminino - Situação na profissão principal - Trabalhador por conta própria - Total
046 População empregada do sexo feminino - Situação na profissão principal - Trabalhador por conta própria - Isolado
056 População empregada do sexo masculino - Situação na profissão principal - Trabalhador por conta própria - Isolado
070 Salário mínimo nacional - Valor mensal - Salário mínimo geral
071 Salário mínimo nacional - Valor anual - Salário mínimo geral
072 Salário mínimo nacional - Valor mensalizado - Salário mínimo geral
EP Empresas
001
Número de sociedades constituídas por número de sociedades dissolvidas - Sociedades por sector de actividade económica 
principal - Total
J Justiça
004 Taxa de resolução nos tribunais (%) - Tribunais Judiciais
P População
013 Óbitos por algumas causas de morte (%) - Doenças do aparelho circulatório
017 Óbitos por algumas causas de morte (%) - Doenças do aparelho respiratório
018 Óbitos por algumas causas de morte (%) - Doenças do aparelho digestivo
061 População residente - 5-9
064 População residente - 20-24
084 População residente do sexo feminino - 5-9
103 População residente do sexo feminino, estimativas a 31 de Dezembro - 5-9
106 População residente do sexo feminino, estimativas a 31 de Dezembro - 20-24
126 População residente do sexo masculino - 5-9
131 População residente do sexo masculino - 30-34
145 População residente do sexo masculino, estimativas a 31 de Dezembro - 5-9
164 População residente, estimativas a 31 de Dezembro - 5-9
167 População residente, estimativas a 31 de Dezembro - 20-24
196 Taxa de fecundidade por grupo etário - 15-19
PS Protecção Social
006 Pensões da Segurança Social em % do PIB: - Sobrevivência (todos os regimes)
008 Receitas da Segurança Social "per capita"
009 Beneficiários activos da Segurança Social  
010 Pensionistas - Total
016 Pensionistas da Segurança Social - Sobrevivência
023 Pensões da Segurança Social - Invalidez (todos os regimes)
027 Despesa média da Segurança Social por pensionista: - Velhice (todos os regimes) 
028 Despesa média da Segurança Social por pensionista: - Invalidez (todos os regimes)
S Saùde
001 ADSE: despesa por beneficiário
003 Beneficiários da ADSE  
TA Ambiente e Território
032 Temperatura máxima do ar no mês mais quente do ano (média mensal) - Lisboa
040 Temperatura máxima do ar (média anual) - Castelo Branco
051 Precipitação total - Beja
052 Precipitação total - Faro
066 Número de dias sem chuva  - Porto
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E. Ferramentas utilizadas 
E.1 Weka.3.7.5 
Este programa, disponibilizado gratuitamente, sob a norma GPL pela Universidade 
neozelandesa de Waikato, é mantido e apoiado pela comunidade científica, beneficiando do 
feedback e das contribuições frequentes de várias fontes e ramos científicos. 
Sob um interface gráfico de utilização relativamente simples, inclui-se um conjunto variado de 
ferramentas de Data Mining implementadas em JAVA. Foi utilizado para a aplicação de:  
LibSVM (Maquinas de vectores de suporte, SVM),  
Linear Regression (Regressão linear múltipla, RLM),  
Multilayer Perceptron (Perceptrão multicamada, MLP).  
E.1.1 Máquinas de vector de suporte 
Nome: weka.classifiers.functions.LibSVM 
Opções, (estão indicados os parâmetros com os quais se minimizou o RMSE): 
(1º).(-S):SVMType – Tipo de SVM, Regressão, Classificação. (Discreto; 0 a 4, 
Classificação: C-SVC [opção 0], nu-SVC [opção 1], one class SVM [opção 2]. Regressão: 
epsilon-SVR [opção 3], nu-SVR [opção 4], default=0). 
(-M):cacheSize – Quantidade de cache. (Numérico,> 0, default=40). 
(-R):coef0 – Coeficiente a usar. (Numérico, default=0). 
(3º).(-C):cost – O parâmetro custo para C-SVC, epsilon-SVR e nu-SVR. (Numérico, 
[Deve ser correspondente ao intervalo dos vectores de saída], default=1). 
Debug – Usado para fornecer dados adicionais. ”False”. 
(-D):degree – O grau do Kernel. (Numérico,> 0, default=3). 
(-V):doNotReplaceMissingValues Opção para preencher os dados em falta. ”False”. 
(-E):eps – O incremento mínimo para a opção de paragem. (Numérico, default=0,001). 
(4º).(-G):gamma - O gamma a usar. (Numérico, 1, default=0). 
(2º).(-K):KernelType – O tipo de Kernel a usar. (Descritivo; Linear: (u’*v) [opção 0] , 
polynomial: ((gamma*u’*v+coef0)^degree) [opção 1], função de base radial: ( exp(-
gamma+|u-v|^2)) [opção 2], sigmóide: (tanh(gamma*u’*v+coef0)) [opção 3], 
default=2). 
(5º).(-P):loss – O valor de epsilon para a função de perda em epsilon-SVR. (Numérico, 
[Deve ser da mesma ordem de grandeza da variância do erro de ajuste], default=0,1). 
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(-model):modelFile – o Tipo de ficheiro a criar para output. (Descritivo; 
default=Weka-3-7). 
(-Z):Normalize – Opção de Normalização para os dados. ”False”. 
(6º).(-N):nu – O valor de nu para nu-SVC, one-class SVM e nu-SVR. (Numérico, 0 a 1, 
default=0,5). 
(-B):probabilityEstimates – Opção para estimar probabilidades em vez de critérios -
1/1. ”False”. 
(-H):shrinking – Opção para utilizar a heurística de diminuição. (default=on). 
(-W):weights - Os pesos a usar, um por classe. (Numérico, default=1 para pesos iguais 
em todas as classes). 
E.1.2 Regressão linear múltipla 
Nome: weka.classifiers.functions.LinearRegression 
Opções, (estão indicados os parâmetros com os quais se minimizou o RMSE): 
 (1º).attributeSelectionMethod – Tipo de método utlizado na regressão. (Descritivo; 
Opção “no attribute selection”, Opção “M5's method”, Opção “Greedy”, 
default=”M5’s method”). 
debug – Fornece Outputs para a consola. “False” 
eliminateColinearAttributes – Elimina atributos colineares se existentes, “True”. 
ridge – O valor para o parâmetro Ridge. (Numérico, default=1.0E-8). 
E.1.3 Redes Neuronais hierárquicas 
Nome:  weka.classifiers.functions.MultilayerPerceptron 
Opções, (estão indicados os parâmetros com os quais se minimizou o RMSE): 
(-G):GUI – Grafic user interface. “False” 
(-A):AutoBuild - Inclui e liga camadas escondidas na Rede. “True”. 
Debug – Usado para fornecer dados adicionais. “False”. 
(-D):Decay – Se “true” faz diminuir o rácio de aprendizagem dividindo o learning rate 
pelos ciclos e aplicando esse valor como novo learning rate. “False”. 
(1º).(-H):HiddenLayers – Define o número de camadas e de neurónios por camada. Só 
funciona com a opção “AutoBuild” em “true” e a sintaxe é (a,b,…), sendo “a”, “b”, 
“…” = ao número de neurónios por camada. (Numérico,> 0 / wildcards: “a”, “i”, 
“o”, “t”, default “a”) 
 (2º).(-L):LearningRate – A quantidade de peso que é aplicada. (Numérico,> 0 a 1, 
default=0,3). 
(3º).(-M):Momentum - Momentum aplicado aos pesos. (Numérico, 0 a 1, default=0,2). 
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(-B):NominalToBinaryFilter – Pré-processamento das instâncias se houver atributos 
nominais. “False”. 
(-I):NormalizeAttributes – Normaliza os valores para o intervalo entre 1 e -1. “False”. 
(-C):NormalizeNumericClass – Normaliza, internamente, os valores das classes 
numéricas para optimizar o desempenho. “False”. 
(-R):Reset – Usado para impedir a criação de erros ajustando o valor do “learning 
rate”. “True”. 
(-S):Seed – Valor fixo para inicializar o gerador de números aleatórios e permitir 
reprodutibilidade dos testes. (Numérico,> 0, default=0). 
(4º).(-N):TrainingTime – Numero de ciclos de treino. Se for diferente de “0” o treino 
continua pelo número de ciclos indicado. Se for “0” pára quando não houver melhoria 
entre ciclos. (Numérico,> 0, default=500) 
(-V):ValidationSetSize  - Tamanho, em percentagem, do conjunto de validação. 
Controla o número de ciclos de aprendizagem, verificando se os erros estão a 
aumentar. Se for “0” não verifica. (Numérico, 0 a 100, default=20) 
(5º).(-E):ValidationThreshold – Numero de vezes que é permitido que a aprendizagem 
piore antes que seja interrompida. (Numérico,> 0, default=20). 
 
E.2 SPSS 19 
Em algumas fases deste trabalho, especificamente, para testar a Análise de Componentes 
Principais, que posteriormente veio a ser realizada no WEKA, utilizou-se o SPSS, (Statistical 
Package for the Social Sciences), um programa comercial da IBM, que possui uma colecção 
alargada de técnicas e procedimentos, nomeadamente Estatísticos e de Data Mining, muito 
utilizado em meios profissionais.  
E.3 Excel 2010 
O Excel, parte integrante do pacote MICROSOFT OFFICE 2010, é uma folha de cálculo 
universal que inclui algumas ferramentas para análise de dados. Neste trabalho foram utilizadas 
as fórmulas nativas essencialmente em pré-processamento e geração de ficheiros Weka, (arff).  
A “Analise de Hipóteses/Atingir Objectivo”, um Suplemento incluído no pacote básico, 
possibilitou seleccionar o número exacto de “melhores” em cada “memória”. A empresa que o 
desenvolveu, comercializa várias versões mais completas e, em determinadas condições, 
fornece gratuitamente uma versão “EDUCATION” que permitiu usar funções não lineares, 
nomeadamente o “Standard (GRG) nonlinear” usado no Método dos Gradientes. 
 
