Abstract. Orthogonal polynomials with respect to a type of Dirichlet multinomial distribution on lattices in polyhedral domains in R d , which include hexagons in R 2 and truncated tetrahedrons in R 3 , are defined and studied. The polynomials are given explicitly in terms of the classical one-dimensional Hahn polynomials. They are also characterized as common eigenfunctions of a family of commuting partial difference operators. These operators provide symmetries for a system that can be regarded as a discrete extension of the generic quantum superintegrable system on the d-sphere. Moreover, the discrete system is proved to possess all essential properties of the continuous system. In particular, the symmetry operators for the discrete Hamiltonian define a representation of the Kohno-Drinfeld Lie algebra on the space of orthogonal polynomials, and an explicit set of 2d − 1 generators for the symmetry algebra is constructed. Furthermore, other discrete quantum superintegrable systems, which extend the quantum harmonic oscillator, are obtained by considering appropriate limits of the parameters.
Introduction
Hahn polynomials of d variables are usually defined as discrete orthogonal polynomials on lattices in either a product domain or a simplex in R d . We shall define and study such polynomials on polyhedral domains in R d that include hexagons in R 2 and truncated tetrahedrons in R 3 (see Figure 1 ). 
which is an analogue of the Dirichlet multinomial distribution defined on the discrete polyhedral domain. Our goal is to construct orthogonal polynomials with respect to the inner product : |ν| ≤ N }. In this case, the orthogonal polynomials are the Hahn polynomials of several variables that have been studied extensively; see, for example, [8, 9, 13, 14, 17, 20] and the references therein. In particular, an explicit orthogonal basis was introduced in [17] and reformulated later in [13] in its present form given here (see (2.8) ). The second-order difference operators that have orthogonal polynomials as eigenfunctions are classified in [13] , where it was realized that the classification includes not only the Hahn polynomials on V d N , but also orthogonal polynomials on discrete product domains and more general domains that can be obtained form the discrete simplex by cutting off some, but not all, of its corners. The latter is equivalent to setting some, but not all, of the κ i to be negative integers. In all these cases, the set of the indices, H d ,N , of orthogonal polynomials can be identified with the lattice set V d ,N , on which the inner product is defined. Our setup in this paper corresponds to setting all κ i as negative integers. This case turns out to be very different from all previous cases in several fundamental aspects. The first major difference is that the index set H of all orthogonal polynomials in terms of a basis of monomials. However, there is a natural algebra of self-adjoint partial difference operators that acts on Π d ,N , and the index set can be characterized by an appropriate commutative subalgebra, which can be simultaneously diagonalized, providing an orthogonal basis of polynomials.
The self-adjoint partial difference operators can be thought of as symmetries for a discrete quantum Hamiltonian system. The latter can be regarded as an extension of the generic quantum superintegrable system on the sphere S d = {z ∈ R d+1 : z 
where ∆ S d is the Laplace-Beltrami operator on the sphere and {b k } k=1,...,d+1 are parameters. The system on the sphere has been extensively studied in the literature as an important example of a second-order superintegrable system, possessing 2d−1 second-order algebraically independent symmetries, see for instance [4, 12, 15, 16] and the references therein. Recently, in [12] , it was shown that the symmetry operators for the Hamiltonian H define a representation of the Kohno-Drinfeld Lie algebra on the space of polynomials orthogonal with respect to the Jacobi weight function on the simplex, and an explicit set of 2d − 1 generators for the symmetry algebra was determined. It is known that the Jacobi polynomials on the simplex are generating functions for the Hahn polynomials on the discrete simplex, so one might expect that the discrete quantum Hahn system and the continuous quantum system on the sphere are closely related. Nonetheless, it is surprising that essentially all properties of the continuous system on the sphere can be extended to the discrete system, as we show in this paper.
Moreover, the Hahn polynomials on the simplex are on the very top of the classification in [13] of discrete orthogonal polynomials which are eigenfunctions of second order partial difference operators, and Krawtchouk, Meixner and Charlier polynomials of several variables can be regarded as limiting cases. Thus, we obtain several other discrete superintegrable systems via limits and describe their symmetry algebras. We also show that these systems extend the quantum harmonic oscillator and we derive its symmetry algebra and generators as a corollary.
The paper is organized as follows. In the next section we introduce and study the Hahn polynomials on polyhedra, but postpone all technical proofs to later sections. Difference operators and quantum integrability will be studied in Section 3. In the case when d = 2, it is possible to say more about the correspondence between the index set and the lattice set, which is established in Section 4. Finally, the counting of integer lattice points in the polyhedron H d ,N is carried out in Section 5.
Hahn polynomials on polyhedra
We start the section with the definition of Hahn polynomials on polyhedra and we formulate our main results for these polynomials. The restriction on admissible polyhedra is discussed in the second subsection. We will need the classical Hahn polynomials with negative integer parameters, which we discuss in the third subsection, and we review Hahn polynomials of several variables and show how they are related to the framework of our study in the fourth subsection.
2.1. Hahn polynomials on polyhedra. For N ∈ N and 1 ≤ i ≤ d + 1, let i ∈ N and i ≤ N , and assume further that
Then the weight function H ,N defined in (1.2) is positive on the discrete polyhedron V d ,N defined in (1.1). When all inequalities in (2.1) are strict, the set is a hexagon for d = 2 and a truncated tetrahedron, irregular in general, for d = 3, as shown in Figure 1 . The domain degenerates when the inequalities in (2.1) do not hold for one or more pairs of indices; see the discussion in the next subsection.
For a finite set S, we denote its cardinality by |S|. It is easy to see that the number of lattice points in
We consider orthogonal polynomials with respect to the inner product ·, · ,N , defined in (1.3). From the theory of orthogonal polynomials on general discrete sets [19] , we know that orthogonal polynomials on V d ,N belong to the space
To motivate this definition, note that if Q ∈ I(V d ,N ), then Q, P ,N = 0 for all P, so it is natural to think of Q as the zero vector in the space. From this definition, it is easy to see that 
Furthermore, .4) is contained in the left-hand side, and therefore, the proof of (2.4) will follow if can show that these two spaces have the same dimension.
then p i (x) = 0 for i = 1, . . . , d + 1. This will imply that the space in the right-hand side of (2.4) has dimension d+1 j=1
, which combined with (2.2) and (2.3) will complete the proof.
Let 
The lattice set Λ 
We now define Hahn polynomials on the polyhedron by
Definition 2.3. For N ∈ N and i ∈ N satisfying (2.1), define 
,N , where
If we set i = −κ i − 1 and assume that κ i are real numbers satisfying κ i > −1, then the polynomials (2.8) become orthogonal polynomials defined on the lattice in the simplex V d N , first appeared in [17] and we follow the formulation in [13] . It is easy to verify that the formulas of the orthogonal polynomials and their norms in [13] hold if the indices belong to H The Hahn polynomials on the polyhedron can also be described by a family of commuting second order difference operators acting on H d ,N . These constructions will be discussed in Section 3.
The assumption (2.1) guarantees that the domain touches all faces of the simplex. If this condition is not satisfied, then a shift of variables and an adjustment of the values of some indices will change the domain to one that satisfies (2.1), as can be seen in Figure 3 , in which 1 + 3 = 5 < 6 = N and the weight function is positive precisely on those lattices, represented by bullets, in the polygon. It should be noted, however, that the weight function H ,N is no longer of the same type for the new region. As an example, let us assume 1 + 2 ≥ N ,
which contains, besides the multiplicative constant, an additional factor ( The orthogonality of the Hahn polynomials on the polyhedron is defined on the lattice points in the polyhedron H d ,N , which has a rich geometry. In the case of d = 2, the generic case of H 2 ,N is a hexagonal domain, when j + j > N for 1 ≤ i, j ≤ 3, but it can degenerate to a pentagon, when i + j = N for one pair of i, j, or a quadrilateral, when i + j = N for two pairs of i, j, or a triangle, when i + j = N for all three pairs of i, j, as shown in Figure 4 .
For d = 2, a very interesting case is when 1 = 2 = 3 = 2N/3 for N = 3M for some M ∈ N, due to the complete symmetry. The symmetry, however, is best viewed when we consider homogeneous coordinates in (x 1 , x 2 , x 3 ) with x 3 = N − x 1 − x 2 . In other words, the full symmetry is in the hyperplane {x ∈ R 3 :
3 , as shown in Figure 5 . This last comment also applies to polyhedra in d ≥ 3. The full symmetry is attained in the variables (x 1 , . . . , x d , x d+1 ) on the hyperplane x 1 + · · · + x d+1 = N . For d = 3, our polyhedron is a truncated tetrahedron, when i + j > N for all 1 ≤ i, j ≤ 4, which has 4 hexagon faces and 4 triangular faces, and it also include many degenerated cases, when i + j = N for one or more pairs of i, j. The 
In the previous subsection, we have used the Hahn polynomials with one or both parameters being negative integers, which needs clarification.
If a + 1 = − for an ∈ N and ≤ N , then the weight function
is zero if x > , so that the sum in the inner product is over N . In this case, however, the weight function is no longer positive on the set N . By exchanging the positions of a + 1 = − and −N in the denominator of the 3 F 2 function, it is easy to see that
which are well-defined for n = 0, 1, . . . , and orthogonal with respect to ·, · − −1,b .
If instead of a, we have b + 1 = − for an ∈ N and ≤ N , then the weight function
is zero if x < N − , so that the sum in the inner product is over N − x ∈ N . Again, the weight function is not positive on its domain of definition. Using the identity
we see that the orthogonal polynomials are given by
which are well defined for n = 0, 1, . . . , .
If both a and b are negative integers, we do end up with a positive weight function. Let a = − 1 − 1 and b = − 2 − 1 for i ∈ N and i ≤ N . Assume further that 1 + 2 ≥ N . Then the weight function
, we see that
are orthogonal polynomials with respect to ·, · − 1−1,− 2 −1 . Since (−1) N w − 1−1,− 2 −1 is positive on the set {x ∈ N : N − 2 ≤ x ≤ 1 } of cardinality 1 + 2 − N + 1, we see that these orthogonal polynomials are well-defined for n = 0, 1, . . . , 1 + 2 − N . If 1 ≥ 2 , we set a + 1 = − 1 in (2.10) to conclude that the polynomials
are well-defined for n = 0, 1, . . . , 1 + 2 − N and orthogonal with respect to ·, · − 1−1,− 2−1 .
2.4.
Hahn polynomials in several variables. We now recall Hahn polynomials of several variables on the simplex
which corresponds to i = −κ i − 1 in our setting. These polynomials are given explicitly as in ( These polynomials are eigenfunctions of a second order difference operator. In [13] , all second order difference operators of several polynomials that have discrete orthogonal polynomials as eigenfunctions are characterized. The characterization includes several distinct families of orthogonal polynomials that are closely related to the Hahn polynomials on V d N , which we describe below.
If we make the following substitutions
for i ∈ N, r, β ∈ R, r > 0 and β > 0, then the weight function (2.11) can be written as
which is defined for the parallelepiped set
Furthermore, using the fact that if −a − 1 ∈ N, then
it is easy to verify that, up to unessential constant factors, the polynomials in (2. 
where S is a nonempty set S ⊂ {1, 2, . . . , d}, i + 1 ∈ N and i ≤ N . In the case S = {1, 2, . . . , d}, we also assume that 1 + · · · + d > N . The weight function is the same as H κ,N with κ i = − i − 1 for i ∈ S, which is positive only if (−κ i ) are large numbers for i in the complement of S . This case is discussed in the subsection 5.2.2 of [13] and the corresponding orthogonal polynomials are given in (2.8) with
2.4.3. The weight function (1.2) on a polyhedron corresponds to setting κ i to be negative integers for i = 1, 2, . . . , d + 1. This case has not been studied previously and turns out to be different from all previous cases in a fundamental way. For instance, in all previous cases, the set of indices of orthogonal polynomials and the set of lattice points in the domain coincide. This, however, is no longer the case when all κ i are negative integers and the definition of H 
Second order difference operators and integrability
The difference operator and its decomposition as a sum of self-adjoint partial difference operators which preserve the ideal I(V d ,N ) are introduced in the first subsection. Algebraic properties of the symmetry operators and the discrete extension of the generic quantum superintegrable system are studied in the second subsection. Limiting cases of the parameters are discussed in the third subsection. The reduction to the harmonic oscillator is presented in the fourth subsection. the shift operators acting on a function f (x) as follows
We use also the forward and the backward difference operators defined by
where
coincides with operator for the Hahn polynomials on the discrete simplex, upon setting i = −κ i − 1, see [13] . We can introduce a new coordinate
Then, if we think of L as an operator acting on functions of x 1 , . . . , x d , x d+1 , we need to interpret E i as
i . Therefore, the operator L can be written in the more symmetric form:
With the notation above, and using (3.2), we see that the operator L can decomposed as follows
and n ∈ N 0 the following statements hold:
(ii) Since 
Recall that the Kohno-Drinfeld Lie algebra is the quotient of the free Lie algebra on generators L i,j , by the ideal generated by the relations in (3.5), see [1] . Therefore, the operators L i,j in (3.3) define a representation of the Kohno-Drinfeld Lie algebra. Equations (3.4) and (3.5) imply that
If we think of L as a quantum Hamiltonian, then the operators L i,j represent symmetries, or integrals of motion for L. We denote by A d+1 the algebra generated by the operators L i,j and we will refer to it as the symmetry algebra for L.
The system above can be considered as an extension of the generic quantum superintegrable system on the sphere S d with Hamiltonian given in (1.6). As we discussed in the introduction, the system on the sphere has been extensively studied in the literature. To see the connection with the operator L in (3.1), we introduce new variables (3.7)
x k = N y k , for k = 1, . . . , d.
It we let N → ∞, the operator L becomes the Jacobi operator on the simplex:
see for instance [8, Section 5.3] . By changing the variables y k = z 2 k and by applying an appropriate gauge transformation, ignoring unessential constant terms and factors, the operatorL can be transformed into the Hamiltonian H in (1.6) where
The operatorL was obtained at the beginning of the last century in the monograph [3] in the case d = 2, from the differential equations satisfied by the Lauricella functions. Its connection to the superintegrable system on the sphere in arbitrary dimension and link to Jacobi polynomials on the simplex was revealed in [16] .
Let S d+1 denote the symmetric group consisting of all permutations of d + 1 symbols. From (3.5) it is easy to see that for every permutation σ ∈ S d+1 , the Jucys-Murphy elements, defined by
commute with each other and generate a Gaudin subalgebra of A d+1 , see [1, 6] . We now focus on the permutation σ 0 : (1, 2, . . . , d+1) → (d+1, d, . . . , 2, 1) and consider the Gaudin subalgebra G d+1 of A d+1 generated by
We shall show that the subalgebra G d+1 provides a spectral characterization of the basis {Q ν (x; , N ) :
For this purpose, we introduce operators
which represent the partial sums of the operators in (3.9). In particular, M 1 = L and
Proposition 3.5. The polynomials Q ν (·; , N ) are eigenfunctions of the operators in G d+1 and satisfy the spectral equations
Proof. When k = 1, the statement follows from the difference equation satisfied by the Hahn polynomials by setting j = −κ j − 1, see [13, Section 5] (where σ is used in place of κ). For arbitrary k ∈ {1, . . . , d}, note that the operator M k acts only on the variables x k , . . . , x d and coincides with the Hahn operator on the d + 1 − k dimensional simplex, with N replaced byÑ = N − |x k−1 |. Therefore, we can ignore the first k − 1 terms in the product (2.8). The proof now follows from the fact that, up to a factor independent of x k , . . . , x d , the product for j = k, . . . , d in (2.8) defines again a Hahn polynomial in the variables x k , . . . , x d with indices ν k , . . . , ν d and parameters k , . . . , d+1 ,Ñ .
The next lemma describes an important nonlinear relation satisfied by the operators L i,j . It will be the key ingredient in the construction of smaller sets of algebraic generators of A d+1 whose cardinality depend linearly on the dimension d. The statement represents an extension of an analogous result discovered in [12] in the Jacobi case and can be proved by a direct computation. 
(3.12)
Since the right-hand side of equation (3.12) is generated by the elements
, we deduce that L i,j is generated by these elements:
As an immediate corollary, we obtain an explicit set of 2d − 1 generators for the symmetry algebra.
Theorem 3.7. The symmetry algebra A d+1 is generated by the set (3.14) S = {L 1,j : j = 2, 3, . . . , d} ∪ {L i,d+1 : i = 1, 2, . . . , d}.
Proof. The proof is trivial when d = 2. If d > 2 and 1 < i < j < d + 1 we can use the elements
The weight (1.2) is invariant under the action of the symmetric group S d+1 by permuting simultaneously the variables (x 1 , . . . , x d+1 ) and the parameters ( 1 , . . . , d+1 ). For τ ∈ S d+1 and z ∈ R d+1 we define τ • z = (z τ (1) , . . . , z τ (d+1) ). We fix the cyclic permutation τ = (1, 2, . . . , d, d + 1), and denote
Since Q + ν (x; , N ) and Q − ν (x; , N ) are simultaneous permutations, by τ and τ −1 , of the orthogonal polynomials defined in (2.8), both are orthogonal polynomials with respect to the inner product (1.3). Similarly, we denote by
the Gaudin subalgebras of A d+1 obtained by applying τ and τ −1 to the Gaudin subalgebra
. As a simple corollary from Theorem 3.7, we can show that the three algebras
Proof. From equation (3.10) we see that
which shows that
, which proves the statement by applying Theorem 3.7.
Remark 3.9. It is perhaps useful to stress that most of the algebraic properties discussed here do not depend on the fact that i ∈ N and hold for generic real, or even complex values of i . Indeed, the fact that i ∈ N was used only in the proofs of Proposition 3.2(i) and Proposition 3.3. If i are generic real numbers, then we work with the weight (2.11) on the simplex V We can now describe purely algebraically the irreducible finite-dimensional representations of the symmetry algebra A d+1 . For simplicity of the presentation, we assume below that j are generic negative numbers and therefore we work below with the Hahn polynomials Q ν (·; , N ) which are defined for all |ν| ≤ N , and which are orthogonal with respect to the weight function (2.11), where κ j = − j − 1. For n ∈ N such that n ≤ N , consider the space V can be expressed in terms of the multivariable Racah polynomials introduced by Tratnik [18] . Using this fact, we can express the action of the operators in G ± d+1
in terms of the multivariable Racah operators introduced in [8] . Combining this with Proposition 3.8, we obtain explicit formulas for the action of all operators in A d+1 on B in terms of the multivariable Racah variables and operators. We can think now of B as the basis of an abstract vector space, and we have thus obtained an explicit representation of A d+1 on this space. We omit the details since they parallel the computations in the Jacobi case, and we refer the reader to [12] for similar arguments and constructions.
3.3.
Other discrete quantum superintegrable systems obtained by limits.
In [13] , the difference operators L that have orthogonal polynomials of several variables as eigenfunctions are classified. The operator L given in (3.1) with generic parameters i is the most general one. The difference operators for other families of orthogonal polynomials can be considered as limiting cases. In this subsection, we show how these limits lead to other discrete quantum superintegrable systems, related to the Krawtchouk, Meixner and Charlier polynomials. They can be considered as discrete extensions of the harmonic oscillator, as we show in the next subsection. It is interesting to compare the constructions here with earlier works. For instance, in [10] finite-dimensional representations of the Lie algebra sl d+1 were used to construct Krawtchouk polynomials in several variables and their spectral properties were related to Cartan subalgebras. In this paper, the Krawtchouk polynomials appear naturally within the context of the Kohno-Drinfeld Lie algebra and are characterized as common eigenfunctions for the operators in Gaudin subalgebras. For numerous applications of the Krawtchouk polynomials see [5] and the references therein. and |ν| ≤ N , the Krawtchouk polynomials are defined by, for
where K n (t; p, N ) is the Krawtchouk polynomial of one variable and the normalization is as in [14, Proposition 8.1] . As shown in [13, Section 6.1.1], these polynomials can be deduced from the Hahn polynomials (2.8) by setting i + 1 = −p i t for 1 ≤ i ≤ d and d+1 + 1 = −(1 − |p|)t and taking the limit t → ∞. The operator for the Krawtchouk polynomials, as the limit of (3.1), can be written as follows:
, where x d+1 = N − |x| and p d+1 = 1 − |p|. Moreover, equations (3.5), (3.6) follow immediately under the limit, i.e. the operators L i,j in (3.19) can be regarded as symmetry operators for L K . However, (3.12) simplifies significantly under the limits and becomes:
Using the above relation, we see that the symmetry algebra for the Krawtchouk operator L K generated by the d+1 2 operators in (3.19) , can also be generated by the 2d − 1 operators in set S defined in (3.14) . Note also that there are no anticommutators in (3.20) and therefore, the set S generates the symmetry algebra within the Lie theory. (3.20) can be rewritten as 
where M n (t; s, c) denotes the Meixner polynomial of one variable. These polynomials can be derived either from the Hahn polynomials on the parallelepiped set V d , discussed in Subsection 2.4.1, by taking an appropriate limit as in [13, Section 6.1.2], or by setting formally N = −s and p j = −c j /(1−|c|) in (3.17). The operator for the Meixner polynomials can be written as follows:
see [13, eq. (6.10) ]. The decomposition (3.4) of L M can be easily obtained by changing the parameters in (3.19) . For a different construction of Meixner polynomials in several variables and a direct derivation of the corresponding difference operators see [11] .
0 , the Charlier polynomials of d variables are defined by
where C n (t; s) denote the Charlier polynomial of degree n in one variable. These polynomials are limits of the Krawtchouk polynomials in (3.17) ,
where a/N = (a 1 /N, . . . , a d /N ). For d = 1, this relation is classical and the high dimensional formula follows readily from (3.17). Taking the same limit in (3.18) also shows that the operator for the Charlier polynomials is of the form
Note that this time the limit breaks the symmetry, because the operators L i,j can have a nonzero only when one of the indices is equal to d + 1. The operator L C in (3.23) can be written as
are obtained by taking the limit N → ∞ from the operators L i,d+1 in the Krawtchouk case. When i = j ∈ {1, . . . , d}, we consider a different limit, N L i,j , of the Krawtchouk operators, which as N → ∞ become
The operators L i,j in equations (3.24)-(3.25) generate a symmetry algebra for the Charlier operator L = L C in (3.23) and equations (3.5) hold when the indices belong to the set {1, . . . , d}. The operators L i,d+1 commute with each other, i.e
when i = j ∈ {1, . . . , d}, and
However, for i = j ∈ {1, . . . , d} we have
This is due to the fact that we need different scaling factors for the limits in the Krawtchouk operators. This asymmetry also leads to different limits from equations (3.20)-(3.21). If we take i, j, k ∈ {1, . . . , d}, m = d+1, multiply equation (3.21) by N 2 and let N → ∞ we obtain the following formula for the Charlier operators:
In particular, this means that the symmetry algebra for the Charlier operator L C is again generated by the 2d − 1 operators in the set S in (3.14) consisting of the operators
Next, we rewrite some of the above formulas in a form convenient for the limit in the next subsection. Suppose that
and let us introduce new variables via (3.28)
If we substitute (3.28) in (3.24), we see that the operators L i,d+1 can be rewritten as follows:
while for i = j ∈ {1, . . . , d} we obtain from (3.25)
(3.30) 3.4. The quantum harmonic oscillator. We show below how the harmonic oscillator and its symmetry algebra can be obtained as a limit from the discrete quantum systems discussed in the previous subsection. Suppose that the parameters in the Charlier polynomials are equal, i.e. (3.27) holds and let us introduce new variables z 1 , . . . , z d via equation (3.28) . Note that a forward shift (resp. a backward shift) in the variable x j corresponds to a forward shift (resp. a backward shift) by 1/ √ 2a in the variable z j . In particular,
Consequently, it follows readily that
Therefore, if we use equations (3.31) and let a → ∞ in (3.29) , we obtain the following operators
Similarly, if we let a → ∞ in (3.30) we obtain (3.33)
Therefore, as a → ∞ the Hamiltonian operator for the Charlier polynomials becomes
Up to a gauge transformation, the operator L H gives the Hamiltonian for the quantum harmonic oscillator:
This is in agreement with the limit on the polynomial side. Indeed, it is known that lim
The above discussion shows that the discrete quantum systems associated with the Krawtchouk or Charlier operators can be regarded as discrete extensions of the quantum harmonic oscillator. The operators L i,j , i = j ∈ {1, . . . , d + 1} defined by equations (3.32)-(3.33) commute with L H and generate a symmetry algebra. We can easily obtain an explicit set of 2d−1 generators for this algebra under the limit. Indeed, if we divide (3.26) by a 2 and let a → ∞, we obtain the following relation for the symmetry operators of the harmonic oscillator:
Thus, the symmetry algebra is generated again by the set S = {L 1,j : j = 2, 3, . . . , d} ∪ {L i,d+1 : i = 1, 2, . . . , d}.
When i = j ∈ {1, . . . , d} we can be replace the operators L i,j by the simpler operators (3.35)
and the symmetry algebra is generated also by the set S = {D 1,j : j = 2, 3, . . . , d} ∪ {L i,d+1 : i = 1, 2, . . . , d}.
Note also that this algebra contains the first-order symmetries for the harmonic oscillator:
Finally, under the gauge transformation, we can write the symmetries ofL H aŝ
and this algebra is generated bŷ
It is interesting to compare our reduction to the harmonic oscillator with the work [7] in which the authors take a rather different path and go in the opposite direction to construct Krawtchouk polynomials in several variables, starting with the harmonic oscillator.
Hahn polynomials on hexagonal domains
In this section we complete the proof of Theorem 2.4 for d = 2 by proving |H
In fact, in this case, we can prove a stronger result. Let 1 , 2 , 3 satisfy i ≤ N and i + j ≥ N . In this case, the domain 
The polynomials Q ν1,ν2 (·; , N ) in (2.8) are well defined and do not vanish on V
The function h ,N is the height function of H In particular, the set of orthogonal polynomials The proof follows from the following two lemmas that establish the existence of the permutation, for which we work with height functions of the two index sets. . We need to consider two cases.
The definition of the height functions in the two sets clearly extends to higher dimensions. Experimental computations by a computer algebra system suggest that an analog of Theorem 4.1 holds at least for d = 3; that is, there is a permutation τ between the projections of H The proof of such a result, however, looks to be quite difficult, as can be seen from Figure 2 , and there does not seem to be a simple way to describe the permutation explicitly.
Lattice points in polyhedra
We count the number of lattice points in the polyhedron H d ,N when d ≥ 3. Since we will be working with different values of i and N , we denote
in this section. This set is defined by a family of inequalities that we list below for better references:
We assume d ≥ 3. Note that in this case | | ≥ 2N and therefore (5.1c) can be ignored, since it is implied by (5.1d). What we need to prove is part (ii) of Theorem 2.4, which in view of (2.2) amounts to proving the following theorem.
Theorem 5.1. With notations above we have
The proof of Theorem 5.1 occupies the rest of the section and the main ingredients are formulated in the next two lemmas.
Throughout this section we use the well-known identity:
In particular, for M ∈ N, this identity leads to (5.5)
When k = 0, we interpret N Next we prove the two lemmas. Note that the left-hand side of equation (5.3) represents the number of points in the set (5.6)
We proceed with the proof of Lemma 5.2 by induction on d. We show that |S k | is equal to the right-hand side of equation (5.3) by considering three cases:
The first case is relatively simple, because 1 appears in only one of the equations in (5.1) (after we ignore (5.1c)). The second case is a bit more involved since k now appears in two equations, but the essential computations come only from the first equation. The last case is the most complicated one, since we can have contributions from both equations.
Proof of Lemma 5.2 when k = 1. We determine the number of points in the set
. Since 1 appears only in equation (5.1a) with j = 1, it follows that if ν ∈ S 1 then ν 1 = 1 + 1. Moreover, from (5.1d) it follows that the remaining coordinates must satisfy the inequality
It is easy to see now that equations (5.1a)-(5.1b) follow from (5.7) and therefore ν ∈ S 1 if and only if ν 1 = 1 + 1 and (5.7) holds. Thus, |S 1 | equals the number of solutions of (5.7), proving (5.3) when k = 1. . . , d+1 , N ). Since only two of these equations depend on k , namely, equation (5.8a) with j = k and (5.8b) with j = k − 1, it follows that if ν ∈ S k , then we must have equality in at least one of these inequalities, with k replaced by k + 1. We consider these two possible cases next. 
by (5.5) with k = 1. Summing over ν k−2 we see, by (5.5) , that the number of ν ∈ S k for which ν k = k + 1 is (5.11)
(ii) System II:
The number of solutions of (5.13b) and (5.13d) is equal to the number of solutions of System I minus the number of solutions of the System II.
For fixed ν d−3 , System I has It is not hard to see that the we can change the limits in the sums and write the last formula as 
