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Abstract--This paper presents a neural network approach for solving convex programming prob- 
lems with equality constraints. After defining the energy function and neural dynamics of the pro- 
posed neural network, we show the existence of an equilibrium point at which the neural dynamics 
becomes asymptotically stable. It is shown that under proper conditions, an optimal solution of the 
underlying convex programming problems is an equilibrium point of the neural dynamics, and vise 
versa. The configuration of the proposed neural network with an exact layout is provided for solving 
linear programming problems. The operational characteristics of the neural network are demonstrated 
by numerical examples. (~) 1998 Elsevier Science Ltd. All rights reserved. 
Keywords- -Convex programming, Penalty function, Artificial neural networks, Hopfield net- 
works. 
1. INTRODUCTION 
In real world situations, a large class of logical problems, especially those in engineering and 
economics, can be formulated as optimization problems. While the majority of these optimization 
problems are solved off-line, an on-line optimizer is required or desirable for many real-time 
applications which may have an immense number of variables with combinatorial nature. Most 
digital computers would be short of power and speed to perform such tasks [1-3]. 
For computational efficiency, an analog circuit, also known as dynamic solver or analog com- 
puter, was frst proposed by Dennis [4] in 1959, and further extended by Stern [5] in 1965. Later, 
in 1982, the Hopfield network [2] was proposed to solve a 30-city Traveling Salesman Problem 
(TSP) [6]. Thereafter, various stochastic and deterministic methods were developed for applying 
the Hopfield network to solve optimization problems [7-12]. 
The objective of this paper is to examine the theoretical properties of a proposed neural network 
for solving convex programming problems with equality constraints. The neural network is a 
generalization of Kennedy and Chua's model [13] proposed in 1987. Our problem is formulated 
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in Section 2. After defining the neural energy function and the neural dynamics of the proposed 
neural network, we show the existence of an equilibrium point at which the neural dynamics 
becomes asymptotically stable in Section 3. An equivalence relationship between the optimal 
solutions of the underlying convex programming problems and the equilibrium points of the 
neural dynamics is also established in this section. Section 4 provides the configuration and 
numerical examples of the proposed neural network for solving linear programming problems. 
Conclusions and comments are given in Section 6 to conclude the paper. 
2. PROBLEM FORMULATION 
Consider the following constrained convex programming problem: 
min f(x), 
(P) s.t. g(x) = O, 
xEX,  
(1) 
where X is a subset of R n, f : R n ---* R, and g : R n ---* R m with g(x) = [g~(x)] v, i = 1,2,... ,m. 
Functions f and gi, i = 1, 2,. . . ,  m, are convex and continuously differentiable. Assume that the 
feasible domain 
F = {x • R n [g(x) = 0 and x • X} 
is not empty and the objective function f (x )  is bounded below over F. 
To apply the Hopfield network to solve Problem (P), as proposed by Kennedy and Chua [13] in 
1987, we relax a constrained optimization problem into an unconstrained optimization problem by 
using a convex penalty function •(.) to penalize the violation of constraints. A basic requirement 
of the penalty function is that 
= 0, if no violation of constraints, 
¢(') > 0, otherwise, (3) 
and ¢(-) is convex and piecewise differentiable. Typical examples uch as the quadratic, p-norm, 
Huber's, and logistic penalty functions can be found in [14]. 
In order to analyze the stability of a neural network corresponding to Problem (P), the energy 
function of the neural network is required to be continuously differentiable. Since the penalty 
function will become part of the proposed neural energy function, we consider only those penalty 
functions which are convex and continuously differentiable over R. 
Once the penalty function is determined, Problem (P) can be reformulated as the following 
constrained convex optimization problem: 
min f(x), 
m 
(P#) s.t. E ¢(g ' (x ) )  = 0, (4) 
i= l  
xEX.  
By incorporating the explicit constraints into the objective function f (x ) ,  Problem (P#) can 
be transformed into the following unconstrained convex programming problem [10,11,13,15-19]: 
min E(x, s), (5) 
xEX 
where 
m 
E(x, s) = f (x)  + s ¢ (8) 
i----1 
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and s > 0 is a penalty parameter. The problem gives an energy function for the Hopfield network 
corresponding to Problem (P). Note that all decision variables in (P) become state variables 
in the energy function. They are actually time-dependent [2,3], i.e., x = x(t), t ~_ 0, and our 
objective is to find a solution to 
min  E(x(t), s), (7) 
z(t)ex 
where 
m 
E(x(t), s) = f(x(t)) + s ~ ¢ (g, (x(t))) . (8) 
i=1 
We then develop a neural network for Problem (P) based on the derived energy function. 
By assuming that E(x(t),s) increases unboundedly as IIx(t)llp --. oo, Kennedy and Chua 
showed that E(x(t), s) is a Liaphnov function [16] based on the network analysis of nonlinear 
circuit theory derived in [14]. 
3. RESULT  ANALYS IS  
A general penalty method considers the following nonlinear optimization problem [20,21]: 
rain f(x), 
s.t. xEV,  
(9) 
where f is a continuous function on R n and V is a constraint set in R n. Function f is assumed 
to be bounded below over the feasible region V. In most applications V is defined explicitly 
by a number of functional constraints, but in this section the more general description of V is 
applicable. The idea of the penalty method is to replace (9) by an unconstrained problem of the 
form 
min f(x) + sp(x), (10) 
xER n 
where s is a positive constant and p is a function on R n such that: 
(i) p is continuous, 
(ii) p(x) > O, for all x E R n, and 
(iii) p(x) = 0 if and only if x E V. 
The global convergence of the penalty method follows from Luenberger [20]. 
THEOREM 3.1. Let {xk } be a sequence generated by the penalty method with {sk }, k = 1,2,..., 
being a nonnegative and strictly increasing sequence tending to infinity. Then, any limit point 
of the sequence {xk} is a solution to (9). 
Since the proposed neural energy E(x(t), s) defined by (8) fits the unconstrained problem 
f(x) + sp(x) of the penalty method for a fixed penalty parameter, we have the following results. 
THEOREM 3.2. For Problems (P) and (Pv) and the energy function E(x(t), s) defined by (8), 
let {sk }~¢ be a nonnegative and strictly increasing sequence tending to inanity, and xk be the 
minimizer of E(x(t), Sk). Then, any limit point of the sequence {&k}~ is an optimal solution 
to (Pc) and equiwalently to (P). 
The following corollary is a direct consequence of the theorem. 
COROLLARY 3.1. With the same settings as in Theorem 3.2, given ~ > O, there exists a sufliciently 
large s such that the minimizers of E(x(t),s) lie in N(O,a), where N(O,e) = {x ~ R n I IIx - ~11 
< e, for some ~ E O} and O is the set of minimizers of (P). 
To solve Problem (P), let us define the dynamics of the proposed neural network to be 
~(t) = dx(t) 
dt = -~/Vx(t)E(x(t),s), (11) 
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where t >_ 0, ~/is a learning coefficient of the neural network with 1/> 0, and 
m 
V~(~)EC~(t), s) = V~c~)/O:(t)) + 8 ~ V~(,)¢ (g~ (~(t))). 
i= l  
By letting ¢(y) = ~v l ,  since VxCt)¢(gi(x(t))) = ¢(gi(x(t)))Wxcogi(x(t)), wehave 
Consequently, 
m 
Vx(oE(x(t) ,  s) = Wx(t)f(x(t) ) + s E ¢ (g~ (x(t) ) ) vx(t)g,(x(t) ).
~----1 
(12) 
(13) 
m 
~(t) = -vvxc JCx( t ) )  - v8 ~ ¢ (9, (xCt))) vxc~)g, Cx(t)). (14) 
i= l  
Now, for an autonomous dynamic system [22] described by 
x(t) = h(x(t)), (15) 
where t > O, x(t) = [xi(t)] T is a state vector, and h = [h,(x(t))] T, for i -- 1 ,2 , . . . ,  n, if each hi is 
assumed to be a C 1 function, the solution of the system exists and is unique for some given initial 
conditions [22]. Regarded as a function of t in the n-dimensional state space, the solution x(t) of 
equation (15) is called a trajectory or motion. 
Let us introduce some essential definitions for further discussions. 
DEFINITION 3.1. EQUILIBRIUM. /i f a vector ~ is a solution of the dynamic system (15) for a 
given to >_ 0 with x(to) = Xo, i.e., a solution to the following equation: 
~(t) = h(z(t)) = 0, for t >_ to and x(to) = Xo, (16) 
then ~ is said to be an equilibrium point, critical point, or steady state of the dynamic system. 
DEFINITION 3.2. STABILITY. An equilibrium point ~ is said to be "stable" or "stable in the sense 
of Liapfinov", if for any positive scalar e, there exists a positive scalar 5 such that IIx(t0) - xll < 5 
/,-plies lix(t) - -~11 < e rot t > to. 
DEFINITION 3.3. ASYMPTOTIC STABILITY. An equilibrium point 5c is said to be "asymptotically 
stable" or "asymptotically stable in the sense of Liapfinov", ff the equilibrium point is stable and 
lim,-.oo x( t ) = ~. 
DEFINITION 3.4. LIAPONOV FUNCTION. A Liapfinov [unction or energy [unction is a [unction 
E ( x( t ) ) , which satisfies the following conditions. 
and each partial derivative ~ ,  1 <_ i <_ n, are continuous. (1) E(x(t))  
(2) E(x(t))  is nonnegative, i.e., E(x(t))  >_ O. Especially, E(~c) = 0 and E(x(t))  > 0 for x(t) in 
some neighborhood of the equilibrium point ~, i.e., {x e R" [ [[x-:~[[ ~ ~, for some small 
e>0}.  
(3) The derivative of E(x(t)  ) with respect o time t is nonpositive, namely, 
dE(x(t)) 
dt = [Vx(,)E(x(t))] T ~(t) = [Vx(0E(x(t))] T h(x(t)) 
is nonpositive for x(t) • {x • R" [ fix - ~[[ < a, for some sinai/a > 0}, and dE(z ( t ) )  = 0 
- -  d t  
for x(t) = ~. 
These definitions are usually referred to the Russian mathematician Liapfinov for his important 
work of 1892 [23]. For the stability analysis of (15), we have the following theorems of the 
Liapfinov theory [22,24]. 
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THEOREM 3.3. An equilibrium point of equation (15) is stable, ff there exists a Liaphnov function 
associated with the system. 
THEOREM 3.4. An equilibrium point of equation (15) is asymptotically stable, if there exists 
a Liaphnov function whose derivative ~ is negative/or x(t) ~ ~ and x(t) E {x 6 t~ [ 
[Ix - ~[[ <_ e, for some small e > 0}. 
Based on the Liaphnov theory, the following lemma provides the existence of an equilibrium 
point for the neural dynamics defined by (11) as s -4 co. 
LEMMA 3.1. If Problem (P) has an optimal solution, the neural dynamics defined by (11) has 
an equilibrium point, as s --* co. 
PROOF. 
(i) If Problem (P) has an optimal solution with its objective value being f*, the objective 
function f(x) is bounded below over the feasible region F by f*, i.e., 
f (x )~f* ,  (17) 
for all x E F with equality hold, when x is optimal to Problem (P). 
Now, by (2), (3), and (8), as s ~ co, we have 
- { E(x(t), s) = fixit) ) + s ~ ~igiixit) ) = f(xit) )' 
,=1 > f(z(t)), 
if x(t) e F, 
i18) 
if x(t) ¢~ F, 
for t > 0 and x(0) E R n being an arbitrary initial state. Thus, as s --~ co, by (17), we have 
s) > f ' ,  (19) 
with equality hold, when x(t) is optimal to Problem (P). Therefore, as s --* co, if Problem (P) 
has an optimal solution, the optimal solution is a minimizer of E(xit ), s). 
(ii) For a minimizer of E(xit), s), since s > 0 and functions f ,  g~, and • are convex, E(x(t), s) 
is convex. Thus, by the necessary and sufficient conditions of optimality [20,21], ~ is a minimizer 
of E(x(t), s) if and only if 
Vx(t)E (~, s) = 0. (20) 
This result indicates that ~ is a solution to the neural dynamics defined by i l l ) .  Therefore, by 
Definition 3.1, the minimizer ~ of Eixit ), s) is an equilibrium point of i l l ) .  
As a consequence of (i) and (ii), if Problem (P) has an optimal solution, the neural dynamics 
defined by (11) has an equilibrium point, as s --~ co. It 
We now prove the following lemma for the asymptotic stability of an equilibrium point. 
3.2. An equilibrium point of the neural dynamics defined by (11) is asymptotically LEMMA 
stable. 
PROOF. Since ~/> 0, equation (11) results in 
1 
Vxct)E(x(t), s) = -~ ~(t). (21) 
Moreover, since 
dEix(t), s) 
dt = [Vx(t)E(x(t), s)] T ~(t) ' (22) 
by substituting (21) for Vx(t)E(x(t), s), we have 
1 dE(x(t),s)dt = - e(t) e(t) = -~ Ile(t)ll 2. (23) 
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Now, r /> 0 and 11.112 _> 0 imply 
Therefore, V t _> 0, 
_1  ii (t)ll = < 0. 
dE(x(t), s) < O. 
dt 
In particular, for an unstable state x(t), since 2(t) ~ 0 implies that 
(24) 
(25) 
Ile(t)ll 2 > o and _ _1 ii (t)ll 2 < o, (26) 
we have 
dE(x(t), s) 
< 0. (27) 
dt 
Because f,  g~, and • are convex, E(x(t), s) is convex. Furthermore, since E(x(t), s) is assumed 
to increase unboundedly as []x(t)[[ --* co, E(x(t), s) is bounded below. Therefore, by Theorem 3.4, 
the equilibrium point of the neural dynamics defined by i l l )  is asymptotically stable in the sense 
of Liaphnov. | 
When the neural dynamics is asymptotically stable, the neural dynamics is obviously stable [22]. 
Therefore, we have a corollary for stability. 
COROLLARY 3.2. An equilibrium point of the neural dynamics defined by (11) is stable. 
On the other hand, as s ~ c~, an equilibrium point of the neural dynamics is an optimal 
solution to Problem (P), which is provided by the next lemma. 
LEMMA 3.3. If ~c is an equilibrium point of the neured ynamics defined by (11) with an energy 
function E(x(t), s) defined by (8), then 5c is an optimal solution to Problem (P), as s ~ oo. 
PROOF. If the neural dynamics defined by (11) has an equilibrium point ~, ~ is a solution to 
equation (11), i.e., 
~(t)lx(0=~ = -t~Vx(0E( ~, s) = 0, (28) 
for t _> 0 and x(0) be an arbitrary initial state. 
Now, since E(x(t), s) is convex, by the necessary and sufficient conditions of optimality, ~ is 
a minimizer of E(x(t), s). Moreover, for ~ being a minimizer of E(x(t), s), by Theorem 3.2, as 
s --* co, ~ is optimal to Problem (P). This completes the proof. | 
As a result of Lemmas 3.1 and 3.3, we know the following relationship between an optimal 
solution of Problem (P) and an equilibrium point of the neural dynamics defined by i l l ) .  
THEOREM 3.5. As s ~ oo, all optimal solution of Problem (P) is an equilibrium point of the 
neural dynamics defined by (1I), and vise versa. 
Finally, if s is sufficiently large, an equilibrium point of the neural dynamics defined by (11) 
provides a near-optimal solution to Problem (P). 
THEOREM 3.6. I f  ~ is an equilibrium point of the neural dynamics defined by (11) with the 
neural energy E(x(t),s) defined by (8), then, for a given e > O, there exists a su~ciently large s 
such that the equilibrium point £c lies in N(O, e), where N(O, e) = {x E R n [ I1~ - ~11 < ~, for 
some ic E O} and 0 is the set of minimizers of (P). 
PROOF. Similar to the proof of Lemma 3.3, if ~ is an equilibrium point of the neural dynamics 
defined by (11), ~ is a minimizer of E(x(t), s) by Definition 3.1, the convexity of E(x(t), s), and 
the necessary and sufficient conditions of optimality. Then, by Corollary 3.1, for a sufficiently 
large s, a minimizer of E(x(t), s) is a near-optimal solution to Problem (P). Therefore, for a given 
> 0, there exists a sufficiently large s such that the equilibrium point ~ lies in N(O, e), where 
N(O, e) = {x e R ~ I I Iz - ~l l  < e, for some • E O} and O is the set of minimizers of (P). | 
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4. NEURAL NETWORK CONFIGURATION 
In order to solve convex programming problems with equality constraints by using the proposed 
neural network, the key is to define the connection weights and neuron activation functions. 
By analyzing the neural dynamics defined by equation (11), we have 
~(t) = -~V=c,)E(x(0, s) 
= -n  V=(o.f(x(t)) + s V~,(O¢ (g~ (x(t 
i----1 
{ " ) -- -77 V~(t)/(x(t)) + s ~ ¢ (gi (x(t))) V=(ogi(x(t)) 
i= l  
= -rN~(t)f(:~(t)) - ~s ~ ¢ (gi (x(t))) V=(t)gi (x(t)). 
i l l  
(29) 
Then, similar to the McCulloch-Pitts neuron model in [25], a neural network for solving convex 
programming problems will have two types of neurons. The first type has a neuron potential x(t) 
with coefficients of x(t) in g(x(t)) as connection weights, some negative values of constant terms of 
g(x(t)) as thresholds, and the derivative of the penalty function ¢ as neuron activation functions. 
The output of each neuron is computed as the derivative of the penalty function evaluated at the 
value of g(x(t)). By taking the output values of the first type of neurons as inputs, the second type 
has coefficients of ¢(g(x(t))) in -~}s ~"~im=l ¢(gi(x(t)))V=(t)gi(x(t)) as connection weights, values 
of ~/V=(t)f(x(t)) as thresholds, and integrators as neuron activation functions to provide x(t) for 
the input of the first type of neurons in the next iteration. This process is repeated, and the 
solutions computed by the neural network can be obtained by measuring the output voltage of 
the second type of neurons in the corresponding neural circuit after the neural network reaches 
~,(t) 
r (2"11' '~ r -1 ] 
. , / ' / j ,  
I -b2  s I c2 rl x210) i 
t. J 
r a-~p 
°1 I 
I -bn  s I 
L J 
am 
c~ '7 .( ) 
J 
F neuron 1 
L J 
Figure 1. Neural network structure for linear programming problems. 
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x I 
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I- 
3[. !o;3  
2 i -  
F- 
_1  ~ , 
-1  0 1 2 3 4 
x_ l  
Figure 2. Feasible region of illustrative examples. 
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, (5,o) 
I 
I 
t 
5 
I 
- (0,3:  
-1  . . . .  
-1 0 1 2 3 4 5 6 
xl 
Figure 3. Contour lot of function fl over egion F. 
its equilibrium. Then, by Theorem 3.6, the equilibrium point of the neural network will provide 
a near-optimal solution to the corresponding convex programming problem, if s is sufficiently 
large. 
For a convex programming problem with inequality constraints, i.e., 
min f(x), 
(e<) s.t. h(x) ~_ O, (30) 
xEX,  
where f : R n ---* R,  h : R n ---* R m, and X C_ R n, we can transform the inequality constraints into 
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Figure 4. Contour plot of function ]2 over region F. 
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Figure 5. Contour plot of function f3 over region F. 
5 6 
equality constraints by adding nonnegative slack variables, i.e., 
g(x) = h(x) +x ,  = 0, (31) 
where x8 E R m and x8 _> 0. Then, we can follow the same procedure to develop a neural network 
for finding optimal solutions. 
It should be noted that the simple box (bounds) constraints x~ in _< xj _< x~ ax can be fulfilled 
by employing limiting integrators with nonlinear (hardware) limiters at their outputs [15]. This 
means that the input signals of an integrator are integrated but cannot drive the output xj beyond 
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3 
2 
- -1  . . . .  
-1 0 1 2 3 4 5 6 
xl  
Figure 6. State trajectories of Xl (t) and x2(t) for Problem (P1). 
the specified limits. In such an approach, all box constraints are "hard", i.e., the constraints must 
not be violated either at the final solution or during the optimization process. 
An alternative approach is to introduce an unbounded variable uj, for j = 1, 2 . . . . .  n, that 
provides the nonlinear transformations 
such as, for a given 7 > 0, 
x j  = h j (u j ) ,  (32) 
X~ nax -- X~ nin 
x i=x~in+ l+e -'yu, " (33) 
The following l inear programming problem is used to illustrate the configuration of such a 
neural network: 
min c T x, 
(LP) s.t. Ax = b, (34) 
x _~0, 
wherec=[c j ]eR  n ,A=[a~j ]eR  m×n,b- - [b~]eR m,andx=[x j ]•R  n. Let 
f (=(t ) )  = cT=(t), v=f (z ( t ) )  = c, (35) 
g(x( t ) )  = Ax( t )  - b, and (36) 
F = {x • R n [g(x) = 0 and x _> 0}. (37) 
Then by choosing constants , and ~/, and penalty function 
with gradient function 
¢(g~(x( t )  ) ) = In cosh g~(x(t)  ), (38) 
¢(g i (x ( t )  ) ) = tanhg,(x(t)),  (39) 
we can develop a neural network for solving linear programming problems. Figure 1 shows such 
a neural network architecture. 
Solving Convex Programming Problems 51 
4 
3(  
2 ¸ 
0 
0 
x2 
x l  
I 
1 2 
~(6 I I I I I I 
3 4 5 6 7 8 9 
t 
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10 
Figure 7. State trajectories ofProblem (P1) for different initial states, t E [0, 10]. 
5. NUMERICAL  EXAMPLES 
To demonstrate the behavior and properties of the proposed neural network, we conduct ex- 
periments on one linear and two convex quadratic programming problems. All three problems 
share the following set of constraints: 
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61 
x2 
3 ~'~_._____ xl 
0 ~ 
o 
x4 
1 2 
. . . . . .  ' t '  i 
x2 
x5 
x6 
xl 
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t 
(c) x (o )=~ ~. 
1 i l i i i i i 
1 2 
x5 
x4 
x6 
I I 
4 5 
t 
(d) x(0) = x 4. 
Figure 7. (cont.) 
6 7 8 9 10 
5zl + 3z~ <_ 30, 
2z~ - 3x2 >_ -9 ,  
xl  < 5, 
x2 <_ 5, 
xl  >_ 0, x2 >__ 0. 
(40) 
(41) 
(42) 
(43) 
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(b) x(O) = z 2. 
Figure 8. State trajectories of Problem (P1) for different initial states, t E [0, 1]. 
Let F represent a set of feasible solutions defined by these constraints, i.e., 
F = {X E R 2 [ 5Xl -{- 3X2 ~ 30, 2Xl -- 3X2 ~ --9, Xl ~ 5, X2 (_ 5, Zl _~ 0, and x2 >_ 0}. (44) 
Figure 2 shows the feasible region with five extreme points: (0,0), (5,0), (5,5/3), (3,5), and (0,3). 
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Figure 8. (cont.) 
By letting x = [zl, x2]T the objective of the linear programming Problem (P I) iS to minimize 
fl(X) = -x l  - x2 ,  (45)  
subject o x E F. Obviously, the optimal solution of this linear programming problem occurs 
at the extreme point (3, 5). The contour plot of this problem is shown by Figure 3. The two 
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Figure 9. Energy and objective trajectories of Problem (P1) for different initial 
states, t E [0, 10]. 
objective functions of the quadratic programming Problems (P2) and (P3) are to minimize 
1 1 
f2(~) = ~(Xl  -- 2) 2 "[- ~(~2 -- 2) 2 
and ,(  )21 
.f3(x) = ~ Xl -- Jr ~(X2 -- 5) 2 , 
(46) 
(47) 
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Figure 9. (cont.) 
respectively, subject to x E F. Without considering the constraints, function fs has a min imum 
point at (2,2), which is a feasible point of (Ps); function f3 has a min imum point at (5/6,5), 
which is an infeasible point of (P3). Therefore, the former has an optimal solution in the interior 
of F; and the latter has an optimal solution on the boundary of feasible region F. The contour 
plots of these objective functions are shown in Figures 4 and 5, respectively. 
To apply the neural network technology to solve these problems, the inequality constraints 
are transformed into equality constraints by introducing nonnegative slack variables x3, x4, zs, 
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Figure 10. Energy aad objective trajectories of Problem (PI) for different initial 
states, t E [0, 1]. 
g l (X)  = 5Xl  + 32:2 "{" X3 -- 30 = O, 
g2(z )  =2X1- -3X2- -X4+9=O,  
g3(Z)  =Z l+ZS- -5=O,  
g4(Z)  = Z2 + Z6 -- 5 = O, 
• 1, X2, . .  • ~X6 ~-- O. 
(48) 
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Figure 10. (cont.) 
Then, the state variables of the neural networks corresponding to those problems are z(t) = 
[xl(t), z2(t),... ,ze(t)] T. All numerical experiments start with the following four initial states 
(points): 
z 1 = [0,5,0,0,0,0] T,
:r 2 = [5,5,0,0,0,0] T,
z s = [5,0,0,0,0,0] T,
2:4 = [0 ,0 ,0 ,0 ,0 ,0]  T, 
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Table 1. Solution quality of Problem (P1) at t - -  10 for different penalty parameters. 
z(lO) IIz(lO)-z*ll 8 
1 (3.2482, 5.4235, 0, 0, 1.1457, 0) T 
10 (3.0214, 5.0435, 0, 0, 1.9779, 0) T 
50 (3.0032, 5.0081, 0, 0, 1.9956, 0) T 
100 (3.0039, 5.0053, 0, 0, 1.9978, 0) T 
500 (3.0002, 5.0007, 0, 0, 1.9996, 0) T 
0.9853 
0.0533 
0.0098 
0.0069 
0.0009 
From Figures 3-5, we see that, in terms of Xl and x2, the four points are around the optimal 
solutions in different direction. For those problems, let 77 = 1, s -- 10, 
(gi (x(t))) = 10 In cosh gi(x(t)) (49) 
10 
and 
¢ (gi (x(t))) = O~ (gi (x(t))) = tanh gi(x(t)) 
og~(~(t)) 10 ' (50) 
for i = 1, 2, 3, and 4. The following energy function is formulated for solving the linear program- 
ming problem for t >_ 0: 
4 
E(x(t), s) = fz(X(t)) + s Z ¢ (gi (x(t))) 
i= l  
4 
= ft (x(t)) + s Z 10 In cosh gi(x(t)) 
10 
i=1 
= --Xl(t) --X2(t) + 100 {lncosh [0.1 (5xl(t) + 3x2(t) 4-x3(t) - 30)] 
+ In cosh [0.1(2xl(t) - 3x2(t) - x4(t) + 9)1 + In cosh [0.1(xi(t) + xs(t) - 5)1 
+ In cosh [0.1 (x2(t) + x6(t) - 5)]}. 
(51) 
Hence, by taking the derivative of energy function E(x(t), s) with respect o x(t), we have the 
following system of differential equations representing the neural dynamics: 
x(t) = -~V~c~)E(xCt), s) 
= -rl V~(t)fl(x(t)) + s ~ ¢(gi(z(t)))V~,(t)gi(x(t)) 
4 
= -vvxc,) l l (X(t) )  - ~ ~ ¢(giCx(t)))vx, c,)g~(z(t)) 
[i] = - I0 
i----I 
5 tanh gl(x(t)) + 2 tanh g2(x(t)) + tanh g3(x(t)) 
10 10 10 
3tanh gl(x(t)) 3tanh g3(X(t)) + tanh g4(x(t)) 
10 10 10 
tanh gl (x(t) ) 
10 
- tanh g2(x(t)) 
10 
tanh 93(x(t) 
10 
tanh ga(x(t)) 
10 
(52) 
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Figure 11. State trajectories of Problem (P1) for different learning constants with 
x(O) -- z 3, t E [0, 10]. 
XlCt) 1 10 (5tanh gl(~0(~))+2tanh g2(x(t))'" .gzCx(t))) 
- -  - I0  ~- ~ann ~-~ , 
~2(t)----1-10 (3tanh gl(~0(t)) 3tanh 93(z(t)) +tanh g4(x(t))) 
I0  i0  ' 
(53) 
(54) 
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Figure ii. (cont.) 
53 (t) = - 10  tanh gl (x(t)) I0 ' (55) 
X4(t) = 10tanh g2(x(t)) io ' (56) 
~s(t)  = -10tanh  gs(x(t)) 10 ' (57) 
xs(t) = -10 tanh g4(=(t)) 10 (58) 
Figure 6 gives trajectories of states xl(t) and x2(t) over the feasible region for Problem (P1)- 
The numerical method used to generate the trajectories is a fourth-order Runge-Kutta me- 
thod [26]. In the figure, all four initial states converge to the optimal solution, the equilib- 
rium point of the neural dynamics, (x~, x~) = (3, 5). Figures 7 and 8 show the state trajectories 
from each initial state for t E [0, 10] and t E [0, 1], respectively. In the figures, both variables xl (t) 
and x2(t) converge to the neighborhood of the equilibrium point at t -- 0.4. Figures 9 and 10 
give trajectories of objective function flix(t)) and energy function E(x(t), s) of Problem (P1) for 
t E [0, 10] and t E [0, I], respectively. In the figures, the value of the objective function converges 
to its minimum value at t = 0.2, when the network's energy function gradually reaches its min- 
imum energy. Table 1 gives distances between the network's states at t -- 10 and the optimal 
solution x* = [3, 5, 0, 0, 2, 0] T for various penalty parameters with x(0) = x I. 
In the table, the distance of the solution obtained at t = 10 from the optimal one depends on 
the magnitude of the penalty parameter. Figures 11 and 12 show the state trajectories, when 
x(0) = x s, with different learning coefficient constants 7/for t E [0, 10] and t E [0, 1], respectively. 
We can see that the state trajectories converge to the equilibrium point faster, when a large 
learning coefficient constant is applied. Figures 13 and 14 show the state trajectories for different 
penalty functions @(g~(x(t))), starting from x(0) -- x s, for t • [0, 10] and t • [0, 1], respectively. 
These figures show that the neural network with penalty function @(g~(x(t))) = 1/2(g~(x(t))) 2 
(Figures 13a and 14a) converges to the network's equilibrium point a little faster at the beginning 
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Figure 12. State trajectories of Problem (P1) for different learning constants with 
x(o) = = s, t • [o, 1]. 
of the computer simulation than the one with penalty function ~(g~(x(t))) = 10 In cosh g~(x(t))/10 
(Figures 13b and 14b). Therefore, as a result of the table and these figures, the quality of solution 
and the convergence speed of the neural network depend on the penalty parameter s, the learning 
coefficient ~1, and the penalty function ~(g~(x(t))). 
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Figure 12. (cont.) 
By using the same initial setup as the one for Problem (P1), let the quadratic programming 
problem with objective function f2(z) be Problem (P2). Figure 15 gives the state trajectories of 
a neural network for Problem (P2). In the figure, each initial state converges to the equilibrium 
point of the neural network, which corresponds to the optimal solution of Problem (P2). By 
letting the quadratic programming problem with objective function f3(z) be (P3), Figure 16 
gives the state trajectories of a neural network for Problem (Ps). In the figure each initial state 
also converges to the equilibrium point of the neural network, which corresponds to the optimal 
solution of Problem (P3). 
6. CONCLUSION 
In this paper, a special neural network has been proposed for solving convex prograrnming 
problems with equality constraints. It is a generalization of the neural network model proposed 
by Kennedy and Chua in 1987. After defining the neural dynamics of the proposed neural 
network, we have shown the existence of an equilibrium point and the asymptotic stability of 
the equilibrium point of the neural dynamics. As the penalty parameter approaches infinity, an 
optimal solution of the convex programming problem is shown to be the equilibrium point of the 
neural dynamics, and each equilibrium point is optimal to the problem. 
The configuration of the proposed neural network is described and demonstrated for solving 
linear programming problems. We have also demonstrated the operational characteristics of the 
proposed neural network via numerical examples. The results of computer simulations indicate 
that the proposed neural network is an e~cient technique. The introduction of a penalty pa- 
rameter eliminates neurons and connection weights for Lagraage multipliers which are commonly 
used in conventional optimization methods, and hence, reduces the size of the neurM network. 
The quality of solutions computed depends mainly on the penalty parameter, while the speed of 
convergence to the equilibrium point depends on the learning coefficient and the penalty function. 
Future potential research directions are listed below. 
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(1) The major improvement of the proposed neural network will be on the quality of the com- 
puted solution. We can consider a time-dependent penalty (see [12,27-30]) in the neural 
network. Such penalty can be an increasing sequence of penalties uch that the penalty 
becomes infinitely large, when the time approaches infinity. Then, the neural dynamics of 
the proposed neural network with a time-dependent penalty becomes a nonautonomous 
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Figure 14. State trajectories of Problem (PI) for different penalty functions with 
x(o) = , ,3 t ~ [o, 1l. 
dynamic system instead of an autonomous one. Moreover, the neural dynamics does not 
have a corresponding autonomous system by which the neural dynamics is bounded above. 
Therefore, the Liap~nov theory is no longer applicable for analyzing the neural dynam- 
ics. A possible direction for analyzing the system is to use other optimization theory for 
nonlinear programming problems. The Lagrange method has already been well investi- 
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Figure 16. State trajectories of the neural network for Problem (Pa). 
gated (see [20,21]). However, the interior point method and barrier method [31] may be 
applicable for the design of new neural networks. 
(2) For the penalty function in the proposed neural dynamics, it is assumed to be continuously 
differentiable. However, for some convex and piecewise differentiable penalty functions, 
e.g., absolute penalty functions and Huber's penalty functions, they sometimes can main- 
tain significant speed of convergence by having a constant derivative for points close to 
the equilibrium points of the neural dynamics. Because these functions are only piece- 
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(3) 
wise differentiable, the Liaphnov theory is not applicable, although the corresponding 
neural energy functions are convex or strictly convex. Therefore, nonsmooth convex anal- 
ysis (see [32,33]) will be helpful to analyze the neural dynamics having such property. 
Numerical experiments can be extended to solve more challenging optimization prob- 
lems such as the large scale problems [31] or semi-infinite linear programming prob- 
lems (see [34,35]) for business and industry applications. 
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