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While neural networks have been remarkably successful for a variety of practical problems, they
are often applied as a black box, which limits their utility for scientific discoveries. Here, we
present a neural network architecture that can be used to discover physical concepts from exper-
imental data without being provided with additional prior knowledge. For a variety of simple
systems in classical and quantum mechanics, our network learns to compress experimental data
to a simple representation and uses the representation to answer questions about the physical
system. Physical concepts can be extracted from the learned representation, namely: (1) The
representation stores the physically relevant parameters, like the frequency of a pendulum.
(2) The network finds and exploits conservation laws: it stores the total angular momentum to
predict the motion of two colliding particles. (3) Given measurement data of a simple quantum
mechanical system, the network correctly recognizes the number of degrees of freedom describ-
ing the underlying quantum state. (4) Given a time series of the positions of the Sun and Mars
as observed from Earth, the network discovers the heliocentric model of the solar system —
that is, it encodes the data into the angles of the two planets as seen from the Sun. Our work
provides a first step towards answering the question whether the traditional ways by which
physicists model nature naturally arise from the experimental data without any mathematical
and physical pre-knowledge, or if there are alternative elegant formalisms, which may solve
some of the fundamental conceptual problems in modern physics, such as the measurement
problem in quantum mechanics.
1 Introduction
Theoretical physics, like all fields of human activ-
ity, is influenced by the schools of thought preva-
lent at the time of development. As such, the
physical theories we know may not necessarily be
the simplest ones to explain experimental data,
but rather the ones that most naturally followed
from a previous theory at the time. The formal-
ism of quantum theory, for instance, is built upon
classical mechanics; it has been impressively suc-
cessful, but leads to conceptually challenging con-
sequences (see [1, 2] for a review and [3] for a recent
example).
This raises an interesting question: are the
laws of quantum physics, and other physical the-
ories more generally, the most natural ones to ex-
Raban Iten: itenr@itp.phys.ethz.ch
Tony Metger: tmetger@ethz.ch
plain data from experiments if we assume no prior
knowledge of physics? While this question will
likely not be answered fully in the near future, re-
cent advances in artificial intelligence allow us to
make a first step in this direction. Here, we in-
vestigate whether neural networks can be used to
discover physical concepts in classical and quan-
tum mechanics from experimental data.
While neural networks have been applied to a
variety of problems in physics, most work to date
has focused on the efficiency or quality of predic-
tions of neural networks, without an understand-
ing how they solve the problem [4–9] (see Sec-
tion 4.1 and [10] for a review and further ref-
erences). Other algorithms and neural network
architectures have been developed to produce a
physical model by imposing some structure on the
space of solutions and on the input data [11–18].
For example, in [12], an algorithm recovers the
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Figure 1: Learning physical representations. (a) Human learning. A physicist compresses
experimental observations into a simple representation (encoding). When later asked any question about
the physical setting, the physicist should be able to produce a correct answer using only the representation
and not the original data. The process of producing the answer (by applying a physical model to the
representation) is called decoding. For example, the observations may be the first few seconds of the
trajectory of a particle moving with constant speed; the representation could be the parameters “speed
v” and “initial position x0” and the question could be “where will the particle be at a later time t′?”
(b) Neural network structure for SciNet. Observations are encoded as real parameters fed to an
encoder (a feed-forward neural network, see Appendix A), which compresses the data into a representation
(latent representation). The question is also encoded in a number of real parameters, which, together
with the representation, are fed to the decoder network to produce an answer. Note that the number of
layers and neurons depicted is not representative.
laws of motion of simple mechanical systems, like
a double pendulum, by searching over a space of
mathematical expressions on the input variables.
To apply this method, one must specify a pri-
ori which variables may enter the mathematical
models, and how they can be combined; in other
words, one must impose on the network our intu-
ition of which parameters will be physically rele-
vant. In contrast, here we are interested in ques-
tioning those same intuitions, and asking whether
an unconstrained neural network would character-
ize physical settings through parameters and rep-
resentations similar to those of standard physics
textbooks.
1.1 Network structure: SciNet
To approach this task, we apply machine learn-
ing techniques and use ideas from representation
learning [19–24]. Concretely, we introduce a neu-
ral network architecture, which we call SciNet for
brevity, which mimics a physicist’s modelling pro-
cess (Figure 1a), and apply it to study various
physical scenarios. The idea is that the physicist
(or SciNet) is exposed to some experimental obser-
vations pertaining to a physical setting (e.g. a time
series (ti, x(ti))i∈{1,...,N} describing the movement
of a particle at constant speed), finds a simpler
representation (e.g. the two parameters initial po-
sition and speed, (x0, v)), and will later be asked
a question about this physical setting (e.g. “where
is the particle at time t′?”). Ideally, the represen-
tation should be as compact as possible while still
fully characterizing the physics of the situation, so
that the physicist may forget the original data and
answer the question using only the representation
(Section 3).
For a purely input-output (black box) analysis,
the modelling process of SciNet can be seen as a
map F : O ×Q → A from the sets of possible ob-
servations O and questions Q to the set of possible
answers A. We can split this map into an encoder
E : O → R mapping the original observation to a
compressed representation (called latent represen-
tation in machine learning), followed by a decoder
D : R×Q → A that takes the representation and
the question to produce an answer. The corre-
sponding network structure is shown in Figure 1b.
A similar network architecture was recently ap-
plied for scene representation and rendering [25].
It is this decomposition, F (o, q) = D(E(o), q),
that will allow us to implement the encoder and
decoder as a neural network in such a way that we
can interpret the network’s learned representation,
by analyzing how it changes as we tweak known
parameters of the setting. In order to force SciNet
to find and exploit the physical structure of a prob-
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Box 1: Time evolution of a damped pendulum (Section 2.1)
Problem: Predict the position of a one-dimensional damped pendulum at different times.
Physical model: Equation of motion: mx¨ = −κx− bx˙ .
Solution: x(t) = A0e−
b
2m t cos(ωt+ δ0), with ω =
√
κ
m
√
1− b24mκ .
Observation: Time series of positions: o =
[
x(ti)
]
i∈{1,...,50} ∈ R50, with equally spaced ti. Mass m = 1kg,
amplitude A0 = 1m and phase δ0 = 0 are fixed; spring constant κ ∈ [5, 10] kg/s2 and damping factor
b ∈ [0.5, 1] kg/s are varied between training samples.
Question: Prediction times: q = tpred ∈ R.
Correct answer: Position at time tpred: acor = x(tpred) ∈ R .
Implementation: Network depicted in Figure 1b with 3 latent neurons.
Key findings:
• SciNet predicts the positions x(tpred) with a root mean square error below 2% (with respect to the
amplitude A0 = 1m) (Figure 2a).
• SciNet stores κ and b in two of the latent neurons, and does not store any information in the third
latent neuron (Figure 2b).
lem, we encourage it to minimize the number of
neurons in the latent representation and their cor-
relations (see Section 2 for examples and Section 3
for theoretical considerations). We use fully con-
nected feed-forward neural networks to implement
the encoder and the decoder of SciNet (see Ap-
pendix A for an introduction to neural networks).
1.2 Training and testing SciNet
We train SciNet with data samples of the form
(o, q, acor(o, q)), where the observation o and ques-
tion q are chosen from the sets O and Q of all
possible observations and questions, respectively,
and where acor(o, q) denotes the correct reply to
question q given observation o.
We consider families of encoders Eφ and de-
coders Dθ, whose parameters φ and θ include the
weights and biases of the corresponding networks.
During training, we encourage SciNet to adapt its
free parameters φ and θ to improve its predic-
tion accuracy and to learn minimal uncorrelated
representations (see Section 3, Appendix B). For
this, we use methods from representation learn-
ing, specifically disentangling variational autoen-
coders [19, 23, 26, 27]. However, finding mini-
mal uncorrelated representations reliable (and ef-
ficiently) is still a problem of current research.
The structure of the training data and of the
network does not fall into the standard categorisa-
tion of “unsupervised” versus “supervised”. How-
ever, SciNet can be regarded as a generalisation
of the idea of autoencoders for all examples pre-
sented here, since the answers to the questions cor-
respond to subsets of collected measurement data
and do not require human labelling. In this sense,
the training is unsupervised.
To make good predictions, SciNet needs a suffi-
cient number of latent neurons. Knowing nothing
about the physical system under consideration, we
might choose this number to be too small. In that
case, SciNet will make predictions with low accu-
racy and we can set up a new network with more
latent neurons. To determine the prediction ac-
curacy, we test SciNet on new data samples (test
data), which have not been seen during training.
Once the network is trained to make accurate
predictions, our aim is to read out conceptual in-
formation from the representation it found. For
any given observation, we consider the activations
of the neurons in the latent representation (which
are real numbers) as the values of the (unknown)
physical variables present in the observation.
2 Results
We demonstrate with four examples how SciNet
is able to recover the relevant physical variables,
both in quantum and in classical systems. More-
over, we will show that SciNet can be used to
recover important concepts of physics, like con-
served quantities or the heliocentric model of our
solar system. A theoretical analysis follows in Sec-
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Figure 2: Damped pendulum. SciNet is fed a time series of the trajectory of a damped pendulum.
It learns to store the two relevant physical parameters, frequency and damping, in the representation,
and makes correct predictions about the pendulum’s future position. (a) Trajectory prediction of
SciNet. Here, the spring constant is κ = 5kg/s2 and the damping factor is b = 0.5kg/s. SciNet’s
prediction is in excellent agreement with the true time evolution. (b) Representation learned by
SciNet. The plots show the activations of the three latent neurons of SciNet as a function of the
spring constant κ and the damping factor b. The first two neurons store the damping factor and spring
constant, respectively. The activation of the third neuron is close to zero, suggesting that only two
physical variables are required. On an abstract level, learning that one activation can be set to a
constant is encouraged by searching for uncorrelated latent variables, i.e., by minimizing the common
information of the latent neurons during training (see Section 3).
tion 3.
2.1 Damped pendulum
We start with a simple example from classi-
cal physics, the damped pendulum, described in
Box 1. The time evolution of the system is given
by the differential equation −κx−bx˙ = mx¨, where
κ is the spring constant, which determines the fre-
quency of the oscillation, and b is the damping fac-
tor. We keep the mass m constant (it is a scaling
factor that could be absorbed by defining κ′= κ/m
and b′= b/m), such that κ and b are the only vari-
able parameters. We consider the case of weak
damping here, where the solution to the equation
of motion is given in Box 1.
We choose a network structure for SciNet with
3 latent neurons. As an input, we provide a time
series of positions of the pendulum and we ask
SciNet to predict the position at a future time (see
Box 1 for details). The accuracy of the predictions
given by SciNet after training is illustrated in Fig-
ure 2a.
Without being given any physical concepts,
SciNet learns to extract the two relevant physi-
cal parameters from (simulated) time series data
for the x-coordinate of the pendulum and to store
them in the latent representation. As shown in
Figure 2b, the first latent neuron depends nearly
linearly on b and is almost independent of κ, and
the second latent neuron depends only on κ, again
almost linearly. Hence, SciNet has recovered the
same time-independent parameters b and κ that
are used by physicists. The third latent neuron
is nearly constant and does not provide any addi-
tional information — in other words, SciNet rec-
ognized that two parameters suffice to encode this
situation.
2.2 Conservation of angular momentum
One of the most important concepts in physics is
that of conservation laws, such as conservation of
energy and angular momentum. While their re-
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Box 2: Collision of two bodies under angular momentum conservation (Section 2.2)
Problem: Predict the position of a particle fixed on a rod of radius r (rotating about the origin) after a
collision at the point (0, r) with a free particle (in two dimensions, see Figure 3a).
Physical model: Given the total angular momentum before the collision and the velocity of the free
particle after the collision, the position of the rotating particle at time t′pred (after the collision) can
be calculated from angular momentum conservation: J = mrotr2ω − rmfree(vfree)x = mrotr2ω′−
rmfree(v′free)x = J ′.
Observation:
Time series of both particles before the collision: o = [(troti ,qrot(troti )) ,
(
tfreei ,qfree(tfreei )
)
]i∈{1,...,5},
with times troti and tfreei randomly chosen for each training sample. Masses mrot = mfree = 1kg and
the orbital radius r = 1m are fixed; initial angular velocity ω, initial velocity vfree and final velocity
v′free are varied between training samples. Gaussian noise (µ = 0, σ = 0.01m) is added to all position
inputs.
Question: Prediction time and position of free particle after collision: q =
(
t′pred, [t′i,q′free(t′i)]i∈{1,...,5}
)
.
Correct answer: Position of rotating particle at time t′pred: acor = q′rot(t′pred) .
Implementation: Network depicted in Figure 1b with one latent neuron.
Key findings:
• SciNet predicts the position of the rotating particle with root mean square prediction error below 4%
(with respect to the radius r = 1m).
• SciNet is resistant to noise.
• SciNet stores the total angular momentum in the latent neuron.
lation to symmetries makes them interesting to
physicists in their own right, conservation laws
are also of practical importance. If two systems
interact in a complex way, we can use conserva-
tion laws to predict the behaviour of one system
from the behaviour of the other, without studying
the details of their interaction. For certain types
of questions, conserved quantities therefore act as
a compressed representation of joint properties of
several systems.
We consider the scattering experiment shown in
Figure 3 and described in Box 2, where two point-
like particles collide. Given the initial angular mo-
mentum of the two particles and the final trajec-
tory of one of them, a physicist can predict the
trajectory of the other using conservation of total
angular momentum.
To see whether SciNet makes use of angular
momentum conservation in the same way as a
physicist would do, we train it with (simulated)
experimental data as described in Box 2 with one
latent neuron, and add Gaussian noise to show
that the encoding and decoding are robust. In-
deed, SciNet does exactly what a physicist would
do and stores the total angular momentum in the
latent representation (Figure 3b). This example
shows that SciNet can recover conservation laws,
and suggests that they emerge naturally from
compressing data and asking questions about
joint properties of several systems.
2.3 Representation of qubits
In quantum mechanics, it is not trivial to con-
struct a simple representation of the state of a
quantum system from measurement data. Indeed,
quantum state tomography is an active area of re-
search [28]. Ideally, we look for a faithful repre-
sentation of the state of a quantum system, such
as the wave function: a representation that stores
all information necessary to predict the probabili-
ties of the outcomes for arbitrary measurements on
that system. However, to specify a faithful repre-
sentation of a quantum system it is not necessary
to perform all theoretically possible measurements
on the system. If a set of measurements is suffi-
cient to reconstruct the full quantum state, such
a set is called tomographically complete.
Here we show that, based only on (simulated)
experimental data and without being given any as-
sumptions about quantum theory, SciNet recovers
a faithful representation of the state of small quan-
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Figure 3: Collision under conservation of angular momentum. In a classical mechanics scenario
where the total angular momentum is conserved, the neural network learns to store this quantity in
the latent representation. (a) Physical setting. A body of mass mrot is fixed on a rod of length r
(and of negligible mass) and rotates around the origin with angular velocity ω. A free particle with
velocity vfree and mass mfree collides with the rotating body at position q = (0, r). After the collision,
the angular velocity of the rotating particle is ω′ and the free particle is deflected with velocity v′free.
(b) Representation learned by SciNet. Activation of the latent neuron as a function of the total
angular momentum. SciNet learns to store the total angular momentum, a conserved quantity of the
system.
tum systems and can make accurate predictions.
In particular, this allows us to infer the dimen-
sion of the system and distinguish tomographi-
cally complete from incomplete measurement sets.
Box 3 summarizes the setting and the results.
A (pure) state on n qubits can be represented
by a normalized complex vector ψ ∈ C2n , where
two states ψ and ψ′ are identified if and only if
they differ by a global phase factor, i.e., if there
exists φ ∈ R such that ψ = eiφψ′. The normaliza-
tion condition and irrelevance of the global phase
factor decrease the number of free parameters of
a quantum state by two. Since a complex number
has two real parameters, a single-qubit state is de-
scribed by 2 × 21 − 2 = 2 real parameters, and a
state of two qubits is described by 2× 22 − 2 = 6
real parameters.
Here, we consider binary projective measure-
ments on n qubits. Just like states, these measure-
ments can be described by vectors ω ∈ C2n , with
measurement outcomes labeled by 0 for the projec-
tion on ω and 1 otherwise. The probability to get
outcome 0 when measuring ω on a quantum sys-
tem in state ψ is then given by p(ω, ψ) = | 〈ω, ψ〉 |2,
where 〈·, ·〉 denotes the standard scalar product on
C2n .
To generate the training data for SciNet , we as-
sume that we have one or two qubits in a lab that
can be prepared in arbitrary states and we have
the ability to perform binary projective measure-
ments in a set M. We choose n1 measurements
M1 := {α1, . . . , αn1} ⊂ M randomly, which we
would like to use to determine the state of the
quantum system. We perform all measurements
inM1 several times on the same quantum state ψ
to estimate the probabilities p(αi, ψ) of measuring
0 for the i-th measurement. These probabilities
form the observation given to SciNet .
To parameterize the measurement ω, whose out-
come probabilities should be predicted by SciNet ,
we choose another random set of measurements
M2 := {β1, . . . , βn2} ⊂ M. The probabilities
p(βi, ω) are provided to SciNet as the question
input. We always assume that we have chosen
enough measurements in M2 such that they can
distinguish all the possible measurements ω ∈M,
i.e., we assume that M2 is tomographically com-
plete.1 SciNet then has to predict the probability
1This parameterization of a measurement ω assumes
that we know the equivalence between binary projective
measurements and states. However, this is not a funda-
mental assumption, since we could parameterize the set of
possible measurements by any parameterization that is nat-
ural for the experimental setup, for example the settings of
the dials and buttons on an experimental apparatus. Such
a natural parameterization is assumed to fully specify the
measurement, in the sense that the same settings on the
experimental apparatus will always result in the same mea-
surement being performed. Because M2 only represents
our choice for parameterizing the measurement setup, it is
natural to assume that M2 is tomographically complete.
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Box 3: Representation of pure one- and two-qubit states (Section 2.3)
Problem: Predict the measurement probabilities for any binary projective measurement ω ∈ C2n on a
pure n-qubit state ψ ∈ C2n for n = 1, 2.
Physical model: The probability p(ω, ψ) to measure 0 on the state ψ ∈ C2n performing the measurement
ω ∈ C2n is given by p(ω, ψ) = | 〈ω, ψ〉 |2 .
Observation: Operational parameterization of a state ψ: o = [p(αi, ψ)]i∈{1,...,n1} for a fixed set of random
binary projective measurementsM1 := {α1, . . . , αn1} (n1 = 10 for one qubit, n1 = 30 for two qubits).
Question: Operational1 parameterization of a measurement ω: q = [p(βi, ω)]i∈{1,...,n2} for a fixed set of
random binary projective measurementsM2 := {β1, . . . , βn2} (n2 = 10 for one qubit, n2 = 30 for two
qubits).
Correct answer: acor(ω, ψ) = p(ω, ψ) = | 〈ω, ψ〉 |2.
Implementation: Network depicted in Figure 1b with varying numbers of latent neurons.
Key findings:
• SciNet can be used to determine the minimal number of parameters necessary to describe the state
ψ (see Figure 4) without being provided with any prior knowledge about quantum physics.
• SciNet distinguishes tomographically complete and incomplete sets of measurements (see Figure 4).
p(ω, ψ) for measuring the outcome 0 on the state
ψ when performing the measurement ω.
We train SciNet with different pairs (ω, ψ) for
one and two qubits, keeping the measurement sets
M1 and M2 fixed. We choose n1 = n2 = 10 for
the single-qubit case and n1 = n2 = 30 for the
two-qubit case. The results are shown in Figure 4.
Varying the number of latent neurons, we can
observe how the quality of the predictions im-
proves as we allow for more parameters in the
representation of ψ. To minimize statistical fluc-
tuations due to the randomized initialization of
the network, each network specification is trained
three times and the run with the lowest mean
square prediction error on the test data is used.
For the cases whereM1 is tomographically com-
plete, the plots in Figure 4 show a drop in predic-
tion error when the number of latent neurons is
increased up to two or six for the cases of one
and two qubits, respectively.2 This is in accor-
dance with the number of parameters required to
describe a one- or a two-qubit state. Thus, SciNet
2In the case of a single qubit, there is an additional small
improvement in going from two to three latent neurons:
this is a technical issue caused by the fact that any two-
parameter representation of a single qubit, for example the
Bloch sphere representation, includes a cyclic parameter,
which cannot be exactly represented by a continuous en-
coder (Appendix D). The same likely applies in the case of
two qubits, going from 6 to 7 latent neurons. This restric-
tion also makes it difficult to interpret the details of the
learned representation.
allows us to extract the dimension of the under-
lying quantum system from tomographically com-
plete measurement data, without any prior infor-
mation about quantum mechanics.
SciNet can also be used to determine whether
the measurement setM1 is tomographically com-
plete or not. To generate tomographically in-
complete data, we choose the measurements in
M1 randomly from a subset of all binary pro-
jective measurements. Specifically, the quantum
states corresponding to measurements in M1 are
restricted to random real linear superpositions of
k orthogonal states, i.e., to a (real) k-dimensional
subspace. For a single qubit, we use a two-
dimensional subspace; for two quibts, we consider
both two- and three-dimensional subspaces.
Given tomographically incomplete data about
a state ψ, it is not possible for SciNet to predict
the outcome of the final measurement perfectly re-
gardless of the number of latent neurons, in con-
trast to the tomographically complete case (see
Figure 4). Hence, we can deduce from SciNet ’s
output that M1 is an incomplete set of measure-
ments. Furthermore, this analysis provides a qual-
itative measure for the amount of information pro-
vided by the tomographically incomplete measure-
ments: in the two-qubit case, increasing the sub-
space dimension from two to three leads to higher
prediction accuracy and the required number of
latent neurons increases.
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Figure 4: Quantum tomography. SciNet is given tomographic data for one or two qubits and an
operational description of a measurement as a question input and has to predict the probabilities of
outcomes for this measurement. We train SciNet with both tomographically complete and incomplete
sets of measurements, and find that, given tomographically complete data, SciNet can be used to find
the minimal number of parameters needed to describe a quantum state (two parameters for one qubit
and six parameters for two qubits). Tomographically incomplete data can be recognized, since SciNet
cannot achieve perfect prediction accuracy in this case, and the prediction accuracy can serve as an
estimate for the amount of information provided by the tomographically incomplete set. The plots show
the root mean square error of SciNet’s measurement predictions for test data as a function of the number
of latent neurons.
2.4 Heliocentric model of the solar system
When observed from Earth, the orbits of the Sun
and the other planets in our solar system take
complicated shapes. In the 16th century, Coper-
nicus measured the angles between a distant fixed
star and several planets and celestial bodies (Fig-
ure 6a) and hypothesized that the Sun, and not
the Earth, is in the centre of our solar system and
that the planets move around the Sun on simple
orbits. This explains the complicated orbits as
seen from Earth.
Here, we show that SciNet similarly uses helio-
centric angles when forced to find a representation
for which the time evolution of the variables takes
a very simple form, a typical requirement for time-
dependent variables in physics.
In the first three examples, we saw that
SciNet is able to learn representations of time-
independent parameters of different physical sys-
tems. In order to study the time evolution of the
variables stored in the network’s representation,
we extend the network structure slightly (Fig-
ure 5).
Ideally we want the representation to store vari-
ables that evolve under simple rules — in this ex-
ample, if SciNet stored the angles as seen from the
Sun, the evolution would take a very simple form,
whereas evolving the angles as seen from Earth
requires the implementation of a much more in-
volved time evolution. In order to find variables
with a simple time evolution, we add a very small
feed-forward neural network after the representa-
tion, which is meant to evolve the variables by a
time step ∆t. The evolution over a longer period
of time may then be simulated by concatenating
a series of identical time evolution networks and
representation layers {r(ti)}i. We thus model the
time evolution using a recurrent neural network.
After each step of the time evolution, we may
again ask a question about the representation r(ti)
— this is done by attaching a decoder D to the
representation, as before. In this example we al-
ways ask the same question: “what are the angles
as seen from Earth at the time ti?” Hence, we do
not need to feed a question as a new input to the
decoder explicitly (but using an explicit question
is in principle possible). The decoder at each time
step is identical, and it receives the representation
r(ti) as an input.
In this example, we restrict the latent layer to
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Figure 5: Recurrent version of SciNet for time-dependent variables. Observations are encoded
into a simple representation r(t0) at time t0. Then, the representation is evolved in time to r(t1) and a
decoder is used to predict a(t1), and so on. In each (equally spaced) time step, the same time evolution
network and decoder network are applied.
two neurons, and the time evolution network to
maps of the simple form rj(ti)→ rj(ti)+bj on the
j-th component rj(ti) of the representation, where
the biases bj are the same for all time steps.
3 The
setting is summarized in Box 4.
The activations of the two latent neurons of the
trained network are plotted in Figure 6b. As can
be seen from the plots, the activations of the latent
representation are given by a linear combination
of the angles φE and φM as seen from the Sun
— SciNet has discovered the heliocentric model
of the solar system. SciNet is not expected to
store the angles φE and φM in separate neurons,
since the time evolution update rule for any linear
combination of the angles is still of the same simple
form specified above.
3 Minimal representations
Here, we describe some of the theoretical consider-
ations that went into designing SciNet and help-
ing it to find useful representations that encode
physical principles. Given a data set, it is gener-
3For a general system, there might not exist a represen-
tation that admits such a simple time evolution. In this
case, one has to proceed as follows: first, the time evolu-
tion is restricted to the simplest possible case, i.e., addition
of a constant. If the network is unable to achieve good
prediction accuracy, more complexity is added to the time
evolution network until the network is able to make good
predictions. Following this prescription, one will end up
with the representation of the system that admits the sim-
plest possible time evolution. However, for time evolution
steps that are more complex than an affine function, it re-
mains to be investigated how to quantify the complexity of
the time evolution network in a meaningful way.
ally a complex task to find a simple representation
of the data that contains all the desired informa-
tion. SciNet should recover such representations
by itself; however, we encourage it to learn “sim-
ple” representations during training. To do so, we
have to specify the desired properties of a repre-
sentation. In this, our approach follows the spirit
of several works on representation learning the-
ory [19–24].
For the theoretical analysis, we introduce some
additional structure on the data that is required
to formulate the desired properties of a represen-
tation. We consider real-valued data, which we
think of as being sampled from some unknown
probability distribution. In other words, we as-
sign random variables to the observations O, the
questions Q, the latent representation R, and the
answers A. We use the convention that a ran-
dom variable X = (X1, . . . , X|X|) takes samples
in X ⊂ R|X|, where |X| denotes the dimension of
the ambient space of X. In particular, |R| will
correspond to the number of neurons in the latent
representation.
We require the following properties for an un-
correlated (sufficient) representation R (defined
through an encoder mapping E : O → R) for the
data described by the triple (O,Q, acor), where we
recall that the function acor : O × Q → A sends
an observation o ∈ O and a question q ∈ Q to the
correct answer a ∈ A.
1. Sufficient (with smooth decoder): There
exists a smooth map D : R × Q 7→ A, such
that D(E(o), q) = acor(o, q) for all possible
observations o ∈ O and questions q ∈ Q .
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Box 4: Heliocentric model of the solar system (Section 2.4)
Problem: Predict the angles θM (t) and θS(t) of Mars and the Sun as seen from Earth, given initial states
θM (t0) and θS(t0).
Physical model: Earth and Mars orbit the Sun with constant angular velocity on (approximately) circular
orbits.
Observation: Initial angles of Mars and the Sun as seen from Earth: o = (θM (t0), θS(t0)), randomly
chosen from a set of weekly (simulated) observations within Copernicus’ lifetime (3665 observations
in total).
Question: Implicit.
Correct answer: Time series
[
a(t1), . . . , a(tn)
]
=
[
(θM (t1), θS(t1)), . . . , (θM (tn), θS(tn))
]
of n = 20 (later
in training: n = 50) observations, with time steps ti+1 − ti of one week.
Implementation: Network depicted in Figure 5 with two latent neurons.
Key findings:
• SciNet predicts the angles of Mars and the Sun with a root mean square error below 0.4% (with
respect to 2pi).
• SciNet stores the angles φE and φM of the Earth and Mars as seen from the Sun in the two latent
neurons (see Figure 6b) — that is, it recovers the heliocentric model of the solar system.
2. Uncorrelated: The elements in the set
{R1, R2, . . . , R|R|} are mutually independent.
Property 1 asserts that the encoder map E en-
codes all information of the observation o ∈ O
that is necessary to reply to all possible questions
q ∈ Q. We require the decoder to be smooth,
since this allows us to give the number of param-
eters stored in the latent representation a well de-
fined meaning in terms of a dimension (see Ap-
pendix C).
Property 2 means that knowing some variables
in the latent representation does not provide any
information about any other latent variables; note
that this depends on the distribution of the obser-
vations.
We define a minimal uncorrelated representa-
tion R as an uncorrelated (sufficient) representa-
tion with a minimal number of parameters |R|.
This formalizes what we consider to be a “simple”
representation of physical data.
Without the assumption that the decoder is
smooth, it would, in principle, always be sufficient
to have a single latent variable, since a real num-
ber can store an infinite amount of information.
Hence, methods from standard information the-
ory, like the information bottleneck [29–31], are
not the right tool to give the number of variables
a formal meaning. In Appendix C, we use meth-
ods from differential geometry to show that the
number of variables |R| in a minimal (sufficient)
representation corresponds to the number of rel-
evant degrees of freedom in the observation data
required to answer all possible questions.
4 Discussion
4.1 Comparison with previous work
Neural networks have become a standard tool to
tackle problems where we want to make predic-
tions without following a particular algorithm or
imposing structure on the available data (see for
example [32–34]) and they have been applied to
a wide variety of problems in physics. For exam-
ple, in condensed matter physics and generally in
many-body settings, neural networks have proven
particularly useful to characterize phase transi-
tions [4–9]. The aim of these works is to optimise
the accuracy of the predictions, but not to extract
information on what the network learned during
training.
In quantum optics, automated search tech-
niques and reinforcement-learning based schemes
have been used to generate new experimental se-
tups [35, 36]. Projective simulation [37] is used
in [36] to autonomously discover experimental
building blocks with maximum versatility.
Closer to our work, neural networks have also
been used to efficiently represent wave functions
of particular quantum systems [38–48]. In par-
ticular, in [39], variational autoencoders are used
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Figure 6: Heliocentric model of the solar system. SciNet is given the angles of the Sun and Mars
as seen from Earth at an initial time t0 and has to predict these angles for later times. (a) Physical
setting. The heliocentric angles φE and φM of the Earth and Mars are observed from the Sun; the
angles θS and θM of the Sun and Mars are observed from Earth. All angles are measured relative to
the fixed star background. (b) Representation learned by SciNet. The activation r(t0) of the
two latent neurons at time t0 (see Figure 5) is plotted as a function of the heliocentric angles φE and
φM . The plots show that the network stores and evolves parameters that are linear combinations of the
heliocentric angles, even though it was given the angles as observed from Earth. The slight non-linearity
in the plots for extremal values of φM and φE is due to the sparsity of training data for these values.
to approximate the distribution of the measure-
ment outcomes of a specific quantum state for a
fixed measurement basis and the size of the neural
network can provide an estimate for the complex-
ity of the state. In contrast, our approach is not
specifically designed for learning representations
of quantum systems. Nevertheless, SciNet can be
used to produce representations of arbitrary quan-
tum states of simple systems without retraining.
This allows us to extract information about the
degrees of freedom required to represent any state
of a (small) quantum system.
Another step towards extracting physical knowl-
edge in an unsupervised way is presented in [18].
The authors show how the relevant degrees of free-
dom of a system in classical statistical mechanics
can be extracted under the assumption that the in-
put is drawn from a Boltzmann distribution. They
make use of information theory to guide the un-
supervised training of restricted Boltzmann ma-
chines, a class of probabilistic neural networks, to
approximate probability distributions. While the
focus in [18] is on systems for which the renor-
malization group procedure is applicable, here we
presented a network architecture that is supposed
to work, in principle, for arbitrary physical setups.
A different line of work has focused on using
neural networks and other algorithmic techniques
to better understand how humans are able to gain
an intuitive understanding of physics [49–54]. For
example, it has been shown that neural networks
can build up some physical intuition: given a pic-
ture of a tower built with blocks, they can predict
with good accuracy whether the tower is stable or
will fall [55].
Very recently, physical variables were extracted
in an unsupervised way from time series data of
dynamical systems [56]. The network structure
used in [56] is built on interaction networks [57–
59] and it is well adapted to physical systems con-
sisting of several objects interacting in a pair-wise
manner. The prior knowledge included in the net-
work structure allows the network to generalise to
situations that differ substantially from those seen
during training.
In the last few years, significant progress was
made in extracting dynamical equations from ex-
perimental data [15, 16, 60–62], which is known
to be an NP-hard problem [63]. In [15] (non-
linear) dynamical models are inferred efficiently
from experimental data. The possible models are
ordered by mathematical simplicity, and the pro-
cedure consists in searching them according to
this order, using methods from statistic inference.
In [16], a different method is used, where the sim-
plest formula describing the data is found by ap-
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plying sparse regression techniques to some space
of mathematical expressions. Instead of searching
for dynamical models in the input data, in [60–
62] neural networks are used to find a new set of
variables such that the evolution of the new vari-
ables is approximately linear (motivated by Koop-
man operator theory). Our example given in Sec-
tion 2.4 uses a similar network structure as the
one used in [60–62], which corresponds to a special
case of SciNet with a trivial question input and a
latent representation that is evolved in time. The
concept of evolving the system in the latent repre-
sentation has also been used in machine learning to
extract the relevant features from video data [64].
4.2 Future work
The interpretability of the latent variables remains
challenging. In our examples, the interpretation of
the latent representation was aided by comparing
it to known representations in physics. However,
in general we might be interested in settings with-
out a hypothesized representation that the net-
work’s learned representation can be compared to.
In that case, one could, for example, try to apply
methods from symbolic regression to the trained
encoder and decoder separately to obtain an an-
alytic expression that might be more easily inter-
preted. Alternatively, one could try to develop
more efficient techniques that explicitly use the
structure of the neural network.
Another promising direction would be to con-
sider methods from reinforcement learning for the
investigation of physical data, e.g., along the lines
proposed in [37].
4.3 Conclusion
In an overview of challenges for artificial intelli-
gence in the near future [65], Lake et al. wrote:
“For deep networks trained on physics-related
data, it remains to be seen whether higher lay-
ers will encode objects, general physical prop-
erties, forces and approximately Newtonian
dynamics.”
In this work, we have shown that neural net-
works can be used to recover physical variables
from experimental data. To do so, we have in-
troduced a new network structure, SciNet , and
employed techniques from unsupervised represen-
tation learning to encourage the network to find
a minimal uncorrelated representation of experi-
mental data.
The architecture of SciNet allows us to ask dif-
ferent questions about the physical system that
the network has to answer using only its learned
representation. Thus, the representation does not
have to contain all information of the input data,
but only the minimum amount of information that
is necessary for the network to reply to all ques-
tions in some fixed set of questions.
In the case of our examples, the representa-
tions turned out to be the ones commonly used
in physics textbooks. Our results therefore sug-
gest that neural networks can indeed encode the
relevant physical properties and provide a step to-
wards solving the problem posed by Lake et al.
To summarize, the main aim of this work is to
show that neural networks can be used to discover
physical concepts without any prior knowledge.
To achieve this goal, we introduced a neural net-
work architecture that models the physical reason-
ing process. The examples illustrate that this ar-
chitecture allows us to extract physically relevant
data from experiments, without imposing further
knowledge about physics or mathematics.
Source code and implementation details
The source code, as well as details of the
network structure and training process (in-
cluding pre-trained SciNets) are available
at https://github.com/eth-nn-physics/
nn physical concepts. The networks were
implemented using the Tensorflow library [66].
For all examples, the training process only takes
a few hours on a standard laptop.
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Appendix
A Neural networks
For a detailed introduction to artificial neural net-
works and deep learning, see for example [32].
Here we give a very short overview of the basics.
Single artificial neuron. The building blocks
of neural networks are single neurons (Figure 7a).
We can think of a neuron as a map that takes sev-
eral real inputs x1, . . . , xn and provides an output
σ(∑iwixi+b), according to an activation function
σ : R→ R, where the weights wi ∈ R and the bias
b ∈ R are tunable parameters. The output of the
neuron is itself sometimes denoted by activation,
and there are different possible choices for the ac-
tivation function. For the implementation of the
examples in this paper, we use the exponential lin-
ear unit (ELU) [67], depicted in Figure 7b. The
ELU is defined for a parameter α > 0 as
σELU(z) =
{
z for z > 0 ,
α (ez − 1) for z ≤ 0 .
Neural network. A (feed-forward) neural net-
work is created by arranging neurons in layers and
forwarding the outcomes of the neurons in the i-th
layer to neurons in the (i + 1)-th layer (see Fig-
ure 7c). The network as a whole can be viewed
as a function F : Rn → Rm with x1, . . . , xn corre-
sponding to the activations of the neurons in the
first layer (which is called input layer). The acti-
vations of the input layer form the input for the
second layer, which is a hidden layer (since it is
neither an input nor an output layer). In the case
of a fully connected network, each neuron in the
(i+ 1)-th layer receives the activations of all neu-
rons in the i-th layer as input. The activations
of the m neurons in the last layer, which is called
output layer, are then interpreted as the output
of the function F . It can be shown that neural
networks are universal, in the sense that any con-
tinuous function can be approximated arbitrarily
well by a feedforward network with just one hid-
den layer by using sufficiently many hidden neu-
rons. For a mathematical statement of the result,
see [68, 69]. A visualization is given in [32].
Training. The weights and the biases of the
neural network are not tuned by hand; instead,
they are optimized using training samples, i.e.,
known input-output-pairs (x, F ?(x)) of the func-
tion F ? that we would like to approximate. We
may think of a neural network as a class of func-
tions {Fθ}θ, parametrized by θ, which contains
the weights and biases of all the neurons in the
network. A cost function C (x, θ) measures how
close the output Fθ(x) of the network is to the
desired output F ?(x) for an input x. For ex-
ample, a common choice for the cost function is
C (x, θ) = ‖F ?(x)− Fθ(x)‖22.
The weights and biases of a network are initial-
ized at random [32]. To then update the parame-
ters θ, the gradient ~∇θC (x, θ) is computed and av-
eraged over all training samples x. Subsequently,
θ is updated in the negative gradient direction —
hence the name gradient descent . In practice, the
average of the gradient over all training samples is
often replaced by an average over a smaller sub-
set of training samples called a mini-batch; then,
the algorithm is called stochastic gradient descent.
The backpropagation algorithm is used to perform
a gradient descent step efficiently (see [32] for de-
tails).
B Variational autoencoders
The implementation of SciNet uses a modi-
fied version of so-called variational autoencoders
(VAEs) [19, 23]. The standard VAE architecture
does not include the question input used by SciNet
and tries to reconstruct the input from the repre-
sentation instead of answering a question. VAEs
are one particular architecture used in the field of
representation learning [21]. Here, we give a short
overview over the goals of representation learning
and the details of VAEs.
Representation learning. The goal in repre-
sentation learning is to map a high-dimensional
input vector x to a lower-dimensional represen-
tation z = (z1, z2, . . . , zd), commonly called the
latent vector.4 The representation z should still
contain all the relevant information about x. In
the case of an autoencoder, z is used to reconstruct
the input x. This is motivated by the idea that the
better the (low-dimensional) representation is, the
better the original data can be recovered from it.
Specifically, an autoencoder uses a neural network
(encoder) to map the input x to a small number
4The variables x and z correspond to the observation o
and the representation r used in the main text.
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Figure 7: Neural networks. (a) Single artificial neuron with weights wi, bias b and ELU activation
function σELU. The inputs to the neuron are denoted by x1, . . . , x4. (b) ELU activation function for
α = 1. (c) Fully connected (feed-forward) neural network with 3 layers. The network as a whole can be
thought of as a function mapping the inputs (x1, . . . , xn) to the output (y1, . . . , ym).
of latent neurons z. Then, another neural network
(decoder) is used to reconstruct an estimate of the
input, that is z 7→ x˜. During training, the en-
coder and decoder are optimized to maximize the
reconstruction accuracy and reach x˜ ≈ x.
Probabilistic encoder and decoder. Instead
of considering deterministic maps x 7→ z and z 7→
x˜, we generalize to conditional probability distri-
butions p(z|x) for the encoder and p(x˜|z) for the
decoder. This is motivated by the Bayesian view
that the most informative statement the encoder
can output a description of a probability distribu-
tion over all latent vectors, instead of outputting
a single estimate. The same reasoning holds for
the decoder. We use the notation z ∼ p(z) to in-
dicate that z is picked at random according to the
distribution p.
We cannot treat the general case analytically,
so we make restricting assumptions to simplify
the setting. First we assume that the input can
be perfectly compressed and reconstructed by an
encoder and decoder which are both neural net-
works, that is we assume that the ideal distri-
butions p(z|x) and p(x˜|z) that reach x = x˜ are
members of parametric families {pφ(z|x)}φ and
{pθ(x˜|z)}θ, respectively. We further assume that
it is possible to achieve this with a latent repre-
sentation where each neuron is independent of the
others, pφ(z|x) =
∏
i pφ(zi|x). If these distribu-
tions turn out hard to find for a given dimension
d of the latent representation, we can try to in-
crease the number of neurons of the representa-
tion to disentangle them. Finally, we make one
more simplifying assumption, which is justified a
posteriori by good results: that we can reach a
good approximation of p(z|x) by using only inde-
pendent normal distributions for each latent neu-
ron, pφ(zi|x) = N (µi, σi), where µi is the mean
and σi the variance. We can think of the encoder
as mapping x to the vectors µ = (µ1, . . . , µd) and
σ = (σ1, . . . , σd).
The optimal settings for φ and θ are then
learned as follows, see Figure 8:
1. The encoder with parameters (weights and
biases) φ maps an input x to pφ(z|x) =
N [(µ1, . . . , µd), (σ1, . . . , σd)].
2. A latent vector z is sampled from pφ(z|x).
3. The decoder with parameters (weights and bi-
ases) θ maps the latent vector z to pθ(x˜|z).
4. The parameters φ and θ are updated to max-
imize the likelihood of the original input x
under the decoder distribution pθ(x˜|z).
Reparameterization trick. The operation
that samples a latent vector z from pφ(z|x) is not
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Figure 8: Network structure for a variational autoencoder. The encoder and decoder are described
by conditional probability distributions p(z|x) and p(x|z) respectively. The output distribution of the
encoder are the parameters µi and log(σi) for independent Gaussian distributions zi ∼ N (µi, σi) of the
latent variables. The reparameterization trick is used to sample from the latent distribution.
differentiable with respect to the parameters φ and
θ of the network. However, differentiability is nec-
essary to train the network using stochastic gradi-
ent descent. This issue is solved by the reparam-
eterization trick introduced in [19]: if pφ(zi|x) is
a Gaussian with mean µi and standard deviation
σi, we can replace the sampling operation using an
auxiliary random number εi ∼ N (0, 1). Then, a
sample of the latent variable zi ∼ N (µi, σi) can be
generated by zi = µi + σiεi. Sampling εi does not
interfere with the gradient descent because εi is
independent of the trainable parameters φ and θ.
Alternatively, one can view this way of sampling
as injecting noise into the latent layer [24].
β-VAE cost function. A computationally
tractable cost function for optimizing the parame-
ters φ and θ was derived in [19]. This cost function
was extended in [23] to encourage independency
of the latent variables z1, . . . , zd (or to encourage
“disentangled” representations, in the language of
representation learning). The cost function in [23]
is known as the β-VAE cost function,
Cβ(x) =−
[
Ez∼pφ(z|x) log pθ(x|z)
]
+ β DKL [pφ(z|x)‖h(z)] ,
where the distribution h(z) is a prior over the
latent variables, typically chosen as the unit
Gaussian5, β ≥ 0 is a constant, and DKL is
the Kullback-Leibler (KL) divergence, which is a
5The interpretation of h(z) as a prior is clear only when
deriving VAEs as generative networks. For details, see [19].
quasi-distance6 measure between probability dis-
tributions,
DKL [p(z)‖q(z)] =
∑
z
p(z) log
(
p(z)
q(z)
)
.
Let us give an intuition for the motivation be-
hind the β-VAE cost function. The first term is
a log-likelihood factor, which encourages the net-
work to recover the input data with high accu-
racy. It asks “for each z , how likely are we to re-
cover the original x after the decoding?” and takes
the expectation of the logarithm of this likelihood
pθ(x|z) (other figures of merit could be used here
in an alternative to the logarithm) over z sampled
from pφ(z|x), in order to simulate the encoding. In
practice, this expectation is often estimated with
a single sample, which works well enough if the
mini-batches are chosen sufficiently large [19].
The second term encourages disentangled repre-
sentations, and we can motivate it using standard
properties of the KL divergence. Our goal is to
minimize the amount of correlations between the
latent variables zi: we can do this by minimizing
the distance DKL [p(z)‖∏i p(zi)] between p(z) and
the product of its marginals. For any other distri-
bution with independent zi, h(z) =
∏
i h(zi), the
KL divergence satisfies
DKL
[
p(z)‖
∏
i
p(zi)
]
≤ DKL [p(z)‖h(z)] .
The KL divergence is furthermore jointly convex
6The KL divergence satisfies all axioms of a metric apart
from symmetry.
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in its arguments, which implies
DKL
[∑
x
p(x) pθ(z|x)‖h(z)
]
≤
∑
x
p(x) DKL [pθ(z|x)‖h(z)] .
Combining this with the previous inequality, we
obtain
DKL
[
p(z) ‖
∏
i
p(zi)
]
≤ Ex∼p(x) DKL [p(z|x)‖h(z)] .
The term on the right hand side corresponds ex-
actly to the second term in the cost function, since
in the training we try to minimize Ex∼p(x)Cβ(x).
Choosing a large parameter β also penalizes the
size of latent representation z, motivating the net-
work to learn an efficient representation. For an
empirical test of the effect of large β see [23], and
for another theoretical justification using the in-
formation bottleneck approach see [24].
To derive an explicit form of Cβ for a simple
case, we again assume that pφ(z|x) = N (µ, σ).
In addition, we assume that the decoder output
pθ(x˜|z) is a multivariate Gaussian with mean xˆ
and fixed covariance matrix σˆ = 1√21. With these
assumptions, the β-VAE cost function can be ex-
plicitly written as
Cβ(x) = ‖xˆ−x‖22−
β
2
(∑
i
log(σ2i )− µ2i − σ2i
)
+C .
The constant terms C do not contribute to the
gradients used for training and can therefore be
ignored.
C Interpretation of the number of la-
tent variables
In Section 3, we require that the latent represen-
tation should contain a minimal amount of latent
variables; we now relate this number to the struc-
ture of the given data. Proposition 2 below asserts
that the minimal number of latent neurons corre-
sponds to the relevant degrees of freedom in the
observed data required to answer all the questions
that may be asked.
For simplicity, we describe the data with sets
instead of random variables here. Note that the
probabilistic structure was only used for Prop-
erty 2 in Section 3, whereas here, we are only
interested in the number of latent neurons and
not in that they are mutually independent. We
therefore consider the triple (O,Q, acor), where O
and Q are the sets containing the observation data
and the questions respectively, and the function
acor : (o, q) 7→ a sends an observation o ∈ O and a
question q ∈ Q to the correct reply a ∈ A.
Intuitively, we say that the triple (O,Q, acor)
has dimension at least n if there exist questions in
Q that are able to capture n degrees of freedom
from the observation data O. Smoothness of this
“oracle” is a natural requirement, in the sense that
we expect the dependence of the answers on the
input to be robust under small perturbations. The
formal definition follows.
Definition 1 (Dimension of a data set). Con-
sider a data set described by the triple (O,Q, acor),
where acor : O × Q → A, and all sets are real,
O ⊆ Rr,Q ⊆ Rs,A ⊆ Rt. We say that this
triple has dimension at least n if there exists an
n-dimensional submanifold On ⊆ O and questions
q1, . . . , qk ∈ Q and a function
f : On → Ak :=
k︷ ︸︸ ︷
A×A× · · · ×A
o 7→ [acor(o, q1), . . . , acor(o, qk)]
such that f : On → f(On) is a diffeomorphism.
Proposition 2 (Minimal representation for
SciNet). A (sufficient) latent representation for
data described by a triple (O ⊂ Rr,Q ⊂ Rs, acor :
O×Q → A ⊂ Rt) of dimension at least n requires
at least n latent variables.
Proof. By assumption, there is an n-dimensional
submanifold On ⊂ O and k questions q1, . . . , qk
such that f : On → In := f(On) is a diffeomor-
phism. We prove the statement by contradiction:
assume that there exists a (sufficient) representa-
tion described by an encoder E : O → Rm ⊂ Rm
with m < n latent variables. By sufficiency of
the representation, there exists a smooth decoder
D : Rm×Q → A such that D(E(o), q) = acor(o, q)
for all observations o ∈ O and questions q ∈ Q.
We define the smooth map
D˜ : Rm → Ak
r 7→ [D(r, q1), . . . , D(r, qk)],
and denote the pre-image of In by R˜m :=
D˜−1(In).
By sufficiency of the representation, the restric-
tion of the map D˜ to R˜m denoted by D˜|R˜m :
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R˜m → In is a smooth and surjective map. How-
ever, by Sard’s theorem (see for example [70]), the
image D˜(R˜m) is of measure zero in In, since the
dimension of the domain R˜m ⊂ Rm is at most m,
which is smaller than the dimension n of the im-
age In. This contradicts the surjectivity of D˜|R˜m
and finishes the proof.
We can consider an autoencoder as a special
case of SciNet , where we ask always the same ques-
tion and expect the network to reproduce the ob-
servation input. Hence, an autoencoder can be de-
scribed by a triple (O,Q = {0}, acor : (o, 0) 7→ o).
As a corollary of Proposition 2, we show that in
the case of an autoencoder, the required number
of latent variables corresponds to the “relevant”
number of degrees of freedom that describe the ob-
servation input. The relevant degrees of freedom,
which are called (hidden) generative factors in this
context in representation learning (see for exam-
ple [23]), may be described by the dimension of
the domain of a smooth nondegenerate data gen-
erating function H, defined as follows.
Definition 3. We say that a smooth function
H : G ⊂ Rd → Rr is nondegenerate if there exists
an open subset Nd ⊂ G such that the restriction
H|Nd : Nd → H(Nd) of H on Nd is a diffeomor-
phism.
One may think of H as sending a small dimen-
sional representation of the data onto a manifold
in a high dimensional space of observations.
Corollary 4 (Minimal representation for an au-
toencoder). Let H : G ⊂ Rd → O ⊂ Rr be a
smooth, nondegenerate and surjective (data gen-
erating) function, and let us assume that G is
bounded. Then the minimal sufficient represen-
tation for data described by a triple (O,Q =
{0}, acor : (o, 0) 7→ o) contains d latent variables.
Proof. First, we show the existence of a (sufficient)
representation with d latent variables. We define
the encoder mapping (and hence the representa-
tion) by E : o 7→ argmin[H−1({o})] ∈ G, where the
minimum takes into account only the first vector
entry.7 We set the decoder equal to the smooth
map H. By noting that D(E(o), 0) = o for all
o ∈ O, this shows that d latent variables are suffi-
cient.
7Note that any element in H−1({o}) could be chosen.
Let us now show that there cannot exist a rep-
resentation with less than d variables. By defi-
nition of a nondegenerate function H, there ex-
ists an open subset Nd ⊂ G in Rd such that
H|Nd : Nd → H(Nd) is a diffeomorphism. We de-
fine the function f : o ∈ H(Nd) 7→ acor(o, 0) ∈ I,
where I = H(Nd). Since f is the identity map
and hence a diffeomorphism, the data described
by the triple (O,Q = {0}, acor : (o, 0) 7→ o) has di-
mension at least d. By Proposition 2, we conclude
that at least d latent variables are required.
D Cyclic representations
Here we explain the difficulty of a neural net-
work to learn representations of cyclic parameters,
which was alluded to in the context of the qubit
example (Section 2.3, see [71, 72] for a detailed dis-
cussion relevant to computer vision). In general,
this problem occurs if the data O that we would
like to represent forms a closed manifold (i.e., a
compact manifold without boundary), such as a
circle, a sphere or a Klein bottle. In that case,
several coordinate charts are required to describe
this manifold.
As an example, let us consider data points ly-
ing on the unit sphere O = {(x, y, z) : x2 + y2 +
z2 = 1}, which we would like to encode into a
simple representation. The data can be (glob-
ally) parameterized with spherical coordinates φ ∈
[0, 2pi) and θ ∈ [0, pi] where (x, y, z) = f(θ, φ) :=
(sin θ cosφ, sin θ sinφ, cos θ).8 We would like the
encoder to perform the mapping f−1, where we
define f−1((0, 0, 1)) = (0, 0) and f−1((0, 0,−1)) =
(pi, 0) for convenience. This mapping is not con-
tinuous at points on the sphere with φ = 0 for
θ ∈ (0, pi). Therefore, using a neural network as
an encoder leads to problems, as neural networks,
as introduced here, can only implement continu-
ous functions. In practice, the network is forced to
approximate the discontinuity in the encoder by a
very steep continuous function, which leads to a
high error for points close to the discontinuity.
In the qubit example, the same problem ap-
pears. To parameterize a qubit state ψ with
two parameters, the Bloch sphere with parame-
ters θ ∈ [0, pi] and φ ∈ [0, 2pi) is used: the state ψ
can be written as ψ(θ, φ) = (cos(θ/2), eiφ sin(θ/2))
(see for example [73] for more details). Ideally, the
8The function f is not a chart, since it is not injective
and its domain is not open.
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encoder would perform the map E : o(ψ(θ, φ)) :=(| 〈α1, ψ(θ, φ)〉 |2, . . . , | 〈αN1 , ψ(θ, φ)〉 |2) 7→ (θ, φ)
for some fixed binary projective measurements
αi ∈ C2. However, such an encoder is not contin-
uous. Indeed, assuming that the encoder is con-
tinuous, leads to the following contradiction:
(θ, 0) = E(o(ψ(θ, φ = 0)))
= E(o( lim
φ→2pi
ψ(θ, φ)))
= lim
φ→2pi
E(o(ψ(θ, φ)))
= lim
φ→2pi
(θ, φ) = (θ, 2pi) ,
where we have used the periodicity of φ in the
second equality and the fact that the Bloch sphere
representation and the scalar product (and hence
o(ψ(θ, φ))) as well as the encoder (by assumption)
are continuous in φ in the third equality.
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