Abstract-A fast and accurate one-dimensional large-signal model for coupled-cavity TWT's has been developed that can be used interactively for the optimization of a TWT design. Different modeling techniques for enhancing the speed of the large-signal model with no loss in accuracy are discussed in this paper. It has been shown that the speed of the model can be increased by 1) suitable selection of the basic integration parameters such as the number of electron discs per RF cycle and number of integration steps per cavity, 2) choosing a suitable method of integration of the relativistic equation of motion, 3) optimizing the iteration processes through each cavity and each section, and 4) efficient calculation of the space-charge forces. The model has been tested for the low-space-charge high-efficiency NASA CTS 200-W tube and for a high-space-charge high-gain tube. The characteristics of a 58-cavity tube for a single value of input power and frequency can be computed in less than 1.5 min of CPU time on a VAX 11/785 computer. This is at least 5 to 6 times faster than the previous models with the same accuracy.
I. INTRODUCTION OUPLED-CAVITY traveling-wave tubes
[ 11 are C high-power broad-band microwave amplifiers. These devices are widely used in space communications and in modern radar systems because of their unique characteristics of high gain, wide bandwidth, and high average power handling capability. They have many other favorable characteristics such as linear phase response and low noise. In the operation of these devices, the amplification of the RF wave is produced by the interaction between an electron beam and the electromagnetic wave propagating along a bandpass coupled-cavity slow-wave structure. The coupled-cavity structure is severed into sections in order to achieve higher gain without regenerative instabilities, and the phase velocity of the circuit is reduced near the output (velocity taper) in order to obtain higher electronic efficiency.
A theoretical analysis of the large-signal behavior of a coupled-cavity TWT is of immense interest because a tube is normally operated near to the maximum available output power. However, the computer simulation of a coupled-cavity TWT to analyze the electron-wave interaction Manuscript process is very complicated at large-signal level. Therefore, computer models have been developed with a number of simplifying assumptions to make them fast enough to run interactively while retaining the desired accuracy and flexibility. Vaughan 11. THE LARGE-SIGNAL ANALYSIS The large-signal analysis has been made for single-frequency operation of a coupled-cavity TWT (monochromatic operation) and for an unmodulated beam at the tube entrance. The analysis has been done on a cavity-by-cavity basis and under the fundamental assumption of onedimensional electron motion. For the analysis, the entering beam in one RF cycle is divided into a number of equal cylindrical charge discs ( Fig. 1 ) and each charge disc is tracked in the laboratory frame whose coordinate system has its origin at the beginning of the first cavity. Each cavity is divided into a number of equal parts of length Az as shown in Fig. 2 . The shooting method [5] has been used for solving the large-signal equations. The method uses stepping-in-distance through each cavity; the equation of motion for each charge disc is integrated at each distance step in the presence of the RF circuit field and space-charge field forces. The fundamental component of the RF beam current is calculated at each step of integration by Fourier analyzing the distribution of the electrons over one RF cycle. The RF beam current at each step is then used to calculate the forward-and backwardinduced voltage components in a cavity by integrating individual induced current components over the cavity period using Simpson's rule [ 5 ] .
Since the resultant RF circuit field in a cavity depends on the electron trajectories and vice versa, this calculation is iterated through the cavity until a converged solution is obtained. This process is repeated for each cavity of a section in turn, and then the process is iterated through the section to account for the backward wave. The above analysis is repeated for each section of a tube until the last section, which finally gives the tube performance at a sin-SRIVASTAVA AND CARTER: FAST LARGE-SIGNAL MODEL FOR COUPLED-CAVITY TW1 'S L-- gle value of frequency and drive power. The whole process is iterated through the tube to analyze the tube performance for different cases. Fig. 3 illustrates the basic mechanism of the forward integration process as used by Kino et al. [6] . In the analysis, the working equations are primarily the same as given by Connolly and O'Malley [3] except that some of these equations have been corrected (see the Appendix). 
MODELING TECHNIQUES FOR
A FAST COMPUTER MODEL Different modeling techniques have been investigated to increase the speed of the one-dimensional large-signal program as much as possible without loss of accuracy. The structure of the program and programming techniques were also optimized to increase the program efficiency [7] . The modeling techniques are discussed below using as illustrations the results obtained from the program for the low-space-charge high-efficiency NASA CTS 200-W tube and for a high-space-charge (beam perveance of 1.22 ,up) high-gain EEV tube.
A . Integration Parameters
In the program, provisions have been made for the choice of the basic integration parameters, i.e. the number of electron discs per beam wavelength and the number of integration steps per cavity. This is very useful for increasing the speed and accuracy of the program.
I ) Number of Discs per RF Cycle:
In general, the accuracy of the solution increases with the number of discs per RF cycle ( N d ) , but so does the required computation time and the storage space on a computer. Because the space-chaige force on every representative electron must be calculated as a function of the relative position of every other electron, the computation time increases rapidly with the increase of the number of discs per RF cycle. The provision for selecting different numbers of electron discs per RF cycle along the tube is based on the following results. Fig. 4(a) shows the CPU time and the output efficiency versus number of discs per RF cycle used for computation of the high-space-charge tube. The drive power is chosen near to the saturation drive level of the tube. Fig. 4(b) shows profiles of the Fourier fundamental component of the RF beam current (Zl/Zo) along the tube for different number of discs per RF cycle. Both figures show the selfconsistency of the tube ourput after 20 discs per RF cycle, but the CPU time is increasing almost parabolically. The self-consistency of the model was also checked for drive power above the saturation drive. It has been concluded from the results of different cases that, for calculation up to and including saturation, 24 discs per RF cycle are sufficient. Beyond saturation, more discs (36 or 48) should be used especially for high-efficiency tubes where debunching of the beam is high at the output.
It is obvious from Fig. 4 (a) and (b) that an efficient numerical algorithm is possible if the number of discs per RF cycle is chosen to be small in the linear region and increased subsequently near to the saturation region. The program has been modified to choose 12 discs per RF cycle up to a cavity in the linear region where the number of disc,s per RF cycle is increased to 24 by an interpolation method. The interpolation of the trajectory data from 12 to 24 discs must satisfy the conditions that the kinetic energy of the beam and the fundamental RF beam current are conserved. Since in the linear region the electron trajectories are almost linear, the following techniques are This approach can easily be adapted so that different numbers of discs per RF cycle can be used for each section of a device, enabling the CPU time to be reduced appreciably while the accuracy remains high.
2) Number of Steps per Cavity: In the numerical integration, there is a range for the number of the integration steps per cavity ( N , ) that can be used for a given accuracy of the solution. Within this range, it is desirable to choose the smallest number of computational steps per cavity for the maximum speed. The lower limit on the number of the integration steps per cavity is imposed by the truncation error as well as by the instability of the computed solution. When the number of the integration steps per cavity is less than some minimum value, the computed signal levels oscillate with increasing amplitude around the correct functional values. The upper limit on the number of the integration steps per cavity is determined by the onset of effects from the round-off error and the increase in the CPU time. In the model, a provision has been made for selecting different step lengths in each cavity based on the following results. 
B. Method of Integration
1 ) The one-dimensional relativistic equation of motion for each particle is used for tracking of electrons. This equation is expressed in terms of distance as an independent variable [3] and it is integrated with respect to distance at each step within a cavity. Integration with respect to distance is preferred because of its advantages in speed and accuracy over integration with respect to time [2] . The main advantage of distance-step integration is that the trajectories, Le., the velocities and arrival times of the representative electrons are directly known as a function of distance. This is useful for the instantaneous calculation of the RF circuit field, the RF beam current, the induced voltage on the circuit, and the kinetic energy of the modulated beam at each plane along the circuit. It is only necessary to track the electrons in one RF cycle because of the periodicity of the system in time that exists under steady-state conditions. The distance step method is also useful for the analysis in a section after a sever, where the RF forward voltage is set to zero and the variables (velocity and time) characterizing the motions of the electrons are continuous.
2) The integration of the equation of motion is carried out by Euler's method [5] and by the Predictor-Corrector (successive iteration) method [ 5 ] . It has been found in the successive iterative method that using more than one iteration does not improve the accuracy. Fig. 6 shows the efficiency profiles for the EEV tube, using both Euler's method and Predictor-Corrector method for integration. In the latter method, the results were computed with recalculation of the space-charge forces during the correction to the predicted values. The CPU times for both cases are also indicated. In the program, provision has also been made to use the same values of the space-charge force for correction as calculated during prediction (discussed in Section III-D).
In the program, the Predictor-Corrector method has been preferred over the Leap-Frog method (a noniterative method of integration) used by Connolly The storage of the trajectory data for a cavity has been optimized so that, when a new cavity is entered, the new trajectory data occupy the same storage space as the previous data. This has reduced the memory requirements and improved the program speed.
C. Iteration Processes
All the information required for calculating the RF field force on the electron beam by the circuit and for calculating the induced voltage components on the circuit by the modulated beam at each step of integration within a cavity is precalculated and stored. This approach has the advantage of making the program faster than the approach [3] of calculating these tables as each different cavity type is entered. In the program the iteration processes through each cavity and each section of a tube during the forward integration have been optimized as follows.
1) During the first pass through a section, the integration is performed only once for each cavity. On second and subsequent passes through the section, the program decides the number of passes for each cavity. This is achieved by determining the difference between the forward gap voltages in a cavity on this pass and on the previous pass through the section. If this difference is greater than 1 percent, then the program makes a second pass through the cavity. It has been found that in most cases, two passes through a cavity are sufficient for good accuracy. If the number of passes required for a cavity is more than one then the space-charge forces calculated in the previous pass through the cavity can sometimes be used in the subsequent passes through the cavity (discussed in Section III-D). This approach has the important effect of enhancing the speed with no loss in accuracy.
2) It has been found that when iteration is done on a section-by-section basis, it leads to a faster convergence in respect of the tube output results than iterating over the whole tube. The program stops the iteration through a section when a convergence of the order of 1 percent in the output power is achieved. In most cases, three to four passes through a section have been found sufficient except near the band edges where the effect of the backward wave becomes significant. Sometimes more passes ( 8 to 10) IEEE through a section are needed to achieve convergence at the output. In such a case, the modification given in 3 ) below helps to achieve faster convergence.
3) In programs described in the literature, each pass through a section was started from the first cavity of the section. It has been found during this investigation that the changes in the forward gap voltage during subsequent passes become significant only after some cavities (Fig.  7) especially in the input sections of a tube. This suggests that the next pass through the section should be started from the cavity (as marked in the figure) at which the difference in the forward gap voltage of this pass and the previous pass through the section is greater than a predefined value.
The program decides the starting position on a section during second and subsequent passes through the section. These passes are started from the cavity at which the difference between the forward gap voltages on this pass and on the previous pass through the section is greater than 1 percent. This modification has been found important for the first two sections of a tube as it helps to achieve a converged solution in the sections quickly after the second pass.
4) It has been found that, using a higher speed at the cost of less accuracy in the first pass through a section affects, neither the accuracy of the converged output results nor the rate of convergence, i.e., the number of passes required for output convergence, is not increased. Therefore, the program has been modified to make only one pass through a cavity and to do the forward integration at alternate steps in each cavity during the first pass through a section. If the number of steps per cavity is 16, then the program does the integration at steps 0, 2, 4, 6, 8, . . . , 16 in the first pass through the section. This allows the same number of steps per cavity to be chosen for all the passes.
D. Calculation of the Space-Charge Forces
In a large-signal model, the approach to the calculation of the space-charge forces is a very important factor as it can save a lot of computing time if the calculation is done efficiently. The space-charge tield force is calculated by setting up a look-up table: this table contain5 the coefficients of the quadratic equations derived from the spacccharge forces between two discs for relative positions varying from 0 to half a beatn wavelength in small steps 
( 3 )
Thus, the space-charge force can he calculated at any intermediate point using the coefficients of the looh-up table. The calculation of the space-charge force by this method has been optimized by: I ) improving the method of determining the relative disc positions, 2 ) efficient usc of the look-up table, 3) using a constant space-charge force on a disc over a certain number ot' integration steps in a cavity, and 4) using the space-charge t'orccs from the previous pass.
I ) The computation for calculating the relative positions of the discs has been programmcd for optimum speed by avoiding all possible repcated calculations and iissuniing that discs are moving with constant velocity during (4b In 4(a), z,,, is the relative position o f the ,jth disc 1'rom the ith at a timet, ( z ) ; t, ( z ) and ii, (:) arc the arrival time of the ith and the velocity of the j t h discs at a plane : .
respectively. It has been found that (4) is sufficiently accurate for calculating the relative disc positions, and it is not necessary to use a second-order tertii to improve the accuracy.
2) The number of data points in the look-up tablc containing the coefficients of the quadratic equations is a pro- ''-.-.
Nstep '
NStep CPU time (second3 Table I , for the high-space-charge EEV tube. Table I also compares the above approach with another method of using the look-up table. In the latter method, the look-up table contains the values of the space-charge force between two discs at relative positions varying from 0 to half a beam wavelength in small steps, and the spacecharge force at a distance was taken directly from the table for the point nearest to that distance. Table I shows that calculating the space-charge force from the quadratic interpolation is more accurate and the difference in the CPU time in both methods is not very great. In the program, a provision was also made to calculate the spacecharge force using linear interpolation. However, in the case of linear interpolation, more data points are required in the look-up table to obtain the same results as in the case of quadratic interpolation. Therefore, in the computation, the coefficients for quadratic interpolation were preferred so that the accuracy could be ensured even in a high-space-charge tube.
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number of i t e r a t i o n throu,:h il s e c t i o n = I and the space charge f o r c e was c a l c u l a t e d a t each s t e p o f i n t e g r a t i o n .
37) Since the space-charge force acting on a disc is the resultant force due to all the other surrounding discs, it does not change rapidly across each cavity during a pass through the section especially at the input end (Fig. 8) . Therefore, the same value of the space-charge force can be used over a certain number of integration steps ( Nstep). In the program, a provision has been made for calculating the space-charge force at 1, 2, 4, 8, and 16 steps. For a step interval equal to 1, the space-charge forces are calculated at each step of integration within a cavity. At the other extreme, the space-charge forces are calculated only at the beginning of a cavity and are assumed constant throughout it. Fig. 9 shows the efficiency profiles for the CTS tube for different values of step interval in the calculation of the space-charge forces. The CPU time for each case is also indicated. It is interesting to note that the efficiency profile for step interval equal to 16 does not differ much with the efficiency profile for step interval equal to 1 . The figure also shows the efficiency profiles without the space-charge force, with illustrates that the results with and without the space-charge forces are very different. These results suggest that initially the spacecharge force on a disc can be calculated with a higher value of step interval and the step interval for the calculation of the space-charge force can be reduced successively if the error in the space-charge force exceeds some limit.
The program has been modified so that it can be run with a higher value of step interval in calculation of the space-charge forces and, in the forward integration process, the program decides at the beginning of each cavity the number of the integration steps for which the spacecharge force on a disc is kept constant. If the number of the integration steps with uniform space-charge force is greater than one, then this number is halved when the difference between the space-charge forces on a disc, calculated in the normal manner and by extrapolating the last three calculated values of the space-charge force on that disc, is greater than 1 percent. Fig. 8 shows that the space-charge force on a disc at a point does not change much for successive passes after the first, especially in the linear region. Therefore, the same values of the space-charge forces can be used in these passes if the difference between the space-charge forces on a disc at a point on this and the previous passes is not more than 1 percent.
4)
The program stores the space-charge forces calculated in the first pass through a section. In the next pass through the section the program decides at the beginning of each cavity, from the difference between the space-charge forces on a disc on this and the previous pass, whether they should be recalculated in the cavity. If recalculation of the space-charge forces is not desired, then the program uses the stored values of the space-charge forces on the discs in the cavity. This approach has approximately doubled the computational speed in a typical case with no loss in accuracy of the results. However, one limitation of this approach is that it requires a large memory in the computer to store the array of the space-charge forces on each disc at each integration point along the whole tube. The solution to this problem is to store the data at some positions, and to calculate the space-charge forces at the intermediate points by interpolation.
IV. SPEED AND ACCURACY OF THE MODEL
When the modifications described were incorporated in a one-dimensional large-signal model of a coupled-cavity TWT, the program was found to be faster than previous programs with no loss in accuracy. On a VAX 11/785 computer, the characteristics of the NASA CTS 200-W tube for a single value of input power and frequency can be computed in less than 1.5 min of CPU time, which is at least 5 to 6 times faster than previous models having the same accuracy. The increased speed of this program is a major advantage for interactive applications. The model is self-consistent, and it also provides a comprehensive range of output data for design purposes. The program generates both tabulated and graphical output; the principal graphical outputs are the Applegate diagram, velocity-phase diagram, profiles of the RF circuit field and RF beam current characteristics along the tube, and the spent beam characteristics.
The internal energy balance check was typically satis- Fig. 11 shows results on the gain versus frequency for the high-space-charge high-gain EEV tube. The figure shows good agreement between the computed results and the experimental results over the scaled operating band of 2.96 to 3.12 GHz. The poor agreement between the computed results and the experimental results outside the operating band might be due to errors in the values of the parameters used for the matching and the slot tapered cavities of the tube that were calculated from their dimensions using an equivalent circuit program [ 81. V. CONCLUSIONS A one-dimensional large-signal model of a coupledcavity TWT has been developed that is much faster than other similar programs with the same accuracy. The basic theory of the model is based on the large particle method in which the electron beam is modeled in terms of the cylindrical charge discs and the axial movements of the charge discs are tracked in response to the RF circuit and space-charge field forces. Since the success of a computer model is judged by the extent to which it predicts and agrees with the experimental results, different modeling techniques were investigated that could increase the speed of the program with no loss in accuracy.
I) A provision has been made for selecting different numbers of representative electrons per beam wavelength along the tube, Le., fewer electrons in the linear region and more in the nonlinear region. Though this approach is very useful for increasing the speed of the program, there is a need to improve it in the nonlinear region. Similarly, a provision has been made for selecting different step lengths in each cavity, i.e., a small number of steps in the early cavities and more in the later cavities.
2) The integration of the equation of motion has been carried out with respect to distance because of its advantages in speed and accuracy over integration with respect to time. The Predictor-Corrector method has been found better than the Leap-Frog method [3] because the storage space and the computation time required for the same accuracy are less.
3) The iterations through each cavity and through each section during the forward integration process have been optimized. It has been shown that iteration on a sectionby-section basis leads to a faster convergence and that the first pass through a section can be made faster at the cost of less accuracy. It has also been shown that, instead of making each pass from the first cavity of the section, a later cavity may be used as the starting position for the third and subsequent passes through the section.
4)
Since efficient calculation of the space-charge force can save a lot of computing time, the program was optimized by: improving the method of determining the relative disc positions, efficient use of the look-up table, suitable choice of the number of integration steps for the uniform space-charge force on a disc, and using the space-charge force from the previous pass.
With these modifications, the program speed has been considerably improved to, typically, less than 1.5 min of CPU time for converged output on a VAX type 111785 computer. Although the program has been checked only for a typical low-space-charge high-efficiency tube and for a typical high-space-charge high-gain tube, it is hoped that the program is generalized enough to be used for different types of tubes with good accuracy and speed. Also, the model can easily be modified to investigate the interaction of a traveling-wave circuit with a prebunched beam by assuming the current and velocity distributions at the entrance to the circuit. This approach can be used for studying different velocity taper circuits in the output section of a tube.
APPEND I x In the large-signal analysis, the working equations primarily differ from that used by Connolly and O'Malley [3] in the following respects:
I) The effect of the space-charge potential depression under the actual boundary condition is taken into account for calculating the dc beam velocity [9] . Because of the radial variation of the potential depression, the dc beam velocity is no longer the same for electrons at different radii. It has been assumed that the beam velocity on the axis can be used with sufficient accuracy because some degree of compensation is produced by variation of the beam velocity about its axis due to magnetic focussing field.
2) The equations for calculating the RF circuit field acting on the electron beam and for calculating the voltage induced on the circuit by the modulated beam require summations over an infinite set of space harmonics. It has been found that summation from -2 to 2 is generally sufficient.
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