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Modulation
Takumi Ohta∗ and Keisuke Totsuka
Yukawa Institute for Theoretical Physics, Kyoto University, Kyoto 606-8502, Japan
We numerically study the quantum phase transitions and the stability of Majorana zero modes in a generalized Kitaev
model in one dimension when the chemical potential is periodically modulating in space. By using the exact diagonal-
ization method for open boundary condition, we investigate the ground-state phases in terms of the non-local properties
such as the entanglement spectrum (ES) and the string correlation functions. When we vary the phase of the modulation,
the number of the Majorana zero modes changes, which manifests itself in the degeneracy of the lowest level of the ES.
Next, we study the quantum phase transitions driven by the change in the amplitude of the modulation. In particular, for
certain values of the wave number and the phase of the modulation, we observe a quantum phase transition from one
topological phase into another where the string correlation function oscillates in space. We also show a case where the
degeneracy of the ES does not change even for large enough amplitude of the modulation. Finally, we characterize the
phases of the system with periodic boundary condition by the topological invariant, which reflects the number of the
zero-energy excitations.
1. Introduction
Motivated by the recent development in mesoscopic
physics and quantum-information science, both theoretical
and experimental studies have discovered topological phases
such as quantum Hall states,1, 2 topological insulators,3, 4 and
quantum spin liquids.5, 6 These topological phases are charac-
terized not by any local order parameters but by non-local or-
der parameters,7–10 their emergent edge excitations,11, 12 and
entanglement.13–16 The non-local order parameters7 for the
Haldane phase in the spin 1 Heisenberg antiferromagnet are
called the string order parameters and are able to detect the
hidden antiferromagnetic order in the ground state.11 The con-
cept of entanglement also plays an important role to character-
ize the topological phases. Li and Haldane have proposed the
use of the entanglement spectrum (ES) to quantify entangle-
ment and found that the ES of fractional quantum Hall states
has a close relationship with the energy spectrum of the low-
lying excitations appearing at the edge of the system.16 There-
after the ES has been used in theoretical studies of the topo-
logical phases and it is known that the level structure of the ES
reflects that of the edge modes of the topological phases.17–25
There are topological phases which have Majorana
fermions as the quasiparticle excitation. One of the simplest
models which are known to host the phases would be the
Kitaev model of spinless p-wave superconductor in one di-
mension.26 This model is realized by the proximity effect of
a quantum wire on superconductor.27–29 A similar model is
obtained using the optically trapped fermion atoms.30 In the
topological phase, a pair of the Majorana zero modes appear-
ing at the ends of the system form a non-local fermion ex-
citation with zero energy, leading to the two-fold degeneracy
in the ground states. The modes are stable until the energy
∗takumi@yukawa.kyoto-u.ac.jp
gap of the system closes and thus characterize the topolog-
ical phase. Because of the non-local nature of the Majorana
fermions, they obey non-Abelian statistics and can be used
for the topological quantum computation.31, 32
The study of the Majorana fermions is important from the
view point of both quantum information science and con-
densed matter physics. Since the first proposal of quantum
computation using the Majorana zero modes,31 the stability
of the modes has been attracting much attention from the
quantum-information perspective.33–35 To manipulate them in
the actual experiments, we must know entanglement and non-
local correlation of them. In condensed matter physics, on the
other hand, much effort has been devoted to the investigation
of the topological phases exhibiting the Majorana fermions.36
There are theoretical studies concerning the effect of peri-
odic modulation,37–41 long-range (i.e. further-neighbor) in-
teractions,42, 43 and quartic interaction.44 The stability of the
Majorana zero modes against spatially periodic modulation
and disorder has been considered in Ref. 37, where the au-
thors found out the enhancement of the topological phase by
the modulation and the transitions from the topological phase
to a trivial phase. In Refs. 42, 43, we considered a model
with several types of Majorana interactions such as long-
range ones which may change the number of the Majorana
zero modes. Focusing on entanglement and non-local correla-
tion, we reveal a variety of phases (both topological and non-
topological) resulting from the competition among the inter-
actions that affect the pattern of the correlation of the Majo-
rana fermions. Because the modulation of the chemical po-
tential influences the topological phases by inhomogeneously
disturbing the pairing pattern of the Majorana fermions, the
interplay of the long-range interaction and the modulating
chemical potential would cause non-trivial effects on the for-
1
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mation of topological phases characterized by the Majorana
fermions.
In this paper, we investigate the quantum phase transi-
tions in a generalized Kitaev model with spatially periodic
modulation in one dimension focusing on entanglement and
non-local correlation. Specifically, we consider the effect of
a next-nearest-neighbor interaction and the periodic modula-
tion in the chemical potential on the topological properties of
the Kitaev model. In principle, we could include the nearest-
neighbor interaction as well. However, to avoid complexity
and understand the essence of the physical picture, we only
consider the next-nearest-neighbor interaction. To this end,
we numerically calculate the ES and the string correlation
functions by using the exact diagonalization method. When
we vary the modulation, the degeneracy in the lowest level
of the ES changes, which we confirm that corresponds to the
degeneracy of the ground states.
The rest of this paper is organized as follows: In Sec. 2,
we introduce our model and give its Majorana representation.
We sketch how to map out the ground-state phases in Sec. 3,
where we also introduce the correlation functions and the ES
to characterize the topological phases. In Sec. 4, we study the
quantum phase transitions of the model with open boundary
condition driven by changing the amplitude, the wave num-
ber, and the phase of the periodic modulation. We character-
ize each phase by the string correlation functions and the ES.
Focusing on the topological phases, we discuss the topolog-
ical phase transitions and the stability of the Majorana edge
modes. In Sec. 5, we characterize each phase by the topologi-
cal invariant which is given by an integral over the momentum
space. In Sec. 6, we summarize our results and conclude this
paper.
2. Model
We consider a generalized Kitaev model in one dimension
with spatially periodic modulation (Fig. 1):
H =
N∑
i=1
(
tc†i ci+2 + tc
†
i c
†
i+2 + h.c. − 2h cos(Qi + δ)c†i ci
)
, (1)
where N and t respectively are the system size and the hop-
ping amplitude. The periodic modulation of the chemical po-
tential is controlled by the amplitude h, the wave number Q,
and the phase δ of the modulation. Throughout this paper, the
lattice constant is set equal to 1 and we only consider the cases
when Q/2π takes rational numbers. The above Hamiltonian
may be written symbolically as
H =
N∑
i, j=1
[
c
†
i Ai jc j +
1
2
(
c
†
i Bi jc
†
j + ciB jic j
)]
, (2)
where A and B respectively are real symmetric and real skew-
symmetric matrices with Ai,i = −2h cos(Qi + δ), Ai,i+2 =
Ai+2,i = t, Bi,i+2 = −Bi+2,i = t, and 0 otherwise. Note that
a similar Hamiltonian with nearest-neighbor interaction has
been studied in Ref. 37. The next-nearest-neighbor part of the
Hamiltonian [Eq. (1)] (i.e., H with h = 0) is recast by the
Jordan–Wigner transformation45
ci =
i−1∏
j=1
(−σzj)σ−i , c†i =
i−1∏
j=1
(−σzj)σ+i (3)
into a spin model with the three-spin interaction (the cluster
model)46–48
HC = −
N∑
i=1
tσxi σ
z
i+1σ
x
i+2, (4)
where σαi (α = x, y, z) are the Pauli matrices at site i. For open
boundary condition, we take σαN+1 = σ
α
N+2 = 0 (α = x, y, z).
The three-spin interaction in Eq. (4) and the ground state of
the Hamiltonian HC are respectively called the cluster interac-
tion (or the cluster stabilizer) and the cluster state in quantum-
information science.49–51 On the other hand, the modulating
chemical potential corresponds, in the spin language, to an
inhomogeneous magnetic field:
Hfield = −
N∑
i=1
h cos(Qi + δ)σzi . (5)
This field makes the spins polarize along the z-direction and
locally changes the topological properties of the cluster phase.
The wave number Q determines the distance between the
nodes where the topological properties are scarcely affected.
The phase δ shifts the position of the nodes.
The physical properties of the ground state of the model
defined by Eq. (2) become clear in the Majorana represen-
tation.26 The Majorana fermions {c¯i} constitute the real and
imaginary parts of the spinless fermions {ci}:
c¯2i−1 = c
†
i + ci, c¯2i = i (ci − c†i ), i = 1, 2, . . . , N. (6)
The standard anticommutation relations of {ci}, {c†i } translate
into
c¯i = c¯
†
i , {c¯i, c¯ j} = 2δi j. (7)
Let us introduce a vector c¯ = (c¯1, c¯2, . . . , c¯2N)T and a real
skew-symmetric matrix M with M2i−1,2i = −M2i,2i−1 =
h cos(Qi + δ), M2i,2i+3 = −M2i+3,2i = t, and 0 otherwise. Then,
in terms of the Majorana fermions, the model given by Eq. (2)
is written compactly as
H =
i
2
c¯TMc¯. (8)
For open boundary condition, we can easily find the num-
ber of the degenerate ground states and the Majorana zero
modes.26, 42, 52 When the hopping t is dominant, there are two
unpaired Majorana fermions at each end of the system, as
shown in Fig. 2 (a). They form two zero-energy excitations
localized at each end of the system and consequently the four-
fold degeneracy in the ground states results. On the other
hand, when the amplitude h of the modulation is dominant
at each site, the Majorana fermions (c¯2i−1, c¯2i) pair up locally;
in general, there are no unpaired Majorana fermions in the
system [Fig. 2 (b)] and the ground state is unique. Since time-
2
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h
1      2                                      N-1   N   ... ...
Fig. 1. (Color online) One-dimensional chain [Eq. (2)] of N sites with
spatially periodic modulation whose amplitude, the wave number, and the
phase are h, Q, and δ respectively. The black circles mean the sites where the
fermions are defined.
(a)
(b) ...
...
2        4        6        8
1        3        5        7 2N-7  2N-5  2N-3  2N-1
2N-6  2N-4  2N-2   2N
Fig. 2. (Color online) (a), (b) Schematic representation of the interactions
in Eq. (2) by the pairing of the Majorana fermions. Fermion on each site
is decomposed into two Majorana fermions (white circles). (a) depicts the
next-nearest-neighbor interaction. The Majorana fermions enclosed by dotted
circles are not contained in the Hamiltonian. Thus forming the gapless edge
modes. (b) represents the modulating chemical potential (or the magnetic
field). The strength is shown by the thickness of the bond.
reversal operation acts on the Majorana fermions as
c¯2i−1 → c¯2i−1, c¯2i → −c¯2i, (9)
we can readily verify that the fermion Hamiltonian H [Eq. (1)
or (8)] is time-reversal invariant supporting an integer number
of Majorana edge modes.
3. Methods
We analyze the model [Eq. (2)] by using the exact diago-
nalization method.45 The model [Eq. (2)] which is quadratic
in fermion operators can be diagonalized as
H =
N∑
µ=1
ǫµ
(
η†µηµ −
1
2
)
, ǫµ ≥ 0 (10)
by the Bogoliubov transformation
ηµ =
N∑
i=1
[
φiµ + ψiµ
2
ci +
φiµ − ψiµ
2
c
†
i
]
. (11)
The matrices φ, ψ of order N are the solution of the simulta-
neous equations:
ǫµψiµ =
N∑
j=1
(A + B)i jφ jµ, (12a)
ǫµφiµ =
N∑
j=1
(A − B)i jψ jµ (i, µ = 1, 2, . . . , N). (12b)
The eigenenergies {ǫµ} in Eq. (10) are labelled in ascending
order; ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫN . The column vectors of φ, ψ corre-
spond to the real-space amplitudes of the Majorana fermions.
If all the eigenenergies ǫµ are larger than 0, the ground state
is uniquely given by the Bogoliubov vacuum |vac〉 satisfy-
ing ηµ |vac〉 = 0 for all µ. If ǫ1 equals 0, there is a Majorana
zero mode: The state with the zero-energy Bogoliubov quasi-
particle η†1 |vac〉 is also a ground state of the model given by
Eq. (2). A similar argument applies to the case with more Ma-
jorana zero modes.42, 43
The topological phases are characterized by non-local cor-
relation functions, which, in our case, detect the pattern of the
Majorana correlation.42, 43 Here we show how to calculate the
following string correlation function OXZX(L) of distance L:48
OXZX(L) =(−1)L
〈
σx1σ
y
2

L−2∏
i=3
σzi
σyL−1σxL
〉
(13)
∼
〈L−2∏
j=1
c¯2 jc¯2 j+3
〉
. (14)
In the ground state of the model HC defined by Eq. (4),
〈c¯2 jc¯2 j+3〉 is finite and so is the string order parameter OXZX =
limL→∞ OXZX(L). In the following, we take the expectation
values with respect to the Bogoliubov vacuum |vac〉. A phase
characterized by the non-vanishing string order parameter
OXZX is generally called the cluster phase. Note that the fer-
romagnetic phase of the Ising Hamiltonian
HIsing =
N∑
i=1
σxi σ
x
i+1 (15)
also exhibits topological properties in the fermion representa-
tion; the ground state has a pair of Majorana fermions at the
ends of the system.26 The usual spin-spin correlation func-
tion which takes a finite value in the long-distance limit is
transformed, by the Jordan–Wigner transformation, into the
following fermionic correlation function:
OXX(L) =
〈
σx1σ
x
L
〉
(16)
∼
〈L−1∏
j=1
c¯2 jc¯2 j+1
〉
. (17)
Since OXX(L) has a non-local form in the fermion language,
we also call it the string correlation function in the following.
Table I summarizes the relationship between the fermion and
spin representations.
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Table I. The relation between the fermion and spin representations. We
show the number of the Majorana zero modes, degree of degeneracy in the
lowest entanglement level, and the winding number W in each phase. The ES
and the winding number are calculated in Sec. 4 and Sec. 5, respectively.
cluster ferromagnetic paramagnetic
spin 〈OXZX〉 , 0 〈OXX〉 , 0 disordered
fermion topological(see Fig. 2 (a)) topological trivial
Majorana zero modes 2 1 0
degeneracy in ES four-fold two-fold not degenerate
winding number W 2 1 0
Center
L sites
Subsystem A Subsystem BSubsystem B
sites
Fig. 3. (Color online) We measure the length L symmetrically around the
center of the system and the length ℓ from the center to calculate the physical
quantities. We calculate the string correlation functions of length L or ℓ and
take L adjacent sites as the subsystem to calculate the ES.
We may also characterize the topological phase by the en-
tanglement properties. To quantify entanglement which is a
measure of non-local quantum correlation between two sys-
tems, we calculate the entanglement entropy (EE) and the
ES.16, 53 To this end, we divide the entire system into a sub-
systems A with length L centered in the whole system and
the rest B (Fig. 3). We first calculate the eigenvalues {λν}
(ν = 1, 2, . . . , 2L) of the reduced density matrix ρA of the sub-
system A obtained by tracing out the subsystem B:
ρA(L) = TrB ρ, (18)
where ρ is the density matrix of the ground state of the entire
system. The EE is defined as the von Neumann entropy of ρA:
S (L) = −Tr [ρA(L) ln ρA(L)] . (19)
On the other hand, the ES is given by the logarithm of the
eigenvalues of ρA(L)16
ξν = − ln λν. (20)
Because the ES contains more information than the von Neu-
mann EE S (L), it has been used to study the topological
phases. It detects the degree of freedom appearing at the en-
tanglement cut of the system.17–25 In our case, the edge modes
are the Majorana zero modes.42, 43
4. Quantum phase transitions
We study the quantum phase transitions of the model de-
fined by Eq. (2) when we vary (i) the amplitude h, (ii) the
wave number Q, and (iii) the phase δ of the modulation
−2h cos(Qi + δ). Depending on the phase δ, the nodes of the
modulation exist on or between sites. Near the nodes, the
topological properties of the sites are only slightly affected.
The number of nodes depends on the wave number. In fact,
because of the cluster interaction in Eq. (4), the next-nearest-
neighbor sites are interacting, which is attributed to the wave
length of the Majorana fermions (encoded in the real-space
wave functions φ and ψ). Therefore it would be important to
consider the two cases when the nodes are separated by even
or odd times the lattice constant. In the following, we take
Q = π/2 or π/3. Note that the system with uniform field
(Q = δ = 0) undergoes the quantum phase transition to the
quantum-paramagnetic phase47 at h = 1.
4.1 Transitions with varying the phase δ
We begin by studying the quantum phase transitions when
we change the position of the nodes of the modulation by
varying the phase δ of the modulation. To characterize the
phases, we calculate the energy gap and the ES, which are
plotted against the phase δ for (h, Q) = (2, π/2) and (2, π/3)
in Figs. 4 (a, b) and 5 (a, b), respectively. We show the exci-
tation energy between the vacuum and the three lowest-lying
excited states E1 = ǫ1, E2 = ǫ2, E3 = min{ǫ3, ǫ1 + ǫ2} in
Figs. 4 (a) and 5 (a), where the dotted lines mark the critical
points where the energy gap closes. The numbers in the cir-
cles in Figs. 4 (a) and 5 (a) [Figs. 4 (b) and 5 (b)] represent
the degree of the degeneracy of the lowest energy level (en-
tanglement level). In each phase, the degree of degeneracy of
the ground states coincides with that of the lowest level in the
ES. The Majorana fermions localized at the ends form non-
local fermion excitations with zero energy, which character-
ize the topological phases. We thus confirm that the ES does
reflect the fictitious edge modes at the entanglement cuts even
for the non-uniform system. As the phase δ changes, we ob-
serve several quantum phase transitions. At the critical points,
the degeneracy structures disappear. Because the degeneracy
changes discontinuously across the critical points, we can use
the degree of degeneracy to characterize the phases and locate
their boundaries.
To obtain more information on the nature of the phases,
we calculate the string correlation functions. In the calcu-
lation, the locations of the two end points (separated by a
distance L) are crucial. We take the two points in a sym-
metric way (i.e., i = N−L+22 and i = N+L2 ) with respect to
the center as shown in Fig. 3. Now the system consists of
N = 201 sites obeying open boundary condition. The N sites
of the system are labeled as in Fig. 1. In Figs. 4 (c) and 5
(c), we show the string correlation functions OXZX(L) and
OXX(L) for (h, Q) = (2, π/2) and (2, π/3), respectively. The
OXZX(L) in Eq. (13) is plotted for L = 99. We found that
OXX(L) strongly depends on the distance L and we show both
OXX(L = 99) (dubbed OXX,even) and OXX(L = 101) (OXX,odd)
in the same plots. As we can see from Figs. 4 (c) and 5 (c),
the string correlation functions have finite values in the phases
where the ground states are degenerate: OXZX , 0,OXX = 0
(OXZX = 0,OXX , 0) when the ground states are four-fold
(two-fold) degenerate. On the other hand, there is a phase
4
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Fig. 4. (Color online) (a) The low-lying energy spectrum En (n = 1, 2, 3)
with N = 201 for h = 2, Q = π2 . The energy gap closes at δ = π6 , π3 , 2π3 , 5π6 .
(b) The ES with N = 201 and L = 99 for (c) h = 2, Q = π2 . (c) The string
correlation functions with N = 201 for h = 2, Q = π2 . The numbers in
circles mean the degeneracy in the lowest energy/entanglement level. The
degeneracies in the lowest level are 2 and 1 (no degeneracy) in the topological
(ferromagnetic) and trivial (paramagnetic) phases, respectively.
where both OXZX and OXX vanish. This phase is the param-
agnetic phase because it is adiabatically connected to the dis-
ordered (i.e., σz-ordered) phase of the transverse field Ising
model. Thus we may identify the phases whose degree of the
ground-state degeneracy are 4, 2, and 1 with the cluster phase,
the ferromagnetic phase, and the paramagnetic phase, respec-
tively. In Sec. 4.2, we will explain the appearance of the topo-
logical phases in Figs. 4 and 5.
4.2 Transitions with varying the amplitude h
In this subsection, we study the quantum phase transitions
and the stability of the Majorana edge modes by keeping track
of the change in the ES when we vary the amplitude h of the
modulation. For the wave number Q = π2 and the phase δ = 0,
we plot the low-lying entanglement levels ξ1, . . . , ξ4 against
the amplitude h in Fig. 6 (a). As the amplitude h increases
from 0 to 5, the lowest four-fold-degenerate level of the ES
splits at h = 1 into a pair of two-fold-degenerate ones. This
corresponds to the topological phase transition from the clus-
ter phase to the ferromagnetic phase. We give the detailed ex-
planation in the following. With the wave number Q = π2 and
the phase δ = 0, the local magnetic field has the form h cos( πi2 )
and takes the value ±h (0) at even (odd) sites. When the am-
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1 4 41 1 14
1
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1 1 1
4
Fig. 5. (Color online) (a) The low-lying energy spectrum En (n = 1, 2, 3)
with N = 201 for h = 2, Q = π3 . The energy gap closes at δ =
π
9 ,
2π
9 ,
4π
9 ,
5π
9 ,
7π
9 ,
8π
9 . (b) The ES with N = 201 and L = 99 for h = 2, Q = π3 .
(c) The string correlation functions with N = 201 for h = 2, Q = π3 . The num-
bers in circles mean the degeneracy in the lowest level. The degeneracies in
the lowest level are 4 and 1 (no degeneracy) in the cluster and paramagnetic
phases respectively.
plitude h is smaller than 1, the perturbation does not close the
energy gap and only modifies the wave functions of the Majo-
rana zero modes. In fact, we can see in Fig. 6 (a) the four-fold
degeneracy in the ES for h < 1. Thus the entire system is still
in the topological cluster phase as is illustrated in Fig 6 (b).
On the other hand, this is not the case when the amplitude h
is larger than 1. It is helpful to consider the case of strong field
h ≫ 1. Then, the magnetic field on even sites is strong enough
to destroy the ordered state, while the odd sites hardly feel the
magnetic field. In this case, the lowest level of the ES are two-
fold degenerate and the OXX,odd is finite, while OXX,even equals
0. This indicates that the entire system is decomposed into
the trivial (paramagnetic) part (even sites) and the topological
(ferromagnetic) part (odd sites). The fermions in each part are
coupled to each other by the cluster interaction [Eq. (4)] as is
shown in Fig. 6 (c). To confirm this, we calculated the length
dependence of the string correlation function OXX between
( N+12 ) th site (the center) and ( N−12 + ℓ) th site at h = 2 [see
Figs. 3 and 6 (d)]. When ℓ is odd, OXX has a finite value. On
the other hand, it is 0 when ℓ is even. As the center site belongs
to the odd sites, this means that the even sites and odd sites are
not correlated. The spins on the even sites are fully polarized
along the magnetic field whose direction depends on the sign
5
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1        3                   N-2      N
4 2
2        4                    N-1
1        3                   N-2      N
2        4                    N-1
ξ
ν
h
ξ1
ξ2
ξ3
ξ4
 0
 4
 8
 0  1  2  3  4  5
-1
 0
 1
 75  80  85  90
Fig. 6. (Color online) (a) The ES with N = 201 and L = 99 for Q = π2 and
δ = 0. There is a quantum phase transition between the cluster phase to the
ferromagnetic phase at h = 1. The numbers in circles represent the degener-
acy in the lowest level. (b), (c) Schematic representation of the system. The
Majorana fermions on the sites enclosed by the ellipses in the upper panels
are paired with the next nearest ones as shown in the lower panels. (b) When
the amplitude h is smaller than 1, the entire system enclosed by red ellipse
is still in cluster phase. (c) When the amplitude h is larger than 1, the entire
system is decomposed into paramagnetic part (even sites) and ferromagnetic
part (odd sites) enclosed by blue ellipse coupled by the cluster interaction in
Eq. (4). (d) The length dependence of the string correlation function OXX for
N = 201, h = 4, Q = π2 , and δ = 0. The value is finite (0) when length L is
odd (even).
of the magnetic field. By replacing σz2i with its expectation
value (−1)i, the cluster interaction σx2i−1σz2iσx2i+1 reduces to
a next-nearest-neighbor interaction (−1)iσx2i−1σx2i+1 between
the odd sites. Because it alternates between a ferromagnetic
interaction and antiferromagnetic one, the spins on odd sites
align as · · · →→←←→→←← · · · , while those on the even
sites are polarized in the z-direction. We can see this in the
oscillating structure in Fig. 6 (d). Therefore we conclude that
the entire system is decoupled into the spins on odd sites that
interact with each other via the alternating interactions and
the remaining paramagnetic part as shown in Fig. 6 (c).
Next we turn our attention to the Majorana edge modes.
The amplitudes φν and ψν of the ν-th (ν = 1, 2) Majorana
fermion are shown in Figs. 7 (a) and (b). The parameter in
Fig. 7 (a) is h = 0 for which the system belongs to the cluster
phase. The ground states are four-fold degenerate because of
the two zero modes. Note that each zero mode consists of a
pair of Majorana fermions at the end of the system. In the
Site
 0
 0.5
 1
 1  2  3  4  5  197  198  199  200  201
-1
 0
 1
 1  2  3  4  190  195  200
Fig. 7. (Color online) (a) The amplitudes of the Majorana fermions. N =
201, h = 0. (b) The amplitudes of the Majorana fermions. N = 201, h = 3,
Q = π2 , and δ = 0.
absence of the periodic modulation (h = 0), we confirm the
existence of the localized Majorana fermions [Fig. 7 (a)].
On the other hand, the situation is quite different when
h = 3, Q = π2 , and δ = 0 as shown in Fig. 7 (b). As in the
previous case, the lowest two modes are localized, though the
ground states are two-fold degenerate. Because of the spatial
periodicity of the modulation in our case, the field at even
sites is strong enough to make the Majorana fermions at even
sites paired up locally, while those at odd sites remain intact.
Therefore only one of the two zero modes is unaffected by
the modulation [see Fig 6 (c)], which is responsible for the
two-fold degeneracy in the ES; the other localized excitation
acquires a finite energy. This is why the ferromagnetic phase
survives and the cluster phase does not appear in Fig. 4.
Finally we study the stability of the cluster phase against
the amplitude h of the modulation. In Fig. 8 (a), we show the
plot of the ES vs the amplitude h for the wave number Q = π3
and the phase δ = 0. The cluster phase remains stable when
h < 3
√
4. Larger h turns the ground state into the paramagnetic
phase. In Fig. 8 (b), the amplitudes of the Majorana fermions
are shown for the same (Q, δ) and h = 3 in the paramagnetic
phase. They now spread into the bulk.
For the wave number Q = π3 and the phase δ = π2 , we show
the plot of the ES vs the amplitude h in Fig. 8 (c). The de-
gree of the degeneracy four in the ES does not depend on the
amplitude h, which suggests that the Majorana zero modes
are stable even for large h. This can be explained as follows.
There are sites which do not feel the magnetic field because
of the spatial periodicity of the magnetic field. Majorana zero
modes can be localized at these zero points as shown in Fig. 8
(d). This is why the Majorana zero modes are stable even for
strong enough magnetic field. A similar argument can be ap-
plied to the existence of the cluster phase in Fig. 5.
5. Topological invariant
In the previous section, we studied the topological phases
in terms of the edge modes, the ES, and the non-local cor-
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Fig. 8. (Color online) (a) The ES with N = 201 and L = 99 for Q = π3
and δ = 0. The numbers in circles represent the degeneracy in the lowest
level. There is a quantum phase transition between the cluster phase to the
paramagnetic phase at h = 3
√
4. (b) The amplitudes of the Majorana fermions.
N = 201, h = 3, Q = π3 , and δ = 0. (c) The ES with N = 201 and L = 99 for
Q = π3 and δ = π2 . The cluster phase is stable against the modulation. (d) The
amplitudes of the Majorana fermions. N = 201, h = 3, Q = π3 , and δ = π2 .
relations which are closely related to each other. In this sec-
tion, we try an alternative approach to study the topological
property of the bulk system without boundary. Specifically,
we calculate a topological invariant to characterize the phases
which we have identified above. To calculate it, we impose
periodic boundary condition on the system. First, we perform
the Fourier transformation. Since the Z2 index proposed in
Ref. 26 cannot distinguish the phases with even (odd) num-
bers of edge modes, we calculate the Z index.54, 55 Rewrit-
ing the wave number Q of the modulation as 2π pq (p, q are
coprime integers), we decompose the system into supercells
with length q and use the Fourier transformation with periodic
modulation:
cs,l =
√
q
N
2π/q∑
k=0
cs,ke
ikql, (21)
where l (l = 1, 2, . . . , N/q) labels the supercells and s (s =
1, 2, . . . , q) denotes a site in each supercell.37 The wave num-
ber k is defined in the reduced Brillouin zone [0, 2π/q]. Next,
using these operators, we can construct new operators:
γ2s−1(k) = cs,k + c†s,−k, γ2s(k) = −i (cs,k − c†s,−k). (22)
For k = 0, 2π/q, these operators satisfy the anticommutation
relation of the Majorana fermions. In this representation, we
can rewrite our Hamiltonian in the following form:
H = i
2π/q∑
k=0
2q∑
m,n=1
Bm,n(k)γm(−k)γn(k), (23)
B =
[
0 −v†
v 0
]
. (24)
This matrix B is a 2q × 2q complex skew-symmetric matrix
and carries topological information. The matrix elements of
the submatrix v are vs,s = −h cos( sq + δ) for s = 1, 2, . . . , q,
vs,s+2 = −1 for s = 1, 2, . . . , q − 2, and vq−1,1 = vq,2 =
−exp(ikq), and 0 otherwise. With the above setup in hand,
we are ready to calculate the topological invariant, called the
winding number.54, 55 We need to know how many times the
eigenvalues {zn(k)} (n = 1, . . . , q) of the submatrix v go around
the origin of the complex plane as we change the wave num-
ber k through the reduced Brillouin zone [0, 2π/q]:
W =
q∑
n=1
∫ 2π/q
0
dk
2πi
∂klnzn(k). (25)
We calculated it for the sets of parameters corresponding to
the cluster, ferromagnetic, and paramagnetic phases to find
that W is equal to 2, 1, and 0, respectively. Therefore, we can
see that the correspondence between the winding number of
the bulk wave function and the number of the Majorana edge
modes holds even in the presence of the periodic modulation
(Table I).
6. Summary
In this paper, we have studied quantum phase transitions
and the stability of the Majorana zero modes of a generalized
Kitaev model in one dimension where the chemical potential
(or gate voltage) is spatially modulating. First, we have stud-
ied quantum phase transitions taking place when we vary the
phase of the modulation from the viewpoint of edge physics.
We have characterized each phase by the number of the Ma-
jorana zero modes, the ES, and the string correlation func-
tions. We have shown that the number of the Majorana zero
modes is reflected in the degeneracy of the lowest level of
the ES. Second, focusing on the stability of the Majorana
zero modes, we have studied quantum phase transitions when
we vary the amplitude of the modulation. We have found a
quantum phase transition between the topological phases and
shown that in certain cases the degeneracy of the ES does not
change even when the amplitude of the modulation is suffi-
ciently large. Finally, we have studied the topological proper-
ties of the bulk system with an alternative approach assuming
periodic boundary condition. We have calculated the topolog-
ical invariant, which corresponds to the number of the zero-
energy excitations that exist for open boundary condition. We
thus confirm the bulk-edge correspondence even in the pres-
ence of the spatially periodic modulation.
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