High-rate (or asymptotic) quantization theory has found formulas for the average squared length (more generally, the q-th moment of the length) of the error produced by various scalar and vector quantizers with many quantization points. In contrast, this paper finds an asymptotic formula for the probability density of the length of the error and, in certain special cases, for the probability density of the multidimensional error vector, itself. The latter can be used to analyze the distortion of two-stage vector quantization. The former permits one to learn about the point density and cell shapes of a quantizer from a histogram of quantization error lengths. Histograms of the error lengths in simulations agree well with the derived formulas. Also presented are a number of properties of the error density, including the relationship between the error density, the point density and the cell shapes, the fact that its qth moment equals Bennett's integral (a formula for the average distortion of a scalar or vector quantizer), and the fact that for stationary sources, the marginals of the multidimensional error density of an optimal vector quantizer with large dimension are approximately IID Gaussian.
I. INTRODUCTION
When a k-dimensional vector quantizer with quantization rule Q is applied to a random vector X = (X 1 …X k ), the resulting quantization error is the k-dimensional random vector U = X -Q(X) .
The average "size" of U (in some sense) is often taken as the measure of distortion or fidelity of the quantizer. For example, a difference distortion measure has the form E d(||X-Q(X)||), where || || denotes Euclidean length, d is some non-negative function (e.g. d(z) = z 2 ), and E denotes expected value with respect to the distribution of the random vector X. Much attention has been devoted to analyzing the distortion of various quantizers, for various measures of distortion.
Of particular relevance is high-rate quantization theory, which includes such important results as the Zador-Gersho integral [1] [2] [3] , giving the least distortion of quantizers with a given (large) number of points, and Bennett's integral [4, 2, 5] , giving a formula for the distortion of a quantizer with many points in terms of its point density and cell shapes. These results are asymptotic in the sense that they are increasingly accurate as the quantizer size increases 3 . This paper is devoted to finding asymptotic formulas for the probability distribution of the error, as opposed to just the expected value of some function of the error, as has previously been the case. The principal result is for the distribution of the length of the error. In addition, formulas for the multidimensional error density are given for certain important special cases.
Our attention was first drawn to the distribution of quantization error when analyzing the performance of two-stage vector quantization [6, 7] , in which a second-stage quantizer operates on the error produced by a first-stage quantizer. In this case, the overall distortion is simply that of the second stage. So if one knows the distribution of the first-stage error, one may apply the the error vector (as opposed to just its length) in certain special cases.
The results of this paper are "asymptotic" in the sense that they apply to quantizers with many, mostly small cells. In such cases, the errors are mostly small, and the asymptotic formulas are, actually, formulas for the density of a normalized version of the error: W = N 1/k U, where k is the dimension and N is the number of quantization points. Sections 2-4 contain a number of properties, bounds and special case simplifications of the formulas. We also present histograms of the errors in actual scalar and vector quantizers, compare them to the formulas derived here, and discuss how these can be used as indicators of the point density and cell shapes.
The only related prior results of which we are aware are those on the distribution of the error in uniform scalar quantizers [9] [10] [11] , where particular attention is paid to finding conditions under which the error is uniformly distributed, white, and even uncorrelated with the input.
Unlike the present paper, these results are not asymptotic. Rather they provide exact formulas for the distribution of the error.
Two styles of arguments have been used in the asymptotic quantization literature:
informal, as in [2, 4, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , and rigorous, as in [1, 3, 5, [24] [25] [26] [27] . As this paper contains the first results on the asymptotic error density, to maximize its approachability, we take the informal approach. A companion paper [28] gives rigorous formulations and proofs of the principal results.
II. SCALAR QUANTIZERS
A scalar quantizer is characterized by a size N, a set of N points (levels) y 1 < y 2 < … < y N and a set of N+1 thresholds -∞ ≤ t 0 < t 1 < … < t N ≤ ∞. A source sample x is quantized by the rule Q(x) = y i if t i-1 < x < t i . The interval S i = (t i-1 ,t i ) is called the ith quantization cell.
It's width t i -t i-1 is denoted s i . We assume the quantizer is applied to a continuous random variable X with density p X (x) whose support is the interval (t 0 ,t N ). Due to the continuity of X, we need not be concerned with what the quantizer does when x = t i , for some i.
An important gross characteristic of a scalar quantizer with large size is its point density λ(x), which indicates, as the name suggests, the density of points in the vicinity of x. That is, the point density is a function such that λ(x)∆ approximately equals the fraction of quantization points in a small interval of width ∆ containing x. As such, λ(x) ≅ 1 N(t i -t i-1 ) when x ∈ t i-1 < x < t i .
(2.1)
Notice that the right-hand side of the above has not been taken as the definition of λ(x). The reason is that the point density is generally intended as a high-level model for what the quantizer does or should do. For example, the point density that minimizes expected q-th power distortion
1/(1+q) dx [14, 18] . Let us also note that when using the notion of a point density, there is a tacit assumption that N is large and neighboring cells have similar widths.
The main result of this section is that when the quantizer has many points the normalized quantization error
has probability density
A. Derivation
To derive this result we make two assumptions that are typical of those used in high-rate quantization theory: (a) the source density p X (x) is continuous; and (b) most of the quantization cells are small enough that the density is nearly constant on them. By "most", we mean that the probability of the union of the small cells is very close to one. In addition, we make three more assumptions: (c) each quantization point y i is, approximately, the midpoint of its cell; i.e. y i ≅ (t i-1 +t i )/2, except for infinite cells, of which there can be at most two; (d) the quantizer is well described as having point density λ(x), i.e. (2.1) holds; and (e) λ(x) > 0 wherever p X (x) > 0.
When assumption (d) holds and N is large, assumption (e) is essentially a sharper statement of (b). To see this, assume (e), let ε be a small number, and let S ε = {x : x ∈ S i for some i such that s i ≤ ε}. The latter is the union of the "small" cells. From (2.1), S ε ≅ {x: λ(x) ≥ (εN) -1 }. Assumption (e) implies Pr(λ(X) > 0) = 1, and so Pr(S ε ) ≅ Pr(λ(X) ≥ (εN) Assumption (c) holds for most reasonable quantizer designs when N is large, for example, optimal quantizers. The results of the next section, when specialized to the scalar case, do not require this assumption. However, we have included it here to simplify the statement and derivation of the scalar result.
We begin the derivation of (2.3) by decomposing the density of V into a weighted sum of the conditional densities of the normalized error in each quantization cell:
By assumption (b), we can ignore all but small cells. And for a small cell, assumptions (a) and (c) As illustrated in Figure 1 , this sum can be visualized as the result of stacking N blocks, where the block representing the contribution from cell S i has height p X (y i )/N and width N s i . Using
Recognizing the above as a Riemann sum approximation to an integral, we conclude
This formula, which is the principal result of this section, shows how the normalized error density depends on the source density and a key quantizer characteristic, namely, the point density.
B. Properties
Some properties of the normalized error density p V (v) are given next. Except for the last, we assume (2.6) holds exactly.
(1) p V (v) integrates to 1, as one sees by interchanging the order of integration and using assumption (e):
(2) p V (v) is an even function; i.e. p V (-v) = p V (v), as follows easily from (2.6). This is largely due to the assumption (c) that the quantization points are in the middle of their cells.
(4) Using the formula for p V (v), the q-th power distortion of a quantizer is
The latter expression is Bennett's integral for scalar quantizers [4] , as generalized by Algazi [18] to qth power distortion, giving an asymptotic formula for the distortion of a scalar quantizer with a given point density and with points centered in their cells.
(5) p V (v) has the form of a plateau with sloping sides, centered at the origin. That is,
where λ max is the maximum value of the point density, and as |v| increases beyond (2λ max ) 
If the probability density p X (x) is strictly positive for all x ∈ (-∞,∞), there exists u 0 so large that
where U = X -Q(X). This is not the formula predicted by (2.6). The latter was derived assuming the cells in the vicinity of a point u are small, which is valid if u is fixed and N is sufficiently large. But, if Q and N are fixed, then for sufficiently large u, this assumption is not valid and (2.8) holds instead of (2.6). For source densities with diminishing tails, such as Gaussian and Laplacian, the above can be upper bounded by the source density itself, namely, 
no matter what the source density is.
Example 2.2: Let the source density be Gaussian with mean zero and variance σ 2 , and let the quantizer point density be λ(x) = p(x) 1/α / ∫ p(x') 1/α dx', some α > 0. One may straightforwardly show
This density is plotted in Figure 2 for σ 2 = 1 and α = 3. The latter makes λ(x) the point density that minimizes mean squared error [14] . Also plotted are histograms of the actual normalized errors in a simulation of quantizers with N = 4, 16
and 128 points, that were designed to have the given point density by choosing the thresholds so [4, 12, 26] . The quantization points were centered in their cells. These and all subsequent simulations were based on 10 6 samples.
Note that these quantizers are not minimum distortion (i.e. Lloyd-Max) quantizers), but are very close to such for large N. One may observe a reasonably good match between the histograms and the predicted density even when the quantizer has just 4 points. We repeated the simulation for α = 2 and observed equally good matches.
Example 2.3: Let the source density be Laplacian with mean zero and variance σ 2 , and let the quantizer point density be
which is plotted in Figure 3 for σ 2 = 1 and α = 3. Also plotted are histograms of the normalized error for quantizers designed as in the previous example to have the given point density with N = 4, 16, and 128 points. As in the previous example, we observe a reasonably good match between the histograms and the predicted density.
III. VECTOR QUANTIZERS: DISTRIBUTION OF ERROR LENGTH
A k-dimensional vector quantizer is characterized by its size N, codebook C = We focus on the normalized length of the quantization error:
For simplicity, in this section we simply refer to W as the error. Let p W (w) denote its density.
The principal result of this section, indeed the paper, is the following asymptotic formula: For a vector quantizer with many, mostly small cells
where V k is the volume of a k-dimensional sphere with unit radius, λ(x) is the quantizer point density, and g(x,r) is the quantizer shape profile, as defined below.
A. Point Density
As with a scalar quantizer, an important characteristic of a vector quantizer with large size is its point density λ(x), which, as before, is the density of points in the vicinity of x. That is, the point density is a function such that λ(x) ∆ equals, approximately, the fraction of quantization points in a small region of volume ∆ containing x. As such,
where S x denotes the cell containing x and |S x | denotes its volume. As for scalar quantizers, we view the point density as a higher-level model for what the quantizer does or should do. In addition, when using a point density, we make the tacit assumption that N is large and neighboring cells have similar volumes.
B. Shape Profile
Another important characteristic of a vector quantizer with large size is its shape profile g(x,r), which relates to the shapes of the cells in the vicinity of x. We first define the shape function G(T,y,r) of a k-dimensional set T with respect to an interior point y. Let T , and let Σ y (r) denote a sphere of radius r centered at y. For r ≥ 0, the shape function G(T,y,r) of T with respect to y is defined to be the fraction of the surface of the sphere Σ ỹ (r) that is covered by the normalized set ~ T. That is, As examples, the shape functions of a circle, hexagon and several rectangles (all twodimensional) about their center points are given in the Appendix and plotted in Figure 5 . In all cases, the shape function decays quite rapidly when r ≥ r min . This is because at r = r min , the surface of the sphere Σ ỹ (r) is tangent to at least one of the faces of ~ T, and increasing r just a little causes a significant amount of the surface of the sphere to "push through" ~ T causing a relatively large reduction in G(T,y,r), which is the fraction of the sphere that remains covered.
As a rule, the more spherical a set, the more "compact" is its shape function. For example, the sphere has the most compact shape function. Indeed, r min equals r max in this case. If a set is oblong (e.g. an ellipse) or faceted (e.g. a polytope), then r min < r max , and the shape function is more "spread". Thus, the shape function tells much about T.
The shape profile g(x,r) of a vector quantizer with large size N, partition S and codebook C is defined to be a function that in the vicinity of x equals, approximately, the shape function of the quantization cells near x about their respective quantization points. That is,
When using a shape profile, there is a tacit assumption that N is large and neighboring cells have similar shapes.
In deriving the asymptotic error density, we will need to use the fact that the volume of a set of the form T ∩ Σ y (r) can be written in terms of the shape function of T. Integrating radially
where k V k is the surface area of a k-dimensional sphere with radius 1. It follows that for the ith cell of a quantizer with many points and shape profile g,
C. Derivation of the Error Density
We make several assumptions, which are similar to those that are ordinarily used in asymp- We begin by expanding the distribution function of the error. For w ≥ 0, we find
Now if N is large,
where we have used the fact that because N is large, w N -1/k is small, so the smoothness of
where the second equality uses the definition of λ, the third follows by changing variables (let u = t N 1/k ), and the last follows by replacing N -1 by λ(y i ) |S i | . Using the above and (3.7) in (3.6), we find
Since most of the quantization cells are small, the above is seen to be a Riemann sum approximation to an integral. Hence,
where the approximation becomes increasingly accurate as N increases and the cells become smaller. Taking the derivative yields the asymptotic error density:
which is the most important result of this paper. Notice how it depends on the source density, point density and shape profile. The normalization has removed the effect of N.
D. Properties, Bounds and Special Cases
We next present some properties, bounds, and special case reductions of the error density for vector quantizers. In doing so, we assume that (3.8) holds exactly.
(1) As in the scalar case, by interchanging the order of integration and using assumption (f), one may show that p W (w) integrates to 1:
where we have used the change of variables t = w λ(x)
, and (3.5).
(2) For one-dimensional quantizers with quantization points in the middle of their cells
which is the same as (2.3) except the latter is a two-sided density. Of course (3.8) also applies to quantizers whose points are not centered of their cells. For example, if 
where T is the basic cell shape, and y is the quantization point within T.
(7) When the quantization cells are all of the same shape and size, and the points are in the same relative locations within each cell, as in a lattice quantizer,
where T is the basic cell shape, y is the quantization point within T, and λ is the density of cells (approximately, 1/N|T|).
(8) If all the cells were spheres with quantization points at their centers, then
One-dimensional quantizers with quantization points in the center of their cells have, in effect, spherical cells. Although no quantizer in two or more dimensions can have entirely spherical cells, many quantizers have cells that are polytopal approximations to spheres. In such cases (3.14) is a useful approximation.
(9) Optimal quantizers: Based on Gersho's conjecture [2] , it is generally accepted that for large N, the quantizers with smallest qth-power distortion, hereafter called optimal, have nearly congruent cells and, as a result [2] , have point density λ
1/(1+q) dx. In one, two and three dimensions, the optimal cell shapes are intervals, hexagons and truncated octahedrons, respectively, [2, 33] ). In higher dimensions, the optimal cell shape is unknown.
Substituting λ * k (x) and the shape function, denoted G * k (r), of the optimal cell shape for dimension k into (3.8) gives the following formula for the error density of an optimal quantizer.
Since the optimal cell shell shapes are nearly spherical, from (3.14) we obtain the following approximate formula for the error density of an optimal quantizer:
where p max is the maximum value of the source density. Simulations presented later indicate that . This shows that only the spread of the error density depends on the covariance matrix. Correlated random vectors produce more compact error distributions, which corresponds to the well known fact that smaller distortions are achievable.
(11) For a stationary random process {X i } and an optimal (with respect to qth-power distortion) vector quantizer with large dimension k, the length of the normalized error vector W is with high probability approximately equal to
where h ∞ ∆ = lim n→∞ -n -1 ∫ p n (x) log 2 p n (x) dx is the differential entropy-rate of {X i }, and p n (x)
is the density of the random vector (X 1 ,…,X n ). Hence, there is little randomness in the length of the errors of an optimal quantizer with large dimension.
To demonstrate the above claim, we show in the Appendix that when k is large and the normalization of W.
(12) The shape of the error density: The error density has the form of a pulse with a steep rise, a peak, and a rapid decay. See, for example, Figures 7-11 . As we will explain here, the specific features of the pulse, e.g. the location and sharpness of the peak, are primarily determined by the quantizer's point density and cell shapes. Indeed the relationship is strong enough that it is possible to learn something about the point density and cell shapes from empirical measurements of the error density; i.e. from histograms. This has proved useful, for example, in investigations of tree-structured vector quantization [8] . For this reason we now examine closely the shape of the pulse.
It is helpful to view the error density as the product of k V k w k-1 and the function
which is a weighted average of shape functions and, as such, inherits their general form, namely, constant for small values of w and decaying for larger values.
For small values of w, the condition for equality in (3.11) shows
Therefore, the steep rise in the error density has the form c w . This trend is further accentuated by the fact that good quantizers tend to be structured so that lots of probability is concentrated on small cells.
All other things equal, a quantizer whose cells are more nearly spherical, will have a larger w o , causing the initially rising portion of p W (w) to reach a higher peak, than one with more oblong or more coarsely faceted cells. Since the area under the density curve equals one, the more area there is to the left of the peak (as when w o is larger), the less area there can be to the right.
Thus, quantizers with more nearly spherical cells will also have p W (w) falling more rapidly. In contrast, a quantizer whose cells are less spherical has a smaller w o , which causes an earlier peaking of p W (w). This peak is not as high because p W (w) has "departed" from w k-1 at an earlier point, and the peak is broader with a more graduate back side.
In summary, the initially rising portion of the error density is determined by and provides some indication of the point density. Secondly, the location and sharpness of the peak are determined by and indicators of the shapes of the cells, particularly the smallest ones. For example, the location of the peak is an estimate of w o . And the sharpness of the peak is an indicator of how spherical are the cells.
E. Examples
Example 3.1: Figure 7 shows the error density for a 2-dimensional quantizer assumed to have hexagonal cells and point density λ and as such should have, approximately, the given point density and mostly hexagonal cells. It will be seen that the formula and histogram are fairly close. By the earlier discussion, the fact that the slopes of the initially rising portion of the curves do not quite match indicates that the point density of the simulated quantizer is not quite optimum. Moreover, the fact that the peak is to the left and a little wider than predicted suggests that the cells are more oblong or less faceted than a hexagon. It is also possible that the overload cells contributed to the difference between the formula and histogram. Similarly good matches between histogram and predicted error density were found for quantizers with 256 and 1024 points. Example 3.2: Figure 8 shows the asymptotic error density for several 2-dimensional quantizers assumed to have hexagonal cells and point density λ Figure 9 plots the error density for 2-dimensional quantizers having optimal point densities (with respect to mean squared error) but rectangular cells with various aspect ratios. The shape function of a rectangle and the resulting formulas for the error density are given in the Appendix. From the figure it is evident that as the aspect ratio increases, the error density becomes lower and flatter. This effect is consistent with the fact that more oblong shaped cells produce larger distortion. The inflection points on the right slopes of the peaks correspond to the value of w that just reaches the short side of the rectangle. Example 3.4: Figure 10 shows the error histograms for two 2-dimensional tree-structured vector quantizers designed for a Gauss-Markov source with correlation coefficient ρ = .9 by the usual greedy algorithm [33] . The first has 256 points, the second has 512. The histogram for the 256-point quantizer is quite similar to the error density predicted for a quantizer with an optimum point density and square cells, as shown in Figure 9 . On the other hand, the histogram for the 512-point quantizer is similar to the error density for a quantizer with an optimal point density and rectangular cells with aspect ratio 2. Actually, the histograms are more consistent with the complementary aspect ratios 1.3 and 1.7. An examination of the cells confirmed the predominance of such shapes. However, the histograms were the first evidence of this unexpected phenomenon.
See [8] for further details. In higher dimensions, it is not possible to examine the cells directly.
Example 3.5: For an IID Gaussian source, Figure 11 (a) superimposes the error density based on 2-dimensional spherical cells (3.16) with that based on hexagonal cells (3.12) . In both cases, the point density is chosen to be λ * k (x) for q=2. Also shown is a histogram of the normalized errors from an LBG designed quantizer with N = 256 points. As expected, the spherical cell error density is quite close to that based on hexagonal cells.
The spherical cell approximation (3.12) should be better in higher dimensions than in two.
So its goodness in two dimensions gives us confidence that it will be good in higher dimensions, as well. This is fortunate because the shape function for the best cell in dimension three (a truncated octahedron [33] ) is difficult to compute. And in higher dimensions the best cell shape is unknown. Thus for dimensions 3 or greater, we must rely on the spherical cell approximation. 
IV. VECTOR QUANTIZERS: MULTIDIMENSIONAL ERROR DENSITY
There are situations where in addition to the density of the quantization error length, one needs to know the multidimensional density of the error vector itself. For example, in order to use Bennett's integral to evaluate the distortion of two-stage quantization, one needs to know the multidimensional density of the quantization error from the first stage [6, 7] . Finding the multidimensional error density is, not surprisingly, more difficult than finding the density of the length.
We are able to do so in just two special cases: lattice quantizers and quantizers whose error densities are spherically symmetric. As before, we focus on a normalized version of the quantization error
In a lattice quantizer, all quantization cells within a certain support region, have the same shape, size and orientation. Moreover, the quantization points are in the same relative locations within each cell in the support region. Let T denote such a cell and let y denote its corresponding quantization point. Assuming that the cells are small and the support region is large enough so that the points outside the support region can be ignored, it is easy to see that the density of the normalized error is, approximately,
where λ ≅ 1 / N|T| is the point density of the quantizer.
The second case is where the asymptotic error density is spherically symmetric. In this event, the multidimensional density of V is related to the density of the normalized error W via
Using (3.1), gives Alternatively, one may interpret (4.3) as the density of the error that results in an experiment where one randomly rotates the quantizer before using it, with a uniform distribution on the angle of rotation.
One may apply the various bounds to p W (w) of the previous section, (3.10-12) , to obtain similar bounds to p V (v). One may also apply the various special case formulas for p W (w) of the previous section to obtain similar formulas for p V (v). These are summarized below.
If the quantization cells are all congruent, then from (3.12), and (4.2),
When the quantization cells are all of the same shape and size, and the points are in the same relative locations within each cell, from (3.13) and (4.2) we have
where T is the basic cell shape, λ is the density of cells (approximately, 1/N|T|), and y is the quantization point in T. Although a lattice quantizer satisfies the preconditions of this paragraph, its cells are not isotropically oriented, so (4.1) holds instead of the above. On the other hand, the above formula may be interpreted as (4.1) averaged over all orientations of the lattice.
For a hypothetical quantizer with spherical cells, the error vector density is
Since the spherical cell assumption yields a good approximation for optimal quantizers, (4.5) is a good approximation for the multidimensional density of the normalized error for an optimal quantizer. In this case,
Finally, consider, as in Property (11) of the previous section, an optimal quantizer with large dimension for a stationary source. In this case, the error length density was shown to be essentially constant. Since the error density is also spherically symmetric, one may conclude that its marginals are approximately Gaussian (c.f. [34] , pp. 71 ff.) with independent and identically distributed components (IID). This is a direct derivation of what is sometimes claimed based on Shannon lower bound arguments. Specifically, for squared error (q = 2), the Shannon lower bound to the rate-distortion function is asymptotically tight for small distortion (large rate), and when it is tight, the test channel achieving the distortion-rate function is such that the difference between its input and output is IID Gaussian ( [35, Chapter 4] . This suggests that an optimal quantizer with large dimension and rate, which approximately achieves the rate-distortion function, Notice that as the aspect ratio a increases, r min decreases, r max increases, and the shape function becomes less compact.
Formulas for the Density of the Normalized Error length
Example 3.1: A 2-dimensional quantizer with optimal point density and hexagonal cells for an IID Gaussian source. Substituting the Gaussian density, the optimal point density, and the shape function of a hexagon (A.2) into (3.12) and simplifying using symbolic integration yields 
Derivation of Bennett's Integral from the Density of the Normalized Error Length
To demonstrate (3.9), we need to relate the inertial profile m(x) to the shape profile g(x,r).
We begin by relating the n.m.i. of a set T to its shape function. By integrating radially, we find 
The Error Lengths of Large Dimensional Optimal Quantizers
We will demonstrate (3.20) , assuming that the dimension k is large and that W is the normalized error length from a many point quantizer that is optimal with respect to qth-power distortion. Using Now, the asymptotic equipartition property [29, 30] shows that with high probability p X (x) ≅ 2 -kh ∞ . Using this approximation in the above integrals in just those places where p X (x) appears with an exponent and using the fact that for large k, V k ≅ (2πe/k) k/2 yields
which establishes the first part of (3.20) . A more rigorous argument can be given along the lines of that used in the Appendix of [2] . In an entirely similar fashion one may show which is the second part of (3.20) .
