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RESUMO
Considera-se uma versão penalizada do modelo de Ericksen-Leslie para o escoamento
de cristais ĺıquidos nemáticos. Estuda-se a existência de soluções para o modelo pelo
método de Faedo-Galerkin. Como um dos objetivos deste trabalho é a aproximação do
modelo, os domı́nios utilizados são poliedros (dimensão 3) ou poĺıgonos (dimensão 2)
com fronteira localmente Lipschitz. Demonstra-se também um resultado de unicidade
para a solução dada pelo resultado de existência em alguns domı́nios não suaves de
dimensão 2. Após, apresenta-se um esquema totalmente discreto linear baseado em uma
formulação mista, utilizando-se elementos finitos de classe C0 para a discretização no
espaço e um esquema de Euler semi-impĺıcito para a discretização no tempo. Mostra-se
a convergência das soluções aproximadas para soluções fracas, dadas pelo resultado de
existência. Finalmente, faz-se a análise do erro discreto para soluções suficientemente
regulares.
Palavras-chave: Equações de Ericksen-Leslie; Cristais ĺıquidos nemáticos, Método dos
Elementos Finitos.
ABSTRACT
A penalized version of the Ericksen-Leslie model for the flow of nematic liquid crystals
is considered. We study the existence of solutions by the Faedo-Galerkin method. Since
one of the objectives of this work is the approximation of the model, the domains used
are polyhedra (dimension 3) or polygons (dimension 2) with locally Lipschitz boundary.
We also demonstrate a uniqueness result for the solution given by the existence result on
some non-smooth domains of dimension 2. After, we present a linear fully discrete scheme
based on a mixed formulation, using C0 finite elements for the space discretization and a
semi-implicit Euler scheme for the time discretization. We prove the convergence of the
approximate solutions towards weak solutions, given by the existence result. Finally, we
analyse the discrete error for sufficiently regular solutions.
Keywords: Ericksen-Leslie equations; Nematic liquid crystals; Finite Element Method.
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Algumas substâncias podem apresentar algumas fases entre a transição da fase sólida para
a fase ĺıquida. Nessas fases a substância pode apresentar caracteŕısticas de um cristal (sólido) e um
ĺıquido. Estas substâncias são chamadas de cristais ĺıquidos. Para ilustrar, um cristal ĺıquido pode fluir,
como um ĺıquido, mas suas moléculas podem apresentar alguma ordem, como orientação ou posição, o
que é observado em sólidos.
Existem diferentes tipos de cristais ĺıquidos (veja [11] e [8]), neste texto é considerada a fase
nemática de cristais ĺıquidos termotrópicos (aqueles que apresentam diferentes fases de acordo com a
temperatura) e uniaxiais (cujas moléculas podem ser aproximadas por bastões ou cilindros). Nessa
fase, as moléculas do cristal ĺıquido fluem com seus respectivos centros de massa distribúıdos de forma
aleatória, como em um ĺıquido, mas apresentam uma ordem na orientação das moléculas, que tende a
ser paralela a um vetor unitário d, que chamaremos de vetor diretor.
Um fato que torna os cristais ĺıquidos atrativos é que as moléculas alongadas do cristal ĺıquido
apresentam propriedades diferentes, como em relação à refração da luz, por exemplo, de acordo com a
sua orientação. Também ocorre que o vetor diretor, ou seja, a direção das moléculas, pode ser alterado
por campos elétricos ou magnéticos. Essas duas propriedades permitem, entre outras coisas, a aplicação
de cristais ĺıquidos na confecção de mostradores de cristal ĺıquido, os LCDs (Liquid Crystal Display).
Um modelo bastante explorado para a fase nemática de cristais ĺıquidos é o modelo simplificado
de Ericksen-Leslie. Este modelo é um acoplamento entre as equações de Navier-Stokes e as equações
que tratam do comportamento do vetor diretor. O acoplamento entre as duas equações reflete o fato de
que o vetor diretor influencia no escoamento do fluido bem como o escoamento do fluido influencia no
vetor diretor.
Sendo u a velocidade do fluido, d o vetor diretor e p a pressão, o modelo simplificado de
Ericksen-Leslie é:
∂tu+ u · ∇u− ν∆u+∇p+ λ∇ · (∇d∇d) = 0 (1)
∇ · u = 0 (2)
|d| = 1, ∂td+ u · ∇d− γ∆d− γ |∇d|2 d = 0, (3)
com as condições iniciais e de contorno
u(x, 0) = u0(x), ∇ · u0(x) = 0 e d(x, 0) = d0(x) (4)
u(x, t) = 0, d(x, t) = l(x, t), para (x, t) ∈ ∂Ω× (0,∞). (5)
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Os números ν, λ, γ > 0 são constantes f́ısicas e a equação (2) é a condição de incompressibilidade.
A condição de |d| = 1 no modelo de Ericksen-Leslie simplificado é dif́ıcil de tratar tanto do
ponto de vista teórico quanto numérico [13], por isso, utiliza-se uma versão penalizada deste modelo,
com
|d| ≤ 1, ∂td+ (u · ∇)d− γ(∆d− fε(d)) = 0
no lugar de (3), onde fε = ε
−2(|d|2 − 1)d. O número ε > 0 é um parâmetro fixo de penalização.
Como o objetivo do presente trabalho é a aproximação numérica da solução do modelo para
cristais ĺıquidos, utiliza-se o modelo penalizado:
∂tu+ (u · ∇)u− ν∆u+∇p+ λ∇ · (∇d∇d) = 0
∇ · u = 0
|d| ≤ 1, ∂td+ (u · ∇)d− γ(∆d− fε(d)) = 0
com o domı́nio Ω sendo um poĺıgono localmente Lipschitz em R2 ou R3. O texto utilizado como base
foi o artigo de Girault e Guillén-González [13].
A aproximação numérica da solução de um sistema de equações diferenciais pelo método dos
elementos finitos consiste em gerar uma sequência de soluções aproximadas que converge para uma
solução do problema. Nesse caso, é importante conhecer resultados sobre existência e unicidade de
solução para o sistema de equações.
A existência de solução para o modelo penalizado é demonstrada no artigo de Girault e Guillén-
González [13] com base no artigo de Lin e Liu [22], que utilizam um método semi-Galerkin, com um
argumento de ponto fixo para demonstrar a existência de soluções aproximadas. No presente trabalho
aplica-se o método de Faedo-Galerkin.
O problema de unicidade de solução para o modelo penalizado é similar ao problema de
unicidade de solução para as equações de Navier-Stokes. Em dimensão 3 não se pode garantir, em
geral, que a solução dada pelo resultado de existência é única. Sob certas hipóteses, a unicidade de
solução para o modelo penalizado é demonstrado no artigo de Guillén-González, Rodŕıguez-Bellido e
Rojas-Medar [17]. No presente trabalho é apresentado um resultado de unicidade de solução no caso
bidimensional para alguns domı́nios não-suaves.
Em se tratando da aproximação numérica do modelo penalizado, com o intuito de evitar a
utilização de espaços de funções C1 por partes na aproximação do vetor diretor d, introduz-se ∆d como
variável e propõe-se uma formulação mista para o problema. Em seguida, é apresentado um esquema
totalmente discreto e linearizado, isto é, uma discretização no espaço e no tempo na qual o problema
a ser resolvido em cada iteração é um sistema linear. É demonstrada a convergência do esquema
totalmente discreto para a solução dada pelo resultado de existência de solução e, no final, sob certas
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hipóteses sobre a regularidade da solução, são apresentadas as estimativas do erro entre a solução dada
pela discretização e a solução exata do problema.
O trabalho está organizado como segue. No caṕıtulo 1 são apresentadas definições e resultados
que são frequentemente utilizados no decorrer do trabalho, bem como referências bibliográficas que
podem ser consultadas para se obter mais detalhes. No caṕıtulo 2 é apresentado o modelo de Ericksen-
Leslie penalizado e se define mais precisamente qual o tipo de solução que se busca. Em seguida,
demonstra-se a existência de solução para o modelo penalizado e, finalmente, apresenta-se o resultado de
unicidade mencionado. O caṕıtulo 3 começa com mais uma seção de definições e resultados preliminares.
Além do que já foi apresentado no caṕıtulo 1 são apresentados definições e resultados que aparecem com
frequência na aproximação numérica de EDPs, principalmente pelo método dos elementos finitos, e que
são bastante utilizados no texto. Em seguida, são propostas a formulação mista do modelo penalizado
e a sua discretização no espaço e no tempo. É demonstrada a convergência desse esquema totalmente
discreto e, por fim, faz-se a análise do erro.
12 Elementos de Análise Funcional
Caṕıtulo 1
DEFINIÇÕES E RESULTADOS PRELIMINARES
O objetivo deste caṕıtulo é apresentar definições e resultados da teoria matemática que são
bastante utilizados no decorrer do trabalho e que também são, de forma geral, muito úteis ao estudo
de equações diferenciais parciais. O texto também contém referências onde é posśıvel encontrar as
demonstrações dos resultados e mais informações sobre cada assunto.
O caṕıtulo está organizado em cinco seções: Elementos de Análise Funcional, Espaços de
Funções integráveis, Distribuições e Derivada no Sentido das Distribuições, Espaços de Sobolev, e
Espaços de Bochner.
1.1 Elementos de Análise Funcional
Neste texto serão utilizados somente espaços vetoriais reais. Dado um espaço normado X,
denotaremos por ‖·‖X a sua norma. Se X for um espaço com produto interno então seu produto interno
será denotado por ( · , · )X . Um espaço normado é dito de Banach se é completo (em relação à sua
norma) e um espaço com produto interno é dito de Hilbert se é completo em relação à norma induzida
pelo produto interno.
Definição 1.1 (Conjunto compacto). Dizemos que um subconjunto A de um espaço métrico E é
compacto se toda sequência de elementos de A admite uma subsequência convergente em A.

Observação 1.1. Todo conjunto compacto é fechado e limitado. Em espaços normados, a rećıproca
é verdadeira apenas para espaços normados de dimensão finita. Mais precisamente, um subconjunto
fechado e limitado de um espaço normado é compacto se, e somente se, a dimensão do espaço normado
é finita.

Definição 1.2 (Conjunto pré-compacto). Dizemos que um subconjunto A de um espaço métrico E
é pré-compacto, ou relativamente compacto, se o seu fecho é compacto.

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Observação 1.2. Todo conjunto pré-compacto é limitado. De fato, um conjunto pré-compacto está
contido em um conjunto compacto, seu fecho, que é limitado.

Proposição 1.1 (Desigualdade de Young). Sejam A e B números reais não negativos e sejam














Demonstração. Esta desigualdade é muito útil para se estimar um produto por uma soma de dois
termos e também é utilizada na demonstração de outra desigualdade, conhecida como desigualdade de
Hölder. Uma demonstração da desigualdade de Young pode ser encontrada no livro de Kreyszig [21],
sendo utilizada na sequência para demonstrar a desigualdade de Hölder para séries. Outra demonstração
para a desigualdade de Young pode ser encontrada no livro de Bartle [2], no ińıcio da demonstração da
desigualdade de Hölder para integrais, no caṕıtulo 6. 
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Demonstração. Veja o livro de Kreyszig [21]. 
Definição 1.3 (Conjunto separável). Um subconjunto X de um espaço normado é dito separável se
contém um subconjunto enumerável e denso em X.

Dado um espaço normado X, denotemos por X ′ o seu dual topológico, isto é, o conjunto dos
funcionais lineares cont́ınuos na topologia da norma definidos em X. É comum denotar a imagem de
um elemento x ∈ X por um funcional f ∈ X ′ por f(x). Neste texto também será utilizada a notação
〈 f , x 〉.








Como X ′ é um espaço normado, podemos falar do seu dual, X ′′, também chamado de bidual de X.
Para cada x ∈ X, defina em X ′ o funcional linear F (x) : X ′ −→ R dado por
〈 F (x) , f 〉 = 〈 f , x 〉, ∀f ∈ X ′. (1.2)
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Pode-se mostrar que F (x) ∈ X ′′ e que F : X −→ X ′′ dada por x 7→ F (x) é uma transformação linear
injetiva, cont́ınua e tal que ‖F (x)‖X′′ = ‖x‖X . A transformação linear F é chamada de injeção canônica
de X em X ′′.
Definição 1.4 (Espaço reflexivo). Um espaço normado é dito reflexivo se a injeção canônica é
sobrejetiva.

Proposição 1.3. Todo espaço de Hilbert é reflexivo.
Demonstração. Veja o teorema 4.6-6, na seção 4.6 do caṕıtulo 4 do livro de Kreyszig [21]. 
Sobre espaços de Banach separáveis temos os seguintes resultados.
Proposição 1.4. Todo subconjunto de um espaço métrico separável é separável. Em particular, todo
subespaço de um espaço de Banach separável é separável.
Demonstração. Veja a proposição 3.25 do livro de Brezis [3]. 
Proposição 1.5. Seja X um espaço de Banach. Se X ′ é separável então X é separável.
Demonstração. Veja o teorema 3.26 do livro de Brezis [3]. 
Sobre espaços de Banach reflexivos temos os seguintes resultados.
Proposição 1.6. Todo subespaço vetorial fechado de um espaço de Banach reflexivo é reflexivo.
Demonstração. Veja a proposição 3.20 do livro de Brezis [3]. 
Proposição 1.7. Um espaço de Banach é reflexivo se, e somente se, seu dual é reflexivo.
Demonstração. Veja o corolário 3.21 do livro de Brezis [3]. 
Proposição 1.8. Um espaço de Banach é reflexivo e separável se, e somente se, seu dual é reflexivo e
separável.
Demonstração. Veja o corolário 3.27 do livro de Brezis [3]. 
Definição 1.5 (Convergência fraca). Seja X um espaço normado. Dizemos que uma sequência (xn)
de elementos de X converge fracamente, ou converge fraco, para x ∈ X se
f(xn) −→ f(x), ∀f ∈ X ′,
quando n→∞.
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
Definição 1.6 (Convergência fraca estrela). Seja X um espaço normado. Dizemos que uma
sequência (fn) de elementos de X
′ converge fraco* (fraco estrela) para f ∈ X ′ se
〈 F (x) , fn 〉 −→ 〈 F (x) , f 〉, ∀x ∈ X,
quando n→∞, ou seja, se
fn(x) −→ f(x), ∀x ∈ X,
quando n→∞.

É posśıvel definir em X uma topologia que induz a convergência fraca. Também é posśıvel
definir em X ′ uma topologia que induz a convergência fraca*. Para mais informações, veja o caṕıtulo 3
do livro de Brézis [3].
A grande motivação para utilizar as topologias fraca e fraca* está em recuperar, sob certas
hipóteses, ainda que em um sentido mais fraco, a existência de uma subsequência convergente quando
a sequência em questão é limitada em algum espaço normado de dimensão infinita.
Proposição 1.9. Seja X um espaço de Banach reflexivo. Então toda sequência limitada de elementos
de X admite uma subsequência convergente na topologia fraca de X.
Demonstração. Veja o teorema 3.18 do livro de Brezis [3]. 
Proposição 1.10. Seja X um espaço de Banach separável. Então toda sequência limitada de elementos
de X ′ admite uma subsequência convergente na topologia fraca* de X ′.
Demonstração. Veja o corolário 3.30 do livro de Brezis [3]. 
Definição 1.7 (Imersão cont́ınua). Dizemos que um espaço normado X está continuamente imerso
no espaço normado Y , ou que a imersão X ⊂ Y é cont́ınua, e denotamos tal fato por X ↪→ Y se o
operador linear inclusão
I : X −→ Y
x 7→ Ix = x
é cont́ınuo, isto é, se existe uma constante C > 0 tal que
‖x‖Y ≤ C ‖x‖X , ∀x ∈ X.

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Observação 1.3. Existem casos em que as exigências de que X seja um subespaço de Y e de que o
operador inclusão seja a “identidade” são enfraquecidas para permitir que identificações usuais de X
com subespaços vetoriais de Y , isto é, transformações lineares cont́ınuas e injetivas de X em Y , sejam
utilizadas como inclusões, veja o caṕıtulo 1 do livro de Adams e Fournier [1].

Observação 1.4. Sejam X e Y são dois espaços normados, com X continuamente imerso em Y . Para
cada f ∈ Y ′ temos que a restrição de f a I(X), f
∣∣
I(X)


















= C ‖f‖Y ′ .
Pode-se mostrar que f 7→ f ◦ I é uma transformação linear injetiva e cont́ınua de Y ′ em X’. Logo, se
X está continuamente imerso em Y então Y ′ está continuamente imerso em X ′.

Definição 1.8 (Operador compacto). Um operador linear T : X −→ Y é dito compacto se, dado
um conjunto limitado A ⊂ X, a imagem de A por T , T (A), é um pré-compacto em Y .

Observação 1.5. Decorre da definição que todo operador compacto é cont́ınuo. De fato, um operador
linear é cont́ınuo se, e somente se, leva conjuntos limitados em conjuntos limitados. E segue da definição
que a imagem de um conjunto limitado por um operador compacto é um conjunto limitado.

Definição 1.9 (Imersão compacta). Dizemos que um espaço normado X está compactamente imerso
no espaço normado Y , ou que a imersão X ⊂ Y é compacta, e denotamos tal fato por X c↪→ Y se o
operador linear inclusão de X em Y é compacto.

1.2 Espaços de Funções Integráveis
Seja X um conjunto qualquer.
Definição 1.10 (σ-álgebra). Uma σ-álgebra sobre X é uma famı́lia X de subconjuntos de X tal que
1. X ∈ X;
2. Se A ∈ X então Ac ∈ X;
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O par (X,X) é chamado de espaço mensurável e os elementos da σ-álgebra X são chamados
de conjuntos mensuráveis.
Definição 1.11 (Medida). Uma função µ definida em um espaço mensurável (X,X) e assumindo
valores na reta estendida é dita uma medida se
1. µ(∅) = 0;
2. µ(A) ≥ 0, ∀A ∈ X;









A tripla (X,X, µ) é chamada de espaço de medida e, dado um conjunto A ∈ X, o número
µ(A) é chamado de medida de A. Quando estiver claro qual a σ-álgebra e qual a medida utilizada,
escrevemos apenas X em vez de (X,X, µ).
Definição 1.12. Considere o espaço de medida (X,X, µ). Diz-se que uma propriedade vale em quase
todo ponto de X, ou qtp em X, se os pontos onde ela não se verifica formam um subconjunto de X
mensurável e de medida nula.

Definição 1.13 (Função mensurável). Uma função f : X −→ R é dita mensurável se o conjunto{
x ∈ X
∣∣∣f(x) > α}
é mensurável para cada α ∈ R.

É interessante saber que algumas funções relacionadas a funções mensuráveis também são
mensuráveis.
Proposição 1.11. Sejam f e g funções reais mensuráveis e c ∈ R. Então cf , f + g, fg e |f | são
mensuráveis.
18 Espaços de Funções Integráveis
Demonstração. Veja o lema 2.6 do livro de Bartle [2]. 
Dada uma função real f , defina as funções não negativas
f+(x) = max {f(x), 0} e f−(x) = max {−f(x), 0}.




(|f(x)| + f(x)) e f−(x) = 1
2
(|f(x)| − f(x)),
de onde segue que as partes positiva e negativa de uma função mensurável são mensuráveis.
Definição 1.14 (Função caracteŕıstica). A função carateŕıstica de um conjunto A ⊂ X é a função
χA : X −→ R tal que
χA(x) =
 1 , se x ∈ A0 , se x /∈ A.

Definição 1.15 (Função simples). Uma função simples é uma função ϕ : X −→ R que assume apenas






quando os valores αi são distintos e os conjuntos Ai são dois a dois disjuntos.

Note que χA e ϕ são funções mensuráveis se, e somente se, os conjuntos A e Ai são conjuntos
mensuráveis.
Proposição 1.12. Dada uma função f : X −→ R mensurável e não negativa, existe uma sequência de
funções simples mensuráveis (ϕj) tal que
1. 0 ≤ ϕj(x) ≤ ϕj+1(x), ∀x ∈ X e ∀j ∈ N,
2. f(x) = lim
j→∞
ϕj(x), ∀x ∈ X.
Demonstração. Veja o lema 2.11 do livro de Bartle [2]. 
Dado um espaço de medida (X,X, µ), a integral de uma função simples ϕ com representação






Caṕıtulo 1. Definições e Resultados Preliminares 19
Utilizando a definição de integral para funções simples, podemos definir a integral para funções
mais gerais. Definimos a integral de uma função f mensurável e não negativa como o supremo das
integrais de funções simples tais que ϕ(x) ≤ f(x), para todo x ∈ X, isto é∫
X





Uma função mensurável e não negativa f é dita integrável se∫
X
f dµ <∞.
Para uma função mensurável f que assume valores reais quaisquer, se f+ e f− são integráveis
























Proposição 1.13. Seja f : X −→ R uma função mensurável. Tem-se que f é integrável se, e somente






Demonstração. Veja o teorema 5.3 do livro de Bartle [2]. 
Podeŕıamos continuar o texto considerando o espaço de medida abstrato (X,X, µ), mas nos
voltamos agora para o caso em que X = Ω, um subconjunto aberto de Rn, X é a σ-álgebra de Lebesgue
sobre Ω e µ é a medida de Lebesgue. Neste caso, a integral obtida é a chamada “integral de Lebesgue”.
Pode-se mostrar que o conjunto das funções integráveis é um espaço vetorial com a operação
de soma
(f + g)(x) = f(x) + g(x)
e de produto por escalar
(αf)(x) = αf(x),
para quaisquer f e g, funções integráveis, e α ∈ R, sendo a função identicamente nula o elemento neutro
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onde dx denota a medida de Lebesgue, é uma seminorma. De fato, para quaisquer f e g, funções
integráveis, e α ∈ R, temos que ∫
Ω
|f | dx ≥ 0,∫
Ω












mas não é verdade que ∫
Ω
|f | dx = 0⇐⇒ f(x) = 0, ∀x ∈ X.
Proposição 1.14. Seja f : Ω −→ R uma função integrável. Temos que f(x) = 0 qtp em Ω se, e
somente se, ∫
Ω
|f | dx = 0.
Demonstração. Decorre do corolário 4.10 do livro de Bartle [2]. 
Motivados pela proposição 1.14, consideremos a relação de equivalência “∼” sobre funções
mensuráveis de Ω em R dada por
f ∼ g ⇐⇒ f(x) = g(x) qtp.
Definimos, então, o espaço das funções integráveis como sendo o quociente
L1(Ω) =
{











onde g é uma representante qualquer da classe de equivalência de f , [f ]. No que segue, faremos esta
identificação de f com sua classe de equivalência [f ] sem mais comentários.
De maneira mais geral, para p ∈ [1,∞), definimos o espaço das funções p-integráveis por
Lp(Ω) =
{













Para p =∞ definimos
L∞(Ω) =
{
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Quando p = 2, a norma ‖·‖L2(Ω) provém do produto interno
( f , g ) =
∫
Ω
f(x)g(x)dx, ∀f, g ∈ L2(Ω).
Os espaços Lp(Ω), equipados com as respectivas normas ‖·‖Lp(Ω), são espaços de Banach. Em
particular, L2(Ω) é um espaço de Hilbert.
Como a integral do produto de duas funções é um produto interno em L2(Ω), vale a desigual-
dade de Cauchy-Schwarz, mas, de forma mais geral, vale a desigualdade de Hölder para integrais.






1 ou defina q =∞ se p = 1. Se f ∈ Lp(Ω) e g ∈ Lq(Ω) então fg ∈ L1(Ω) e∣∣∣∣∫
Ω
f(x)g(x) dx
∣∣∣∣ ≤ ‖f‖Lp(Ω) ‖g‖Lq(Ω) .
Demonstração. Veja o resultado 6.9, no caṕıtulo 6 do livro de Bartle [2]. 






f1, . . . , fn são funções tais que fi ∈ Lpi(Ω) então∣∣∣∣∫
Ω
f1(x)f2(x) . . . fn(x) dx
∣∣∣∣ ≤ ‖f1‖Lp1 (Ω) ‖f2‖Lp2 (Ω) . . . ‖fn‖Lpn (Ω) .

Temos também que, para p ∈ (1,∞), isto é, excluindo p = 1 e p = ∞, os espaços Lp(Ω) são
separáveis e reflexivos. O espaço L1(Ω) é apenas separável e L∞(Ω) não é reflexivo nem separável.
Proposição 1.16. Se Ω é um subconjunto aberto de Rn então Lp(Ω) é separável para p ∈ [1,∞).
Demonstração. Veja o teorema 4.13 do caṕıtulo 4 do livro de Brezis [3]. 
Proposição 1.17. O espaço Lp(Ω) é reflexivo para p ∈ (1,∞).
Demonstração. Veja o teorema 4.10 do caṕıtulo 4 do livro de Brezis [3]. 
Utilizaremos também o fato de que, dados 1 < p, q < ∞ tais que 1/p + 1/q = 1, podemos
identificar o dual do espaço Lp(Ω) ao espaço Lq(Ω). Além disso, quando p = 1 o resultado vale para
q = ∞, isto é, o dual de L1(Ω) pode ser identificado ao espaço L∞(Ω). O resultado que nos permite
fazer tal identificação é conhecido como teorema da representação de Riesz.
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u(x)v(x) dx, ∀v ∈ L1(Ω)
e ‖f‖(L1(Ω))′ = ‖u‖L∞(Ω).
2. Sejam 1 < p, q < ∞ tais que 1/p + 1/q = 1. Dado um funcional linear f ∈ (Lp(Ω))′ existe uma




u(x)v(x) dx, ∀v ∈ Lp(Ω)
e ‖f‖(Lp(Ω))′ = ‖u‖Lq(Ω).
Demonstração. A demonstração pode ser encnontrada no caṕıtulo 8 do livro de Bartle [2]. 
Uma função de Lp(Ω) pode não ser cont́ınua (isto é, sua classe de equivalência pode não ter
nenhuma representante cont́ınua), muito menos diferenciável no sentido clássico. Porém, existe um
conceito de derivada que nos permite falar da derivada de uma função de Lp(Ω). Esta derivada é
conhecida como derivada fraca ou derivada no sentido das distribuições.
1.3 Distribuições e Derivada no Sentido das Distribuições
Para uma introdução mais detalhada sobre a teoria das distribuições veja as publicações de
Hounie [20], Marcelo e Valéria Cavalcanti [5] e Medeiros e Miranda [10].





∣∣ f(x) 6= 0}.

Denote por C∞c (Ω) o conjunto das funções infinitamente diferenciáveis com suporte compacto
em Ω, isto é, cujos suportes são conjuntos compactos contidos em Ω. Denote por D(Ω) o espaço das
funções C∞c (Ω) munido da topologia dada pela seguinte definição de convergência.
Definição 1.17. Uma sequência ϕk de funções de D(Ω) converge a zero se
1. existe um conjunto compacto K ⊂ Ω tal que supp(ϕk) ⊂ K, para todo k ∈ N;
2. para todo inteiro positivo m, as derivadas de ordem m das funções ϕk convergem uniformemente
a zero quando k →∞.

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Temos que D(Ω) é um espaço vetorial topológico não metrizável, veja o caṕıtulo 1 do livro de
Hounie [20]. Ainda assim, podemos falar de funcionais lineares definidos e cont́ınuos em D(Ω), isto é,
do dual topológico de D(Ω).
Definição 1.18 (Distribuição). Uma distribuição sobre Ω é um funcional linear cont́ınuo definido em
D(Ω). Denota-se por D ′(Ω) o espaço vetorial das distribuições sobre Ω.
Dizemos que uma sequência de distribuições (uk) converge para uma distribuição u se
〈 uk , ϕ 〉 −→ 〈 u , ϕ 〉, ∀ϕ ∈ D(Ω).

Definição 1.19 (Funções localmente integráveis). Seja f uma função real definida em Ω. Diz-se
que f ∈ Lploc(Ω) se f ∈ Lp(K), para todo compacto K ⊂ Ω. Dizemos que fn → f em L
p
loc(Ω) se fn → f
em Lp(K), para todo compacto K ⊂ Ω.

Note que a imersão
L∞(Ω) ⊂ L1loc(Ω)
e que as imersões
Lp(Ω) ⊂ Lploc(Ω), para 1 ≤ p <∞,
são cont́ınuas. Como os conjuntos compactos têm medida finita temos a imersão cont́ınua Lploc(Ω) ⊂
L1loc(Ω), logo, valem as imersões cont́ınuas
Lp(Ω) ⊂ L1loc(Ω), para 1 ≤ p ≤ ∞. (1.4)
Toda função f ∈ L1loc(Ω) define uma distribuição 〈 f , · 〉 dada por
〈 f , ϕ 〉 =
∫
Ω
fϕ dx, ∀ϕ ∈ D(Ω). (1.5)
Pode-se verificar que esta identificação de f ∈ L1loc(Ω) com 〈 f , · 〉 ∈ D ′(Ω) é cont́ınua. Dáı, por (1.4),
temos as imersões cont́ınuas
Lp(Ω) ⊂ D ′(Ω), para 1 ≤ p ≤ ∞. (1.6)
Por outro lado, nem toda distribuição é dada por uma função como em (1.5). A distribuição conhecida
como delta de Dirac,
〈 δ , ϕ 〉 = ϕ(0) ∀ϕ ∈ D((−1, 1)),
por exemplo, não é dada por nenhuma função de L1loc(Ω).
Portanto, cada espaço Lp(Ω) pode ser identificado de maneira cont́ınua com um subespaço
próprio de D ′(Ω). Neste sentido, as distribuições são chamadas de funções generalizadas.
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Além disso, a distribuição definida por uma função f ∈ L1loc(Ω) como em (1.5) é única no
seguinte sentido.
Proposição 1.18 (Lema de Du Bois Raymond). Seja f ∈ L1loc(Ω). Temos que∫
Ω
fϕ dx = 0, ∀ϕ ∈ D(Ω),
se, e somente se, f(x) = 0 qtp em Ω.
Demonstração. Esse resultado pode ser encontrado na publicação de Medeiros e Miranda [10], é a
proposição 1.3.1. 
Em geral, para definir operações sobre distribuições o que se faz é o seguinte. Suponha que
temos um operador linear e cont́ınuo, L, definido sobre funções C∞c (Ω) que gostaŕıamos de estender às





φ(L′ψ) dx, ∀φ, ψ ∈ D(Ω). (1.7)
Temos que
φ,Lφ, ψ, L′ψ ∈ D(Ω) ⊂ L1loc(Ω) ⊂ D ′(Ω),
logo, (1.7) pode ser escrita como
〈 Lφ , ψ 〉 = 〈 φ , L′ψ 〉. (1.8)
Agora, com (1.8), estenda L para qualquer distribuição fazendo
〈 L̃u , ϕ 〉 = 〈 u , L′ϕ 〉, ∀ϕ ∈ D(Ω), (1.9)
para toda u ∈ D ′(Ω). Note que L̃u é um funcional em D(Ω) e que se ϕk −→ 0 em D(Ω) então, por
hipótese, L′ϕk −→ 0 em D(Ω), logo,
〈 u , L′ϕk 〉 −→ 0,
isto é, L̃u ∈ D ′(Ω). Além disso, se u ∈ D(Ω) então
〈 L̃u , ϕ 〉 = 〈 u , L′ϕ 〉 =
∫
Ω
(Lu)ϕ dx = 〈 Lu , ϕ 〉,
ou seja, estendemos L a todas as distribuições, como queŕıamos.
Com essas ideias é posśıvel estender várias operações às distribuições, como produtos por
funções, mudança de variáveis e derivação, por exemplo, veja o caṕıtulo 3 do livro de Hounie [20]. No
momento, interessa-nos estender a derivação às distribuições.
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Considere o operador diferencial
Dj =
∂|j|






Para uma função f ∈ C∞c (Ω) tem-se que∫
Ω




basta integrar por partes, isto é, se L = Dj então L′ = (−1)|j|Dj . Então, definimos a derivada Dj de
uma distribuição u ∈ D ′(Ω) como sendo a distribuição
〈 Dju , ϕ 〉 = (−1)|j|〈 u , Djϕ 〉. (1.10)
Assim, toda distribuição tem derivadas de todas as ordens. Em particular, toda função de
Lp(Ω) tem derivadas de todas as ordens no sentido das distribuições.
1.4 Espaços de Sobolev
Interessam-nos também os subespaços de Lp(Ω) compostos por funções cujas derivadas no
sentido das distribuições são funções de Lp(Ω), são os chamados espaços de Sobolev.




∣∣∣ Dju ∈ Lp(Ω), se |j| ≤ m}














sendo que as derivadas Dj são tomadas no sentido das distribuições. Quando p = 2, denotamos Wm,2(Ω)
por Hm(Ω) e a norma ‖·‖Hm(Ω) provém do produto interno







Os espaços Wm,p(Ω), equipados com suas respectivas normas ‖·‖Wm,p(Ω), são espaços de Ba-
nach. Em particular, os espaços Hm(Ω) são espaços de Hilbert.
Proposição 1.19. Os espaços Wm,p(Ω) são reflexivos para p ∈ (1,∞) e separáveis para p ∈ [1,∞).
Demonstração. Veja a proposição 9.1, na seção 1 do caṕıtulo 9 do livro de Brezis [3]. 
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Note que C∞c (Ω) ⊂ Wm,p(Ω) ⊂ Lp(Ω), para todo inteiro positivo m e 1 ≤ p ≤ ∞. Mais do
que isso, vale o seguinte resultado.
Proposição 1.20. O espaço C∞c (Ω) é denso em L
p(Ω), para p ∈ [1,∞).
Demonstração. Esse resultado é enunciado na proposição 4.23 na seção 4 do caṕıtulo 4 do livro de
Brezis [3]. Em sua demonstração, utiliza-se o que é desenvolvido na seção em questão sobre convolução
e regularização. 
Isso não é verdade, em geral, para os espaços Wm,p(Ω). Só se pode afirmar o seguinte.
Proposição 1.21. O espaço C∞c (Rn) é denso em Wm,p(Rn), para p ∈ [1,∞).
Demonstração. Veja o teorema 9.2, na seção 1 do caṕıtulo 9 do livro de Brezis [3]. 
No entanto, os fechos de C∞c (Ω) nos espaços W
m,p(Ω) são importantes no estudo de EDPs,
por isso, definimos
Wm,p0 (Ω) = fecho de C
∞
c (Ω) em W
m,p(Ω).
Os espaços Wm,p0 (Ω) são subespaços fechados de espaços de Banach, portanto, são espaços de Banach.
Novamente, quando p = 2 escrevemos Hm0 (Ω) em vez de W
m,2
0 (Ω) e temos que H
m
0 (Ω) são espaços de
Hilbert.
Os duais dos espaços Wm,p0 (Ω) são denotados por W
−m,q(Ω). Em particular, os duais dos
Hm(Ω) são denotados por H−m(Ω).
Proposição 1.22 (Desigualdade de Poincaré). Seja p ∈ [1,∞) e Ω ⊂ Rn um conjunto aberto e
limitado. Existe uma constante C = C(p,Ω) > 0 tal que
‖u‖Lp(Ω) ≤ C ‖∇u‖Lp(Ω) , ∀u ∈W
1,p
0 (Ω).
Demonstração. Veja o corolário 9.19, na seção 4 do caṕıtulo 9 do livro de Brezis [3]. 
Observação 1.7. Segue da desigualdade de Poincaré que a expressão ‖∇u‖Lp(Ω) é uma norma em
W 1,p0 (Ω) equivalente a ‖u‖W 1,p(Ω). Em particular, em H10 (Ω), a expressão
(( u , v )) =
∫
Ω
∇u(x) · ∇v(x) dx
é um produto interno e induz a norma ‖∇u‖L2(Ω), que é equivalente a ‖u‖H1(Ω).

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Em relação aos espaços de Sobolev Wm,p(Rn), valem as imersões cont́ınuas
























que podem ser encontradas no caṕıtulo 9 do livro de Brezis [3].
Para os espaços de Sobolev Wm,p(Ω), se existir um prolongamento de Wm,p(Ω) em Wm,p(Rn),
isto é, um operador linear cont́ınuo
P : Wm,p(Ω) −→Wm,p(Rn)
tal que Pu(x) = u(x), para todo x ∈ Ω, então as imersões cont́ınuas (1.11) continuam valendo ao se
substituir Rn por Ω. Se, além de existir o operador P , o conjunto Ω é um aberto limitado então valem
as imersões compactas







, se p < n,
W 1,p(Ω) ⊂ Lq(Ω), ∀q ∈ [1,∞), se p = n,
W 1,p(Ω) ⊂ C(Ω), se p > n.
(1.12)
Em particular, vale a imersão compacta
W 1,p(Ω) ⊂ Lp(Ω). (1.13)
Vejamos quando tal operador prolongamento existe.
Se considerarmos os espaços Wm,p0 (Ω) então, dada u ∈W
m,p
0 (Ω), a extensão por zero fora de
Ω,
ũ(x) =
 u(x) , se x ∈ Ω,0 , se x /∈ Ω,
é um elemento de Wm,p(Rn), isto é, u 7→ ũ é um prolongamento de Wm,p0 (Ω) em Wm,p(Rn), sem
nenhuma exigência sobre a regularidade do conjunto Ω.
Quando se trata dos espaços Wm,p(Ω) não se pode mais simplesmente estender por zero fora
de Ω. Neste caso é necessária alguma regularidade sobre a fronteira do conjunto Ω.
Definição 1.20. Um subconjunto aberto e limitado de Rn, Ω, é dito localmente Lipschitz se cada ponto
x de sua fronteira tem uma vizinhança Ux tal a interseção da fronteira de Ω com Ux é o gráfico de uma
função Lipschitz.
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
Teorema 1.2. Fixado p ∈ [1,∞], se Ω ⊂ Rn é um conjunto aberto, limitado e localmente Lipschitz
então, para todo inteiro m ≥ 0, existe um operador linear limitado P : Wm,p(Ω)→Wm,p(Rn), chamado
de operador de extensão ou prolongamento, tal que
(Pu)|Ω = u
e existe uma constante positiva C = C(m, p) tal que
‖Pu‖Wm,p(Rn) ≤ C(m, p) ‖u‖Wm,p(Ω) .
Demonstração. Veja o teorema 5.24 do livro de Adams e Fournier [1] e a referência lá citada. 
O caso que mais nos interessa é o caso p = 2 e m = 1 com Ω aberto e limitado. Neste caso, se Ω
é localmente Lipschitz então, pelo teorema 1.2, existe um operador prolongamento P : H1(Ω)→ H1(Rn)
tal que
1. (Pu)|Ω = u;
2. ‖Pu‖L2(Rn) ≤ C(0, 2) ‖u‖L2(Ω);
3. ‖Pu‖H1(Rn) ≤ C(1, 2) ‖u‖H1(Ω).
Ainda para H1(Ω), com Ω localmente Lipschitz, temos as imersões cont́ınuas
Se n = 2 então H1(Ω) ⊂ Lq(Ω), q ∈ [2,∞);




Para H10 (Ω), com Ω um aberto qualquer, temos as imersões cont́ınuas
Se n = 2 então H10 (Ω) ⊂ Lq(Ω), q ∈ [2,∞);






V = {u ∈ C∞c (Ω)
∣∣ div u = 0},
e os espaços de Hilbert
H = fecho de V em L2(Ω),
e
V = fecho de V em H10 (Ω).
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Nas equações de Navier-Stokes, o tratamento da não-linearidade




é feito pelo estudo da forma















Considere o espaço de Banach
Ṽ = fecho de V em H10 (Ω) ∩ Ln(Ω).
Temos alguns resultados sobre a forma b.
Lema 1.1. Seja Ω ⊂ Rn um aberto, limitado ou não, com n qualquer. A forma b está bem definida, é
trilinear e cont́ınua em H10 (Ω)×H10 (Ω)×
(
H10 (Ω) ∩ Ln(Ω)
)
.
Demonstração. Veja o lema 1.1 no caṕıtulo 2 do livro de Temam [25]. 
Um caso particular do lema 1.1 é o seguinte.
Lema 1.2. Seja Ω ⊂ Rn um aberto, limitado ou não, com n qualquer. A forma b está bem definida, é
trilinear e cont́ınua em V ×V × Ṽ . Se Ω é limitado e n ≤ 4 então b é uma forma trilinear cont́ınua em
V × V × V .
Lema 1.3. Seja Ω ⊂ Rn um aberto qualquer. Temos que
1. b(u, v, v) = 0, ∀u ∈ V , ∀v ∈
(
H10 (Ω) ∩ Ln(Ω)
)
,
2. b(u, v, w) = −b(u,w, v), ∀u ∈ V , ∀v, w ∈
(
H10 (Ω) ∩ Ln(Ω)
)
.
Demonstração. Veja o lema 1.3 no caṕıtulo 2 do livro de Temam [25]. 
Pelos lemas 1.2 e 1.3, se Ω é limitado e n ≤ 4 então
1. b(u, v, v) = 0, ∀u, v ∈ V ,
2. b(u, v, w) = −b(u,w, v), ∀u, v, w ∈ V .
Em relação à norma ‖·‖L4(Ω) de uma função a valores reais, u ∈ H10 (Ω), temos o seguinte
resultado.
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Lema 1.4. Seja Ω ⊂ Rn um aberto qualquer,




L2(Ω) ,∀u ∈ H
1
0 (Ω);




L2(Ω) ,∀u ∈ H
1
0 (Ω).
Demonstração. Veja os lemas 3.4 e 3.5 no caṕıtulo 3 do livro de Temam [25]. 
Como H1(Rn) = H10 (Rn), segue do teorema 1.2 e do lema 1.4 que, para u ∈ H1(Ω),








≤MC ‖u‖αL2(Ω) C ‖u‖
1−α
H1(Ω)
onde M,C > 0 são constantes e α = 1/2 se n = 2 e α = 1/4 se n = 3.
Portanto, fica demonstrado o seguinte lema.
Lema 1.5. Seja Ω um aberto limitado localmente Lipschitz. Então existe uma constante β > 0
1. se n = 2 então




H1(Ω) ,∀u ∈ H
1(Ω);
2. se n = 3 então




H1(Ω) ,∀u ∈ H
1(Ω).
Utilizaremos também espaços de Sobolev com ordem de derivada fracionária, mais precisa-
mente os espaços de Hilbert Hs(Ω), com s > 0 um número real. Na publicação de Medeiros e Miranda
[10] pode-se encontrar uma definição dos espaços Hs(RN ) através da transformada de Fourier, sendo
estes espaços completos com a norma induzida pelo produto interno
( u , v )Hs(RN ) =
∫
RN
(1 + |x|2)su(x)v(x) dx
Mostra-se que quando s = m ∈ Z tem-se que o espaço Hs(RN ) coincide com o espaço de Sobolev
Hm(RN) definido no ińıcio da seção.
Os espaços Hs(Ω), para Ω um aberto limitado, são definidos como os espaços das restrições
de funções de Hs(RN ) a Ω. Mostra-se que quando s = m ∈ Z estes espaços coincidem com os espaços
Hm(Ω) desde que Ω admita um operador de extensão como no teorema 1.2.
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Outra definição dos espaços Hs(Ω) pode ser encontrada no livro [12]. É apresentada uma
definição dos espaços W s,p(Ω), com s > 0 ainda um número real. Estamos interessados no resultado
dado pelo teorema 4.54, no caṕıtulo 4 do livro [12], que nos garante que, para Ω ⊂ RN um aberto
limitado e localmente Lipschitz, com N = 2 ou 3, a imersão
H1/2(Ω) ⊂ L2(Ω)
é compacta.
Finalizaremos a seção com breves comentários e alguns resultados sobre os valores de funções
na fronteira de um conjunto que serão úteis no decorrer do trabalho. A prinćıpio, uma função de um
espaço de Sobolev pode não estar bem definida em conjuntos de medida nula, mas utilizando a densidade
de C∞(Ω) nos espaços de Sobolev é posśıvel definir o que seria a sua restrição à fronteira de um conjunto.
As definições das restrições à fronteira de funções em espaços de Sobolev bem como a caracterização
dos espaços aos quais pertencem estas restrições são conhecidas como teoremas de traço. Definamos os
espaços de funções definidas na fronteira.
No caso Ω = RN+ , ∂Ω =
{
(x′, 0)
∣∣∣ x′ ∈ RN−1}. Dada a função u definida em ∂Ω, se identifi-
camos u com a função x′ 7→ u(x′, 0) que vai de RN−1 para R temos que Lp(∂Ω) pode ser identificado a
Lp(RN−1). Nesse caso, definimos Hs(∂Ω) como Hs(RN−1).
Suponha que Ω é um aberto limitado do RN com fronteira localmente Lipschitz. Considere
um sistema de cartas locais de ∂Ω, isto é, {(U1, φ1), (U2, φ2), . . . , (Ul, φl)} sendo as φ−1j tais que aplicam
Uj ∩ ∂Ω sobre (0, 1)N−1 ×{0}. Considere também a partição da unidade σ1, . . . , σl ∈ C∞(RN ) tais que
supp(σj) ⊂ Uj e
l∑
j=1
σj(x) = 1, ∀x ∈ ∂Ω.
Dada uma função u definida na fronteira defina para cada j = 1, . . . , l
uj(x
′) =
 (σju)(φ−1(x′, 0)) , se x′ ∈ (0, 1)N−1 = Ω0,0 , se x′ ∈ RN−1 − Ω0.
Seja s > 0, definimos Hs(∂Ω) como o espaço das funções u definidas em ∂Ω tais que uj ∈ Hs(RN−1),
para todo j = 1, 2, . . . , l, que é completo em relação à norma induzida pelo produto interno
( u , v )Hs(∂Ω) =
l∑
j=1
( uj , vj )Hs(RN−1).
Chamaremos a restrição de uma função u à fronteira de um conjunto de traço de u e denota-
remos por γ0u. Devido à pouca regularidade da fronteira do conjunto tratemos da definição do traço
de funções de H1(Ω). No caso em que u ∈ C∞(Ω) definimos γ0u como sendo exatamente a restrição de
u à fronteira, u
∣∣∣
∂Ω
, que está bem definida. O próximo passo é o seguinte resultado.
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Proposição 1.23. Seja u ∈ C∞(Ω). Existe uma constante positiva independente de u tal que
‖γ0u‖H1/2(∂Ω) ≤ C ‖u‖H1(Ω) .
Demonstração. Veja a proposição 2.7.1 do livro de Medeiros e Miranda [10]. 




é cont́ınua. Como C∞(Ω) é denso em H1(Ω) (por causa do teorema de extensão 1.2), é resultado
conhecido da análise funcional que γ0 pode ser estendida a H
1(Ω) (teorema 2.7−11 do livro de Kreyszig
[21]). A extensão, que denotaremos ainda por γ0,
γ0 : H
1(Ω) −→ H1/2(∂Ω)




onde (uk) é uma sequência em C
∞(Ω) tal que lim
k→∞
uk = u.
Pode-se mostrar ainda o seguinte.
Teorema 1.3. A transformação linear cont́ınua
γ0 : H
1(Ω) −→ H1/2(∂Ω)
é sobrejetiva e possui uma inversa à direita linear cont́ınua, isto é, dada g ∈ H1/2(∂Ω) temos que existe
ug ∈ H1(Ω) tal que γ0ug = g e
‖ug‖H1(Ω) ≤ C ‖g‖H1/2(∂Ω) .
Além disso ker(γ0) = H
1
0 (Ω).
Demonstração. Consulte a seção 2.7 sobre teoremas de traço do livro de Medeiros e Miranda [10]. 
O teorema é útil para tratar de problemas de valores de contorno como, por exemplo, encontrar
a solução u ∈ H1(Ω) de




= g ∈ H1/2(∂Ω).
(1.16)
Temos que existe ug ∈ H1(Ω) tal que γ0ug = g e
‖ug‖H1(Ω) ≤ C ‖g‖H1/2(∂Ω) ,
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então podemos reescrever o problema como encontrar a solução u0 ∈ H1(Ω) de





Na forma variacional, procuramos u0 ∈ H10 (Ω) tal que
( ∇u0 , ∇v ) = 〈 f , v 〉+ ( ∇ug , ∇v ) , ∀v ∈ H10 (Ω).
Temos que esse problema tem solução única e podemos verificar substituindo v = u0 que
‖u0‖H1(Ω) ≤ C(‖f‖H−1(Ω) + ‖ug‖H1(Ω)).
Portanto, além da existência e unicidade de solução para o problema (1.16) obtemos a conti-
nuidade da solução em relação aos dados do problema. De fato,
‖u‖H1(Ω) = ‖u0 + ug‖H1(Ω)
≤ C(‖f‖H−1(Ω) + ‖ug‖H1(Ω)) + ‖ug‖H1(Ω)
≤ C(‖f‖H−1(Ω) + ‖g‖H1/2(∂Ω)).
De maneira mais geral, dada u ∈ W 1,p(Ω), temos que o traço de u, γ0u, pertence ao espaço
W 1−1/p,p(∂Ω). Veja o teorema 1.5 do livro de Girault e Raviart [15].
1.5 Espaços de Bochner
Nesta seção estamos interessados nos espaços das funções integráveis definidas em um intervalo
da reta e assumindo valores em espaços de Banach. Estes espaços são conhecidos como espaços de
Bochner e são muito úteis no tratamento de problemas de evolução, isto é, equações diferenciais parciais
com dependência no tempo.
Consideraremos funções definidas em um espaço de medida (X,X, µ) assumindo valores em
um espaço de Banach Y e faremos uso das funções simples para definir a integral, como na seção 1.2.
Analogamente à definição 1.15, uma função simples é uma função que assume apenas uma quantidade




yjχAj , yi ∈ Y, (1.17)
com Aj mensurável, para todo j, e Ai ∩Aj = ∅, se i 6= j.
Definição 1.21 (Funções fraca e fortemente mensuráveis). Seja (X,X, µ) um espaço de medida
e u uma função definida em X assumindo valores em um espaço de Banach Y . A função u é dita
fracamente mensurável se, para cada f ∈ Y ′, a função real dada por x 7→ f(u(x)) é mensurável.
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A função u é dita fortemente mensurável se existe uma sequência de funções simples que
converge qtp em X para u na topologia forte de Y , isto é,
lim
k→∞
‖u(x)− ϕk(x)‖Y = 0 qtp em X.

Definição 1.22 (Funções separáveis e quase separáveis). Uma função u : X −→ Y é dita separável
se a sua imagem,
{
u(x)
∣∣∣ x ∈ X}, é separável.




∣∣∣ x ∈ X −A0} é separável.

Proposição 1.24. Uma função u definida em X e assumindo valores em um espaço de Banach Y é
fortemente mensurável se, e somente se, é fracamente mensurável e quase separável.
Demonstração. Veja a seção 4 do caṕıtulo 5 do livro de Yosida [26]. 







Definamos a integral para funções Bochner integráveis.
Definição 1.23 (Funções Bochner integráveis). Diz-se que uma função u : X −→ Y é Bochner





‖u− ϕk‖Y dµ = 0.






























































converge fortemente em Y e definimos a integral de
uma função Bochner integrável u como∫
X





Também segue das contas acima que este limite não depende da sequência de funções simples que
aproxima a função u.
Proposição 1.25. Seja u : X −→ Y uma função fortemente mensurável, onde Y é um espaço de
Banach. Tem-se que u é Bochner integrável se, e somente se, a função real x 7→ ‖u(x)‖Y é integrável.









Demonstração. Veja a seção 5 do caṕıtulo 5 do livro de Yosida [26]. 
Proposição 1.26. Sejam W e Y espaços de Banach e T : W −→ Y uma transformação linear cont́ınua.
Se u : X −→W é uma função Bochner integrável então Tu : X −→ Y é Bochner integrável e∫
X




Demonstração. Veja a seção 5 do caṕıtulo 5 do livro de Yosida [26]. 
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Proposição 1.27. Sejam W e Y espaços de Banach e F : W −→ Y uma função cont́ınua. Se
u : X −→W é uma função fortemente mensurável então F (u) : X −→ Y é fortemente mensurável.
Demonstração. Se u é fortemente mensurável então existe uma sequência de funções simples (ϕk) tal
que
ϕk(x) −→ u(x) qtp
na topologia forte de W . Como F é cont́ınua, temos que
F (ϕk(x)) −→ F (u(x)) qtp









F (wj)χAj (x) + F (0)χA0 ,




Portanto, (F (ϕk)) é uma sequência de funções simples tal que
F (ϕk(x)) −→ F (u(x)) qtp
na topologia forte de Y , isto é, F (u) é fortemente mensurável. 
Voltamo-nos para o caso em que X = (a, b) é um intervalo qualquer de números reais, X é a
σ-álgebra de Lebesgue sobre os reais e µ é a medida de Lebesgue. Pela proposição 1.25 temos que se
u : (a, b) −→ Y é Bochner integrável então ‖u‖Y é integrável. Analogamente às funções integráveis da





onde dt denota a medida de Lebesgue em R, é uma seminorma. Também vale a seguinte proposição,
que decorre diretamente da proposição 1.14.
Proposição 1.28. Seja u : (a, b) −→ Y uma função Bochner integrável. Tem-se que u(t) = 0 qtp em
(a, b) se, e somente se, ∫ b
a
‖u(t)‖Y dt = 0.
Demonstração. De fato,∫ b
a
‖u(t)‖Y dt = 0⇐⇒ ‖u(t)‖Y = 0 qtp⇐⇒ u(t) = 0 qtp.

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Considere a relação de equivalência “∼” sobre funções definidas em (a, b) assumindo valores
em um espaço de Banach e fortemente mensuráveis dada por
f ∼ g ⇐⇒ f = g qtp em (a, b).
Podemos definir o espaço das funções integráveis como sendo o quociente
L1(a, b;Y ) =
{











De maneira mais geral, para p ∈ [1,∞), definimos o espaço das funções p-integráveis por
Lp(a, b;Y ) =
{













Para p =∞ definimos
L∞(a, b;Y ) =
{






equipado com a norma
‖u‖L∞(a,b;Y ) = sup
t∈(a,b)
ess ‖u(t)‖Y .
Se p = 2 e Y é um espaço de Hilbert então a norma ‖·‖L2(a,b;Y ) provém do produto interno
( u , v )L2(a,b;Y ) =
∫ b
a
( u(t) , v(t) )Y dt, ∀u, v ∈ L
2(a, b;Y ).
Em particular, os espaços Lp(0, T ;Lp(Ω)) podem ser identificados aos espaços Lp(Ω× (0, T ))
pelo teorema de Fubini.
Os espaços Lp(a, b;Y ), equipados com as respectivas normas ‖·‖Lp(a,b;Y ) são espaços de Ba-
nach. Em particular, se Y é um espaço de Hilbert então L2(a, b;Y ) é um espaço de Hilbert.
Podemos demonstrar que se Y é separável então Lp(a, b;Y ) é separável para p ∈ [1,∞). A
reflexibilidade e a caracterização dos duais dos espaços de Bochner são assuntos mais delicados.
Considere p, q ∈ (1,∞) tais que 1/p + 1/q = 1. Gostaŕıamos de identificar o dual de uma
espaço Lp(a, b;Y ) com o espaço Lq(a, b;Y ′). Isso é posśıvel se Y é um espaço de Banach reflexivo. Se
Y é um espaço de Banach reflexivo então cada funcional f ∈ (Lp(a, b;Y ))′ pode ser identificado a uma
função u ∈ Lq(a, b;Y ′) por
〈 f , v 〉 =
∫ b
a
〈 u(t) , v(t) 〉 dt,
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sendo ‖f‖(Lp(a,b;Y ))′ = ‖u‖Lq(a,b;Y ′). Com esta identificação podemos mostrar também que se Y é
reflexivo então Lp(a, b;Y ) é reflexivo, para p ∈ (1,∞).





pode ser identificado a uma função u ∈ L∞(a, b;Y ′) por
〈 f , v 〉 =
∫ b
a
〈 u(t) , v(t) 〉 dt,
sendo ‖f‖(L1(a,b;Y ))′ = ‖u‖L∞(a,b;Y ′), isto é, identifica-se o dual de L1(a, b;Y ) com o espaço L∞(a, b;Y ′).
No caso das funções reais definimos o espaço das distribuições em (a, b), D ′((a, b)), como o
espaço formado pelos funcionais lineares cont́ınuos em D((a, b)). De maneira mais geral, definimos o
espaço das distribuições a valores vetoriais, D ′((a, b);Y ), como o espaço formado pelas transformações
lineares cont́ınuas de D((a, b)) em Y .




f(t)φ(t) dt, ∀φ ∈ D((a, b)).
Também podemos falar da derivada de uma distribuição, dada u ∈ D ′(a, b;Y ), defina u′ ∈ D ′(a, b;Y )
por
〈 u′ , φ 〉 = −〈 u , φ′ 〉, ∀φ ∈ D((a, b)).
Lema 1.6. Seja Y um espaço de Banach e sejam u e g funções de L1(a, b;Y ). São equivalentes
1. u é qtp igual a uma primitiva de g, isto é,
u(t) = ξ +
∫ t
a
g(s) ds qtp em [a, b];






3. Para cada η ∈ Y ′,∫ b
a
〈 u(t) , η 〉ϕ′(t)dt = −
∫ b
a
〈 g(t) , η 〉ϕ(t)dt, ∀ϕ ∈ C∞c ((a, b)).
Além disso, se uma das condições acima é satisfeita então a função u é qtp igual a uma função
de C(a, b;Y ), isto é, u possui uma representante cont́ınua.
Demonstração. Veja o lema 1.1 do caṕıtulo 3 do livro de Temam [25]. 
Lema 1.7. Sejam X e Y espaços de Hilbert tais que
X ⊂ Y ⊂ X ′,
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sendo as inclusões cont́ınuas. Se u ∈ L2(0, T ;X) e u′ ∈ L2(0, T ;X ′) então u é qtp igual a uma função
cont́ınua de [0, T ] em Y , isto é, u ∈ C(0, T ;Y ). Além disso,
d
dt
‖u(t)‖Y = 2〈 u
′(t) , u(t) 〉.
Demonstração. Veja o lema 1.2, na seção 1 do caṕıtulo 3 do livro de Temam [25]. 
Para passar ao limite nos termos não lineares das equações são utilizados resultados de com-
pacidade do tipo Albin-Lions.
Sejam B0, B e B1 espaços de Banach com
B0
c
↪→ B ↪→ B1. (1.18)
Defina, para 1 ≤ p0 ≤ ∞ e 1 ≤ p1 ≤ ∞, o espaço
W (p0, p1) =
{
v ∈ Lp0(0, T ;B0)
∣∣∣ dv
dt
∈ Lp1(0, T ;B1)
}
(1.19)
equipado com a norma





Tem-se que W (p0, p1) é um espaço de Banach e que W (p0, p1) ⊂ Lp0(0, T ;B0) com imersão cont́ınua.
Um resultado clássico de Albin é
Teorema 1.4. Sejam p0, p1 ∈ (1,∞) e B0, B e B1 espaços de Banach, com B0 e B1 reflexivos satis-
fazendo (1.18). Então a imersão
W (p0, p1) ⊂ Lp0(0, T ;B)
é compacta.
Demonstração. Veja o teorema 2.1 do caṕıtulo 3 do livro de Temam [25]. 
Existe um resultado mais geral para espaços de Banach B0, B e B1 satisfazendo (1.18) e tais




‖v‖θB1 , ∀v ∈ B0. (1.20)
Teorema 1.5. Sejam B0, B e B1 espaços de Banach satisfazendo (1.18) e (1.20). Para 1 ≤ p0 ≤ ∞ e
1 ≤ p1 ≤ ∞,
1. se θ(1− 1/p1) ≤ (1− θ)/p0 então vale a imersão compacta
W (p0, p1) ⊂ Lp(0, T ;B), ∀p < p∗,
onde 1/p∗ = (1− θ)/p0 − θ(1− 1/p1);
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2. se θ(1− 1/p1) > (1− θ)/p0 então a imersão
W (p0, p1) ⊂ C(0, T ;B)
é compacta.
Demonstração. Veja o corolário 8 do artigo de Jacques Simon [24]. 
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Caṕıtulo 2
O MODELO SIMPLIFICADO DE ERICKSEN-LESLIE
Seja Ω ⊂ Rn um poĺıgono (n = 2) ou um poliedro (n = 3) aberto, conexo e limitado e seja T >
0. Considere as funções u : Ω×[0, T ) −→ Rn, representando a velocidade do fluido, d : Ω×[0, T ) −→ Rn,




O modelo de Ericksen-Leslie simplificado é
∂tu+ u · ∇u− ν∆u+∇p+ λ∇ · (∇d∇d) = 0 (2.1)
∇ · u = 0 (2.2)
|d| = 1, ∂td+ u · ∇d− γ∆d− γ |∇d|2 d = 0, (2.3)
com as condições iniciais e de contorno
u(x, 0) = u0(x), ∇ · u0(x) = 0 e d(x, 0) = d0(x) (2.4)
u(x, t) = 0, d(x, t) = l(x, t), para (x, t) ∈ ∂Ω× (0, T ), (2.5)
satisfazendo a condição de compatibilidade l(x, 0) = d0(x) em ∂Ω. A condição de |d| = 1 no modelo de
Ericksen-Leslie simplificado é dif́ıcil de tratar tanto do ponto de vista teórico quanto numérico [13], por
isso, utiliza-se uma versão penalizada deste modelo, com
|d| ≤ 1, ∂td+ u · ∇d− γ(∆d− fε(d)) = 0 (2.6)
no lugar de (2.3), onde fε = ε







E, como também já foi mencionado, o número ε > 0 é um parâmetro fixo de penalização.
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2.1 Existência de Solução para o Modelo Penalizado
Estuda-se o problema
∂tu+ u · ∇u− ν∆u+∇p+ λ∇ · (∇d∇d) = 0 (2.7)
∇ · u = 0 (2.8)
|d| ≤ 1, ∂td+ u · ∇d− γ(∆d− fε(d)) = 0, (2.9)
com
u(x, 0) = u0(x), ∇ · u0(x) = 0 e d(x, 0) = d0(x) (2.10)
u(x, t) = 0, d(x, t) = l(x, t), para (x, t) ∈ ∂Ω× (0, T ). (2.11)
Para tratar a condição de contorno não homogênea e dependente do tempo sobre d definimos









e d̂ = d− γd̃. Sobre o problema (2.12) temos o seguinte resultado.
Teorema 2.1. 1. Seja Ω um domı́nio localmente Lipschitz em R2 ou R3. Se f = 0 e g ∈ H1(∂Ω)
então d̃ ∈ H3/2(Ω) com dependência cont́ınua em g.
2. Seja Ω um poliedro localmente Lipschitz em R2 ou R3. Se f ∈ L3/2(Ω) e g ∈ H1(∂Ω) então
d̃ ∈ H3/2(Ω) com dependência cont́ınua em f e g.
Observação 2.1. Seja Ω um subconjunto aberto e limitado de R2 ou R3. Se Ω é convexo, f ∈ L2(Ω) e
g = 0 então d̃ ∈ H2(Ω). E se Ω é de classe C2, f ∈ L2(Ω) e g ∈ H3/2(Ω) então d̃ ∈ H2(Ω). Além disso,
se Ω é um poĺıgono (em R2) localmente Lipschitz, f ∈ L2(Ω) e g = 0 então d̃ ∈ H2(Ω). Em todos os
casos d̃ depende continuamente dos dados do problema, veja o livro de Grisvard [16].

O teorema 2.1 pode ser encontrado no artigo de Girault e Guillén-González [13] e implica
que se l ∈ H1(0, T ;H1(∂Ω)) então d̃ ∈ H1(0, T ;H3/2(Ω)) (por causa da equação que d̃ satisfaz e por
causa da equação que ∂td̃ satisfaz). Também segue deste teorema que se ∆d ∈ L2(0, T ;L2(Ω)) então







Note que o problema de encontrar d é equivalente ao de encontrar d̂, uma vez que d̃ é conhecida.
A vantagem do problema de encontrar d̂ é que d̂(t)
∣∣∣
∂Ω
= 0, para todo t ∈ [0, T ).
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Vejamos agora que tipo de solução procuraremos para (2.7)-(2.11). Começaremos por obter,
ainda que formalmente, uma desigualdade que será muito utilizada no decorrer do trabalho.
Multiplique (2.7) por u e integre sobre Ω:
( ∂tu , u ) + ( u · ∇u , u )− ν ( ∆u , u ) +
+ ( ∇p , u ) + λ ( ∇ · (∇d∇d)) , u ) = 0. (2.14)





















Como ∇ · u = 0, u(x, t) = 0 em ∂Ω× (0, T ) e






há algumas simplificações que podemos fazer em (2.14) e (2.15). Pelo lema 1.3 temos que
( u · ∇u , u ) = b(u, u, u) = 0.
Também vale que






























e ( ∆u , u ) = − ( ∇u , ∇u ).





‖u‖2L2(Ω) + ν ‖∇u‖L2(Ω) + λ
(
u , (∇d)T ∆d̂
)
= 0 (2.16)

































































+ λγ ‖fε(d)‖2L2(Ω) .
(2.19)
A desigualdade (2.19), como veremos posteriormente, sugere que podemos obter soluções u ∈ L∞(0, T ;H)∩
L2(0, T ;V ) e d ∈ L∞(0, T ;H1(Ω)).
Inicialmente, procuramos soluções fracas para (2.7)-(2.9). Suponha que as funções u, p e d
são soluções clássicas de (2.7)-(2.9), multiplicando (2.7) por v ∈ V , (2.9) por ϕ ∈ C∞c (Ω) e integrando
em Ω obtemos
( ∂tu , v ) + (( u , v )) + b(u, u, v) +
(
(∇d)T ∆d , v
)
= 0, ∀v ∈ V
e
( ∂td , ϕ ) + ( u · ∇d , ϕ ) + ( −∆d+ fε(d) , ϕ ) = 0, ∀ϕ ∈ C∞c (Ω).
Como mencionado anteriormente, se l ∈ H1(0, T ;H1(∂Ω)) e ∆d ∈ L2(0, T ;L2(Ω)) então d ∈ L2(0, T ;H3/2(Ω)).
Logo, por continuidade, as equações acima podem ser estendidas para toda v ∈ V e toda ϕ ∈ L2(Ω).
Assim, como
( ∂tu , v ) =
d
dt
( u , v ) e ( ∂td , ϕ ) =
d
dt
( d , ϕ ) ,
podemos considerar a seguinte formulação.
Problema 1. Encontrar u e d tais que
u ∈ L2(0, T ;V ), (2.20)
d ∈ L∞(0, T ;H1(Ω)), ∆d ∈ L2(0, T ;L2(Ω)), (2.21)
d
dt
( u , v ) + ν(( u , v )) + b(u, u, v) + λ
(
(∇d)T ∆d , v
)
= 0, ∀v ∈ V, (2.22)
d
dt
( d , ϕ ) + ( u · ∇d , ϕ ) + γ ( −∆d+ fε(d) , ϕ ) = 0, ∀ϕ ∈ L2(Ω), (2.23)
u(0) = u0 ∈ H, d(0) = d0 ∈ H1(Ω) e d
∣∣∣
∂Ω
= l ∈ H1(0, T ;H1(∂Ω)). (2.24)

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Por outro lado, note que se u e d são soluções de (2.20)-(2.23) então
d
dt
〈 u , v 〉 = 〈 −ν Au− Bu− λ Cd , v 〉, ∀v ∈ V,
d
dt
〈 d , ϕ 〉 = 〈 −u · ∇d+ ∆d− fε(d) , ϕ 〉, ∀ϕ ∈ L2(Ω),
onde 〈 Au , v 〉 = (( u , v )), 〈 Bu , v 〉 = b(u, u, v) e 〈 Cd , v 〉 =
(
(∇d)T ∆d , v
)
.
Proposição 2.1. Se u ∈ L2(0, T ;V ), d ∈ L2(0, T ;H3/2(Ω)) e ∆d ∈ L2(0, T ;L2(Ω)) então Au ∈
L2(0, T ;V ′), Bu ∈ L1(0, T ;V ′) e Cd ∈ L1(0, T ;V ′).
Demonstração. Para A, temos que
|〈 Au , v 〉| = |(( u , v ))| ≤ ‖u‖V ‖v‖V , ∀v ∈ V,
isto é,
‖Au‖V ′ ≤ ‖u‖V .
Decorre desta desigualdade que A : V −→ V ′ que faz u 7→ Au é uma transformação linear cont́ınua e
que Au ∈ L2(0, T ;V ′).
Para B, temos que
|〈 Bu , v 〉| = |b(u, u, v)| = |b(u, v, u)| ≤ C ‖u‖2V ‖v‖V ,
isto é,
‖Bu‖V ′ ≤ C ‖u‖
2
V .
Logo, B : V −→ V ′ que faz u 7→ Bu é uma função cont́ınua, de onde temos que é fortemente mensurável,
pela proposição 1.27, e Bu ∈ L1(0, T ;V ′).
Finalmente, para C, temos que
|〈 Cd , v 〉| =
∣∣∣( (∇d)T ∆d , v )∣∣∣ ≤ C ‖d‖H3/2(Ω) ‖∆d‖L2(Ω) ‖v‖V , ∀v ∈ V,
isto é
‖Cd‖V ′ ≤ C ‖d‖H3/2(Ω) ‖∆d‖L2(Ω) .
Dáı segue, analogamente à função Bu, que Cd ∈ L1(0, T ;V ′), como queŕıamos. 
Como
ν Au+ Bu+ λ Cd ∈ L1(0, T ;V ′),
u · ∇d+ γ(−∆d+ fε(d)) ∈ L1(0, T ;L2(Ω)),
V é reflexivo e L2(Ω) é identificado com seu dual, estamos na condição 3 do lema 1.6, logo,
∂tu ∈ L1(0, T ;V ′),
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∂tu+ ν Au+ Bu+ λ Cd = 0,
∂td ∈ L1(0, T ;L2(Ω))
e
∂td+ u · ∇d+ γ(−∆d+ fε(d)) = 0.
Além disso, ainda pelo lema 1.6, temos que u ∈ C(0, T ;V ′) e d ∈ C(0, T ;L2(Ω)), o que dá sentido às
condições iniciais em (2.24).
Uma formulação alternativa é a seguinte.
Problema 2. Encontrar u e d tais que
u ∈ L2(0, T ;V ), ∂tu ∈ L2(0, T ;V ′), (2.25)
d ∈ L∞(0, T ;H1(Ω)), ∂td ∈ L1(0, T ;L2(Ω)), ∆d ∈ L2(0, T ;L2(Ω)), (2.26)
∂tu+ ν Au+ Bu+ λ Cd = 0 qtp em (0, T ), (2.27)
∂td+ u · ∇d+ γ(−∆d+ fε(d)) = 0 qtp em (0, T ), (2.28)
u(0) = u0 ∈ H, d(0) = d0 ∈ H1(Ω) e d
∣∣∣
∂Ω
= l ∈ H1(0, T ;H1(∂Ω)). (2.29)

Os problemas 1 e 2 são equivalentes.
Note que o sistema de equações para d é satisfeito qtp em Ω × (0, T ). Procuram-se, então,
soluções “semi-fortes”, como definido a seguir.





Um par (u, d) é chamado de solução semi-forte em (0, T ) de (2.7)-(2.11) se
u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H)




∂t ( u , v ) + ν(( u , v )) + ( u · ∇u , v ) + λ
(
(∇d)T ∆d , v
)
= 0, ∀v ∈ V,
∂td+ u · ∇d+ γ (fε(d)−∆d) = 0, qtp em Ω× (0, T ),
u(0) = u0 e d(0) = d0.

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Observação 2.2. Uma solução semi-forte é uma solução de (2.7)-(2.11) no sentido que se u e d satis-
fazem
∂t ( u , v ) + ν(( u , v )) + ( u · ∇u , v ) + λ
(
(∇d)T ∆d , v
)
= 0, ∀v ∈ V,
então podemos recuperar a pressão utilizando o lema de De Rham (veja o caṕıtulo 1 do livro de Temam
[25]) ou o fato de que (H10 (Ω), L
2
0(Ω)) satisfaz a condição de inf-sup (veja a subseção sobre a condição
de inf-sup no próximo caṕıtulo). Obtemos assim que existe uma função p̃ ∈ H−1(0, T ;L2(Ω)), o dual
de H1(0, T ;L2(Ω)), satisfazendo
∂t ( u , v ) + ν(( u , v )) + ( u · ∇u , v )− ( p , ∇ · v ) + λ
(
(∇d)T ∆d , v
)
= 0, ∀v ∈ H10 (Ω),
. Fazendo





Com a regularidade da solução semi-forte, a condição |d(x, t)| ≤ 1 é obtida qtp pelo seguinte
prinćıpio do máximo.
Lema 2.1. Dada u ∈ L2(0, T ;V ), se |l(x)| ≤ 1 qtp em ∂Ω, |d0| ≤ 1 qtp em Ω e d ∈ L∞(0, T ;H1(Ω)) é
solução de
∂td+ u · ∇d− γ(∆d− fε(d)) = 0 qtp, (2.30)
com d(0) = d0 e ∆d ∈ L2(0, T ;L2(Ω)) então d verifica |d(x, t)| ≤ 1 qtp em (0, T )× Ω.
Demonstração. Tomando o produto interno de (2.30) por d e usando que ∆(d ·d) = 2∆d ·d+2∇d ·∇d
obtemos
∂t |d|2 + 2γfε(d) · d− γ∆ |d|2 + u · ∇(|d|2) ≤ 0.






























u · ∇ψ(d)ψ(d)dx = 0,
pelo lema 1.3, e que
fε(d) · d ψ(d) ≥ 0.
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Então, tomando o produto interno de L2(Ω) de (2.31) por ψ(d), obtemos
∂t ‖ψ(d)‖2L2(Ω) + 2γ ‖∇ψ(d)‖
2
L2(Ω) ≤ 0,
ou seja, ‖ψ(d(t))‖L2(Ω) = 0 qtp. 
Note que no lema 2.1 podemos trocar a função fε por
f̃ε(d) =
 fε(d) , se |d| ≤ 1,0 , se |d| > 1 (2.32)
e obter o mesmo prinćıpio do máximo. Logo, decorre do lema 2.1 que, ao trocar fε por f̃ε em (2.9),
obtemos um sistema equivalente a (2.7)-(2.11), com a vantagem de que f̃ é limitada. De fato,∣∣∣f̃ε(d)∣∣∣ ≤ 1
ε2
, ∀d ∈ Rn. (2.33)
Além disso, temos que
F̃ε(d) =
 Fε(d) , se |d| ≤ 1,0 , se |d| > 1 (2.34)
é tal que f̃ε(d) = ∇dF̃ε(d).
Com a substituição de fε por f̃ε, demonstraremos a existência de solução semi-forte (definição
2.1) global para o sistema penalizado (2.7)-(2.11) quando Ω ⊂ Rn, n = 2 ou 3, é um poĺıgono conexo,
limitado e localmente Lipschitz (definição 1.20). Neste texto, o termo “solução global” significa que,
dado T > 0 finito, pode-se mostrar que a solução está definida em [0, T ]. Para tanto, utilizaremos o
método de Faedo-Galerkin, isto é, discretizaremos todo o sistema (2.7)-(2.11) no espaço mantendo-o
cont́ınuo na variável temporal. As ideias são parecidas com as de [25] e [7].
Teorema 2.2. Sejam T > 0 e Ω ⊂ Rn, n = 2 ou 3, um poĺıgono conexo, limitado e localmente Lipschitz.
Dados u0 ∈ H, d0 ∈ H1(Ω) e l ∈ H1(0, T ;H1(Ω)) tais que d0
∣∣∣
∂Ω
= l(0) qtp em ∂Ω, |d0(x)| ≤ 1 qtp
em Ω e |l(x, t)| ≤ 1 qtp em (0, T ) × ∂Ω, existe um par (u, d), solução semi-forte em (0, T ) do modelo
penalizado (2.7)-(2.11).
A demonstração do teorema 2.2, dividida nas subseções que seguem, será feita em três passos:
solução de um problema aproximado, obtenção de estimativas a priori sobre as soluções aproximadas e
suas derivadas temporais e passagem ao limite. Em geral, a passagem ao limite é simples nos termos
lineares, nos termos não lineares a situação é bem mais complicada e são necessários resultados de
compacidade do tipo Albin-Lion como os teoremas 1.4 e 1.5.
2.1.1 Existência de solução para o sistema penalizado aproximado
Queremos encontrar u e d̂ tais que u(t) ∈ V e d̂(t) ∈ H10 (Ω). Os espaços V e H10 (Ω) são
separáveis, logo, podemos escolher {v1, . . . , vm, . . . }, um subconjunto de V enumerável e denso em V ,
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e {e1, . . . , em, . . . }, um subconjunto de H10 (Ω) enumerável e denso em H10 (Ω). Como V é denso em V ,
tome o conjunto {vj}j∈N tal que vj ∈ V , para todo j ∈ N.
Seja V m o subespaço de V gerado por {v1, . . . , vm} e seja Wm o subespaço de H10 (Ω) gerado








a discretização de (2.7)-(2.11) é a seguinte:

∂t ( um , v ) + ν(( um , v )) + ( um · ∇um , v ) +
+λ
(
(∇dm)T ∆d̂m , v
)





+ ( (um · ∇)dm , e ) +
(









com um(0) = u0m e d̂m(0) = d̂0m, onde dm = d̂m + d̃, u0m é a projeção de u0 em V
m e d̂0m é a projeção
de d̂0 em W
m.
Como queremos utilizar −∆d̂m como função teste na segunda equação de (2.36), para obter
uma desigualdade de energia como (2.19), devemos tomar o subconjunto denso e enumerável em H10 (Ω),
{e1, . . . , em, . . . }, como sendo o conjunto de autovalores do operador laplaciano, isto é,
ej ∈ H10 (Ω), ∆ej ∈ L2(Ω)
e
−∆ej = λjej .








Uma conta simples nos permite constatar que, em vez de verificar (2.36) para todas as funções
de V m e Wm, basta verificar (2.36) para cada elemento das bases de V m e Wm,
∂t ( um , vj ) + ν(( um , vj )) + ( um · ∇um , vj ) +
+λ
(
(∇dm)T ∆d̂m , vj
)





+ ( (um · ∇)dm , ej ) +
(







, j = 1, . . . ,m,
(2.37)
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com um(0) = u0m e d̂m(0) = d̂0m. Na verdade, (2.36) e (2.37) são equivalentes. Chamaremos (2.37) de
sistema aproximado.
Para cada m ∈ N, obtemos de (2.37) um sistema de EDOs nas variáveis ξjm e ηjm. Uma vez
que {v1, . . . , vm} e {e1, . . . , em} são LI, as matrizes quadradas A e D com componentes Aij = ( vi , vj )
e Dij = ( ei , ej ) são inverśıveis, logo, podemos colocar o sistema de EDOs (2.37) na sua forma usual

∂tξ1m(t) = g1(ξ1,m(t), . . . , ξmm(t), η1m(t), . . . , ηmm(t), t)
...
∂tξmm(t) = gm(ξ1,m(t), . . . , ξmm(t), η1m(t), . . . , ηmm(t), t)
∂tη1m(t) = h1(ξ1,m(t), . . . , ξmm(t), η1m(t), . . . , ηmm(t), t)
...
∂tηmm(t) = hm(ξ1,m(t), . . . , ξmm(t), η1m(t), . . . , ηmm(t), t)
ξjm(0) = ξ
0
jm, j = 1, . . . ,m
ηjm(0) = η
0









As funções g1, . . . , gm são produtos entre as variáveis ξjm, ηjm, j = 1, . . . ,m, e as partes
dependentes do tempo, que são d̃ ou alguma derivada de primeira ordem de d̃; d̃ e ∇d̃ são Lipschitz em
relação a t, pois d̃ ∈ H1(0, T ;H1(Ω)) (lema 1.6).
Nas funções h1, . . . , hm também aparecem estes termos cont́ınuos e localmente Lipschitz, mas




, que depende do tempo e tem regularidade L2((0, T )).
Neste caso, para garantir a existência de solução para o sistema aproximado utilizamos o resultado de
existência de solução conhecido como teorema de Carathéodory, que pode ser encontrado no livro de
Coddington e Levinson [9]. Mais precisamente, veja o teorema 1.1 do caṕıtulo 2 do livro de Coddington
e Levinson [9].
Decorre do teorema de Carathéodory que o sistema de EDOs (2.38) tem solução local e uni-
formemente cont́ınua em [0, τ ] ⊂ [0, T ] e pode ser estendida a um intervalo maximal [0, τm] ⊂ [0, T ].
Logo, existe (um, d̂m) solução de (2.37) definida em [0, τm], que chamaremos de solução aproximada.
Pelas estimativas a priori sobre ‖um(t)‖2L2(Ω) e
∥∥∥∇d̂m(t)∥∥∥2
L2(Ω)
, que serão obtidas na próxima subseção,
segue que o intervalo maximal de definição das soluções aproximadas é [0, T ].
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2.1.2 Estimativas a priori independentes de m
A regularidade das soluções aproximadas é suficiente para se obter a desigualdade de energia





























































ds ≤ ∞, para t ∈ (0, T ),
pois ∂td̃ ∈ L2(0, T ;L2(Ω)), lim
m→∞
u0m = u0 em V e lim
m→∞
d̂0m = d̂0 em H
1
0 (Ω), pois são projeções, temos
que o lado direito de (2.40) é limitado por uma constante C independente de m.
Todos os termos do lado esquerdo de (2.40) são positivos, então, ao omitir alguns destes




≤ C, qtp em (0, T ).
Desta desigualdade é posśıvel concluir que
um é limitada em L
∞(0, T ;H) (2.41)
e que
d̂m é limitada em L
∞(0, T ;H10 (Ω)), (2.42)
lembrando que essas limitações são uniformes em m, isto é, não dependem de m.
Integrando (2.39) de 0 a T obtemos
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Pelo mesmo racioćınio aplicado a (2.40), conclúımos que o lado direito de (2.43) é limitado pela mesma










Desta desigualdade é posśıvel concluir que
um é limitada em L
2(0, T ;V ) (2.44)
e que
∆d̂m é limitada em L
2(0, T ;L2(Ω)), (2.45)
sendo que, novamente, essas limitações são uniformes em m.








, qtp em (0, T ). (2.46)
Portanto, de (2.41), (2.42), (2.44), (2.45) e (2.46) temos que
um é limitada em L
∞(0, T ;H) ∩ L2(0, T ;V ), (2.47)
d̂m é limitada em L
∞(0, T ;H10 (Ω)) ∩ L2(0, T ;H3/2(Ω)) (2.48)
e
∆d̂m é limitada em L
2(0, T ;L2(Ω)), (2.49)
uniformemente em relação a m.
2.1.3 Estimativas a priori independentes de m para as derivadas temporais
Para usar os resultados de compacidade dados pelos teoremas 1.4 e 1.5, além das limitações
(2.47) e (2.48), precisamos de limitações independentes de m convenientes sobre as derivadas temporais
de um e d̂m.
Isolando a derivada temporal na equação (2.7) obtemos
〈 ∂tum , v 〉 = −ν〈 Aum , v 〉+ 〈 Bum , v 〉+ λ〈 Cdm , v 〉. (2.50)
Como já foi mencionado na demonstração da proposição 2.1, temos que
‖Aum‖V ′ ≤ ‖um‖V ,




‖Cdm‖V ′ ≤ C ‖dm‖H3/2(Ω) ‖∆dm‖L2(Ω) ,
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dáı, pelas limitações (2.47), (2.48) e (2.49),
Aum é limitada em L2(0, T ;V ′), (2.51)
Bum é limitada em L1(0, T ;V ′), (2.52)
e
Cdm é limitada em L1(0, T ;V ′). (2.53)
Portanto, de (2.50) e das limitações (2.51), (2.52) e (2.53) conclúımos que
∂tum é limitada em L
1(0, T ;V ′). (2.54)
Isolando agora a derivada temporal na equação (2.9) obtemos





Como ∂td̃ ∈ L2(0, T ;H3/2(Ω)) é fixa e a limitação de f̃ε(dm) − ∆d̂m em L2(0, T ;L2(Ω)) é conhecida,
resta-nos apenas limitar u · ∇dm. Infelizmente, esta limitação não pode ser feita na norma de L2(Ω),
então, teremos que ver um ·∇dm como uma função a valores em um espaço menos regular do que L2(Ω).
Tratemos de limitar um · ∇dm como função a valores em L4/3(Ω):



















Como Didmj ∈ L2(Ω) e umi ∈ H10 (Ω) ⊂ L4(Ω) temos que (Didmj )2/3 ∈ L3(Ω) e (umi)2/3 ∈ L6(Ω). Dáı,
pela desigualdade de Hölder,∫
Ω









E, como a norma de cada componente é menor do que a norma do vetor segue que∫
Ω







|um · ∇dm|4/3Rn dx
)3/4
≤ C3/4 ‖um‖L4(Ω) ‖∇dm‖
1/2
L2(Ω) .
Utilizando o lema 1.4, se n = 2 então
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Dáı, ∫ T
0
‖um · ∇dm‖4L4/3(Ω) dt ≤ 2C




L2(0,T ;V ) .
Analogamente, se n = 3 então








‖um · ∇dm‖8/3L4/3(Ω) dt ≤ 2




L2(0,T ;V ) .
Portanto, pelas limitações (2.47) e (2.48) temos que
∂td̂m é limitada em L
2(0, T ;L2(Ω)) + Lp(0, T ;L4/3(Ω)),
p = 4, se n = 2, e p = 8/3, se n = 3.
(2.56)
Mas Lp(0, T ;L4/3(Ω)) está imerso continuamente em L2(0, T ;L4/3(Ω)), quando p > 2, isto é,
‖u‖L2(0,T ;L4/3(Ω)) ≤ C ‖u‖Lp(0,T ;L4/3(Ω)) , ∀u ∈ L
p(0, T ;L4/3(Ω)).
Logo, se um ·∇dm é limitada em Lp(0, T ;L4/3(Ω)) então também é limitada em L2(0, T ;L4/3(Ω)). Como
Ω é limitado, também temos que L2(Ω) esta imerso continuamente em L4/3(Ω), isto é,
‖u‖L4/3(Ω) ≤ C ‖u‖L2(Ω) , ∀u ∈ L
2(Ω).




também é limitada em L2(0, T ;L4/3(Ω)).
Portanto, conseguimos a limitação
∂td̂m é limitada em L
2(0, T ;L4/3(Ω)). (2.57)
2.1.4 Convergência em m e passagem ao limite
Uma vez que V é um espaço de Hilbert temos que L2(0, T ;V ) é um espaço de Hilbert e,
portanto, é reflexivo. Logo, pela limitação uniforme (2.47) e pela proposição 1.9 temos que existe uma
subsequência da sequência (um), que denotaremos por (um), tal que
um → u em L2(0, T ;V ) na topologia fraca. (2.58)
Como H é um espaço de Hilbert separável temos que H é, em particular, um espaço de Banach reflexivo
e separável. Porque H é reflexivo podemos identificar L∞(0, T ;H) com o dual do espaço L1(0, T ;H) e,
Caṕıtulo 2. O Modelo Simplificado de Ericksen-Leslie 55
porque H é separável, temos que L1(0, T ;H) é separável, isto é, L∞(0, T ;H) é o dual de um espaço de
Banach separável. Então, segue da limitação uniforme (2.47) e da proposição 1.10 que, passando a uma
subsequência de (um), ainda denotada por (um), se necessário,
um → u∗ em L∞(0, T ;H) na topologia fraca*. (2.59)
Note que (2.58) significa que, fixada v ∈ L2(0, T ;H),∫ T
0
( u− um , v ) dt
m→∞−→ 0. (2.60)
E (2.59) significa que, fixada v ∈ L1(0, T ;H),∫ T
0
( u∗ − um , v ) dt
m→∞−→ 0. (2.61)
Logo, de (2.60) e (2.61) temos que∫ T
0
( u− u∗ , v ) dt = 0, ∀v ∈ L2(0, T ;H),
Tomando v(t) = u(t) − u∗(t) temos que u(t) = u∗(t), qtp em [0, T ], isto é, u = u∗ ∈ L∞(0, T ;H) ∩
L2(0, T ;V ).
Portanto, podemos dizer que existem uma subsequência da sequência (um), ainda denotada
por (um), e u ∈ L∞(0, T ;H) ∩ L2(0, T ;V ) tais que
um → u fraco* em L∞(0, T ;H) e fraco em L2(0, T ;V ). (2.62)
Além disso, de (2.47) e (2.54) temos que
um é limitada em L
2(0, T ;V )
e
∂tum é limitada em L
1(0, T ;V ′),
com as imersões cont́ınuas
V ⊂ H ⊂ V ′
e a imersão compacta V ⊂ H, isto é, (1.18) é satisfeita. Com a limitação de ∂tum em L1(0, T ;V ′) não
podemos utilizar o teorema 1.4, a ideia é utilizar o teorema 1.5. Neste caso, precisamos mostrar que V ,
H e V ′ satisfazem (1.20).
Pela identificação de V com um subespaço de V ′ dada por




L2(Ω) = ( u , u ) = 〈 u , u 〉 ≤ ‖u‖V ′ ‖u‖V ,







mostrando que (1.20) é satisfeita.
Portanto, podemos utilizar o teorema 1.5 para concluir que existe uma subsequência de (um)
que converge em L2(0, T ;H) na topologia forte. Utilizando o racioćınio empregado para demonstrar
que u em (2.58) e u∗ em (2.59) são a mesma função pode-se mostrar que, passando a uma subsequência,
se necessário,
um → u fraco* em L∞(0, T ;H), fraco em L2(0, T ;V ) e forte em L2(0, T ;H). (2.63)
Analogamente à sequência (um), temos que L
∞(0, T ;H1(Ω)) é o dual de um espaço de Banach
separável e L2(0, T ;H3/2(Ω)) é um espaço de Hilbert e, portanto, é reflexivo. Logo, pelas limitações
uniformes (2.48) e pelas proposições 1.9 e 1.10 temos que existe uma subsequência da sequência (d̂m),
ainda denotada por (d̂m), tal que
d̂m −→ d̂ fraco* em L∞(0, T ;H1(Ω)) e fraco em L2(0, T ;H3/2(Ω)). (2.64)
Além disso, por (2.48) e (2.57) temos que
d̂m é limitada em L
2(0, T ;H3/2(Ω))
e
∂td̂m é limitada em L
2(0, T ;L4/3(Ω)),
com as imersões cont́ınuas
H3/2(Ω) ⊂ H1(Ω) ⊂ L4/3(Ω)
e a imersão compacta H3/2(Ω) ⊂ H1(Ω), isto é, (1.18) é satisfeita. Temos também que H3/2(Ω) e
L4/3(Ω) são reflexivos.
Portanto, podemos aplicar o teorema 1.4 para concluir que existe uma subsequência de (d̂m)
que converge em L2(0, T ;H1(Ω)) na topologia forte. Logo, passando a uma subsequência, se necessário,
d̂m → d̂ fraco* em L∞(0, T ;H1(Ω)), fraco em L2(0, T ;H3/2(Ω)) e forte em L2(0, T ;H1(Ω)). (2.65)
Por (2.49) e pela proposição 1.9 temos que, passando a uma subsequência, se necessário,
∆d̂m → D fraco em L2(0, T ;L2(Ω)). (2.66)
Mas, da convergência forte em (2.65), temos que∫ T
0
〈 ∆d̂m , ψ 〉 dt = −
∫ T
0
(( d̂m , ψ )) dt −→−
∫ T
0




〈 ∆d̂ , ψ 〉 dt,
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para toda ψ ∈ C∞c (Ω× (0, T )). Da convergência (2.66) segue que∫ T
0
〈 ∆d̂m , ψ 〉 dt −→
∫ T
0
〈 D , ψ 〉 dt
para toda ψ ∈ C∞c (Ω× (0, T )). Logo,∫ T
0
〈 ∆d̂ , ψ 〉 dt =
∫ T
0
〈 D , ψ 〉 dt, ∀ψ ∈ C∞c (Ω× (0, T ))
e segue do lema de Du Bois Raymond (proposição 1.18) que
∆d̂ = D qtp em Ω× (0, T ),
isto é,
∆d̂ = D.
Finalmente, podemos concluir que, passando a uma subsequência, se necessário,
∆d̂m → ∆d̂ fraco em L2(0, T ;L2(Ω)). (2.67)
Utilizando as convergências (2.63), (2.65) e (2.67) e as ideias em [25], passemos ao limite em








(( um , vj ))ϕ(t) dt+
∫ T
0





(∇dm)T ∆d̂m , vj
)
ϕ(t) dt = 0, ∀ϕ ∈ C∞c ((0, T )), j = 1, . . . ,m.



























( um , vj )ϕ
′(t) dt
é um funcional linear em L2(0, T ;V ) para toda vj ∈ V e toda ϕ ∈ C∞c ((0, T )), logo, a convergência






( um , vj )ϕ
′(t) dt = −
∫ T
0
( u , vj )ϕ
′(t) dt.
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E assim procedemos para os demais termos bilineares.
As convergências fracas junto com as convergências fortes são suficientes para os termos∫ T
0









De fato, considere o termo ∫ T
0
( um · ∇um , vj )ϕ(t) dt.
Temos que ∫ T
0




































(u)k(Dkvj)l[(um)l − (u)l] dx dt
e conclúımos que cada termo do lado direito da equação converge a zero utilizando as convergências





( um · ∇um , vj )ϕ(t) dt =
∫ T
0
( u · ∇u , vj )ϕ(t) dt.
E assim procedemos para o termo trilinear restante.








(( u , vj ))ϕ(t) dt+
∫ T
0





(∇d)T ∆d̂ , vj
)
ϕ(t) dt = 0, ∀ϕ ∈ C∞c ((0, T )), j ∈ N.
A equação vale para todo j ∈ N, logo, vale para qualquer combinação linear dos elementos vj , ou seja,





( u , v )ϕ′(t) dt+ ν
∫ T
0
(( u , v ))ϕ(t) dt+
∫ T
0





(∇d)T ∆d̂ , v
)
ϕ(t) dt = 0, ∀v ∈ V, ∀ϕ ∈ C∞c ((0, T )),
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que é equivalente a (2.22).























ϕ(t) dt, ∀ϕ ∈ C∞c ((0, T )), j = 1, . . . ,m.




















As convergências fracas junto com as convergências fortes são suficientes para os termos∫ T
0
(
































ϕ(t) dt, ∀ϕ ∈ C∞c ((0, T )), j ∈ N.
A equação vale para todo j ∈ N, logo, vale para qualquer combinação linear dos elementos ej e, então,























ϕ(t) dt, ∀e ∈ L2(Ω), ∀ϕ ∈ C∞c ((0, T )),
que é equivalente a (2.23).
Ainda com as ideias de [25], pode-se verificar que u(0) = u0 e d(0) = d0, mostrando que (u, d)
é solução do problema 1. De fato, a passagem ao limite foi feita considerando-se ϕ ∈ C∞c ((0, T )), mas









(( um , vj ))ϕ(t) dt+
∫ T
0





(∇dm)T ∆d̂m , vj
)
ϕ(t) dt = ( u0m , vj )ϕ(0).
60 Sobre a Unicidade de Solução para o Modelo Penalizado
Utilizando as convergências fracas e fortes já obtidas e o fato de que u0m → u0 em L2(0, T ;H) podemos




( u , v )ϕ′(t) dt+ ν
∫ T
0
(( u , v ))ϕ(t) dt+
∫ T
0





(∇d)T ∆d̂ , v
)
ϕ(t) dt = ( u0 , v )ϕ(0),
(2.68)




( u , v )ϕ′(t) dt+ ν
∫ T
0
(( u , v ))ϕ(t) dt+
∫ T
0





(∇d)T ∆d̂ , v
)
ϕ(t) dt = ( u(0) , v )ϕ(0),
(2.69)
para toda v ∈ V . Subtraindo (2.68) de (2.69) obtemos
( u(0)− u0 , v )ϕ(0) = 0, ∀v ∈ V.
Escolhendo ϕ ∈ C1((0, T )) tal que ϕ(0) 6= 0 temos que
( u(0)− u0 , v ) = 0, ∀v ∈ V.
Pela densidade de V em H obtemos
( u(0)− u0 , v ) = 0, ∀v ∈ H
e, então, tomando v = u(0)− u0 conclúımos que u(0) = u0.




e d(0) = d0.
Portanto, as funções u e d também satisfazem as condições iniciais e de contorno e fica de-
monstrado o teorema 2.2.
Observação 2.3. Note que, uma vez que ∂td̃ ∈ L∞(0, T ;H3/2(Ω)), a maior dificuldade da passagem
ao limite é a obtenção da compacidade da sequência (d̂m) em L
2(0, T ;H1(Ω)). Para tanto, utilizou-se
o teorema 2.1 para limitar d̂ em L2(0, T ;H3/2(Ω)). Mas, em vista do teorema 2.1 e da observação 2.1,
podeŕıamos considerar Ω como sendo um subconjunto aberto, localmente Lipschitz e convexo de Rn ou
um subconjunto aberto de classe C2 de Rn e obteŕıamos o mesmo resultado de compacidade. Portanto,
obteŕıamos o mesmo resultado de existência de solução.

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2.2 Sobre a Unicidade de Solução para o Modelo Penalizado
A existência de solução fraca para as equações de Navier-Stokes é garantida para um conjunto
limitado, conexo e localmente Lipschitz, Ω ⊂ RN , para qualquer N ∈ N, veja a seção 4 do caṕıtulo 3
do livro de Temam [25]. Para N ≤ 4, as imersões de Sobolev (1.11) nos permitem utilizar as mesmas
técnicas empregadas na demonstração do teorema 2.2 para demonstrar a existência de uma solução
u ∈ L∞(0, T ;H) ∩ L2(0, T ;V ) para as equações de Navier-Stokes. A existência dessa solução é dada
pelo teorema 3.1, caṕıtulo 3 do livro de Temam [25].
Na sequência do livro de Temam [25] pode-se acompanhar uma breve discussão sobre a unici-
dade da solução. Para N = 2, garante-se que a solução dada pelo teorema 3.1 é única, mas, para N = 3,
a unicidade da solução dada pelo teorema 3.1 é um problema não resolvido. A regularidade da solução
para a qual se garante a unicidade é maior do que a regularidade da solução dada pelo resultado de
existência.
Quando se trata do modelo penalizado (2.7)-(2.11) a situação é parecida. O resultado de
existência, teorema 2.2, nos garante a existência de uma solução semi-forte (definição 2.1) para N = 2
ou 3, mas a unicidade de solução é demonstrada apenas para funções mais regulares, como se pode ver
no artigo de Guillén-González, Rodŕıguez-Bellido e Rojas-Medar [17]. Para o caso N = 2 existe um
resultado de unicidade de solução no artigo de Lin e Liu [22]. Em ambos os artigos se supõe que os
conjuntos são suficientemente regulares. Gostaŕıamos de demonstrar que a solução dada pelo teorema
2.2 é única quando N = 2 sem assumir mais regularidade para as soluções ou sobre a fronteira do
conjunto Ω.
Suponha que (u1, d1) e (u2, d2) são soluções semi-fortes de (2.7)-(2.11) com os mesmos dados
iniciais e de contorno, isto é, (u1, d1) satisfaz
( ∂tu1 , v ) + ν(( u1 , v )) + b(u1, u1, v) + λ
(
(∇d1)T ∆d1 , v
)
= 0, ∀v ∈ V,
( ∂td1 , e ) + ( (u1 · ∇)d1 , e ) + γ ( −∆d1 + fε(d1) , e ) = 0, ∀e ∈ L2(Ω),
e (u2, d2) satisfaz
( ∂tu2 , v ) + ν(( u2 , v )) + b(u2, u2, v) + λ
(
(∇d2)T ∆d2 , v
)
= 0, ∀v ∈ V,
( ∂td2 , e ) + ( (u2 · ∇)d2 , e ) + γ ( −∆d2 + fε(d2) , e ) = 0, ∀e ∈ L2(Ω).
Antes de prosseguir, vejamos qual a regularidade das soluções, façamos a análise para (u1, d1). Gos-
taŕıamos que fosse ∂tu1 ∈ L2(0, T, V ′) para podermos utilizar o lema 1.7 e escrevermos
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Lema 2.2. Seja (u1, d1) é uma solução semi-forte do modelo penalizado. Se d1 é tal que d̂1 ∈
L2(0, T ;H2(Ω)) então
∂tu1 ∈ L2(0, T ;V ′).
Demonstração. Temos que u1 ∈ L∞(0, T ;H)∩L2(0, T ;V ) e ∂tu1 ∈ L1(0, T ;V ′), pela proposição 2.1.
Nessa proposição mostramos que Au1 ∈ L2(0, T ;V ′) e que Bu1, Cd1 ∈ L1(0, T ;V ′). Quando N = 2, é
posśıvel melhorar a regularidade de Bu1. De fato,
|〈 Bu1(t) , v 〉| = |b(u1(t), u1(t), v)| = |b(u1(t), v, u1(t))|
≤ C ‖u1(t)‖2L4(Ω) ‖v‖V
≤ C ‖u1(t)‖H ‖u1(t)‖V ‖v‖V ,
logo, Bu1 ∈ L2(0, T ;V ′). Resta-nos apenas melhorar a regularidade do termo Cd1. É nesse ponto que é









= ( ∇d1 ∇d1 , ∇v )
=
(













∇d̃1 ∇d̃1 , ∇v
)
.
Com a regularidade adicional d̂1 ∈ L2(0, T ;H2(Ω)) obtemos∣∣∣〈 Cd̂1(t) , v 〉∣∣∣ = ∣∣∣b(v, d̂1(t),∆d̂1(t))∣∣∣ = ∣∣∣( ∇ · (∇d̂1 ∇d̂1) , v )∣∣∣
=











Como d̃ ∈ L∞(0, T ;H3/2(Ω)), estimar os outros termos é mais simples. Então obtemos Cd1 ∈ L2(0, T ;V ′),
concluindo a demonstração. 
Seja u = u2 − u1 e d = d2 − d1. Então
( ∂tu , v ) + ν(( u , v )) + b(u2, u2, v)− b(u1, u1, v) + λ
(
b(v, d2,∆d2)− b(v, d1,∆d1)
)
= 0,
( ∂td , e ) + b(u2, d2, e)− b(u1, d1, e) + γ ( −∆d+ fε(d2)− fε(d1) , e ) = 0,
com u(0) = 0, d(0) = 0, u(t)
∣∣∣
∂Ω
= 0 e d(t)
∣∣∣
∂Ω
= 0. Além disso,
d = d̂2 − d̂1 ∈ L2(0, T ;H2(Ω)).
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Tome v = u(t) e e = −λ∆d(t), para quase todo t ∈ [0, T ],
( ∂tu , u ) + ν(( u , u )) + b(u2, u2, u)− b(u1, u1, u) + λ
(
b(u, d2,∆d2)− b(u, d1,∆d1)
)
= 0,
−λ ( ∂td , ∆d )− λ
(
b(u2, d2,∆d)− b(u1, d1,∆d)
)
+ γλ ‖∆d‖2L2(Ω) − γλ ( fε(d2)− fε(d1) , ∆d ) = 0.
Temos que
b(u2, u2, u)− b(u1, u1, u) = b(u2, u, u) + b(u, u1, u) = b(u, u1, u).
Quando somamos as duas equações aparece o termo
b(u, d2,∆d2)− b(u, d1,∆d1)− b(u2, d2,∆d) + b(u1, d1,∆d) = b(u2, d,∆d1)− b(u1, d,∆d2)
= b(u, d,∆d1)− b(u1, d,∆d).










‖∇d(t)‖2L2(Ω) + ν ‖∇u(t)‖
2
L2(Ω) + γλ ‖∆d(t)‖
2
L2(Ω) =
= γλ ( fε(d2)− fε(d1) , ∆d )− b(u, u1, u)− λb(u, d,∆d1) + λb(u1, d,∆d).
(2.70)
Precisamos estimar de forma conveniente os termos do lado direito da equação.
O primeiro termo pode ser estimado por











O segundo termo pode ser estimado utilizando as imersões de Sobolev e o lema 1.4,
|b(u, u1, u)| ≤ C ‖u‖2L4(Ω) ‖∇u1‖L2(Ω)









O terceiro termo pode ser estimado da mesma forma, utilizando o lema 1.5,
|b(u, d,∆d1)| ≤ ‖u‖L4(Ω) ‖∇d‖L4(Ω) ‖∆d1‖L2(Ω)
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Analogamente, estimamos o quarto termo por
|b(u1, d,∆d)| ≤ ‖u1‖L4(Ω) ‖∇d‖L4(Ω) ‖∆d‖L2(Ω)
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Integrando de 0 a t ∈ [0, T ] e utilizando o fato de que u(0) = 0, d(0) = 0, E1(t) > 0 e E2(t) > 0 obtemos
‖u(t)‖2L2(Ω) + λ ‖∇d(t)‖
2
L2(Ω) ≤ 0. (2.73)
Conclúımos de (2.73) que
‖u(t)‖2L2(Ω) = 0,
ou seja, u = 0, e
‖∇d(t)‖2L2(Ω) = 0,
que implica que d = 0, porque d(t) ∈ H10 (Ω).
Portanto, pelo que foi exposto, está demonstrado o seguinte resultado.
Teorema 2.3. Seja Ω ⊂ R2 um aberto qualquer. Se (u1, d1) e (u2, d2) são soluções semi-fortes do
modelo penalizado tais que d̂1, d̂2 ∈ L2(0, T ;H2(Ω)) então u1 = u2 e d1 = d2.
Em particular, em vista da observação 2.1, vale o seguinte resultado.
Corolário 2.1. Seja Ω ⊂ R2 um poĺıgono localmente Lipschitz, ou um subconjunto localmente Lipschitz
convexo ou uma aberto conexo de classe Cm, com m ≥ 2. A solução dada pelo teorema 2.2 é única.
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Caṕıtulo 3
APROXIMAÇÃO PELO MÉTODO DOS ELEMENTOS
FINITOS
Demonstrada a existência de solução para o modelo penalizado (2.7)-(2.11), trabalharemos
com a sua aproximação pelo método dos elementos finitos. Analogamente ao que foi feito no caṕıtulo
2, consideramos o sistema equivalente, com f̃ε no lugar de fε (definição em (2.32)),
∂
∂t
u+ (u · ∇)u− ν∆u+∇p+ λ∇ · (∇d∇d) = 0 (3.1)
∇ · u = 0 (3.2)
|d| ≤ 1, ∂
∂t
d+ (u · ∇)d− γ(∆d− f̃ε(d)) = 0 (3.3)
u(x, 0) = u0(x), ∇ · u0(x) = 0 e d(x, 0) = d0(x) (3.4)
u(x, t) = 0, d(x, t) = l(x, t), para (x, t) ∈ ∂Ω× (0, T ) (3.5)
e as funções d̃, solução de (2.12), e d̂ = d − γd̃ para tratar da condição de contorno não homogênea e
dependente do tempo sobre d.
Antes de propormos uma formulação variacional, um esquema totalmente discreto e fazermos
a análise do erro, vejamos algumas definições e resultados.
3.1 Alguns Resultados sobre o Problema de Stokes Estacionário
Para facilitar a introdução de ideias, definições e resultados, consideremos um problema mais
simples do que o que estamos tratando, as equações de Stokes estacionárias,
−ν∆u+∇p = f (3.6)





Definição 3.1. Seja X um espaço de Banach e seja a : X ×X −→ R uma forma bilinear.
1. A forma bilinear a é dita cont́ınua se existe uma constante C > 0 tal que
|a(u, v)| ≤ C ‖u‖X ‖v‖X , ∀u, v ∈ X.
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2. A forma bilinear a é dita coerciva se existe uma constante C > 0 tal que
a(u, u) ≥ C ‖u‖2X , ∀u ∈ X.

Considere a formulação variacional de (3.6)- (3.8): encontrar u ∈ V tal que
ν(( u , v )) = ( f , v ) , ∀v ∈ V.
De maneira mais geral, seja X um espaço de Hilbert, a : X ×X −→ R uma forma bilinear cont́ınua e
coerciva e f ∈ X ′, podemos considerar a formulação variacional abstrata: encontrar u ∈ X tal que
a(u, v) = 〈 f , v 〉, ∀v ∈ X. (3.9)
3.1.1 Aproximação de um espaço de normado
Queremos aproximar a formulação variacional por problemas envolvendo apenas espaços de
dimensão finita, por exemplo: encontrar uh ∈ Xh tal que
a(uh, vh) = 〈 f , vh 〉, ∀vh ∈ Xh, (3.10)
onde h > 0 é um parâmetro tal que h→ 0.
Portanto, é interessante tratar da aproximação de espaços normados. Seja X um espaço
normado.
Definição 3.2 (Aproximação externa). Uma aproximação externa de X é um conjunto formado
por
1. um espaço normado Y e uma transformação linear cont́ınua ω : X −→ Y ;
2. uma famı́lia de triplas {Xh,Θh,Πh} onde, para cada h > 0,
• Xh é um espaço normado;
• Θh, chamado de operador prolongamento, é uma transformação linear cont́ınua de Xh em
Y ;
• Πh, chamado de operador restrição, é uma transformação (talvez não linear e descont́ınua)
de X em Xh.

Observação 3.1. Se Y = X e ω é a identidade então chamamos a aproximação de interna.
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
Estamos interessados em calcular o erro entre a solução exata da formulação variacional,
u ∈ X, e a sua solução aproximada uh ∈ Xh. Existem algumas formas de comparar u e uh.
Definição 3.3. Para cada h > 0, u ∈ X e uh ∈ Xh, dizemos que
1. ‖ωu−Θhuh‖Y é o erro entre u e uh;
2. ‖uh −Πhu‖Xh é o erro discreto entre u e uh;
3. ‖ωu−ΘhΠhu‖Y é o erro de truncamento de u.

Definição 3.4 (Aproximação estável). Os operadores de prolongamento, Θh, são ditos estáveis se






E uma aproximação de um espaço normado X é dita estável se os operadores de prolongamento são
estáveis.

Definição 3.5 (Estabilidade dos operadores restrição). Seja Ỹ um espaço normado tal que Y ⊆ Ỹ .
Diremos que o operador restrição é estável em Ỹ se existe uma constante C > 0 independente de h tal
que
‖ΘhΠhu‖Ỹ ≤ C ‖u‖Ỹ .

Definição 3.6 (Aproximação convergente). Diz-se que uma aproximação externa é convergente se
1. lim
h→0
‖ωu−ΘhΠhu‖Y = 0, ∀u ∈ X;
2. para cada sequência (uh′) de elementos de Xh′ , com h
′ → 0, tal que Θh′uh′ converge para y ∈ Y
na topologia fraca de Y tem-se que y ∈ ωX, isto é, existe u ∈ X tal que y = ωu.

Observação 3.2. Se ω é sobrejetiva, como no caso de uma aproximação interna, por exemplo, a segunda
condição da definição de aproximação convergente não é necessária.
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
Vejamos agora uma proposição que relaxa um pouco a primeira condição da definição de
aproximação convergente.
Proposição 3.1. Considere uma aproximação externa estável de X que é convergente no seguinte
sentido: os operadores Πh são definidos apenas em um subconjunto denso de X com a condição 1 da
definição 3.6 valendo apenas para elementos deste subconjunto denso; a condição 2 continua a mesma.
Neste caso, é posśıvel estender Πh para todo X de forma que a condição 1 vale para todo
u ∈ X, ou seja, a aproximação de X obtida pela extensão é estável e convergente segundo a definição
3.6.
Demonstração. Veja a proposição 3.1 do caṕıtulo 1 do livro de Temam [25]. 
Um exemplo da utilidade e do uso das definições vistas até então é a seção 3.2 do caṕıtulo 1
do livro de Temam [25].
Para a aproximação dos espaços normados usaremos os espaços de funções definidas em Ω
que são polinômios por partes. Estes espaços estarão associados a uma divisão do domı́nio. Neste
trabalho será utilizada a divisão do domı́nio em n−simplexes. Um n−simplex é o envoltório convexo de
n+ 1 pontos não colineares em Rn, em particular, um 2−simplex é um triângulo e um 3−simplex é um
tetraedro. Chamaremos esta divisão de triangulação ou malha e chamaremos os simplex de triângulos.
Considere, por exemplo, a seguinte triangulação do quadrado unitário.






























Figura 3.1: Triangulação com h = 1/3.
Seja Ω ⊂ RN um poĺıgono localmente Lipschitz. Seja Th(Ω) uma triangulação de Ω. Denote
os triângulos de Th(Ω) por K. Seja n ∈ N, definimos os espaços de polinômios de grau menor ou igual






é um polinômio de grau menor ou igual a n, ∀K ∈ Th(Ω)
}
(3.11)






é uma função constante, ∀K ∈ Th(Ω)
}
. (3.12)
Com elementos triangulares é comum utilizar polinômios de grau zero (função constante), 1
ou 2 por partes. Exemplos de outros elementos podem ser encontrados no caṕıtulo 2 do livro de Ciarlet
[6]. Para se determinar de forma única um polinômio de grau zero basta conhecer um valor no triângulo.
Em dimensão 2, para se determinar de forma única um polinômio de grau 1 são necessários 3 pontos,
geralmente são usados os 3 vértices do triângulo. Para um polinômio de grau 2 são necessários 6 pontos,
geralmente são usados os vértices e os pontos médios dos lados do triângulo.
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(b) Nós no triângulo para o espaço P2.
Figura 3.2: Triângulos da malha da Figura 3.1.
Além dos polinômios por partes, são utilizadas as chamadas funções bolha, ou bulbo. Para
definir estas funções precisamos falar das coordenadas baricêntricas. Sejam A1, . . . , An+1 n+ 1 pontos
não colineares em Rn. Isso é equivalente a dizer que a matriz com colunas
A =
A1 . . . An+1
1 . . . 1

tem determinante não nulo, isto é, é inverśıvel. Logo, dado um ponto P ∈ Rn com coordenadas







λj = 1. (3.13)
Os números reais λ1, . . . , λn+1 são chamados de coordenadas baricêntricas do ponto P em relação a
A1, . . . , An+1.
As coordenadas baricêntricas não dependem da escolha da base e não são alteradas por
translações no seguinte sentido. Seja P0 ∈ Rn, se λ̃1, . . . , λ̃n+1 são tais que
P + P0 =
n+1∑
j=1





















de onde conclúımos, novamente, que λ̃j = λj , j = 1, . . . , n+ 1.
As funções bolha são definidas em cada triângulo K da malha como
bK(x) = λ1(x)λ2(x) . . . λn+1(x), ∀x ∈ K, (3.14)




= 0. Chamaremos de B(Th(Ω)) o espaço gerado pelas funções bolha bK , isto é,
B(Th(Ω)) = Span{ {bK}K∈Th(Ω) }. (3.15)
Tanto na montagem do sistema linear envolvido na aproximação por elementos finitos quanto
na análise numérica das aproximações por polinômios é comum utilizar um triângulo de referência,
denotado por K̂. Em dimensão 2, por exemplo, é comum utilizar o triângulo de referência de vértices
(0, 0), (1, 0) e (0, 1). Nas triangulações utilizadas neste trabalho todo triângulo K ∈ Th(Ω) é imagem de
K̂ por uma transformação afim inverśıvel FK : K̂ −→ K dada por
FK(x̂) = SK x̂+ xK , (3.16)
onde SK é uma matriz inverśıvel.
Observe que, pela análise sobre as coordenadas baricêntricas, temos que
bK̂(x̂) = bK(F (x̂)). (3.17)






2. Se K e K ′ são triângulos de Th(Ω) então int(K) ∩ int(K ′) = ∅ e, ou K ∩K ′ é vazio, ou K ∩K ′
consiste de apenas um ponto, ou K ∩K ′ é exatamente uma face comum a K e K ′.

De agora em diante serão consideradas apenas triangulações admisśıveis. Seja hK o raio do
menor ćırculo que contém K e h′K o raio do maior ćırculo contido em K.
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Demonstração. A primeira afirmação está demonstrada no livro de Temam [25], lema 4.2, na seção 4


































Como cada 0 ≤ λi ≤ 1 temos que
|∇bk(x)| ≤ λn+1(x) |∇λ1| + λn(x) |∇λ2| + · · ·+ λ1(x) |∇λn+1|










completando a demonstração. 












Queremos fazer R(h) −→ 0. A seguinte regularidade da famı́lia de triangulações é necessária para se
obter aproximações convergentes.
Definição 3.8 (Famı́lia regular de triangulações). Diz-se que uma subfamı́lia {Th(Ω)}h∈H de uma
famı́lia de triangulações admisśıveis é regular se σ(h) se mantém limitado à medida que R(h) −→ 0,
isto é, existe α > 0 tal que
σ(h) ≤ α <∞.

Definição 3.9 (Famı́lia quasi-uniforme de triangulações). Uma subfamı́lia {Th(Ω)}h∈H de uma
famı́lia regular de triangulações é dita quasi-uniforme se existe α > 0 independente de h tal que
hk ≤ αh, ∀K ∈ Th(Ω)
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
Um exemplo de aproximação interna de H10 (Ω), onde Ω é um poĺıgono localmente Lipschitz,
é a dada por
Θh = identidade e Πh = interpolação polinomial de grau 2,
onde Πh está definida no subconjunto denso C
∞
c (Ω) de H
1
0 (Ω). Esta aproximação é estável, pois
‖Θh‖ = 1, para todo h > 0. Pelos resultados do caṕıtulo 3 do livro de Ciarlet [6], se a famı́lia de
triangulações é regular, temos que
‖v −Πhv‖H10 (Ω) ≤ Ch
2,
para toda v suficientemente regular. Junto com a proposição 3.1, conclúımos que a aproximação proposta
é convergente. Além disso, temos estimativas para o erro de truncamento v − Πhv, o que é essencial
para a análise do erro.
Para tratar do problema de Stokes precisamos de uma aproximação do espaço V . Antes disso,
tratemos de uma complicação que aparece devido a (3.7), a condição de inf-sup.
3.1.2 A condição de inf-sup
Sejam X e M espaços de Hilbert. Para motivar a discussão sobre a condição de inf-sup,
considere o problema: encontrar (u, p) ∈ X ×M tal que
a(u, v) + b(v, p) = 〈 f , v 〉, ∀v ∈ X, (3.21)
b(u, q) = 0, ∀q ∈M, (3.22)
onde f ∈ X ′ é dado, a : X × X −→ R é uma forma bilinear coerciva e cont́ınua e b : X ×M −→ R
é uma forma bilinear cont́ınua. Quando tomamos X = H10 (Ω), M = L
2(Ω), a(u, v) = (( u , v )) e
b(v, p) = ( −∇ · v , p ) obtemos uma formulação fraca de (3.6)-(3.8).
Às formas bilineares a e b associamos as transformações lineares cont́ınuas
A : X −→ X ′ (3.23)
dada por 〈 Au , v 〉 = a(u, v), para todo v ∈ X, para todo u ∈ X,
B : X −→M ′ (3.24)
BT : M −→ X ′ (3.25)
dadas por 〈 Bv , p 〉 = 〈 BT p , v 〉 = b(v, p), para todo v ∈ X e p ∈M . Podemos escrever (3.21)-(3.22)
como
Au+BT p = f, (3.26)
Bu = 0. (3.27)
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As equações (3.26)-(3.27) lembram o formato de um problema de minimização de uma função
quadrática sujeito às restrições lineares de igualdade Bu = 0, veja o caṕıtulo por Gunzburger [18]. Neste
caso, se A é inverśıvel, uma condição necessária e suficiente para que o problema tenha solução única é
que a matriz de BT tenha posto completo. Pode-se mostrar que isso é equivalente a dizer que b satisfaz














Para o problema abstrato em dimensão infinita a situação é análoga. Temos os seguintes resultados.
Proposição 3.2. São equivalentes:
1. b : X ×M −→ R satisfaz a condição de inf-sup (3.28);




, o anulador de Ker(B), e
∥∥BT q∥∥
X′
≥ k0 ‖q‖M , ∀q ∈M ;




, o complemento ortogonal de Ker(B), em M ′ e
‖Bv‖M ′ ≥ k0 ‖v‖X , ∀v ∈ X.
Demonstração. Veja o lema 4.1 do caṕıtulo 1 do livro de Girault e Raviart [15]. 
Proposição 3.3. Se a forma bilinear cont́ınua a : X ×X −→ R é coerciva em Ker(B) então (3.26)-
(3.27) tem uma única solução (u, p) ∈ X ×M se, e somente se, a forma bilinear b : X ×M −→ R
satisfaz a condição de inf-sup (3.28).
Demonstração. Veja o teorema 4.1 do caṕıtulo 1 do livro de Giraul Raviart [15]. 


















q dx = 0
}
. (3.29)
Note que L20(Ω) é um subespaço fechado de L
2(Ω). Mais precisamente, é o complemento ortogonal
do subespaço fechado das funções constantes, ou ainda o quociente de L2(Ω) pelo subespaço fechado
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Ker(BT ). Sendo assim, considere o problema de Stokes com as formas definidas nos domı́nios apropri-
ados, a : H10 (Ω)×H10 (Ω) −→ R, b : H10 (Ω)× L20(Ω) −→ R e as equações
a(u, v) + b(v, p) = 〈 f , v 〉, ∀v ∈ H10 (Ω),
b(u, q) = 0, ∀q ∈ L20(Ω).
Este problema é equivalente a (3.21)-(3.22), pois se b(u, q) = 0, para todo q ∈ L20(Ω) e todo elemento de
L2(Ω) se escreve como uma função constante mais um elemento de L20(Ω) então b(u, q) = 0, para todo
q ∈ L2(Ω). Dáı, conclúımos também que Ker(B) = V .
Pelo racioćınio apresentado acima, temos que existe (u, p) ∈ H10 (Ω) × L2(Ω) tal que (3.21)
é satisfeita. Temos que u é única e u ∈ V , isto é, (3.22) também é satisfeita, e que p é unicamente
determinada a menos de uma constante, isto é, a menos de um elemento de Ker(BT ).
Vejamos agora a relevância da condição de inf-sup para a aproximação do problema abstrato
(3.21)-(3.22) por problemas postos em espaços de dimensão finita.
Sejam Xh ⊂ X e Mh ⊂ M subespaços (fechados) de dimensão finita, portanto, fechados.
Considere o problema aproximado
a(uh, vh) + b(vh, ph) = 〈 f , vh 〉, ∀vh ∈ Xh, (3.30)
b(uh, qh) = 0, ∀qh ∈Mh. (3.31)
Defina os análogos discretos dos operadores A, B e BT , Ah : Xh −→ X ′h, Bh : Xh −→ M ′h e BTh :
Mh −→ X ′H dados por
〈 Ahuh , vh 〉 = 〈 Auh , vh 〉, ∀vh ∈ Xh,
〈 Bhvh , qh 〉 = 〈 Bvh , qh 〉, ∀qh ∈Mh,





∣∣∣ b(vh, qh) = 0, ∀qh ∈Mh} ,
então, em geral,
Ker(Bh) * Ker(B).
É o que acontece no caso das equações de Stokes, por exemplo.
Agora estamos exatamente no caso de dimensão finita que corresponde à minimização restrita
de uma função quadrática, em particular, vale a análise que já foi feita para o problema em dimensão
finita sobre a existência e unicidade de solução. Além da existência de solução para o problema aproxi-
mado, interessa-nos estimar ‖u− uh‖X e ‖p− ph‖M . Neste sentido, temos o seguinte resultado.
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Proposição 3.4. Suponha que a : X × X −→ R é uma forma bilinear coerciva e cont́ınua e que
b : X ×M −→ R satisfaz inf-sup. Suponha, também, que bh : Xh ×Mh −→ R satisfaz a condição de
inf-sup, para cada h > 0, com constante kh. Então, existem c1 > 0 e c2 > 0 tais que
‖u− uh‖X ≤ c1 infvh∈Xh

















onde α > 0 é a constante de coercividade de a.
Demonstração. Veja a proposição 2.6 do livro de Brezzi e Fortin [4], que decorre das proposições 2.4
e 2.5 do mesmo livro. 
Observe que se lim
h→0








‖p− qh‖M = 0,
não se pode concluir que lim
h→0
‖u− uh‖X = 0, pois lim
h→0
c1 = +∞. Por outro lado, se existe k0 > 0 tal




















‖p− qh‖M = 0 para concluirmos que
lim
h→0
‖u− uh‖X = 0, isto é, está garantida a convergência das aproximações para a solução exata, pelo
menos para a função u.
Portanto, mesmo que os espaços do problema original sejam tais que a condição de inf-sup é
satisfeita, para tratar da convergência das aproximações do problema original, é preciso que os espaços
utilizados nas aproximações de u e de p satisfaçam a condição de inf-sup de maneira uniforme em h > 0,
isto é, que exista k0 > 0 tal que kh ≥ k0 > 0, para todo h > 0. De agora em diante, temos a seguinte
definição.
Definição 3.10 (Condição de inf-sup). Diz-se que um par de espaços (Xh,Mh) utilizados nas









Em geral, é dif́ıcil verificar a condição (3.32) pela definição e o que se faz é trabalhar com
alguma condição suficiente mais fácil de demonstrar. Sabendo que a condição de inf-sup é verificada
para os espaços X e M , do problema original, temos que, no caso de uma aproximação interna de X e
de M , é suficiente que seja posśıvel construir um operador conveniente de X em Xh.
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Proposição 3.5. Se a condição de inf-sup vale para os espaços X e M com constante k > 0 e existe
um operador restrição Πh : X → Xh tal que
b(u−Πhu, qh) = 0, ∀qh ∈Mh
‖Πhu‖X ≤ C ‖u‖X
então (Xh,Mh) satisfaz inf-sup.
Demonstração. Este resultado é um caso particular do resultado dado pela proposição 2.8 do caṕıtulo

























para todo qh ∈Mh, como queŕıamos. 
3.1.3 Análise do erro
Considere as aproximações internas {Xh,Θh,Πh} e {Mh, θh, πh}, isto é, Θh e θh são as iden-
tidades nos seus respectivos espaços. Suponha que (Xh,Mh) satisfaça inf-sup e que
‖u−Πhu‖X ≤ C(u)h
m, ∀u ∈ X, e ‖p− πhp‖M ≤ C(p)h
m, ∀p ∈M. (3.33)
Nesse caso, segue diretamente da proposição 3.4 que existe uma constante C > 0 tal que
‖u− uh‖X ≤ Ch
m,
onde uh é solução do problema aproximado.
No caso das equações de Stokes, onde X = H10 (Ω) e M = L
2
0(Ω), existem vários pares de
aproximações que se encaixam nestas hipóteses e, portanto, para os quais se tem as estimativas de
erro obtidas acima, por exemplo, os pares do tipo Taylor-Hood. Nessas aproximações consideram-
se Xh = Pm ∩ H10 (Ω) e Mh = Pm−1 ∩ L20(Ω), m ≥ 2. Os operadores Πh e πh são os operadores
de interpolação polinomial. Pode-se mostrar que vale (3.33) desde que a solução seja suficientemente
regular, como é feito no caṕıtulo 3 do livro de Ciarlet [6]. Então, para (u, p) suficientemente regular
vale a estimativa de erro.
Outra técnica utilizada para se obter estimativas de erro para as equações de Stokes é construir
uma aproximação externa {Vh,Θh,Πh} do espaço V . Tomando {Xh, θh, πh} e {Mh, θ̃h, π̃h} aproximações






∣∣∣ b(vh, qh) = 0, ∀qh ∈Mh} (3.34)
Considerando a definição de aproximação externa, tome Y = X. Suponha que
‖u−Πhu‖X ≤ Ch
m e ‖p− πhp‖M ≤ Ch
m, (3.35)
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a ideia é separar o erro ‖u− uh‖X como
‖u− uh‖X = ‖u−Πhu+ Πhu− uh‖X ≤ ‖u−Πhu‖X + ‖Πhu− uh‖X . (3.36)
Por (3.35), já temos a estimativa para o erro de truncamento ‖u−Πhu‖X . Resta-nos estimar ‖Πhu− uh‖X .
Primeiro, obtemos de (3.21) e (3.30) a relação
a(u− uh, vh) + b(vh, p− ph) = 0. (3.37)
Em seguida, somamos e subtráımos o termo Πhu,
a(Πhu− uh, vh) + b(vh, p− ph) = a(Πhu− u, vh).
Somamos e subtráımos πhp,
a(Πhu− uh, vh) + b(vh, πhp− ph) = a(Πhu− u, vh) + b(vh, πhp− p), (3.38)
e tomamos vh = Πhu− uh. Como uh,Πhu ∈ Vh, temos que b(Πhu− uh, πhp− ph) = 0 e
a(Πhu− uh,Πhu− uh) = a(Πhu− u,Πhu− uh) + b(Πhu− uh, πhp− p).
Utilizando a coercividade de a e a continuidade de a e de b, obtemos
α ‖uh −Πhu‖2X ≤
(
c1 ‖u−Πhu‖X + c2 ‖p− πhp‖M
)
‖uh −Πhu‖X ,
de onde conclúımos, com (3.35),
‖uh −Πhu‖X ≤ Ch
m.
Portanto, junto com (3.36), obtemos a estimativa
‖u− uh‖X ≤ Ch
m,
como queŕıamos.
Esta técnica é utilizada para estimar o erro da aproximação das equações de Stokes no caṕıtulo
1 do livro de Temam [25]. São utilizados dois pares que satisfazem inf-sup, Xh ⊂ P2 com Mh ⊂ P0 e
Xh ⊂ P2 ⊕ B com Mh ⊂ P1, onde B é definido em (3.15).
Estimado o erro da velocidade, a condição de inf-sup nos permite estimar o erro da pressão.
De fato, avalie (3.38) em vh ∈ Xh, obtemos
b(vh, πhp− ph) = a(uh − u, vh) + b(vh, πhp− p). (3.39)
Então,










b(vh, πh − p)
‖vh‖Xh
≤ C ‖u− uh‖X + C ‖p− πhp‖M
≤ Chm.
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Observação 3.3. Nas equações de Stokes, a forma bilinear a é bastante simples e nos permite obter
facilmente a estimativa para a pressão. Quando se trata das equações de evolução, a forma bilinear
que aparece envolve a derivada temporal da velocidade e a sua aproximação e estimar esta diferença é
bastante trabalhoso, como pode ser visto no artigo de Heywood e Rannacher [19].

Observação 3.4. Para obter uma aproximação interna do espaço L20(Ω) é necessário que o operador
restrição π̃h preserve a propriedade de ∫
Ω
p(x) dx = 0,
isto é, deve ser tal que ∫
Ω
π̃hp(x) dx = 0, ∀p ∈ L20(Ω).
Os operadores restrição, em geral, podem não manter tal propriedade, como é o caso dos operadores
de interpolação polinomial mencionados acima. Porém, uma vez que se tem uma aproximação de um
espaço de Banach, o operador restrição pode ser modificado a fim de manter a propriedade de integral








O operador ˜̃πh é tal que ∫
Ω
˜̃πhp(x) dx = 0, ∀p ∈ L20(Ω).
Além disso, as propriedades de estabilidade e aproximação de ˜̃πh decorrem diretamente das propriedades
de π̃h.

3.1.4 Alguns operadores restrição
Finalmente, são apresentados alguns operadores restrição que serão utilizados na análise do
erro. Serão utilizadas aproximações de primeira ordem, isto é, polinômios por partes de grau menor do
que ou igual a um.
Consideremos, primeiramente, o operador introduzido por Scott e Zhang em [23] definido como
segue: a cada nó α de Th(Ω), associe uma face σα de Th(Ω) que tem α como vértice, com a restrição
de que σα ⊂ ∂Ω se α é um nó de ∂Ω. Em cada face σα, considere a base de P1(Th(σα)) composta por
polinômios de Lagrange {φj} e a sua base dual {ψj}, isto é, a base de elementos do dual tais que
ψi(φj) = δij .
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Considerando o produto interno de L2(σα) podemos identificar a base dual com o conjunto {ψj} de
funções de P1(Th(σα)) tais que
( φj , ψi ) = δij .
Para simplificar a notação, denote por φα a função que vale um no vértice α e zero nos outros vértices
e por ψα a função da base dual tal que ( ψα , φα ) = 1.













Note que SZh preserva os elementos de P1, isto é, SZhp = p, para todo p ∈ P1. Note também




















Sobre as propriedades de estabilidade e aproximação do operador SZh temos o seguinte resul-
tado.
Proposição 3.6. Sejam l e p números reais positivos tai que l ≥ 1, se p = 1, e l > 1/p, caso contrário.
Se v ∈W l,p(Ω) e a famı́lia de triangulações Th(Ω) é regular então
‖v − SZhv‖Wm,p(Ω) ≤ Ch
l−m ‖v‖W l,p(Ω) , 0 ≤ m ≤ l ≤ 2,
onde m pode não ser inteiro. Em particular
‖SZhv‖Wm,p(Ω) ≤ C̃ ‖v‖Wm,p(Ω) , 0 ≤ m ≤ 2.
Demonstração. Este resultado é uma particularização do teorema 4.1 e do corolário 4.1 do artigo de
Scott e Zhang [23] para o caso em que os polinômios utilizados são de grau menor ou igual a um. 
No caso de uma função a valores vetoriais d, de componentes dj , definimos o vetor SZhd como
sendo o vetor de componentes SZhdj . Gostaŕıamos que SZh fosse tal que se |d| ≤ 1 então |SZhd| é
limitada. Mostremos que o operador SZh satisfaz esta condição.
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Dada uma face σα associada ao nó α, como anteriormente, considere a face de referência σ̂ e










logo, pela unicidade da base dual, temos que











|σα| ≤ Chβ ,
onde β é a dimensão de σα. Dáı,
‖ψj‖L∞(σα) ≤ Ch
−β . (3.42)





































como queŕıamos. Note que a constante C não depende de h, o tamanho da malha.
Observação 3.5. Considere uma função g definida em ∂Ω tal que g ∈ H1/2(∂Ω). Temos que existe




‖v‖H1(Ω) ≤ C ‖g‖H1/2(∂Ω) ≤ C̃ ‖v‖H1(Ω) .
A função SZhg foi definida como sendo (SZhv)
∣∣∣
∂Ω
. Na prática, para calcular SZhg, não é preciso
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e interpole por polinômios de grau 1. Note que SZhg não depende da função v escolhida e que, pela





Além disso, o operador SZh definido para funções definidas no bordo de Ω tem as mesmas propriedades
de aproximação e estabilidade do operador SZh.

A definição do operador SZh exige que a função a ser aproximada esteja bem definida no
bordo de uma região, o que acontece, por exemplo, para funções de W 1,1(Ω). A estabilidade de SZh
também é dada em W 1,1(Ω). Precisamos de um operador Jh que seja estável em um espaço de funções
menos regulares, como os espaços Lp(Ω). Para tanto, em vez de utilizar faces, como na definição de
SZh, utilizamos triângulos na definição de Jh.
O operador Jh, definido a seguir, é uma variação de SZh e foi introduzido por Girault e Lions
em [14]. A cada nó α da triangulação Th(Ω) associe um triângulo Kα e, para cada v ∈ Lp(Ω), defina
Jhv(α) = 0,













Sobre as propriedades de estabilidade e aproximação do operador Jh temos o seguinte.
Proposição 3.7. Se v ∈ W k+1,p(Ω) ∩W 1,p0 (Ω), onde k = 0 ou 1 e p ≥ 1, e a famı́lia de triangulações
é regular então
‖v − Jhv‖Wm,p(Ω) ≤ Ch
k+1−m |v|Wk+1,p(Ω) , m = 0 ou 1,
onde |·|W l,p(Ω) é a seminorma usual em W l,p(Ω). Além disso, para m = 0 ou 1,
‖Jhv‖Wm,p(Ω) ≤ C̃ |v|Wm,p(Ω) .
Demonstração. Veja o apêndice do artigo de Girault e Lions [14]. 
Utilizaremos o par (P1⊕B,P1) para aproximar a velocidade e a pressão. A partir do operador













(v − Jhv)(x) dx. (3.44)
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= C |K| ,
mostremos que as propriedades de Ih decorrem diretamente das propriedades de Jh.
Proposição 3.8. Se v ∈ W k+1,p(Ω) ∩W 1,p0 (Ω), onde k = 0 ou 1 e p ≥ 1, e a famı́lia de triangulações
é regular então
‖v − Ihv‖Wm,p(Ω) ≤ Ch
k+1−m |v|Wk+1,p(Ω) , m = 0 ou 1,
onde |·|W l,p(Ω) é a seminorma usual em W l,p(Ω). Para v ∈Wm,p(Ω), m = 0 ou 1,
‖Ihv‖Wm,p(Ω) ≤ C̃ |v|Wm,p(Ω) .
Demonstração. Para a norma Lp(Ω), temos que
‖v − Ihv‖Lp(K) ≤ ‖v − Jhv‖Lp(K) + |cK | ‖bK‖Lp(K) .






= C |K|1/p ,
logo,





(v − Jhv)(x) dx
≤ C ‖v − Jhv‖Lp(K) .
Portanto,
‖v − Ihv‖Lp(K) ≤ C ‖v − Jhv‖Lp(K)
e, de








= C ‖v − Jhv‖pLp(Ω) ,
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conclúımos que as propriedades de Ih decorrem das de Jh.
Para as normas W 1,p(Ω),
‖v − Ihv‖W 1,p(K) ≤ ‖v − Jhv‖W 1,p(K) + |cK | ‖bK‖W 1,p(K) .




, ∀x ∈ K,
logo,
|cK | ‖bK‖W 1,p(K) ≤
C
h′k
‖v − Jhv‖Lp(K) .
Das propriedades de Jh decorre o resultado desejado para as propriedades de aproximação de Ih. De
fato, no apêndice do artigo de Girault e Lions [14] temos que
‖v − Jhv‖Lp(K) ≤ Ch
2
K ‖v‖W 2,p(DK) ,
onde DK é a união de todos os tetraedros que dividem um vértice, uma aresta ou uma face com K.
Então
|cK | ‖bK‖W 1,p(K) ≤
C
h′k
‖v − Jhv‖Lp(K) ≤ C
h2K
h′K
‖v‖W 2,p(DK) ≤ Ch ‖v‖W 2,p(DK) .
Segue que
‖v − Ihv‖W 1,p(K) ≤ ‖v − Jhv‖W 1,p(K) + |cK | ‖bK‖W 1,p(K)
≤ ChK ‖v‖W 2,p(K) + ChK ‖v‖W 2,p(DK)
≤ 2 ChK ‖v‖W 2,p(DK)
≤ C̃h ‖v‖W 2,p(DK) ,
de onde obtemos a estimativa desejada (veja o apêndice do artigo de Girault e Lions [14]).
Analogamente para a estabilidade. 
Proposição 3.9. 1. Para toda v ∈ H10 (Ω),
( ∇ · (v − Ihv) , qh ) = 0, ∀qh ∈ P1(Th(Ω)).
2. Para toda v ∈ L2(Ω),
‖v − Ihv‖H−1(Ω) ≤ Ch ‖v − Ihv‖L2(Ω) .
Usaremos o seguinte lema na demonstração da proposição 3.9.
Lema 3.2. Seja K ⊂ Rn um conjunto convexo, limitado e localmente Lipschitz tal que |x− s| ≤ hK ,




≤ hK ‖∇v‖Lp(K) ,
para quase todo x ∈ K.
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Demonstração. Seja v ∈ C∞c (Rn) e defina u(t) = v(x+ t(s− x)). Temos que
u′(t) = ∇v(x+ t(s− x))T · (s− x),
de onde
v(x)− v(s) = −
∫ 1
0
∇v(x+ t(s− x))T · (s− x) dt.
Logo,
|v(x)− v(s)|p ≤ |x− s|p
∫ 1
0
|∇v(x+ t(s− x))| dt
e ∫
K


















porque K é convexo, e o resultado está demonstrado para v ∈ C∞c (Rn).
Seja v ∈ W 1,p(K), 1 ≤ p < ∞. Como K é localmente Lipschitz, pelo teorema 1.2, existe um
operador extensão cont́ınuo de W 1,p(K) em W 1,p(Rn). Como C∞c (Rn) é denso em W 1,p(Rn) (proposição
1.21), temos que existe uma sequência (vj) de funções C
∞
c (Rn) tal que
vj −→ v em Lp(K)
∇vj −→ ∇v em Lp(K).
Assim, estendemos o resultado demonstrado para funções de C∞c (Rn) para funções v ∈ W 1,p(K),
1 ≤ p <∞.
Se p =∞ então v ∈ W 1,p(K), 1 ≤ p ≤ ∞, porque K é limitado. Neste caso, o resultado vale
para todo p ≥ 1 finito e basta aplicar o limite quando p → ∞ para obter o resultado desejado para
p =∞. 
Demonstração da proposição 3.9. Note que, para cada K ∈ Th(Ω),∫
K
v(s)− Ihv(s) ds = 0,∀v ∈ L1(Ω). (3.45)
Se v ∈ H10 (Ω) e qh ∈ P1(Th(Ω)) então
( ∇ · (v − Ihv) , qh ) = − ( v − Ihv , ∇qh ) .
Como qh ∈ P1(Th(Ω)), temos que ∇qh é constante por partes, logo, por (3.45),






v(s)− Ihv(s) ds = 0,
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concluindo a demonstração do item 1.




(v − Ihv)(s)u(s) ds, ∀u ∈ H10 (Ω).
Observe que ∫
Ω





(v − Ihv)(s)u(s) ds.
Por (3.45), ∫
K
(v − Ihv)(s)u(s) ds =
∫
K
(v − Ihv)(s)(u(s)− u(x)) ds,
para algum x ∈ K fixado, e temos que∫
K











≤ hK ‖∇u‖L2(Ω) ≤ h ‖∇u‖L2(Ω) .
Logo, ∫
Ω















= Ch ‖∇u‖L2(Ω) ‖v − Ihv‖L2(Ω) ,
de onde segue que
‖v − Ihv‖H−1(Ω) ≤ Ch ‖v − Ihv‖L2(Ω) ,
como queŕıamos. 
Observação 3.6. Decorre do item 1 da proposição 3.9 que se u ∈ V então
( ∇ · Ihu , qh ) = 0, ∀qh ∈ P1(Th(Ω)),
isto é, Ihu ∈ Vh, onde Vh é dado por (3.34), considerando Xh =
(
P1(Th(Ω)) ∩ H10 (Ω)
)
⊕ B(Th(Ω)) e
Mh = P1(Th(Ω))∩L20(Ω). Segue também do item 1 da proposição 3.9, das propriedades de estabilidade
de Ih e da proposição 3.5 que o par (Xh,Mh) satisfaz a condição de inf-sup.
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
Definimos ainda um último operador restrição estável em Lp(Ω). Dada v ∈ Lp(Ω), definamos










Proposição 3.10. Seja v ∈W 1,p(Ω). Temos que
‖v −Khv‖Lp(Ω) ≤ h ‖v‖W 1,p(Ω) .
Para v ∈ Lp(Ω),
‖Khv‖Lp(Ω) ≤ ‖v‖Lp(Ω) .





de onde segue que
‖Khv‖Lp(Ω) ≤ ‖v‖Lp(Ω) .




























= hp ‖∇v‖pLp(Ω) ,
o que conclui a demonstração. 
Observação 3.7. Os operadores restrição aqui apresentados são exemplos de operadores restrição que
preservam polinômios, além da interpolação polinomial.

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Observação 3.8. Note que os operadores restrição apresentados são transformações lineares, logo, de-
corre das propriedades de estabilidade que, definidos nos espaços convenientes, esses operadores restrição
são transformações lineares cont́ınuas.

3.2 Formulação Variacional
Para não trabalhar com um subespaço de H2(Ω) ao aproximar o vetor diretor d, Girault e
Guillén-González [13] propõem introduzir ∆d como variável, mais precisamente,
w = −µ∆d, (3.47)
onde µ =
√
λ. Como w = −µ∆d = −µ∆d̂ e d̂ se anula em ∂Ω, a relação entre w e d̂ é dada por(
∇d̂ , ∇g
)
= ( w , g ) , ∀g ∈ H10 (Ω).








Recuperando a pressão p no problema 1 como nas equações de Navier-Stokes (veja [25]),
podemos substituir (2.22) e (2.23) pelas equações equivalentes
∂t ( u , v ) + ν(( u , v )) + ( u · ∇u , v ) +
−µ
(
(∇d)T w , v
)
− ( p , ∇ · v ) = 0, ∀v ∈ H10 (Ω) (3.48)
γ ( w , e ) + µ {∂t ( d , e ) + ( u · ∇d , e ) + γ ( fε(d) , e )} = 0, ∀e ∈ L2(Ω) (3.49)
( ∇ · u , q ) = 0, ∀q ∈ L20(Ω) (3.50)
µ ( ∇d , ∇g )− ( w , g ) = 0, ∀g ∈ H10 (Ω), (3.51)
onde u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H), d ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H3/2(Ω)), w ∈ L2(0, T ;L2(Ω))
e p ∈ H−1(0, T ;L20(Ω)). Como H3/2(Ω) está continuamente imerso em W 1,3(Ω) os termos das duas
primeiras linhas da formulação variacional estão bem definidos. Temos ainda, de (3.51) e do teorema
2.3, que se w ∈ L2(0, T ;L2(Ω)) então d̂ ∈ L2(0, T ;H3/2(Ω)).
Associamos a (3.48)-(3.51) algumas formas bilineares e trilineares convenientes ao seu trata-
mento teórico e numérico. Sejam
a1(u, v) = ν(( u , v )), ∀u, v ∈ H1(Ω), (3.52)
b(u, q) = − ( ∇ · u , q ) , ∀u ∈ H1(Ω), ∀q ∈ L2(Ω), (3.53)
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c1(ũ, u, v) = ( ũ · ∇u , v ) , ∀ũ, u, v ∈ H1(Ω). (3.54)
Um fato já utilizado na obtenção da chamada desigualdade de energia (2.19) foi que
(∇d)T w · v = (v · ∇d) · w, ∀d, v, w ∈ Rn,
o que implica que(
(∇d)T w , v
)
= c1(v, d, w), ∀d ∈W 1,3(Ω), v ∈ H1(Ω), w ∈ L2(Ω).
Pelo lema 1.3 temos que
c1(ũ, u, v) = −c1(ũ, v, u), ∀ũ ∈ V, u, v ∈ H10 (Ω).
Porém, com a discretização utilizada neste trabalho para o espaço V , essa propriedade deixa de valer
porque não se verifica a condição de divergente nulo. Para manter esta propriedade no problema discreto
utilizaremos a forma
c̃1(ũ, u, v) =
1
2
(c1(ũ, u, v)− c1(ũ, v, u)) (3.55)
no lugar de c1(ũ, u, v). Note que se ũ ∈ V e u, v ∈ H10 (Ω) então
c̃1(ũ, u, v) = c1(ũ, u, v).
Podemos reescrever (3.48)-(3.51) utilizando as formas bilineares e trilineares dadas por (3.52)-
(3.55) como
∂t ( u , v ) + a1(u, v) + c̃1(u, u, v)+
−µc1(v, d, w) + b(v, p) = 0, ∀v ∈ H10 (Ω) (3.56)
γ ( w , e ) + µ {∂t ( d , e ) + c1(u, d, e) + γ ( fε(d) , e )} = 0, ∀e ∈ L2(Ω) (3.57)
b(u, q) = 0, ∀q ∈ L20(Ω) (3.58)
µ ( ∇d , ∇g )− ( w , g ) = 0, ∀g ∈ H10 (Ω), (3.59)
Para colocar o problema em uma forma mais compacta e conveniente definamos os espaços
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= a1(u, v) + γ ( w , e ) (3.62)
e a forma trilinear c : Y ×X ×X −→ R dada por
c
(
(u, d), (u,w), (v, e)
)
= c̃1(u, u, v) + µ
(
c1(u, d, e)− c1(v, d, w)
)
. (3.63)
Finalmente, podemos formular o problema como segue.
Problema 3. Dados (u0, d0) ∈ H × H1(Ω) e l ∈ H1(0, T ;H1(∂Ω)), encontrar u ∈ L∞(0, T ;H) ∩












(u, d), (u,w), (v, e)
)
+




= 0, ∀(v, e) ∈ X, (3.64)
b(u, q) + µ(( d , g ))− ( w , g ) = 0, ∀(q, g) ∈M, (3.65)
com condições iniciais
u(0) = u0, d(0) = d0
e sendo d̂ = d− γd̃, onde d̃ é solução de (2.12).

As equações (3.64) e (3.65) são obtidas ao somar as equações (3.48)-(3.51). Tendo as equações
(3.64) e (3.65), podemos separá-las como (3.48)-(3.51) utilizando elementos de X e de M da forma
(v, 0), (0, e) ∈ X e (q, 0), (0, g) ∈ M como funções teste. Logo, as equações (3.64)-(3.65) e (3.48)-(3.51)
são equivalentes. Por outro lado, as equações (3.48)-(3.51) são equivalentes às equações (2.22)-(2.23).
Portanto, os problemas 1 e 3 são equivalentes.










≥ min {ν, γ} ‖(u,w)‖2X .
A forma trilinear c : Y ×X ×X −→ R é cont́ınua, isto é,
c
(
(ũ, d), (u,w), (v, e)
)




(ũ, d), (u,w), (u,w)
)
= 0, ∀(ũ, d) ∈ Y, ∀(u,w) ∈ X.
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= a1(u, v) + γ ( w , e )
= ν(( u , v )) + γ ( w , e )
≤ ν ‖u‖H10 (Ω) ‖v‖H10 (Ω) + γ ‖w‖L2(Ω) ‖e‖L2(Ω)
≤ max {ν, γ}
(
‖u‖H10 (Ω) ‖v‖H10 (Ω) + ‖w‖L2(Ω) ‖e‖L2(Ω)
)
≤ max {ν, γ}
(




≤ 2 max {ν, γ}
(








= 2 max {ν, γ} ‖(u,w)‖X ‖(v, e)‖X .





= ν ‖u‖2H10 (Ω) + γ ‖w‖
2
L2(Ω)
≥ min {ν, γ}
(




= min {ν, γ} ‖(u,w)‖2X .
Portanto, a forma bilinear a : X ×X −→ R é cont́ınua e coerciva.
Agora, para todos (ũ, d) ∈ Y , (u,w), (v, e) ∈ X, fazendo uma análise parecida com a análise
feita na demonstração do lema 1.1, em [25], mostra-se que
c
(










c1(u, d, e)− c1(v, d, w)
}
≤ C ‖ũ‖H10 (Ω) ‖u‖H10 (Ω) ‖v‖H10 (Ω) + C ‖u‖H10 (Ω) ‖d‖W 1,3(Ω) ‖e‖L2(Ω) +
+ C ‖v‖H10 (Ω) ‖d‖W 1,3(Ω) ‖w‖L2(Ω)
≤ C
(
‖ũ‖H10 (Ω) + ‖d‖W 1,3(Ω)
)(
‖u‖H10 (Ω) + ‖w‖L2(Ω)
)(
‖v‖H10 (Ω) + ‖e‖L2(Ω)
)
≤ 2C ‖(ũ, d)‖Y ‖(u,w)‖X ‖(v, e)‖X ,
ou seja, a forma trilinear c : Y ×X ×X −→ R cont́ınua.




(ũ, d), (u,w), (u,w)
)
= 0,
encerrando a demonstração. 
3.3 Discretização no Espaço e no Tempo
Seja Ω um poliedro conexo, limitado e localmente Lipschitz em RN , N = 2 ou 3. Seja Th(Ω)
uma famı́lia de triangulações admisśıveis e regulares de Ω composta por triângulos, se N = 2, ou
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tetraedros, se N = 3.
Para cada passo no tempo, discretizamos u e p com (P1 ⊕ B)×P1. Este par satisfaz a condição
de inf-sup (observação 3.6). As funções d e w são discretizadas com P1 e P0, respectivamente. Mais
precisamente, considerando (3.11) e (3.12) utilizaremos os espaços de elementos finitos
Uh = (P1 ⊕ B)3 ,
U0h = Uh ∩H10 (Ω),
Ph = P1 ∩ L20(Ω),
Wh = (P0)3 , (3.66)
Dh = (P1)3 ,




∣∣∣ ∀qh ∈ Ph, b(vh, qh) = 0} .
Defina ainda Xh = U0h ×Wh e Mh = Ph ×D0h.
A variável temporal é discretizada com intervalos uniformes, isto é, seja T0 o tempo no qual




e tn = nk, 0 ≤ n ≤ N0. (3.67)





(vn − vn−1). (3.68)
Definamos um lifting discreto da condição de contorno l. Como Ω é um poliedro, o traço de
Th(Ω) define uma triangulação ∂Th(Ω) de ∂Ω.
Como, por hipótese, l ∈ H1(0, T ;H1(∂Ω)), temos que l é cont́ınua no tempo e também
podemos aplicar SZh a l. Para cada tempo tn, defina l
n
h := SZhl(tn). Finalmente, o lifting discreto é a
solução d̃nh ∈ Dh do problema(
∇d̃nh , ∇gh
)
= 0, ∀gh ∈ Dh, com d̃nh
∣∣∣
∂Ω
= lnh . (3.69)
Para o passo inicial, podemos tomar u0h ∈ U0h uma aproximação estável em L2(Ω) de u0,




h − d̃0h, assim, d0h e
d̂0h são aproximações estáveis em H
1(Ω) de d0 e d̂0, respectivamente.
Introduzimos agora o esquema totalmente discreto, isto é, a discretização no espaço e no
tempo do problema 3. O passo n no tempo (n ≥ 1) é: conhecendo (un−1h , d̂
n−1
h ) ∈ U0h × D0h, onde









































, ∀(v, e) ∈ Xh, (3.70)




= ( wnh , g ) , ∀(q, g) ∈Mh, (3.71)





































h ) , e
)
, ∀(v, e) ∈ Xh, (3.72)
b(unh, q) + µ ( ∇dnh , ∇g ) = ( wnh , g ) , ∀(q, g) ∈Mh. (3.73)







dimensão finita, uma transformação linear entre dois espaços vetoriais de mesma dimensão é injetiva
se, e somente se, é sobrejetiva, temos que a unicidade de solução implica a existência de solução para
(3.70)-(3.71).





























h1)− (unh2, wnh2, pnh2, d̂nh2), então,


































= 0, ∀(v, e) ∈ Xh, (3.74)




= ( wnh , g ) , ∀(q, g) ∈Mh. (3.75)
Agora, utilizando (unh, w
n
h) ∈ Xh e (−pnh, µδtd
n















































temos que un−1h = 0 e ∇d
n−1
h = 0, de onde
‖unh‖
2
















Uma vez demonstrado que unh = 0, d
n
h = 0 e w
n
h = 0, temos, de (3.74) que
b(v, pnh) = 0, ∀v ∈ Uh0(Ω).
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Como a forma bilinear b satisfaz a condição de inf-sup para os espaços Uh0 e Ph, temos que B
T
h é um
isomorfismo de Ph em V
0
h e







Portanto, temos unicidade da solução (unh, w
n
h , ph, d̂
n
h) de (3.70)-(3.71) e, então, também temos
a existência de solução.















‖(unh, wnh)‖H1(Ω)×L2(Ω) ≤ C, (3.78)
N0∑
n=1
∥∥∥(unh − un−1h , d̂nh − d̂n−1h )∥∥∥
L2(Ω)×H1(Ω)
≤ C. (3.79)
Demonstração. Analogamente ao que foi feito para se obter a unicidade de solução para (3.70)-(3.71),
tome (v, e) = (unh, w
n

































Sejam a, b ∈ L2(Ω), então
2 ( a− b , a ) = ‖a‖2L2(Ω) − ‖b‖
2
L2(Ω) + ‖a− b‖
2
L2(Ω) . (3.81)








e pode ser encontrada na seção 4 do caṕıtulo 3 do livro de Temam [25].























∥∥∥µ(f̃ε(dn−1h ) + δtd̃nh)∥∥∥
L2(Ω)
‖wnh‖L2(Ω) .
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Analisando apenas o termo do lado direito da desigualdade anterior, podemos utilizar a desi-
gualdade de Young para obter
γ


























































































∥∥∥µ(f̃ε(dn−1h ) + δtd̃nh)∥∥∥2
L2(Ω)
≤

















































C(Ω, ν, γ, λ, ‖(u0, d0)‖L2(Ω)×H1(Ω) , T0)+
+C(Ω, ν, γ, λ, ‖(u0, d0)‖L2(Ω)×H1(Ω) , l) =
= C(Ω, ν, γ, λ, ‖(u0, d0)‖L2(Ω)×H1(Ω) , l, ε, T0),
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ou seja, fica demonstrada (3.77). Tomando m = N0, obtemos (3.78) e (3.79), com a mesma constante
de (3.77), concluindo a demonstração.

Observação 3.9. Note que a constante C das limitações do lema 3.4 é proporcional a 1/ε2.

Observação 3.10. Podemos obter uma limitação para ‖dnh‖H1(Ω). De fato, como∥∥∥d̃nh∥∥∥
H1(Ω)
≤ C1 ‖l(tn)‖H1/2(∂Ω) ≤ C2 ‖l(tn)‖H1(∂Ω) ≤ C2 ‖l‖L∞(0,T ;H1(∂Ω)) ,




onde a constante C tem as mesmas dependências da constante C do lema 3.4, inclusive em relação a
1/ε2.

Ainda precisamos de estimativas a priori sobre d̂nh em uma norma mais forte que L
2(Ω) e
H1(Ω). A norma de W 1,3(Ω) é suficiente.










‖dnh‖W 1,3(Ω) ≤ C. (3.83)
A demonstração do lema 3.5 requer o seguinte lema no qual gostaŕıamos de utilizar a desi-
gualdade inversa
‖∇dh‖L3(Ω) ≤ Ch
1/2 ‖∇dh‖L2(Ω) . (3.84)
que decorre do teorema 3.2.6, no caṕıtulo 3 do livro de Ciarlet [6]. Então, é preciso supor que a famı́lia
de triangulações é quasi-uniforme.
Lema 3.6. Existe uma constante C > 0 (independente de h e k), tal que, para cada n ≥ 1, dado wnh , a
solução d̂nh da equação (3.71) satisfaz∥∥∥d̂nh∥∥∥
W 1,3(Ω)
≤ C ‖wnh‖L2(Ω) .
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pelas imersões de Sobolev (1.11).






Do teorema 2.1 temos que d̂h ∈ H3/2(Ω) e∥∥∥d̂h∥∥∥
H3/2(Ω)
≤ C ‖wnh‖L3/2(Ω) .
Então, temos que ∥∥∥d̂h∥∥∥
W 1,3(Ω)












O último termo do lado direito é limitado por C ‖wnh‖L3(Ω), por (3.85). O segundo termo também tem





≤ C ‖wnh‖L3/2(Ω) .
Portanto, resta-nos estimar o primeiro termo,∥∥∥∇(d̂nh − SZhd̂h)∥∥∥
L3(Ω)
.
Das equações que d̂nh e d̂h satisfazem obtemos que(
∇(d̂nh − d̂h) , ∇g
)
= 0, ∀g ∈ D0h.
Então, tomando g = d̂nh − SZhd̂h(




∇(d̂h − SZhd̂h) , ∇(d̂nh − SZhd̂h)
)
,
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≤ Ch1/2 ‖wnh‖L3/2 .





≤ C ‖wnh‖L3(Ω) ,
concluindo a demonstração. 
Observação 3.11. Note que se wnh fosse justamente ∆d̂
n









Demonstração do lema 3.5. A limitação (3.82) segue diretamente do lema 3.6 e de (3.78).







e juntar com (3.82). Para mostrar tal desigualdade, podemos proceder como na demonstração no lema






e usando que ∥∥∥d̃h∥∥∥
H3/2(Ω)
≤ C ‖lnh‖H1(∂Ω) ≤ ‖l(tn)‖H1(∂Ω) .
Assim, conclúımos a demonstração do lema 3.5. 
3.4 Convergência do Esquema Totalmente Discreto
Seguindo as ideias das seções 4 e 6 do caṕıtulo 3 do livro de Temam [25], a fim de estudar




h , soluções de (3.70)-
(3.71), algumas funções convenientes. Defina as funções afins em cada intervalo [tn−1, tn], 1 ≤ n ≤ N0,



























Analogamente, defina as funções cont́ınuas d̂hk e d̃hk. Considere também as funções constantes em cada






















= (un−1h , d
n−1
h ). (3.89)








hk. Com essas funções,
podemos reescrever (3.70)-(3.71) como(
d
dt





























, ∀(vh, eh) ∈ Vh ×Wh,




− ( wrhk , gh ) = 0, ∀(qh, gh) ∈Mh. (3.91)





hk são limitadas em L





hk são limitadas em L
∞(0, T ;H1(Ω)), (3.93)
urhk é limitada em L
2(0, T ;H10 (Ω)), (3.94)
wrhk é limitada em L
2(0, T ;L2(Ω)) (3.95)





hk são limitadas em L
∞(0, T ;H1(Ω)). (3.96)
Ainda decorre do lema 3.4 que∥∥∥(urhk − ulhk, d̂rhk − d̂lhk)∥∥∥
L2(0,T ;L2(Ω)×H1(Ω))
≤ Ck1/2 (3.97)
∥∥∥(urhk − uhk, d̂rhk − d̂hk)∥∥∥
L2(0,T ;L2(Ω)×H1(Ω))
≤ Ck1/2. (3.98)
E do lema 3.6 decorre que
d̂rhk e d
r
hk são limitadas em L
2(0, T ;W 1,3(Ω)). (3.99)




. Dessas limitações independentes de h e k e das proposições 1.9 e 1.10 temos que existe
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uma subsequência de (h, k), ainda denotada por (h, k), e existem (ur, d̂r), (ul, d̂l) e (u, d̂) e w tais que,
quando (h, k)→ (0, 0),
(urhk, d̂
r
hk) −→ (ur, d̂r) fraco* em L∞(0, T ;L2(Ω)×H1(Ω)), (3.100)
(ulhk, d̂
l
hk) −→ (ul, d̂l) fraco* em L∞(0, T ;L2(Ω)×H1(Ω)), (3.101)
(uhk, d̂hk) −→ (u, d̂) fraco* em L∞(0, T ;L2(Ω)×H1(Ω)), (3.102)
(urhk, ŵ
r
hk) −→ (ur, w) fraco em L2(0, T ;H1(Ω)× L2(Ω)). (3.103)
As estimativas (3.97) e (3.98) implicam que
ur = ul = u e d̂r = d̂l = d̂.
Como as sequências d̃rhk, d̃
l
hk e d̃hk também são limitadas em L
∞(0, T ;H1(Ω)) as convergências (3.100),
(3.101) e (3.102) valem para as sequências drhk, d
l
hk e dhk.
Finalmente, segue das convergências mencionadas e de (3.99) que
d̂rhk −→ d̂ fraco em L2(0, T ;W 1,3(Ω)). (3.104)
Assim como foi feito para as equações de Navier-Stokes na seção 6 do caṕıtulo 3 do livro de










































ψ(t) dt, ∀(vh, eh) ∈ Vh ×Wh, ∀ψ ∈ C∞c ((0, T )),
e as convergências fracas (3.100)-(3.104) são suficientes para se passar ao limite nos termos bilineares









por exemplo. Dado (v, e) ∈ V × L2(Ω), temos que (Ihv,Khe) ∈ Vh ×Wh e
(Ihv,Khe) −→ (v, e) forte em H1(Ω)× L2(Ω),
de onde segue que
(Ihv,Khe)ψ −→ (v, e)ψ forte em L2(0, T ;H1(Ω)× L2(Ω)).



















































Da convergência fraca (3.103) decorre que o segundo termo da última desigualdade tende para zero
quando (h, k) −→ (0, 0). E da convergência forte de (Ihv,Khe)ψ para (v, e)ψ segue que o primeiro termo
também tem limite igual a zero, uma vez que a sequência (urhk, w
r
hk) é limitada em L
2(0, T ;H1(Ω) ×
L2(Ω)), pois converge fracamente. Analogamente para os outros termos bilineares, com destaque para
a passagem ao limite em (3.91) que nos dá




− ( w , g ) = 0, ∀(q, g) ∈M,
isto é, (u, d̂, w) satisfaz (3.65).
Para os termos trilineares, relacionados aos termos não lineares da EDP, precisamos de resul-
tados de compacidade no tempo de unh e d
n
h.








∥∥∥(un+lh − unh, µ(d̂n+lh − d̂nh))∥∥∥2
L2(Ω)×H1(Ω)
≤ C(lk)1/2. (3.105)
Demonstração. Some (3.70) de m+1 a m+ l e tome (vh, eh) = (u
m+l
h −umh , w
m+l
h −wmh ) como função













, b(um+lh − u
m
h , q) = 0,
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Obtemos, então,
























































O resultado é obtido ao estimar os termos do lado direito da igualdade.
Multiplique a equação acima por k e some em m de 1 a N0 − l. Vamos inverter a ordem do





































∥∥∇(um+lh − umh )∥∥L2(Ω).
Utilizando a desigualdade de Cauchy-Schwarz nos somatórios encontramos a relação entre a soma dos









∇unh , ∇(um+lh − u
m
h )

























∇unh , ∇(um+lh − u
m
h )











∥∥∇(um+lh − umh )∥∥2L2(Ω)
)1/2
.
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∇unh , ∇(um+lh − u
m
h )
)∣∣∣∣∣ ≤ Cν(kl)1/2T 1/20 .
A estimativa para os termos que envolvem a forma bilinear a2 é análoga. Basicamente, trocamos ∇uih














)∣∣∣∣∣ ≤ Cγ(kl)1/2T 1/20 .
Para o termo que envolve a forma trilinear c̃1, usando a desigualdade de Hölder, imersões de




















∥∥∇un−1h ∥∥L2(Ω) ‖∇unh‖L2(Ω) min {n−1,N0−l}∑
m=max {1,n−l}


























































































)∣∣∣∣∣ ≤ C(k(l − 1))1/2.
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E para o termo que envolve δtd̃
n
h a limitação é muito parecida com a dos termos envolvendo a forma
















)∣∣∣∣∣ ≤ C(k(l − 1))1/2.
Então, juntando as estimativas obtidas para cada termo obtemos o resultado enunciado. 
Teorema 3.1. A sequência de soluções (urhk, d̂
r
hk) é um conjunto pré-compacto em L
2(0, T ;L2(Ω) ×
L2(Ω)), isto é, possui uma subsequência convergente na topologia forte de L2(0, T ;L2(Ω) × L2(Ω)), se
existe uma constante C > 0 independente de h e de k tal que∫ T−δ
0
∥∥∥(urhk(t+ δ)− urhk(t), µ(d̂rhk(t+ δ)− d̂rhk(t)))∥∥∥
L2(Ω)×H1(Ω)
dt ≤ Cδ1/2, (3.106)
para todo δ ∈ (0, T ).
Demonstração. O resultado segue da caracterização de conjuntos compactos em Lp(0, T ;B), onde B
é um espaço de Banach, dada pelo teorema 1 do artigo de Simon [24]. Tal resultado nos diz que um
subconjunto F de Lp(0, T ;B) é pré-compacto se, e somente se, o conjunto{∫ t2
t1
f(t) dt
∣∣∣ f ∈ F} ,





‖f(t+ δ)− f(t)‖pB dt = 0
uniformemente em δ.
Temos que (urhk, d̂
r
hk) é limitado em L












∥∥∥(urhk(t+ δ)− urhk(t), µ(d̂rhk(t+ δ)− d̂rhk(t)))∥∥∥2
L2(Ω)×L2(Ω)
dt = 0
uniformemente em δ e segue que (urhk, d̂
r
hk) é um conjunto pré-compacto em L
2(0, T ;L2(Ω)×L2(Ω)). 
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Corolário 3.1. Segue da proposição 3.11 que a sequência de soluções (urhk, d̂
r
hk) é um pré-compacto em
L2(0, T ;L2(Ω)× L2(Ω)).
Demonstração. Mostraremos que vale (3.106) para todo δ ∈ (0, T ) e, então, o resultado decorre do









































e, como 0 < δ < k < 1, temos que (3.106) vale para δ ∈ (0, k).















∥∥∥d̂m+lh − d̂mh ∥∥∥2
H1(Ω)
≤ C(lk)1/2 = Cδ1/2.
O caso restante é aquele no qual δ = k(l + α), sendo 1 ≤ l ≤ N0 − 1 e α ∈ (0, 1). Novamente,




















dt = k(1− α)
N0−l∑
m=1






∥∥∥d̂m+l+1h − d̂mh ∥∥∥2
H1(Ω)






(1− α)l1/2 + α(l + 1)1/2
)
.
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Mas, como α ∈ (0, 1) e l é um inteiro positivo,(




















(1− α)l1/2 + α(l + 1)1/2 ≤
√
2(l + α)1/2.






é necessária a compacidade de ∇drhk em L2(0, T ;L2(Ω)),
ou seja, a compacidade de drhk em L
2(0, T ;H1(Ω)).
Proposição 3.12. A sequência drhk é pré-compacta em L
2(0, T ;H1(Ω)).
Demonstração. Mostraremos a compacidade da sequência d̂rhk em L
2(0, T ;H10 (Ω)) e da sequência d̃
r
hk
em L2(0, T ;H1(Ω)).



































Tome gh = d̂
r















pela convergência fraca de wrhk em L



















Como já foi observado, pela passagem ao limite nos termos lineares temos que as funções limite u, d̂ e































isto é, a sequência (d̂rhk) é pré-compacta em L
2(0, T ;H10 (Ω)).
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e que d̃nh é solução de (
∇d̃nh , ∇gh
)


































A função d̃(tn)− d
n













Decorre do teorema de traço que∥∥∥d̃(tn)− dnh∥∥∥
H1(Ω)














h − d̃nh satisfaz(
∇(dnh − d̃nh) , ∇gh
)
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Em particular, temos que SZhd
n



























de onde conclúımos que (d̃rhk) é pré-compacta em L
2(0, T ;H1(Ω)), finalizando a demonstração. 
Para concluir, é apresentada a adaptação do lema de Cea, mencionada na proposição anterior.




h como na proposição anterior, isto é, soluções de(
∇dnh , ∇g
)

































Demonstração. Como já foi observado na proposição anterior, a função d
n
h − d̃nh satisfaz(
∇(dnh − d̃nh) , ∇gh
)







Então, para toda vh ∈ Dh tal que vh
∣∣∣
∂Ω
= SZhl(tn)γ , temos que(




























































Basta utilizar os resultados de convergência forte para passar ao limite nos termos trilineares.
Obtemos assim que as funções limite u, d e w resolvem o problema 3 com funções teste v ∈ V e o
seguinte resultado.
Teorema 3.2. Toda subfamı́lia da famı́lia {(urhk, drhk, wrhk)}(h,k) tem uma subsequência que converge
para uma solução do problema 3 com funções teste v ∈ V à medida que (h, k)→ (0, 0).
Observação 3.12. Pela equivalência dos problemas 3 e 1 temos que toda subfamı́lia da famı́lia
{(urhk, drhk)}(h,k) tem uma subsequência que converge para uma solução semi-forte de (2.7)-(2.11) à
medida que (h, k)→ (0, 0).

Observação 3.13. Se a solução de (2.7)-(2.11) for única então toda subfamı́lia da famı́lia {(urhk, drhk)}(h,k)
tem uma subsequência que converge para a única solução de (2.7)-(2.11) à medida que (h, k) → (0, 0).
Isso implica que a famı́lia toda converge para a única solução de (2.7)-(2.11) à medida que (h, k)→ (0, 0).

3.5 Análise do Erro
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O primeiro termo do lado direito da desigualdade pode ser estimado notando-se que




É preciso estimar o segundo termo do lado direito da desigualdade.
Sendo assim, nesta seção queremos estimar os erros ‖u(tn)− unh‖L2(Ω), ‖d(tn)− d
n
h‖H1(Ω) e
‖w(tn)− wnh‖L2(Ω). Os erros serão separados como segue,
‖u(tn)− unh‖L2(Ω) ≤ ‖u(tn)− Ihu(tn)‖L2(Ω) + ‖Ihu(tn)− u
n
h‖L2(Ω) , (3.109)
‖d(tn)− dnh‖H1(Ω) ≤ ‖d(tn)− SZhd(tn)‖H1(Ω) + ‖SZhd(tn)− d
n
h‖H1(Ω) , (3.110)
‖w(tn)− wnh‖L2(Ω) ≤ ‖w(tn)−Khw(tn)‖L2(Ω) + ‖Khw(tn)− w
n
h‖L2(Ω) , (3.111)
O erro de truncamento, isto é, a primeira parcela do lado direito de (3.109) e (3.110) já tem estimativa
conhecida, que decorre diretamente da propriedade de aproximação dos operadores Ih, SZh e Kh,
respectivamente. Resta-nos estimar o erro discreto, isto é, a segunda parcela. Definamos
enu = Ihu(tn)− unh, end = SZhd(tn)− dnh e enw = Khw(tn)− wnh . (3.112)
A técnica utilizada para estimar os erros discretos (3.112) é parecida com a que foi empregada
no final da subseção de análise do erro da seção de definições e resultados preliminares. Utilizamos o
sistema cont́ınuo e o sistema discreto para encontrar a equação que é satisfeita por (u(tn)−unh, w(tn)−wnh)
e (p(tn) − pnh, d(tn) − dnh) e, em seguida, somamos e subtráımos alguns termos desta equação a fim de
que apareçam os erros discretos e esses possam ser isolados de um lado da equação, restando do outro
lado apenas termos para os quais seja posśıvel obter estimativas. Como agora as equações envolvem
derivadas no tempo, aparecem, além dos erros de truncamento, os chamados erros de consistência.
Faremos uso das estimativas das propriedades de estabilidade e das seguintes propriedades de
aproximação dos operadores SZh, Ih e Kh, dadas pelas proposições 3.6, 3.8 e 3.10. Temos que
‖d− SZhd‖Wm,p(Ω) ≤ Ch |d|Wm+1,p(Ω) , m = 0 ou 1, ∀d ∈W
m+1,p(Ω), (3.113)
‖u− Ihu‖Wm,p(Ω) ≤ Ch |u|Wm+1,p(Ω) , m = 0 ou 1, ∀u ∈W
m+1,p(Ω), (3.114)
‖w −Khw‖Lp(Ω) ≤ Ch |w|W 1,p(Ω) , ∀w ∈W
1,p(Ω). (3.115)
Usaremos também a estimativa dada pela proposição 3.9
‖v − Ihv‖H−1(Ω) ≤ Ch ‖v − Ihv‖L2(Ω) . (3.116)
Integre (3.64) de tn−1 a tn, tome (3.65) no tempo tn e faça (v, e) = (vh, eh) ∈ Xh e (p, g) =































dt = 0, ∀(vh, eh) ∈ Xh,
b(u(tn), qh) + µ(( d(tn) , gh ))− ( w(tn) , gh ) = 0, ∀(q, g) ∈Mh. (3.118)
Subtraia (3.72) de (3.117) e (3.73) de (3.118). Obtemos
kδt
(




































f̃ε(d(t))− f̃ε(dn−1h ) , eh
)
dt = 0, ∀(vh, eh) ∈ Xh,
b(u(tn)− unh, qh) + µ(( d(tn)− dnh , gh ))− ( w(tn)− wnh , gh ) = 0, ∀(qh, gh) ∈Mh. (3.120)
Agora, a cada termo de (3.119) e (3.120) somamos e subtráımos os termos convenientes para
que apareçam os erros discretos (3.112). Considere o primeiro termo, kδt
(
(u(tn)− unh, µ(d(tn)− dnh)), (vh, eh)
)
.
Some e subtraia kδt
(




























O erro de consistência deste termo é
Enh,1(vh, eh) = kδt
(
(u(tn)− Ihu(tn), µ(d(tn)− SZhd(tn))), (vh, eh)
)
.
Utilizando o fato de que os operadores de discretização no espaço comutam com a derivada no tempo





(u′(t)− Ihu′(t), µ(d′(t)− SZhd′(t))), (vh, eh)
)
dt. (3.121)
Analogamente ao primeiro termo, encontram-se os erros de consistência para os outros termos. Para o
segundo termo, some e subtraia (Ihu(t),Khw(t)) e (Ihu(tn),Khw(tn)) no primeiro argumento da forma
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bilinear a. Obtemos














(Ih(u(t)− u(tn)),Kh(w(t)− w(tn))), (vh, eh)
)
dt.
Para os outros erros de consistência usa-se a mesma ideia. Temos








( SZh(p(t)− p(tn)) , ∇ · vh ) dt,












f̃ε(SZhd(t))− f̃ε(SZhd(tn−1))) , eh
)
dt,


































Ẽnh (gh) = µ ( ∇(d(tn)− SZhd(tn)) , ∇gh )− ( w(tn)−Khw(tn) , gh ) . (3.126)
Passemos às estimavas dos erros de consistência. Denote por In o intervalo (tn−1, tn) e consi-
dere vh ∈ Vh. Para Enh,1(vh, eh) temos que∣∣∣∣∣
∫ tn
tn−1








‖u′(t)− Ihu′(t)‖H−1(Ω) ‖vh‖H10 (Ω) dt
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e, por (3.116), desigualdade de Hölder e estabilidade de Ih com m = 0 e p = 2,∣∣∣∣∫ tn
tn−1
( u′(t)− Ihu′(t) , vh ) dt
∣∣∣∣ ≤ Ch ‖u′‖L2(In;L2(Ω)) k1/2 ‖vh‖H10 (Ω) .
Analogamente, utilizando (3.113) e a desigualdade de Hölder obtemos∣∣∣∣∫ tn
tn−1
( d′(t)− SZhd′(t) , eh ) dt
∣∣∣∣ ≤ Ch ‖d′‖L2(In;H1(Ω)) k1/2 ‖eh‖L2(Ω) .













ν(( u(t)− Ihu(t) , vh )) dt+
∫ tn
tn−1
γ( w(t)−Khw(t) , eh ) dt
utilizamos (3.114), com m = 1 e p = 2, e (3.115), com p = 2. Obtemos∥∥Enh,a,1(vh, eh)∥∥ ≤ Chk1/2 ‖(νu, γw)‖L2(In;H2(Ω)×H1(Ω)) ‖(vh, eh)‖X . (3.128)
Considere agora a primeira parcela do segundo termo de Enh,a, Enh,a,2. Utilizando a estabilidade
de Ih dada pela proposição 3.8,∣∣∣∣∣
∫ tn
tn−1













































(tn − t)1/2 ‖u′‖L2(In;H1(Ω)) ‖vh‖L2(Ω) dt
≤ 2
3
Ck3/2 ‖u′‖L2(In;H1(Ω)) ‖vh‖L2(Ω) .
Absorvendo algumas constantes na constante C e procedendo de maneira similar com a parcela que
envolve a função w obtemos a estimativa∣∣Enh,a,2(vh, eh)∣∣ ≤ Ck3/2 ‖(νu′, γw′)‖L2(In;H1(Ω)×L2(Ω)) ‖(vh, eh)‖X . (3.129)
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Como estamos considerando vh ∈ Vh, o segundo termo de Eh,b(vh) é zero e basta estimarmos
o primeiro termo, Eh,b,1(vh). A estimativa deste termo segue as ideias da estimativa de Eh,a,1(vh) e
obtemos, utilizando as propriedades de aproximação de SZh,
|Eh,b(vh)| ≤ Chk1/2 ‖p‖L2(In;H1(Ω)) ‖vh‖H1(Ω) . (3.130)
Tratemos de estimar o erro de consistência Eh,f (eh). Temos que |d| ≤ 1 e vimos que, neste
caso, |SZh| ≤ C, logo, podemos verificar que∣∣∣f̃ε(d(t))− f̃ε(SZhd(t))∣∣∣ ≤ 3
ε2
|d(t)− SZhd(t)| ,
se |SZhd(t)| ≤ 1, ou ∣∣∣f̃ε(d(t))− f̃ε(SZhd(t))∣∣∣ ≤ 1
ε2
(|SZhd(t)| + 1) |d(t)− SZhd(t)|
≤ C + 1
ε2
|d(t)− SZhd(t)|
se |SZhd(t)| ≥ 1. De qualquer forma,∣∣∣f̃ε(d(t))− f̃ε(SZhd(t))∣∣∣ ≤ C
ε2
|d(t)− SZhd(t)| . (3.131)































hk1/2 ‖d‖L2(In;H1(Ω)) . (3.132)





k3/2 ‖d′‖L2(In;H1(Ω)) ‖eh‖L2(Ω) (3.133)
Vamos estimar agora os erros de consistência relacionados à forma trilinear c. O termo








c1(u(t)− Ihu(t), d(t), eh)− c1(vh, d(t), w(t)−Khw(t)) dt.
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Para o primeiro termo, temos que, pelo lema 1.3,∫ tn
tn−1
( u(t) · ∇(u(t)− Ihu(t)) , vh ) dt = −
∫ tn
tn−1
( u(t) · ∇vh , u(t)− Ihu(t) ) dt,
porque u(t) ∈ V . Dáı, utilizando a desigualdade de Hölder e as imersões de Sobolev (1.11), para
dimensão n = 3, obtemos∫ tn
tn−1
c̃1(u(t), u(t)− Ihu(t), vh) dt ≤
∫ tn
tn−1




‖u(t)‖H1(Ω) ‖vh‖H1(Ω) ‖u(t)− Ihu(t)‖L3(Ω) dt.
Então, usando (3.114) com m = 0 e p = 3,∫ tn
tn−1




≤ Chk1/2 ‖vh‖H1(Ω) ‖u‖L∞(In;H1(Ω)) ‖u‖L2(In;W 1,3(Ω)) .


















‖vh‖L6(Ω) ‖∇d(t)‖L3(Ω) ‖w(t)−Khw(t)‖L2(Ω) dt.
Utilizando (3.114) com m = 0 e p = 6 e (3.115) com m = 0 e p = 2 obtemos∣∣∣∣∣
∫ tn
tn−1





( vh · ∇d(t) , w(t)−Khw(t) ) dt
∣∣∣∣∣ ≤
≤ Chk1/2 ‖d‖L∞(In;W 1,3(Ω)) ‖(u,w)‖L2(In;W 1,6(Ω)×H1(Ω)) ‖(vh, eh)‖X .
Portanto,
|Eh,c,1(vh, eh)| ≤ Chk1/2
(
‖u‖L∞(In;H1(Ω)) ‖u‖L2(In;W 1,3(Ω)) ‖vh‖H1(Ω) +
µ ‖d‖L∞(In;W 1,3(Ω)) ‖u‖L2(In;W 1,6(Ω)) ‖eh‖L2(Ω) + (3.134)
µ ‖d‖L∞(In;W 1,3(Ω)) ‖w‖L2(In;H1(Ω)) ‖vh‖H1(Ω)
)
.
Dividimos Eh,c,2(vh, eh) em dois termos, como foi feito com Eh,c,1(vh, eh). Usamos novamente
o lema 1.3 para escrever∫ tn
tn−1
( u(t) · ∇Ih(u(t)− u(tn)) , vh ) dt = −
∫ tn
tn−1
( u(t) · ∇vh , Ih(u(t)− u(tn)) ) dt
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e desigualdades de Hölder e imersões de Sobolev para obter∣∣∣∣∣
∫ tn
tn−1




‖u(t)‖L6(Ω) ‖∇vh‖L2(Ω) ‖Ih(u(t)− u(tn))‖L3(Ω) dt




Em seguida, procedemos como na dedução de (3.129),∫ tn
tn−1





























( u(t) · ∇Ih(u(t)− u(tn)) , vh ) dt
∣∣∣∣∣ ≤ Ck3/2 ‖u(t)‖L∞(In;H1(Ω)) ‖u′‖L2(In;L3(Ω)) ‖vh‖H1(Ω) .
Observação 3.14. Observe que, na passagem∫ tn
tn−1




foi utilizada a estabilidade de Ih em L
p(Ω), para p = 3. Caso tivéssemos que recorrer à norma W 1,p(Ω),
com p = 3, para obter uma limitação, como seria o caso do operador SZh, na estimativa apareceria a
norma ‖u′‖L2(In;W 1,3(Ω)) e teŕıamos que assumir que u
′ ∈ L2((0, T );W 1,3(Ω)). Então, a escolha de um
operador estável nos espaços Lp(Ω) nos permitiu exigir menos regularidade da derivada temporal da
função u.

Para o segundo termo de Eh,c,2(vh, eh) utilizamos o mesmo racioćınio empregado para estimar
o primeiro termo e obtemos∣∣∣∣∣
∫ tn
tn−1










′‖L2(In;L3(Ω)) ‖eh‖L2(Ω) + ‖d‖L∞(In;W 1,3(Ω)) ‖w
′‖L2(In;L2(Ω)) ‖vh‖H1(Ω) .
Finalmente,




+ µ ‖d‖L∞(In;W 1,6(Ω)) ‖u
′‖L2(In;L3(Ω)) ‖eh‖L2(Ω) + (3.135)
+ µ ‖d‖L∞(In;W 1,3(Ω)) ‖w
′‖L2(In;L2(Ω)) ‖vh‖H1(Ω) .
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As estimativas de Eh,c,3(vh, eh) e Eh,c,4(vh, eh) seguem o mesmo racioćınio das estimativa de
Eh,c,1(vh, eh) e Eh,c,2(vh, eh), respectivamente. Verifica-se que
|Eh,c,3(vh, eh)| ≤ Chk1/2
(
‖u‖L∞(In;H1(Ω)) ‖u‖L2(In;W 1,3(Ω)) ‖vh‖H1(Ω) +
µ ‖d‖L2(In;W 2,3(Ω)) ‖u‖L∞(In;H1(Ω)) ‖eh‖L2(Ω) + (3.136)
µ ‖d‖L2(In;W 2,3(Ω)) ‖w‖L∞(In;L2(Ω)) ‖vh‖H1(Ω)
)
e que




+ µ ‖d′‖L2(In;W 1,3(Ω)) ‖u‖L∞(In;H1(Ω)) ‖eh‖L2(Ω) + (3.137)
+ µ ‖d′‖L2(In;W 1,3(Ω)) ‖w‖L∞(In;L2(Ω)) ‖vh‖H1(Ω) .
Resta-nos estimar apenas o erro Ẽnh (gh). Aplicando (3.113) com m = 1 e p = 2 e (3.115) com
p = 6/5 obtemos ∣∣∣Ẽnh (gh)∣∣∣ ≤ Ch ‖gh‖H1(Ω) (µ ‖d(tn)‖H2(Ω + ‖w(tn)‖W 1,6/5(Ω)) . (3.138)
Considere
Enh (vh, eh) = Enh,1(vh, eh) + Enh,a(vh, eh) + Enh,b(vh, eh) + Enh,f (vh, eh) + Enh,c(vh, eh). (3.139)









































h )− f̃ε(SZhd(tn−1)) , eh
)
,
∀(vh, eh) ∈ Vh ×Wh,
kµ ( ∇end , ∇gh )− k ( enw , gh ) = kẼnh (gh), ∀gh ∈ D0h. (3.141)
Note que não aparece em (3.140) o termo que envolve o erro da pressão e não aparece em (3.141) o
termo que envolve o erro da velocidade. Isso acontece porque tomamos vh ∈ Vh e porque enu ∈ Vh, uma
vez que u ∈ V , veja a observação 3.6.




w) ∈ Vh ×Wh em (3.140), gh = µδtend ∈ D0h em (3.141), isto é,
kµ2 ( ∇end , ∇δtend )− k ( enw , µδtend )− kẼnh (µδtend ) = 0,
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∣∣en−1d ∣∣2H1(Ω) + ∣∣end − en−1d ∣∣2H1(Ω)}+
+νk |enu|
2






















+ kµẼnh (δtend ).
Precisamos limitar os termos do lado direito da equação. O termo Enh (enu, enw) é limitado com base nas
limitações (3.127)-(3.137). Para os termos de Enh (enu, enw) que têm estimativas como (3.127), por exemplo,
fazemos ∣∣Enh,1(enu, enw)∣∣ = Ch ‖(u′, µd′)‖L2(In;L2(Ω)×H1(Ω)) k1/2 ‖(enu, enw)‖X
e usamos a desigualdade de Young para obter
∣∣Enh,1(enu, enw)∣∣ = Cδ h2 ‖(u′, µd′)‖2L2(In;L2(Ω)×H1(Ω)) + δ2k ‖(enu, enw)‖2X
≤ 1
2











onde δ > 0. Para os termos de Enh (enu, enw) que têm estimativas como (3.129), por exemplo, fazemos∣∣Enh,a,2(enu, enw)∣∣ ≤ Ck ‖(νu′, γw′)‖L2(In;H1(Ω)×L2(Ω)) k1/2 ‖(enu, enw)‖X
e usamos a desigualdade de Young para obter











pode ser estimado por
Ck ‖(u(tn), w(tn))‖(W 1,3(Ω)∩L∞(Ω))×L3(Ω)
∥∥(en−1u , µen−1d )∥∥L2(Ω)×H1(Ω) ‖(enu, enw)‖X ,
ou, ainda,
Ck1/2 ‖(u(tn), w(tn))‖(W 1,3(Ω)∩L∞(Ω))×L3(Ω)
∥∥(en−1u , µen−1d )∥∥L2(Ω)×H1(Ω) k1/2 ‖(enu, enw)‖X .
Utilizando a desigualdade de Young, obtemos
Ck1/2 ‖(u(tn), w(tn))‖(W 1,3(Ω)∩L∞(Ω))×L3(Ω)
∥∥(en−1u , µen−1d )∥∥L2(Ω)×H1(Ω) k1/2 ‖(enu, enw)‖X ≤
≤ 1
2
C(δ)k ‖(u(tn), w(tn))‖2(W 1,3(Ω)∩L∞(Ω))×L3(Ω)
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Analogamente, termo µγk
(
f̃(dn−1h )− f̃(SZhd(tn−1)) , enw
)




∥∥en−1d ∥∥L6(Ω) ‖enw‖L2(Ω) ≤ Ck1/2µγε2 ∥∥en−1d ∥∥H1(Ω) k1/2 ‖enw‖L2(Ω)
≤ k1/2 C
ε2
















Considerando essas estimativas para os três primeiros termos do lado direito de (3.142) obte-










∣∣en−1d ∣∣2H1(Ω) + ∣∣end − en−1d ∣∣2H1(Ω)}+
+(ν − δ)k |enu|
2





≤ C(In, δ)(h2 + k2) + k
∥∥(en−1u , µen−1d )∥∥2L2(Ω)×H1(Ω) +
+2µkẼnh (δtend ).
A constante C(In, δ) tem a ver com as normas das funções u, d, w, suas derivadas temporais e p no









C(In, δ) ≤ C(δ).




























∥∥(en−1u , µen−1d )∥∥2L2(Ω)×H1(Ω) + 2µ m∑
n=1
kẼnh (δtend ).
Resta-nos estimar o último termo do lado direito,
m∑
n=1





Ẽnh (δtend ) = −k
m∑
n=2
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e temos que
δtẼnh (en−1d ) = µ
(








µδtẼnh (en−1d ) ≤ Cµhk
1/2
(
µ ‖d′‖L2(In;H2(Ω)) + ‖w
′‖L2(In;W 1,6/5(Ω))
) ∣∣en−1d ∣∣H1(Ω) . (3.145)








µ ‖d′‖L2(In;H2(Ω)) + ‖w
′‖L2(In;W 1,6/5(Ω))
) ∣∣en−1d ∣∣H1(Ω)+


















































∥∥(en−1u , µen−1d )∥∥2L2(Ω)×H1(Ω).
A estimativa para o erro segue da aplicação da seguinte versão discreta do lema de Gronwall.
Lema 3.8. Seja (km) uma sequência de números reais não negativos. Considere a sequência (am), com
am ≥ 0, e uma constante c0 ≥ 0 tais que
a0 ≤ c0
e
am ≤ c0 +
m−1∑
j=0
kjaj , m ≥ 1.
Então, para m ≥ 1 vale
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Tomando (km) como sendo a sequência constante igual a Ck, am como sendo toda a parcela do lado
esquerdo da desigualdade e c0 = C(h
2 + k2), pelo lema 3.8, temos o seguinte resultado, que é o objetivo
da seção.
Teorema 3.3. Se a famı́lia de triangulações utilizada é quasi-uniforme e a solução (u, p, d, w) problema
3 tem a regularidade
(u, d, w) ∈ L2(0, T0;H2(Ω)×W 2,3(Ω)×H1(Ω)),
u ∈ L∞(0, T0;W 1,3(Ω) ∩ L∞(Ω)), p ∈ L2(0, T0;H1(Ω)),
(∂tu, ∂td, ∂tw) ∈ L2(0, T0;H1(Ω)×H2(Ω)×W 1,6/5(Ω))


























≤ C(h2 + k2),
com a constante C > 0 dependendo exponencialmente de 1/ε2, mas independente de h, k e m.
Para completar o resultado vejamos uma demonstração do lema de Gronwall discreto 3.8.
Utilizaremos o seguinte lema.
Lema 3.9. Seja (km) uma sequência de números reais não negativos. Temos que






 kn ≤ m−1∏
n=0
(1 + kn)
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Demonstração. Temos que






 kn = 1 + k0 + (1 + k0)k1 + (1 + k0)(1 + k1)k2 + · · ·+ m−2∏
j=0
(1 + kj)km−1




logo, como km ≥ 0, para todo m, obtemos o resultado enunciado. 




(1 + kn), m ≥ 1. (3.148)
De fato, temos que a0 ≤ c0, logo,
a1 ≤ c0 + k0a0 ≤ c0(1 + k0),


























Note agora que para todo x ≥ 0 temos que
1 + x ≤ exp(x).
Basta utilizar esta desigualdade em (3.148) para obter o resultado enunciado. 
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