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d’apre`s J.-B. Bost, Y. Andre´, D. & G. Chudnovsky
par Antoine CHAMBERT-LOIR
1. INTRODUCTION
1.1. — Certains proble`mes ge´ome´triques ou arithme´tiques se rame`nent parfois a` de´cider si une fonction
analytique, voire une se´rie formelle, est en fait une fonction alge´brique, voire meˆme une fraction rationnelle.
On peut notamment penser a` deux exemples :
1o) le proble`me de Schwarz (cf. [41]) consistant a` de´terminer les e´quations diffe´rentielles hyperge´ome´-
triques de Gauß ayant une base de solutions forme´e de fonctions alge´briques ;
2o) le the´ore`me de E´. Borel [15] affirmant qu’une se´rie entie`re f ∈ Z[[x]] est le de´veloppement en se´rie
d’une fraction rationnelle si et seulement si c’est le de´veloppement de Taylor en l’origine d’une fonction
me´romorphe sur un disque de centre 0 et rayon strictement supe´rieur a` 1. Une ge´ne´ralisation de ce crite`re
a e´te´ utilise´e par Dwork [21] dans sa de´monstration de la rationalite´ de la fonction zeˆta d’une varie´te´
alge´brique sur un corps fini.
Les travaux de D.V. et G.V. Chudnovsky [18] ont montre´ que les me´thodes de transcendance four-
nissent une approche a` ce genre de questions, en meˆme temps qu’a` d’autres proble`mes a priori plus
e´loigne´s telle la conjecture d’isoge´nie. C’est la` le sujet de notre expose´. Nous en donnerons de nombreuses
applications, dont certaines remontent d’ailleurs a` ces auteurs. Cette technique a toutefois e´te´ perfection-
ne´e, notamment par Y. Andre´ ([3] et [4]) et, plus re´cemment, par un article de J.-B. Bost [17] qui fournit
un crite`re permettant d’affirmer que certaines sous-varie´te´s formelles d’une varie´te´ alge´brique (c’est-a`-dire
✭✭ de´finies ✮✮ par des se´ries formelles plutoˆt que des polynoˆmes) sont en fait des sous-varie´te´s alge´briques.
Celui-ci est e´crit dans le langage de la ge´ome´trie d’Arakelov et j’espe`re convaincre le lecteur qu’elle fournit
un cadre ge´ome´trique efficace pour les de´monstrations d’approximation diophantienne.
Les the´ore`mes ante´rieurs des Chudnovsky et Andre´ (voir notamment [18, 3, 4]) e´tablissaient l’alge´bricite´
d’une se´rie formelle et les conse´quences ge´ome´triques e´taient alors obtenues apre`s de´vissage. Les re´sultats
de Bost ge´ne´ralisent aussi un the´ore`me de Graftieaux (voir [27, 28]) concernant les sous-groupes formels
d’une varie´te´ abe´lienne, tout en en simplifiant notablement la de´monstration.
1.2. — Quel que soit le langage utilise´ (approximation diophantienne classique, ge´ome´trie d’Arake-
lov,. . . ), la ✭✭ me´thode de Chudnovsky ✮✮ repose sur des techniques utilise´es en the´orie des nombres trans-
cendants ; elle combine en effet des hypothe`ses de type arithme´tique (controˆle des de´nominateurs) et des
hypothe`ses de type analytique (uniformisation).
L’irruption de l’arithme´tique dans ces questions n’est pas nouvelle mais remonte — au moins — a` la
communication [23] d’Eisenstein ou` ce dernier e´tablit le the´ore`me suivant : soit y =
∑∞
n=0 anx
n ∈ Q[[x]]
le de´veloppement en se´rie de Taylor en l’origine d’une fonction alge´brique. Alors, il existe un entier A > 1
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tel que, pour tout entier n > 0, anA
n+1 est entier. En particulier, les nombres premiers qui divisent les
de´nominateurs des rationnels an sont en nombre fini. Une conse´quence imme´diate de ce re´sultat, cite´e
d’ailleurs par Eisenstein, est la transcendence des fonctions logarithme ou exponentielle, ✭✭ mais aussi de
beaucoup d’autres. ✮✮
1.3. — Comme il m’est impossible de donner un aperc¸u des me´thodes et des re´sultats en the´orie des
nombres transcendants, je me vois oblige´ de renvoyer le lecteur a` l’immense litte´rature sur le sujet, a`
laquelle le petit ouvrage collectif [8] peut eˆtre une bonne introduction, quoiqu’un peu ancienne. Rappelons
simplement que, classiquement, une ✭✭ de´monstration de transcendance ✮✮ met successivement en jeu quatre
ingre´dients : on raisonne par l’absurde, puis
1o) on construit une fonction auxiliaire a` l’aide du lemme de Siegel : celui-ci fournit a` un syste`me
sous-de´termine´ d’e´quations line´aires a` coefficients entiers une solution entie`re de petite taille, mais non
nulle. L’e´valuation de cette fonction auxiliaire fournit un entier ξ sur lequel va porter la contradiction ;
2o) un certain nombre d’estimations de nature analytique, telles que le lemme de Schwarz et l’ine´galite´
d’Hadamard majorent |ξ| ;
3o) le fait (trivial) qu’un entier non nul est de valeur absolue supe´rieure ou e´gale a` 1 implique, si la
majoration pre´ce´dente est assez bonne, que ξ = 0. Dans les corps de nombres, ce principe est remplace´
par la formule du produit ;
4o) un lemme de ze´ros, de nature ge´ne´ralement alge´bro-ge´ome´trique, montre qu’alors la fonction auxi-
liaire initiale est nulle, d’ou` la contradiction.
Cependant, la me´thode des de´terminants d’interpolation introduite par M. Laurent, cf. [36], ne fait pas
intervenir le lemme de Siegel. En fait, plutoˆt que sur une solution du syste`me line´aire, on peut raisonner
directement sur les mineurs de sa matrice.
1.4. — La me´thode des pentes, introduite par Bost a` propos d’un the´ore`me de Masser et Wu¨stholz (voir
l’expose´ [16] a` ce se´minaire) est une version ge´ome´trique ✭✭ intrinse`que ✮✮ des de´terminants d’interpolation.
Sa formulation ne´cessite le langage de la ge´ome´trie d’Arakelov.
Plac¸ons-nous pour l’instant dans le cas le plus simple ou` les objets sont des re´seaux euclidiens E =
(E, qE), ou` E est un Z-module libre de rang fini et qE une forme quadratique de´finie positive sur ER =
E ⊗Z R. A` un tel objet, on peut associer un nombre re´el d̂egE, son degre´ arithme´tique, qui n’est autre
que l’oppose´ du logarithme du covolume de E dans ER. En d’autres termes, (e1, . . . , ed) est une Z-base
de E,
(1.4.1) d̂egE = −1
2
log det
(
qE(ei, ej)
)
16i,j6d
.
On de´finit ensuite sa pente qui est tout simplement son degre´ divise´ par son rang :
µ(E) = d̂egE/ rangE.
Dans ce contexte, on a aussi une notion de polygone de Harder-Narasimhan (cf. [46, 29, 16]) mais ne nous
inte´ressera ici que sa plus grande pente, µmax(E) : c’est le maximum des pentes des sous-re´seaux de E,
c’est-a`-dire des re´seaux F = (F, qE |F ) ou` F est un sous-Z-module non nul de E.
E´tant donne´s deux tels re´seaux euclidiens E et F , un homomorphisme ϕ : E → F posse`de une hauteur,
le logarithme de la norme de l’homomorphisme d’espaces euclidiens induit :
h(ϕ) = log ‖ϕ‖ = 1
2
log sup
e∈ER\{0}
qF (ϕ(e))
qE(e)
.
Si ϕ est injectif, on a alors une ine´galite´, dite ine´galite´ de pentes :
(1.4.2) µ(E) 6 µmax(F ) + h(ϕ).
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C’est essentiellement une reformulation de l’ine´galite´ d’Hadamard. Le me´rite de cette ine´galite´ est de syn-
the´tiser les diffe´rentes e´tapes d’une preuve de transcendance : si le lemme de Siegel disparaˆıt (en apparence
seulement, voir plus bas), les estime´es analytiques interviennent dans la majoration de h(ϕ). Quand l’in-
e´galite´ obtenue est absurde, le morphisme ϕ ne peut pas eˆtre injectif, et la` intervient e´ventuellement le
lemme de ze´ros.
1.5. — Expliquons maintenant pourquoi, joint au the´ore`me de Minkowski, le lemme de Siegel est, a` des
facteurs nume´riques pre`s, un corollaire de l’ine´galite´ de pentes (1.4.2). Soit donc Φ = (aij) une matrice
a` coefficients entiers a` r lignes et n colonnes, avec n > r. Si A = max |ai,j |, le lemme de Siegel classique
affirme qu’il existe un e´le´ment non nul x = t(x1, . . . , xn) ∈ Zn tel que Φ · x = 0 et |xi| 6 (nA)r/(n−r)
pour tout i ∈ {1; . . . ;n}.
Soit alors E le re´seau Zn muni de la forme quadratique qE(x1, . . . , xn) =
∑n
i=1 x
2
i , soit F le re´seau
analogue de rang r, et soit ϕ : E → F l’homomorphisme de´fini par la matrice Φ. Comme n > r, il
n’est pas injectif et son noyau, muni de la norme euclidienne induite, est un sous-re´seau sature´ E1. On
de´finit alors E2 = E/E1 le re´seau quotient, muni de la norme euclidienne quotient. Alors, ϕ induit un
homomorphisme injectif ϕ2 : E2 → F , si bien que l’ine´galite´ de pentes (1.4.2) s’e´crit
(1.5.1) µ(E2) 6 µmax(F ) + h(ϕ2).
Par construction,
(1.5.2) h(ϕ2) = h(ϕ) =
1
2
log sup
x∈ER\{0}
qF (ϕ(x))
qE(x)
6 log(
√
rA).
De plus, les covolumes de re´seaux sont multiplicatifs dans les suites exactes, donc les degre´s arithme´tiques
sont additifs et
(1.5.3) µ(E2) = rang(E2)
−1 d̂egE2 = rang(E2)
−1(d̂egE − d̂egE1) = − rang(E1)
rang(E2)
µ(E1)
car d̂egE = r d̂eg(Z, ‖·‖) = 0. De meˆme, d̂egF = 0 et, plus ge´ne´ralement, le degre´ de tout sous-re´seau
de F est ne´gatif ou nul : d’apre`s la formule de Gram (cf. la formule (1.4.1)), le carre´ du covolume
d’un tel sous-re´seau de Zn est en effet un entier non nul, si bien que µmax(F ) = 0. Ainsi, utilisant que
d = rangE1 > n− r, on a
(1.5.4) µ(E1) > − r
n− r log(A
√
r)
E´crivons maintenant le the´ore`me de Minkowski : il affirme que si le volume (dans E1,R) de la boule Bt
de rayon t est supe´rieur ou e´gal a` 2d fois le covolume de E1, alors Bt contient au moins un point non
nul de E1. Notons βd = π
d/2/Γ(d/2) le volume de la boule unite´ euclidienne en dimension d. Retranscrit
en termes de pentes, le the´ore`me de Minkowski affirme l’existence d’un point non nul x ∈ E1 tel que
qE(x) 6 t
2 de`s que
(1.5.5) µ(E1) > − log t+ log(2β−1/dd ).
Ainsi, il existe une solution non nulle x = t(x1, . . . , xn) ∈ Zn au syste`me Φ · x = 0 ve´rifiant
(1.5.6) ‖x‖ = ( n∑
i=1
x2i
)1/2
6
(
A
√
r
)r/(n−r)
2β
−1/d
d .
De plus, la formule de Stirling montre que lorsque d tend vers +∞,
2β
−1/d
d ≃
√
2d/e.
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1.6. — Dans le meˆme volume que celui ou` est publie´ [18], les Chudnovsky utilisent des techniques
similaires pour de´buter la the´orie arithme´tique des G-fonctions de Siegel, introduites dans [43]. Faute
de place, nous ne dirons rien de cette the´orie qui pourtant a vu re´cemment quelques de´veloppement
majeurs, suite notamment aux travaux de Bombieri [13] et Andre´. Citons ainsi une the´orie ge´ome´trique
des ope´rateurs diffe´rentiels de type G (Andre´, Baldassarri [7]) ainsi que la ge´ne´ralisation en dimension
supe´rieure, due a` L. Di Vizio [20], du the´ore`me des Chudnovsky affirmant qu’un ope´rateur diffe´rentiel
minimal annulant une G-fonction est un G-ope´rateur. Enfin, signalons deux articles re´cents d’Andre´ [5, 6]
consacre´s a` une ✭✭ the´orie Gevrey arithme´tique ✮✮ dont le the´ore`me de Chudnovsky e´voque´ est un outil
essentiel. Il en de´duit de remarquables applications, par exemple une nouvelle preuve du the´ore`me de
Siegel-Shidlovsky et, inspire´ par la preuve de Be´zivin-Robba [10], deux (!) du the´ore`me de Lindemann-
Weierstraß.
Je remercie Y. Andre´, D. Bertrand, J.-B. Bost et Y. Laszlo pour l’aide qu’ils m’ont apporte´e pendant
la pre´paration de cet expose´. Je remercie aussi C. Gasbarri et A. Thuillier pour leur lecture attentive.
2. QUATRE THE´ORE`MES
2.1. — Les e´nonce´s que nous pre´sentons maintenant font intervenir des objets alge´bro-ge´ome´triques
de´finis sur un corps de nombres (nombres, varie´te´s alge´briques, e´quations diffe´rentielles, sous-alge`bres
de Lie, etc.) ve´rifiant une proprie´te´ modulo p pour presque tout nombre premier p. Le sens de ce genre
d’hypothe`ses est le suivant. SoitK un corps de nombres et soit oK son anneau d’entiers. Un objet alge´bro-
ge´ome´trique sur K ✭✭ de type fini ✮✮ est de´fini par une famille finie d’e´le´ments de K (par exemple, dans le
cas d’une varie´te´ alge´brique, les coefficients des e´quations polynomiales qui la de´finissent) ; ces e´le´ments
ont un de´nominateur commun D ∈ Z, si bien qu’en fait l’objet initial ✭✭ vit ✮✮ naturellement sur l’anneau
oK [1/D]. Il y a bien suˆr des choix mais e´tant donne´es deux structures entie`res sur oK [1/D] et oK [1/D
′],
il existera un multiple commun a` D et D′, soit D′′, tel que les structures entie`res co¨ıncident, une fois
regarde´es sur oK [1/D
′′]. C’est bien suˆr dans le langage des sche´mas que de telles conside´rations trouvent
leur place naturelle.
Les ide´aux maximaux d’un tel anneau oK [1/D] s’identifient naturellement a` une partie de comple´men-
taire fini de l’ensemble des ide´aux maximaux de oK (ceux qui ne contiennent pas D). Re´duire modulo p
pour presque tout p signifie que, pour tout ide´al maximal p de oK [1/D] (sauf peut-eˆtre un nombre fini
d’entre eux), on conside`re la structure entie`re modulo l’ide´al p. On obtient ainsi une structure alge´brique
analogue a` celle de de´part, mais sur un corps fini. C’est sur ces structures ✭✭ modulo p ✮✮ que portent les
hypothe`ses des the´ore`mes.
Nous donnerons volontairement les e´nonce´s dans ce style informel, en en indiquant juste apre`s la
signification pre´cise.
2.2. The´ore`me. — Soit α un nombre alge´brique tel que pour presque tout nombre premier p, la re´duction
modulo p de α est dans le sous-corps premier Fp. Alors, α est un nombre rationnel.
Autrement dit, α est un e´le´ment d’un corps de nombres K. E´crivons le β/D ou` D est un entier > 1
et β un entier alge´brique. L’hypothe`se signifie que pour presque tout ide´al maximal p de oK , il existe un
e´le´ment np ∈ Z tel que β ≡ npD (mod p). La conclusion est alors que β ∈ Z.
Ce re´sultat apparaˆıt dans l’article [35] de Kronecker qui le de´rive du comportement du logarithme
de la fonction zeˆta de Dedekind du corps Q(α) en s = 1.(1) Aujourd’hui, il apparaˆıt souvent comme
(1)L’argument de Kronecker semble cependant incomplet. L’existence d’une densite´ de certains ensembles de nombres
premiers, aujourd’hui conse´quence du the´ore`me de Cˇebotarev, est en effet utilise´e sans justification.
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une conse´quence du the´ore`me de densite´ de Cˇebotarev. En lien avec le the´ore`me 2.6 ci-dessous, les
Chudnovsky en fournissent une de´monstration ✭✭ diophantienne ✮✮ dans [18], c’est-a`-dire fonde´e sur les
me´thodes introduites par la the´orie des nombres transcendants.
2.3. The´ore`me. — Soit E et E′ deux courbes elliptiques sur Q. Alors, E et E′ sont isoge`nes sur Q si
et seulement si, pour presque tout nombre premier p, E et E′ ont le meˆme nombre de points sur Fp.
Donnons la` encore une interpre´tation na¨ıve : partant de deux courbes elliptiques E et E′ sur Q on peut
en trouver des e´quations (affines, sous forme de Weierstraß) y2 = 4x3+ax+ b et y2 = 4x3+a′x+ b′, avec
a, b, a′, b′ dans Z. Pour tout nombre premier p sauf 2, 3 et ceux qui divisent le produit des discriminants
4a3 + 27b2 et 4a′3 + 27b′2, ces e´quations de´finissent des courbes elliptiques Ep et E
′
p sur le corps fini Fp.
Une Q-isoge´nie entre E et E′, c’est-a`-dire en l’occurrence un morphisme non constant de´fini sur Q
fournira pour tous ces nombres premiers (sauf quelques-uns, peut-eˆtre) une isoge´nie entre les courbes
elliptiques Ep et E
′
p. Il est alors connu que Ep et E
′
p ont meˆme nombre de points sur Fp. La re´ciproque
est le point difficile.
De´montre´ par Serre [42] si l’un des invariants j(E) et j(E′) n’est pas entier, c’est un cas particulier
du ✭✭ the´ore`me d’isoge´nie de Faltings ✮✮, cf. [25], lequel fournit un e´nonce´ analogue pour deux varie´te´s
abe´liennes de´finies sur un corps de nombres. Dans [18], les Chudnovsky avaient donne´ une de´monstration
diophantienne du the´ore`me 2.3. Cependant, leur de´monstration ne´cessitait en outre le the´ore`me de Cartier
et Honda [30] reliant la fonction zeˆta de Hasse-Weil d’une Q-courbe elliptique et le groupe formel de son
mode`le de Ne´ron sur Z. Dans [27], Graftieaux a donne´ une de´monstration analogue du the´ore`me d’isoge´nie
pour les varie´te´s abe´liennes a` multiplication re´elle de´finies surQ. Cette preuve ne´cessite une ge´ne´ralisation
du the´ore`me de Cartier et Honda, de´montre´e par Deninger et Nart dans [19], qui fournit un isomorphisme
entre les groupes formels des varie´te´s abe´liennes en question. Graftieaux de´montre ensuite l’alge´bricite´
de cet isomorphisme, autrement dit l’alge´bricite´ du graphe, lequel est un sous-groupe formel du produit
des deux varie´te´s abe´liennes. Graftieaux a ensuite e´tabli dans [28] un crite`re ge´ne´ral d’alge´bricite´ de
sous-groupes formels d’une varie´te´ abe´lienne de´finie sur un corps de nombres. Ses re´sultats sont de plus
effectifs : les hypothe`ses ne font intervenir qu’un nombre fini explicite de nombres premiers.
Plus ge´ne´ralement, on a le the´ore`me suivant, duˆ a` Bost.
2.4. The´ore`me. — Soit G un groupe alge´brique de´fini sur un corps de nombres K, soit g son alge`bre
de Lie. Soit h une sous-K-alge`bre de Lie de g ve´rifiant la proprie´te´ suivante : pour presque tout nombre
premier p, la re´duction de h modulo p est une p-alge`bre de Lie. Alors, il existe un sous-groupe alge´brique
H de G, de´fini sur K, dont h est l’alge`bre de Lie.
L’ingre´dient nouveau est la notion de p-alge`bre de Lie. Si G est un groupe alge´brique lisse sur un corps
k, son alge`bre de Lie g est par de´finition le k-espace vectoriel des de´rivations invariantes par translations
sur G, muni du crochet [D1, D2] = D1D2−D2D1. En effet, si D1 et D2 sont deux de´rivations invariantes,
leur commutateur en est encore une. De plus, si k est de caracte´ristique p > 0 et si D est une de´rivation
invariante, la formule du binoˆme montre que, pour tous germes de fonctions f et g, on a
Dp(fg) =
p∑
i=0
(
p
i
)
Di(f)Dp−i(g) = gDp(f) + fDp(g),
si bien que Dp est encore une de´rivation. Cette ope´ration de puissance p-ie`me donne naissance a` la notion
de p-alge`bre de Lie, cf. [31], 5.7, [14], 1.3 ainsi que l’expose´ [37] a` ce se´minaire. E´tant donne´e une telle
p-alge`bre de Lie g, une sous-p-alge`bre de Lie est alors une sous-alge`bre de Lie h telle que pour tout D ∈ h,
Dp ∈ h.
L’explicitation du ✭✭ modulo p ✮✮ se fait alors comme pre´ce´demment. Si oK est l’anneau des entiers de
K, il existe un entier N > 1 et un sche´ma en groupes lisse G sur Spec oK [1/N ] dont la fibre ge´ne´rique
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G ⊗K est G. Son alge`bre de Lie Lie(G ) est une oK [1/N ]-alge`bre de Lie telle que Lie(G )⊗K = g. Pour
tout ide´al maximal p de oK ne contenant pas N , on dispose alors d’un groupe alge´brique lisse sur le corps
fini Fp = oK/p dont l’alge`bre de Lie n’est autre que Lie(G ) ⊗ Fp. Si l’on note p la caracte´ristique du
corps Fp, c’est en particulier une p-alge`bre de Lie.
Quitte a` remplacer l’entier N par un multiple, une sous-alge`bre de Lie h de g de´finit de meˆme une
sous-alge`bre de Lie de Lie(G ), et par conse´quent, par re´duction modulo p, des sous-alge`bres de Lie de
Lie(G )⊗ Fp. L’hypothe`se est donc que pour presque tout ide´al maximal p, ces sous-alge`bres de Lie sont
des sous-p-alge`bres de Lie.
2.5. — Le the´ore`me 2.4 est de´montre´ par Bost dans [17]. Il avait e´te´ inde´pendamment conjecture´ par
Ekedahl et Shepherd-Barron dans leur article [24]. Il n’est peut-eˆtre pas inutile d’expliquer en quoi les
deux the´ore`mes 2.2 et 2.3 en sont des cas particuliers.
2.5.1. The´ore`me de Kronecker. — Conside´rons le groupe alge´brique Gk = Gm ×Gm sur un corps k.
On note x et y les coordonne´es sur les deux produits, l’e´le´ment neutre e´tant (1, 1). Alors, une base de
l’alge`bre de Lie gk de Gk est constitue´e des champs de vecteurs x
∂
∂x et y
∂
∂y . et gk est la k-alge`bre de Lie
commutative k2.
Si k est de caracte´ristique positive p, de´terminons l’ope´ration de puissance p-ie`me sur gk. Il suffit de
la calculer dans le cas de Gm, auquel cas on a
(2.5.2)
(
x
∂
∂x
)p
= x
∂
∂x
.
En effet, x ∂∂x est l’unique de´rivation invariante sur Gm qui envoie sur elle-meˆme la fonction re´gulie`re x.
Ainsi, utilisant le fait que l’alge`bre de Lie de (Gm)
2 est commutative,(
ax
∂
∂x
+ by
∂
∂y
)p
= apx
∂
∂x
+ bpy
∂
∂y
.
Pour e´tablir le the´ore`me 2.2, conside´rons un e´le´ment α d’un corps de nombres K et soit G le groupe
Gm ×Gm sur K, d’alge`bre de Lie g = K2. La droite h = (1, α)K est une sous-alge`bre de Lie. Soit p un
ide´al maximal de oK tel que α soit p-entier. La re´duction modulo p de h est la sous-alge`bre de Lie de
hp engendre´e par (1, α mod p) dans (oK/p)
2. C’est une sous-p-alge`bre de Lie si et seulement si (1p, (α
mod p)p) est coline´aire a` (1, α mod p), c’est-a`-dire si et seulement si αp = α (mod p), ou encore si α
mod p est dans le corps premier Fp. Par suite, sous l’hypothe`se du the´ore`me de Kronecker, l’alge`bre de
Lie h est l’alge`bre de Lie d’un K-sous-groupe alge´brique H de Gm ×Gm. Or, ceux-ci sont de´finis par
une e´quation de la forme xm = yn pour deux entiers m et n. L’alge`bre de Lie d’un tel H est la droite
d’e´quation mξ = nη dans le plan K2 de coordonne´es (ξ, η), donc est engendre´e par le vecteur (n,m). On
a ainsi α = m/n.
2.5.3. The´ore`me d’isoge´nie. — Pour commencer, soit E une courbe elliptique sur un corps k. Son alge`bre
de Lie est une k-alge`bre de Lie de dimension 1, bien entendu commutative. De plus, on a une identification
canonique Lie(E) = H1(E,OE). Si k est de caracte´ristique positive p, l’ope´ration de puissance p-ie`me
sur Lie(E) se confond alors avec l’action du morphisme dit ✭✭ Frobenius absolu ✮✮ F : E → E. Supposons
de plus que k est le corps premier Fp. Alors, F induit un endomorphisme p-line´aire, donc line´aire, de
H1(E,OE) ; c’est ainsi une homothe´tie dont nous noterons A ∈ Fp le rapport (invariant de Hasse). On
sait d’autre part depuis Hasse qu’il existe deux entiers alge´briques α et β tels que #E(Fp) = p+1−(α+β)
et αβ = p. De plus, modulo p, l’un des deux, disons α, s’interpre`te comme l’action de l’endomorphisme F
sur LieE, tandis que β correspond a` l’action du Verschiebung (de´fini par FV = p), c’est-a`-dire A. Par
suite #E(Fp) ≡ 1−A modulo p.
Plac¸ons-nous maintenant sous les hypothe`ses du the´ore`me 2.3 et conside´rons le groupe alge´brique
G = E × E′ sur Q, d’alge`bre de Lie g = Lie(E) ⊕ Lie(E′). Soit h ⊂ g une droite arbitraire se projetant
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surjectivement sur les deux facteurs. L’hypothe`se que E et E′ ont, pour presque tout nombre premier
p, meˆme nombre de points modulo p implique que, modulo p pour presque tout p, h de´finit une sous-p-
alge`bre de Lie de la re´duction modulo p de g. C’est ainsi l’alge`bre de Lie d’un sous-groupe alge´brique
H ⊂ E × E′ de´fini sur Q. Or, un tel sous-groupe fournit automatiquement une isoge´nie entre E et E′
(conside´rer par exemple H comme une correspondance).
2.6. The´ore`me. — Soit X une varie´te´ alge´brique lisse de´finie sur un corps de nombres et soit ω une
forme diffe´rentielle sur X. On suppose que pour presque tout nombre premier p, ω est modulo p une forme
diffe´rentielle exacte (ω = df). Alors, ω est une forme diffe´rentielle exacte.
On a un re´sultat similaire dans le cas logarithmique : si pour presque tout nombre premier p, ω est
modulo p une forme logarithmique exacte (ω = d log f = df/f), alors, il existe un entier n > 1 tel que
nω est une forme diffe´rentielle logarithmiquement exacte.
Ce the´ore`me est de´montre´ par Andre´ [3] dans le premier cas et par les Chudnovsky dans [18] dans
le cas logarithmique. Il e´tait conjecture´ dans le premier cas par Ogus dans [39, §2] et, en liaison avec la
conjecture de Grothendieck, par Katz dans [33, p. 2] pour le cas logarithmique.
Comme exemple d’application, montrons comment en de´duire le the´ore`me 2.2. Conside´rons la courbe
X = Gm = SpecK[x, x
−1] sur un corps de nombres K, et, si α ∈ K, posons ω = αx−1dx. Si p est un
ide´al maximal de oK et np ∈ Z un entier tel que α − np ∈ p, ω modulo p est e´gale a` npx−1dx, donc est
la diffe´rentielle logarithmique de xnp . D’apre`s le the´ore`me 2.6, il existe n > 1 tel que nαx−1dx est une
forme diffe´rentielle logarithmiquement exacte, c’est-a`-dire nα ∈ Z, d’ou` α ∈ Q.
Sur la droite projective, le the´ore`me 2.6 admet le corollaire suivant : soit y ∈ Z[[x]] une se´rie formelle
a` coefficients entiers dont la de´rive´e est une fonction alge´brique, alors y est une fonction alge´brique. La
variante de cet e´nonce´ ou` alge´brique est remplace´ par rationnelle a e´te´ de´montre´e par Po´lya ; c’est une
application classique du the´ore`me de Borel [15]. Signalons d’ailleurs que ce crite`re a e´te´ ge´ne´ralise´ par
Be´zivin et Robba dans [11] au cas d’ope´rateurs diffe´rentiels d’ordre supe´rieur. Cette ge´ne´ralisation leur a
permis d’en de´duire une nouvelle de´monstration du the´ore`me de Lindemann-Weierstrass.
F. Caligari en a donne´ une application aux courbes modulaires : joint au the´ore`me de Manin-Drinfel’d,
il implique en effet qu’une forme modulaire (non ne´cessairement cuspidale) de poids 2 qui pour presque
tout nombre premier p est fixe´e par l’ope´rateur Tp modulo p est une combinaison line´aire de se´ries
d’Eisenstein.
3. LA CONJECTURE DE GROTHENDIECK
3.1. — La conjecture de Grothendieck est un crite`re arithme´tique qui pre´dit qu’un syste`me diffe´rentiel
line´aire, disons de la forme
(3.1.1)
d
dz
Y = A(z)Y, A(z) ∈Md(Q(z))
posse`de une base de solutions alge´briques, c’est-a`-dire dont les solutions holomorphes au voisinage d’un
point z0 ∈ Q qui n’est pas un poˆle de A sont alge´briques sur Q(z). La condition, conjecturalement
suffisante, est que pour presque tout nombre premier p, le syste`me diffe´rentiel obtenu par re´duction
modulo p ait une base de solutions alge´briques sur Fp(z).
Le point fondamental, duˆ a` Cartier et Honda, est que cette dernie`re condition est, pour p un nombre
premier fixe´, effectivement ve´rifiable. Pour rester e´le´mentaire, de´finissons une suite (An) de matrices n×n
a` coefficients dans Q(z) par
(3.1.2) A0(z) = Id, A1(z) = A(z), An+1(z) =
d
dz
An(z) +An(z)A(z).
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Si l’on peut re´duire A modulo p, alors on a l’e´quivalence des propositions suivantes :
– le syste`me diffe´rentiel (3.1.1) modulo p admet une base de solutions alge´briques sur Fp(z) ;
– il admet une base de solutions dans Fp(z) ;
– il admet une base de solutions dans Fp((z)) ;
– la matrice de ✭✭ p-courbure ✮✮ Ap est nulle modulo p.
Sous cette forme, cet e´nonce´ est assez e´le´mentaire. Si Y (z) est une solution du syste`me (3.1.1), on ve´rifie
par re´currence que pour tout n, d
n
dzn Y (z) = An(z)Y (z). Si Y est une solution de ce syste`me, par exemple
dans Fp((z)), on a (d
p/dzp)Y (z) = 0. L’existence d’une base de solutions dans Fp((z)) implique alors que
Ap(z) = 0 modulo p. Dans l’autre sens, supposant pour simplifier que 0 n’est pas une singularite´ de A,
on constate que la formule (de Taylor !)
(3.1.3) Y (z) =
( p−1∑
i=0
(−z)i
i!
Ai(z)
)−1
fournit une matrice fondamentale de solutions dans Fp(z).
3.2. — Ces conside´rations s’e´tendent a` un contexte plus ge´ne´ral que nous pre´sentons maintenant. Soit
X une varie´te´ alge´brique lisse sur un corps de nombresK et soit E un OX -module localement libre de rang
fini. Une connexion sur E est une application
K-line´aire
(3.2.1) ∇ : E → E ⊗OX Ω1X
ve´rifiant ∇(fe) = f∇(e) + e ⊗ df pour toutes sections locales f de OX et e de E. Il sera pratique de
conside´rer l’homomorphisme dual
(3.2.2) TX → End(E), ∂ 7→ ∇(∂),
TX de´signant le fibre´ tangent deX . On notera aussi E∇ le faisceau des sections horizontales de E, c’est-a`-
dire des germes de sections locales e de E telles que ∇(e) = 0. Par de´finition, E est trivial s’il est engendre´
par E∇ comme OX -module. On dit aussi que la connexion ∇ est inte´grable si l’homomorphisme (3.2.2)
est un homomorphisme d’alge`bres de Lie, c’est-a`-dire si pour tous champs de vecteurs locaux ∂1 et ∂2,
(3.2.3) [∇(∂1),∇(∂2)] = ∇([∂1, ∂2]).
C’est bien suˆr e´quivalent au fait que la courbure ψ(E,∇) = ∇2 ∈ End(E)⊗ Ω2X soit nulle.
Supposons ∇ inte´grable. Si K est un corps de caracte´ristique positive p, TX et End(E) sont des p-
alge`bres de Lie et on de´finit une p-courbure qui mesure le de´faut pour l’homomorphisme (3.2.2) d’eˆtre un
homomorphisme de p-alge`bres de Lie :
(3.2.4) ψp : TX → End(E), ∂ 7→ ∇(∂)p −∇(∂p).
C’est une application additive, p-line´aire :
ψp(f1∂1 + f2∂2) = f
p
1ψp(∂1) + f
p
2ψp(∂2).
Le the´ore`me de Cartier affirme alors l’e´quivalence des proprie´te´s suivantes (cf. [32], the´ore`me 5.1) :
– pour toute section locale ∂ de TX , ψp(∂) = 0 ;
– l’homomorphisme (3.2.2) est un homomorphisme de p-alge`bres de Lie ;
– le faisceau E est trivial.
886-09
3.3. Conjecture (Grothendieck). — Soit X une varie´te´ lisse sur un corps de nombres K et (E,∇) un
module a` connexion inte´grable sur X. On suppose que pour presque tout nombre premier p, la re´duction
modulo p de (E,∇) est a` p-courbure nulle. Alors, il existe un reveˆtement e´tale f : Y → X tel que f∗E
soit trivial.
La condition pour un module a` connexion inte´grable (E,∇) d’avoir (presque toutes) ses p-courbures
nulles a e´te´ e´tudie´e de manie`re approfondie par Katz. En particulier, il est e´tabli dans [32] qu’alors, (E,∇)
est a` singularite´s re´gulie`res et ses exposants sont des nombres rationnels, ce qui n’est d’ailleurs pas sans
rapport avec le the´ore`me 2.2 (voir aussi [22], III.6.1).
Il y a eu essentiellement deux approches de cette conjecture, l’une ge´ome´trique, l’autre arithme´tique.
Rappelons que les pe´riodes d’une famille de varie´te´s alge´briques lisses sont gouverne´es par une e´quation
diffe´rentielle, dite de Picard-Fuchs. Pour celles-ci, et plus ge´ne´ralement, pour leurs facteurs, Katz [33]
puis Andre´ [4] relient les p-courbures a` la re´duction modulo p de l’application de Kodaira-Spencer. C’est
ainsi qu’est e´tablie la conjecture de Grothendieck pour les e´quations hyperge´ome´triques de Gauß (on
retrouve la liste de Schwarz) ou les facteurs des connexions de Knizhnik-Zamolodchikov. L’approche
arithme´tique est au cœur de cet expose´. Elle a permis d’e´tablir la conjecture pour les fibre´s de rang 1
sur une courbe (Chudnovsky [18], le cas ou` E est trivial a e´te´ vu plus haut), lorsque (E,∇) est extension
de deux modules a` connexion isotriviaux (Andre´, [4]), et plus ge´ne´ralement, lorsque le groupe de Galois
diffe´rentiel de (E,∇) a une composante neutre re´soluble (Andre´, voir plus bas).
Le groupe de Galois diffe´rentiel ✭✭ ge´ne´rique ✮✮ d’un module a` connexion (E,∇) est de´fini par Katz
dans [34] (voir aussi l’expose´ [9] de Bertrand a` ce se´minaire). Sa de´finition la plus e´le´gante est tannakienne
et fournit un groupe alge´brique sur le corps K(X) des fonctions de X : c’est le sous-groupe de GL(E ⊗
K(X)) qui stabilise tout sous-module horizontal de toute construction tensorielle sur (E,∇). Dans le
cas singulier re´gulier, qui est en fin de compte celui qui nous importe le plus pour la conjecture de
Grothendieck, on peut de´crire peut-eˆtre plus concre`tement une C-forme de ce groupe. E´tant donne´ un
plongement de K dans C, on peut conside´rer (E,∇) comme un module a` connexion inte´grable sur la
varie´te´ analytique X(C). Le groupe de Galois diffe´rentiel ✭✭ est ✮✮ alors l’adhe´rence de Zariski du groupe
de monodromie usuel de (E,∇) ([34], Prop. 5.2). Dans tous les cas ([34], Prop. 4.5), la finitude du groupe
de Galois diffe´rentiel de (E,∇) e´quivaut a` l’isotrivialite´ de (E,∇), soit encore a` l’existence d’une base de
solutions alge´briques.
Katz a propose´ ([34], Conj. 9.2) une ge´ne´ralisation de la conjecture de Grothendieck et pre´dit que
l’alge`bre de Lie du groupe de groupe de Galois diffe´rentiel de (E,∇) est la plus petite sous-alge`bre de
Lie alge´brique de gl(E) qui ✭✭ contient ✮✮, pour presque tout p, les p-courbures ψp(∂). En fait, et c’est la`
l’objet principal de l’article [34], cette ge´ne´ralisation et la conjecture de Grothendieck sont e´quivalentes :
la ve´racite´ de la conjecture de Grothendieck pour tout fibre´ a` connexion inte´grable implique celle de Katz.
Enfin, signalons qu’un ✭✭ q-analogue ✮✮ de la conjecture de Grothendieck-Katz (pour les e´quations aux
q-diffe´rences) a e´te´ de´montre´ par L. Di Vizio dans sa the`se (de´cembre 2000). La de´monstration utilise le
the´ore`me 6.2 ci-dessous, l’un des Rv e´tant infini.
3.4. Exemples. — Revenons maintenant sur le the´ore`me 2.6 concernant l’exactitude de formes diffe´-
rentielles. Soit X une courbe alge´brique lisse sur un corps de nombres K et soit ω ∈ Γ(X,Ω1X) une forme
diffe´rentielle re´gulie`re sur X . On peut conside´rer deux modules a` connexion (ne´cessairement inte´grables
puisque X est une courbe) :
E1 = OX , ∇f = df − fω(3.4.1)
E2 = O
2
X , ∇(f, g) = (df − ωg, dg).(3.4.2)
L’existence d’une section horizontale non nulle de E1 signifie ainsi exactement que ω est une diffe´rentielle
logarithmiquement exacte. Si E2 est engendre´ par ses sections horizontales, il existe une telle section
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(f, g) avec g 6= 0, donc g constante que l’on peut supposer e´gale a` 1, et alors df = ω, ce qui signifie que
ω est une diffe´rentielle exacte. Dans les deux cas, l’hypothe`se du the´ore`me 2.6 sur la re´duction modulo p
de ω pour presque tout nombre premier p est, d’apre`s le the´ore`me de Cartier, e´quivalente a` la nullite´ des
p-courbures.
D’autre part, la de´finition meˆme du groupe de Galois diffe´rentiel montre que c’est un sous-groupe de
Gm dans le cas de (E1,∇), tandis que (E2,∇) ayant un sous-fibre´ horizontal (de´fini par q = 0), son groupe
de Galois diffe´rentiel est un sous-groupe du groupe de Borel ( ∗ ∗0 ∗ ). Ces deux groupes alge´briques sont en
particulier re´solubles et re´soudre la conjecture de Grothendieck pour les modules a` connexion inte´grable
dont le groupe de Galois est re´soluble de´montre le the´ore`me 2.6. Re´ciproquement, si le groupe de Galois
diffe´rentiel est re´soluble, des de´vissages rame`nent la conjecture de Grothendieck au cas du the´ore`me 2.6,
d’ou` le the´ore`me ([4], §3, voir aussi [17], the´ore`me 2.9) :
3.5. The´ore`me (Andre´). — Soit X une varie´te´ alge´brique lisse sur un corps de nombre et (E,∇) un
fibre´ vectoriel a` connexion inte´grable sur X. Si la composante neutre du groupe de Galois diffe´rentiel de
(E,∇) est re´soluble, alors (E,∇) ve´rifie la conjecture de Grothendieck-Katz.
4. FEUILLETAGES
4.1. — Soit X une varie´te´ alge´brique lisse sur un corps K et soit F ⊂ TX un sous-fibre´ vectoriel de son
fibre´ tangent qui est involutif, c’est-a`-dire stable par le crochet de Lie sur TX . Si K ⊂ C, un tel fibre´
involutif de´finit un feuilletage holomorphe sur la varie´te´ analytique X(C) : il existe dans un voisinage Ux
de tout point x ∈ X(C) une sous-varie´te´ analytique Y ⊂ Ux telle que pour tout y ∈ Y , l’espace tangent
TyY a` Y en y soit e´gal a` Fy ⊂ TyX (the´ore`me de Frobenius). Cependant, une telle feuille n’est en ge´ne´ral
pas un germe de sous-varie´te´ alge´brique.
Si K est de caracte´ristique 0 et x ∈ X(K) un point rationnel, la variante formelle du the´ore`me de
Frobenius fournit cependant une sous-varie´te´ formelle lisse de X comple´te´ le long de x, la feuille formelle
de F en x.
Si K est de caracte´ristique p, on dira que F est p-inte´grable si c’est un sous-fibre´ de TX stable par
puissance p-ie`me.
Pour motiver cette de´finition, supposons maintenant que K soit un corps de nombres et que la feuille
formelle Ŷ passant par un point rationnel x ∈ X(K) soit le germe d’une sous-varie´te´ alge´brique Y . Pour
presque tout nombre premier p, on obtient par re´duction modulo p une situation analogue (X,F, Y ) sur
un corps fini de caracte´ristique p. Comme les ope´rations de puissance p-ie`me sur TY et sur TX sont
compatibles, il en re´sulte que F est clos par puissance p-ie`me aux points de Y .
Re´ciproquement, la ge´ne´ralisation de la conjecture de Grothendieck aux feuilletages (formule´e par
Ekedahl et Shepherd-Barron dans [24], conjecture F) pre´dit que les feuilles formelles d’un tel sous-fibre´
involutif F ⊂ TX qui pour presque tout nombre premier p est p-inte´grable sont des sous-varie´te´s alge´-
briques.
Avant d’e´noncer le the´ore`me de Bost, quelques rappels d’analyse complexe s’imposent.
4.2. — Il est bien connu que toute fonction holomorphe borne´e sur l’espace affine Cn est constante :
c’est le the´ore`me de Liouville. Plus ge´ne´ralement, toute fonction plurisousharmonique majore´e sur Cn est
constante. Rappelons qu’une fonction ψ sur une varie´te´ analytique complexeM a` valeurs dans R∪{−∞}
est dite plurisousharmonique si :
– elle est semicontinue supe´rieurement ;
– elle n’est identiquement −∞ sur aucune composante connexe de M ;
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– pour toute fonction holomorphe f : D(0, 1)→M du disque unite´ ferme´ de C dansM , on a l’ine´galite´
(4.2.1) ψ(f(0)) 6
1
2π
∫ 2π
0
ψ(f(eiθ)) dθ.
Par exemple, pour toute fonction holomorphe ϕ non nulle, log |ϕ| est une fonction plurisousharmonique.
Suivant la terminologie de [17], nous dirons ainsi qu’une varie´te´ analytique complexe connexeM ve´rifie
la proprie´te´ de Liouville si toute fonction plurisousharmonique majore´e surM est constante. Si X est une
varie´te´ alge´brique complexe connexe lisse, on peut de´montrer que X(C) satisfait la proprie´te´ de Liouville.
Dans le cas compact, cela re´sulte du principe du maximum ; dans le cas ge´ne´ral, on peut par exemple
remarquer que le comple´mentaire d’un ferme´ analytique (strict) dans une varie´te´ qui satisfait la proprie´te´
de Liouville le satisfait aussi. Tout groupe de Lie complexe connexe ve´rifie la proprie´te´ de Liouville.
4.3. The´ore`me (Bost). — Soit X une varie´te´ alge´brique lisse sur un corps de nombres K contenu dans
C, soit F un sous-fibre´ involutif de TX et soit x ∈ X(K) un point rationnel. Supposons que les deux
conditions suivantes sont satisfaites :
– pour presque tout nombre premier p, la re´duction modulo p de F est un sous-fibre´ p-inte´grable ;
– il existe une varie´te´ analytique complexe M satisfaisant la proprie´te´ de Liouville, un point O ∈ M ,
une application holomorphe ψ de M vers la feuille en x du feuilletage holomorphe induit par F sur X(C)
telle que ψ(O) = x et telle que ψ soit biholomorphe d’un voisinage de O vers un voisinage de x dans cette
feuille.
Alors, la feuille formelle de F passant par x est alge´brique.
4.4. — Les e´quations diffe´rentielles issues de fibre´s vectoriels a` connexion fournissent naturellement des
feuilletages. Plus ge´ne´ralement, si G est un groupe alge´brique sur un corps de nombres K, un G-fibre´
principal a` connexion sur une K-varie´te´ alge´brique lisse B est un G-fibre´ principal X → B (c’est-a`-dire
un G-torseur sur B) muni d’un scindage G-e´quivariant de la suite exacte de G-fibre´s vectoriels sur X ,
(4.4.1) 0→ TX/B → TX → TB → 0.
Dans ce cas, l’image de TB par la section fournit un feuilletage G-e´quivariant sur X .
A` l’aide du the´ore`me 4.3, on peut alors de´montrer certains cas de la conjecture de Grothendieck,
par exemple le the´ore`me 2.6 ou le the´ore`me 3.5, si l’on e´tablit que la condition d’uniformisation est
automatiquement remplie. Apre`s de´vissages, le the´ore`me 3.5 se rame`ne au cas ou` la base B est une
courbe et le groupe G connexe commutatif. Utilisant le morphisme d’addition Gd → G, on peut alors
e´tendre le G-fibre´ a` connexion (X,∇) sur B, en un autre (Xd,∇) sur la puissance syme´trique d-ie`me de B
(qui contient B une fois fixe´ un point base). Le point est que pour d assez grand, le reveˆtement universel
d’une telle puissance syme´trique ve´rifie la proprie´te´ de Liouville.
4.5. Proposition. — Soit C une courbe alge´brique complexe lisse connexe. Pour tout entier d assez
grand, le reveˆtement universel du produit syme´trique SymdC satisfait la proprie´te´ de Liouville.
Soit C la comple´tion projective lisse de C, g son genre et s le cardinal de S = C \ C. Il est de´montre´
dans [17] qu’il suffit de prendre d > max(2, g, g+s−1). Cependant, si d > 2g−2+s, SymdC est un fibre´ en
espaces affines (projectifs si s = 0) au-dessus de la jacobienne ge´ne´ralise´e JacS C de´finie par le module S.
Son reveˆtement universel est l’image re´ciproque par l’application exponentielle Lie JacS C → JacS C de
ce fibre´ affine (resp. projectif). Il ve´rifie la condition de Liouville. Si S 6= ∅, c’est meˆme l’espace affine de
dimension d.
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4.6. — Dans [38], Miyaoka de´montre un the´ore`me d’alge´bricite´ pour les feuilles de certains feuilletages
alge´briques. Il proce`de essentiellement en construisant des courbes rationnelles tangentes au feuilletage.
Le point de de´part de la de´monstration est ainsi l’existence d’une famille dense de courbes le long des-
quelles le fibre´ involutif de´finissant le feuilletage a un degre´ strictement positif. Les feuilles obtenues
sont faiblement rationnellement connexes : deux points quelconques peuvent eˆtre relie´s par une suite de
courbes rationnelles.
Le the´ore`me 4.3 admet un analogue ge´ome´trique, de´couvert tre`s re´cemment de manie`re inde´pendante
par Bogomolov et McQuillan [12] d’une part, en liaison avec les travaux de Miyaoka, et par Bost, d’autre
part. L’e´nonce´ en est le suivant.
4.7. The´ore`me. — Soit k un corps, disons alge´briquement clos et soit V0 une sous-varie´te´ connexe
projective lisse d’une varie´te´ quasi-projective X de´finie sur k. On suppose que V0 n’est pas re´duite a` un
point. Soit V̂ une sous-varie´te´ formelle lisse du comple´te´ formel de X le long de V0 et contenant V0.
(2)
On suppose que le fibre´ normal de V0 dans V̂ , NV0 V̂ est ample. Alors, V̂ est alge´brique : l’adhe´rence de
Zariski de V̂ dans X a meˆme dimension que V̂ .
Autrement dit, il existe une sous-varie´te´ alge´brique Y de X contenant V0 dont V̂ est l’une des
✭✭ branches ✮✮ le long de V0.
La de´monstration est e´tonnamment simple et, apre`s tout, l’ide´e n’est pas si diffe´rente de celle qui
conduira a` la de´monstration du the´ore`me 4.3. Pre´cisons un peu les analogies entre ces deux the´ore`mes.
Dans le the´ore`me 4.3, il faut interpre´ter la varie´te´ X sur le corps de nombres K comme un germe de
varie´te´ X au-dessus de la ✭✭ courbe arithme´tique ✮✮ Spec oK . Le point rationnel x fournit alors une section,
c’est-a`-dire quelque chose comme une courbe trace´e sur X qui est l’analogue arithme´tique de la sous-
varie´te´ V0 du the´ore`me 4.7. Dans le the´ore`me 4.3, l’alge´bricite´ de la feuille est plus simple a` concevoir :
dans ce cas, il existe effectivement une varie´te´ alge´brique dont le comple´te´ formel en x s’identifie a` la
feuille formelle passant par x.
Remplac¸ons X par l’adhe´rence de Zariski de V̂ , c’est-a`-dire la plus petite sous-varie´te´ alge´brique
contenant V0 et dont le comple´te´ formel le long de V0 contient V̂ . Notons N = NV0 V̂ , v0 = dimV0 et
v = dim V̂ = v0+rangN , de sorte que la conclusion du the´ore`me est que v = dimX . Soit L la restriction
a` X du fibre´ en droites O(1) sur l’espace projectif. L’hypothe`se que X est l’adhe´rence de Zariski de V̂
signifie que pour tout entier D > 0, l’ope´ration de restriction des sections de LD de X a` V̂ de´finit une
injection de k-espaces vectoriels
(4.7.1) Γ(X,LD) →֒ Γ(V̂ , LD).
Nous allons filtrer l’espace vectoriel ED = Γ(V̂ , L
D) par l’ordre d’annulation le long de V0. Si n est un
entier > 1, notons Vn le voisinage infinite´simal d’ordre n de V0 dans V̂ . Notons E
D
0 = E
D et, si n > 1,
soit EDn l’ensemble des sections de E
D
0 dont la restriction a` Vn−1 est nulle. Une section s de E
D
n posse`de
un jet d’ordre n le long de V0 ; c’est une section sur V0 de L
D
V0
⊗ SymnN∨, nulle si et seulement si s
appartient a` EDn+1. Par passage aux sous-quotients, on de´duit de l’injection (4.7.1) des injections, pour
tous n et D,
(4.7.2) EDn /E
D
n+1 →֒ Γ(V0, L|DV0 ⊗ SymnN∨) = Γ(P(N∨), π∗L|DV0 ⊗ OP(N∨)(n)),
ou` l’on a note´ π : P(N∨) → V0 le fibre´ projectif associe´ a` N∨ au-dessus de V0. Comme P(N∨) est une
varie´te´ projective sur k de dimension v− 1, il existe une constante c telle que pour tous D et n, on ait la
majoration
(4.7.3) dimk Γ(P(N
∨), π∗LD ⊗ OP(N∨)(n)) 6 c(1 + n+D)v−1.
(2)Lorsque k = C est le corps des nombres complexes, une sous-varie´te´ analytique V d’un voisinage ouvert U de V0(C) dans
X(C) contenant V0(C) ∩ U en fournit un excellent exemple.
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D’autre part, l’hypothe`se d’amplitude sur N et le the´ore`me d’annulation de Serre impliquent qu’il existe
un entier λ > 1 tel que si n > λD et D > λ,
(4.7.4) Γ(V0, L|DV0 ⊗ SymnN∨) = 0.
Il en re´sulte que pour tout entier D > λ, on a l’ine´galite´
(4.7.5) dimk Γ(X,L
D) =
∞∑
n=0
dimnE
D
n /E
D
n+1 6
λD−1∑
n=0
c1(1 + n+D)
v−1
6 cλ(1 + λ)v−1Dv.
Par suite, dimk Γ(X,L
D) = O(Dv). D’apre`s le the´ore`me de Hilbert, on a dimX = v, ainsi qu’il fallait
de´montrer.
5. FRAGMENTS DE THE´ORIE D’ARAKELOV
Nous re´sumons maintenant les quelques de´finitions et re´sultats de the´orie d’Arakelov dont nous aurons
besoin. Le lecteur inte´resse´ trouvera des comple´ments importants dans les re´fe´rences [47, 45, 16, 44].
5.1. — Soit K un corps de nombres ; notons oK son anneau d’entiers. Les valeurs absolues sur K sont
de deux types. Celles qui sont non-archime´diennes (on dit aussi finies) sont associe´es a` un ide´al premier
p de oK ; on note vp : K
× → Z, la valuation associe´e et |·|
p
la valeur absolue correspondante, normalise´es
de sorte que, si π est une uniformisante, vp(π) = 1 et log |π|p = − log#(oK/p). Si Kp de´signe le comple´te´
p-adique de K et p la caracte´ristique du corps re´siduel oK/p, on a ainsi
(5.1.1) log |p|
p
= −[Kp : Qp] log p.
Les valeurs absolues archime´diennes (ou infinies) sont associe´es a` un plongement
σ : K →֒ C, mais deux plongements conjugue´s fournissent la meˆme valeur absolue. Si σ : K →֒ C
est un tel plongement, on de´finit εσ = 1 si σ est re´el et 2 sinon, et on a, si x ∈ K,
(5.1.2) log |x|σ = εσ log |σ(x)| .
On notera aussi Kσ = R ou C suivant que σ est re´el ou complexe. On a ainsi εσ = [Kσ : R].
Notons ΣK l’ensemble des valuations sur K ainsi de´finies ; on notera aussi ΣK,f et ΣK,∞ les ensembles
de valuations non-archime´diennes et archime´diennes respectivement. Avec ces normalisations, on a la
formule du produit :
(5.1.3) si x ∈ K \ {0},
∏
v∈ΣK
|x|v = 1.
De´finition 5.1. — Un oK-fibre´ vectoriel hermitien E = (E, ‖σ‖) est la donne´e d’un oK-module projectif
de rang fini E, ainsi que pour tout σ ∈ ΣK,∞, d’une norme hermitienne sur l’espace vectoriel Eσ =
C⊗oK ,σ E, invariante par la conjugaison complexe si σ est re´elle.
Il revient au meˆme de conside´rer une norme hermitienne invariante par conjugaison sur l’espace vec-
toriel complexe C⊗Z E.
Soit E un oK-fibre´ vectoriel hermitien. Si p est un ide´al premier de oK , on peut aussi de´finir une norme
p-adique sur l’espace vectoriel Ep = Kp ⊗oK E : par de´finition, si e ∈ Ep,
(5.1.4) ‖e‖
p
= inf{|a|
p
; a ∈ K×p , ae ∈ op ⊗oK E}.
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5.2. — Plus ge´ne´ralement, si X est un Z-sche´ma de type fini et plat, un fibre´ vectoriel hermitien
E = (E, ‖‖) sur X est la donne´e d’un fibre´ vectoriel E sur X ainsi que d’une me´trique hermitienne
sur le fibre´ vectoriel holomorphe EC sur l’espace analytique complexe X (C), suppose´e invariante par
conjugaison complexe.
On peut effectuer, sur ces fibre´s vectoriels hermitiens, un certain nombre de constructions standard :
image re´ciproque par un morphisme X ′ → X ; somme directe, munie de la norme somme directe or-
thogonale ; sous-fibre´, muni de la norme induite ; fibre´ quotient, muni de la norme quotient ; modules
d’homomorphismes, en particulier duaux ; produit tensoriel, puissances syme´triques et exte´rieures (toutes
deux quotients du produit tensoriel).
5.3. — Soit X un oK-sche´ma de type fini et plat. Si σ est un plongement de K dans C, notons
Xσ(C) = X ⊗oK,σ C, de sorte que X (C) est la re´union disjointe des Xσ(C). Si E est un fibre´ vectoriel
hermitien sur X et si X est propre, Γ(X , E) est un oK-module projectif de rang fini. On peut le munir
d’une structure de oK-fibre´ vectoriel hermitien comme suit. Fixons µ une mesure ✭✭ de Lebesgue ✮✮ sur
X (C) (voir [17] pour la de´finition pre´cise ; quand X (C) est lisse de dimension complexe d c’est une
mesure qui, en coordonne´es locales zj = xj + iyj, s’e´crit ω(x)dx1dy1 . . . dxddyd ou` ω est une fonction C
∞
strictement positive). Alors, on de´finit pour tout e ∈ Γ(X , E) et tout plongement complexe σ : K →֒ C,
(5.3.1) ‖e‖σ =
(∫
Xσ(C)
‖e(x)‖2σ dµ(x)
)1/2
.
On de´finit aussi une norme sup. :
(5.3.2) ‖e‖∞,σ = sup
x∈Xσ(C)
‖e(x)‖σ .
Un lemme e´le´mentaire relie ces deux normes.
5.4. Lemme. — Si de plus E est un fibre´ en droites hermitien sur X , il existe une constante C telle que
pour tout σ : K →֒ C, tout entier D > 1 et tout e ∈ Γ(X , ED), on ait l’encadrement
(5.4.1) ‖e‖σ 6 C ‖e‖∞,σ 6 CD ‖e‖σ .
5.5. — Un oK-fibre´ vectoriel hermitien E de rang 1 posse`de un degre´, de´fini par
(5.5.1) d̂egE = log#(E/oKe)−
∑
σ : K →֒C
log ‖e‖σ ,
e e´tant un e´le´ment non nul quelconque de E ; le fait que la formule n’en de´pende pas re´sulte de la formule
du produit. Plus ge´ne´ralement, pour tout e´le´ment non nul e ∈ EK , on a
(5.5.2) d̂egE = −
∑
v∈ΣK
log ‖e‖v .
On de´finit plus ge´ne´ralement le degre´ d’un oK-fibre´ vectoriel hermitien E de rang d > 1 comme celui de
sa puissance exte´rieure maximale
∧d E. On de´finit aussi la pente de E, note´e µ̂(E), comme le quotient
de son degre´ par son rang.
Si E, E′ et F sont trois oK-fibre´s vectoriels hermitiens, F e´tant un sous-fibre´ de E, on a les formules
d̂egE∨ = − d̂egE,(5.5.3)
d̂egE = d̂egF + d̂eg(E/F ),(5.5.4)
µ̂(E ⊗ E′) = µ̂(E) + µ̂(E′).(5.5.5)
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D’apre`s le the´ore`me des facteurs invariants et la the´orie des de´terminants de Gram, si (e1, . . . , ed) est
une famille line´airement inde´pendante d’e´le´ments de E, on a
(5.5.6) d̂egE = log#(E/(oKe1 + · · ·+ oKed))− 1
2
∑
σ : K →֒C
log det
(〈ej , ek〉σ).
En utilisant l’ine´galite´ d’Hadamard, on en de´duit que pour toute famille ge´ne´ratrice (e1, . . . , er) de K⊗E,
(5.5.7) µ̂(E) > −
∑
v∈ΣK
log max
16j6r
‖ej‖v .
5.6. Proposition. — Soit X un oK-sche´ma propre et plat et soit L un fibre´ en droites hermitien sur
X . Si D est un entier > 0, notons ED le oK-fibre´ vectoriel hermitien de´fini par Γ(X , L
D). Si L est
ample, il existe une constante c ∈ R telle que pour tout entier D > 0, on ait
(5.6.1) µ̂(ED) > −cD.
Pour la de´monstration, combiner l’ine´galite´ (5.5.7), le lemme 5.4 et le fait que la
K-alge`bre gradue´e
⊕
D Γ(XK , L
D) est de type fini.
En appliquant l’ine´galite´ (5.5.7) au fibre´ dual E∨, on de´montre que lorsque F parcourt les sous-fibre´s
vectoriels hermitiens de E, l’ensemble des pentes µ̂(F ) est majore´. La borne supe´rieure (en fait, un
maximum) est la plus grande pente de E et est note´e µ̂max(E). Le comportement pre´cis de µ̂max par
produit tensoriel est de´licat. Si E et L sont deux oK-fibre´s vectoriels hermitiens, L e´tant de rang 1, on a
(5.6.2) µ̂max(E ⊗ L) = µ̂max(E) + d̂egL
Pour des puissances syme´triques, on e´tablit le comportement asymptotique :
5.7. Lemme. — Soit E un oK-fibre´ vectoriel hermitien. Il existe une constante c ∈ R telle que pour tout
entier k > 0,
(5.7.1) µ̂max(Sym
k E) 6 ck.
Soit F un sous-fibre´ de Symk E. Il correspond par dualite´ a` un quotientG du fibre´ hermitien (Symk E)∨,
lequel s’identifie au sous-fibre´ hermitien ΓkE∨ de (E∨)⊗k fixe´ par l’action du groupe syme´trique Sk. Soit
(e1, . . . , er) une base de E
∨
K . Si n = (n1, . . . , nr) ∈ Nr avec
∑r
i=1 ni = k, soit fn l’orbite du tenseur
en11 ⊗ · · · ⊗ enrr sous l’action de Sk. Pour toute place finie v de K, on a ainsi
‖fn‖v 6 max(‖e1‖v , . . . , ‖er‖v)k
tandis que pour toute place archime´dienne v,
‖fn‖v 6
k!
n1! . . . nr!
max(‖e1‖v , . . . , ‖er‖v)k 6 rkmax(‖e1‖v , . . . , ‖er‖v)k.
Les fn forment une base de Γ
kE∨K . L’ine´galite´ (5.5.7) applique´e a` leurs images dans G jointe a` l’e´galite´
µ̂(G) = − µ̂(F ) implique ainsi que
µ̂(F ) 6 k
(
[K : Q] log r +
∑
v∈ΣK
logmax(‖e1‖v , . . . , ‖er‖v)
)
,
comme il fallait de´montrer.
5.8. Remarque. — En utilisant les re´sultats de Zhang [48] qui fournissent une ✭✭ presque-base orthonorme´e ✮✮
de E, Bost a donne´ une version explicite du lemme 5.7, cf. [27]. Par ailleurs, dans la situation de la
proposition 5.6, l’existence et le calcul de la limite de µ̂(ED)/D, lorsque D → +∞, est le the´ore`me de
Hilbert-Samuel arithme´tique, cf. [26, 1, 40].
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5.9. — Soit E et F deux oK-fibre´s vectoriels hermitiens et soit ϕ : EK → FK une application K-line´aire
injective. Pour toute valuation v ∈ ΣK , de´finissons la hauteur de ϕ en v par
(5.9.1) hv(ϕ) = log ‖ϕ‖v = log sup
e∈Ev\{0}
‖ϕ(e)‖v
‖e‖v
.
Pour tout v sauf pour un nombre fini, hv(ϕ) = 0, si bien qu’on peut de´finir la hauteur (globale) de ϕ par
la formule
(5.9.2) h(ϕ) =
∑
v∈ΣK
hv(ϕ).
En combinant les de´finitions et l’ine´galite´ de Hadamard, on e´tablit alors l’ine´galite´ de pentes sur laquelle
toute l’histoire qui va suivre est fonde´e :
(5.9.3) µ̂(E) 6 µ̂max(F ) + h(ϕ).
Plus pre´cise´ment, nous aurons besoin de la variante ✭✭ filtre´e ✮✮ de cette ine´galite´ de pentes, dont la de´-
monstration est imme´diate a` partir de l’ine´galite´ pre´ce´dente et de la formule (5.5.4).
5.10. Proposition. — Soit E et (G(n))n>0 des oK-fibre´s vectoriels hermitiens. Soit FK un K-espace
vectoriel muni d’une filtration de´croissante se´pare´e (F
(n)
K )n>0 et, pour tout entier n > 0, un isomorphisme
F
(n)
K /F
(n+1)
K ≃ G(n)K .
Soit ϕ : EK → FK une application line´aire injective. Pour tout n > 0, soit E(n) le
oK-fibre´ vectoriel hermitien de´fini par E
(n) = ϕ−1(F
(n)
K ), muni des normes induites par E et soit
ϕ
(n)
K l’application line´aire induite E
(n)
K → G(n)K .
Alors, on a l’ine´galite´
(5.10.1) d̂egE 6
∞∑
n=0
rang(E(n)/E(n+1))
(
µ̂max(G
(n)) + h(ϕ(n))
)
.
(C’est une somme finie si l’on convient que l’expression entre parenthe`ses est nulle lorsque que E(n) =
E(n+1).)
6. UN PREMIER THE´ORE`ME D’ALGE´BRICITE´
L’article d’Andre´ [4] (voir aussi [3]) repose sur un the´ore`me d’alge´bricite´ d’une se´rie formelle, sorte
d’analogue du the´ore`me de Borel-Dwork. Nous donnons ici une de´monstration de ce the´ore`me qui utilise
le formalisme introduit au chapitre pre´ce´dent. Pour alle´ger les notations, nous nous contentons d’une
variable quoique la ge´ne´ralisation du crite`re de Po´lya cite´ a` la fin du chapitre 2 en ne´cessite plusieurs.
6.1. — Soit K un corps de nombres et soit y =
∑∞
n=0 anx
n une se´rie formelle a` coefficients dans K. On
de´finit trois invariants, ρ, σ et τ :
ρ(y) =
∑
v∈ΣK
lim
n→∞
1
n
sup
m6n
log+ |am|v ,(6.1.1)
σ(y) = lim
n→∞
∑
v∈ΣK
1
n
sup
m6n
log+ |am|v ,(6.1.2)
τ(y) = inf
S⊂ΣK
S finie
lim
n→∞
∑
v∈ΣK\S
1
n
sup
m6n
log+ |am|v .(6.1.3)
(Si x ∈ R, log+(x) = logmax(1, x).) Si S est une partie de ΣK , ρS(y) et σS(y) de´signeront les quantite´s
analogues a` ρ(y) et σ(y) ou` seules les places de S sont prises en compte. Par exemple, il vient ainsi
886-17
τ(y) = infS σS(y). Notons de plus Rv(y) le rayon de convergence v-adique de la se´rie y ; on a pour toute
ensemble S de places l’e´galite´ ρS(y) =
∑
v∈S log
+Rv(y)
−1.
S’il existe un ensemble fini de places S ⊂ ΣK telles que les coefficients de y soient S-entiers, on a
τ(y) = 0. Dans ce cas, ρ(y) < ∞ si et seulement si pour toute place v ∈ S, le rayon de convergence
v-adique de la se´rie y n’est pas nul.
Soit v une place de K. Une uniformisation v-adique simultane´e de x et y dans le disque ✭✭ ouvert ✮✮
D(0, Rv) ⊂ Kv est la donne´e de deux fonctions me´romorphes v-adiques ϕ et ψ ve´rifiant
– ϕ(0) = 0 et ϕ′(0) = 1 ;
– y(ϕ(z)) est le germe en l’origine de la fonction me´romorphe ψ(z).
C’est ainsi, en quelque sorte, une uniformisation (me´romorphe) du graphe de y par le disque D(0, Rv).
(Par de´finition, une fonction me´romorphe sur D(0, Rv) est le quotient de deux fonctions analytiques sur
ce disque.)
On parle d’uniformisation triviale si de plus ϕ est l’identite´.
La premie`re partie du the´ore`me suivant est due a` Andre´ ([4], the´ore`me 2.3.1), la seconde est essentiel-
lement le crite`re de Borel-Dwork.
6.2. The´ore`me. — Soit y ∈ K[[x]] telle que τ(y) = 0 et ρ(y) < ∞. On suppose que pour toute place v
de K, il existe une uniformisation v-adique simultane´e de x et y dans un disque D(0, Rv). Si
∏
Rv > 1,
alors y est une fonction alge´brique.
Si de plus les uniformisations sont triviales pour tout v, alors y est une fonction rationnelle.
La fin de ce chapitre est consacre´e a` la de´monstration du the´ore`me 6.2.
6.3. — Soit d et D deux entiers > 1 et soit Ed,D ⊂ oK [X,Y ] le oK-module libre des polynoˆmes de degre´s
6 d en X et 6 D en Y . On le munit des normes hermitiennes induites par la base standard aux places
archime´diennes, d’ou` un oK-fibre´ vectoriel hermitien Ed,D de rang (d+1)(D+1) et de degre´ arithme´tique
nul.
Soit FK = K[[x]] et soit ϕ : Ed,D;K → FK l’application line´aire de´finie par P 7→ P (x, y(x)). En
filtrant K[[x]] par l’ordre d’annulation en l’origine, soit F
(k)
K = x
kK[[x]], on est dans la situation de la
proposition 5.10, ou` pour tout k > 0, G(k) = oK muni de la norme triviale ‖1‖σ = 1 ; en particulier,
d̂egG(k) = µ̂max(G
(k)) = 0.
On raisonne par l’absurde. Supposons que y n’est pas une fonction alge´brique. Alors, pour tous d et D,
l’application line´aire ϕ est injective. Si y n’est pas une fonction rationnelle, l’application ϕ est injective
pour D = 1 et tout entier d > 1. L’ine´galite´ de pentes de la proposition 5.10 s’e´crit ainsi
(6.3.1) 0 6
∞∑
n=0
rang(E
(n)
d,D/E
(n+1)
d,D )h(ϕ
(n)).
Le reste de la de´monstration consiste a` majorer convenablement h(ϕ(n)) de sorte a` contredire l’ine´galite´
pre´ce´dente. Pour cela, on utilise deux types d’estimations : 1o) pour presque toute place, une majoration
✭✭ triviale ✮✮ (lemme 6.7) qui repose sur les hypothe`ses τ(y) = 0 et ρ(y) < ∞, et 2o) pour un nombre fini
de places, une majoration fonde´e sur le lemme de Schwarz, sous la forme :
6.4. Lemme. — Soit v une place de K et soit f une fonction analytique borne´e sur le disque D(0, Rv) ⊂
Kv. Si f s’annule a` l’ordre n en 0, on a∣∣∣∣ 1n!f (n)(0)
∣∣∣∣
v
6 R−nv ‖f‖Rv .
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6.5. — Plac¸ons-nous dans le cas d’une uniformisation triviale en une place v de K et supposons qu’il
existe une fonction me´romorphe ϕ sur le disque D(0, Rv) dont y soit le de´veloppement de Taylor en
l’origine. Si R′v < Rv, il existe alors des fonctions analytiques borne´es sur le disque D(0, R
′
v) telles que
ϕ = f/g et g(0) = 1. Soit n > 0 et soit P ∈ E(n)d,D. Si P =
∑D
i=0 Pi(X)Y
i, ou` pour tout i, degPi 6 d,
de´finissons une fonction analytique borne´e h sur D(0, R′v) par
h(x) = g(x)DP (x, y(x)) =
D∑
i=0
Pi(x)f(x)
ig(x)D−i.
Comme g(0) = 1 et comme P (x, y(x)) est suppose´ eˆtre d’ordre au moins n en l’origine, on a
ϕ(n)(P ) =
1
n!
∂n
∂xn
P (x, y(x))|x=0 = 1
n!
∂n
∂xn
h(x)|x=0.
D’apre`s le lemme de Schwarz, on a alors∣∣∣ϕ(n)(P )∣∣∣
v
6 R′−nv R
′d
v max(‖f‖R′v , ‖g‖R′v )
D ‖P‖v
multiplie´ par rangEd,D si v est une place archime´dienne. On en de´duit qu’il existe une constante Cv telle
que l’on ait pour tous n, d, D, l’ine´galite´
(6.5.1) hv(ϕ
(n)) 6 (d− n) logR′v +DCv
auquel il faut ajouter log rangEd,D si v est archime´dienne.
6.6. — Dans le cas d’une uniformisation simultane´e ge´ne´rale, le meˆme raisonnement fournit l’existence
pour tout re´el R′v < Rv d’une constante Cv telle que l’on ait pour tous n, d, D, l’ine´galite´
(6.6.1) hv(ϕ
(n)) 6 −n logR′v + (d+D)Cv
auquel il faut encore ajouter log rangEd,D si v est archime´dienne.
6.7. Lemme. — Pour tout ensemble de places T ⊂ ΣK , et pour tout ε > 0, il existe une constante CT (ε)
telle que l’on ait la majoration∑
v∈T
hv(ϕ
(n)) 6 n
(
ρT (y) + ε(1 + logD)
)
+ CT (ε)
+ [K : Q] log rangEd,D + [K : Q](D + 1) logn.
(On peut omettre les deux derniers termes si T ne contient pas de places archime´diennes.)
Si j > 0, introduisons le de´veloppement en se´rie de yj , y =
∑∞
m=0 a
(j)
m xm, ou` les a
(j)
m sont dans K.
Constatons que l’application ϕ(n) associe a` un polynoˆme P ∈ Ed,D;K tel que P (x, y(x)) ∈ xnK[[x]] le
coefficient de xn dans P (x, y(x)). Ainsi, si v est une place finie, on a l’estime´e e´vidente :
(6.7.1) hv(ϕ
(n)) 6 sup
m6n
j6D
log+
∣∣∣a(j)m ∣∣∣
v
.
Lorsque v est une place archime´dienne, il faut rajouter log rangEd,D + (D + 1) logn.
Par suite, pour toute place v de K,
lim
1
n
hv(ϕ
(n)) 6 sup
j6D
lim
n
sup
m6n
1
n
log+
∣∣∣a(j)m ∣∣∣
v
6 sup
j6D
log+Rv(y
j)−1,
Rv(y
j) de´signant le rayon de convergence v-adique de la se´rie yj . Mais ce rayon n’est autre que celui de
y, si bien que
lim
1
n
hv(ϕ
(n)) 6 log+Rv(y)
−1.
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D’autre part, si v est une place finie de K et si j 6 D, a
(j)
m est majore´ par le maximum des produits
am1 . . . amj , pour m1 + · · · + mj = j. Si ce maximum est atteint en (m1, . . . ,mj), on peut supposer
m1 > m2 > · · · > mj , si bien que pour tout i 6 j, mi 6 j/i. On en de´duit la majoration
sup
m6n
j6D
log+
∣∣∣a(j)m ∣∣∣
v
6
D∑
j=1
sup
r6n/j
log+ |ar|v .
d’ou` finalement
(6.7.2)
1
n
hv(ϕ
(n)
6
D∑
j=1
1
n
sup
m6n/j
log+ |am|v .
Soit T1 une partie finie de T contenant les places archime´diennes. En de´composant la somme sur les
places v ∈ T suivant T1 et son comple´mentaire, on obtient
lim
1
n
∑
v∈T
hv(ϕ
(n)) 6
∑
v∈T1
log+Rv(y)
−1 +
D∑
j=1
1
j
lim
1
n
∑
v∈T\T1
sup
m6n
log+ |am|v ,
c’est-a`-dire
lim
1
n
∑
v∈T
hv(ϕ
(n)) 6 ρT1(y) +
 D∑
j=1
1
j
 σT\T1(y).
Prenant T1 arbitrairement grand et utilisant le fait que τ(y) = infS σS(y) = 0, on obtient la majoration
voulue.
6.8. — De´montrons maintenant le the´ore`me d’alge´bricite´. Soit S ⊂ ΣK un ensemble fini de places
contenant les places archime´diennes. Par souci d’alle`gement, on note E = Ed,D. On note aussi C
′
v =
log rangE pour v archime´dienne et C′v = 0 pour v finie.
Compte tenu du lemme 6.7 et de la majoration (6.6.1) pour toute place v ∈ S, l’ine´galite´ de
pentes (6.3.1) entraˆıne
0 6
∑
v∈S
∞∑
n=0
rang(E(n)/E(n+1)) (−n logR′v + (d+D)Cv + C′v)
+ CS(ε) rangE +
∞∑
n=0
n rang(E(n)/E(n+1))(ρS(y) + ε(1 + logD)),
d’ou`, utilisant que
∑
n rang(E
(n)/E(n+1)) = rangE,
(6.8.1)
∞∑
n=0
n rang(E(n)/E(n+1)) log
∏
v∈S
R′v
6
(
(d+D)
∑
v∈S
Cv + CS(ε) + [K : Q] log rangE
)
rangE
+
∞∑
n=0
n rang(E(n)/E(n+1))(ρS(y) + ε(1 + logD)).
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Nous pouvons minorer ∆ =
∑
n rang(E(n)/E(n+1)) de la fac¸on suivante. Par construction,
rang(E(n)/E(n+1)) 6 rangG(n) = 1. Il en re´sulte que rangE(n) > rangE − n et par suite,
∞∑
n=0
n rang(E(n)/E(n+1)) =
∞∑
n=1
rangE(n)
>
rangE∑
n=1
(rangE − n) = 1
2
rangE(rangE − 1).(6.8.2)
Faisons maintenant tendre d vers +∞, D restant fixe. On a ainsi ∆ ≫ d2D2, si bien que
rangE log rangE = o(∆) et
lim
(d+D) rangE
∆
6
2
D + 1
.
En divisant les deux membres de l’ine´galite´ (6.8.1) par
∑
n rang(E(n)/E(n+1)), on obtient l’ine´galite´
log
∏
v∈S
R′v 6 ρS(y) + ε(1 + logD) +
1
D
∑
v∈S
Cv.
On peut alors faire tendre ε vers 0, puis D vers l’infini, et enfin R′v vers Rv dans cette ine´galite´ et l’on
obtient
(6.8.3) log
∏
v∈S
Rv 6 ρS(y).
Comme ρ(y) <∞, le membre de droite peut eˆtre rendu arbitrairement petit quitte a` augmenter S, mais
ceci contredit alors l’hypothe`se que
∏
v∈ΣK
Rv > 1.
6.9. — Pour de´montrer la seconde partie du the´ore`me, on fixe encore un ensemble fini S ⊂ ΣK contenant
les places archime´diennes. On raisonne par l’absurde en supposant que y n’est pas rationnelle. Si D = 1,
l’application line´aire ϕ est donc injective pour tout entier d > 1. On introduit un nouveau parame`tre N et
on utilise la majoration de hv(ϕ
(n)) fournie par le lemme 6.7 si v 6∈ S ou si n < N et par l’estime´e (6.5.1)
sinon. On obtient ainsi l’ine´galite´
0 6 C∁S(ε) rangE + (ρ∁S(y) + ε)
∞∑
n=0
n rang(E(n)/E(n+1))
+
∑
v∈S
∑
n>N
((d− n) logR′v +DCv + C′v) rang(E(n)/E(n+1))(6.9.1)
+
∑
n<N
rang(E(n)/E(n+1))(CS(ε) + [K : Q] log rangE + 2[K : Q] logn)
+ (ρS(y) + ε)
∑
n<N
n rangE(n)/E(n+ 1).
Compte tenu de la majoration rang(E(n)/E(n+1)) 6 1, on a la majoration
∆N =
∑
n<N
n rang(E(n)/E(n+1)) 6
∑
n<N
n = N(N − 1)/2.
On fixe un parame`tre λ et on pose N = ⌊2λd⌋. Lorsque d tend vers l’infini, mais bien suˆr, D = 1, de sorte
que rangE = 2(d+ 1) et N ∼ λ rangE. Puisque
∆ =
∞∑
n=0
n rang(E(n)/E(n+1)) >
1
2
rangE(rangE − 1),
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on a lim (∆N/∆) 6 λ
2. De plus, si λ 6 1/2, on a N 6 d et on constate que rangE(N) = rangE −N , si
bien que
lim
d→+∞
d rangE(N)
∆
6 1− λ.
Apre`s division des deux membres par ∆ et passage a` la limite, l’ine´galite´ (6.9.1) devient
0 6 (ρ∁S(y) + ε) + λ
2(ρS(y) + ε) + (λ
2 − λ) log
∏
v∈S
R′v,
d’ou`, si ε tend vers 0 et R′v vers Rv,
λ(1− λ) log
∏
v∈S
Rv 6 ρ∁S(y) + λ
2ρS(y).
Comme ρS(y) 6 ρ(y), cette ine´galite´ contredit l’hypothe`se
∏
v∈ΣK
Rv > 1, lorsque S est assez grand.
(Il n’est pas certain que cette de´monstration du the´ore`me de Borel-Dwork soit plus simple que la
de´monstration originelle, cf. [15], [21] ou [2].)
7. ALGE´BRICITE´ DE SOUS-VARIE´TE´S FORMELLES
7.1. — Nous voulons maintenant indiquer la de´monstration du the´ore`me 4.3. Rappelons la situation : X
est une varie´te´ alge´brique lisse sur un corps de nombres K, P est un point de X(K) et F est un sous-fibre´
involutif de TX qui, modulo p pour presque tout nombre premier p, est stable par puissance p-ie`me. On
suppose de plus qu’il existe un plongement σ0 : K →֒ C tel que la feuille passant par P du feuilletage
holomorphe de Xσ0(C) induit par F est ✭✭ uniformise´e par l’espace affine ✮✮. C’est une hypothe`se plus
contraignante que celle du the´ore`me 4.3 mais suffisante pour e´tablir le the´ore`me 2.4.
On veut alors en de´duire que ladite feuille est une sous-varie´te´ alge´brique de X , ou encore, si V̂ de´signe
la feuille formelle de F en P , qu’il existe une sous-varie´te´ alge´brique V de X dont V̂ est le comple´te´ en
P .
Soit Y l’adhe´rence de Zariski de V̂ dans X , c’est-a`-dire la plus petite sous-varie´te´ alge´brique de X dont
le comple´te´ en P contient V̂ . Il suffit de de´montrer que dim Y = dim V̂ car cette hypothe`se implique que
Y est automatiquement lisse et une feuille du flot F . On peut aussi supposer que X est projective (mais
X n’est alors lisse que dans un voisinage de P ) ; Y est alors projective. Soit L un fibre´ inversible ample
sur X . L’hypothe`se que Y est l’adhe´rence de V̂ signifie que pour tout entier D > 0, l’homomorphisme de
restriction a` V̂ ,
(7.1.1) ϕD : Γ(Y, L
D)→ Γ(V̂ , LD)
est injectif.
Sous l’hypothe`se que V̂ n’est pas alge´brique, c’est-a`-dire que dimY > dim V̂ , nous voulons contredire
cette injectivite´. Nous allons pour cela utiliser l’ine´galite´ de pentes (prop. 5.10). Plac¸ons-nous ainsi dans
le contexte du chapitre 5. Choisissons des mode`les entiers de toute la situation :
– un oK-sche´ma propre et plat X tel que X ⊗K = X ;
– une section εP : Spec oK → X prolongeant P ∈ X(K) ;
– l’adhe´rence sche´matique Y de V̂ (ou de Y ) dans X ;
– un fibre´ inversible L sur X dont la restriction a` X est e´gale a` L.
On note t∨ l’image de ε∗PΩ
1
Y /oK
dans Ω1Y/K,P ; c’est un oK-module projectif de rang dimY . Choisissons
aussi
– une me´trique hermitienne sur le fibre´ holomorphe induit par L sur X(C) ;
886-22
– une mesure de Lebesgue positive sur Y (C) ;
– une me´trique hermitienne sur l’espace tangent en P a` V̂ , ou par dualite´, sur t∨ ;
toutes invariantes par la conjugaison complexe.
7.2. — Pour tout entier D > 1, on notera ED = Γ(Y , L
D), muni de sa structure naturelle de oK-fibre´
vectoriel hermitien de´finie comme au paragraphe 5.3. Le K-espace vectoriel Γ(V̂ , LD) est filtre´ par l’ordre
d’annulation en P , les sous-quotients successifs s’identifient aux fibres ge´ne´riques des oK-fibre´s vectoriels
hermitiens
(7.2.1) Symn t∨ ⊗oK ε∗PL D.
Si E
(n)
D de´signe l’image inverse de cette filtration par l’homomorphisme d’e´valuation ϕD, l’application
(7.2.2) ϕ
(n)
D : E
(n)
D /E
(n+1)
D → Symn t∨K ⊗ LDP
s’identifie a` l’application ✭✭ jet d’ordre n en P ✮✮. L’homomorphisme ED → Γ(V̂ , LD) est injectif par
construction. L’ine´galite´ de pentes de la proposition 5.10 s’e´crit alors
(7.2.3) d̂egED 6
∑
n>0
rang(E
(n)
D /E
(n+1)
D )
(
µ̂max(Sym
n t∨ ⊗oK ε∗PLD) + h(ϕ(n)D )
)
.
Dans [17], h(ϕ
(n)
D ) est majore´e par la proposition suivante.
7.3. Proposition. — Rappelons l’hypothe`se :
– pour presque tout nombre premier p, la re´duction de F modulo p est stable par puissance p-ie`me ;
– il existe une varie´te´ complexe M ve´rifiant la proprie´te´ de Liouville, un point O ∈M , un plongement
complexe σ0 : K →֒ C et une application holomorphe ψ deM vers la feuille en P du feuilletage holomorphe
induit par F sur Xσ0(C) telle que ψ(O) = P et telle que ψ soit biholomorphe d’un voisinage de O vers
un voisinage de P dans cette feuille.
Alors, pour tout ρ > 0, il existe un re´el C(ρ) tel que pour tous les entiers D et n > 1, on ait
(7.3.1) h(ϕ
(n)
D ) 6 −nρ+DC(ρ).
Pour de´montrer le the´ore`me 2.4, il suffit de traiter le cas ou` M = Cd dans lequel l’analyse aux places
archime´diennes peut eˆtre pre´sente´e de fac¸on relativement e´le´mentaire (voir le paragraphe 7.5).
7.4. — Tirons maintenant la contradiction de ces estimations. En inse´rant dans l’ine´galite´ (7.2.3) la
majoration (7.3.1), les conclusions de la proposition 5.6 et du lemme 5.7 ainsi que la formule (5.6.2), on
obtient l’ine´galite´, valable pour tout ρ > 0,
(7.4.1) −c1D rangED 6
∑
n>0
rang(E
(n)
D /E
(n+1)
D ) (nc2 +Dc3 +DC(ρ)− nρ) ,
soit encore
(7.4.2) (ρ− c2)
∑
n rang(E
(n)
D /E
(n+1)
D ) 6 (c3 + c1 + C(ρ))D rangED.
Or, d’apre`s l’alge`bre line´aire, si d = dim V̂ ,
rang(E
(n)
D /E
(n+1)
D ) 6 rang Sym
n t∨ =
(
n+ d− 1
d− 1
)
(7.4.3)
rangE
(n)
D > rangED −
n−1∑
k=0
(
k + d− 1
d− 1
)
= rangED −
(
n+ d− 1
d
)
(7.4.4)
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tandis que le the´ore`me de Hilbert garantit que
(7.4.5) rangED ≃ c4DdimY .
Il en re´sulte que, si N est un entier > 1 arbitraire,
∞∑
n=0
n rang(E
(n)
D /E
(n+1)
D ) =
∞∑
n=1
rangE
(n)
D >
N∑
n=1
rangE
(n)
D
> N rangED −
(
N + d
d+ 1
)
.
Supposons par l’absurde que dimY > d et choisissons N = ⌊Dα⌋ pour un re´el α tel que 1 < α < dimY/d.
Il en re´sulte que D = o(N) et Nd = o(DdimY ). Par suite,
(
N+d
d+1
)
= o(N rangED). En passant a` la limite
dans l’ine´galite´ (7.4.2), on obtient alors
(7.4.6) ρ− c2 6 0.
Comme ρ est arbitraire, on a une contradiction.
7.5. — Il reste a` e´tablir l’ine´galite´ (7.3.1), et pour cela, nous allons majorer hv(ϕ
(n)
D ) pour toute place
v de ΣK . Lorsque v est une place finie, il s’agit essentiellement de ✭✭ controˆler les de´nominateurs ✮✮ qui
apparaissent dans le the´ore`me de Frobenius.
Notons s la dimension de X et fixons des coordonne´es locales (pour la topologie e´tale) x1, . . . , xs sur
X au point P , de sorte qu’autour de P , TX est libre de base ∂∂x1 , . . . ,
∂
∂xs
. Les xi de´finissent aussi
un isomorphisme formel α̂0 : X̂P ≃ Âs. Quitte a` renume´roter les xi, il est possible de trouver une base
D1, . . . , Dd des sections de F dans un voisinage de P de la forme
(7.5.1) Di =
∂
∂xi
+
s∑
j=d+1
ai,j
∂
∂xj
,
ou` les ai,j sont des se´ries formelles. Soit α̂ : X̂P → Âd le morphisme de´duit de α̂0 par projection sur les
d premie`res coordonne´es. On a ainsi α̂∗(Di) =
∂
∂xi
et
α̂∗([Di, Dj]) = [α̂∗(Di), α̂∗(Dj)] = [
∂
∂xi
,
∂
∂xj
] = 0
si bien que [Di, Dj ] est une combinaison line´aire des
∂
∂xk
pour k > d. Comme F est involutif, [Di, Dj ] ∈ F .
Il en re´sulte que [Di, Dj ] = 0 : les champs de vecteurs D1, . . . , Dd commutent.
Ainsi, V̂ est la feuille passant par P = (0, . . . , 0) du ✭✭ flot formel ✮✮, Φ: Âd × Âs → Âs,
(7.5.2) ((t1, . . . , td), (x1, . . . , xs)) 7→ exp
( d∑
i=1
tiei
) · (x1, . . . , xs)
=
∑
n1,...,nd>0
t1
n1
n1!
· · · t
nd
d
nd!
e1
n1 · · · endd · (x1, . . . , xs).
Pour tout multi-indice n = (n1; . . . ;nd) et tout entier i ∈ {1; . . . ; s}, notons Pn,i la se´rie formelle
1
n1!...nd!
en11 · · · endd (xi), de sorte que V̂ admet la parame´trisation formelle
(t1, . . . , td) 7→
∑
n∈Nd
tn11 · · · tndd (Pn,1(0), . . . , Pn,s(0)).
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7.6. Lemme. — Pour toute place finie v de K, de caracte´ristique re´siduelle p, il existe un re´el Cv > 0
tel que pour tous n ∈ Nd et tout i ∈ {1; . . . ; s},
− log |Pn,i(0)|v 6 (n1 + · · ·+ nd)Cv.
De plus, pour presque tout v, on peut choisir
Cv = [K : Q]
log p
p(p− 1) .
L’existence d’un tel Cv e´quivaut a` la convergence v-adique du flot formel dans un polydisque.
De plus, pour presque toute place finie v, les coordonne´es locales xi s’e´tendent en des coordonne´es
locales sur X ⊗ ov, ainsi que les champs de vecteurs locaux D1, . . . , Dd. Si de plus la re´duction modulo
l’ide´al premier pv est stable par puissance p-ie`me, on constate que pour tout i, en re´duction modulo pv,
α̂∗(D
p
i ) = α̂∗(Di)
p =
∂p
∂xpi
= 0.
Comme la re´duction modulo pv de F est suppose´e stable par puissance p-ie`me, il en re´sulte que D
p
i = 0
modulo pv. Si de plus p ne divise pas le discriminant de K, on a alors v(p) = 1 et
v(en11 . . . e
nd
d · xi) > ⌊n1/p⌋+ · · ·+ ⌊nd/p⌋
et
v(Pn,i(0)) > −
d∑
j=1
(v(nj !)− ⌊nj/p⌋) > −n1 + · · ·+ nd
p(p− 1)
d’ou` l’on de´duit le lemme.
De ces estime´es de´coule facilement (lemme de Schwarz v-adique) une majoration, valable pour toute
place v finie,
hv(ϕ
(n)
D ) 6 nCv(7.6.1)
et de plus, ∑
v∈ΣK,f
Cv < +∞.(7.6.2)
Pour tout plongement complexe σ : K →֒ C, soit Mσ = B(0, Rσ)d le polydisque ouvert de centre O
et de rayon Rσ ∈ R∗+ ∪ {+∞} et soit ψσ : Mσ → Yσ(C) une application holomorphe induisant un
isomorphisme d’un voisinage de O dans Mσ avec un voisinage de P dans la feuille holomorphe passant
par P du feuilletage de´fini par F . Par hypothe`se, de telles applications existent pour tout σ, et pour la
place σ0, on a Rσ0 = +∞.
Fixons une section globale sans ze´ro εσ de ψ
∗
σL. Si s ∈ EnD, on e´crit ψ∗σs = fεDσ ou` f est une fonction
holomorphe sur Mσ s’annulant a` l’ordre n en l’origine.
Soit pour tout σ un re´el R′σ tel que 0 < R
′
σ < Rσ. Soit j
nf le jet d’ordre n de f en l’origine : c’est
l’application polynomiale homoge`ne de degre´ n :
Cd → C, (a1, . . . , ad) 7→
∑
n1+···+nd=n
an11
n1!
. . .
andd
nd!
∂n1
∂zn11
. . .
∂nd
∂zndd
f(0).
D’apre`s le lemme de Schwarz usuel, on a pour tout (a1, . . . , ad) ∈ Cd l’ine´galite´
|jnf(a1, . . . , ad)| 6 max(|ai|)n ‖f‖R′σ (R
′
σ)
−n,
‖f‖R′σ de´signant le sup de |f | sur le polydisque B(0, R
′
σ)
d et la norme du jet de s est majore´e par
‖jns‖ 6
∥∥dψ−1σ ∥∥n (R′σ)−n ‖ψ∗s‖R′σ ∥∥ε−1σ ∥∥DR′σ .
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Finalement, compte tenu de l’ine´galite´ (5.4), il existe deux constantes A et B(R′σ) telles que
‖jns‖ 6 (R′σ/A)−nB(R′σ)D
et
(7.6.3) hσ(ϕ
(n)
D ) 6 D logB(R
′
σ)− n log(R′σ/A).
L’ine´galite´ (7.3.1) de´coule alors imme´diatement des ine´galite´s (7.6.1), (7.6.2) et (7.6.3) et du fait que R′σ0
puisse eˆtre pris arbitrairement grand.
7.7. Remarque. — La majoration (7.6.2) est un analogue de la condition τ = 0 du chapitre 6. Ce n’est
d’ailleurs pas surprenant : dans le contexte de la conjecture de Grothendieck, la condition τ = 0 provient
justement de l’hypothe`se d’annulation des p-courbures, de meˆme que l’ine´galite´ (7.6.2) a e´te´ e´tablie en
utilisant la p-inte´grabilite´ du feuilletage.
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