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Abstract-A double fixed-point theorem is applied to obtain the existence of at least two positive 
solutions for the boundary value problem, (-1) n ‘2”‘(t) = f(y(t)), t E [O, 11, y@i)(O) = y@i+l)(l) = y 
0, 0 5 i 5 m - 1. It is later applied to obtain the existence of at least two positive solutions 
for the analogous discrete boundary value problem, (-l)mA2”u(k) = g(u(k)), k E (0,. , N}, 
A2iu(0) = A2if1u(N + 1) = 0, 0 < i < m - 1. @ 2003 Elsevier Science Ltd. All rights reserved. - - 
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1. INTRODUCTION 
Fixed-point theorems and their applications to nonlinear problems have a long history, some of 
which is documented in Zeidler’s book [l]. R ecently, Avery and Henderson [2] used fixed-point 
index theory to obtain a double fixed-point theorem for a completely continuous operator on a 
cone in a Banach space. In the same paper, they included applications of the new fixed-point 
theorem to two-point conjugate boundary value problems for a second-order ordinary differential 
equation. Following that, Avery, Chyan and Henderson [3] applied the new double fixed-point 
theorem to two-point right focal boundary value problems (again for a second-order ordinary 
differential equation), as well as for the discrete second-order right focal boundary value problem. 
Overall, there is an increasing interest in multiple fixed-point theorems, such as the Leggett- 
Williams multiple fixed-point theorem [4] or multiple applications of the Guo-Krasnosel’skii fixed- 
point theorem [5], in their applications to boundary value problems for ordinary differential 
equations or finite difference equations. To name only a few, such papers include [6-161. Also, 
the book by Agarwal, O’Regan and Wong [17] contains an excellent summary of such applications. 
Boundary value problems for higher even-order differential equations arise, especially for fourth- 
order equations, in applications such as modelling behavior of a compressed beam subjected to 
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a load causing buckling, or modelling the effects of soil settlement on elastically bedded building 
girders loaded by concentrated forces; see [18,19]. R ecently, Henderson and Wong [20] made 
application of the double fixed-point theorem [2] to obtain double symmetric solutions of 2mth- 
order discrete Lidstone boundary value problems. 
In this paper, with m > 1 fixed, we apply the fixed-point theorem from [2] to obtain at least 
two positive solutions of the focal boundary value problem, 
(-l)“Y(2m) = f(Y), o<t<1, (1) 
yyq = y w+l)(l) = 0, O<ilm-1, (2) 
and of the focal boundary value problem for the finite difference equation, 
(-l)“A2%(k) = g(u(lc)), k E (0,. . . , N}, (3) 
A2%(0) = A 2i+1U(N + 1) = 0, O<i<m-1, (4) 
where f : Iw -+ [0, m) and g : Iw -+ [0, co) are both continuous. Growth conditions will be imposed 
on f and g, in the respective cases of (l),(2) and (3),(4), so that the double fixed-point theorem 
is applicable. 
In Section 2, we provide some background results, and we state the double fixed-point theorem. 
In Section 3, we provide sufficient growth conditions on f which allow us to obtain at least two 
positive solutions of (l),(2). Finally, in Section 4, we impose growth conditions on g which yield 
an analogous result for (3),(4). 
2. BACKGROUND DEFINITIONS AND 
A DOUBLE FIXED-POINT THEOREM 
In this section, we provide some background material from the theory of cones in Banach 
spaces, and we then state a double fixed-point theorem for a cone preserving operator. 
DEFINITION 2.1. Let (B, 11 . 11) b e a real Banach space. A nonempty, closed, convex set P C B is 
said to be a cone provided the following are satisfied: 
(a) if y E P and X > 0, then Xy E P; 
(b) if y E P and -y E P, then y = 0. 
Every cone P c B induces a partial ordering, 5, on B defined by 
xsyifandonlyify-xEP. 
DEFINITION 2.2. Given a cone P in a real Banach space a, a functional $ : P ---) R is said to be 
increasing on P, provided +(x) 5 $(y), for all x, y E P with x 5 y. 
DEFINITION 2.3. Given a nonnegative continuous functional y on a cone P of a real Banach 
space f3 (i.e., y : P --+ [0, m) continuous), we define, for each d > 0, the set 
P(y,d) = ix E p I Y(X) < 4. 
Our main results concerning multiple positive solutions of (l),(Z) and of (3),(4) will arise as 
applications of the following fixed-point theorem due to Avery and Henderson [2]. 
THEOREM 2.1. Let P be a cone in a real Banach space B. Let cy and y be increasing, nonnegative, 
continuous functionals on P, and let 0 be a nonnegative continuous functional on P with e(O) = 0 
such that, for some c > 0 and A4 > 0, 
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for all x E P(r, c). Suppose there exist a completely continuous operator A : P(y, c) -+ P and 
0 < a < b < c such that 
and 
(i) y(Ax) > c, for all x E dP(y, c); 
(ii) 8(Az) < b, for all x E dP(8, b); 
(iii) P(a,u) # 0, and a(Az) > a, for all CE E tJP(a,a). 
Then A has at least two fixed points, x1 and x2, belonging to P(y, c) such that 
a < Q(Q), with 0(x1) < b, 
and 
b < 0(x2), with 7(x2) < c. 
3. TWIN POSITIVE SOLUTIONS OF (l),(2) 
In this section, we impose growth conditions on f and then apply Theorem 2.1 to establish 
the existence of double positive solutions of (l),(2). W e note that from the nonnegativity of f, a 
solution y of (l),(2) satisfies y”(t) < 0 on [0, l] while y(t) 2 0 on [0, 11. In particular, a solution 
of (l),(2) is both nonnegative and concave on [0, 11. W e will apply Theorem 2.1 to a completely 
continuous operator whose kernel, G(t, s), is the Green’s function for 
-y" = 0, y(0) = y’(l) = cl. (5) 
In this instance, 
G(t, s) = 
4 o<t<s<1, 
s, o<s<t<1. 
Properties of G(t, s) for which we will make use are 
(6) 
G(t, s) 5 G(s, s) = s, 
G(t,s) 2 ;G(s,s) = ;, 
In particular, from (8), we have 
min G(t,s) > t, 
tEIiD,il 
O<s<l. 
Next, define 
G(t, s) = G(t, s), 
and for 2 < j < m, define 
s 
1 
Gj(t, s) = G,vl(t, u)G(u, s) du. 
0 
Then, for 1 5 j 5 m, Gj(t, s) is the Green’s function for 
(-l)jyW = 0, yyq = y @i+l)(l) = 0, o<i<j-1. 
It is fairly straightforward to see that, for each 1 5 j 5 m, 
0 5 Gj(t,s) 5 & p-1 ’ o<t,s11, 
(9) 
(10) 
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and 
j-1 
. f, +1, Olsll. (11) 
We remark that if y(t) is a solution of (1)) (2) and if we set 
w(t) = (-1) -lyW-2)(t), (12) 
then w(t) 2 0, y(t) = Ji G,-l(t,s)v(s)ds 2 0, -w”(t) = (-l)“y(2”)(t) = f(y(t)) = 
f(Jt G,-I(t, S)V(S) ds), and v(0) = v’(1) = 0. As a consequence, 
Conversely, if w(t) satisfies (13), then y(t) = Jt G,-l(t, S)ZI(S) ds is a solution of (l),(2). 
Next, let the Banach space 23 = CIO, l] be endowed with the norm, llyll = maxg<t<l Iy(t)l, and -- 
choose the cone P c t3 defined by 
P = {Y E f3 I y is concave, nondecreasing, and nonnegative-valued on [0, 11). 
To obtain solutions of (l),(2), we will exhibit solutions of (13) which belong to the cone P, 
For the remainder of this section, fix 
o<;<r<1, 
and define the nonnegative, increasing, continuous functionals, y, 6, and QI, by 
Y(Y) = An y(t) = Y i , 
1/2<t<r 0 
and 
We observe that, for each y E P, 
Y(Y) = e(Y) I a(y). 
In addition, for each y E P, y(y) = y(1/2) 2 (1/2)y(l) = (1/2)llyll. Thus, 
(14) 
IIYII 5 2-Y(Y)? for all y E P. (15) 
Finally, we also note that 
e(xY) = WY), 0 < X < 1 and y E ZP(0,b). (16) 
We now state growth conditions on f so that (l),(2) h as at least two positive solutions. 
THEOREM 3.1. Let 0 < a < (4r2/3)b < (3m-2r2/23”-4 )c, and suppose that f satisfies the 
following conditions: 
(A) f(w) > 4c, if (3/16)m-1c 5 w 5 ~/2~-~; 
(B) f(w) < 8b/3, if 0 5 w 5 b/2”-2; 
(C) f(w) > 2a/r2, if 0 5 w 5 a/2m-2. 
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Then, the right focal boundary value problem (l),(2) h as at least two positive sohn?ions, x1 and x2, 
such that 
with o<y<y,2w) 7=1x$+2)(t) < b 
-- 
and 
b < ~~~,2(-l)m-1~~m-2)(t), 
-- 
with ~,~~~r(-l)m-1x~m-2)(t) < c. 
PROOF. We begin by defining the completely continuous integral operator A : f? --+ f3 by 
Ax~~)=~G(~,s)l(~lGml(~,~)x(~)d~) ds, XEB, o<t<l. 
As remarked earlier, if v(t) is a fixed point of A, then y(t) = s,’ G,-l(t, s);(s) ds is a solution 
of (l),(2), and v(t) = (-l)m-‘y(2m-2) (t). We proceed to show that the conditions of Theorem 2.1 
are satisfied. 
First, let z E P(y,c). By the nonnegativity of f and G, for 0 I t < 1, 
Ax(t) =~G(~,s)f (I’ G,-l(s,u)x(u) du ) ds 2 0. 
Moreover, (Ax)“(t) = -~(s,‘G,-l(t,u)x(u)du) I 0, which implies (Ax)(t) is concave on [O, 11, 
and (Ax)‘(t) is nonincreasing. Since G(t,s) satisfies the boundary conditions in (5), we have 
that (Ax)‘(l) = 0, and so (Ax)‘(t) 2 0 on [0, l]. This implies (Ax)(t) is nondecreasing on [0, 11. 
A&in, since G(t,s) satisfies the boundary-conditions (5), (Ax)(O) = 0, and so (Ax)(t) 2 0 on 
[0, 11. Consequently, Ax E P. We conclude A : P(y,c) + P. 
We now turn to Property (i) of Theorem 2.1. Let us choose x E EV(r,c). Then y(x) = 
mh/2~t~rx(t> = +/2) = c. Since x E P, x(t) 2 c, l/2 5 t < 1. Recalling that (Ix11 2 
27(z) = 2c, we have 
c < x(t) 5 2c, 
Then, by (ll), for l/2 2 t 5 1, 
J 0 1 &z-l@, s)x(s) d  LJ w 1 G-1(& sb4s) d  
l 3 JO 
m-2 
2 - %ds 
l/2 z 2 
3 ( ) 
m-1 
=ii *cy 
and by (lo), for l/2 5 t < 1, 
J 0 1 G,-I@, s)x(s) ds 5 J 0 1 5 2”~2 . 2cds 
c =-* 
p-2 
In particular, for l/2 5 t 5 1, 
($)m-l.c<Jdl Gn-l(t, SIX(S) ds I &. 
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As a consequence of (A), 
f(S 
1 
G,-l(s, u)x(u) du > 4c, 
0 
Also, Ax E P, and so 
$Az) = (AZ) ; 
0 
= LG (;,s) f (j,-k-dw++)d~) ds 
~~:,G(~,s)f(JUIG,-l(s,u)x(u)du) ds 
=l,ff (1’ 
Gmml(s, u)x(u) du 
> 
ds 
> 4c 
I 
l 1 
- ds 
l/2 2 
= c. 
Therefore, (i) of Theorem 2.1 is satisfied. 
We now turn to (ii) of Theorem 2.1. So we choose x E aP(O, b). Then O(X) = rnaxoltg2 x(t) = 
x(1/2) = b. This implies 0 5 x(t) 5 b, 0 5 t 5 l/2, and since x E P, we have b I x(t) I 11x11 =
x(l), l/2 5 t 5 1. Moreover, 11x11 5 27(z) 5 28(x) = 2b. SO, 
0 5 x(t) I 2b, o<t<1. 
It follows from (10) that, for 0 2 t 5 1, I 0 1 
05 Gn-I@, s)xts) ds 
I 
I 
l s 
-a 2bds 
0 2m-2 
b =- 
p-2 ’ 
and as a consequence of (B), 
f(S 
1 
G,-l(s,u)x(u) du 
> 
< 4, Olsll. 
0 
Ax E P, and so 
B(Ax) = (Ax) f 
0 
= LG (;,s) f (~Gn_,(.,4xW+ ds 
< (;) LG (;,s) ds 
= (;) (l”‘G(;,s) ds+J;:2+) ds) 
= b. 
In particular, (ii) of Theorem 2.1 holds. 
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For the final part, we consider (iii) of Theorem 2.1. For the fist part of (iii), we observe that 
P(cY, a) # 0, since y(t) = a/2 E P(q a). 
Now choose z E dP(c~, a). Then Q(X) = maxteIo,r] z(t) = i(r) = a. This implies 
0 I x(t) I a, t E [O,r]. 
As in the previous case, 11~11 L: 27(z) 5 2a(z) = 2a, so that 
0 5 x(t) 5 2a, o<t<1. 
Again, by (lo), for 0 5 t 5 1, 
I 
1 
05 Gn-l(t, s)x(s) ds 
0 
a =-. 
p-2 
BY CC), 
With Ax E P, 
f (I’ Gn-l(s, u)x(u> du) > $ O<s<r. 
a(Az) = (Ax)(r) 
G,eol(s, u)x(u) du ) ds 
L l’G(r,s)f (Jd’G-l(s,u)x(u)du) ds
T 
I (J 
1 
= sf 
0 0 
G,,pel(s, u)z(u) du) ds 
> sds 
= a. . 
Thus, (iii) of Theorem 2.1 is satisfied. Hence, there exist at least two fixed points, ~1 and 212, 
of A which belong to P(-y, c), such that 
a < 4~1)~ with 6(q) < b, 
and 
b < e(vz>, with ~(712) < c. 
Setting 
1 
xi(t) = G-l(t, ski(s) ds, i = 1,2, 
the conclusion of the theorem follows. I 
EXAMPLE. For l/2 < r < 1 fixed and for 0 < a < (4r2/3)b < (3m-2r2/23m-4)c, if f : W --f [0, co) 
is defined by 
b 
, WI- p-2 ' 
where e(w) satisfies L?” = 0, l(b/2m-2) = (4br2 + 3a)/3r2, and !J((3/16)m-1c) = 4c + 1, then by 
Theorem 3.1, the boundary value problem (l),(2) h as at least two positive solutions. 
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4. TWIN POSITIVE SOLUTIONS OF (3),(4) 
In this section, we now impose growth conditions on g such that the discrete boundary value 
problem for the finite difference equation (3),(4) h as at least two positive solutions. The meth- 
ods and existence result are strikingly analogous to those of Section 3. As in Section 3, we 
note that from the nonnegativity of g, a solution of (3),(4) is both nonnegative and concave on 
{O,l,. . . , N + 2m). For the case of this discrete boundary value problem, we will eventually 
apply Theorem 2.1 to a completely continuous summation operator whose kernel is the Green’s 
function, H(k, e), for 
-A2v = 0, w(0) = Av(N + 1) = 0. (17) 
In this instance, 
H(k,e) = 
k ICE {o,...,e}, 
!+l, kE {e+l,..., N+2}. (18) 
For notational purposes, in the remainder of this section, we set 
h= (N+2) .L 1 2 
Then 
H(k, e) < H(e + 1, e) = C + 1, k=O,..., N+2, e=o )..‘) N, (19) 
H(k,e) > ;H(e+ l,e) = y, k=h,..., N+2, e=O ,..., N. (20) 
Next, define 
Hl(k,e) = H(ke), 
and for 2 5 j _< m, define 
i 
5 Hj-l(k sMs,Q k E (0,. . . , N + 2}, 
Hj(k,e) = s;o 
CHj+l(N+2,s)H(s,!), kE{N+3 ,..., N+2m}. 
s=o 
Then, for 1 5 j 5 m, Hj (k, e) is the Green’s function for 
(-l)jA”jv(k) = 0, A2%(0) = Azi+r(N + 1) = 0, o<i<j-1. 
It is tedious, but straightforward to show that, for each 1 5 j 5 m, 
and 
0 5 Hj(ke) I CN + 2)(N + ‘) 2 > j-l (e + 1) 7 
kE{O ,..., N+2j}, eE{O ,..., N}, 
Hj(k,e) 2 (3N+5)(N+l) j-l 16 ) ‘(%)’ 
kc{h ,..., N+2j}, eE{O ,..., N}. 
We remark this time that if u(k) is a solution of (3),(4) and if we set 
(21) 
(22) 
(23) v(k) = (-1)“-1A2--2u(k), 
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then v(k) > 0, u(k) = C,NcH,-i(k,s)$s) > 0, -A*v(k) = (-l)mAzm~(k) = g(U(k)) = 
g(CyzO Hm-l(k, s)z)(s)), and v(O) --L Av(N + 1) = 0. Thus, 
w(k) = 2 H(k, s)g 5 &I-l(S, @J(l) . 
s=o ( e=o 1 
(24) 
Conversely, if w(k) satisfies (24), then ‘IL(~) = Cr=, H,-i(k, S)V(S) is a solution of (3),(4). 
Now, let the B = {V : (0,. . .,N + 2) --+ R} be endowed with the norm, J/VII = 
mw+O,...,N+2) lv(k)l, and choose the cone P c B defined by 
P = {V E B ( w is nondecreasing and nonnegative-valued on (0,. . . , N + 2) 
and A2v(k) 5 0, k E (0,. . ,N}}. 
Note that, if v E P, then 
v(k) 2 ;11q = $(N + 2), k E {h, . . . , N + 2). 
To obtain solutions of (3),(4), we will exhibit solutions of (24) which belong to the cone P, 
Also, for the remainder of this section, fix an integer r with 
h<r<N+l, 
and define the nonnegative, increasing, continuous functionals, y, B, and o on P, by 
We observe that, for each v E P, 
Y(V) = d(v) I (Y(w). 
In addition, for each w E P, y(w) = v(h) _> (1/2)w(N + 2) = (1/2)ljvjj, SO that 
(25) 
for all 21 E P. (26) 
Finally, we again have 
e(h) = xecw), 0 5 X < 1 and 21 E aP(e,b). (27) 
As in the previous section, we now put growth conditions on g such that (3),(4) has at least 
two positive solutions. 
THEOREM 4.1. Let 
(7-+1)(7-+2) b< 
O < a < 2(N + l)(N + 2) C, 
and suppose that g satisfies the following conditions: 
(A) g(w) > 4c/N(N + l), if ((3N + 5)(N + l)/16)m-1 . c < w _< ((N -t 2)(N + 1)/2)“-l. 2~; 
(B) g(w) < 2b/(N + l)(N + 2), if0 5 w < ((N + 2)(N + 1)/2)m-1 .2b; 
(C) g(w) > 4a/(r + l)(r + 2), if 0 L w I ((N + 2)(N + 1)/2)“-l -2a. 
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Then, the discrete right focal boundary value problem (3),(4) h as at least two positive solutions, 
u1 and IQ, such that 
a < max 
kE{O,...,T) 
(-1)“-1A2m-2ur(k), with max (-1)“-1A2”-2ur(k) < b, 
kE{O,...,h} 
and 
b < r~,~+-1)~-‘A~~-~912(~), with ,,$,y J-l)m-‘A2m-2u2(k) < c. 
7 7 9 . I 
PROOF. We define the completely continuous integral operator A : 23 + B by 
As noted earlier, if v(k) is a fixed point of A, then u(k) = C~=,H,-r(k,s)v(s) is a solution 
of (3),(4) and v(k) = (-1)“-1A2”-2 u(k). We proceed to show that the conditions of Theorem 2.1 
are satisfied. Much along the lines of the proof of Theorem 3.1, it follows that A : P(r, c) + P. 
We begin with Property (i) of Theorem 2.1. We choose ZJ E dP(y,c). Then, y(w) = 
mk{h,...,,) v(k) = G) = c. This implies v(k) 2 c, k E {IL,. . . , N + 2). Recalling that 
llwll 2 27(v) = 2c, we have 
c 5 v(k) 5 2c, kc {h,...,N+2}. 
Then, by (22), for k E {h, . . . , N + 2}, 
s=h 
> 
- 
> (3N+5)(N+l) m-l.C 
- 16 > 
, 
and by (21), for k E {h,. . . , N + 2}, 
+&,+l(k,s)u(s)$((N+2)2(N+1))~-2(s+l).2c 
s=o s=o 
P+2W+l) = 
( 2 > 
m-1 .2c 
As a consequence of (A), for k E {h, . . . , N + 2}, 
N 
c Kn-l(k,s)4s) 
a=0 
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Also, Av E P, and so 
-0~) = (Av)(h) 
= $h(N-z)N 
>_ c. 
Therefore, (i) of Theorem 2.1 is satisfied. 
For (ii) of Theorem 2.1, choose v E aP(O, b). Then, O(v) = maxkC~o,...,h) v(k) = v(h) = b. 
So 0 5 v(k) 5 b, k E (0,. . . ,h}, and since v E P, it follows that b 5 v(k) I jlvll = v(N + 2), 
k E {h,. . . , N + 2). Recall that JIvI1 5 27(v) 5 20(v) = 2b. SO, 
0 1 v(k) 5 24 k E (0,. . . , N + 2). 
It follows from (21) that, for k E (0,. . . , N + 2}, 
= ( (N+VN+1) m-1*2b 2 > 9 
and as a consequence of (B), for k E (0,. . . , N + 2}, 
( 
N 
9 pL-lw)v(4 
.9=0 ) 
< (N+g;i\r+z). 
Av E P, and so 
B(Av) = (Av)(h) 
= &w,s)g (&J4,w3) 
s=o e=o 
<~(s+‘)(Iv+l;;Iv+2) s=o 
= b. 
In particular, (ii) of Theorem 2.1 holds. 
We now show that (iii) of Theorem 2.1 also holds. To see that P(a,u) # 8, we observe that 
v(k) = a/2 E P(cY, u). 
. 
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Now, let w E a?(,,~). Then CY(V) = ma+{c,...,,.} v(k) = U(Y) = a. So 0 5 w(k) I a, 
k E (0,. . . , r}. Similar to previous arguments, 
0 5 w(k) I 24 k E (0,. . . , N + 2). 
Then by (21), for k E (0,. . . , N + 2}, 
0 I 5 Hm-l(k, s)w(s) 
s=o 
and by (C), for k E (0, . . . , N + 2}, 
( N 9 AH,-l(k SMS) s=o ) ’ (T + g + 2). 
so, 
a(Aw) = (Aw)(r) 
= a. 
So Part (iii) of Theorem 2.1 holds. Thus, A has at least two fixed points ~1 and ‘~2 belonging to 
P(r, c), such that 
a < 4Vl), with I < b, 
and 
b < e(vz), with y(w2) < c. 
Setting 
u&) = &$,&k, s)wi(s) ds, i = 1,2, 
s=o 
the conclusion of the theorem follows. 
EXAMPLE. With h = [(N + 2)/2J, an integer T with h < T < N + 1 fixed, and 
I 
(r + l)(r + 2) 
o<“< 2(N+1)(N+2)b< 
C, 
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if g : IR --+ [0, co) is defined by 
885 
(3N+5)((N+1) 
16 
where P(W) satisfies p” = 0, p(((N + 2)(N + 1)/2)“-l . 2b) = b/(N+1)(N+2) + 2a/ 
(r + l)(~- + 2), and p(((3N + 5)(N f l)/16)m-1 .c) = (4c+ l)/N(N + l), then by Theorem 4.1, 
the boundary value problem (3),(4) h as at least two positive solutions. 
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