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Abstract
Existing methods for reducing disparate performance of a classifier across different
demographic groups assume that one has access to a large data set, thereby focusing
on the algorithmic aspect of optimizing overall performance subject to additional
constraints. However, poor data collection and imbalanced data sets can severely
affect the quality of these methods. In this work, we consider a setting where data
collection and optimization are performed simultaneously. In such a scenario, a
natural strategy to mitigate the performance difference of the classifier is to provide
additional training data drawn from the demographic groups that are worse off. In
this paper, we propose to consistently follow this strategy throughout the whole
training process and to guide the resulting classifier towards equal performance
on the different groups by adaptively sampling each data point from the group
that is currently disadvantaged. We provide a rigorous theoretical analysis of our
approach in a simplified one-dimensional setting and an extensive experimental
evaluation on numerous real-world data sets, including a case study on the data
collected during the Flint water crisis.
1 Introduction
The machine learning (ML) community has seen a recent rush of work aiming to understand when
and why ML systems have different statistical behavior for different demographic groups, and
how to best equalize various metrics across groups while maintaining high performance overall
(e.g., 20, 8, 40). Two main factors in ensuring this goal are: (a) comprehensive and unbiased data
collection, and (b) optimizing the right loss function under appropriate constraints. However, much
of the work concerning algorithmic fairness in the ML community has focused on (b), i.e., algorithms
for optimizing various loss functions that encode fairness considerations (see Section 5 for related
work). In reality, the success of these methods crucially depends on how and what type of data has
been collected. Furthermore, the challenges of collecting data from under-represented groups are well
documented (21) and poor data collection can make the outcome of the algorithmic stage meaningless.
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In this work we posit that in the context of algorithmic fairness, data collection and loss function
optimization should go hand in hand. Furthermore, in many real-world settings such joint optimization
occurs naturally. For instance in online advertising, microlending, and numerous settings where
not-for-profit and governmental agencies have begun to experiment with ML techniques, learning
algorithms continue to collect data and refine the predictions they make over time. Hence it is
important to understand how to ensure algorithmic fairness in settings where the current performance
of the classifier dictates further data collection.
The above discussion naturally motivates the study of algorithms for adaptively sampling data in
order to address disparate performance across subpopulations. The motivation for studying such
algorithms is twofold. First, adaptively selecting samples can often improve the total labeling cost
required. Second, many practical deployment scenarios of ML systems have the ability to collect
additional data, at some cost, to refine the predictions they make over time.
In this work we propose a simple and easy to implement algorithm for adaptively sampling to
simultaneously avoid disparate performance across demographic groups and achieve high overall
performance. Our algorithm proceeds in rounds: in each round, the algorithm selects a model, then
either samples the next data point uniformly from the entire population, or from the population that is
currently disadvantaged according to a specified metric. The choice between the two sampling options
is governed by a sampling probability p ∈ [0, 1], where p = 1 corresponds to always sampling from
the entire population and thus focusing on optimizing overall performance, while p = 0 corresponds
to sampling from the disadvantaged population which aims to equalize performance amongst the
groups. The sample is then added to the training set and the process begins again.
We provide a theoretical analysis of our proposed algorithm and provide extensive empirical evidence
regarding its effectiveness, both on real and simulated data. In particular,
• To analyze our algorithm theoretically, we consider an idealized model consisting of points in a one-
dimensional space with the goal of equalizing the error rate across two groups while maintaining
high overall classification accuracy. For this setting, we precisely characterize the convergence of
our algorithm as a function of the sampling probability p.
• We compare the performance of our proposed adaptive sampling algorithm with existing methods
that work in the batch setting (2, 20). We demonstrate that our algorithm achieves comparable or
superior performance with less data than existing methods.
• Finally, we conduct a case study by applying our strategy to a real-life sequential decision process
that occurred in the wake of the Flint water crisis (1). The task in question consisted of a timeline of
the selection of homes that received water pipe inspections, with the goal of finding and removing
lead pipes. This particular scenario presents an ideal application of our methodology, as Flint’s
challenges arose in large part from distributional and equity issues, the home selection process
was made in an adaptive fashion, and individual inspections and replacements cost in the hundreds
to thousands of dollars. We chose our group categorization based on a home’s ward number, a
reasonable proxy for other demographic indicators such as race or income, and we evaluate the
performance of our adaptive sampling algorithm relative to a uniform sampling benchmark as well
as what was actually used in practice. We show that our algorithm leads to a significant decrease in
disparate performance across groups when compared to what was actually implemented in Flint,
and does so even as the uniform random sampling strategy does not.
2 Adaptive sampling with the goal of balanced performance
In this section, we introduce our formal model and propose our strategy for training an accurate
classifier with approximately equal performance on different demographic groups.
We assume the data (x, y, a) ∈ X × {−1, 1} × A comes from a joint probability distribution Pr.
The variable x represents the features of the data point (x, y, a), y the data point’s ground-truth label
and a its demographic information encoded as group membership. We assume that A is finite and
refer to all data points that share the same attribute a as belonging to group Ga. For concreteness, let
A = {0, . . . , amax} such that |A| = amax + 1. We assume that X is some suitable feature space.
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Our goal is to learn a classifier h : X → R from some hypothesis class H1, with high ac-
curacy measured according to a loss function l : R × {−1, 1} → R≥0. That is, we want
E(x,y)∼Prl(h(x), y) =: l|a(h) to be small. Simultaneously, we wish for h to have approximately equal
performance for different demographic groups, where the performance on a group Ga is measured by
E(x,y)∼Pr |Ga f(h(x), y) =: f|a(h), or could also be measured by E(x,y)∼Pr |Ga∧y=1f(h(x), y), with
f : R× {−1, 1} → R≥0 being another loss function. The two loss functions l and f could be the
same or different. Throughout this paper, we generally consider l as a relaxation of 01-loss and f as
either equal to l or f measuring 01-loss. Different f correspond to several well-studied notions from
the literature on fair ML:
• If our goal is to equalize E(x,y)∼Pr |Ga1{signh(x) 6= y} = Pr |Ga [signh(x) 6= y], a ∈ A, we are
aiming to satisfy the fairness notion of overall accuracy equality (e.g., 8, 39).
• If our goal is to equalize E(x,y)∼Pr |Ga∧y=11{signh(x) 6= y} = Pr |Ga [signh(x) 6= y|y = 1],
a ∈ A, we are aiming to satisfy the fairness notion of equal opportunity (e.g., 20, 13, 39).
Hence, we sometimes refer to a classifier with equal values of f on different groups as a
fair classifier. Importantly, our strategy builds on the idea that picking a classifier h ∈
argminh′∈H E(x,y)∼Sl(h′(x), y), then the performance of h on group Ga as measured by
E(x,y)∼Pr |Ga f(h(x), y) will improve as the number of points in the training data set from Ga
grows.
Our experiments (cf. Section 6) and some theoretical analysis suggests (cf. Section 3) when f is the 01-
loss, our process approximately equalizes f across groups while minimizing l. This is not the case for
all choices of functions f and l, however: for example, if we choose f(h(x), y) = 1{h(x) = 1} and
l a relaxation of 01-loss, which would correspond to aiming for the fairness notion of statistical parity
(e.g., 17, 42, 38), then equalizing f across groups is likely to be in conflict with minimizing l overall.
2.1 Our strategy
Our key idea to learn a classifier with balanced performance on the different demographic groups
is the following: train a classifier h0 to minimize loss on S, evaluate which group Ga has higher f
value with respect to h0, sample (x, y, a) from group Ga and repeat with S ∪ (x, y, a).
Furthermore, we can incorporate a simple way to trade-off the two goals of (i) finding a classifier that
minimizes loss in a group-agnostic sense, and (ii) finding a classifier that has balanced performance
on the different groups, which often—but not always—are at odds with each other (cf. 35, and the
references therein): instead of always sampling the new data point from the currently disadvantaged
group, in each round we could throw a biased coin and with probability p sample a data point from the
whole population and with probability 1−p sample from only the disadvantaged group. The larger the
value of p the more we care about accuracy, and the smaller the value of p the more we focus on the
fairness of the classifier. The generic outline of our proposed strategy is summarized by Algorithm 1.
With a finite sample, we must estimate loss as well as which group has higher f -value for ht. That
can either be done by splitting the initial training set into train and validation sets, or by using the
entire sample to estimate these values in each round. In this paper, we mainly focus on the approach
which uses the train/validation split since it is conceptually simpler, but also provide some analysis
for the case that we use the entire training set to estimate the relevant quantities (cf. Section 4).
Several other variants of this meta-algorithm are possible: one could sample with or without replace-
ment from a training pool (cf. Section 6); sample according to a strategy from the active learning
literature such as uncertainty sampling (32); sample several points each round; or weight the samples
nonuniformly for optimization. We focus on the simplest of these variants to instigate the study
of adaptive sampling to mitigate disparate performance, and leave these variants as directions for
future research.
1We could also consider classifiers h′ : X ×A → R, but legal restrictions sometimes prohibit the use of the
demographic attribute for making a prediction (25) or the attribute might not even be available at test time.
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Algorithm 1 Our strategy for learning an accurate and fair classifier
1: Input: parameter p ∈ [0, 1] governing trade-off bet. accuracy and fairness; number of rounds T
2: Output: a classifier h ∈ H
3: Start with some initial classifier h0 (e.g., trained on an initial training set S0 or chosen at random)
4: for t = 1 to t = T do
5: Let Ga be the group for which f|a(ht−1) is largest, evaluated on a validation set.
6: With probability p sample (x, y, a) ∼ Pr and with probability 1−p sample (x, y, a) ∼ Pr |Ga
7: Set St = St−1 ∪ {(x, y, a)}; update ht−1 to obtain the classifier ht (either train ht on St or
perform an SGD update with respect to (x, y, a))
8: end for
9: return hT
3 Analysis in an idealized 1-dimensional setting
In this section, we analyze our strategy in an idealized 1-dimensional setting. Assume that features x
are drawn from a mixture of two distributions PrG0 and PrG1 on R, corresponding to demographic
groups G0 and G1. Assume that for each group the label y is defined by a threshold on x: namely
y = sign(x − t0) if x ∼ PrG0 and y = sign(x − t1) if x ∼ PrG1 respectively. We consider
performing loss minimization with respect to a margin-based loss function over the class of threshold
classifiers of the form yˆ = sign(x− c), c ∈ R.
Fix some λ0 ∈ [0, 1] and n0 ∈ N (the initial fraction of G0 and the initial sample size, respectively).
Assume we have computed c(λ0), the threshold minimizing the true loss for the distribution Prλ0 ,
the weighted mixture of PrG0 and PrG1 with mixture weights λ0 and 1− λ0.
We use 01-loss to measure which group is disadvantaged with respect to each classifier. Depending
on whether the true 01-error of c(λ0) is greater for G0 or G1, we set λ1 = λ0n0+1n0+1 or λ1 =
λ0n0
n0+1
,
(the reweighting analog of adding a data point from G0 or G1 to the training set). We then obtain the
minimizer of the true loss for the distribution Prλ1 and continue the process.
We prove that the threshold obtained in the i-th round of our strategy converges (as i→∞) to the
most fair threshold, which has the same error for G0 and G1. If we mix the strategy of sampling from
the disadvantaged group with uniform sampling with probability p, then the i-th round threshold
converges to a threshold c¯(p) in expectation. The threshold c¯(p) continuously depends on p, with
c¯(0) the most fair threshold and c¯(1) the threshold that minimizes the loss.
In order to formally prove these claims, we make the following assumptions:
Assumptions 1. [Data generating model and technical assumptions.]
1. The data (x, y, a) ∈ R× {−1, 1} × {0, 1} comes from a distribution Pr? such that:
(a) Pr?[a = 0] = λ? and Pr?[a = 1] = 1− λ? for some λ? ∈ (0, 1).
(b) For j ∈ {0, 1}, if (x, y, a) belongs to Gj , then x is distributed according to an absolutely
continuous distribution with density function fj and y is a deterministic function of x given
by y = sign(x− tj). We assume that t0 < t1.
(c) For j ∈ {0, 1}, there exists a compact interval Ij such that fj(x) = 0, x /∈ Ij , and fj |Ij is
continuous. Furthermore, there exist l, u ∈ I0 ∩ I1 and δ > 0 with l < t0 < t1 < u and
f0(x), f1(x) ≥ δ for all x ∈ [l, u].
2. We perform loss minimization with respect to a strictly convex margin-based loss function l : R→
R≥0. It follows (see Appendix A) that the two functions, both defined on all of R,
c 7→ E(x,y)∼Pr? |G0 l(y · (x− c)), c 7→ E(x,y)∼Pr? |G1 l(y · (x− c)) (1)
are strictly convex. We assume that they attain a global minimum at t0 and t1, respectively.
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For λ ∈ [0, 1], we define a distribution Prλ over (x, y, a) ∈ R×{−1, 1}×{0, 1} by Prλ[a = 0] = λ,
Prλ[a = 1] = 1 − λ, Prλ |G0 = Pr? |G0 and Prλ |G1 = Pr? |G1 . Note that Prλ? = Pr?. Under
Assumptions 1 we can prove the following proposition. The proof can be found in Appendix A.
Proposition 1. Under Assumptions 1 the following claims are true:
1. Consider the function Bias : R→ [−1,+1] with
Bias(c) = Pr?|G0 [sign(x− c) 6= y]− Pr?|G1 [sign(x− c) 6= y].
This function is continuous, withBias(t0) < 0, Bias(t1) > 0, andBias|[t0,t1] strictly increasing.
So, there exists a unique cfair ∈ (t0, t1) with Bias(cfair) = 0 for yˆ = sign(x− cfair).
2. For every λ ∈ [0, 1], there exists a unique c(λ) ∈ R that minimizes
E(x,y)∼Prλ l(y · (x− c)). (2)
It is c(λ) ∈ [t0, t1].
3. The function c : [0, 1] → [t0, t1], c : λ 7→ c(λ), is continuous, decreasing, c(0) = t1 and
c(1) = t0. So, there exist λLfair, λ
U
fair with 0 < λ
L
fair ≤ λUfair < 1 and
c(λ) > cfair, λ < λ
L
fair, c(λ) = cfair, λ
L
fair ≤ λ ≤ λUfair, c(λ) < cfair, λ > λUfair.
Now we return to the process outlined at the beginning of this section. Assume that we start with
λ0 = λ
? and that we can write λ0 =
|S0∩G0|
|S0| . Si plays the role of the ith-round training set. In each
round, given λi, we obtain ci = c(λi) (the minimizer of (2)) and compute Dis(i+ 1) ∈ {G0, G1},
the disadvantaged group at the beginning of round i+ 1. We choose Dis(i+ 1) = G1 if and only
if Bias(ci) < 0 (this is just one way of choosing the disadvantaged group in case that ci is fair, i.e.
Bias(ci) = 0). Next, with probability 1− p we draw a data point from Dis(i+ 1) to Si, and with
probability p we sample a data point from Pr? and add it to Si, in order to form Si+1. Then we
update λi+1 =
|Si+1∩G0|
|Si+1| accordingly, and continue the process. Then, in expectation, for all i ≥ 0,
λi+1 =
|Si+1 ∩G0|
|Si+1| =
|Si ∩G0|+ (1− p) · 1{Dis(i+ 1) = G0}+ p · 1{drawing from G0}
|S0|+ i+ 1
=
|S0|+ i
|S0|+ i+ 1λi +
(1− p) · 1{ci ≥ cfair}
|S0|+ i+ 1 +
p · λ?
|S0|+ i+ 1 .
(3)
For this process, whenever the claims of Proposition 1 are true, we can prove the following theorem:
Theorem 1. Consider our strategy as described in the previous paragraph and assume that all claims
of Proposition 1 are true. Then the following are true:
1. If λ? ≥ λUfair, then for p ∈ [0, λUfair/λ?], we have λi → λUfair and hence ci → cfair as i→∞,
and for p ∈ [λUfair/λ?, 1], we have λi → pλ? and ci → c(pλ?).
2. If λ? ≤ λUfair, then for p ∈ [0, (1− λUfair)/(1− λ?)], we have λi → λUfair and hence ci → cfair,
and for p ∈ [(1− λUfair)/(1− λ?), 1], we have λi → 1− p+ pλ? and ci → c(1− p+ pλ?).
Proof (Sketch—the full proof can be found in Appendix A). Using (3) and induction we can show
λi =
|S0|
|S0|+ i · λ0 +
(1− p)
|S0|+ i ·
i−1∑
j=0
1{λj ≤ λUfair}+
i
|S0|+ i · pλ
?, (4)
where we have used that cj ≥ cfair ⇔ λj ≤ λUfair. From (4), it is not hard to show the convergence
of λi. The convergence of ci follows from the continuity of c : λ 7→ c(λ).
Note that the limit of ci continuously depends on p and that for p = 0 this limit equals cfair
and for p = 1 it equals c(λ?), the threshold that minimizes the risk for the true data generating
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distribution Pr?. Note that Assumptions 1 are not necessary conditions for Proposition 1, and hence
Theorem 1, to hold. Indeed, in Appendix B we show that Proposition 1 holds for two marginal
distributions of x for G0 and G1 that are continuous uniform distributions and hinge loss (which is
not strictly convex). For that concrete example, we can also prove that ci converges to cfair with a
rate of 1/(|S0|+ i) when p = 0.
4 Some finite sample analysis
In this section, we describe that a result somewhat akin to Theorem 1 takes place with respect to
a broader class of distributions and hypotheses, even if one has only finite-sample estimates of the
loss functions and the bias of a hypothesis. Let us establish some useful notation for stating the
result formally. For round t, let St,0, St,1 represent the set of samples from group G0, G1 in round t
respectively, and let nt,0 = |St,0|, nt,1 = |St,1| represent the number of those samples in round t.
Let lˆt represent the empirical loss function in round t and lˆt|a the empirical loss on Ga in round t.
The result of this section states that one variant of Algorithm 1 either approximately equalizes the
losses for the two groups, or would draw a sample from the group with larger error if run for another
round. Suppose we instantiate the variants of the algorithm to satisfy the following assumptions.
Assumptions 2. [Algorithmic specifications.]
1. Assume Algorithm 1 selects ht ∈ argminh∈H lˆt (which minimizes empirical loss in round t).
2. Assume the group-specific performance is set to be lˆt|a for group Ga.
3. Assume all of these quantities are evaluated on the training set, not on a validation set.
Intuition suggests that sampling from the higher empirical loss group would lead to a hypothesis
which approximately equalizes the losses across the two groups. This theorem shows that this
intuition holds in a formal sense.
Theorem 2. Suppose Algorithm 1 is instantiated to satisfy Assumptions 2 for someH and l. Then
with probability 1− δ, for the hypothesis hT output in round T , either
• |l|0(hT )− l|1(hT )| ≤ 2 maxa
√
VC(H) ln 2Tδ
nT,a
≤ 2 maxa
√
VC(H) ln 2Tδ
n0,a
, or
• |l|0(hT )− l|1(hT )| > 2 maxa
√
VC(H) ln 2Tδ
nT,a
, and a (T + 1)st round would sample from the group
with higher true loss.
The formal proof is in Appendix C. The approximation term is governed by the initial sample size of
the smaller population, since in the worst case we draw no additional samples from that population.
5 Related work
Fair ML A huge part of the work on fairness in ML (5) aims at balancing various performance
measures across different demographic groups for classification and more recently for dimensionality
reduction and clustering (30, 34, 24, 23, 12, 3, 7, 10), and ranking (9, 33, 41). Numerous works
consider a classifier to be fair if it has approximately equal error, false positive, and/or false negative
rates on different groups (e.g., 20, 8, 2, 15, 40, and references therein). Most such work equalize
these rates by: pre-processing data, in-processing (satisfying the fairness constraints during training),
or post-processing an unfair classifier’s predictions. Pre-processing and post-processing (37) can be
highly suboptimal; instead, addressing unfairness during data collection is often a more effective
approach (11). Our proposed strategy is one such approach. Our strategy is also related to the
approach by Agarwal et al. (2), which reduces the problem of learning a fair classifier to a sequence
of cost-sensitive classification problems, resulting in reweighting the training points from different
groups. While our approach also reweights data from different groups, we do so tacitly by drawing
additional samples from groups with higher error. This approach more naturally lends itself to settings
where additional data can be gathered at some cost.
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Adaptive sampling Adaptive sampling of many flavors is used pervasively in ML, and is at the
heart of active learning, where one queries for labels of data points to learn a high-accuracy model
with less labeled data; uncertainty sampling, query-by-committee or sampling according to expected
error reduction are commonly used query strategies (e.g., 32). There is only limited theoretical
understanding of the latter heuristics (18, 19). Empirically, they have been found to often work well,
but also to badly fail in some situations (31).
Closely related to our work is the recent paper on fair active learning by Anahideh and Asudeh (4).
Their sampling strategy queries, in each round, the label of a data point that is both informative
and expected to yield a classifier with small violation of a fairness measure. Unlike our work, their
approach requires training a classifier for every data point which might be queried (and with every
possible label that point may have) before actually querying a data point, resulting in a significant
computational overhead. Moreover, this work does not provide any theoretical analysis of their
strategy. Also related is the paper by Noriega-Campero et al. (26), which actively collects additional
features for data points to equalize performance on different groups subject to a budget constraint.
6 Experiments
In this section, we perform a number of experiments to investigate the performance of our proposed
strategy. We first compare our strategy to the approaches of Agarwal et al. (2) and Hardt et al. (20).
Next, we apply our strategy to the Flint water data set (1), where the goal is to predict whether a
house’s water access contains lead, and observe that our strategy reduces accuracy disparity among
the nine wards of Flint. Finally, we study our approach in a synthetic 1-dimensional setting similar to
Section 3 in Appendix D.1.
6.1 Trading-off accuracy vs. fairness: comparison with some algorithms from the literature
We compare error-fairness Pareto frontiers for classification of our algorithm to counterparts produced
by Agarwal et al. (2), Hardt et al. (20), and scikit-learn’s logistic regression (28). We relax the fairness
constraints to produce a Pareto frontier for the optimization of Hardt et al. (20).
We implement Algorithm 1 for logistic regression in two ways: first, we completely retrain ht from
St (referred to as the batch version); second, we perform a step of SGD update using the sampled
data (referred to as the SGD version, results in Appendix D.2). The former has stronger convergence
guarantees while the latter requires less per-round computation.
The data sets we consider are real-world data sets common in the fairness literature: Adult (16),
Law School (36) 2, and the 2001 Dutch Census data (2, 22, 15). We also evaluate our work using a
synthetic data set that was used in (38).
For each data set, each strategy is run 10 times. In each run, all strategies are compared using the
same training data, although it is split into train, pool, and validation for our method. Over
the 10 runs, the test set remains fixed. Each strategy is evaluated with an equal number of possible
hyperparameter values. For Agarwal et al. (2), a grid size of 100 is used; for Hardt et al. (20),
100 evenly spaced numbers over 0 and 1 are used as coefficients to the relaxation of optimization
constraints; and for our strategy, we used 100 evenly spaced numbers over 0 and 1 as probability p of
sampling from whole population pool. The error and fairness violations are averaged over 10 runs.
From those averaged results for each strategy, we plotted points on the Pareto frontiers.
Figure 1 shows results when f , the method of comparing group performance, is equalized odds (20)
plotted against classification error on Adult Income and Dutch Census data sets. Our strategy
produces Pareto frontiers that are competitive to other strategies, after seeing a smaller sized
labeled data set. Both Hardt et al. (20) and Agarwal et al. (2) use all labeled points as training points.
Our strategy as indicated in Algorithm 1 breaks the given set of labeled points down into three disjoint
parts, initial training points, points used as a pool to sample from, and points used as a validation
set to determine disadvantaged group; we do not explicitly use the validation set for training. As
suggested in Section 2, our strategy can be adapted for different fairness measures. In Appendix D.2,
we show analogous comparisons of Pareto frontiers using other group performance measures.
2Downloaded from https://github.com/jjgold012/lab-project-fairness (6).
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Figure 1: Pareto frontiers produced by our strategy on Adult Income data (left two columns) and
Dutch Census data (right two columns) vs. other three strategies. Error is 01-error.
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Figure 2: Experiment on the Flint water data set. Error on the nine wards as a function of t for
a strategy where training points are added in the order of their timestamp (left), a strategy where
training points are added in a random order (middle), and our strategy (right). For our strategy, for
680 ≤ t ≤ 5000 the errors on Wards 2, 3, 6, 7, 8, and 9 are within 0.043. After that, some wards
have exhaustively been sampled (we sample without replacement) and errors start to diverge. The
plots are obtained from running the experiment for ten times.
6.2 Case study: sequentially replacing lead pipes in Flint MI
In late 2015 it became clear to officials in Flint, MI that changes to the source of municipal drinking
water, which had taken place nearly two years prior, caused corrosion to home water pipes throughout
the city and allowed lead to leach into residents’ drinking water. As media reports brought huge
attention to the issue, and federal regulators arrived, the State of Michigan initiated a program to find
and replace dangerous water pipes. Part of this program included researchers who developed a model
to estimate which homes were most likely to have lead-based water lines (1) using features such as
the home’s age, value, and location. From this work emerged a large data set of houses with property
and parcel information, census data, and often, the material type of a house’s water service lines and
a timestamp of when this was determined, usually through a dig-inspection.
Flint is comprised of nine wards, with most wards being highly homogeneous with respect to its
residents’ race or income (29). After removing records with missing entries, the Flint water data set
has 22750 records, distributed roughly equally among the nine wards (Ward 1: 2548, W2: 2697, W3:
1489, W4: 2998, W5: 1477, W6: 2945, W7: 2732, W8: 2970, W9: 2894). We use a random test set
of size 5000 to evaluate errors. We compare Flint’s sampling strategy and the random-order strategy
starting with a training set of size 1200 in round t = 0; our strategy starts with a randomly sampled
training set of 200 and uses the remaining 1000 randomly sampled data points as a validation set:
evaluating the error of the current model on the validation set, our strategy samples the next data point
uniformly from the ward with the highest error among all wards with unlabeled points remaining.
Importantly, every strategy samples each data point exactly once (sampling without replacement)
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since the city’s ultimate goal was to know the true label of as many houses as possible. In each
round t, we train a logistic regression classifier on all training points gathered until round t.
Bureaucratic decision making for large projects like those in Flint involve many seemingly-arbitrary
considerations, and equalizing classifier performance across groups–in this case city wards–was
certainly not the top priority item for policy makers after this crisis. On the other hand, as we see in
the first panel of Figure 2, the large disparate impact in performance across wards in the city is quite
stark. Simply choosing homes for inspection at random results in the comparison plot in the second
panel of Figure 2. There still remains a non-equal estimator accuracy across wards, of course, since
some wards are much harder to predict than others at baseline, and no attempt is made to equalize at
performance. The third panels shows relative performance for our adaptive selection strategy.
In the random-sampling strategy, between round t = 680 and round t = 5000, the difference in
error between Ward 3 and Ward 9, on average, is always at least 0.1. In contrast, as long as there are
unlabeled data points from each ward, our strategy (right plot) reduces the error on the ward with
highest error and, for at least Wards 2, 3, 6, 7, 8, and 9, brings their accuracy closer. That is, between
round t = 680 and round t = 5000, the difference between the error on any two of these wards
is always smaller than 0.043. In later rounds, we exhaust the supply of samples from some wards
and the errors diverge until they finally equal the errors for Flint’s strategy or the random sampling
strategy. Importantly, the reduction in accuracy disparity we achieve comes with only a mild increase
in overall classification error (cf. Figure 20 in Appendix D.3).
Broader impact
This work aims to evaluate whether and when adaptive sampling can mitigate the difference in
predictive performance for different demographic groups of a baseline classifier. This can certainly
impact the way organizations choose to allocate their resources when collecting data in an adaptive
fashion. This approach simultaneously reduces the impact of two possible sources of this disparate
performance: the lack of a large enough sample from a population to generalize well, and the fact that
the loss minimization prioritizes average loss rather than loss with respect to one particular group.
This simple strategy, of merely gathering additional data from whatever group has lower performance,
is both simple enough that it stands a chance at adoption in high-stakes environments involving
many stakeholders, and admits a formal analysis of what this process can guarantee, like the one
presented here.
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Appendix
A Proofs
Proof that the functions defined in (1) are strictly convex:
If l : R → R≥0 is strictly convex, then l(tx + (1− t)y)) < tl(x) + (1 − t)l(y) for all x 6= y ∈ R
and t ∈ (0, 1). Let c1 6= c2 ∈ R and t ∈ (0, 1). It is for all x, y ∈ R
l(y · (x− (tc1 + (1− t)c2)) = l(t(yx− yc1) + (1− t)(yx− yc2))
< tl(yx− yc1) + (1− t)l(yx− yc2).
Let y = 1 (or y = −1) be fixed. Then both the left and the right side of the above inequality are
continuous as a function of x. Hence, for every x there exists an interval such that the difference
between the left and the right side is greater than some small ε on this interval. Using that f0 ≥ δ on
[l, u] it follows that
E(x,y)∼Pr? |G0 l(y · (x− (tc1 + (1− t)c2)) <
t · E(x,y)∼Pr? |G0 l(yx− yc1) + (1− t) · E(x,y)∼Pr? |G0 l(yx− yc2).
Similarly, f1 ≥ δ on [l, u] implies that c 7→ E(x,y)∼Pr? |G1 l(y · (x− c)) is strictly convex. 
For proving Proposition 1 we require a simple technical lemma:
Lemma 1. Let F,G : R → R be two strictly convex functions and assume they attain a global
minimum at xF and xG, respectively, where xF < xG. For λ ∈ [0, 1], let
Hλ(x) = λF (x) + (1− λ)G(x).
Then:
1. The function Hλ : R → R is strictly convex and attains a unique global minimum at some
xλ ∈ [xF , xG].
2. The function λ 7→ xλ is decreasing.3
Proof. First note that a strictly convex function is continuous and has at most one global minimum.
1. Clearly,Hλ is strictly convex. It is F |(−∞,xF ] strictly decreasing and F |[xF ,+∞) strictly increasing.
Similarly, G|(−∞,xG] is strictly decreasing and G|[xG,+∞) strictly increasing. It follows that for
x < xF
Hλ(x) = λF (x) + (1− λ)G(x) > λF (xF ) + (1− λ)G(xF ) = Hλ(xF )
and, similarly, Hλ(x) > Hλ(xG) for x > xG. Hence infx∈RHλ(x) = infx∈[xF ,xG]Hλ(x), and
on the compact interval [xF , xG] the continuous function Hλ attains a minimum.
2. Assume that λ′ > λ, but xλ < xλ′ (note that xλ, xλ′ ∈ [xF , xG]). However,
Hλ′(xλ) = λ
′F (xλ) + (1− λ′)G(xλ)
= λF (xλ) + (1− λ)G(xλ) + (λ′ − λ)F (xλ)− (λ′ − λ)G(xλ)
= Hλ(xλ) + (λ
′ − λ)F (xλ)− (λ′ − λ)G(xλ)
< Hλ(xλ′) + (λ
′ − λ)F (xλ′)− (λ′ − λ)G(xλ′)
= λF (xλ′) + (1− λ)G(xλ′) + (λ′ − λ)F (xλ′)− (λ′ − λ)G(xλ′)
= λ′F (xλ′) + (1− λ′)G(xλ′)
= Hλ′(xλ′),
which is a contradiction to xλ′ being the global minimizer of Hλ′ .
3If F and G are differentiable, it is not hard to show that λ 7→ xλ is actually strictly decreasing; however,
the counter-example F (x) = (x− 1)2 + |x| and G(x) = (x+ 1)2 + |x| shows that in general this is not true.
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Proof of Proposition 1:
1. Let
F0(z) =
∫ z
−∞
f0(x)dx, F1(z) =
∫ z
−∞
f1(x)dx, z ∈ R,
be the cumulative distribution functions of G0 and G1, respectively. It is for c ∈ R
Pr?|G0 [sign(x− c) 6= y] =
∫ max{c,t0}
min{c,t0}
f0(x)dx = F0(max{c, t0})− F0(min{c, t0}),
Pr?|G1 [sign(x− c) 6= y] =
∫ max{c,t1}
min{c,t1}
f1(x)dx = F1(max{c, t1})− F1(min{c, t1})
and hence the function Bias is continuous. It is for c ∈ [t0, t1]
Bias(c) = F0(c) + F1(c)− (F0(t0) + F1(t1))
and because of f0, f1 ≥ δ on [t0, t1],Bias|[t0,t1] is strictly increasing. We also haveBias(t0) < 0
and Bias(t1) > 0. By the intermediate value theorem there exists a unique cfair with
Bias(cfair) = 0.
2. It is
E(x,y)∼Prλ l(y · (x− c)) = λE(x,y)∼Pr? |G0 l(y · (x− c)) + (1− λ)E(x,y)∼Pr? |G1 l(y · (x− c)),
and the claim follows from Lemma 1.
3. The functions
c 7→ E(x,y)∼Pr? |G0 l(y · (x− c)) =
∫
I0∩(−∞,t0]
l(c− x)f0(x)dx+
∫
I0∩[t0,+∞)
l(x− c)f0(x)dx
and
c 7→ E(x,y)∼Pr? |G1 l(y · (x− c)) =
∫
I1∩(−∞,t1]
l(c− x)f1(x)dx+
∫
I1∩[t1,+∞)
l(x− c)f1(x)dx
are continuous since the integrands are continuous as a function of (c, x) and the domains of
integration are compact. Hence, also the function
(c, λ) 7→ E(x,y)∼Prλ l(y·(x−c)) = λE(x,y)∼Pr? |G0 l(y·(x−c))+(1−λ)E(x,y)∼Pr? |G1 l(y·(x−c))
is continuous. The function c : λ 7→ c(λ) is obtained by minimizing E(x,y)∼Prλ l(y · (x− c)) with
respect to c ∈ [t0, t1]. By the maximum theorem (27, Chapter E.3), the function c : λ 7→ c(λ)
is continuous. We have c(0) = t1 and c(1) = t0 according to Assumptions 1, and according to
Lemma 1, c : λ 7→ c(λ) is decreasing.

Proof of Theorem 1:
Note that the function c : λ 7→ c(λ) is continuous according to Proposition 1 and hence the claims
about the convergence of ci follow from the claims about the convergence of λi.
According to (3) it is
λi+1 =
|S0|+ i
|S0|+ i+ 1λi +
(1− p) · 1{ci ≥ cfair}
|S0|+ i+ 1 +
p · λ?
|S0|+ i+ 1 .
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Using this recurrence relation, by means of induction it is not hard to show that
λi =
|S0|
|S0|+ i · λ0 +
(1− p)
|S0|+ i ·
i−1∑
j=0
1{cj ≥ cfair}+ i|S0|+ i · pλ
?.
Because of cj ≥ cfair ⇔ λj ≤ λUfair, we obtain
λi =
|S0|
|S0|+ i · λ0 +
(1− p)
|S0|+ i ·
i−1∑
j=0
1{λj ≤ λUfair}+
i
|S0|+ i · pλ
?.
From this it follows that
(|S0|+ i) · (λi − λi−1) + λi−1 = (1− p)1{λi−1 ≤ λUfair}+ pλ?
and hence
λi > λi−1 ⇔ λi−1 < (1− p)1{λi−1 ≤ λUfair}+ pλ?,
λi = λi−1 ⇔ λi−1 = (1− p)1{λi−1 ≤ λUfair}+ pλ?,
λi < λi−1 ⇔ λi−1 > (1− p)1{λi−1 ≤ λUfair}+ pλ?.
(5)
It also follows that
|λi − λi−1| ≤ 2|S0|+ i (6)
and hence |λi − λi−1| → 0.
In the following, we make four claims and prove each of them separately.
Claim A: We always have λ? ≤ 1−p+pλ?. Furthermore, we have λ? ≥ pλ? and pλ? ≤ 1−p+pλ?.
It is
λ? ≤ 1− p+ pλ? ⇔ λ? − pλ? ≤ 1− p ⇔ λ?︸︷︷︸
∈[0,1]
(1− p) ≤ 1− p X
The two other claims are a simple consequence of p ∈ [0, 1].
Claim 1: If 1− p+ pλ? ≤ λUfair, then λi → 1− p+ pλ?.
Hence we have λ0 = λ? ≤ 1 − p + pλ? ≤ λUfair. We first show that if λj ≤ 1 − p + pλ? for all
0 ≤ j ≤ i− 1, then we also have λi ≤ 1− p+ pλ?: in this case, it is
λi =
|S0|
|S0|+ i · λ0 +
(1− p)i
|S0|+ i +
i
|S0|+ i · pλ
?
≤ |S0||S0|+ i · (1− p+ pλ
?) +
(1− p)i
|S0|+ i +
i
|S0|+ i · pλ
?
= 1− p+ pλ?.
Hence, under the assumption of Claim 1, we have λi =
|S0|
|S0|+i · λ0 +
(1−p)i
|S0|+i +
i
|S0|+i · pλ? for all
i ∈ N and λi → 1− p+ pλ?.
Claim 2: If pλ? > λUfair, then λi → pλ?.
Hence we have λ0 = λ? ≥ pλ? > λUfair. We first show that if λj ≥ pλ? for all 0 ≤ j ≤ i− 1, then
we also have λi ≥ pλ?: in this case, it is
λi =
|S0|
|S0|+ i · λ0 +
i
|S0|+ i · pλ
? ≥ |S0||S0|+ i · pλ
? +
i
|S0|+ i · pλ
? = pλ?.
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Hence, under the assumption of Claim 2, we have λi =
|S0|
|S0|+i · λ0 + i|S0|+i · pλ? for all i ∈ N and
λi → pλ?.
Claim 3: If pλ? ≤ λUfair < 1− p+ pλ?, then λi → λUfair.
According to (5), if λi ≤ λUfair, then λi+1 > λi, and if λi > λUfair, then λi+1 < λi. If λi ≤ λUfair
for all i ∈ N, then λi = |S0||S0|+i · λ0 +
(1−p)i
|S0|+i +
i
|S0|+i · pλ?, i ∈ N, and λi → 1− p+ pλ? > λUfair,
which is a contradiction. If λi > λUfair for all i ∈ N, then λi = |S0||S0|+i · λ0 + i|S0|+i · pλ?, i ∈ N,
and λi → pλ? ≤ λUfair, which is only possible if pλ? = λUfair and λi → λUfair. Otherwise, for
every N ∈ N, there exist i1(N) > i2(N) > N with λi1(N) ≤ λUfair and λi2(N) > λUfair. Because
of |λi − λi−1| → 0 and the monotonicity of the sequence on each side of λUfair it follows that
λi → λUfair.
Combining Claims 1 to 3 yields the claims about the convergence of λi as stated in the theorem. 
B Concrete example illustrating the findings of Section 3
As a concrete example of our findings in Section 3 consider the case that the marginal distributions of
x for both G0 and G1 are continuous uniform distributions, that is f0(x) = 1β0−α01{α0 ≤ x ≤ β0}
and f1(x) = 1β1−α11{α1 ≤ x ≤ β1}. We assume that
α0 + 1 < α1 + 1 < t0 − 1 < t0 + 1 < t1 − 1 < t1 + 1 < β0 − 1 < β1 − 1. (7)
We study the case of the hinge loss function l(z) = max{0, 1− z}. Note that the hinge loss function
is convex, but not strictly convex. Still we will show Proposition 1 to be true.
Let w0 = 1β0−α0 and w1 =
1
β1−α1 . It is
Pr?|G0 [sign(x− c) 6= y] =

Pr? |G0 [x ≤ t0] = (t0 − α0) · w0 if c ≤ α0,
Pr?|G0 [c ≤ x ≤ t0] = (t0 − c) · w0 if α0 ≤ c ≤ t0,
Pr? |G0 [t0 ≤ x ≤ c] = (c− t0) · w0 if t0 ≤ c ≤ β0,
Pr? |G0 [t0 ≤ x] = (β0 − t0) · w0 if β0 ≤ c
(8)
and
Pr?|G1 [sign(x− c) 6= y] =

Pr? |G1 [x ≤ t1] = (t1 − α1) · w1 if c ≤ α1,
Pr? |G1 [c ≤ x ≤ t1] = (t1 − c) · w1 if α1 ≤ c ≤ t1,
Pr? |G1 [t1 ≤ x ≤ c] = (c− t1) · w1 if t1 ≤ c ≤ β1,
Pr? |G1 [t1 ≤ x] = (β1 − t1) · w1 if β1 ≤ c
. (9)
Consequently, for Bias(c) = Pr?|G0 [sign(x− c) 6= y]− Pr?|G1 [sign(x− c) 6= y] we obtain
Bias(c) =

(t0 − α0) · w0 − (t1 − α1) · w1 if c ≤ α0,
(t0 − c) · w0 − (t1 − α1) · w1 if α0 ≤ c ≤ α1,
(t0 − c) · w0 − (t1 − c) · w1 if α1 ≤ c ≤ t0,
(c− t0) · w0 − (t1 − c) · w1 if t0 ≤ c ≤ t1,
(c− t0) · w0 − (c− t1) · w1 if t1 ≤ c ≤ β0,
(β0 − t0) · w0 − (c− t1) · w1 if β0 ≤ c ≤ β1,
(β0 − t0) · w0 − (β1 − t1) · w1 if β1 ≤ c
.
It is straightforward to verify that Bias is continuous and Bias(t0) < 0 and Bias(t1) > 0. It is
Bias|[t0,t1](c) = (c− t0) · w0 − (t1 − c) · w1 = (w0 + w1) · c− t0w0 − t1w1,
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and hence Bias|[t0,t1] is strictly increasing. Hence, we have shown the first claim of Proposition 1 to
be true. It is cfair = w0t0+w1t1w0+w1 .
Let l(z) = max{0, 1− z} be the hinge loss function. It is
E(x,y)∼Prλ |G0 l(y · (x− c)) = E(x,y)∼Prλ |G0 max{0, 1− y(x− c)}
=
∫ t0
α0
l(−x+ c)w0 dx+
∫ β0
t0
l(x− c)w0 dx.
We have
max{0, 1 + x− c} =
{
0 if x ≤ c− 1,
1 + x− c if x ≥ c− 1 ,
max{0, 1− x+ c} =
{
0 if x ≥ c+ 1,
1− x+ c if x ≤ c+ 1
and hence
E(x,y)∼Prλ |G0 max{0, 1− y(x− c)} =
∫ t0
min{t0,max{α0,c−1}}
(1− c+ x)w0 dx+∫ max{t0,min{β0,c+1}}
t0
(1 + c− x)w0 dx.
It is
min{t0,max{α0, c− 1}} =

α0 if c ≤ α0 + 1,
c− 1 if α0 + 1 ≤ c ≤ t0 + 1,
t0 if t0 + 1 ≤ c
and
max{t0,min{β0, c+ 1}} =

t0 if c ≤ t0 − 1,
c− 1 if t0 − 1 ≤ c ≤ β0 − 1,
β0 if β0 − 1 ≤ c
.
It is straightforward to verify that
E(x,y)∼Prλ |G0 max{0, 1− y(x− c)} =
=

−c · w0(t0 − α0) +
[
w0(t0 − α0) + w0 12 (t20 − α20)
]
if c ≤ α0 + 1,
c2 · 12w0 − c · (t0w0 + w0) +
[
1
2 t
2
0w0 + t0w0 +
1
2w0
]
if α0 + 1 ≤ c ≤ t0 − 1
c2 · w0 − c · 2t0w0 +
[
t20w0 + w0
]
if t0 − 1 ≤ c ≤ t0 + 1,
c2 · 12w0 − c · (t0w0 − w0) +
[
1
2 t
2
0w0 − t0w0 + 12w0
]
if t0 + 1 ≤ c ≤ β0 − 1,
c · (−t0w0 + β0w0) +
[
1
2 t
2
0w0 − t0w0 − 12β20w0 + β0w0
]
if β0 − 1 ≤ c
.
Similarly, we have
E(x,y)∼Prλ |G1 max{0, 1− y(x− c)} =
=

−c · w1(t1 − α1) +
[
w1(t1 − α1) + w1 12 (t21 − α21)
]
if c ≤ α1 + 1,
c2 · 12w1 − c · (t1w1 + w1) +
[
1
2 t
2
1w1 + t1w1 +
1
2w1
]
if α1 + 1 ≤ c ≤ t1 − 1
c2 · w1 − c · 2t1w1 +
[
t21w1 + w1
]
if t1 − 1 ≤ c ≤ t1 + 1,
c2 · 12w1 − c · (t1w1 − w1) +
[
1
2 t
2
1w1 − t1w1 + 12w1
]
if t1 + 1 ≤ c ≤ β1 − 1,
c · (−t1w1 + β1w1) +
[
1
2 t
2
1w1 − t1w1 − 12β21w1 + β1w1
]
if β1 − 1 ≤ c
.
It is
E(x,y)∼Prλ max{0, 1− y(x− c)} = λ · E(x,y)∼Prλ |G0 max{0, 1− y(x− c)}+
(1− λ) · E(x,y)∼Prλ |G1 max{0, 1− y(x− c)}.
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Figure 3: Example of c 7→ E(x,y)∼Prλ max{0, 1− y(x− c)} for λ = 0.3, α0 = 0, α1 = 1, t0 = 4,
t1 = 7, β0 = 10, β1 = 14.
and hence
E(x,y)∼Prλ max{0, 1− y(x− c)} =
=

−c · [λw0(t0 − α0) + (1− λ)w1(t1 − α1)] + λ
[
w0(t0 − α0) + w0 12 (t20 − α20)
]
+
(1− λ) [w1(t1 − α1) + w1 12 (t21 − α21)] if c ≤ α0 + 1,
c2 · λ 12w0 − c · [λ(t0w0 + w0) + (1− λ)w1(t1 − α1)] + λ
[
1
2 t
2
0w0 + t0w0 +
1
2w0
]
+
(1− λ) [w1(t1 − α1) + w1 12 (t21 − α21)] if α0 + 1 ≤ c ≤ α1 + 1,
c2 · [λ 12w0 + (1− λ) 12w1]− c · [λ(t0w0 + w0) + (1− λ)(t1w1 + w1)]+
λ
[
1
2 t
2
0w0 + t0w0 +
1
2w0
]
+ (1− λ) [ 12 t21w1 + t1w1 + 12w1] if α1 + 1 ≤ c ≤ t0 − 1,
c2 · [λw0 + (1− λ) 12w1]− c · [λ2t0w0 + (1− λ)(t1w1 + w1)] + λ
[
t20w0 + w0
]
+
(1− λ) [ 12 t21w1 + t1w1 + 12w1] if t0 − 1 ≤ c ≤ t0 + 1,
c2 · [λ 12w0 + (1− λ) 12w1]− c · [λ(t0w0 − w0) + (1− λ)(t1w1 + w1)]+
λ
[
1
2 t
2
0w0 − t0w0 + 12w0
]
+ (1− λ) [ 12 t21w1 + t1w1 + 12w1] if t0 + 1 ≤ c ≤ t1 − 1,
c2 · [λ 12w0 + (1− λ)w1]− c · [λ(t0w0 − w0) + (1− λ)2t1w1]+
λ
[
1
2 t
2
0w0 − t0w0 + 12w0
]
+ (1− λ) [t21w1 + w1] if t1 − 1 ≤ c ≤ t1 + 1,
c2 · [λ 12w0 + (1− λ) 12w1]− c · [λ(t0w0 − w0) + (1− λ)(t1w1 − w1)]+
λ
[
1
2 t
2
0w0 − t0w0 + 12w0
]
+ (1− λ) [ 12 t21w1 − t1w1 + 12w1] if t1 + 1 ≤ c ≤ β0 − 1,
c2 · (1− λ) 12w1 + c · [λ(−t0w0 + β0w0)− (1− λ)(t1w1 − w1)]+
λ
[
1
2 t
2
0w0 − t0w0 − 12β20w0 + β0w0
]
+
(1− λ) [ 12 t21w1 − t1w1 + 12w1] if β0 − 1 ≤ c ≤ β1 − 1,
c · [λ(−t0w0 + β0w0) + (1− λ)(−t1w1 + β1w1)]+
λ
[
1
2 t
2
0w0 − t0w0 − 12β20w0 + β0w0
]
+
(1− λ) [ 12 t21w1 − t1w1 − 12β21w1 + β1w1] if β1 − 1 ≤ c
.
(10)
Let us writeE(c) = E(x,y)∼Prλ max{0, 1−y(x−c)} as given in (10). An example of the functionE
is provided in Figure 3. It is clear from (10) that E|(−∞,α0+1] is strictly decreasing and E|[β1−1,+∞)
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is strictly increasing. Hence,
inf
c∈R
E(c) = inf
c∈[α0+1,β1−1]
E(c),
and since E is continuous, we have
inf
c∈[α0+1,β1−1]
E(c) = min
c∈[α0+1,β1−1]
E(c).
It is
min
c∈[α0+1,β1−1]
E(c) = min
l=1,...,7
min
c∈Jl
E(c)
with
J1 = [α0 + 1 < α1 + 1], J2 = [α1 + 1, t0 − 1], J3 = [t0 − 1, t0 + 1], J4 = [t0 + 1, t1 − 1],
J5 = [t1 − 1, t1 + 1], J6 = [t1 + 1, β0 − 1], J7 = [β0 − 1, β1 − 1].
We observe the following:
• E|J1 is strictly decreasing: this is clear if λ = 0. If λ > 0, E|J1 is part of a parabola (opening to
the top) with vertex at
λ(t0w0 + w0) + (1− λ)w1(t1 − α1)
λw0
≥ t0 + 1,
which lies on the right side and outside of J1.
• Similarly, E|J7 is strictly increasing.
• E|J2 is strictly decreasing: E|J2 is part of a parabola (opening to the top) with vertex at
λw0(t0 + 1) + (1− λ)w1(t1 + 1)
λw0 + (1− λ)w1 ≥ t0 + 1,
which lies on the right side and outside of J2.
• Similarly, E|J6 is strictly increasing.
Hence, we have
min
c∈[α0+1,β1−1]
E(c) = min
l∈{3,4,5}
min
c∈Jl
E(c).
Note that the above observations also imply that for c /∈ J3 ∪ J4 ∪ J5 we have
E(c) > min
l∈{3,4,5}
min
c∈Jl
E(c).
Let E˜3, E˜4, E˜5 : R→ R be the quadratic functions (parabolas opening to the top) that coincide with
E on J3, J4 and J5, respectively. Let S3, S4, S5 be their vertices. It is
S3 =
λ2t0w0 + (1− λ)w1(t1 + 1)
2λw0 + (1− λ)w1 ∈ [t0, t1 + 1]
S4 =
λw0(t0 − 1) + (1− λ)w1(t1 + 1)
λw0 + (1− λ)w1 ∈ [t0 − 1, t1 + 1],
S5 =
λw0(t0 − 1) + (1− λ)2t1w1
λw0 + 2(1− λ)w1 ∈ [t0 − 1, t1].
It is
S3 ≤ t0 + 1 ⇔ (1− λ)w1t1 ≤ (1− λ)w1t0 + 2λw0 ⇔ S4 ≤ t0 + 1 (11)
and
S5 ≥ t1 − 1 ⇔ λw0t1 ≤ λw0t0 + 2(1− λ)w1 ⇔ S4 ≥ t1 − 1, (12)
where equality on one side of an equivalence holds if and only if it holds on the other side. We
distinguish three cases:
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• (11) is true:
If (11) is true, then (12) cannot be true. Then E|J4 and E|J5 are both strictly increasing, and the
minimum of EJ3 at S3 ∈ [t0, t0 + 1] is the unique global minimum of E.
• (12) is true:
Similarly to the previous case we conclude thatE has a unique global minimum at S5 ∈ [t1−1, t1].
• Neither (11) nor (12) is true:
If neither (11) nor (12) is true, then E|J3 is strictly decreasing and E|J5 is strictly increasing, and
the minimum of EJ4 at S4 ∈ (t0 + 1, t1 − 1) is the unique global minimum of E.
Note that [t0, t0 + 1] ⊆ [t0, t1] and [t1 − 1, t1] ⊆ [t0, t1], and we have proven the second claim of
Proposition 1 to be true.
If λ = 0, then (12) is true and we have c(λ) = c(0) = S5|λ=0 = t1. Similarly, we obtain c(1) = t0.
S3, S4 and S5 as a function of λ are continuous. We have
(11) ⇔ φ(λ) := −λ[w1(t1 − t0) + 2w0] + w1(t1 − t0) ≤ 0,
(12) ⇔ ψ(λ) := λ[w0(t1 − t0) + 2w1]− 2w1 ≤ 0.
The two functions φ and ψ are continuous, and hence c : λ 7→ c(λ) is continuous on {λ : φ(λ) <
0}∪˙{λ : ψ(λ) < 0}∪˙{λ : φ(λ) > 0 ∧ ψ(λ) > 0}. Since in (11) and (12) equality on one side of
an equivalence holds if and only if it holds on the other side, it follows that c : λ 7→ c(λ) is also
continuous at the points λφ and λψ with φ(λφ) = 0 and ψ(λψ) = 0, respectively.
Finally, S3, S4 and S5 as a function of λ are strictly decreasing, the function ψ is strictly increasing
and the function φ is strictly decreasing. It follows that c : λ 7→ c(λ) is strictly decreasing, and we
have also proven the third claim of Proposition 1 to be true. In this example, since c : λ 7→ c(λ) is
strictly increasing, it is λLfair = λ
U
fair.
Convergence rate in case of w0 = w1:
In the following, we study the rate at which λi → λUfair and ci → cfair, respectively, when p = 0
in our strategy and in the particularly simple case that w0 = w1. In this case, cfair = w0t0+w1t1w0+w1 =
t0+t1
2 . Moreover, we claim that λ
U
fair =
1
2 : because of (7) it is φ(
1
2 ) = ψ(
1
2 ) > 0 and hence
c( 12 ) = S4|λ= 12 =
t0+t1
2 = cfair, which shows that λ
U
fair =
1
2 .
It is
c(λ) =

S3 =
λ2t0+(1−λ)(t1+1)
1+λ if φ(λ) ≤ 0 ⇔ 1− 2t1−t0 ≤ λ
S5 =
λ(t0−1)+(1−λ)2t1
2−λ if ψ(λ) ≤ 0 ⇔ λ ≤ 2t1−t0+2
S4 = λ(t0 − 1) + (1− λ)(t1 + 1) else
.
The function c : λ 7→ c(λ) is piecewise smooth. Let c′ : λ 7→ c′(λ) be the function that coincides
with the first derivative of c at those λ for which c is differentiable and with c′(λ) = 0 otherwise.
Then we have c(λ) = c(0) +
∫ λ
0
c′(r)dr for all λ ∈ [0, 1]. It is straightforward to see that |c′(λ)| ≤
2(t1 − t0 + 1), λ ∈ [0, 1], and hence
|c(λ)− c(λ′)| ≤
∫ max{λ,λ′}
min{λ,λ′}
|c′(r)|dr ≤ 2(t1 − t0 + 1) · |λ− λ′|. (13)
Now assume we run our strategy as described in Section 3 with λ0 = λ? =
|S0∩G0|
|S0| . Here we
consider the case that λ? < λUfair =
1
2 . Then c0 = c(λ0) > cfair and λ1 =
|S0∩G0|+1
|S0|+1 . Note that λi
keeps increasing until time step |S0| · (1− 2λ0) with
λ|S0|·(1−2λ0) =
|S0 ∩G0|+ |S0| · (1− 2λ0)
|S0|+ |S0| · (1− 2λ0) =
λ0|S0|+ |S0| · (1− 2λ0)
|S0|+ |S0| · (1− 2λ0) =
1
2
.
It is not hard to see that from then on
λ|S0|·(1−2λ0)+1+2k >
1
2
and λ|S0|·(1−2λ0)+2k =
1
2
for all k ∈ N0.
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According to (6) it is |λi − λi−1| ≤ 2/(|S0|+ i) and hence, using (13), we conclude that
|cfair − ci| = |c (1/2)− c(λi)| ≤ 4(t1 − t0 + 1)|S0|+ i for all i ≥ |S0| · (1− 2λ0).
C Proof of Theorem 2
We now state a simple observation which will help us prove the main theorem.
Observation 1. In each round t and for each group a, St,a ∼i.i.d Pr?|Ga: the set of samples from
group Ga are drawn independently from the true distribution over Ga.
The remainder of the analysis follow from applying standard uniform concentration bounds to the
group-specific empirical loss for the set of thresholds.
Proof of Theorem 2. In round t, let
lˆt|a(h) =
1
|St,a|
∑
(x,y)∈St,a
`((x, y), h)
the empirical loss of a hypothesis h for group Gi. Using a Hoeffding concentration inequality,
Observation 1 implies that for a fixed h, a and ,t,
|l|a(h)− lˆt|a(h)| ≤
√
2
ln 1δ
nt,a
with probability 1− δ. Furthermore, using standard uniform concentration arguments over a class
with finite VC dimension, we have that with probability 1− δ, for all h ∈ H
|l|a(h)− lˆt|a(h)| ≤
√
2VC(H) ln 1δ
nt,a
.
Finally, if we take a union bound over both groups and all rounds T , we have that with probability
1− δ, for all a, t ≤ T , and h
|lt|a(h)− lˆt|a(h)| ≤
√
2VC(H) ln 2Tδ
nt,a
.
We condition on this event for the remainder of the proof. With these tools in hand, we can now
analyze the dynamics of the process which, in round t, selects ht to minimize λt lˆt|0 + (1− λt)lˆt|1.
The process then evaluates
̂Bias(ht) = lˆt|1(ht)− lˆt|0(ht) =
∑
(x,y)∈St,1
l|(ht, (x, y))−
∑
(x,y)∈St,0
l|(ht, (x, y)),
the empirical bias of the current hypothesis, and samples from group G0 when this is negative and
G1 when this is positive.
Fix a round t. We define the following error parameter√
2VC(H) ln 2Tδ
nt,0
+
√
2VC(H) ln 2Tδ
nt,1
:= (t)
which captures amount by which our empirical estimates of the loss of any hypothesis might differ
from its true loss in round t with the samples available in that round.
Consider the set
H := {h ∈ H : ∃α ∈ [0, 1] s.t. αl|0(h) + (1− α)l|1(h) ≤ min
f∈H
αl|0(f) + (1− α)l|1(f) + },
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those hypotheses in H which are within  of the Pareto frontier of trading off between loss on the
groups. We claim that ht ∈ H(t). This follows from the fact that ht minimizes the empirical
α-weighted loss between groups G0, G1 for some α, and that the empirical loss of ht is within (t)
of its expectation.
We now analyze which group will be sampled from in round t. Note that one of the three holds for ht:
• l|0(ht) < l|1(ht)− (t)
• l|1(ht) < l|0(ht)− (t)
• |l|1(ht)− l|0(ht)| ≤ (t).
In the first two cases, the procedure will sample from the group with higher true loss, since the
empirical losses will be ordered consistent with the true loss ordering. In the third case, either group
might be sampled from. The former two settings will yield a round t+1 with an additional sample from
group a with higher empirical loss in round t. Finally, we note that (t) ≤ 2 maxa
√
2VC(H) ln 2Tδ
nt,a
,
implying the claim.
D Further experiments
D.1 Experiment in 1-dimensional setting similar to Section 3
We illustrate our findings of Section 3 and empirically show that the claims that we made there hold
true in a finite-sample setting and when performing SGD updates. For doing so, we consider the case
that the feature x ∈ R comes from a mixture of two Gaussians N (0, 1) and N (2, 2) with mixture
weights 0.85 and 0.15, respectively. A data point (x, y, a) belongs to group G0 (i.e., a = 0) if x
comes from the first Gaussian and to group G1 if it comes from the second Gaussian. If a = 0, then
y = sign(x), and if a = 1, then y = sign(x − 1.4) (in the notation of Section 3, it is t0 = 0 and
t1 = 1.4). Starting with an initial sample of size 50, we compute the threshold c0 (corresponding to
the threshold classifier yˆ = sign(x− c0)) that minimizes the empirical risk with respect to the hinge
loss over all possible thresholds. Then, in each round, we estimate the error of the current threshold
on G0 and G1 using a validation set comprising a sample of 500 (top row) / 10000 (bottom row)
data points from each group. We sample a data point from the group with larger estimated error (the
disadvantaged group), that is p = 0, and use it to perform an SGD update of the current threshold.
We choose the learning rate in round t as 1/
√
t.
Figure 4 shows some results: in each row, the left plot shows the threshold ct obtained in the t-th
round as a function of t and also shows the threshold cfair that equalizes the error on the two groups
(obtained analytically). The middle plot shows the true error (evaluated analytically—not estimated
on the validation set) on the two groups of the threshold ct. Finally, the right plot shows the fraction
of sample points from group G1 among all sample points considered until round t. We can see that
that the threshold c0, which is learnt based on an i.i.d. sample from the whole population, has highly
different errors on the two groups. This is not surprising since about 85% of the data points in an i.i.d.
sample come from group G0. As t increases, the difference in the errors gets smaller. Apparently,
all considered quantities are converging. However, in the top row, where the validation set has only
size 1000, the threshold ct does not converge to cfair, but rather some slightly smaller threshold that
does not exactly equalize the error on the two groups. In the bottom row, where the validation set is
significantly larger, ct does converge to cfair (or something very close) and here the errors on the
two groups are (almost) perfectly equalized.
Figure 5 shows the results for slightly different settings: in the first row, we consider the logistic
loss instead of the hinge loss. In the second and the third row we consider a mixture of two uniform
distributions U(0, 10) and U(6, 12) rather than a mixture of two normal distributions. It is t0 = 7
and t1 = 9. The mixture weights are 0.85 and 0.15 as before. In the experiment of the second row
the loss function is the hinge loss, in the experiment of the third row it is the logistic loss. In all three
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Figure 4: Our strategy in a 1-dim setting similar to Section 3. We learn the threshold c for a classifier
yˆ = sign(x− c) by performing in each round t an SGD update w.r.t. the hinge loss. As a function
of t, the plots show: the threshold ct as it approximates the fair threshold cfair (left); the error on
the two groups of ct (middle); and the fraction of sample points from G1 among all sample points
(right). In the top row, the validation set has size 1000 and there is some obvious deviation between ct
and cfair. In the bottom row, the validation set has size 20000 and ct approximates cfair very well.
experiments the validation set has size 2000. The results are similar to the ones before. However, for
the mixture of the uniform distributions our strategy converges much faster and yields a threshold
very close to cfair even though the validation set is of only moderate size.
Finally, Figure 6 shows the results for an experiment where we do not always sample from the
disadvantaged group, but with probability p = 0.8 we sample from the whole population. As we
can see and is in accordance with our analysis of Section 3, in this case the threshold ct converges
to a threshold between the one that minimizes the risk (purple link) and the threshold cfair, which
equalizes the error on the two groups (pink line). The error of ct on group G0 is larger than the error
of the risk minimizing threshold, and the error of ct on group G1 is smaller than the error of the risk
minimizing threshold. In this experiment, we chose the learning rate in round t as 0.1/
√
t.
Overall, the results of this section confirm the validity of our main findings of Section 3.
D.2 More experiments as in Section 6.1
D.2.1 Details of implementation
Here we give more details of implementation of our strategy. In batch version, we implemented our
strategy by providing a query strategy to modAL (14) 4. ModAL is an active learning framework that
takes in a specified loss function and sampling strategy as parameters, and performs model fitting and
sampling alternatively. Specifically, we provide the query strategy that samples from disadvantaged
group with a probability parameter described in Section 2. In our experiments, the active learner
underlying modAL is solving for logistic loss in each time step. In SGD version, we implement SGD
update to optimize for logistic loss correspondingly.
D.2.2 More results with equalized odds measure
Here we present Pareto frontiers produced by our strategy in batch version on more data sets, and
in scatter plot style. As mentioned in Section 6.1, each strategy is run 10 times. Points on Pareto
4https://modal-python.readthedocs.io/en/latest/index.html
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Figure 5: Similar experiment as in Figure 4, with the logistic loss instead of the hinge loss and / or a
mixture of uniform distributions instead of a mixture of normal distributions.
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Figure 6: Similar experiment as in Figure 4, but rather than always sampling from the disadvantaged
group, with probability p = 0.8 we sample from the whole population.
frontiers over the 10 runs are collected and used to scatter plot. Figure 7, Figure 8, Figure 9 and
Figure 10 show points on Pareto curves over the 10 runs of our strategy compared to other strategies.
23
0.0 0.1 0.2 0.3 0.4
Equalized odds violation
0.16
0.18
0.20
0.22
0.24
0.26
0.28
E
rr
or
Agarwal 2018
Hardt 2016
Standard Log reg
Our strategy
total=500, ini=48, pl=252, val=200
0.0 0.1 0.2 0.3 0.4 0.5
Equalized odds violation
0.18
0.20
0.22
E
rr
or
Agarwal 2018
Hardt 2016
Standard Log reg
Our strategy
total=1000, ini=48, pl=652, val=300
0.00 0.02 0.04 0.06
Equalized odds violation
0.17
0.18
0.19
0.20
0.21
0.22
E
rr
or
Agarwal 2018
Hardt 2016
Standard Log reg
Our strategy
total=1500, ini=100, pl=900, val=500
0.00 0.02 0.04 0.06 0.08 0.10
Equalized odds violation
0.16
0.18
0.20
0.22
0.24
E
rr
or
Agarwal 2018
Hardt 2016
Standard Log reg
Our strategy
total=2000, ini=100, pl=1400, val=500
Figure 7: Points on Pareto frontiers. Our strategy in batch version. Adult Income data. Fairness
measure: equalized odds.
D.2.3 Performance of SGD version
Here we present Pareto frontiers generated by SGD version of our strategy, in comparison with
Pareto frontiers generated with other strategies. Pareto frontiers here represent trade-offs between
classification error and the fairness measure of equalized odds. Similar to experiments in batch
setting, each strategy is run 10 times. Each time, all strategies compared get the same training
data. Over the 10 runs, test set remain the same. Each strategy is experimented on equal number of
possible parameter values. In the SGD implementation, after training on a small initial sample, our
algorithm repeats the following operations: determines a disadvantaged group at the current time step,
samples one point from that group, and makes one SGD update. To be comparable to others, SGD is
optimizing for logistic loss. In all repeated runs, we cross validate to choose appropriate learning rate
and regularization rate. We make a total of 3000 SGD updates before evaluating on test data. We
note in some cases, the process may not have converged with 3000 updates. To create scatter plots,
points on Pareto frontiers over all 10 runs are collected. Figure 12, Figure 13 and Figure 14 show
SGD implementation with 3000 updates of our strategy produces Pareto frontiers that are competitive
to other strategies. For Adult Income data, Figure 11 shows our strategy produces predictions that
are most fair but not most accurate at the end of 3000 SGD updates. We suspect the process did not
converge with 3000 updates.
D.2.4 Performance when evaluated with equal opportunity
In this section, we present Pareto frontiers that represent trade-offs between classification error and
equal opportunity (20). Experiments are run in analogous ways as described in Section 6.1. The
difference is optimization formulation in Hardt et al. (20) is constrained by the notion of equal
opportunity only. Our algorithm is adapted so that the group with most violation of equal opportunity
is determined as disadvantaged. Since the current implementation5 of the method by Agarwal et al.
(2) does not support equal opportunity as a fairness measure, it is not included here. Figure 15
shows the Pareto frontiers produced from averaging results over 10 runs on Adult Income and Dutch
5https://github.com/fairlearn/fairlearn
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Figure 8: Points on Pareto frontiers. Our strategy in batch version. Dutch Census data. Fairness
measure: equalized odds.
Census data sets. Figure 16, Figure 17, Figure 18 and Figure 19 show our strategy when being
evaluated by the fairness measure of equal opportunity produces Pareto frontiers that are competitive
to counterparts produced by Hardt et al. (20).
D.3 Addendum to Section 6.2
Figure 20 shows the overall error of the classifiers obtained from following the various sampling
strategies considered in Section 6.2.
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Figure 9: Points on Pareto frontiers. Our strategy in batch version. Law Admission data. Fairness
measure: equalized odds.
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Figure 10: Points on Pareto frontiers. Our strategy in batch version. Synthetic data from Zafar et al.
(39). Fairness measure: equalized odds.
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Figure 11: Points on Pareto frontiers. Our strategy in SGD version. Adult Income data. Fairness
measure: equalized odds.
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Figure 12: Points on Pareto frontiers. Our strategy in SGD version. Dutch Census data. Fairness
measure: equalized odds.
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Figure 13: Points on Pareto frontiers. Our strategy in SGD version. Law Admission data. Fairness
measure: equalized odds.
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Figure 14: Points on Pareto frontiers. Our strategy in SGD version. Synthetic data from Zafar et al.
(39). Fairness measure: equalized odds.
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Figure 15: Pareto frontiers produced by our strategy on Adult Income data (left two columns)
and Dutch Census data (right two columns) compared with Pareto frontiers produced by equal
opportunity constrained post-processing (20) and unconstrained scikit-learn Logistic Regression. All
three strategies being compared are given the same training sets. Our strategy breaks down given
training set into initial training set, pool and validation set. Each subplot corresponds to our strategy
having a different set of initial training set size, pool size and validation set size. Fairness performance
measure is equal opportunity (20).
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Figure 16: Points on Pareto frontiers. Our strategy in batch variation. Adult Income data. Fairness
measure: equal opportunity
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Figure 17: Points on Pareto frontiers. Our strategy in batch variation. Dutch Census data. Fairness
measure: equal opportunity
0.00 0.05 0.10 0.15 0.20 0.25
Equal opportunity violation
0.04
0.05
0.06
0.07
E
rr
or
Hardt 2016
Our strategy
Standard Log reg
total=500, ini=48, pl=252, val=200
0.00 0.05 0.10 0.15 0.20 0.25
Equal opportunity violation
0.04
0.05
0.06
E
rr
or
Hardt 2016
Our strategy
Standard Log reg
total=1000, ini=48, pl=652, val=300
0.0 0.1 0.2 0.3
Equal opportunity violation
0.03
0.04
0.05
0.06
0.07
E
rr
or
Hardt 2016
Our strategy
Standard Log reg
total=1500, ini=100, pl=900, val=500
0.00 0.05 0.10 0.15 0.20
Equal opportunity violation
0.03
0.04
0.05
0.06
E
rr
or
Hardt 2016
Our strategy
Standard Log reg
total=2000, ini=100, pl=1400, val=500
Figure 18: Points on Pareto frontiers. Our strategy in batch variation. Law Admission data. Fairness
measure: equal opportunity
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Figure 19: Points on Pareto frontiers. Our strategy in batch variation. Synthetic data from Zafar et al.
(39). Fairness measure: equal opportunity
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Figure 20: Experiment on the Flint water data set. Overall classification error as a function of t for
a strategy where training points are added in the order of their timestamp (blue), a strategy where
training points are added in a random order (brown), and our strategy (green).
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