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ABSTRACT
In this thesis we evaluate the performance of several retransmission mechanisms
with ultra-reliability constraints. First, we show that achieving a very low packet
outage probability by using an open loop setup is a difficult task. Thus, we re-
sort to retransmission schemes as a solution for achieving the required low outage
probabilities for ultra reliable communication. We analyze three retransmission
protocols, namely Type-1 Automatic Repeat Request (ARQ), Chase Combining
Hybrid ARQ (CC-HARQ) and Incremental Redundancy (IR) HARQ. For these
protocols, we develop optimal power allocation algorithms that would allow us
to reach any outage probability target in the finite block-length regime. We for-
mulate the power allocation problem as minimization of the average transmitted
power under a given outage probability and maximum transmit power constraint.
By utilizing the Karush-Kuhn-Tucker (KKT) conditions, we solve the optimal
power allocation problem and provide closed form solutions. Next, we analyze
the effect of implementing these protocols on the throughput of the system. We
show that by using the proposed power allocation scheme we can minimize the
loss of throughput that is caused from the retransmissions. Furthermore, we an-
alyze the effect of the feedback delay length in our protocols.
Keywords: Ultra reliable communication, ARQ, CC-HARQ, IR-HARQ, Outage
probability, Throughput, Delay, Finite blocklength.
Dosti E. (2017) Optimaalista tehoallokointia toisto- ja rinnakkaiskoodaukseen
käyttävä erittäin luotettava tiedonsiirto äärellisillä lohkonpituuksilla.. Oulun yli-
opisto, sähkö- ja tietotekniikan osasto. Diplomityö, 54 s.
TIIVISTELMÄ
Tässä työssä arvioidaan usean uudelleenlähetysmenetelmän suorituskykyä erit-
täin luotettavan tietoliikenteen järjestelmäoletuksin. Aluksi osoitetaan, että hy-
vin alhaisen pakettilähetysten katkostodennäköisyyden saavuttaminen avoimen
silmukan menetelmillä on haastava tehtävä. Niinpä työssä turvaudutaan uudel-
leenlähetyspohjaisiin ratkaisuihin, joilla on mahdollista päästä suuren luotetta-
vuuden edellyttämiin hyvin alhaisiin katkostodennäköisyyksiin. Työssä analysoi-
daan kolmea uudelleenlähetysprotokollaa, nimittäin tyypin 1 automaattista uu-
delleen lähetystä (ARQ), Chase Combining -tyyppistä hybridi-ARQ -protokollaa
(CC-HARQ) ja redundanssia lisäävää HARQ-protokollaa (IR-HARQ). Näille
protokollille kehitetään optimaalisia tehon allokointialgoritmeja, joiden avulla
päästään halutulle katkostodennäköisyystasolle äärellisillä lohkonpituuksilla. Te-
hon allokointiongelma muotoillaan keskimääräisen lähetystehon minimointion-
gelmaksi toteuttaen halutun katkostodennäköisyyden ja maksimilähetystehora-
joituksen. Käyttämällä Karush-Kuhn-Tucker (KKT) -ehtoja ratkaistaan opti-
maalinen tehoallokointiongelma ja esitetään ratkaisut suljetussa muodossa. Seu-
raavaksi analysoidaan näiden protokollien järjestelmätason toteutusta läpäisyky-
kytarkastelujen avulla. Niillä osoitetaan, että ehdotetulla tehon allokointimenetel-
mällä voidaan minimoida uudelleen lähetyksistä aiheutuvia suorituskykyhäviöi-
tä. Lisäksi työssä tutkitaan takaisinkytkentäviiveen vaikutusta esitettyihin proto-
kolliin.
Avainsanat: Erittäin luotettava tietoliikenne, ARQ, CC-HARQ, IR-HARQ, Kat-
kostodennäköisyys, Läpäisykyky, Viive, Äärellinen lohkonpituus.
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1. INTRODUCTION
Mobile communication systems play a very important role in everyone’s daily life. It
would be very difficult to imagine modern life without wireless communication, as
it existed before 1990. Throughout the history of the development of these systems,
there have been many changes. First and second generation mobile communications
were dominated by analog and then digital audio signals and text messaging. The third
generation was more about scaling the numbers of users on the network for voice com-
munications and text messaging but was overwhelmed by an unpredictable tsunami of
image and video content [1]. Next, to cope with the increasing demand for higher data
rates, the fourth generation of mobile communications (4G) emerged. Mobile 4G Long
Term Evolution (LTE) was the first global standard for mobile broadband communi-
cations, and managed to satisfy the data rate requirements for most of the applications
that were in the market at the time [2].
The trend of providing higher data rates is expected to continue in the next genera-
tions of mobile communication systems as well. However, in these systems, there will
be several new features. The vision will be to connect all devices that benefit from an
internet connection [3], thus resulting in the creation of the Internet of Things (IoT).
A key characteristic of the IoT is that most of the wireless connections are expected to
be generated by the autonomous devices rather than by the human-operated terminals.
To successfully implement this vision, wireless communication systems will have to
support a much larger number of connected devices and at the same time fulfill much
more stringent requirements on latency and reliability that what current standards can
guarantee [4].
For this purpose, in the fifth generation of mobile communication systems (5G), at
least two new operating modes will be introduced. The first mode, which is Massive
Machine-to-Machine Communication (MMC), is related to designing a wireless sys-
tem that can support a large number of devices (e.g. more than 10 000) connected at
the same time. This will pave path for seamlessly and ubiquitous connectivity foreseen
in 5G and IoT [5, 6]. The massive Machine Type Communication (mMTC) networks
have a massive number of devices communicating with diverse range of requirements
in terms of reliability, latency, data rates, and energy consumption, besides diverse
traffic patterns [7]. Traditionally, machine type connectivity has relied on short-range
wireless technologies. However, moving towards large-scale deployments requires
broader interconnection capabilities which are best enabled by the wide-area coverage
of cellular network infrastructures, especially with the current research, development
and standardization efforts towards a global 5G network [8].
Massive MTC covers a diverse range of new services and applications. They can be
utilized in metering services, such as electricity, gas and water metering. These kind
of services will require the support of a very large number of connected devices (very
high density), which generate infrequent and small amount of data [9]. Another class
of services are control and monitoring systems. They play a very important role in real-
time control and automation of industrial or home environments. As such, they come
with very stringent requirements on high reliability and low-latency transmissions [10].
Furthermore, mMTC can be utilized in tracking applications. They can assist in fleet
management, prevention of theft of equipments and asset tracking. Supporting these
kind of services requires large-scale connectivity and low power consumption. More-
9
over, they can be utilized in making payments in different points of sale or vending ma-
chines. For these kind of applications, security is of vast importance. Finally, mMTC
systems play a very important role in security and public safety services. Typical ap-
plications in which these systems can be deployed include surveillance systems, home
security and access control. The key requirements for their successful deployment are
high security, reliability and low latency [11].
The second operating mode will be Ultra Reliable Communications (URC). This
mode comprises of two basic functions, reliability and latency. Reliability refers to the
capability of guaranteeing successful transmissions (i.e. very low outage probability)
within a certain delay budget. The requirements for it are far more stringent than in the
case of mMTC and may vary among different applications. Often, the outage proba-
bility requirement can go as low as 10´9. The other function, latency, refers to the time
delay between the moment when the data is generated, until the moment when this data
is correctly received. Its requirements can again vary between different applications,
but they can be lower than 1 ms [12, 13, 14]. In conclusion, URC refers to insuring a
certain level of communication service almost 100% of the time, while satisfying very
stringent delay requirements (e.g. less than 1 ms) [15]. It is not present in traditional
wireless networks, as they have not been designed to meet such requirements. For ex-
ample, the LTE network can achieve error rates within the range of 10´2 to 10´1 when
the end-to-end latency is on the order of few miliseconds [16].
Since it is an entirely new feature, modern systems will need to be designed in or-
der to support URC. It is expected to be very important in many applications, such
as reliable wireless coordination among vehicles. In future systems, vehicles will
be exchanging information wirelessly. Through short messages, they will be able to
communicate with each-other, traffic lights and road signals (cooperative intelligent
transport systems). Making such systems, will require the design of completely new
transmission techniques and radio access protocols [17]. Another important applica-
tion of URC is on reliable cloud connectivity. In the cloud-based systems that we have
nowadays, internet connectivity is presumed to be available most of the time. Further-
more, the way they are designed is entirely based on the reliability of the connectivity.
Therefore, as the connection becomes more reliable, the way these cloud services are
offered will be reshaped. For example, they can be designed to provide a certain ser-
vice 99.9999% of the time with low data rates (e.g. 0.5 Mbps) while maintaining low
latency (e.g. 0.5 ms); or they can provide service 95% of the time, with moderate
data rates (e.g. 70 Mbps) and latency (e.g. 5 ms) [15]. Finally, URC is expected to
play a very important role in critical connections for industrial automation. A good
illustration of this are modern factories, which are relying on automatic guided vehi-
cles, unmanned shuttles and mobile equipments. This results in increased efficiency.
Furthermore, the utilization of wireless communication in these environments can also
help with avoiding wiring and space constraints for control and monitoring processes
[18]. However in these scenarios, wireless links will be carrying both redundant and
vital information, which is essential to be delivered correctly. Designing such systems
can be quite challenging, especially when considering that they will have to co-exist
with usual low-band traffic [19, 20].
When designing wireless communication systems, one of the biggest challenges is
mitigating the presence of fading. This phenomena is mainly caused by multipath
propagation and several time-varying effects (e.g. environment changes, mobility be-
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tween transmitter and receiver etc). It causes fluctuations in the received signal power,
thus resulting in loss of transmitted packets [21]. To cope with fading, several schemes
or processing algorithms have been implemented in the transmitter or receiver. They
are known as diversity schemes and their goal is to create signal redundancy, which is
typically done by transmitting the signal via several independent fading paths and then
combining everything at the receiver.
In this context, the utilization of different retransmission schemes is classical ap-
proach to provide larger diversity gains. The most popular are repetitive and parallel
retransmission schemes. In the first scheme, the transmitter sends the same codewords
in all the possible fading paths. Then, based on the communication protocol that is
implemented, the receiver tries to recover the information. In the second scheme, the
transmitter utilizes different and jointly designed codewords to construct the packets.
These packets, which will contain different information, are then combined at the re-
ceiver.
These schemes are embraced by several retransmission protocols. The simplest re-
transmission protocol which utilizes repetition coding, is Automatic Repeat Request
(ARQ) [22, 23]. In this protocol, the transmitter sends the packets until it receives
positive confirmation (ACK) from the receiver or until the maximum allowed number
of retransmissions is exhausted. Another retransmission protocol family are Hybrid-
ARQ (HARQ) protocols [24]. These protocols are similar to the previous ones, in the
sense that they utilize repetition channel coding as well. However, the difference is
that the receiver buffers all the packets and utilizes them to correctly decode the in-
formation. Many HARQ protocols exist and are classified based on how the receiver
combines the packets. For instance, when the receiver selects the packet with the high-
est Signal-to-Noise Ratio (SNR) and makes decisions based on it, the scheme is called
Selection Combining (SC) HARQ [25]. Secondly, the receiver can do Maximal Ratio
Combining (MRC) of the received signals and extract the information. This scheme is
known as Chace Combining (CC) HARQ [26, 27, 28]. Both schemes highly increase
the probability of having successful transmissions. However, they can cause significant
losses in the system throughput. To minimize the losses, several retransmission proto-
cols utilize parallel coding schemes. These protocols utilize Incremental Redundancy
(IR) schemes [29, 30, 31]. Herein, the transmitter sends new information with each
retransmission. This is achieved by splitting the parent codeword into several sub-
codewords and sending them. Depending on the length of the sub-codewords, there
are two main schemes. If all the sub-codewords have same length, then the scheme is
Fixed Coding (FC) IR-HARQ. If the sub-codewords have different lengths, then the
scheme is called Variable Coding (VC) IR-HARQ. The utilization of this family of
retransmission protocols is a well-established approach, which has been embraced by
several systems, such as Worldwide Interoperability for Microwave Access (WiMAX),
Third Generation Partnership Project Long-Term Evolution (3GPP LTE), 3GPP LTE-
IOT [32, 33, 34]
The problem of allocating different power levels in each round of a retransmission
scheme has been investigated in several papers [35, 36, 37]. In [37, 38] the authors
formulate a geometrical programming problem (GPP), which they utilize to develop
a power allocation scheme for HARQ protocol when the maximum number of trans-
missions is set to two. Furthermore, they provide a closed form approximation of
the outage probability. In [38], the authors prove the equivalence of two optimization
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problems for the case of IR-HARQ protocol. Again, they provide a power allocation
strategy only for the case when the maximum number of allowable transmissions in
set to two. The root finding solution that is proposed therein, computes all the saddle
points and selects the smallest one. When the number of saddle points is small, that
approach can give a reasonably good performance. However, as the number of saddle
points increases, computing the optimal power terms, becomes more complex. Addi-
tionally, in none of those papers, the authors do not provide any closed form solutions
for the general case of M transmissions. In [35] the authors provide asymptotic lower
and upper bounds for the optimal transmission rate of a Multiple Input Multiple Out-
put (MIMO) ARQ system. However, they do not take into consideration any power
allocation strategies.
Throughout all the papers that were discussed above, the analysis is done under the
assumption of asymptotically long codewords. This implies that the length of meta-
data (control information) is much smaller than the actual data, thus its effect can be
neglected in the calculations. In the finite block-length regime this assumption does
not hold anymore. Metadata and the actual data are almost of the same size, therefore
the usage of conventional methods, such as capacity or ergodic capacity, is highly sub-
optimal [4, 39]. Thus, the performance of these schemes with power allocation should
be evaluated. Little work has been done in this field for the short packets domain.
For instance, [40] evaluates the performance of IR-HARQ for aditive white Gaus-
sian noise (AWGN) channel showing that a large number of retransmissions enhances
performance in terms of the long term average transmission rate (LATR). However,
authors do not assess the impact of increasing the number of retransmissions on la-
tency, nor do they guarantee high reliability. Further, in [41] the authors analyze the
performance of ARQ protocol over the fading channel under very simplistic assump-
tions such as infinite number of transmissions, full buffer capacity, instantaneous and
error free feedback. Therein, authors do not investigate the impact of power allocation
between different ARQ rounds. In [42], the authors develop a power allocation scheme
for type-I ARQ protocol that minimizes the outage probability only for the case of two
transmissions. However, in their scheme they do not guarantee a minimal outage prob-
ability level which would be essential in the case of URC, since different applications
have different reliability requirements.
1.1. Thesis contributions
In this thesis, we develop power allocation algorithms for different repetitive and paral-
lel retransmission protocols, that would allow us to achieve any reliability requirement
in the finite blocklength regime. First, we prove that it would not be feasible to operate
in the ultra reliable region by having only one transmission of the packet (open loop
setup). For this reason, we analyze different retransmission protocols. We formulate
the power allocation problem as an optimization problem and prove that it is convex.
The problem is solved for each of the protocols by using Karush-Kuhn-Tucker (KKT)
conditions for any number of retransmissions. Furthermore, we suggest a simpler way
of solving the problem, which is valid for the case when the maximum number of
transmissions is set to two.
The main contributions of the thesis are as follows
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• Power allocation algorithms are developed for i) Type I ARQ; ii) CC-HARQ;
and iii) IR-HARQ.
• We provide a closed-form approximation for the outage probability of the IR-
HARQ protocol when variable power is allocated in each round.
• We compare the power efficiency of the algorithms that we have developed.
• We show that the proposed power allocation strategies minimize the effect of
retransmissions in the overall system throughput.
• We evaluate the effect of retransmissions in the overall system delay and provide
comparisons between the different protocols.
Finally, from the work done for this thesis, we have managed to write the following
papers:
• E. Dosti, U. L. Wijewardhana, H. Alves, and M. Latva-aho, ”Ultra reliable
communication via optimum power allocation for Type-I ARQ in finite Block-
Length,” in IEEE ICC 2017 Wireless Communications Symposium (ICC’17
WCS), Paris, France, May 2017, pp. 5019-5024.
• E. Dosti, M. Shehab, H. Alves, and M. Latva-aho, ”Ultra reliable communication
via CC-HARQ in finite Block-Length,” in 2017 European Conference on Net-
works and Communications (EuCNC): Physical Layer and Fundamentals (PHY)
(EuCNC2017 - PHY), Oulu, Finland, Jun. 2017.
• E. Dosti, H. Alves, and M. Latva-aho, ”Ultra reliable communication via opti-
mum power allocation for repetitive and parallel retransmission schemes in finite
Block-Length,” to be submitted to IEEE Transactions on Wireless Communica-
tions.
1.2. Thesis outline
The rest of the thesis is organized as follows. Chapter 2 introduces the system model
and defines the communication at finite block-length. Next, in Chapter 3 the optimiza-
tion problem is formulated and the power allocation algorithms for the three different
retransmission protocols are developed. Then, Chapter 4 analyzes the throughput and
delay performance of our algorithms. Chapter 5 provides the numerical results of the
work. Finally, Chapter 6 provides the conclusions and suggest future work.
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2. MAXIMUM CODING RATE IN FINITE BLOCK-LENGTH
The focus of the thesis is the evaluation of different retransmission in a URC setup. In
this chapter we first introduce the system model. We show the gap between the chan-
nel capacity and the maximum achievable rate. Then, we utilize the most recent results
from information theory to characterize the communication at finite block-length. Fur-
thermore, we show that when the transmission SNR is high enough, utilizing the first
order Taylor expansion of the asymptotic approximation gives the same performance
as the closed form approximation or integral solution. Moreover, we show that it would
not be feasible to utilize an open loop setup to convey the information under stringent
reliability requirements. Numerically, we show that to meet such requirements with
only one transmission of the packet, we would be needing to transmit either a very
large amount of power, or with very low channel coding rate.
2.1. System model
Assume a transmitter-receiver pair communicating with each-other. In the transmitter
side, b1, b2, . . . , bK nats
1 are encoded in c1, c2, . . . , cnc . Next, these encoded nats are
interleaved and mapped to a constellation X . This results in the stream of modulated
symbols x1, x2, . . . , xn. For simplicity, we assume that we map one modulated symbol
per channel use. Here, K and n denote the number of information nats and the number
of channel uses, respectively. The scheme of the transmitter is shown in in Figure. 2.1
The receiver then fetches the packets and tries to recover the information. First, it per-
forms demodulation. Next, the demodulated symbols are de-interleaved and decoded.
Afterwards, the stream of nats is fed to the next blocks for further processing.
Stream of nats
b1."È."bK
Encoder
Coded symbols
c1."È."cnc
Interleaver
+
Modulator
Modulated symbols
x
1
 "  "xn
Packet 1
ヾ1 ,h1
Packet 2
ヾ2 ,h2.
.
.
Packet M
ヾM ,hM
Figure 2.1: Structure of transmitter. First, the stream of information nats is encoded.
Then, the encoded symbols are interleaved and mapped to a pre-defined constellation.
This results in the creation of the packets that will be transmitted.
While communicating, the pair can either utilize an open loop setup, or a retrans-
mission protocol. In the second case, the maximum number of transmissions is set
1Notice that hereafter in order to standardize the notation we assume that all information is encoded
in nats instead of bits. Therefore, all log is the natural logarithm.
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to M . Whenever the transmitter fetches a non acknowledgment (NACK) packet, it
retransmits based on the protocol that is implemented. It will stop sending packets if
it receives an acknowledgment packet (ACK) from the receiver, or if the maximum
number of allowed transmissions has been completed.
We consider quasi-static fading channel conditions, in which the channel gain h re-
mains constant for the duration of one packet transmission and changes independently
between all the transmission rounds. We analyze the case when the channel coeffi-
cient is Rayleigh distributed and h „ CN p0, 1q. Thus the squared envelope of the
channel gain is exponentially distributed with mean one. For simplicity we denote
f|h|2pzq “ e´z. We assume that the receiver has channel state information while the
transmitter knows only the distribution of the channel gains and the information it ob-
tains from the feedback. Then the received signal at the mth round can be written
as
ym “
?
ρmhmxm ` wm, (1)
where xm is the transmitted signal and wm is the AWGN noise term with noise power
N0 “ 1. The term ρm is the packet transmit power, which since the variance of the
noise is set to 1, corresponds to the transmission signal-to-noise ratio (SNR).
2.2. Communication at finite block-length
In this section, we briefly summarize the recent results in the characterization of the
maximum channel coding rate and outage probability in the finite block-length regime.
Further, we evaluate the case of the open loop setup.
As in [43], for notational convenience we need to define an pn,K, ρ, ǫq code as a
collection of
• An encoder F : t1, . . . , Ku ÞÑ Cn which maps the message k P t1, . . . , Ku into
an n-length codeword ci P tc1, . . . , cnu such that the following power constraint
(ρ) is satisfied:
1
n
}ci}2 ď ρ, @i. (2)
• A decoder G : Cn ÞÑ t1, . . . , Ku that satisfies the maximum error probability (ǫ)
constraint:
max
@i
Pr rGpyq ‰ I|I “ is ď ǫ, (3)
where y is the channel output induced by the transmitted codeword according to
(1).
The maximum achievable rate of the code is defined as:
R˚maxpn, ρ, ǫq “ sup
! logK
n
: Dpn,K, ρ, ǫq code
)
, (4)
where log refers to the natural logarithm.
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For the AWGN channel non-asymptotic lower and upper bounds on the maximum
achievable rate have been derived in [44]. Based on their analysis, when the block-
length is large enough, the maximum coding rate in nats can be found as
R˚maxpn, ρ, ǫq “ C ´
c
V
n
Q´1pǫq ` log n
2n
` Op1q, (5)
where Qp¨q denotes the Gaussian Q-function, Op¨q denotes the remainder term, C de-
notes the channel capacity and the channel dispersion V . They are also computed in
ncpu and can be found as
Cpρq “ logp1 ` ρq, (6)
V pρq “ 1 ´ 1p1 ` ρq2 . (7)
From (5) we notice that there is a penalty which is assigned to the maximum achiev-
able rate Rmax˚ as a consequence of small block sizes. This penalty is represented
from the channel dispersion and a remainder term. Furthermore, we observe that R˚max
increases as ǫ increases (this is obvious since the inverse Q-function Q´1pǫq is a de-
creasing function of the outage probability). This implies that, we can achieve trans-
mission with arbitrarily high channel coding rate, as long as we allow higher error
probability. Also, from (7) we notice that as the transmission power ρ or the size of the
block-length increase, the channel dispersion goes to zero.
Another important result obtained from (5), is that for sufficiently large n (e.g.
greater than 50 [41]) the minimum packet error rate encountered in the transmission
of K nats over the AWGN channel by utilizing packets of n channel uses can be well
approximated by
ǫpn,R, ρq « Q
˜
nCpρq ` 0.5 log n ´ K
a
nV pρq
¸
, (8)
Finally, from (5) we notice that as n Ñ 8 the terms logn
n
and Op1q vanish. Therefore,
we can deduct that as the transmission SNR or the number of channel uses increase,
the Rmax will converge to the channel capacity.
In Figure 2.2 we analyze the behavior of the maximum coding rate as a function of
the size of the packet that will be transmitter (in channel uses). We plot for different
values of transmission SNR, while fixing the outage probability to ǫ “ 10´3. From the
plot we observe the gap between the channel capacity and maximum achievable rate.
Further, we notice that this gap becomes smaller as ρ and n increase, a result which is
coherent with the mathematical observations that we made above.
Recently, a tight approximation for R˚maxpn, ρ, ǫq has been proposed for sufficiently
large values of n in the case of the quasi-static fading channel [43] and is given by
R˚maxpn, ρ, ǫq « Cǫ ` O
ˆ
log n
n
˙
, (9)
where Cǫ is the outage capacity:
Cǫ “ suptR : Prrlogp1 ` ρ ¨ zq ă Rs ă ǫu. (10)
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Figure 2.2: Maximum achievable rate as a function of the number of channel uses for
different values of transmission SNR.
Then, by assuming a code rate of R “ K
n
nats per channel use (ncpu), where K is the
information payload, the outage probability is approximated as [45]
ǫpn,R, ρq « E
«
Q
˜
Cpρ ¨ zq ´ R
a
V pρ ¨ zq
¸ff
(11)
«
ż 8
0
e´zQ
˜
Cpρ ¨ zq ´ R
a
V pρ ¨ zq
¸
dz, (12)
where Er¨s denotes the expectation over the channel gain z. However the integral in
(11) does not have a closed form solution. Thus, we resort to an approximated closed-
form expression as in [46]
ǫpn,R, ρq “ 1 ´ δ?
2π
e´κ
´
e
?
π
2δ2 ´ e´
?
π
2δ2
¯
, (13)
where κ and δ are given from (14) and (15)
κ “ e
R ´ 1
ρ
(14)
δ “
c
nρ2
e2R ´ 1 (15)
Note that (13) characterizes the outage probability of a single ARQ round.
Fig. 2.3 illustrates the outage probability for the open loop setup, where the mes-
sage is conveyed in a single transmission, for different channel coding rates. We
17
have fixed the number of channel uses n “ 200 and analyzed the case of mapping
K P t200, 400, 600u information nats. This results in the channel coding rates R “ 1,
R “ 2 and R “ 3 ncpu, respectively. We can see that the integral form in (8) and the
closed-form approximation in (13) match well for all the coding rates.
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Figure 2.3: Outage probability for the open loop setup for different channel coding
rates.
Furthermore, in Fig. 2.3 we also illustrate the performance of the asymptotic approx-
imation (which we derive next and is given by (17)). The results show that in the ultra
reliable regime, where very low outages are required ǫ ă 10´3, the asymptotic approx-
imation can be used. This is due to the fact that in high SNR the maximum achievable
rate (9) converges to the one with asymptotically long codewords R˚pn, ǫq “ Cǫ, where
Cǫ is defined in (10). Therefore, when ρ Ñ 8 the outage probability in the mth round
can be calculated as:
ǫm “ Prrlogp1 ` ρ ¨ zq ă Rs “ 1 ´ e
eR´1
ρm . (16)
Note that (16) holds for Rayleigh fading channels. Furthermore, for (16) we can utilize
the Taylor expansion. Since we are focusing our analysis in the high SNR regime, the
entire Taylor series can be well-approximated from the first order of Taylor expansion
e´x « 1 ´ x. This way, we can express the asymptotic approximation for the outage
probability of the mth round as:
ǫm “
φ
ρm
, (17)
where φ “ eR ´ 1.
To guarantee URC, we require to have an outage probability ǫ very low. However,
Figure 2.3 shows that such low outage values are highly unlikely to be obtained when
18
there is a suboptimal allocation of the number of information nats K, number of chan-
nel uses n or the transmission SNR ρ. For this purpose, we investigate numerically
what would be the optimal number of information nats or channel uses that we need to
allocate.
First, in Figure 2.4 we analyze the behavior of the outage probability as a func-
tion of K. We set the transmission SNR ρ P t20, 30u dB, which are values that are
high enough to ensure operation in the ultra reliable region where the assymptotic ap-
proximation fully matches the closed-form approximation (as shown from Figure 2.3).
Furthermore, we change the transmission rate by utilizing different values for the num-
ber of channel uses n P t100, 200, 300u. From the results obtained, we observe that
the optimisation problem is not strictly convex. Specifically, we notice that increasing
the transmit power, while maintaining transmission at low channel coding rate (R “ 1
3
ncpu), allows us to achieve low outage values. However, these outage values are far
from the targets that would like to have when discussing about URC. Furthermore, it
would not be feasible to convey such low amount of information, and at the same time
spend very large amounts of power.
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Figure 2.4: Outage probability versus the number of information nats for different
values of transmission SNR and channel uses.
In practical systems, the amount of information that a node has to convey is in gen-
eral fixed. Therefore, it would be of high interest to evaluate the optimal number of
channel uses. For this purpose, we fix again the transmission SNR ρ P t40, 50u dB.
Next, we set the number of information nats to be conveyed as K P t100, 200, 300u.
The results are shown in Figure 2.5. Similarily as above, we notice that to achieve very
low outage probability we need to transmit at very high power levels, and at the same
time maintain low channel coding rates.
From the plots shown above, respectively Figures 2.3, 2.4 and 2.5 we can deduct that
it would be impossible to obtain the targeted outage probability values while utilizing
the open loop setup. In order to obtain an outage probability in the ultra reliable region,
19
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Figure 2.5: Outage probability versus the number of channel uses for different values
of transmission SNR and channel uses.
and at the same time spend as little resources as possible, we investigate the possibility
of utilizing retransmission mechanisms with optimal power allocation.
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3. POWER ALLOCATION
In this chapter we evaluate the impact of repetitive and parallel retransmission schemes
in the outage probability. We propose optimal power allocation algorithms that al-
low us to reach any target outage probability assuming that we can have up to M -
transmissions for each of the protocols. Furthermore, we propose a simpler method of
obtaining the power terms in the case when the maximum number of transmissions is
fixed to M “ 2.
The problem of interest is to achieve a target outage probability while spending as
little power as possible for sending the information from the transmitter to the receiver.
Since, we will have multiple transmissions, one approach would be to allocate equal
power in each round. This implies that given a certain power budget ρbudget, the trans-
mit power in the mth round would be ρm “ ρbudgetM . However, such simplistic approach
is shown to be highly inefficient for very low outage probability values for different
retransmission schemes [47]. Thus, we propose a power allocation algorithm in order
to minimize the average transmit power of the transmitter which allocates different
power levels in each retransmission round. Bearing this in mind, the average transmit-
ted power can be defined as
ρavg “
1
M
M
ÿ
m“1
ρmEm´1, (18)
where M is the maximum number of retransmission rounds, ρm is the power trans-
mitted in the mth round and Em´1 is the outage probability up to the m ´ 1 round.
Next, we calculate the probability that the packet can not be decoded correctly even
after the maximum allowed number of retransmissions. We refer to this as packet drop
probability (pdp), and it corresponds to the outage probability up to the M th round
(EM ). Since we have assumed that all the transmissions of the packets experience
independent fading conditions we can express EM as
EM “
M
ź
m“1
ǫm, (19)
where ǫm is the outage probability of the m
th transmission round. The outage proba-
bility before the first transmission, ǫ0 “ 1.
Now, we can formulate the following power allocation problem:
minimize ρavg
subject to 0 ď ρm, 1 ď m ď M
EM “ ǫ
(20)
where ǫ is any target outage probability. Since the optimization problem (20) is non-
linear and the feasible set is compact, we can find a global optimal solution [38]. Fur-
thermore, the problem is convex, and the proof is shown in Appendix 7.2. Therefore,
we can utilize the Karush-Kuhn-Tucker (KKT) conditions to obtain the optimal solu-
tion for the convex problem (20).
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3.1. Repetitive retransmission schemes
The utilization of repetitive retransmission schemes implies that in each round the
transmitter sends the same information nats. In this section we present the power
allocation algorithms for two retransmission protocols that utilize repetitive schemes.
Furthermore, we discuss about the main differences between them.
3.1.1. Type-I ARQ
The first member of repetitive schemes that we analyze is Type-I ARQ protocol. Its
principle is shown in Figure. 3.1. When utilizing this scheme, each transmission is
Figure 3.1: The setup for Type-I ARQ protocol. The transmitter sends first packet 1
and waits for the Ack from the receiver. Then it sends packet 2. If the receiver can not
decode the packet, it discards the packet and asks for retransmission.
done with full rate R “ K
n
. This implies that, the transmitter sends the entire packet
in each transmission round and stops when the maximum number of transmissions M
has been achieved, or when it receives confirmation that the packet has been success-
fully decoded. The receiver makes the decisions only based on the last packet he has
received, and discards the earlier packets.
The outage probability for the mth ARQ round and can be computed by (13), or
asymptotically via (17). We start the solution for problem (20) by writing the La-
grangian function, which is computed as
Lpρm, µm, λq “
1
M
M
ÿ
m“1
ρmE
ARQ
m´1 `
M
ÿ
m“1
µmρm ` λpEARQM ´ ǫq (21)
where µm for m “ 1, . . . ,M and λ are the Lagrangian multipliers. Now, we express
the KKT conditions as follows:
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C1 BL
Bρm
“ 0, m “ 1, . . . ,M ,
C2 µm ě 0, m “ 1, . . . ,M ,
C3 µmρm “ 0, m “ 1, . . . ,M ,
C4 EARQM ´ ǫ “ 0.
We can write the derivative of the Lagrangian function Lpρm, µm, λq with respect to
the power ρm as
BLpρm, µm, λq
Bρm
“ 1
M
˜
φm´1
śm´1
i“1 ρi
´
M´m
ÿ
i“1
ρm`iφ
m`i´1
ρ2m
śm`i´1
j“1,j‰m ρj
¸
´ µm ´ λ
˜
φM
ρ2m
śM
i“1,i‰m ρi
¸
. (22)
The transmit power at mth ARQ round ρm ą 0 for m “ 1, . . . ,M since we require
some power to transmit the information at each of these rounds. Thus, from the com-
plementary slackness condition (C3) we can see that µm “ 0 for m “ 1, . . . ,M . Now,
using (22) and µM “ 0, we can write C3 for m “ M as
BLpρm, µm, λq
BρM
“ 1
M
φM´1
śM´1
i“1 ρi
´λ
˜
φM
ρ2M
śM
i“1,i‰m ρm
¸
“0. (23)
After some algebraic manipulations of (23) we obtain the transmit power at the M th
ARQ round as
ρM “
a
Mλφ. (24)
Similarily substituting m “ M ´ 1 in (22) and using µM´1 “ 0, we can rewrite C1 for
m “ M ´ 1 as
BLpρm, µm, λq
BρM´1
“ 1
M
˜
φM´2
śM´2
i“1 ρi
´ ρMφ
M´1
ρ2M´1
śM´2
i“1 ρi
¸
´ λ
˜
φM
ρ2M´1
śM
i“1,i‰M´1 ρi
¸
“ 0. (25)
Mathematical simplification of (19) leads to
ρM´1 “
d
ρMφ `
Mλφ2
ρM
. (26)
Following a similar approach, we can write the condition C1 for the case of m “ M´2
and obtain
BLpρm, µm, λq
BρM´2
“ 1
M
˜
φM´3
śM´3
i“1 ρi
´
2
ÿ
i“1
ρM´2`iφ
M´3`i
ρ2M´2
śM´3`i
j“1,j‰M´2 ρj
¸
´ λ
˜
φM
ρ2M´2
śM
i“1,i‰M´2 ρi
¸
. (27)
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Again, we isolate the power term ρM´2 and obtain
ρM´2 “
d
ρM´1φ `
ρMφ2
ρM´1
` Mλφ
3
ρM´1ρM
. (28)
We can continue this procedure for all m P t1, . . . ,Mu and the results can be summa-
rized as:
ρM “ fpλq, (29)
ρM´1 “ fpλ, ρMq, (30)
ρM´2 “ fpλ, ρM , ρM´1q, (31)
...
ρ1 “ fpλ, ρM , . . . , ρ3, ρ2q. (32)
By utilizing a method that is similar to the backward substitution approach [48 App.
C.2], we can obtain a relationship between the power terms ρm as follows: first, by
substituting Mλφ “ ρ2M (see (24)) in (26) (or equivalently in (30)) we evaluate ρM´1
as ρM´1 “
?
2φρM . Next, ρM´2 is evaluated by substituting
?
Mλφ “ ρM and?
2φρM “ ρM´1 in (31). By continuing this procedure we can express the optimal
transmit power in the mth round as
ρm “
a
2φρm`1, 1 ď m ă M. (33)
Since ρM is a function of λ (see (24)) and using (33), it is clear that each ρm is a
function of λ. Thus, all that remains is to compute the Lagrangian multiplier λ. For
this purpose, we utilize the outage constraint in (20) (C4). First, we substitute ρm for
m “ 1, . . . ,M in (19) to obtain EARQM as
EARQm “
φM
śM
m“1 ρm
“ ǫ, (34)
where ρm can be found as
ρm “
d
2φ
c
2φ
b
2φ . . .
a
Mλφ (35)
We observe that in (35) we have product of nested roots. To obtain a simpler expression
for ρm we can group the repetitive elements under a certain exponent. This would then
result in
ρm “
b
2apmqφbpmqpMλqcpmq. (36)
In (36), we can compute the exponents
apmq “ 2 ´ 2´pM´m´1q, (37)
bpmq “ 2 ´ 2´pM´mq, (38)
cpmq “ 2´pM´mq, (39)
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Finally, we compute λ by equating E
ARQ
M to the outage target ǫ based on C4:
λ “
˜
φ2M
ǫ2
śM
m“1p2apmqφbpmqM cpmqq
¸lpmq
. (40)
where lpmq “ řMm“1 1cpmq .
In conclusion, for Type-I ARQ protocol the power allocation is done as shown in
algorithm 1.
Algorithm 1 Power allocation for Type-I ARQ
1: Inputs: φ, M .
2: Compute: apmq as in (37).
3: Compute: bpmq as in (38).
4: Compute: cpmq as in (39).
5: Compute: λ as in (40).
6: Compute: ρM as in (24).
7: while all power terms are not found do
8: Compute: ρm as in (33).
9: Decrease: m by 1.
10: end while.
11: Outputs: All the power terms ρm.
3.1.2. CC-HARQ
Another member of the repetitive retransmission schemes is CC-HARQ protocol. This
protocol is widely implemented in several standards (e.g. HSDPA, LAN etc). Its
principle is illustrated in Figure 3.2. When utilizing this protocol, each transmission is
done with full rate. Thus, the whole packet is sent in each round. However, unlike the
previous protocol we analyzed, all the received packets are buffered and the receiver
performs MRC to enhance the SNR. This results in combining gain and higher order
diversity gain.
For this protocol, in [37] the authors have derived a very tight approximation for EM
as
E
CC´HARQ
M “
φM
M !
śM
m“1 ρm
. (41)
To obtain the optimal power allocation scheme, we solve problem (20). We start our
solution by writing the Lagrangian function, which is
Lpρm, µm, λq “
1
M
M
ÿ
m“1
ρmE
CC´HARQ
m´1 `
M
ÿ
m“1
µmρm ` λpECC´HARQM ´ ǫq, (42)
where µm for m “ 1, . . . ,M and λ are the new Lagrangian multipliers. Next, we write
the KKT conditions as
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Figure 3.2: The setup for CC-HARQ protocol. The transmitter sends first packet 1
and waits for the Ack from the receiver. Then it sends packet 2. If the receiver can
not decode the packet, it buffers the packet and asks for retransmission. Then, when
it receives packet 2 once more, it combines it with the buffered packet to extract the
information.
C1 BL
Bρm
“ 0, m “ 1, . . . ,M ,
C2 µm ě 0, m “ 1, . . . ,M ,
C3 µmρm “ 0, m “ 1, . . . ,M ,
C4 ECC´HARQM ´ ǫ “ 0.
We can write the derivative of the Lagrangian function Lpρm, µm, λq with respect to
the power ρm as
BLpρm, µm, λq
Bρm
“ 1
M
´ φm´1
pm ´ 1q!śm´1i“1 ρi
´
M´m
ÿ
i“1
ρm`iφ
m`i´1
pm ` i ´ 1q!ρ2m
śm`i´1
j“1,j‰m ρj
¯
´ µm ´ λ
˜
φM
M !ρ2m
śM
i“1,i‰m ρi
¸
. (43)
Similarily to the ARQ protocol, we can argue that the inequality constraint is inactive.
Therefore, using (43) and µM “ 0, we can write C3 for m “ M as
BLpρm, µm, λq
BρM
“ 1
M !
φM´1
śM´1
i“1 ρi
´λ
˜
φM
ρ2MM !
śM
i“1,i‰m ρm
¸
“0. (44)
After some mathematical manipulations of (44) we obtain the transmit power at the
M th CC-ARQ round as
ρM “
c
Mλφ
M
. (45)
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Next, we substitute m “ M ´ 1 in (43) and utilize the fact that µM´1 “ 0. Based
on these, we can rewrite C1 for m “ M ´ 1 as
BLpρm, µm, λq
BρM´1
“ 1
M
˜
φM´2
pM ´ 2q!śM´2i“1 ρi
´ ρMφ
M´1
pM ´ 1q!ρ2M´1
śM´2
i“1,i‰M´1 ρi
¸
´ λ
˜
φM
M !ρ2M´1
śM
i“1,i‰M´1 ρi
¸
“ 0. (46)
Furthermore, by making some algebraic simplifications in (46) we obtain the following
expression for ρM´1
ρM´1 “
d
ρMφ
M ´ 1 `
λφ2
ρMpM ´ 1q
. (47)
Again, we observe that we have obtained a similar structure to the one presented in
the case of the ARQ protocol. This can be achieved by making some further manipu-
lations to equations (45) and (47)
ρM “
a
φλ, (48)
ρM´1 “
c
2ρMφ
M ´ 1 , (49)
ρM´2 “
c
2ρM´1φ
M ´ 2 , (50)
...
ρ1 “
a
2φρ2. (51)
From the structure above, we observe that we can still apply the back-substitution
approach and obtain ρm as
ρm “
c
2φρm`1
m
. (52)
Now, all the power terms are computed as a function of λ. To find the value of the
equality Lagrange multiplier we utilize C4 and write:
E
CC´HARQ
M “
φM
M !
śM
m“1 ρm
“ ǫ, (53)
where ρm is calculated as
ρm “
2aφbλc?
m
. (54)
In (54), the exponents apmq, bpmq and cpmq are defined in (37), (38) and (39). Finally,
we compute the Lagrangian multiplier λ as:
λ “
˜
φ2M
ǫ2
ź
m
1
2apmqφbpmq
¸lpmq
. (55)
where lpmq “ řMm“1 1cpmq .
In conclusion, for CC-HARQ protocol the power allocation is done as shown in
algorithm 2.
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Algorithm 2 Power allocation for CC-HARQ
1: Inputs: φ, M .
2: Compute: apmq as in (37).
3: Compute: bpmq as in (38).
4: Compute: cpmq as in (39).
5: Compute: λ as in (55).
6: Compute: ρM as in (48).
7: while all power terms are not found do
8: Compute: ρm as in (52).
9: Decrease: m by 1.
10: end while.
11: Outputs: All the power terms ρm.
3.1.3. Example for M=2 and a simplified solution
In this subsection present a simplified method for obtaining the optimal power terms,
which is valid for the case when M “ 2. Here, we make detailed derivations only
for the Type-I ARQ protocol. Similarily, the expressions for the power terms can be
derived for the case of CC-HARQ protocol.
For the scenario of M “ 2 transmissions the optimization problem (20) simplifies
to
minimize
1
2
pρ1 ` ρ2ǫ1q
subject to
φ2
2ρ1ρ2
“ ǫ
(56)
To solve problem (56) we can utilize Algorithm. 1, derived in Section 3.1.1. First, we
compute the exponents apmq, bpmq and cpmq as shown in (37), (38) and (39). Next,
we find the value of λ from (40) as
λ “ φ
2ǫ
3
c
1
2ǫ
. (57)
Further, by using (24) and (33) we compute the power terms as:
ρ2 “
d
2
φ
2ǫ
3
c
1
2ǫ
peR ´ 1q, (58)
ρ1 “
g
f
f
e
2 peR ´ 1q
d
2
φ
2ǫ
3
c
1
2ǫ
peR ´ 1q, (59)
Mathematical simplification of (58) and (59) would lead to the final values of the
power terms as
ρ1 “ φ 3
c
1
ǫ
, (60)
ρ2 “
φ
2ǫ
3
?
ǫ. (61)
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For this specific case of M “ 2 we can also utilize the following simpler approach to
find the optimal power allocation. First, we rewrite the equality constraint as ρ2 “ φ
2
2ρ1ǫ
.
Next, by substituting ρ2 in the objective function of (56), we obtain an unconstrained
optimization problem with variable ρ1 as
minimize
1
2
ˆ
ρ1 `
φ3
ρ21ǫ
˙
. (62)
Then, we compute ρ1 by setting the first derivative of the new objective function to
zero. This results in
1 ´ 2φ
3
ρ31ǫ
“ 0. (63)
Finally, by solving (89) for ρ1 we find ρ1 “ φ 3
b
2
ǫ
, which is same as what we obtained
by using the procedure described in Section 3.1.1. Then, after substituting the first
power term equation in the rewritten equality constraint we compute ρ2 “ φǫ 3
a
ǫ
2
.
After applying the same procedure for the case of CC-HARQ protocol, the power
terms would be
ρ1 “
φ
3
?
ǫ
, (64)
ρ2 “
φ
2ǫ
3
?
ǫ. (65)
3.2. Parallel channel coding schemes
Here, we present the power allocation algorithm for parallel channel coding schemes.
In this case, the transmitter sends different and jointly designed packets for each of the
messages. There are several protocols which implement this scheme, but in the thesis
we focus on Incremental Redundancy (IR) HARQ protocols. The reason for that is be-
cause recently an advanced Low Density Parity Check (LDPC) channel coding scheme
has been adopted for 5G new radio air interface. It provides full rate compatibility with
IR-HARQ, flexibility for blocklength scaling and finite rate granularity [49].
In the family of IR-HARQ the most popular protocols are Fixed Rate (FR) IR-
HARQ and Variable Rate (VR) IR-HARQ. In the first case, all the packets that are
transmitted have the same number of nats in them. On the other hand, when utilizing
VR IR-HARQ the size of the transmitted packets can differ. It can be an optimization
parameter, and can adapt to the channel conditions, transmitted power, channel coding
rate that might be needed for a certain round.
Herein, we analyze FR IR-HARQ, which is also the final retransmission protocol
that we analyze in the thesis. As shown in Figure 3.3, when implementing this protocol
the transmitter splits the parent codeword into M sub-codewords of length τ . Each of
these codewords is transmitted during one round. In this case, the transmission rate
would be R “ K
τ
. This will result in an improve of spectral efficiency, as will be
shown in Section 4.1. The receiver buffers all the received packets and utilizes them to
recover the information.
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Figure 3.3: The setup for IR-HARQ protocol. The transmitter splits the message into
several packets. It sends first packet 1 and waits for reply from the receiver. If it
receives NAck packet, then it sends more redundancy through packet 2 and so on.
Meanwhile, the receiver buffers the packets and combines them to extract the informa-
tion.
Let us revisit the results for long codewords using a Gaussian codebook. In this case,
the mutual information that is gathered would be
I “ 1
M
M
ÿ
m“1
log p1 ` ρmq . (66)
After making some manipulations we can compute the outage probability as
E
IR´HARQ
M “ Pr
«
M
ÿ
m“1
log p1 ` ρmq ă MR
ff
. (67)
In [50] the author provides a theorem which can be used to approximate (67).
Therein an integral form approximation of the outage probability is provided. Herein,
we resort to those results and provide closed-form approximation for the outage prob-
ability when different power levels are allocated in each IR-HARQ round. It can be
computed as
E
IR´HARQ
M “
gM
śM
m“1 ρm
. (68)
The proof is shown in Appendix. 7.3. Again, to compute the power allocation algo-
rithm, we solve problem (20). First, we write the Lagrangian function as
Lpρm, µm, λq “
1
M
M
ÿ
m“1
ρmE
IR´HARQ
m´1 `
M
ÿ
m“1
µmρm ` λpEIR´HARQM ´ ǫq,
(69)
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where µm for m “ 1, . . . ,M and λ are the new Lagrangian multipliers. Next, we write
the KKT conditions as
C1 BL
Bρm
“ 0, m “ 1, . . . ,M ,
C2 µm ě 0, m “ 1, . . . ,M ,
C3 µmρm “ 0, m “ 1, . . . ,M ,
C4 EIR´HARQM ´ ǫ “ 0.
We can write the derivative of the Lagrangian function Lpρm, µm, λq with respect to
the power ρm as
BLpρm, µm, λq
Bρm
“ 1
M
˜
gm´1
śm´1
i“1 ρi
´
M´m
ÿ
m“1
ρm`igm`i´1
ρ2m
śm`i´1
i“1,i‰m ρi
¸
´ µm´
λ
˜
gM
ρ2m
śM
i“1,i‰m ρi
¸
. (70)
Again, we argue that the inequality constraint is inactive. Furthermore, following a
similar approach as in the protocols which utilize repetition coding, we write the power
term for the last round as
BLpρm, µm, λq
BρM
“ 1
M
gM´1
śM´1
i“1 ρi
´λ
˜
gM
ρ2M
śM
i“1,i‰M ρm
¸
“0. (71)
Next, we make some algebraic gymnastics of (71) and obtain the transmit power at the
M th round as
ρM “
d
MλgM
gM´1
. (72)
Then, we compute the power term before the last. To do this, we substitute m “
M ´ 1 in (70) and rewrite C1 as
BLpρm, µm, λq
BρM´1
“ 1
M
˜
gM´2
śM´2
i“1 ρi
´ ρMgM´1
ρ2M´1
śM´2
i“1,i‰M´1 ρi
¸
´ λ
˜
gM
ρ2M´1
śM
i“1,i‰M´1 ρi
¸
“ 0. (73)
Furthermore, by making some simplifications of (73) we obtain the expression for the
power term ρM´1 as
ρM´1 “
d
1
gM´2
ˆ
ρMgM´1 `
MλgM
ρmgM´1
˙
(74)
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By continuing this process and making further mathematical manipulations, we no-
tice that same as in the repetitive schemes, we can obtain the following structure for
the parallel retransmission schemes.
ρM “
d
λMgM
gM´1
, (75)
ρM´1 “
d
2ρMgM´1
gM´2
, (76)
ρM´2 “
d
2ρM´1gM´2
gM´3
, (77)
...
ρ1 “
c
2ρ2g1
g0
. (78)
Again, we notice that the back-substitution approach is applicable, and the power term
of the mth round can be written as
ρm “
d
2ρm`1gm
gm´1
. (79)
At this point, we can compute each of the power terms as a function of the equality
Lagrangian multiplier, λ. To derive a closed-form expression for it, we utilize C4
E
IR´HARQ
M “
gM
M !
śM
m“1 ρm
“ ǫ, (80)
where the power term in the mth round can be found as
ρm “ 2apmqpmλqcpmq
m
ź
i“1
gi
gi´1
dpiq
. (81)
In (81) apmq and cpmq can be found from (37) and (38), respectively. Further, the
exponent dpiq is found as
dpiq “ 2´i. (82)
Finally, we can find the value of λ as
λ “
¨
˚
˝
gM
ǫ2
M
ź
m“1
1
2apmqM cpmq
śm
i“1
´
gi
gi´1
¯dpiq
˛
‹
‚
lpmq
. (83)
where lpmq “ řMm“1 1cpmq .
For this protocol, the power allocation algorithm is given below
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Algorithm 3 Power allocation for IR-HARQ
1: Inputs: R, M .
2: while all values of gmpRq are not found do
3: Compute: gm as in (136).
4: Increase: m by 1.
5: end while.
6: Compute: apmq as in (37).
7: Compute: cpmq as in (39).
8: Compute: dpiq as in (82).
9: Compute: λ as in (83).
10: Compute: ρM as in (75).
11: while all power terms are not found do
12: Compute: ρm as in (81).
13: Decrease: m by 1.
14: end while.
15: Outputs: All the power terms ρm.
3.2.1. Example for M=2 and a simplified solution
In this subsection present a simpler method for obtaining the optimal power terms in
the case when the maximum number of transmissions is set to two. Same as in Section
3.1.3 optimization problem (20) simplifies to
minimize
1
2
pρ1 ` ρ2ǫ1q
subject to
g2pRq
ρ1ρ2
“ ǫ
(84)
To solve problem (56) we can utilize Algorithm 3, derived in Section 3.2. First,
we utilize the term g2pRq, which is given in (132). Next, we compute exponents
apmq, cpmq and dpmq as shown in (37), (39) and (82). Further, from (83) we find
the equality Lagrange multiplier as
λ “
˜
g2
ǫ2
2
ź
m“1
1
2apmq`cpmq
śm
i“1
gi
gi´1
dpiq
¸lp2q
. (85)
Further, by using (75) and (81) and making some algebraic simplifications we compute
the power terms as:
ρ1 “ 3
c
2p1 ´ eR ` ReRqpeR ´ 1q
ǫ
, (86)
ρ2 “ 3
d
p1 ´ eR ` ReRq2
2ǫ2peR ´ 1q . (87)
For this specific case of M “ 2 we can also utilize the following simpler ap-
proach to find the optimal power allocation. First, we rewrite the equality constraint
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as ρ2 “ g2pRqρ1ǫ . Next, by substituting ρ2 in the objective function of (84), we obtain an
unconstrained optimization problem with variable ρ1 as
minimize
1
2
ˆ
ρ1 `
g1g2
ρ21ǫ
˙
. (88)
Then, we compute ρ1 by setting the first derivative of the new objective function to
zero. This results in
1 ´ 2p1 ´ e
R ` ReRqpeR ´ 1q
ρ31ǫ
“ 0. (89)
Finally, by solving (89) for ρ1 we find ρ1 “ 3
b
2p1´eR`ReRqpeR´1q
ǫ
, which is same as
what we obtained by using the procedure described in Section 3.2. Then, after sub-
stituting the first power term equation in the rewritten equality constraint we compute
ρ2 “ 3
b
p1´eR`ReRq2
2ǫ2peR´1q
, which as we can see from (83) and (84) match with the proposed
solution.
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4. THROUGHPUT AND DELAY ANALYSIS
Utilizing schemes that are based on retransmissions causes the latency of a system
to increase due to the presence of feedback and information repetition. Furthermore,
these schemes are also associated with a degradation of the spectral efficiency. These
effects, are then reflected in the overall system throughput. In this chapter we de-
rive the closed form expressions for the throughput of the retransmission protocols
presented above for the general case of M transmissions. Furthermore, we evaluate
mathematically the delay that is introduced in the system by these protocols.
4.1. Throughput analysis
In the open loop setup, which was analyzed in Section 2.2, the throughput (η) can be
computed as
η “ R p1 ´ ǫpn,R, ρqq . (90)
However, during our analysis we need to consider the fact that after each retransmis-
sion round there exists a degradation of spectral efficiency. As a result of this degrada-
tion the spectral efficiency up to the M th retransmission round is given by
ωM “
R
M
“ K
Mn
. (91)
From (91) we observe the throughput gain that parallel schemes have over repetition
schemes. For easier illustration of this statement, lets assume that we have one on
one mapping between the number of information nats and the number of channel uses.
Furthermore, lets fix the maximum number of transmissions to M “ 3. As mentioned
above, in the case of parallel retransmission schemes, the parent codeword is split
into smaller sub-codewords, which are then transmitted in each round. On the other
hand, when repetition schemes are utilized, the entire packet is transmitted. If all three
rounds are exhausted, the spectral efficiencies for the parallel and repetition schemes
would be ω
par
3 “ 1 ncpu and ωrep3 “ 13 ncpu, respectively.
This observation can be better illustrated using Figure. 4.1. To obtain the the plot, we
assume that we need to convey 500 information nats, which are mapped in a packet of
size 500 channel uses. We set M “ 5. Therefore, when parallel schemes are utilized,
the information will be conveyed in 5 packets of size 100 channel uses. On the other
hand, to convey the information with repetition schemes, 5 transmissions of packets of
size 500 channel uses are needed. From the figure, we can notice that the open loop
setup serves as asymptotic lower bound for the parallel scheme, and as upper limit for
the repetition scheme.
To obtain the closed form expression for the throughput, we first need to compute
the total number of channel uses. For the case of the parallel schemes, the codeword of
length n, will be divided into M sub-codewords of length τ in a way that n “ Mτ . On
the other hand, for the case of the repetition schemes, the total number of channel uses,
ξ, until the last round would be ξrep “ Mn. If the the packet is successfully decoded
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Figure 4.1: Spectral efficiency of retransmission schemes as a function of the number
of channel uses.
in the mth round, then we can find the total number of channel uses for the parallel
schemes as
"
ξpar “ m pτ ` Dq , if 0 ď m ă M
ξpar “ n ` MD, if m “ M (92)
where D denotes the delay of the feedback transmission expressed in channel uses.
Note that D accounts for the feedback delay from the NACK transmission, which are
also assumed to use a few hundred channel uses. As pointed out in [4], this models
more accurately the impact of the retransmission protocols in practical scenarios com-
pared to the conventional one nat feedback. In the case of the repetition retransmission
schemes the total number of channel uses would be
"
ξrep “ m pn ` Dq , if 0 ď m ă M
ξrep “ M pn ` Dq . if m “ M (93)
These equations are based on the fact that in each retransmission round an acknowl-
edgment (ACK) or non acknowledgment (NACK) packet is sent back from the receiver.
In the M th round, since the transmission will be interrupted, there will be no feedback
from the receiver. To compute the expected number of channel uses in each packet
transmission, we must bear in mind that only the first transmission is sure to happen.
The retransmissions will happen only if the previous transmission has been unsuccess-
ful. Based on this, we can find the expected number of channel uses in each packet
transmission as
T “
M
ÿ
m“1
mnEm´1 ` D
M´1
ÿ
m“1
mEm´1, (94)
where Em is the packet drop probability given in (19) and E0 “ 1.
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If the packet is successfully decoded in any round, all K information nats are recov-
ered by the receiver. Therefore, we can compute the expected number of information
nats that will be transmitted as
K “ Kp1 ´ EMq “ K
˜
1 ´
M
ź
m“1
ǫm
¸
. (95)
Finally, following the renewal-reward theorem [51, 52], the throughput for the case
of M transmissions can be expressed as:
η “ K
T
“
K
´
1 ´ śMm“1 ǫm
¯
řM
m“1 mnEm´1 ` D
řM´1
m“1 mEm´1
. (96)
It is obvious from (96) that the presence of feedback causes loss in the throughput. This
degradation becomes worse as we increase the number of retransmissions. However,
the proposed power allocation scheme helps to mitigate this effect as will be shown in
the next chapter.
Another important observation that we can make from the equation above is the
intuition behind parallel retransmission schemes. If the channel conditions are not
good, then all the transmissions are exhausted. This would give a performance which
is very close to that of the open loop setup (slightly worst as the feedback delays will
have to be accounted as well). However, if the channel conditions are good, then the
throughput gains would be quite large. The cost of this gambling is an increase in the
overall system complexity.
On the other hand, the situation for the repetition schemes is totally different. In
that case, the higher the number of transmissions is, the more severe the throughput
degradation will become. Furthermore, since each transmission has to contain the
entire packet, repetition schemes will require very large buffer size in the receiver.
However, their complexity is in general much lower with respect to parallel coding
schemes.
It is clear that when comparing them to the parallel schemes there is the classical
trade-off between the system throughput and complexity. For example, in applications
in which throughput is not of vast importance, it would be more feasible to utilize
repetition schemes. This is further reinforced by the fact that the nodes of such systems
generally are very simple sensors. Implementing complex logic in them, would result
in a large increase of their cost and would severely affect their battery lifetime, which in
these applications corresponds to the device lifetime. However, in other applications
the data volumes to be transmitted are far larger, and the throughput is important.
Furthermore, the nodes communicating in these systems can afford extra complexity.
Therefore, in these type of applications the utilization of parallel schemes would give
a better performance.
4.2. Delay analysis
One of the most crucial elements in the systems that have ultra reliability require-
ments is the end-to-end delay. All the examples mentioned in the introduction are
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delay-sensitive. However, the delay tolerance of the system highly depends on the ap-
plication. Here, we try to evaluate the delay that is introduced by the utilization of the
retransmission schemes.
Bounds on the outage probability and feedback delay for IR-HARQ schemes have
been reported in [46]. There, the authors assume to have fixed and equal power alloca-
tion between the transmission rounds. For a certain power level, they find the feedback
delay range that maximizes the throughput. Based on their assumptions, D ă n ¨m ¨ r,
where
r “ 1 ´
1
M
řM
m“1 Em´1
řM
m“1 Em´1
. (97)
Furthermore, by utilizing the bounds on the outage probability, the values of r are
limited within the range
mn
´
M ´ 1 ´ řM´1m“1 um
¯
M
´
1 ` řM´2m“1 um
¯ ď r ď
mn
´
M ´ 1 ´ řM´1m“1 vm
¯
M
´
1 ` řM´2m“1 vm
¯ (98)
where the functions um and vm can be found as
um “ 1 ´
e´κ
` e
´ψ2 ` 1
2
eαmρ´ǫmτΓ
ˆ
1 ´ ǫmτ, ψ ` 1
ρ
˙
, (99)
vm “
1
2
ˆ
1 ´ erf
ˆ´κδ?
2
˙˙
´ e 1´2κδ
2
2δ2
ˆ
1 ´ erf
ˆ
1 ´ δ2κ?
2δ
˙˙
. (100)
In the equations above we can find ψ and α as
ψ “ e
K
mτ
` ǫ
2 ´ 1
ρ
, (101)
α “ 1
ρ
` Kǫ ` mτǫ
2
2
. (102)
As discussed in Section 4.1, when an URC setup is utilized, finding the range of
delays that maximize the throughput is not always of vast importance. Generally, the
parameter that should be optimized (e.g. outage probability, power, sum rate etc) is
highly dependent on the application. However, in such setups, it is always important
to have minimal delay. Therefore, it would be of high interest to analyze the behav-
ior of the end-to-end delay of such systems depending on the maximum number of
transmissions. We can obtain the mathematical expression for the delay from (96) as
D “
ηn
řM
m“1 mEm´1 ´ K
´
1 ´ śMm“1 ǫm
¯
řM
m“1 Em´1
(103)
Analytical minimization of (103) with respect to the number of transmissions would
result result in very complex and intractable results. For this reason, we resort to
numerical methods to find the delay-minimizing number of transmissions. The result is
shown in Figure. 4.2. To obtain the plot, we fix both the throughput and channel coding
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Figure 4.2: Average delay that will be introduced in the system after each transmission
round when η “ R “ 1 ncpu.
rate to be 1 ncpu. Furthermore, for easier illustration, we assume to have deployed a
power allocation scheme according to which the outage probability decreases by 30%
with each transmission.
The results we obtain from the above plot allow us to quantify the delay that we will
have in our system, based on the number of transmissions. Furthermore, it is obvious
that there is no optimal delay-minimizing number of transmissions. What we notice is
that the lower the number of transmissions, the lower the delay will be. This result fully
matches the intuition about the problem. However, if the number of transmissions is
lowered, the outage probability increases. Therefore, it is clear that there is a trade-off
which will need further investigation.
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5. NUMERICAL ANALYSIS
In this chapter we provide further results for the performance of the algorithms that
we have developed during the thesis. First, we evaluate the power efficiency of the
algorithms. We show how the power terms that will be transmitted in each round be-
have as a function of the outage probability. Further, we show that the utilization of
the power allocation algorithms provides large gains when compared to the open loop
setup. Also, we show that as the maximum number of transmission increases, the aver-
age power that is spent decreases. Next, we evaluate the impact of the power allocation
algorithms in the throughput of the system. We show that the parallel schemes provide
higher throughput when compared to the repetitive schemes. Finally, we show how the
throughput is affected by the feedback delay.
5.1. Power efficiency
In Fig. 5.1 we illustrate the variation of transmit power ρm in each round versus the
outage target ǫ for the case when we have a maximum of two transmissions. The
channel coding rate is set to R “ 1 ncpu. The results are obtained by implementing
the equations derived in sections 3.1.3 and 3.2.1. The first observation we can make
is that the IR-HARQ protocol gives the best performance in terms of saving power.
Further, we notice that despite the protocol that is implemented, both power terms are
lower than the open loop transmission which is shown in Fig.2.3. Moreover, if the first
round is successful (i.e when the channel conditions are good), then the power gain
with respect to the open loop setup would be very large. We earn around 20 ´ 25 dB
(depending on the protocol) for ǫ “ 10´3, which corresponds to the start of the ultra
reliable region. Then, the more stringent the reliability requirements are, the more
power we save with respect to the open loop setup. We observe that in this region,
the first power term is lower than the second power term. This holds even for the
general case of M transmissions and the mathematical proof is shown in Appendix
7.1. Notice that this result fully matches the intuition. Since our goal is to achieve a
target outage probability by spending as little power as possible and there is no delay
limitation, we transmit first with low power. If the channel conditions are good then
the transmission will be successful, and a large amount of power is saved. If it fails,
then retransmissions are carried out until an Ack is received, or the maximum allowed
number of retransmissions is reached.
Next, in Figure 5.2 we evaluate the average power as in (18) for each proposed
scheme and for the scenario when the number of transmissions is increased. To attain
this figure, we set M “ 3 and R “ 1. From it, we notice that the amount of power that
is saved on average is significant, especially when compared to the open loop setup.
Further, by comparing the result of Figure 5.2 with the results in Figure 5.1, we notice
that as we increase the number of transmissions, we save more power on average.
In Figure 5.3 we evaluate the maximum power expenditure of our protocols in the
case of M P t2, 3u transmissions and fixed channel coding rate R “ 1 ncpu. To obtain
the plot, we assume to have a "worst case scenario", where all the transmissions are
exhausted. From it, we observe that the proposed algorithms again allow us to save
power when compared to the open loop setup. The largest power gains, are again
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Figure 5.1: Transmit power in each round to achieve a target outage probability for
rate R “ 1 ncpu.
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Figure 5.2: Average power required to achieve a target outage probability for rate
R “ 1 ncpu when the maximum number of transmissions is fixed to M “ 2 and
M “ 3.
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Figure 5.3: Maximum power that will be spent to achieve a target outage probability
for rate R “ 1 ncpu when the maximum number of transmissions is fixed to M “ 2
and M “ 3.
given from the IR-HARQ protocol. Notice that when M “ 3, we can save over 20
dB by implementing this protocol. Furthermore, we observe that as we increase the
number of transmissions, we will save power. This happens due to the fact that the
diversity and combining gains become higher. Also, notice that in the case of Type-I
ARQ protocol, the power gain when the number of transmissions increases is not as
large as the other two protocols. This happens due to the fact that Type-I ARQ does
not benefit from combining gains.
After showing the gains of our algorithms with respect to the open loop setup, we
then compare them to a suboptimal power allocation scheme. We select the equal
power allocation (EPA) because it provides a good benchmark and the comparison is
shown in Figure 5.4. The channel coding rate is set to R “ 1 ncpu and the plot is
attained by setting M “ 2 and M “ 3. We notice that our proposed power allocation
schemes allow us to save power in all possible scenarios. The gains with respect to
EPA are around 10dB.
Finally, in Figure 5.5 we illustrate the behavior of the power terms as a function of
the number of channel uses when M “ 2 for each of the three protocols. Here we set
the number of information nats K to 100 and 200. First, we notice that both power
terms decrease as we increase the number of channel uses. Secondly we observe that
when we increase the coding rate, we have to transmit with higher power in each round.
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(a) Type-I ARQ
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(b) CC-HARQ
10-8 10-7 10-6 10-5 10-4 10-3
 !"#$% &'()#)*+*",  
0
5
10
15
20
25
30
35
40
-
.
%'
#
$
%
/
(0
%'
!
 
!
"
1234-25 6&-7 89:
1234-25 &-7 89:
1234-25 6&-7 89;
1234-25 &-7 89;
(c) IR-HARQ
Figure 5.4: Comparison between our proposed power allocation algorithms and the
conventional equal power allocation approach for Type-I ARQ given in 5.4a, CC-
HARQ given in 5.4b and IR-HARQ protocol given in 5.4c. The channel coding rate is
R “ 1 ncpu, while the maximum number of transmissions is M “ 2 and M “ 3.
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(a) Type-I ARQ
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(b) CC-HARQ
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(c) IR-HARQ
Figure 5.5: Power terms different retransmission protocols as a function of the number
of channel uses for different number of information nats. They are shown in Figure
5.5a, 5.5b and 5.5cfor Type-I ARQ, CC-HARQ and IR-HARQ protocols.
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Figure 5.6: Throughput as a function of outage for the three protocols when R “ 1
ncpu and M “ 2 transmissions.
5.2. Throughput and delay
The corresponding outage terms for the power allocation scheme are computed by
substituting the power terms in (17), (41) and (68) for ARQ, CC-HARQ and IR-HARQ
protocols. To calculate the throughput we substitute these outage terms and M in
(96). The behavior of the throughput as a function of the target outage probability for
different number of transmissions is illustrated in Fig. 5.6. Here, we set M “ 2 and
assume no feedback delay, thus D “ 0. Further, we map 200 information nats into 200
channel uses. The first observation we make is that the IR-HARQ protocol gives much
better performance than the other two protocols. Furthermore, notice that there is a loss
in the throughput when repetitive retransmission schemes are utilized. These results
are coherent with Figure 4.1, where we analyzed the spectral efficiency. However, we
observe that the proposed power allocation scheme helps in mitigating this loss for
very low outage values and number of transmissions in the case of repetitive schemes
(when M “ 2 the throughput is almost same as the open loop setup).
Another interesting result from Figure 5.6 is the fact that when M “ 2 and our power
allocation algorithm is implemented, Type-I ARQ protocol exhibits slightly higher
throughput than CC-HARQ protocol. This result comes from the well known trade-off
between the transmission power and overall system throughput. Since our goal is to
save power, we will have to sacrifice throughput. However, the proposed algorithms
help in minimizing this loss. Fuerthermore, this result is coherent with what we obtain
mathematically. From equations (17) and (41) we notice that the outage probability is
inverse proportional to the transmitted power. Moreover, from (96) we notice that the
throughput is inverse proportional with the outage probability up to a certain round.
Therefore, the lower the power allocated to a certain round, the higher its outage will
be. This will then be reflected in lower throughput.
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Figure 5.7: Throughput as a function of delay in the ultra reliable region. Here, we fix
ǫ “ 10´3, R “ 1 ncpu and M “ 2 transmissions.
The behavior of the throughput as a function of delay is investigated in Fig. 5.7. The
results are shown for coding rate R “ 1 ncpu and target outage probability ǫ “ 10´3.
From Fig. 5.7 we observe that the retransmission and feedback delays have a great
impact in the throughput for a fixed ǫ despite the protocol that is implemented. How-
ever, in ultra reliable systems this loss can be tolerated, especially when considering
the larger gains attained through the proposed power allocation scheme, as observed in
Section 5.1.
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6. CONCLUSIONS AND FUTURE WORK
In this thesis, we focused on systems which have very stringent requirements on la-
tency and reliability. In Chapter 2 we introduced the system model and defined the
communication at finite block-length. Furthermore, we analyzed the fastest scheme
that can be used to convey the information, the one shot transmission. We showed that
operation in the URR would not be feasible under this setup, since very large powers
are required with each transmission. For this reason, in Chapter 3 we suggested the
utilization of repetitive and parallel retransmission schemes, which can benefit from di-
versity. Specifically, we analyzed three popular protocols that embrace these schemes,
such as type-I ARQ, CC-HARQ and IR-HARQ. In the case of IR-HARQ, we pro-
poseed a closed form approximation for the outage probability, which was later uti-
lized in our derivations. For all three protocols, we proposed globally optimal power
allocation algorithms with low complexity, that guarantee operation anywhere in the
ultra reliable region while spending minimal power. We showed that despite the pro-
tocol which is implemented, the optimal power allocation strategy to operate in the
URR suggests transmission with incremental power in each round. Knowing that the
implementation of such schemes can affect the throughput and delay of the system, in
Chapter 4 we have introduced the necessary analytical framework needed for further
analysis. Therein, we analyze the spectral efficiency of the protocols and obtain closed-
form expressions for their throughput and average delay. Furthermore, we quantify the
average delay associated with a certain number of transmissions. Lastly, in Chapter
5 we provide some numerical results. Therein, we have shown that implementing
retransmission protocols can provide large average and maximum power gains with
respect to the one shot transmission and the conventional equal power allocation strat-
egy. Furthermore, we have shown that our proposed power allocation algorithms can
maximize the overall system throughput as well, with or without the presence of feed-
back delay. This becomes of vast importance in the case of repetitive schemes, since
they generally suffer from large throughput losses.
As future work, we intend to further investigate the trade-offs discussed in Chap-
ter 3 and Chapter 4. Moreover, it would be of high interest to analyze the perfor-
mance of these protocols in scenarios of cooperative communications with the pur-
pose of increase reliability and as well range extension. We also aim to investigate
non-orthogonal transmission schemes associated with retransmission protocols, so to
exploit the trade-off between spectral efficiency and reliability.
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7. APPENDICES
7.1. Proof that ρm ă ρm`1
From (36) we can write ρm and ρm`1 as:
b
2apmqφbpmqpMλqcpmq2φ ă
b
2apm`1qφbpm`1qpMλqcpm`1q2φ. (104)
Next, we make some basic mathematical manipulations
2apmqφbpmqpMλqcpmq ă 2apm`1qφbpm`1qpMλqcpm`1q, (105)
2apmqφbpmqM cpmq
2apm`1qφbpm`1qM cpm`1q
ă λ
cpm`1q
λcpmq
, (106)
2apmq´apm`1qφbpmq´bpm`1qM cpmq´cpm`1q ă λcpm`1q´cpmq. (107)
In (107) the exponent of λ is a positive number. To prove that, we can show that
cpm ` 1q ´ cpmq ą 0, which leads to
2´M`m`1 ´ 2´M`m ą 0. (108)
2´M`m`1 ą 2´M`m, (109)
log2 2
´M`m`1 ą log2 2´M`m, (110)
´M ` m ` 1 ą ´M ` m (111)
1 ą 0 (112)
In (109) we make few manipulations and then take logarithm of both sides. After that
we apply the property of the exponent of the logarithm (log pq “ q log p), where p
and q are both positive numbers, and p ‰ 1. Afterwards, can clearly observe that
the inequality holds. Next, we substitute the value of λ from (40). We observe that
as ǫ Ñ 0, the right side of the inequality in (107) will tend to infinity. Since all the
transformations we have done are equivalent, we can argue that ρm ă ρm`1.
7.2. Proof that the optimization problem is convex
In this appendix we show the convexity of the optimization problem for Type-I ARQ
protocol. Similarily, one can prove the convexity of the problem also for the case the
other retransmission protocols.
To prove the convexity of the problem, we will utilize the second order condition,
i.e we prove that the Hessian matrix of the objective function is positive definite [48].
Mathematically this is expressed as
xHHx ě 0 (113)
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where H P RM ¨M denotes the Hessian matrix and x P RM . The Hessian matrix can
be computed as
H “
»
—
—
—
—
—
—
–
B2`rhoavg
Bρ2
1
B2ρavg
Bρ1Bρ2
. . .
B2ρavg
Bρ1BρM
B2ρavg
Bρ1Bρ2
B2ρavg
Bρ2
2
. . .
B2ρavg
Bρ2BρM
...
...
. . .
...
B2ρavg
Bρ1BρM
B2 ρavg
Bρ2BρM
. . .
B2ρavg
Bρ2M
fi
ffi
ffi
ffi
ffi
ffi
ffi
fl
(114)
As next step, we compute all the partial derivatives. Then, we substitute H in (113)
and we can show that the Hessian is positive-semidefinite.
Solving (113) for the general case of M transmissions would result in very complex
expressions. Furthermore as discussed above, we can not have very large number of
transmissions when an ultra reliable setup is needed (since this would increase the end-
to-end delay). Therefore, we focus on the scenario when we have a maximum number
of two transmissions, M “ 2. For this case, the average transmit power is defined in
(56). First, we compute the first order partial derivatives.
Bρavg
Bρ1
“ 1 ´ ρ2φ
ρ21
, (115)
Bρavg
Bρ2
“ ´ φ
ρ1
, (116)
Then, we compute the second order derivatives.
B2ρavg
Bρ21
“ 2ρ2
ρ31
φpRq, (117)
B2ρavg
Bρ22
“ 0, (118)
B2ρavg
Bρ1Bρ2
“ ´ 1
ρ21
φpRq. (119)
The next step would be to write the Hessian matrix as
H “
»
–
B2ρavg
Bρ2
1
B2ρavg
Bρ1Bρ2
B2ρavg
Bρ1Bρ2
B2ρavg
Bρ2
1
fi
fl ,
“ φpRq
«
2ρ2
ρ3
1
´ 1
ρ2
1
´ 1
ρ2
1
0
ff
. (120)
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Further, we analyze the product xHHx
xHHx “ φpRq
“
x1 x2
‰
«
2ρ2
ρ3
1
´ 1
ρ2
1
´ 1
ρ2
1
0
ff «
x1
x2
ff
, (121)
“ φpRq
”
x1
´
2ρ2
ρ3
1
´ 1
ρ2
1
¯
´ x2
ρ2
1
ı
«
x1
x2
ff
, (122)
“ φpRqpρ2x
2
1
ρ31
´ x1x2
ρ21
q, (123)
“ φpRqrp
?
ρ2x1
a
ρ31
´ x2
2
?
ρ1ρ2
q2 ´ x
2
2
4ρ1ρ2
s. (124)
From Section 3-A we know that the power terms ρm ą 0. Furthermore, we know
from the constraint set that φ
2
ρ1ρ2
“ ǫ. Since in URC the goal is to have ǫ Ñ 0, we can
deduct that the negative term in (124) is very small. Thus, (124) reduces to
xHHx “ φpRq
˜?
ρ2x1
a
ρ31
¸2
. (125)
It is obvious that (125) is non-negative, despite the value of x1. Thus we can conclude
that the optimization problem is convex. Similarly, one can prove that the optimization
problem for the case of more transmissions as well.
7.3. IR-HARQ outage probability deriation
In [50] the author shows that
lim
sÑ8
sm`1Pr rum ` vm ă Rs “
ż R
0
gpR ´ xqf 1pxqdx. (126)
where gpRq and fpRq are monotone and increasing and integrable functions, f 1pRq is
integrable and um and vm are independent random variables that satisfy the following
conditions
lim
sÑ8
sPr rum ă Rs “ fpRq,
lim
sÑ8
smPr rvm ă Rs “ gpRq.
In (67) we set um “ logp1`ρmq. It is straightforward to show that, when the channel
gains are Rayleigh distributed
Pr rum ă Rs “ 1 ´ e
”
eR´1
ρm
ı
, (127)
and
lim
sÑ8
sPr rum ă Rs “ eR ´ 1. (128)
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Letting g0pRq “ 1 and g1ptq “ fptqeR ´ 1, and recursively applying the theorem we
obtain
lim
sÑ8
s2Pr
«
2
ÿ
m“1
um ă R
ff
“
ż R
0
g1pR ´ xqf 1pxqdx (129)
“ RpeR ´ 1q ` 1. (130)
The expression computed in (130) corresponds to g2pRq. By continuing this, we obtain
the recursive integral
lim
sÑ8
sMPr
«
M
ÿ
m“1
um ă R
ff
“
ż R
0
gM´1pR ´ xqf 1pxqdx (131)
“ gMpRq. (132)
The recursive integral in (132) provides each of the terms g1pRq, g2pRq, . . . gMpRq,
which are writen as
g1pRq “ eR ´ 1, (133)
g2pRq “ 1 ´ eR ` ReR, (134)
g3pRq “ ´1 ` eR ´ ReR `
R2eR
2
. (135)
We can observa that the integral converges. After futher manipulations, we find its
general term as shown in (136).
gmpRq “ p´1qm
˜
1 `
m
ÿ
i“0
p´1qi
pi ´ 1q!e
RRi´1
¸
, m “ 1, . . . ,M. (136)
Finally, by using these results, we can approximate the outage probability as shown in
(68).
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