In adaptive control problems one may drop the requirement of identifying the true system in order to simplify the problem of control. It will be shown that in the adaptive LQ control problem this does not at all lead to an easier problem.
Introduction
A very popular approach to the problem of controlling an unknown plant adaptively is the use of the so called certainty equivalence principle. Based on the observations upto time t one makes an estimation of the characteristics of the plant, and then, as far as the control to be applied is concerned, one acts as if this estimation represents the real system. Of course certainty equivalence does not have to hold, but it is just imposed because of the simple structure of the resulting control scheme.
This method causes certain identifiability problems. First of all there is the problem of excitation: the signals going,into the system to be rich enough in order to reveal the relevant characteristics of the plant.
A second difficulty one is faced with is the fact that identification takes place in closed loop which makes it hard or even impossible to identify the real system. This short note deals with the second problem only. This will be done in the following situation. The real system is assumed to be deterministic, linear, time invariant and with known number of inputs and states. Moreover the state is assumed to be observed. The control objective will be the minimization of a quadratic cost functional. If the parameters of the system were known this objective could be achieved; in the adaptive situation we can only hope to identify the optimal control law asymptotically.
Identification of the optimal closed-loop system may seem easier to achieve than identification of the true open-loop system. For it can be expected that there are a lot of models that give rise to the same optimal control law, and hence identification of the true system is not required. It will be enough that the sequence of control~laws corresponding to the parameter estimates converges to the true optimal one.
We will show however that among those parameters which correspond to the true optimal control .law, the true one is the only one that can be identified in closed loop. In [2] this result was already obtained for the case that the state space is one dimensional. Since 'our considerations hold for every estimation scheme, we do not refer to any such scheme at all.
In Section 2 we will give an exact description of the model class and the control objective. Two subsets of the model class will be introduced to formalize #the rest&stated above. Section 3 is devoted to the proof of the claim. Both the discrete and the continuous time:case will be covered. H can be seen as the set of desirable limit points of the estimation scheme. Since identification takes place in closed loop, the set of possible points is given by
The reader is referred to [3] for a more elaborate discussion of the interpretation of G and H. Also it is proved there that G and H are P-manifolds of dimensions m x n and n x n respectively.
The intersection of G and H
The interpretation of the intersection of G and H is that it consists of those parameters that correspond to the optimal control law and which are also identifiable in closed loop. Unfortunately it will turn out that generically G n H contains only the true system. This result is easy to derive in the continuous-time case, whereas for the discrete-time case we will need some lemmata.
The following lemma holds for both the discrete and the continuous time case.
Lemma 3.1. Let (A, B) E Gd (or G,), denote the solution of (2.9) (or (2.8)) by K and let K,, be he solution of (2.9) (or (2.8)) with (A, B) replaced by (A,, B,). Then K > K,.
Proof. Let xc, E R"; the optimal costs .for the system (A, B), starting in x0, are x;fKx,, the optimal costs for (A,, B,) are x;fK,x,. The real costs incurred when the feedback F,(A, B) is applied to the system (A,, B,,) are equal to the optimal costs of the system (A, B), since (A, B) E Gd and hence both the state and input trajectory of A +BF(A, B) and A,+B,F(A, B) are equal. However, for (A,, B,), &(A, B) can do no better than &(A,, Be). Hence xi&, > x;f&,xe, since x,, was arbitrary it follows that K 2 K,,. If we impose an additional condition on A,, then the same result can be obtained for the discrete-time case. However the proof is somewhat more involved, and therefore we will divide it into several parts. (by (2.7) and (2.9)).
