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Sign languages are an important communication method for hearing impaired people. To 
communicate to hearing impaired people, normal people also have to learn the gesture of 
meanings. In order to achieve smooth communication between hearing impaired people, 
automatic sign recognition system is required. In this paper, we apply simple 2D camera with 
convolutional neural network (CNN) classification method is applied. The combination of 
simple 2D camera with CNN enable real-time recognition is achieved by using GPU based 
microcontroller board. Through preliminary experiments, we can classify three different types 
of gestures with accuracy of 70 %. 























する研究などがある[3]. また, 近年は Deep Learning を
使い, 手話の指文字をカメラの画像から認識する研究も










う. その際, 認識の精度を担保するため, 前述した Deep 
Learning を使用し, その中でも画像の判別に優れた






Fig.1 Proposed System 
 まず, 学習させたい手話の動画を撮影し, その動画か
ら, 人間の目で見たときに特徴的だと感じられる動作を
している瞬間の画像を 3 枚抜き出す. 学習には膨大の画
像が必要なため, 同じ手話の動画を何度も撮影し, その
度 3 枚の画像を抜き出す. 抜き出した 3 枚の画像はそれ
ぞれラベルづけをし, 同じ瞬間の画像は同じラベルに分
類する. 画像が大量に集まったならば, その画像を
Convolutional Neural Network に入れ学習させる. これに
より, 認識したい手話の特徴的な瞬間を学習することが
できる. つまり本研究は, 撮影した手話に対して, 学習
画像との部分的な一致を見つけることで手話を認識す
る. 





３． Convolutional Neural Network 
 Convolutional Neural Network は画像に対して Fig.2 に示




Fig.2 Convolution and max pooling 
 
















い｣, ｢よろしくお願いします｣の 3 単語とした. この 3 単
語を選んだ理由は 2つある. 1つは日常的に誰もが使う言








 本研究では Google が公開する機械学習用ライブラリ
の Tensorflow を使用して学習を行った. 
｢ありがとう｣, ｢ごめんなさい｣, ｢よろしくお願いしま
す｣の 3単語を学習させたときの学習精度を Fig.4に示す. 
なお, 学習させた画像は約 2000 枚である.  
 
 
Fig.4 Learning Result 
 
 Fig.4 では 1 万 Step までの学習精度を表示しているが, 
実験を繰り返す過程で, 誤判別をしてしまった画像につ
いては適切な正解を与えて追加学習を行ったため, 合計
すると 20 万 Step 程度の学習回数を行っている. 
 
６． 検証 
 学習させた 3 単語について正しく学習できているか検
証する. そのために Fig.5, Table1 に示す Web camera を使
い, 手話を撮影した. なお, 学習のための画像も Fig.5 の
Web camera を使用して用意している. 
 
 
Fig.5 B910 HD WEBCAM 
 
Table1 Specification of B910 HD WEBCAM 
Size 34mm(H) × 94mm(W) × 80mm(D)
Weight 80g
Viewing Angle   78°
Max Frame Rate 720×1280pixel : 30fps  
 
本研究では学習する手話の画像それぞれにラベルを付
与している. ｢ありがとう｣の画像については 0, 1, 2 のラ
ベルを, ｢ごめんなさい｣の画像については 3, 4, 5 を, ｢よ
ろしくお願いします｣は6, 7, 8という具合である. 例えば
｢ありがとう｣であれば, 時間変化とともに 0, 1, 2 と手話
が変化する.  
手話を撮影して得られた判別結果を Fig.6 に示す.  
 
 
Fig.6 Verification Result 
 











し, Viterbi アルゴリズムによって手話を認識する.  
 Baum-welch アルゴリズムを本研究に適用するために, 
検証の項目で記した, 判別結果の時間的遷移を利用する. 
例えば Fig.6 における｢ありがとう｣であれば, 判別結果
は 0, 0, 0, 1, 1, 1, 2, 2, 2, 2 と遷移している. この判別結果
から, 必要なパラメータである, 初期状態確率 π, 状態遷
移確率 A, シンボル出力確率 B を計算し, HMM モデル
λ(={A, B, π})を作成する. ここで, 状態の集合を S={st}, 
シンボル列を O=O1, O2, …, OT, λ が O を出力する確率を
Pr(λ|O), 状態遷移が i から j に遷移するとしたとき各パラ
メータは以下の式で記述される[6]. 
 
π = {πi|πi=Pr(s1=i)}             (1) 
 
A = {aij|aij=Pr(st+1=j|st=i)}          (2) 
 
B = {bj(Ot)|bj(Ot)=Pr(Ot=j|st=j)}        (3) 
  
 認識対象の各単語毎のHMMを λi(={Ai, Bi, πi})とすると, 
手話の推定は以下の式で表される手話単語 Rk を認識結
果として採用する.   
 




う. 方法は, Fig.5 の web camera で手話を行っている様子
を動画で撮影し, 出力列に対する尤度が最も高い単語を
認識結果とする.  
 実験は, 3単語の手話をランダムに, 合計 30回行い, 正
しく認識できた回数から認識精度を求めた. なお, 手話
者は 3 人で実験を行った. その結果を Fig.7 に示す.  
 
 
Fig.7 Recognition Accuracy 
 
 Fig.7 において PersonA の手話は精度 100%で認識でき
ている. 一方で, PersonB は 60%, PersonC は 50%と, 認識









Fig.8 Recognition Accuracy by word 
 
９． 結論 
 本研究では Convolutional Neural Network を用いて手話
判別を行った. 判別する手話は｢ありがとう｣, ｢ごめんな
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