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We study the dynamic of polaritons in the Keldysh functional formalism. Dissipation is considered
through the coupling of the exciton and photon fields to two independent photonic and excitonic
baths. As such, this theory allows to describe more intricate decay mechanisms that depend dy-
namically on the state of the system, such as a direct upper-polariton lifetime, that is motivated
from experiments. We show that the dynamical equations in the Keldysh framework otherwise
follow the same Josephson–like equations of motions than the standard master equation approach,
that is however limited to simple decay channels. We also discuss the stability of the dynamic and
reconsider the criterion of strong coupling in the presence of upper polariton decay.
PACS numbers: 71.36.+c, 67.85.Fg
I. INTRODUCTION
Many-body phenomena in the strong coupling regime
of light–matter interactions, in particular Bose-Einstein
condensation, have attracted considerable attention in
recent years1,2. The photon, one of the intrinsic com-
ponents of the polariton, has an inevitable interaction
with the environment, which leads to its decay and of-
ten affects the dynamic in a non-negligible way. A well–
studied example of non–equilibrium quantum transition
takes place in microcavity3. A semiconductor microcav-
ity with embedded low dimensional structures provides a
unique laboratory to study a variety of quantum phases.
This advantage finds its existence due to a composite bo-
son: the exciton-polariton4,5, a quantum superposition
of light and matter with not-only fermionic but also a
photonic component. The polaritonic side of the light–
matter coupling has stimulated research in both funda-
mental and applied fields. With regard to the applicabil-
ity, polaritons promise devices with remarkable upgrades
as compared to their semiconductor counterparts, from
which polariton lasers3,6–8 and polariton transistors9–12
are the most obvious examples. Concerning fundamental
aspects, polaritons cover immense areas in physics, in-
cluding Bose-Einstein Condensation (BEC)13–16, super-
fluidity17,18, spin Hall effect19, superconductivity20 and
Josephson–effects effects21–24.
The simplest description for the kinetic of a polari-
ton gas is provided by semiclasical Boltzmann equa-
tions25. This approach has been used widely by many
authors26–31. Due to the fast photon leakage from the
microcavity, polaritons have a short lifetime, which keeps
the polaritonic system in nonequilibrium regime. There-
fore the system should be pumped to compensate the
losses of polaritons. The rate equation for condensation
kinetics of polaritons is:
∂tnk =pk − nk
τk
+
∂nk
∂t
|lp−lp + ∂nk
∂t
|lp−ph , (1)
where pk is the pumping term, and (τk)
−1 describes the
particle decay rate. The two next terms in Eq. (1) ac-
count for polariton–polariton and polariton–phonon scat-
tering rates, respectively. We refer to Appendix A for
detailed calculations of scattering rates. To illustrate
the formation of the condensate in polaritonic system,
we present a typical result of numerical simulation of
the Boltzmann equation in Fig 1(b). Initially, polari-
tons are introduced incoherently in exciton–like region of
the lower polariton dispersion (Fig. 1(a)), and then relax
quickly, except near the exciton–photon resonance. In
this region, the polariton density of states is reduced and
the photonic contribution to the polariton is increased,
which results in polariton accumulations in the bottle-
neck region32. This effect is shown as the peak in the
curve in Fig. 1(b). To make the population degenerate,
that is to overcome the bottleneck effect, one needs to
take into account the action of both polariton–polariton
and polariton–phonon processes, as the only polariton–
phonon scattering mechanism arises pilled up popula-
tion in non–zero state. With both scattering processes,
then Bose stimulation effectively amasses polaritons in
the ground state.
While it is a simple, though extremely time consum-
ing, simulation, Boltzmann equations exclude the quan-
tum aspect of the dynamic, to wit, it does not con-
sider the effect of coherence. One then needs to up-
grade the formalism to include both quantum and non–
equilibrium aspects of the dynamic. A powerful and
widely used method that allows such an exact treat-
ment is provided by the Keldysh functional integral ap-
proach33,34. This method has been applied to study
the driven open system including polaritons in micro-
cavities35–39, glassy and supperradiant phase of ultracold
atoms in optical cavity40,41, photon condensations in dye
filled optical cavity42, etc. It also allows to explore the
Bose–Hubbard model with time-dependent hopping43,
and non–equilibrium Bosonic Josephson oscillations44,
among others.
In this paper, a quantum field theory for polariton in-
ternal degrees of freedoms in dissipative regime using
Keldysh functional method is developed. The need for
such an approach in describing the polariton relaxation
is motivated mainly by the polariton specificity of provid-
ing two types of lifetimes45: one for the bare states (exci-
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ton and photon), the other for the dressed states (upper
polariton)46. In the latter case, excitons and photons are
removed in a correlated way from the system. This effect
has attracted attention recently in particular as it can
lead to interesting applications proper to polaritons47.
While this polariton lifetime can be described in a linear
regime from standard master equation approaches, more
general scenarios involving, e.g., interactions, get out of
reach of this description as the nature of the dressed state
changes dynamically with the state of the system. A de-
scription of the dissipation therefore needs being made
at a more fundamental level than through the standard
Lindblad phenomenological form.
While photon and exciton are considered as indepen-
dent quantum field interacting through the Rabi energy,
to model the decay, we assume two independent exci-
tonic and photonic baths, which are present in most
light–matter coupled systems. In this text, we restrict
our analysis to the linear (Rabi) regime (no interac-
tion). The interaction certainly has important effects,
such as self–trapping48, and the optical parametric os-
cillator regime38. However, it can be found that even
in the non-interacting regime of the dynamic, some as-
pects of nonlinearity emerge from the exciton-photon
coupling24,49,50. Therefore, we first attack the problem of
polariton dynamics in the Keldysh formalism in the sim-
pler case of non-interacting particles, as a basis for more
elaborate and involved studies. At such, we derive the
mean–field equations of motions in the photon-exciton
basis50–52. In particular, we show that the polaritonic
internal dynamic satisfies the Josephson criterion of co-
herent flow.
This paper is organised as follows. In Sec. II we present
the polaritonic Hamiltonian and how to turn it into a
dissipative system. This includes the Hamiltonian for
coupling both bare and dressed fields baths. The Keldysh
technique is introduced in Sec. III, where the mean-field
solutions and fluctuation actions are also presented. In
Sec. IV, we represent the internal dynamic on the Paria
sphere24 (dynamically renormalized Bloch sphere), and
discuss on the stability of the solution. Conclusions are
presented in Sec. V.
II. POLARITON HAMILTONIAN
The strong coupling between photon and exciton fields
in a semiconductor microcavity results in a quasiparticle
with very peculiar properties: the polariton. Denoting
the photon and exciton field operators by ak and bk re-
spectively, then the Hamiltonian describing the internal
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FIG. 1. (a) Dispersion of polariton when the detuning at k =
0 is zero (a(0) = b(0)). Strong coupling between photon (in
dash-dark green) and exciton (in dashed red) results the lower
polariton (denoted by Lp and in blue) and the upper polari-
ton (denoted by Up and in light green). The energy splitting
at k = 0 is 2g. In the regime of weak pumping, polaritons are
accumulated at the bottleneck region (B.N.). By increasing
the pumping strength, the B.N. is relaxed and the condensate
forms. The relaxation of polaritons due to interactions with
other polariton or phonons is fast in exciton–like region, but
is slow in photon–like region. (b) Distribution function of po-
lariton. The initial non–degenerate distribution (red dashed
line) evolves to a degenerate distribution (blue dashed–dot
line), with both polariton–polariton and polariton–phonon in-
teractions. Considering the phonon–polariton processes only,
the distribution remains non–degenerate (gray dashed–dot
line). Using parameters for simulation are taken form Ref.29.
coupling between the two fields is given by:
Hc =H0 +HRabi , (2a)
H0 =
∑
k
(a(k)a
†
kak + b(k)b
†
kbk) , (2b)
HRabi =
∑
k
g(a†kbk + b
†
kak) , (2c)
where a and b are the cavity photon and quantum well
exciton dispersion given respectively by:
a(k) =
~c√
ε
√
k2⊥ + k2 , (3a)
b(k) =
ex(0) +
~2k2
2mex
, (3b)
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with ex(0) = 2mexe
4/ε2~2 as the 2D exciton binding
energy. In Eq. (2c), g shows the strength of coupling
between photon and exciton fields and in the regime of
strong coupling, it is referred to as the Rabi energy.
Diagonalising the Hamiltonian in Eq. (2a) leads to
the new bosonic dressed modes: the lower (Lk) and up-
per (Uk) polariton. Then the Hc takes the diagonal form:
Hc =
∑
k
lL
†
kLk + uU
†
kUk , (4)
with u
l
= 12 (a + b ±
√
(a − b)2 + (2g)2. Note that
for zero detuning (a(0) = b(0)), the splitting the two
polariton branches is 2g. The dispersion in zero detuning
is shown in Fig. (1).
Such a transformation from bare states (photon and
exciton) to dressed states (upper and lower polariton) is
done through the operator relation:
Lk =A(k)ak +B(k)bk , (5a)
Uk =B(k)ak −A(k)bk , (5b)
where A(k) and B(k) are the so called Hopfield coeffi-
cients4, given by53,54:
B(k) =
1√
1 + ( glp−c )
2
, (6a)
A(k) = − 1√
1 + (
lp−c
g )
2
, (6b)
Due to photon leakage from the microcavity, the polari-
ton has a short lifetime. To consider the dynamic in
dissipative regime, one should begin from a microscopic
view of the mechanism underling dissipation, namely to
model the environmental interaction by coupling the sys-
tem to a bath. Here the Hamiltonian for the undamped
system is given in Eq. (2b), while the baths are modeled
as a collection of harmonic oscillators:
Hbath =
∑
p
ωphp r
†
prp +
∑
p
ωexp c
†
pcp , (7)
with ω
ph(ex)
p as the dispersion of the photonic (excitonic)
bath, and corresponding creation and annihilation oper-
ators r†p(c
†
p) and rp(cp), respectively. It is assumed that
each bath is in thermal equilibrium and unaffected by
the behavior of the system. The bath–system interaction
can be described through:
HDec =
∑
k,p
[(Fpk a
† +Rpkb
†)r + (Spka
† +Gpkb
†)c] + H.c. ,
(8)
where H.c. stands for Hermitian conjugate. Parameters
in Eq. (8) are related to the coupling between polaritonic
system and baths which are defined as:
Fpk ≡ Γpk,ph +BΓpk,u , Rpk ≡ −AΓpk,u ,
Gpk ≡ Γpk,ex −AΓpk,u , Spk ≡ BΓpk,u ,
where Γpk,ph(ex) shows the coupling strength of the pho-
tonic (excitonic) component of the polarion to the pho-
tonic (excitonic) bath. The polariton can also decay
through its upper branch, which is modeled via direct
coupling to the both baths with coupling strength of Γk,u.
Deriving all the needed Hamiltonian we find for our final
Hamiltonian:
H =Hc +HDec +Hbath . (9)
III. FUNCTIONAL REPRESENTATION OF
POLARITONS
In this section, we present the functional approach
to the internal dynamic of polaritons. Any equilibrium
many–body theory involves adiabatic switching on of in-
teraction at a distant past (t = −∞), and off at a distant
future (t =∞). The state of the system at these two ref-
erence times is the ground state of the non–interacting
system. Then any correlation function in the interaction
representation can be averaged with respect to a known
ground state of the non–interacting Hamiltonian.
The postulate of independence of the reference states
from the details of switching on and off the interac-
tion breaks in non–equilibrium condition, as the system
evolves to an unpredictable state. However, one needs
to know the final state. It was Schwinger55’s suggestion
that the final state to be exactly is the same as that of
the initial time. Then the theory can evolve along a two–
branch closed time contour with a forward and backward
direction.
The central quantity in the functional integral method
is the partition function of the system that can be written
as a Gaussian integral over the bosonic fields of φ, φ¯:
Z =N
∫
D[φ¯, φ] eiS[φ¯,φ] , (10)
where N is the normalization constant and S is the ac-
tion, which carries the dynamical information. In the
Keldysh formalism, the bosonic field φ is split into two
components φ+ and φ−, which reside on the forward and
backward part of the time contour. Then the field are
rotated to the Keldysh basis defined as:
φcl
q
=
1√
2
(φ+ ± ϕ−) , (11)
where the +(−) sign stands for cl(q). Here cl(q) stands
for classical (quantum) component of the field.
Corresponding to the terms in the Hamiltonian (9), the
actions take the following components in Keldysh space:
S0 =∆
t
k[Ψ
†
k(i∂t − a)σK1 Ψk + Φ†k(i∂t − b)σK1 Φk] , (12)
SRabi =−∆tkg [Φ†kσK1 Ψk + Ψ†kσK1 Φk] , (13)
3
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SrDec =−∆tk,p [(Fpk Ψ†k +RpkΦ†k)σK1 XR,p + h.c.] , (14)
ScDec =−∆tk,p [(SpkΨ†k +GpkΦ†k)σK1 XC,p + h.c.] , (15)
Sbath =∆
t
p
∑
j=R,C
X†j,p(i∂t − ωjp)σK1 Xj,p
=∆tp
∑
j=R,C
X†j,pC
−1
j Xj,p , (16)
where we use ∆tk as an abbreviation for
∑
k
∫∞
−∞ dt, and
superscript r and c refer to excitonic and photonic baths,
respectively. Other notations are summarised in Table I.
The bath action in Eq. (16) is in the standard form
in Keldysh space: it contains a quadratic form of the
fields with a matrix which is the inverse of a correla-
tor Cj with j = {r, c}. One can show that:
Cj ≡
(
CKi C
R
j
CAj 0
)
t,t′
=
(
−ifje−iωjp(t−t′) −iΘ(t− t′)e−iωjp(t−t′)
iΘ(t− t′)e−iωjp(t−t′) 0
)
,
(17)
where Θ(t) is the Heaviside step function and fj is the
distribution function of the bath.
As the bath coordinates appear in a quadratic form,
they can be integrated out to reduce the degree of free-
dom to photon and exciton fields only. We follow the
procedure described in Refs.33,36. Employing the prop-
erties of Gaussian integration, the decay bath eliminating
leads to two effective actions:
SrDec =∆
t,t′
k,p (F
p
k Ψ
†
k +R
p
kΦ
†
k)t C−1r (t− t′) (Fpk Ψk +RpkΦk)t′ ,
(18a)
ScDec =∆
t,t′
k,p (S
p
kΨ
†
k +G
p
kΦ
†
k)t C−1c (t− t′) (SpkΨk +GpkΦk)t′ ,
(18b)
where C−1j (t − t′) = −σK1 [Cj(t − t′)] σK1 and j =
{r, c}. Straightforward matrix multiplication shows that
the C−1 correlator has the causality structure, given by:
C−1j (t− t′) ≡
(
0 CAj
CRj CKj
)
t,t′
. (19)
TABLE I. Fields and matrices in Keldysh space
Fields in Keldysh space
Photonic Ecxitonic Photonic Bath Excitonic Bath
Ψk Φk Xc,k Xr,k(
ψcl
ψq
)
k
(
ϕcl
ϕq
)
k
(
xcl
xq
)
k
(
ycl
yq
)
k
Pauli matrices in Keldysh space
σ0K σ
1
K σ
2
K σ
3
K(
1 0
0 1
) (
0 1
1 0
) (
0 −i
i 0
) (
1 0
0 −1
)
To proceed further, we make some simplifying assump-
tions about the baths. Firstly, we assume that all modes
of the systems are coupled to their baths with the same
strength, i.e, Γj(p) ≡ Γpk,j . Besides, it is assumed that
the bath is in the Markovian limit, where the density of
state for the baths and the coupling between the system
and baths are constant. In the following, we restrict our
analysis to these assumptions. More details including
non–Markovian cases are presented in Appendix B.
Denoting the decay action as SDec =
∑
i=r,c S
i
bath +
SiDec, one gets the components of the SD as (see Ap-
pendix B):
S1Dec =
∑
k
∫
dt{γ1(k)Ψ†kσK2 Ψk (20)
+ 2i(γ1(k))
∫
dt′ψ¯q(t)(fc + fd)t−t′ψq(t′)} ,
S2Dec =
∑
k
∫
dt{γ2(k)Φ†kσK2 Φk (21)
+ 2i(γ2(k))
∫
dt′ϕ¯q(t)(fc + fd)t−t′ϕq(t′)} ,
S3Dec =
∑
k
∫
dt{γ3(k)Ψ†kσK2 Φk (22)
+ 2i(γ3(k))
∫
dt′ψ¯q(t)(fc + fd)t−t′ϕq(t′)} ,
S4Dec =
∑
k
∫
dt{γ3(k)Φ†kσK2 Ψk (23)
+ 2i(γ3(k))
∫
dt′ϕ¯q(t)(fc + fd)t−t′ψq(t′)} ,
where we define γ1 = B
2γ2u + (γa +Bγu)
2, γ2 = A
2γ2u +
(γb − Aγu)2, γ3 = γu(B(γb − Aγu) − A(γa + Bγu)),
and σK2 is given in Table I. One notes that with decay for
the upper polariton, the decay action has the weightings
of excitonic and photonic Hopfield coefficients; moreover,
even without bare field couplings γa and γb, the decay in
the upper branch is enough to remove the photon and ex-
citon fields both independently and in a correlated way.
A. Mean field solutions
Having integrated out the bath degree of freedom, the
action appears in its final form as: S = S0 + SR + SDec.
We can then obtain the equations of motions from the
saddle point condition on the action:
∂S
∂ψ¯i=q,cl
= 0 ,
∂S
∂ϕ¯i=q,cl
= 0 . (24)
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which yields:
∂S
∂ψ¯q
=(i∂t − a + iγ1)ψcl − (g − iγ3)ϕcl
+ 2iγ1
∫
dt′(fc + fd)(t− t′)ψq(t′)
+ 2iγ3
∫
dt′(fc + fd)(t− t′)ϕq(t′) , (25a)
∂S
∂ϕ¯q
=(i∂t − b + iγ2)ϕcl − (g − iγ3)ψcl
+ 2iγ2
∫
dt′(fc + fd)(t− t′)ϕq(t′)
+ 2iγ3
∫
dt′(fc + fd)(t− t′)ψq(t′) , (25b)
∂S
∂ψ¯cl
=(i∂t − a − iγ1)ψq − (g + iγ3)ϕq , (25c)
∂S
∂ϕ¯cl
=(i∂t − b − iγ2)ϕq − (g + iγ3)ψq . (25d)
One notices that Eqs.(25c-25d) are satisfied by ϕq =
ϕ¯q = 0 and ψq = ψ¯q = 0, irrespective of what the clas-
sical components, ϕ0 ≡ ϕcl and ϕ0 ≡ ϕcl, are. Then,
under these conditions, Eqs. (25a-25b) lead to:
∂tψ0 =(−ia − γ1)ψ0 + (−ig − γ3)ϕ0 , (26)
∂tϕ0 =(−ib − γ2)ϕ0 + (−ig − γ3)ψ0 . (27)
These equations provide an extreme limit for the action S
and describe the system of two coupled-equations of mo-
tions in the mean field analysis.
B. Fluctuations of the action
By separating the fluctuations from the mean field:
ψ = ψ0 + δψcl , ψq = δψq , (28)
ϕ = ϕ0 + δϕcl , ϕq = δϕq , (29)
for the actions defined in Eqs. (12)–(13) and (20)–(23),
then employing the Fourier transform, the fluctuating
action takes the form:
∆S =
∫
dω
∑
k
∆T †k
(
0 [F−1]A
[F−1]R [F−1]K
)
∆Tk , (30)
where the superscripts A, R, and K stand for the ad-
vanced, retarded and Keldysh components of the inverse
Green function, respectively. The fluctuation vector has
the form of:
∆T †k ≡ (CL,Q)T (31)
with
CL ≡

δψ¯cl(ω)
δψcl(−ω)
δϕ¯cl(ω)
δϕcl(−ω)

k
and Q ≡

δψ¯q(ω)
δψq(−ω)
δϕ¯q(ω)
δϕq(−ω)

k
.
(32)
Further, the off–diagonal matrix elements in Eq. (30)
have the following relations33:
[F−1]R(A) FR(A) = 1 , (33)
FA = (FR)† , (34)
while for the diagonal element one finds:
FK = FRF − FFA (35)
where F is referred to as the distribution function of
the system33. Having found the Green functions of the
dynamic, one can decide about the stability of the so-
lution by studying the retarded Green function, namely
by solving det([F−1]R(ωr)) = 0, where ωr is the pole of
the retarded Green function. If Im[ωr] < 0, then the
proposed solution is stable.
IV. DISCUSSION
To analyse the equations of motions, we start from
Eqs. (26) and (27), and restrict calculations to two
points in reciprocal space: the space center (k = 0),
that is a photon–like point, and an exciton–like point
at k ∼√2mex0ex. In the absence of exciton and photon
detuning at k = 0, the coupling fields are at resonance,
and the exciton and photon have the same weight of 1/2
in the polariton. However, bare states at k 6= 0 are pos-
itively detuned, which provides an intrinsic detuning in
the internal dynamic of polaritons.
Introducing ρk ≡ 12 (|ψ0|2 − |ϕ0|2) as the population
imbalance and Nk ≡ (|ψ0|2 + |ϕ0|2) as the total field
population in state k, one can show that the Eqs. (26)
and (27) are in the form of Josephson equations, that is:
∂t(ρ/N)k =−
√
1− 4(ρ/N)2k(g sin(σk)− γ3 cos(σk)(ρ/N)k)
− (γ1 + γ2)(1− 4(ρ/N)2k) , (36a)
∂tσk =− δk
+
1√
1− 4(ρ/N)2k
(4g cos(σk)(ρ/N)k + γ3 sin(σk)) ,
(36b)
where δk = a−b stands for detuning between the states,
and σk = arg[ψ
∗
0ϕ0] is the relative phase between bare
states. With such a representation of the dynamic, each
polaritonic state in k has an intrinsic internal Josephson–
like dynamic, when the relative phase drives the popula-
tion difference. Recently, the same equations of motions
5
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FIG. 2. (a) The internal dynamic of polariton in a photon–like point on the Paria sphere, when detuning between exciton and
photon fields is zero. The ρp direction shows the orientation of the upper–lower polariton states, while the ρ shows the direction of
exciton–photon states. The red point shows the initial point. (b) The same as (a) but for an exciton–like point. (c) and (d) shows
the population dynamic in photon and exciton like point respectively. Using parameters are: γa = 0.2g, γb = 0.02g, γu = 0.3g.
were reported by one of the authors, but for an effective
two-level system and in a different formalism24,56. One
notices that the phase difference between the two cou-
pled fields, with a definite phase in each field, is crucial
to drive the internal dynamic. This is the case when two
or more condensates are coupled, through for example
Josephson junctions. However, here we do not take any
assumption about the condensate phase, and this is left
to the initial condition to define a clear phase for each
field; then as long as the polaritonic system is initially
prepared by a source of specific phase, the internal dy-
namic follows the Josephson dynamic, and the coherence
oscillates between the fields.
An example of the dynamic is shown in Fig. (2). Here
we adopt the Paria sphere56 to observe the dynamic in
a three dimensional representation. Two directions are
indicated on the sphere: the ~ρ direction, that shows the
direction for exciton–photon states, and ~ρp, which shows
the orientation of lower–upper polariton states. Starting
from an initial point (the red point in Fig. (1)), the dy-
namic goes toward a fixed point (when the sphere is kept
normalized). In the zero detuning case, (Fig (2–a)), the
laboratory basis is orthogonal to the dressed state basis,
with ~ρ ⊥ ~ρp, and the relative phase remains in an oscilla-
tory mode. Going toward an exciton–like point in Fig (2–
b), the two directions are not orthogonal, that shows the
final state has a more exciton weight. At the same time,
one can see a switching from the running mode to the os-
cillatory mode in relative phase, which is mediated by de-
cay. We also show the dynamic of bare state populations
in photon–like (Fig. (2–c)) and exciton–like(Fig. (2–d))
points of the indirect space. We set the initial conditions
to have more population in the photon field. At zero de-
tuning, both fields are oscillating in the same trend, as
the decay affects the dynamic equivalently; however, by
increasing the detuning, decay affects the field (in this ex-
ample the photon field) that has the more population. In
other words, by increasing the detuning, bare states be-
come decoupled and each field loses its coupling to other
fields while the coupling to the bath is yet active.
The equations of motions in their Josephson repre-
sentation bring a new variant for the dynamics of po-
lariton. Careful inspection in Eqs. (36) shows that the
relative phase is driving the population in two ways:
one is the well–studied Josephson dynamic with the
term proportional to g sin(σk) in the equations form
Ref.48. The other comes from the term proportional
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FIG. 3. (a) damped oscillations in population imbalance me-
diated by decay in the upper polariton. Corresponding rela-
tive phase is shown in (b). Parameters used are: δ = 3g, γa =
γb = .2g, γu = .6g, ρ(0) = −0.3N, σ(0) = pi.
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to γ3 cos(σk)(ρ/N)k, which existence is related to the up-
per polariton decay, and is specific to this phenomenon.
Such a peculiar aspect of the dynamic holds even for the
case of disconnected fields which are correlatively coupled
to a bath. A particular example of the internal dynamic
mediated only by polariton decay is shown in Fig. (3).
As the relative phase is in the running mode, the pop-
ulation imbalance exhibit damped oscillations toward a
fixed point.
In any dynamical system, the stability of the solution
in the steady state is the most important property. In
normalized coordinates, the fixed points of the dynamic
have a finite values, even in the dissipative regime24. For
a given fixed point, the stability condition is determined
through the inverse retarded Green function in Eq. (30),
which reads:
[F−1]R(ω,k) = 1
2

ω − a + iγ1 0 −g + iγ3 0
0 −ω − a − iγ1 0 −g − iγ3
−g + iγ3 0 ω − b + iγ2 0
0 −g − iγ3 0 −ω − b − iγ2
 . (37)
One notices how coupling between photon and exciton
fields are reflected as the coupling between quantum and
classical parts of the fields in Keldysh space, which makes
the retarded matrix non–diagonal. More interestingly is
the appearance of the term γ3, which has the same weight
in the dynamic as the coupling-constant g. This is the
direct consequence of the decay in the upper polariton
branch, as it removes bare fields in a correlated fashion.
Solving [det(F−1]R(ωr) = 0, one finds the energies of
the dressed states in the dissipative regime as:
ω±r =
1
2
[a + b − i(γ1 + γ2)
±
√
(δk − 2ig − γ+)(δk + 2ig − γ−)] , (38)
where δk = a−b is the detuning, and γ± = ±2γ3+i(γ1−
γ2). The version with no dissipation has the familiar
form52:
ω±r =
1
2
(a + b ±
√
δk + 4g2) , (39)
that is the result from a pure Hamiltonian picture (see
the notes after Eq. 4). For zero detuning, one gets:
ω±r =
1
2
[a + b − i(γ1 + γ2)
±
√
(−2ig − γ+)(+2ig − γ−)] . (40)
For γ3 = 0, the term under the square root can go
from real to imaginary, namely, it happens when g <
(γ1−γ2)/2, which is considered as the criterion for strong
to weak coupling transition2,57. However, for γ3 6= 0,
we see clearly that the term under the square root re-
mains imaginary, which breaks the criterion of strong-to-
weak coupling transition at zero detuning. The imagi-
nary parts of ω±r determine the stability of the solutions.
Straightforward calculations lead to:
Im[ω±r ] = −(γ1 + γ2)−
√
−IM+
√
IM2 + RE2
2
, (41)
where IM = −2δk(γ1 − γ2)− 8gγ3 and RE = δ2k − (γ1 −
γ2)
2 + 4(g2 − γ23). Clearly, it can be seen that the imag-
inary part of the ω±r , for given parameters of the sys-
tem, always remains negative, which results in stable
solutions. One direct consequence of such stability is
the resistance of the system against phase transitions,
which is the case in presence of interactions and pump-
ing. Clearly, the combination of decay and interaction
makes the dynamics richer and their full effects will be
discussed in future works.
V. CONCLUSION
In conclusion, we study the internal dynamic of po-
lariton in the Keldysh functional approach, when fields
are removed from both bare and dressed states. In the
linear Rabi regime, the coupled equations of motions are
local in reciprocal space, and the intrinsic detuning be-
tween bare states works as an intrinsic potential affecting
the dynamic. It is shown also that the equations of mo-
tions are in the form of Josephson equations, but that the
upper-polariton lifetime (correlated decay of the dressed
state) brings a peculiar feature in the dynamics, namely,
it mediates an internal dynamic between the bare states.
This would happen even if the bare states would be de-
coupled (although then the origin for their correlated de-
cay would be less clear on physical grounds). Considering
the retarded Green functions, we show that the dynamic
in the Rabi regime is stable, and the criterion of strong
coupling is fragile in presence of an upper polariton de-
cay.
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2 polariton–phonon scattering B
Appendix A
Here we describe two important scattering mechanisms
in the polariton kinetic. Main equations for numerical
calculation are presented.
1. polariton–polariton scattering
Suppose the occupation number of state k is given
by nk, then the time variation of the occupation num-
ber due to polariton–polariton interaction reads:
∂nk
∂t
|lp−lp =− nk
∑
k′,q
W lp−lpk′k (nk′ + 1)(nq + 1)nk′+q−k
+ (nk + 1)
∑
k′,q
nk′nq(nk′+q−k + 1)W
lp−lp
kk′ ,
(A1)
where W lp−lpkk′ is the polariton–polariton scattering rate
for transition of polariton form state k to k′. Using the
Fermi’s golden rule, the scattering rate reads:
W lp−lpk,k′ =
2pi
~
Beff |M(|k− k′|)|2δ(Ek + Eks − Eq − Ek′) ,
(A2)
with Beff = B(k)
2B(k′)2B(q)2B(ks)2 as the effective
excitonic weight, and ks = k
′ + q− k. The exciton–
exciton matrix element, M , has been studied by Ciuti
et al.58 and recently by Sun et al.59. Here we use
the estimation provided by Tassone and Yamamoto26
as M ≈ 6a2Bex/As, where aB is the two dimensional
Bohr radios of the exciton, and As is the area of the
sample. Replacing the sum by integral (thermodynamic
limit) and employing the properties of delta function one
gets:
∂nk
∂t
|lp−lp = A
2
s
8pi3~
∫
k′dk′qdqdθ′BeffM2(
∂l
∂k2s
)−1
× [ nknks(1 + nq)(1 + nk′)
((cmin − cos(θ′))(cos(θ′)− cmax))1/2
+
nk′nq(1 + nks)(1 + nk)
((cmin − cos(θ′))(cos(θ′)− cmax))1/2 ] ,
(A3)
where cmin(cmax) is the lower (upper) limit of integra-
tions over θ′, and is of the form:
cmin(max) =
k2 + k′2 − (ks ∓ q)2
2kk′
. (A4)
2. polariton–phonon scattering
Polariton can scatter from one state to other states
through emission or absorption of phonons. The time
variation of the occupation number caused by polariton–
phonon scattering reads:
∂nk
∂t
|lp−ph = Iabsin + Iemin + Iabsout + Iemout , (A5)
where the portion of emission and absorption of
phonon in polariton scattering is shown by super-
script em and abs respectively. Here we describe, for
example, Iemin in details. This term describes polariton
scattering rate form k′ to k while a phonon is absorbed.
Other terms in Eq. (A5) can be drived straightforwardly.
Utilizing the Fermi’s golden rule, one finds
Iemin = (nk+1)
2pi
~
∑
k′,qz
W 2nk′nQ δ(Ek′−Ek−EQ) , (A6)
where we call Q = (q = k− k′, qz) the phonon wavevec-
tor, and W stands for transition probability. We
restrict our analysis to longitudinal–acoustic phonon,
for which the polariton–phonon interaction is pro-
vided by the deformation–potential coupling with elec-
tron and hole De and Dh, correspondingly. Tak-
ing ri=e,h = (ρi, zi) and ρ = ρe − ρh , the exci-
ton wavefunction in state k is given by 〈re, rh|k〉 =
1√
As
exp(ik ·R)f(ρ)Ue(ze)Uh(zh). Then the transition
probability reads
W = B(k)B(k′)
√
~Q
2ρduV
D(|k− k′|)A(qz)δq,k−k′ ,
(A7)
where A =
∫
dzee
iqzzeU2e (ze) and D = DeG(βhq) +
DhG(−βeq). The form factor G is defined G(x) =∫
f2eix ·ρdρ. Replacing the sum with integral in Eq. (A6)
we finally have
Iemin =
(nk + 1)V
~4u3(2pi)2
∫
k′dk′dθ
W 2nk′nQ(l(k)− l(k′))2√
( l(k)−l(k
′)
~u )
2 − |k− k′|2
.
(A8)
Appendix B
To integrate over bath fields we take the vantage
Gaussian integral33. In the following we present the
results for photonic bath. Calculation including ex-
citonic bath can be done straightforwardly by replac-
ing Fpk , F
p
k and ρr with S
p
k , G
p
k and ρc, respectively.
Following the procedure described in Refs.33,36 one has
(for photonic bath):
8
BSrDec =I1 + I2 + I3 , (B1a)
I1 =∆
t,t′
k,p
[
(Fpk )
2(ψ¯cl(t)C
A
r (t− t′)ψq(t′) + ψ¯q(t)CRr (t− t′)ψcl(t′) + ψ¯q(t)CKr (t− t′)ψq(t′))
]
, (B1b)
I2 =∆
t,t′
k,p[F
p
kR
p
k(ψ¯cl(t)C
A
r (t− t′)ϕq(t′) + ϕ¯cl(t)CAr (t− t′)ψq(t′) + ψ¯q(t)CRr (t− t′)ϕcl(t′)
+ ϕ¯q(t)C
R
r (t− t′)ψcl(t′) + ψ¯q(t)CKr (t− t′)ϕq(t′) + ϕ¯q(t)CKr (t− t′)ψq(t′))] (B1c)
I3 =∆
t,t′
k,p[(R
p
k)
2(ϕ¯cl(t)C
A
r (t− t′)ϕq(t) + ϕ¯q(t)CRr (t− t′)ϕcl(t) + ϕ¯q(t)CKr (t− t′)ϕq(t))] . (B1d)
Replacing the sum over p with an integral
∑
p →
∫
dξ ρr(ξ), with ρr(ξ) as the bath density of states, one finds (after
Fourier transformation)
SrDec =
∫
dω[ψ¯cl(ω)(Σ
+
ph +B
2Σ+u − 2BΣ+ph−u)ψq(−ω) + ψ¯cl(ω)(AΣ+ph−u −ABΣ+u )ϕq(−ω)
+ ϕ¯cl(ω)(AΣ
+
ph−u −ABΣ+u )ψq(−ω) + ϕ¯cl(ω)A2Σ+uϕq(−ω)
+ ψ¯q(ω)(Σ
−
ph +B
2Σ−u − 2BΣ−ph−u)ψcl(−ω) + ψ¯q(ω)(AΣ+ph−u −ABΣ+u )ϕcl(−ω)
+ ϕ¯q(ω)(AΣ
−
ph−u −ABΣ−u )ψcl(−ω) + ϕ¯q(ω)A2Σ−u ϕcl(−ω)
ψ¯q(ω)2ifc(Im(Σ
+
ph) +B
2Im(Σ+u )− 2BIm(Σ+ph−u)ψq(−ω))
+ ψ¯q(ω)2ifc(AIm(Σ
+
ph−u)−ABIm(Σ+u ))ϕq(−ω) + ϕ¯q(ω)2ifc(AIm(Σ+ph−u)−ABIm(Σ+u ))ψq(−ω)
+ ϕq(ω)Im(Σ
+
u )ϕq(−ω)] , (B2a)
where we define
Σ±ph =P
∫
dξ ρr(ξ)Γ
2
ph(ξ)
ξ − ω ± ipiρr(ω)Γ
2
ph(ω) (B3a)
Σ±ph =P
∫
dξ ρr(ξ)Γ
2
u(ξ)
ξ − ω ± ipiρr(ω)Γ
2
u(ω) (B3b)
Σ±ph−u =P
∫
dξ ρr(ξ)ΓphΓu(ξ)
ξ − ω ± ipiρr(ω)Γph(ω)Γu(ω) , (B3c)
and P indicates Cauchy principle value. One can simpilify the equations by assuming the bath to be independent
of frequency, that is to limit the calculation to Markovian baths; then the real part of all Σ’s takes the zero value.
Defining γa ≡ √piρrΓph and γu ≡ √piρrΓu, one finds the Eqs. (20)and (22) of the main text.
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