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価格を確率過程で記述するモデル（Merton, 1974; Duﬃe and Singleton, 1999）や，多変量判別分
析に基づくモデル（Altman, 1968; 白田, 2008）などがあるが，金融機関における実務では企業の
過去のデフォルトに関するデータを基にデフォルト確率を予測するモデルを構築することが多
く，その際には線形な 2項ロジットモデルがよく用いられている（尾木, 2017; 山下・三浦, 2011;
森平, 2009; Martine, 1977; Engelmann and Raumeier, 2006）．しかし線形な 2項ロジットモデ
ルについては従前から，以下の 2つの課題があることが指摘されている．
（1）企業の信用スコアと各種財務指標との間の非線形性に対する考慮が不十分
1総合研究大学院大学 複合科学研究科統計科学専攻：〒 190–8562 東京都立川市緑町 10–3
2総務省統計局：〒 162–8668 東京都新宿区若松町 19–1
3統計数理研究所：〒 190–8562 東京都立川市緑町 10–3



























線形な 2項ロジットモデルは，企業 i (1 ≤ i ≤ n) のデフォルト確率を Pi，対応する財務指
標を xij (1 ≤ j ≤ p)とした場合，以下のように表現される．













ここで Zi は企業 iの信用スコアを表しており，一般的にこの数値が大きくなるほど企業の信
用力が低くデフォルト確率 Pi が高くなる．信用スコア Zi を基に企業のデフォルトの可能性
を予測することができる．
上記の 2項ロジットモデルにおける回帰係数 β = (β0, β1, . . . , βp) は最尤法により推定する．
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[δi log(Pi) + (1 − δi) log(1 − Pi)]
δi =
{
1 （企業 i がデフォルトしている場合）




















log(x + 1) ( x ≥ 0)












する．Berg（2007）では，一般化加法モデル（Generalized Additive Model, Hastie and Tibshirani,
1990）の枠組みを企業の倒産確率モデルに導入することにより，データから柔軟な形で財務指
標と倒産確率との非線形な関係を推定している．そして従来の判別分析モデルや線形な 2項ロ

























Shrinkage and Selection Operator）に関する研究が発展しており（Tibshirani, 1996; Hastie et
al., 2015; 冨岡, 2015），この方法を適用した企業のデフォルト確率や倒産確率の推定に関す
る研究も行われるようになってきている（Amendola et al., 2012; Perederiy, 2009; Tian et al.,
2015）．LASSOに基づくロジットモデルでは，式（2.3）の対数尤度 L1(β) に，L1 ノルムに基づ
く正則化項を加えた以下の罰則付きの対数尤度 L2(β) の最大化を行うことにより，回帰係数










j=1 |βj | ≤ tという制約を加えた下での式（2.3）の
最大化と同値である（λと tは 1対 1に対応）．なお定数項 β0 にはこのような制約を課さない


























































方法として，Group LASSO がある（Meier et al., 2008; Hastie et al., 2015）．




2 + βj22 + · · · + βjmj 2) による正則化項を用いた以下の L3(β0, β1, β2, . . . , βp)を
最大化することにより，回帰係数 β0 及び βj = (βj1, βj2, . . . , βjmj ) の推定値である βˆ0 及び
βˆj (1 ≤ j ≤ p) を得る手法である．これによりグループ単位での回帰係数の推定と変数選択を
同時に行うことが可能となる．
(3.2) L3(β0, β1, β2, . . . , βp) =
n∑
i=1





Pi の式に含まれる信用スコア Zi には，式（3.1）を代入する．なお，Yuan and Lin（2006）では
式（3.2）のように，Group LASSO の重みにはグループのサイズの平方根を用いることが推奨さ
れている．
ここで式（3.1）に関して，例えばある項 fj(xij)に定数 C を加え，別の項 fk(xik)（あるいは定
数項）から定数 C を引いても同一の信用スコア Zi が得られることから，非線形関数の一意性















φk(xij), ψjk(xij) = φk(xij) − φ¯jk
スプラインと Group LASSO を組み合わせたモデルを遺伝子分野の研究に応用した事例とし
て，Huang et al.（2010），Meier et al.（2009）がある．本稿では Huang et al.（2010）の方法を
ベースとしつつ，次節に示すような調整を行った上で，デフォルト確率予測モデルを構築して
いる．
3.4 Multistep Adaptive Group LASSO に基づく変数選択




法が Adaptive Group LASSO である（Bühlmann and van de Geer, 2011; Huang et al., 2010）．
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Adaptive Group LASSOでは，既に得られている推定値 βˆj を用いて計算した ωj を基に，以下
の L4(β0, β1, β2, . . . , βp)を最大化することにより回帰係数の推定を行う．
L4(β0, β1, β2, . . . , βp) =
n∑
i=1







‖βˆj‖−12 (‖βˆj‖2 > 0)
∞ (‖βˆj‖2 = 0)
(3.5)
ここで ωj = ∞ となる場合には，対応する変数をモデルから取り除くこととする．
本稿では変数の選択をより効率的に行うために，Adaptive Group LASSOを複数回適用する
方法を用いる（以下ではこれをMultistep Adaptive Group LASSOと呼ぶ）．具体的には以下の
手順により，係数を推定する．
（1）まず，Group LASSOを適用し，係数の推定値 βˆ0 及び βˆj (1 ≤ j ≤ p) を得る．
（2）得られた係数 βˆj を基に重み ωj を計算し，Adaptive Group LASSOを適用して，係数の
推定値 βˆ∗0 及び βˆ
∗
j (1 ≤ j ≤ p) を得る．
（3）得られた係数 βˆ∗j を基に，再度重みを計算し，Adaptive Group LASSOを適用して係数の
最終的な推定値を求める．
今回の分析では計算のコストを考慮して，阪本 他（2010）の設定を参考に，Multistep Adaptive
Group LASSO における反復回数を 2 回に設定している．これらの計算の際には Adaptive
Group LASSO の計算を比較的容易に行うことが可能であり，かつ高速な計算アルゴリズム





























チューニングパラメータ λ の決定：Adaptive Group LASSO を適用する際に，チューニング
パラメータ λ を決定する必要がある．これについては AUCに基づく 5重交差検証法により最
小となる値を求め，これをベースとして最終的に 1標準誤差ルール（Hastie et al., 2015; 川野








（2）線形モデル + LASSO［モデル 2］：線形な 2項ロジットモデルを基に，式（2.5）に基づき
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パラメータの推定及び変数の選択を行った．LASSOによる推定には Rのパッケージ glmnet
（Friedman et al., 2010）を用いた．
（3）線形モデル + Multistep Adaptive LASSO［モデル 3］：線形な 2項ロジットモデルを
基に，以下の式（4.1）に基づく Adaptive LASSOを 2回適用することにより，パラメータの推定
及び変数の選択を行った．
L5(β0, β1, β2, . . . , βp) =
n∑
i=1






|βj |−1 (|βj | > 0)
∞ (|βj | = 0)
(4.1)
（4）B-スプライン + Group LASSO［モデル 4］：B-スプラインに基づく 2項ロジットモデ
ルを基に，式（3.2）に基づく Group LASSOを適用することにより，パラメータの推定及び変数
の選択を行った．
（5）B-スプライン + Multistep Adaptive Group LASSO［モデル 5］：B-スプラインに基
づく 2項ロジットモデルを基に，式（3.5）に基づくMultistep Adaptive Group LASSOにより，
パラメータの推定及び変数の選択を行った．
上記の方法により推定したモデル間の比較に用いる各種指標の定義については以下のとおり
である（尾木, 2017; 山下・三浦, 2011; 森平, 2009; Engelmann and Raumeier, 2006）．
AUC（Area Under the Curve）：AUCは，ROC曲線（Receiver Operatorating Characteristic
curve）の下側部分の面積で定義される指標である．AUCはモデルの順位性（信用スコアの低い
（高い）企業ほどデフォルト率が高く（低く）なっているか）を評価するための指標であり，この
値が大きいほどデフォルトの予測精度が高いといえる．AUCの計算には Rの pROC パッケー
ジを用いた．
AR値（Accuracy Ratio）：AR値は，CAP（Cumulative Accuracy Proﬁles）曲線の下側面積
から計算される統計量である．AR値と AUCとの間には，AR値 = 2AUC − 1 という関係があ
り，これらは同等な統計量であるが，信用リスクモデルの評価には AR値を用いることが多い．







i=1 (Pi − δi)2 で表される統計量である．ここ
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表 6．各推定方法における変数選択の結果：データセット 4．
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表 7．モデル 2及びモデル 5において選択された変数．
線形モデル＋ LASSO（モデル 2）ではデータセットによって（特にデータセット 2とそれ以外
で）選択される変数が大きく異なる場合があるのに対し，提案手法（モデル 5）による推定結果で
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Estimation of Default Probability Using Regularized Nonlinear Logit
Model with B-spline and Adaptive Group LASSO
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Linear binomial logit models are widely used for the assessment and evaluation of a
company’s default probability based on a company default database. Previous studies have
been criticized on the following bases: (1) insuﬃcient attention to nonlinear relationships
between default probabilities and ﬁnancial indicators; and (2) too much time required
for variable selection from many candidates for regressors in the models. In this study,
we aimed to solve these problems simultaneously by combining the following techniques:
(1) nonlinear and nonparametric logistic regression model based on the B-spline; and (2)
reasonable variable selection using adaptive group LASSO. We constructed a default prob-
ability prediction model using datasets of multiple periods, based on our own database of
data from Japanese banks. The proposed model achieved more eﬀective performance than
models in other related studies. Compared with the method using t-statistic (p-value) or
simple LASSO, our proposed method had the smallest number of explanatory variables in
any period, and achieved more eﬃcient variable selection. Moreover, estimation accuracy
was improved from the viewpoint of AR (accuracy ratio) value.
Key words: Credit risk, B-spline, adaptive group LASSO.
