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Let A be the adjacency matrix of the zero-divisor graph (R)
of a finite commutative ring R containing nonzero zero-divisors. In
this paper, it is shown that(R) is the zero-divisor graphof aBoolean
ring if and only if det(A) = −1. Also, A is similar to plus or minus
its inverse whenever R is a Boolean ring. As a consequence, it is
proved that (R) is the zero-divisor graph of a Boolean ring if and
only if the set of eigenvalues (includingmultiplicities) of(R) can be
partitioned into 2-element subsets of the form {λ,±1/λ}. Further-
more, any finite Boolean ring R is characterized by the degree and
coefficients of the characteristic polynomial of A.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let R be a commutative ring with nonzero identity, and let Z(R) be its set of zero-divisors. The
zero-divisor graph (R) of R is the graph whose vertices consist of the nonzero elements of Z(R) such
that distinct vertices x and y are adjacent if and only if xy = 0. Thus (R) is the null graph if and only
if R is an integral domain. Moreover, (R) contains a finite number of vertices if and only if R is either
a finite ring or an integral domain (see [12, Theorem I] or [4, Theorem 2.2]).
The idea of a zero-divisor graph was introduced by Beck [9] in 1988, and the concept was further
studied by Anderson and Naseer [1] in 1993. However, their definition allowed for all elements of R to
be vertices. The definition in this paper, first used by Anderson and Livingston [4] in 1999, has become
standard since the graph-theoretic relations involving 0 and the elements of R\Z(R) do not reflect any
interesting algebraic structure. A significant amount of attention has been given to the study of these
graphs during the last 10 years. A recent survey of zero-divisor graphs with an extensive bibliography
can be found in [2].
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The present study unifies the theory of zero-divisor graphs and some current topics in algebraic
graph theory. In particular, the eigenvalues of zero-divisor graphs are examined. To institute the basic
ideas, let K be any positive integer, and define MK to be the set of K × K matrices whose entries
are complex numbers. Suppose that  is a (undirected) graph with vertex-set V() of order K . Upon
fixing a sequence (v1, . . . , vK) of the distinct vertices of , let the (i, j)-coordinate of anyM ∈ MK be
denoted byM(vi, vj). If v ∈ V(), then define the neighborhood of v to be the set N(v) of all vertices in
 that are adjacent to v. An adjacency matrix of  is any matrix A() ∈ MK such that
A()(v,w) =
⎧⎨
⎩
0, if v ∈ N(w)
1, if v ∈ N(w) .
An eigenvalue of  is then defined to be any eigenvalue of A().
Clearly A() is symmetric, and therefore has real eigenvalues whose algebraic and geometric mul-
tiplicities are equal. Moreover, it is not difficult to check that any two adjacency matrices of  are
unitarily equivalent (cf. [13, Lemma 8.1.1]). In particular, the eigenvalues of  are independent of the
sequence (v1, . . . , vK). For this reason, there will be no harm in fixing such a sequence implicitly, and
calling A() the adjacency matrix of . For more on the eigenvalues of a graph, see [11,13].
It is well known that a graph  is bipartite if and only if−λ is an eigenvalue of  with multiplicity
mwhenever λ is an eigenvalue of withmultiplicitym [13, Theorem 8.8.2]. Contrastingly, in [8], Barik
et al. termed any graph  as having the strong reciprocal property if 1/λ is an eigenvalue of  with
multiplicity m whenever λ is an eigenvalue of  with multiplicity m. As a variation,  will be said to
satisfy the strong anti-reciprocal property if−1/λ is an eigenvalue of withmultiplicitymwhenever λ
is an eigenvalue of  with multiplicitym. Several recent papers have focused on graphs which satisfy
the strong reciprocal property (e.g., see [6–8]). The aimof this paper is to continue these investigations,
as well as those of [3,16].
Recall that a finite ring R is a Boolean ring if and only if it is isomorphic to Zk2 (the direct product
of k copies of Z2), where k is the number of distinct prime ideals of R (e.g., see [5, Theorem 8.7]).
Note that the zero-divisor graphs of finite Boolean rings can be regarded as generalizations of the well
known Kneser graphs, whose vertices are the j-element subsets of {1, . . . , k} for some fixed integer
1  j  k/2, and two vertices are adjacent if and only if their intersection is empty (e.g., the 2-
element subsets of {1, . . . , 5} yield the famous Peterson graph). The eigenvalues of the Kneser graphs
are computed in [13, Theorem 9.4.3].
The inverse ofA((R)) is given in Section2 for anyfinite Boolean ringRother thanZ2 (Theorem2.3).
In Section 3, it is shown that any finite zero-divisor graph (R) satisfies one of the above reciprocal
properties if and only if R is isomorphic to either Z9, Z3[X]/(X2), or a Boolean ring other than Z2
(Theorem 3.4). In this case, if R contains precisely k prime ideals and λ is an eigenvalue of (R), then
(−1)k/λ is also an eigenvalue of (R) (Corollary 3.7). Furthermore, given any finite commutative ring
R that is not isomorphic toZ9 orZ3[X]/(X2), it is shown that the characteristic polynomial of A((R))
is of the form p(x) = amxm + · · · + a0 such that |al| = |am−l| for each 0  l  m if and only if
R ∼= Zlog2(m+2)2 (Corollary 3.8).
Throughout, all rings are finite and commutative with nonzero identity, and all graphs are simple
(i.e., without loops or multiple edges). As usual, the complete graph onm vertices, cycle onm vertices,
complex numbers, integers, and the ring of integersmodulo nwill be denoted by Km, Cm,C,Z, andZn,
respectively. Also, A()will be abbreviated by Awhen there is no risk of confusion. To avoid trivialities
involving the null graph, it will be implicitly assumed that V() = ∅ when necessary. For references
on graph theory, see [10,11,13]; for ring theory, see [5,14].
2. The inverse and determinant of A((Zk2))
Let R = Zk2 for some 1 < k ∈ Z, and denote the adjacency matrix of (R) by A. In this section, A−1
is computed, and is shown to be similar to A up to a scalar multiple of ±1. Reciprocal properties for
(R)will then be evident (Corollary 2.4). Furthermore, the determinant of A is computed in Theorem
2.5, and the coefficients of the characteristic polynomial of A are described in Corollary 2.6.
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To begin the construction of A−1, set K = 2k − 2 = |V((R))|, and define the mapping ϕ : R → R
by ϕ(r) = 1 − r. Let O denote the set of vertices in (R) of degree 2l − 1 for some odd 0 < l ∈ Z.
That is, r ∈ O if and only if r is adjacent to precisely 2l − 1 distinct vertices for some odd 0 < l ∈ Z;
equivalently, 0 = r ∈ Zk2 has precisely l coordinates equal to zero for some odd l.
Given any r, s ∈ V((R)), let Pr,s ∈ MK be the elementary permutation matrix that interchanges
the r and s rows of the K × K identity matrix, and define P = {Pr,ϕ(r) | r ∈ V((R))}. Note that
Pr,s = Ps,r for every s, r ∈ V((R)). For instance, in Example 2.1, the set P consists of the three
permutationmatrices Pa,f , Pb,e, and Pc,d. More generally, observe that if r, s ∈ V((R)), then ϕ(r) = s
if and only if ϕ(s) = r. It follows that if Pr,s and Pt,u are distinct elements of P , then {r, s}∩ {t, u} = ∅.
That is, distinct elements of P act as disjoint transpositions on the rows of the K × K identity matrix.
Therefore, PP′ = P′P for every P, P′ ∈ P , and the setP consists of precisely K/2 permutationmatrices.
If J ∈ MK is the diagonal matrix such that
J(r, s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−1, if r = s ∈ O
0, if r = s
1, if r = s ∈ O
,
then set Q = J · {P | P ∈ P}, and let B = QAQ−1. Intuitively, B is constructed by interchanging
the r-row and the r-column of A with the s-row and the s-column of A, respectively, if and only if
ϕ(r) = s, and then multiplying an entry of the resulting matrix by −1 if and only if exactly one of its
two corresponding vertices belongs to O.
Notice that B(t, s) = 0 if and only if ϕ(s) ∈ N(ϕ(t)). Therefore, given any r, s, t ∈ V((R)), it
follows that A(r, t)B(t, s) = 0 if and only if r ∈ N(t) and ϕ(s) ∈ N(ϕ(t)). In this case, B(t, s) = 1 if
either {t, s} ⊆ O or {t, s}∩O = ∅, and otherwise B(t, s) = −1, i.e., if B(t, s) = 0 and the degrees of t
and s are 2l − 1 and 2m − 1, respectively, then B(t, s) = (−1)l+m. Moreover, if s = t then B(t, s) = 0.
Example 2.1. Let R = Z2 ×Z2 ×Z2. Given the sequence (a, b, c, d, e, f ) of vertices in Fig. 1, it follows
that
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 1 1
0 1 0 1 0 1
1 0 0 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Q = −Q−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 −1
0 0 0 0 −1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and
B = QAQ−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 0 0 −1
1 0 1 0 −1 0
1 1 0 −1 0 0
0 0 −1 0 0 0
0 −1 0 0 0 0
−1 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Theorem 2.3 shows that A−1 is given by either B or −B, depending on whether k is even or odd.
The following observation will be helpful when computing the entries of AB.
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Fig. 1. The zero-divisor graph of Z2 × Z2 × Z2, where a = (0, 1, 1), b = (1, 0, 1), c = (1, 1, 0), d = (0, 0, 1), e = (0, 1, 0), and
f = (1, 0, 0).
Lemma2.2. Let R = Zk2 for some1 < k ∈ Z, and suppose that r, s, t ∈ V((R)). ThenA(r, t)B(t, s) = 0
if and only if rϕ(s) = 0 and t = ϕ(s) + u for some u ∈ R with ru = 0 = uϕ(s).
Proof. The comments prior to Example 2.1 imply that A(r, t)B(t, s) = 0 if and only if rt = 0 =
ϕ(t)ϕ(s). Therefore, if A(r, t)B(t, s) = 0, then tϕ(s) = (1 − ϕ(t))ϕ(s) = ϕ(s). Thus rϕ(s) =
rtϕ(s) = 0. Setting u = t − ϕ(s), it follows that ru = 0 = tϕ(s) − ϕ(s) = uϕ(s), where the last
equality holds since R is a Boolean ring.
Conversely, the assumptions in the “if" portion of the statement imply that rt = r(ϕ(s) + u) = 0
and ϕ(t)ϕ(s) = (1 − (ϕ(s) + u))ϕ(s) = 0. Hence A(r, t)B(t, s) = 0 by the comments prior to
Example 2.1. 
Theorem 2.3. Let R = Zk2 for some 1 < k ∈ Z. If A is the adjacency matrix of (R) and B = QAQ−1 is
the matrix defined above, then
A−1 =
⎧⎨
⎩
B, if k is even
−B, if k is odd .
Proof. Let r ∈ V((R)). Clearly rϕ(r) = 0. Given any x ∈ R, let ann(x) = {y ∈ R | xy = 0}.
Then Lemma 2.2 implies that A(r, t)B(t, r) = 0 if and only if t − ϕ(r) ∈ ann(r) ∩ ann(ϕ(r)) ⊆
ann(r + ϕ(r)) = ann(1) = {0}; that is, A(r, t)B(t, r) = 0 if and only if t = ϕ(r). Also, if the degree
of r is 2l − 1, then the degree of ϕ(r) is 2k−l − 1. By the comments prior to Example 2.1, it follows that
B(ϕ(r), r) = 1 if and only if k = (k − l) + l is even, and otherwise B(ϕ(r), r) = −1. Therefore,
(AB)(r, r) = ∑
t∈V((R))
A(r, t)B(t, r) = A(r, ϕ(r))B(ϕ(r), r) =
⎧⎨
⎩
1, if k is even
−1, if k is odd .
It only remains to show that (AB)(r, s) = 0 for all distinct r, s ∈ V((R)). Let r, s ∈ V((R)) with
r = s. If rϕ(s) = 0, then Lemma 2.2 shows that A(r, t)B(t, s) = 0 for all t ∈ V((R)), and hence
(AB)(r, s) = 0. Suppose that rϕ(s) = 0, and assume that there exist precisely m coordinates which
are zero in both r and ϕ(s); that is, m = |{i | r(i) = 0 = ϕ(s)(i)}|. Note that m > 0 since rϕ(s) = 0
and r = s. Also, any element of R that annihilates both r and ϕ(s) has at mostm nonzero coordinates.
Given any integer 0  l  m, letUl denote the set of allu ∈ Rhavingprecisely l nonzero coordinates
such that ru = 0 = uϕ(s), and set Tl = {ϕ(s) + u | u ∈ Ul}. Then |Tl| = |Ul| =
⎛
⎝m
l
⎞
⎠. Moreover,
Lemma 2.2 implies that A(r, t)B(t, s) = 0 if and only if t ∈ Tl for some integer 0  l  m. If the
degree of s is 2n − 1 (so ϕ(s) has precisely n nonzero coordinates), then any t ∈ Tl has precisely n + l
nonzero coordinates. Thus any t ∈ Tl has degree 2k−(n+l) − 1, and the comments prior to Example 2.1
imply that A(r, t)B(t, s) = (−1)k−(n+l)+n = (−1)k−l = (−1)k+l . Therefore,
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(AB)(r, s) =
m∑
l=0
|Tl|(−1)k+l = (−1)k
m∑
l=0
⎛
⎝m
l
⎞
⎠ (−1)l = (−1)k(1 + (−1))m = 0. 
Corollary 2.4. Let R = Zk2 for some 1 < k ∈ Z. If k is even, then (R) satisfies the strong reciprocal
property. If k is odd, then (R) satisfies the strong anti-reciprocal property.
Proof. Since A and B = QAQ−1 are similar matrices, they share the same spectrum. Thus λ is a
eigenvalue of Awith multiplicitym if and only if there exist preciselym linearly independent vectors
v ∈ CK such that Bv = λv. But any such λ is nonzero since A is nonsingular, and so Bv = λv for some
nonzero v ∈ CK if and only if
Av = (1/λ)ABv =
⎧⎨
⎩
(1/λ)v, if k is even
−(1/λ)v, if k is odd ,
where the last equality holds by Theorem 2.3. Hence (R) satisfies the strong reciprocal property if k
is even, and the strong anti-reciprocal property if k is odd. 
Since K/2 = 2k−1 − 1, Corollary 2.4 implies that det(A) = (−1)K/2 = −1 whenever k is odd.
The next theorem shows that det(A) = −1 for even k as well. Incidentally, this result together with
Corollary 2.4 implies that −1 is an eigenvalue of A with odd multiplicity whenever k is even. Since K
is always even, it follows that 1 is also an eigenvalue of Awith odd multiplicity when k is even.
Theorem 2.5. Let R = Zk2 for some 1 < k ∈ Z. Then det(A) = −1.
Proof. Letσ beanypermutationofV((R)) such thatr∈V((R))A(r, σ (r)) = 0. Inparticular, rσ(r) =
0 for each r ∈ V((R)). Then σ is the function ϕ defined above. To show this, proceed inductively
on the number of coordinates equal to zero in an element as follows: given any vertex r of (R), let
l(r) denote the number of coordinates of r that are equal to zero. If l(r) = 1, then N(r) = {1 − r}.
Therefore, the condition rσ(r) = 0 implies that σ(r) = 1 − r; so σ(r) = ϕ(r).
Fix an integerm > 1, and suppose that the claim holdswhenever l(r) < m. Let r ∈ V((R)) be any
vertexwith l(r) = m. Since rσ(r) = 0, eitherσ(r) = 1−r or l(σ (r)) > l(1−r) = k−m. In the latter
case, l(1 − σ(r)) = k − l(σ (r)) < k − (k − m) = m. Then the equality σ(1 − σ(r)) = σ(r) holds
by the induction hypothesis. Since σ is injective, it follows that 1 − σ(r) = r; that is, σ(r) = 1 − r.
This is absurd since l(σ (r)) > l(1 − r). Therefore, the former case σ(r) = 1 − r must hold. Thus
σ(r) = 1 − r for all r ∈ V((R)) by induction, i.e., σ = ϕ.
The above arguments show that r∈V((R))A(r, σ (r)) = 0 only if σ = ϕ. Clearly the permutation
ϕ is the product of the K/2 = 2k−1 − 1 transpositions of the form (r, 1− r). In particular, ϕ is an odd
permutation, i.e., sign(ϕ) = −1. Therefore,
det(A) = ∑
σ
sign(σ )
∏
r
A(r, σ (r)) = (−1)∏
r
A(r, ϕ(r)) = −1. 
The following corollary shows that certain relations are satisfied by the coefficients of the charac-
teristic polynomial of A. In Section 3, it is shown that these properties characterize zero-divisor graphs
that are isomorphic to those of finite Boolean rings. A polynomial p(x) = amxm+am−1xm−1+· · ·+a0
will be called absolutely palindromic if |al| = |am−l| for each integer 0  l  m. If al = −am−l for
each 0  l  m, then p(x) is called anti-palindromic.
Corollary 2.6. Let R = Zk2 for some 1 < k ∈ Z. Then the characteristic polynomial of A is absolutely
palindromic, and it is anti-palindromic whenever k is even.
Proof. Let p(x) = aKxK + aK−1xK−1 + · · · + a0 be the characteristic polynomial of A, and define
q(x) =
⎧⎨
⎩
xKp(1/x), if k is even
xKp(−1/x), if k is odd .
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Corollary 2.4 shows that the polynomials p(x) and q(x) have the same roots (counting multiplicities).
Also, the leading coefficient of q(x) is a0 = (−1)Kdet(A) = −1. But aK = 1, and therefore
p(x) = −q(x) =
⎧⎨
⎩
−xKp(1/x), if k is even
−xKp(−1/x), if k is odd .
Hence, for each integer 0  l  K , it follows that |al| = |aK−l|. Furthermore, the equality al = −aK−l
holds whenever k is even. 
3. Reciprocal properties for finite rings
This section is devoted to verifying the converses of the results in Section 2. Consequently, zero-
divisor graphs that are isomorphic to those of finite Boolean rings will be characterized in terms
of properties satisfied by their eigenvalues, the determinants of their adjacency matrices, and also
by relations among the coefficients of the characteristic polynomials of their adjacency matrices. To
proceed, it will be useful to recall some ideas from graph theory.
A graph L is called linear if it is a disjoint union of edges and cycles; that is, if every connected
component of L is isomorphic to either K2 or Cm for some integer m  3. A perfect matching in a
graph  is any linear subgraph L of  such that V() = V(L) and every connected component of L is
isomorphic toK2. The followingwell knownproposition expresses the coefficients of the characteristic
polynomial of  in terms of its linear subgraphs.
Proposition 3.1 [11, Theorem 1.3]. If p(x) = amxm + am−1xm−1 + · · · + a0 is the characteristic
polynomial of the adjacency matrix of a graph , then
ai =
∑
L∈Lm−i
(−1)c1(L)(−2)c2(L)
for each integer 0  i  m, where Lm−i is the set of all linear subgraphs of  containing precisely m − i
vertices, c1(L) denotes the number of connected components of L that are isomorphic to K2, and c2(L) is
the number of cycles in L.
Notice that the zero-divisor graphs of Z9, Z3[X]/(X2), and Z2 × Z2 are each isomorphic to K2.
The eigenvalues of K2 are −1 and 1 (counting multiplicities). Therefore, if R is isomorphic to either
Z9, Z3[X]/(X2), or Z2 × Z2, then (R) satisfies both the strong reciprocal property and the strong
anti-reciprocal property.
Corollary3.6 observes that these are theonly ringswhose zero-divisor graphs satisfy both reciprocal
properties. The next result dealswith the casewhenR is a Boolean ring. Note that every linear subgraph
containing precisely three vertices is isomorphic to C3. Therefore, Proposition 3.1 shows that any graph
 of order m contains precisely −am−3/2 distinct subgraphs that are isomorphic to C3. In particular,
the characteristic polynomial of the adjacency matrix of (Zk2) has a nonzero term of odd degree for
all k > 2.
Lemma 3.2. Let 1 < k ∈ Z. Then (Zk2) satisfies both the strong reciprocal property and the strong
anti-reciprocal property if and only if k = 2.
Proof. The “if" statement is verified in the above comments. Conversely, suppose that (Zk2) satisfies
both reciprocal properties. Let p(x) be the characteristic polynomial of the adjacencymatrix of(Zk2).
By hypothesis, the monic polynomials p(x) and p(−x) have the same roots (counting multiplicities).
Hence p(x) = p(−x). Therefore, p(x) does not have any nonzero terms of odd degree. Thus k = 2 by
the above comments. 
A connected graph  is called reduced if |V()| > 1 and all distinct vertices of  have distinct
neighborhoods. If v,w ∈ V() with N(v) = N(w), then the v and w-rows of the adjacency matrix of
 are identical. Also, it is clear that 0 is the only eigenvalue of K1. Therefore, if  is not reduced, then
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0 is an eigenvalue of A(). In this case,  does not satisfy the strong reciprocal property or the strong
anti-reciprocal property.Moreover, the characteristic polynomial ofA() is not absolutely palindromic
since its leading coefficient is 1 while its constant coefficient is 0.
Let R be a finite commutative ring. Recall that Z(R) is the maximal ideal when R is local. If (R) is
reduced, then it is known that either R is a Boolean ring or R is a local ring such that r2 = 0 for all
r ∈ Z(R) [17, Theorem2.5]. Therefore, ifR is not a Boolean ring, then 0 = (r+s)2 = r2+2rs+s2 = 2rs
for any r, s ∈ Z(R). Then {0, rs} is a subgroup of Z(R), which implies that either (R) is complete or
|Z(R)| is divisible by 2. These observations yield the following lemma.
Lemma 3.3. Let R be a finite commutative ring with 1 = 0. Suppose that R is not a Boolean ring and (R)
is reduced and is not a complete graph. Then (R) does not have a perfect matching.
Proof. The above comments imply that |V((R))| = |Z(R)| − 1 is odd. 
Theorem 3.4. Let R be a finite commutative ring with 1 = 0. Then (R) satisfies the strong reciprocal
property if and only if R is isomorphic to either Z9, Z3[X]/(X2), or Zk2 for some even integer k  2.
Moreover, (R) satisfies the strong anti-reciprocal property if and only if R is isomorphic to either Z9,
Z3[X]/(X2), Z2 × Z2, or Zk2 for some odd integer k  3.
Proof. It is straightforward to check that(Z4) and(Z2[X]/(X2)) are both isomorphic to K1. There-
fore,(R)doesnot satisfy either of the reciprocal propertieswhenR is isomorphic toZ4 orZ2[X]/(X2).
The comments prior to Lemma 3.2 show that the zero-divisor graphs ofZ9,Z3[X]/(X2), andZ2 ×Z2
satisfy both reciprocal properties. Up to isomorphism, these five rings constitute the complete list of
rings whose zero-divisor graphs have precisely one or two vertices (e.g., see [4] or [18]). Therefore, it
only remains to consider rings R such that |V((R))| > 2.
Both of the “if" statements in the theorem follow from Corollary 2.4. Conversely, suppose that
(R) has more than two vertices and satisfies either the strong reciprocal property or the strong anti-
reciprocal property. Let p(x) = amxm + · · · + a0 be the characteristic polynomial of the adjacency
matrix of (R). Clearly a0 = ±1. The comments prior to Lemma 3.3 imply that (R) is reduced. Note
that−1 andm−1 > 1 are the only eigenvalues ofKm (indeed, the element ofCmwith each entry equal
to 1 is an eigenvector of A(Km) with eigenvalue m − 1, and every element of the m − 1 dimensional
subspace {(xi) ∈ Cm |∑mi=1 xi = 0} is an eigenvector of A(Km) with eigenvalue −1). Hence Km does
not satisfy either reciprocal property for all m > 2. Therefore, it can be assumed that (R) is not a
complete graph.
If R is not a Boolean ring, then Lemma 3.3 implies that (R) does not have a perfect matching.
In particular, either Lm = ∅ or c2(L) > 0 for every linear subgraph L ∈ Lm. Then a0 is even by
Proposition 3.1. This contradicts that a0 = ±1. Thus R is a Boolean ring, and the desired result follows
from Corollary 2.4 and Lemma 3.2. 
Let v be a vertex of a graph. Recall that a vertexw ∈ V() is called a complement of v if v ∈ N(w)
and N(v) ∩ N(w) = ∅ (cf. [3,16]).
Corollary 3.5. Let R be a finite commutative ring with 1 = 0 that is not isomorphic to Z2, Z9, or
Z3[X]/(X2). Then the following are equivalent:
(1) R is a Boolean ring.
(2) Every vertex of (R) has a unique complement.
(3) Either R ∼= Z2 × Z2, or (R) is reduced and ∩s∈SN(s) = N(x) for some ∅ = S ⊆ V((R)) and
x ∈ V((R)) with S = {x}.
(4) The set of eigenvalues (including multiplicities) of (R) can be partitioned into 2-element subsets of
the form {λ,±1/λ}.
(5) det(A((R))) = −1.
(6) The characteristic polynomial of A((R)) is absolutely palindromic.
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Proof. The equivalence of (1) and (2) is proved in [16, Theorem 2.5], and (1) is equivalent to (3) by [15,
Corollary 2.5]. Also, (1) implies that each of (4), (5), and (6) hold by Theorem 3.4 and Corollaries 2.5
and 2.6 (for (4), note that there are necessarily an even number of eigenvalues (countingmultiplicities)
of the form ±1 since K is even and det(A((R))) = −1). It remains to show that (1) holds if either
(4), (5), or (6) holds. In particular, the proof will be complete once it is shown that the condition
|det(A((R)))| = 1 implies (1).
If |det(A((R)))| = 1, then the constant term a0 of the characteristic polynomial of A((R)) is±1.
Suppose that (R) is isomorphic to Km. Then, as indicated in the proof of Theorem 3.4, a0 is a multiple
of m − 1, and hence m = 2. Then R is isomorphic to either Z9, Z3[X]/(X2), or Z2 × Z2 (e.g., see [4]
or [18]). Thus R ∼= Z2 × Z2.
Suppose that (R) is not a complete graph. Observe that (R) is reduced since a0 = 0. Hence, as
in the proof of Theorem 3.4, either R is a Boolean ring or a0 is even. Thus R is a Boolean ring. Therefore,
if either (4), (5), or (6) holds, then (1) holds. 
The next corollary is an immediate consequence of Theorem 3.4.
Corollary 3.6. Let R be a finite commutative ringwith 1 = 0. Then(R) satisfies both the strong reciprocal
property and the strong anti-reciprocal property if and only if R is isomorphic to eitherZ9,Z3[X]/(X2), or
Z2 × Z2.
Corollary 3.7. Let R be a finite commutative ring with 1 = 0 having precisely k distinct prime ideals, and
suppose that (R) satisfies either the strong reciprocal property or the strong anti-reciprocal property. If λ
is an eigenvalue of (R), then so is (−1)k/λ.
Proof. If R is isomorphic to Zk2, then R has precisely k distinct prime ideals. If R is isomorphic to
eitherZ9 orZ3[X]/(X2), then R has precisely 1 prime ideal. The result now follows immediately from
Theorem 3.4. 
Corollary 3.8. Let R be a finite commutative ring with 1 = 0 that is not isomorphic toZ9 orZ3[X]/(X2).
Then the characteristic polynomial of A((R)) is absolutely palindromic of degree m if and only if R ∼=
Z
log2(m+2)
2 .
Proof. Since the degree of the characteristic polynomial of A((Zk2)) is 2
k−2, this result is immediate
from the equivalence of (1) and (6) in Corollary 3.5. 
Acknowledgments
This research is supported by a Summer Faculty Fellowship for Research at Indiana University
Southeast. I would like to thank the referees for providing suggestions which improved the quality of
this paper.
References
[1] D.D. Anderson, M. Naseer, Beck’s coloring of a commutative ring, J. Algebra 159 (1993) 500–514.
[2] D.F. Anderson, M.C. Axtell, J.A. Stickles Jr., Zero-divisor graphs in commutative rings, in: M. Fontana, S.E. Kabbaj, B. Olberding,
I. Swanson (Eds.), Commutative Algebra, Noetherian and Non-Noetherian Perspectives, Springer-Verlag, New York, 2011, pp.
23–45.
[3] D.F. Anderson, R. Levy, J. Shapiro, Zero-divisor graphs, von Neumann regular rings, and Boolean algebras, J. Pure Appl. Algebra
180 (2003) 221–241.
[4] D.F. Anderson, P.S. Livingston, The zero-divisor graph of a commutative ring, J. Algebra 217 (1999) 434–447.
[5] M.F. Atiyah, I.G. MacDonald, Introduction to Commutative Algebra, Addison-Wesley, Reading, MA, 1969.
[6] S. Barik, M. Nath, S. Pati, B.K. Sarma, Unicyclic graphs with the strong reciprocal eigenvalue property, Electron. J. Linear Algebra
17 (2008) 139–153.
[7] S. Barik, M. Neumann, S. Pati, On nonsingular trees and a reciprocal eigenvalue property, Linear Multilinear Algebra 54 (2006)
453–465.
J.D. LaGrange / Linear Algebra and its Applications 436 (2012) 1863–1871 1871
[8] S. Barik, S. Pati, B.K. Sarma, The spectrum of the corona of two graphs, SIAM J. Discrete Math. 21 (2007) 47–56.
[9] I. Beck, Coloring of commutative rings, J. Algebra 116 (1988) 208–226.
[10] B. Bollobás, Modern Graph Theory, Springer, New York, 1998.
[11] D.M. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs, Academic Press, New York, 1979.
[12] N. Ganesan, Properties of rings with a finite number of zero-divisors, Math. Ann. 157 (1964) 215–218.
[13] C. Godsil, G. Royle, Algebraic Graph Theory, Springer, New York, 2004.
[14] I. Kaplansky, Commutative Rings, revised ed., University of Chicago Press, Chicago, 1974.
[15] J.D. LaGrange, Characterizations of three classes of zero-divisor graphs, Can. Math. Bull., doi:10.4153/CMB-2011-107-3.
[16] J.D. LaGrange, Complemented zero-divisor graphs and Boolean rings, J. Algebra 315 (2007) 600–611.
[17] D. Lu, T.Wu, The zero-divisor graphswhich are uniquely determinedbyneighborhoods, Commun. Algebra 35 (2007) 3855–3864.
[18] S.P. Redmond, On zero-divisor graphs of small finite commutative rings, Discrete Math. 307 (2007) 1155–1166.
