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PLANES OF MATRICES OF CONSTANT RANK AND GLOBALLY
GENERATED VECTOR BUNDLES
ADA BORALEVI AND EMILIA MEZZETTI
Abstract. We consider the problem of determining all pairs (c1, c2) of Chern classes of rank
2 bundles that are cokernel of a skew-symmetric matrix of linear forms in 3 variables, having
constant rank 2c1 and size 2c1 + 2. We completely solve the problem in the “stable” range,
i.e. for pairs with c21−4c2 < 0, proving that the additional condition c2 ≤
(
c1+1
2
)
is necessary
and sufficient. For c21 − 4c2 ≥ 0, we prove that there exist globally generated bundles, some
even defining an embedding of P2 in a Grassmannian, that cannot correspond to a matrix of
the above type. This extends previous work on c1 ≤ 3.
1. Introduction
Even if it arises naturally in linear algebra, the problem of classifying linear systems of
matrices of constant rank has many interactions with algebraic geometry. On the one hand,
the understanding of these linear systems has greatly benefited from the use of algebraic
geometry tools, as happened for example in [Syl86, Wes96, Wes87, BFM13]. On the other side,
linear systems have been proved useful in approaching some classical problems in geometry:
examples of this phenomenon are, among many others, [CP07, IL99, DPM05]. The main
connection between the two areas comes from interpreting such a linear system as a vector
bundles map, whose kernel and cokernel are again vector bundles on some projective variety.
Let us explain more precisely the setting in which we work. Let V be a vector space of
dimension n over C, and let A ⊆ V ⊗V be a linear subspace of dimension d. Fixing bases, we
can write down A as a n×n matrix of linear forms in d variables, that we denote by the same
letter A. We say that A has constant rank r if every non-zero matrix obtained specializing
the d variables has rank r.
The matrix A can be viewed naturally as a map V ∗ ⊗OPA(−1) A−→ V ⊗OPA, and as such
it gives an exact sequence:
(1.1) 0 // K // V ∗ ⊗OPA(−1) A // V ⊗OPA // E // 0,
where both the kernel K and the cokernel E are vector bundles of rank n− r on PA.
A computation of invariants shows that there is a bound on the maximal dimension that the
subspace A can attain, namely for values of 2 ≤ r ≤ n, such maximal dimension is comprised
between n − r + 1 and 2(n − r) + 1 [Wes87]. We stress the fact that these bounds are not
effective in general. Moreover for a given value of d, only some values of r are allowed.
The further assumption that the subspace A lies either in S2V or in ∧2V yields a symmetry
of the exact sequence (1.1), and gives an isomorphism K = E∗(−1). If that is the case, a
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similar computation of invariants as the one above shows us that the sequence (1.1) determines
the first Chern class c1(E) =
r
2 . In particular, the rank r = 2c is even.
We now want to focus on the special case n = 2c + 2, where the cokernel E is a vector
bundle of rank 2 with c1(E) = c, and where the maximal dimension of A can vary between 3
and 5. From the fact that E has rank 2 we deduce that E∗ ≃ E(−c). All in all, if A is either
symmetric or skew-symmetric, then the exact sequence (1.1) induced by A can be rewritten
as the following 2-step extension:
(1.2) 0 // E(−c− 1) // OPA(−1)2c+2 A // O2c+2PA // E // 0.
For the symmetric case we refer the reader to [IL99], where it is shown that the effective
bound for the dimension of linear spaces of symmetric matrices of co-rank 2 is independent
of c, and always equal to 3.
On the contrary, in the skew-symmetric case the bound does depend on the value c. If c
is odd, or if c = 2, then the bound is equal to 3, but for higher (even) values of c it is in
general not known. Almost all (that is, all except one) known examples of dimension 4 were
produced by the two authors together with D. Faenzi in [BFM13], and they have c = 4 and
6. For these values it is easy to see that 4 is an effective bound. It is conjectured that 4 is in
fact always an effective bound, and that 5-dimensional examples do not exist.
In this paper we work on the skew-symmetric case with dimA = 3, so we deal with bundles
on the projective plane. Recall that in this setting the sequence (1.1) entails that c1(E) = c,
but it does not determine the value of c2(E). Hence it is quite natural to ask the following:
Question. Let c be a positive integer. What are all the possible pairs (c, y) such that there
exists a skew-symmetric matrix of linear forms in 3 variables, having constant rank 2c, size
2c+ 2, and cokernel E, with Chern classes (c1(E), c2(E)) = (c, y)?
It is immediate from (1.2) that the bundle E is globally generated. Pairs (c, y) such that
there exists a globally generated rank 2 vector bundle F on P2 with c1(F ) = c and c2(F ) = y
are called effective, and have been recently completely classified in [Ell13].
In a similar fashion, we call m-effective a pair (c, y) such that there exists a skew-symmetric
matrix of linear forms in 3 variables, having constant rank 2c, size 2c + 2, and cokernel E,
with Chern classes (c1(E), c2(E)) = (c, y). If this is the case, the vector bundle E is also
called m-effective.
Clearly m-effectiveness implies effectiveness, so our question can be rephrased by asking
which effective pairs are also m-effective.
Remark that for low values of c every globally generated bundle defining an embedding
of P2 in the Grassmannian is m-effective. More precisely, the case c = 1 corresponds to the
linear spaces contained in the Grassmannian of lines in P3, hence it is classical. The cases
c = 2 and c = 3 have been treated in [MM05] and in [FM11] respectively. In particular in
[MM05] there is a complete classification of the orbits of linear spaces of 6×6 skew-symmetric
matrices of constant rank 4, up to the natural action of the group SL6.
Here we tackle our question for general values of c. We begin in Section 3 by proving the
following upper bound: if the pair (c, y) is m-effective then 0 ≤ y ≤ (c+12 ). Our main result
(Theorem 4.1) is a positive answer to our question for all pairs (c, y) satisfying the previous
condition and with c2 − 4y < 0, i.e. in the so-called stable range. Moreover our answer is
“constructive”, in that for every pair (c, y) we explicitly provide a vector bundle E and its
associated matrix A. Our method is somewhat similar to the construction used by Le Potier in
[LP80]: we consider rank 2 bundles that are quotients (in a sense made precise in Definition
2.1) of direct sums of bundles of the form OP2(i), i ≥ 1, and Q, where Q is the universal
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quotient bundle on P2. These can be regarded as building blocks for the matrices we are
looking for, and in fact all our examples will be constructed from these blocks. This is the
content of Section 2. We stress the fact that, even though the Chern classes of the bundles
that we build belong to the stable range, not all those bundles are stable, as explained in
Corollary 4.4.
The unstable range where c2 − 4y ≥ 0 is treated in Section 5; there we prove that the
question has in general negative answer, by producing a series of counterexamples. The paper
ends with a particularly interesting class of examples of effective pairs that are notm-effective,
but that nevertheless induce an embedding of the projective plane P2 in the Grassmannian of
lines G(1, 2c + 1).
Acknowledgements. We would like to thank Philippe Ellia for sharing his ideas on globally
generated vector bundles, and for suggesting the proof of Proposition 5.4.
2. Preliminaries
We start by introducing a large class of m-effective bundles, obtained as “quotients” of
certain decomposable bundles. We warn the reader that by quotient we mean something
more specific than the usual definition, that is:
Definition 2.1. A vector bundle E on a projective space P is a quotient of a vector bundle
F if there exist s ≥ 0 sections of F inducing the exact sequence:
(2.1) 0→ OsP → F → E → 0.
This same definition is used in [SU09] and [FM11]. Notice that if E is a quotient of F ,
then their Chern classes satisfy ci(E) = ci(F ) for all i ≤ rkE.
As anticipated in the Introduction, we are interested in quotients of bundles of the form:
(2.2) F = (⊕i≥1OP2(i)ai)⊕Qb,
with i ≥ 1 and ai, b ≥ 0 for all i, i.e. quotients of special decomposable bundles that are direct
sums of Q and the line bundles OP2(i), i ≥ 1. Q is the universal quotient bundle on P2, or, if
one prefers, Q = TP2(−1) is a twist of the tangent bundle. All m-effective bundles appearing
in this paper are of this form. To our knowledge, there are no other examples.
Theorem 2.1. Let E be a rank 2 vector bundle on P2, quotient of a direct sum of copies of
Q, and of the line bundles OP2(i), i ≥ 1. Then E is m-effective.
Before proving Theorem 2.1, we recall a few facts about the secant varieties of the Grass-
mannians of lines. Let G(1, n − 1) ⊂ P(Λ2V ) denote the Grassmannian of the 2-dimensional
vector subspaces of a vector space V of dimension n, or, equivalently, of the lines of P(V ).
We denote by σkG(1, n− 1) its k-th secant variety, k ≥ 1, i.e. the Zariski closure of the union
of the (k − 1)-spaces generated by k independent points of G(1, n− 1). It is well known that
the points of σkG(1, n− 1) can be interpreted as skew-symmetric matrices of size n and rank
at most 2k. Therefore, given a skew-symmetric matrix A of linear forms in 3 variables, of
constant rank 2c and size n, it is natural to interpret its projectivization P(A) as a (projective)
2-plane contained in the stratum σcG(1, n − 1) \ σc−1G(1, n − 1).
The following result can be found in [FM11]; we give a version that is suitable for our
purposes.
Proposition 2.2. [FM11, Coroll. 5.9] Let c be any positive integer, and let A be a 3-
dimensional linear space of matrices of size N ≥ 2c+2 and constant rank 2c. Then P(A) can
be isomorphically projected to σcG(1, 2c + 1) \ σc−1G(1, 2c + 1).
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Therefore, from a matrix A of size N we can obtain, by projection, a new matrix A′ of
size 2c+2, whose rank remains constant and equal to 2c. In [FM11] it is shown how one can
choose the centre of projection to produce explicitly a projection of PN−1 to P2c+1 with the
required property. In particular [FM11, Examples 5 and 6] provide explicit examples of such
a projection.
Remark 2.1. If CokerA is a vector bundle F of rank N − 2c, performing this projection is
equivalent to taking a rank 2 quotient E of F , such that E = CokerA′. Conversely, a general
rank 2 quotient E of F gives rise to a constant rank matrix A′. This can be seen by combining
the two exact sequences (1.2) and (2.1) in a commutative diagram, using diagram chase and
the Snake Lemma.
To construct constant rank matrices of co-rank 2 and of the desired size, we will therefore
first build bundles of high rank, and then project to get quotients of rank 2. These high rank
vector bundles are all constructed from two types of building blocks, namely the universal
quotient Q and the line bundles OP2(i), i ≥ 1.
We introduce these two types of building blocks in the following examples.
Example 2.1. The universal quotient Q. The bundle Q is m-effective. An extension of the
form (1.2) for it can be constructed by taking the direct sum of the Euler sequence:
(2.3) 0→ OP2(−1)→ O3P2 → Q→ 0
and of its dual twisted by −1. The resulting extension is therefore:
(2.4) 0 // ΩP2 // OP2(−1)4
AQ
// O4
P2
// Q // 0,
where AQ is a 4× 4 matrix of constant rank 2 of the form:

0 a b c
−a 0 0 0
−b 0 0 0
−c 0 0 0

 .
Example 2.2. The line bundles OP2(i). For every odd number 2i + 1 ≥ 3 a general linear
system of dimension 3 of skew-symmetric matrices of size 2i + 1 is of constant rank 2i, with
extension
(2.5) 0 // OP2(−i− 1) // OP2(−1)2i+1
Ai
// O2i+1
P2
// OP2(i) // 0.
This simply follows by the fact that the secant variety σiG(1, 2i) has codimension 3 in P(Λ
2V ),
where now dimV = 2i+ 1. An explicit example is the matrix
Ai =


0 . . . 0 a b
. a b c
. . .
.
c 0
. .
.
0 −a . . . .
−a −b −c .
−b −c 0 . . . 0


.
We are now ready to prove Theorem 2.1.
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Proof of Theorem 2.1. Assume that E is a rank 2 quotient of a bundle F of the form (2.2).
Take the direct sum of b copies of the matrix AQ and, for all i, ai copies of the matrix Ai
and let A be the direct sum of all these matrices: its Coker is F . To conclude it is enough to
apply Proposition 2.2 and Remark 2.1. 
Remark 2.2. The Chern classes of the bundle F appearing in (2.2) can be computed using
repeatedly the well-known formulas c1(A ⊕ B) = c1(A) + c1(B) and c2(A ⊕ B) = c2(A) +
c2(B) + c1(A)c1(B), with A and B any two vector bundles on a projective space P. It is then
straightforward (and boring) to see that:
c1(F ) =
∑
i
iai + b,(2.6)
c2(F ) =
∑
i
i2
(
ai
2
)
+
∑
i 6=j
ijaiaj +
(
b+ 1
2
)
+ b
(∑
i
iai
)
.(2.7)
Remark 2.3. Let E be a globally generated rank 2 bundle on P2. If c1(E) ≤ 2, then E is a
quotient of a bundle of the form (2.2), see [SU09]. If c1(E) = 3, the same property holds true
under the additional assumption that E defines an embedding in G(1, 7), see [FM11].
The example below gives some information on the cases c1 = 4 and c1 = 6.
Example 2.3. Let E be a (mathematical) instanton bundle of charge k on P3, i.e. a rank
2 vector bundle on P3 defined as the cohomology of a linear monad of type OP3(−1)k →
O2k+2
P3
→ OP3(1)k. In [BFM13] the following two facts are proved:
(1) if E is any charge 2 instanton, then E = E(2) is the cokernel of a skew-symmetric
matrix of linear forms in 4 variables, having size 10 and constant rank 8.
(2) If E is a general charge 4 instanton, then E = E(3) is the cokernel of a skew-symmetric
matrix of linear forms in 4 variables having size 14 and constant rank 12.
It is clear that the restrictions of these bundles to P2 are m-effective.
Notice that the bundle E on P3 cannot be a quotient of a bundle of higher rank. Indeed, an
exact sequence of type (2.1) corresponds to an element of the group Ext1(E,Os
P3
) ≃ H1(E∗).
From the monad defining E it is easy to compute cohomology and check that this H1 group
vanishes.
The behavior of the restricted bundle E|P2 is quite different. The same cohomology compu-
tation gives us h1(E|∗
P2
) = k, with k the charge of the instanton. For the (restricted) instanton
of charge 2 we can say a little more. The m-effective pair associated to E is in this case (4, 6).
In the recent work [ACM13] it is shown that the only possibilities for such a pair are to be
associated to either a quotient of OP2(1)4, or a quotient of OP2(1)⊕OP2(2)⊕Q. The first case
corresponds to a stable Steiner bundle, while the second one is semistable. For the behavior
of the charge 2 instanton restricted to planes, see also [Har78, Prop. 9.10].
3. Bounds and necessary conditions
Let (c, y) be an effective pair, and let E be an associated globally generated vector bundle
on P2. From the fact that the restriction of E to a line is also globally generated, we deduce
that c = c1(E) > 0. By taking a general section of E and looking at its (smooth!) zero locus
we also see that one must have y = c2(E) ≥ 0. It turns out that m-effectiveness imposes
not just a lower, but also an upper bound on this second value y; this will be the content of
Proposition 3.2. One of the main ingredients of its proof consists in a necessary vanishing in
cohomology that a vector bundle E must satisfy in order to fit in a 2-step extension of type
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(1.2). This easy fact will come in handy in Section 5 and thus deserves to be mentioned in
the following:
Lemma 3.1. The exact sequence (1.2) entails that h1(E(−1)) = h2(E(−1)) = 0. Therefore,
the vanishing of these cohomology groups is a necessary condition for a bundle E to be m-
effective.
Proof. We compute the cohomology of the vector bundle E(−1) using the (twisted) exact
sequence (1.2). Since the cohomology of OP2(−2) and OP2(−1) vanishes in all degrees, we
deduce that h1(E(−1)) = h2(E(−1)) = 0. 
Proposition 3.2. Let c and y be two non-negative integers. If the pair (c, y) is m-effective,
then c > 0 and y satisfies the sharp inequality 0 ≤ y ≤ (c+12 ).
Proof. The fact that c > 0 and y ≥ 0 follows from effectiveness, as already remarked. On the
other hand, Lemma 3.1 entails that the Euler characteristic χ(E(−1)) equals to h0(E(−1)),
and therefore must be non-negative. Using Riemann-Roch we compute that 0 ≤ χ(E(−1)) =
c(c+1)
2 − c2(E), which is equivalent to y ≤
(
c+1
2
)
.
For the sharpness part of the statement: the lower bound y = 0 is attained by taking
E = OP2 ⊕OP2(c), whereas if E is a Steiner bundle defined by the short exact sequence:
(3.1) 0→ OP2(−1)c → Oc+2P2 → E → 0,
then c2(E) =
c(c+1)
2 =
(
c+1
2
)
.
To see that a Steiner bundle is indeed m-effective, notice that E is a Steiner bundle defined
by (3.1) if and only if it is a quotient of Qc. Hence m-effectiveness follows from Theorem 2.1.
Indeed, one simply needs to look at the following commutative diagram, where all rows and
columns are exact.
0

0

O2c−2
P2

O2c−2
P2

0 // OP2(−1)c // O3cP2

// Qc

// 0
0 // OP2(−1)c // Oc+2P2

// E

// 0
0 0
The central row is nothing but c copies of the Euler sequence. 
We denote by I the closed interval I := [0,
(
c+1
2
)
] that we obtain from Proposition 3.2. A
well-known result of Schwarzenberger entails that the Chern classes (c, y) of a stable rank 2
bundle on P2 satisfy the inequality ∆ := c2 − 4y < 0 ( and ∆ 6= −4). The interval I on
the other hand contains values for which ∆ can be both negative and non-negative. This
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distinction prompts us to divide I into two sub-intervals I = Iu ∪ Is. The sub-intervals
Is :=]
c2
4 ,
(
c+1
2
)
] and Iu := [0,
c2
4 ] will be called the stable and (respectively) unstable range.
4. The stable range
In this section we study the stable range: we show that in such range effectiveness and m-
effectiveness coincide, or, in other words, that all pairs (c, y) such that y ∈ Is are m-effective.
Indeed, from [LP80, Prop. 6.5] and [Ell13, Coroll. 1.5] we learn that all pairs (c, y) such that
y ∈ Is are effective.
Theorem 4.1. Let c be a positive integer, and let Is =]
c2
4 ,
(
c+1
2
)
]. All pairs (c, y), with y any
integer belonging to Is, are m-effective. Hence for all such pairs there exists a skew-symmetric
matrix A of linear forms in 3 variables, having size 2c+2, constant rank 2c, cokernel E, and
(c1(E), c2(E)) = (c, y). Moreover such a matrix can be constructed explicitly.
Proof. We will prove that, for any pair (c, y) with c > 0 and y in the stable range Is, there
exists a rank 2 bundle E, with (c1(E), c2(E)) = (c, y), quotient of a bundle F of the form
(2.2) F = (⊕i≥1OP2(i)ai)⊕Qb. Then it will be enough to apply Theorem 2.1 to conclude that
E is m-effective. Moreover, we will give an explicit algorithm to compute the bundle F .
First, divide Is into two subintervals: Is = Is1∪Is2, where Is1 =] c24 ,
(
c
2
)
[ and Is2 := [
(
c
2
)
,
(
c+1
2
)
].
For the interval Is2 it is enough to reformulate in terms of m-effectiveness the results
contained in [LP80, Section 6]: if y ∈ Is2, there is an open subset of the moduli space
MP2(2; c, y) whose general element is a rank 2 bundle E with c1(E) = c and c2(E) = y, fitting
in a short exact sequence of the form:
0→ Oy−2−
c(c−3)
2
P2
→ Qy−(c2) ⊕OP2(1)(
c+1
2 )−y → E → 0.
In other words, E is a quotient of a direct sum of copies of Q and OP2(1). The computation
of the Chern classes follows from Remark 2.2.
For Is1 things are much more complicated, and we thus proceed step by step.
Fix c > 0 and y with c
2
4 < y <
(
c
2
)
.
Step 1. It is convenient to introduce the constant x =
(
c
2
) − y, with 0 < x < c2−2c4 . Note
that if y is of the form (2.7), i.e. y = c2(F ) with F as in (2.2), then it is easy to compute
that:
(4.1) x =
∑
i≥2 ai
(
i
2
)− b.
We stress that the value a1 does not appear in the expression of x. In the next steps we will
look for a convenient expression of x of the form (4.1), suitable for our purposes.
Step 2. For x > 0, set cm(x) := min{c ∈ N | x < c2−2c4 }. So cm(x) = 1 + ⌈
√
4x+ 1⌉, where
for a real number z we denote by ⌈z⌉ the minimum integer number strictly bigger than z. We
warn the reader that ⌈z⌉ coincides with the ceiling of z only when z is not an integer. Notice
that, if there exists a bundle F as in (2.2) for the pair (cm(x),
(
cm(x)
2
)− x), then there exists
a bundle F ′ as in (2.2) for any pair (c,
(
c
2
) − x) with c ≥ cm(x). Indeed it is enough to take
F ′ = F ⊕OP2(1)c−cm(x).
Thus we focus our attention on the pairs (c, y) of the form (cm(x),
(
cm(x)
2
)− x).
Step 3. So let x ≥ 0 be an integer. If x ≤ 2, we set a2 := x. If instead x > 2, let
k1 := max{k > 2 |
(
k
2
) ≤ x}. Then x = (k12 )+ z, with 0 ≤ z ≤ k1 − 1.
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Iterate this construction for x, starting from z: if z ≤ 2, we set a2 = z, if instead z > 2,
we let k2 = max{k > 2 |
(
k
2
) ≤ z}. Keeping on repeating the same construction, one ends up
with an expression:
(4.2) x =
(
k1
2
)
+
(
k2
2
)
+ . . .+
(
kh
2
)
+ a2,
with uniquely determined a2 ∈ {0, 1, 2}, and, if x > 2, h ≥ 1, k1 > k2 > . . . > kh > 2. Remark
that x− (k12 ) ≤ k1 − 1, x− (k12 )− (k22 ) ≤ k2 − 1, and so on.
Step 4. Define now the new value γ0(x) := k1 + k2 + . . . + kh + 2a2. If γ0(x) ≤ cm(x),
then we can define a bundle F with c1(F ) = cm(x) by setting F = OP2(k1)⊕OP2(k2)⊕ . . .⊕
OP2(2)a2 ⊕ OP2(1)α, with α = cm(x) − γ0(x). From (4.1) we get that c2(F ) =
(
cm(x)
2
) − x,
hence in this case we are done.
Step 5. If instead γ0(x) > cm(x), then for any 1 ≤ i ≤ h we consider the expressions
x =
(
k1
2
)
+ . . . +
(
ki−1
2
)
+
(
ki+1
2
) − bi, which define the numbers bi with 1 ≤ bi ≤ ki. Set
γi(x) := k1 + k2 + . . . + ki−1 + (ki + 1) + bi, for i > 0. Then, as soon as γi(x) ≤ cm(x) for
some i = 1, . . . , h, we can reduce to the previous case and take the following bundle with the
desired Chern classes: Fi = OP2(k1) ⊕ . . . ⊕ OP2(ki−1) ⊕ OP2(ki + 1) ⊕ Qbi ⊕OP2(1)αi , with
αi = cm(x)− γi(x).
To conclude the proof we only need to show that this is always the case, i.e. that every
time we repeat the construction above we can indeed find such an i with γi(x) ≤ cm(x).
Claim. For any x > 0 there exists i ≥ 0 such that γi(x) ≤ cm(x).
If x = 1, 2 the claim is clearly true.
If x ≥ 3, we use induction on k1. Let us now denote k1 by k1(x), in order to underline its
dependence on x. We will check that the claim is true for the numbers x having low k1(x),
where the term “low” will be made precise in a moment. For the inductive step we observe
that, if x =
(
k1(x)
2
)
+ z, with z ≤ k1(x) − 1, then k1(z) < k1(x) and γi(x) = k1(x) + γi(z).
(This holds for i = 0 and for any i ≥ 1 such that both γi(x) and γi(z) make sense.) Therefore,
assuming that the claim is true for z, we want to deduce that it is true for x. It is enough
to prove that k1(x) + cm(z) ≤ cm(x). From the next Lemma it follows that this is true for
k1(x) ≥ 25. Hence the first values of k1(x) to check preliminarily are k1(x) ≤ 24.
Lemma 4.2. Assume that x =
(
k1(x)
2
)
+ z with z ≤ k1(x)− 1, and that moreover k1(x) ≥ 25.
Then:
(4.3) k1(x) + cm(z) ≤ cm(
(
k1(x)
2
)
+ z).
Proof. This amounts to verify the following inequality (where for simplicity we write k instead
of k1(x)):
(4.4) k +
⌈√
4z + 1
⌉ ≤
⌈√
4
(
k
2
)
+ 4z + 1
⌉
=
⌈√
2k2 − 2k + 4z + 1
⌉
.
Clearly it is enough to show that:
(4.5) k + 1 +
√
4z + 1 ≤
√
2k2 − 2k + 4z + 1,
and this reduces to:
(4.6) z ≤ k4−8k3+10k2−3
16(k+1)2
= (k−1)
2(k2−6k−3)
16(k+1)2
.
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Since z ≤ k − 1, it is enough to prove:
(4.7) k − 1 ≤ (k−1)2(k2−6k−3)
16(k+1)2
.
It is easy to check that inequality (4.7) is satisfied for k ≥ 25. 
A brute force computation shows that the statement is true for all values of x having
k1(x) ≤ 24, and this concludes Step 5 as well as the proof of Theorem 4.1 
Remark 4.1. For more details on the explicit computation and on the techniques used, we
refer to Section 6, where we work out the example c = 8.
Even if their Chern classes belong to the stable range, not all the m-effective vector bundles
that we build are stable. Recall that a rank 2 vector bundle on P2 is stable if and only if its
normalized bundle (i.e. the twist of the bundle with first Chern class equal to 0 or −1) has
no sections. Using this we can prove the following:
Proposition 4.3. Let E be a rank 2 quotient of the bundle F = ⊕i≥1OP2(i)ai ⊕ Qb, with
c1(E) = c. Set ι := max{i | ai > 0}. E is stable if and only if ι < c/2.
Proof. It is enough to note that the normalized bundle of E is E(−ν), with ν = c2 if c is even
and ν = c+12 if c is odd. Therefore E is stable if and only if i − ν < 0 for any i such that
ai 6= 0. 
Corollary 4.4. If c is even and y ≥ c24 + c − 3 (resp. if c is odd and y ≥ c
2
4 +
2c−3
4 ), there
exist m-effective stable bundles.
Proof. Assume that c is even. From 2.7 it follows that the minimal c2 for bundles E as in
Theorem 4.1, under the condition ι < c/2, is attained for b = 0 when the number of the
indices i such that ai > 0 is the minimum possible, i.e. 3. So we consider c2(OP2( c2 − α) ⊕OP2( c2 − β) ⊕OP2(α + β)). This is a function of α and β that, for 0 ≤ α, β < c2 , attains its
minimum for (α, β) = (1, 1). For c odd, a similar argument applies. 
5. The unstable range
We now consider the unstable range, that is, the interval Iu = [0,
c2
4 ]. As a first remark,
notice that both endpoints correspond to m-effective pairs. Indeed, if c is even and c
2
4 ∈ N,
then the two pairs (c, 0) and (c, c
2
4 ) are attained by the two quotient bundles OP2 ⊕ OP2(c)
and OP2( c2 )2 respectively, and their m-effectiveness follows from Theorem 2.1. If instead c is
odd, then the right-endpoint of Iu is
c2−1
4 , and the pair (c,
c2−1
4 ) corresponds to OP2( c−12 ) ⊕
OP2( c+12 ).
Recall that effectiveness is a necessary condition for m-effectiveness. We are thus interested
in studying effective pairs (c, y) with y ∈ Iu. These have been completely classified in [Ell13].
Contrary to what happens in the stable range, where, given c, all values y ∈ Is give an effective
pair (c, y), in the unstable range there are values y ∈ Iu such that the pair (c, y) cannot be
attained as Chern classes of a globally generated bundle on P2. In other words, there are gaps
in the effective range. The description of these gaps is quite involved; we report it for the
reader’s convenience, with the warning that our notation is slightly different from the original
one.
Denote by ⌊ c2⌋ the integral part of c2 . For every integer 0 ≤ k ≤ ⌊ c2⌋ − 1, let Gk(0) :=
[kc + 1, (k + 1)c − (k + 1)2 − 1], with the convention that if b > a then [a, b] = ∅. For
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3 ≤ k ≤ ⌊ c2⌋ − 1, set k0 := ⌊
√
k − 2⌋. For every integer a such that 1 ≤ a ≤ k0 define
Gk(a) := [k(c− a) + a2 + 1, k(c − a) + k − 1].
Finally, let Gk = ∪k0a=0Gk(a) and G = ∪
⌊ c
2
⌋−1
k=0 Gk. Ellia’s classification entails that if y ∈ Iu,
the pair (c, y) is effective if and only if y ∈ I˜u := Iu \G.
What can we say about the m-effectiveness of pairs (c, y), with y ∈ I˜u?
Define, for all 0 ≤ k < ⌊ c2⌋, the intervals:
(5.1) Jk := [kc− k2, (k + 1)c − (k + 1)2 − 1].
The unstable range Iu = [0,
c2
4 ] is subdivided into the ⌊ c2⌋ subintervals Jk’s, each of length
c− 2k − 2, plus the last endpoint ⌊ c24 ⌋.
Notice that for all 0 ≤ k < ⌊ c2⌋ there exist m-effective pairs (c, y) with y ∈ Jk. It is enough
to consider quotient bundles of type OP2(k)⊕OP2(c− k), whose Chern classes are c1 = c and
c2 = kc− k2. (The two endpoints of Iu thus correspond to the two special values k = 0 and
k = c2 in the even case, and k = 0 and k =
c−1
2 in the odd case.)
On the other hand, the intervals Jk’s contain gaps where the pair (c, y) is not effective.
Indeed for all k, the set of gaps Gk is a subset of the interval Jk. We call J˜k := Jk \Gk.
The following result sheds some light on the structure of the intervals J˜k’s.
Proposition 5.1. Let c be any positive integer, and let Iu = [0,
c2
4 ] be the unstable range. For
0 ≤ k < ⌊ c2⌋ let Jk = [kc − k2, (k + 1)c − (k + 1)2 − 1], so that Iu = ∪
⌊ c
2
⌋−1
k=0 Jk ∪ { c
2
4 } if c is
even, and ∪⌊
c
2
⌋−1
k=0 Jk ∪ { c
2−1
4 } if c is odd. Consider a pair (c, y), with y any integer belonging
to Iu. Then:
(1) If y ∈ J0 or y ∈ J1, then (c, y) is m-effective if and only if it is effective.
(2) If y ∈ Jk with k ≥ 2, then there is a subset:
Nk := [kc− k2 +
(
k+1
2
)
+ 1, (k + 1)c − (k + 1)2 − 1] ∩ J˜k
such that, as soon as c > (k + 1)2, the pair (c, y) with y ∈ Nk, is effective, but not
m-effective.
Proof. The proof of the first part reduces to an easy remark. One has that J0 = {0} ∪G0(0),
hence J˜0 = {0}, and we have already seen more than once that the pair (c, 0) is attained by
the rank 2 bundle OP2 ⊕OP2(c). Similarly, J1 = {c− 1, c}∪G1(0), hence J˜1 = {c− 1, c}. The
two values correspond to quotients of the bundles OP2(1) ⊕ OP2(c − 1), and Q ⊕ OP2(c − 1)
respectively. All these bundles are m-effective thanks to Theorem 2.1.
For the second part, let (c, y) be an effective pair, with y ∈ J˜k, and let E be the associated
globally generated rank 2 vector bundle. We are interested in computing the group H1(E(−1)).
If we find a range in which this group is non-zero, then by Lemma 3.1 the bundle E cannot
be m-effective.
Let s be a global section of E. Via Hartshorne-Serre correspondence, we get a short exact
sequence of type:
(5.2) 0→ OP2 → E → IY (c)→ 0,
where the zero locus Y = (s)0 is a locally complete intersection (l.c.i from now on) 0-
dimensional subscheme of P2, of length y. We will use properties of Y to deduce information
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on the cohomology of the bundle E. Indeed, from the long exact cohomology sequence induced
by (5.2) twisted by OP2(−1), we obtain the equality h1(E(−1)) = h1(IY (c− 1)).
As proven in [GH78, Prop. 1.33], the scheme Y satisfies Cayley-Bacharach property CB(c−
3).
We say that a l.c.i. 0-dimensional subscheme Y in P2 satisfies the Cayley-Bacharach prop-
erty for curves of degree n ≥ 1 if any curve of degree n containing a subscheme Y ′ ⊂ Y of
co-length 1, contains Y . If this is the case, we write Y satisfies CB(n). Remark that this
implies that Y satisfies CB(i) for all i ≤ n.
By [Ell13, Lem. 3.2], since the group of sections H0(IY (k)) is non-zero, Y lies on a curve
of degree k, but not on a curve of degree k − 1. This allows us to obtain useful information
on its numerical character, which in turn gives a method to compute h1(IY (c− 1)).
Recall that if Z is a 0-dimensional scheme in the projective plane, its numerical character
χ(Z) = (n0, . . . , nσ−1) is a sequence of integers which encodes the Hilbert function of Z, with
the following properties:
(1) n0 ≥ n1 ≥ . . . ≥ nσ−1 ≥ σ, where σ is the minimal degree of a plane curve containing
the scheme Z;
(2) degZ =
∑σ−1
i=0 (ni − i);
(3) h1(IZ(t)) =
∑σ−1
i=0 [ni − t− 1]+ − [i− t− 1]+, where [x]+ := max{x, 0}.
The numerical character is connected if ni ≥ ni+1 + 1 for all 0 ≤ i ≤ σ − 1.
In our setting, we have χ(Y ) = (n0, n1, . . . , nk−2) with:
(1) n0 ≥ . . . ≥ nk−1 ≥ k,
(2)
∑k−1
i=0 ni = y +
(
k
2
)
.
From [Ell13, Lem. 4.13] we learn that χ(Y ) must be connected. If for some index j we
had nj > nj−1 + 1 then Y would not satisfy CB(i) for all i ≥ nr − 1 ≥ k − 2, where
the second inequality follows from (a). Since we do know that Y satisfies CB(c − 3) and
k − 2 ≤ ⌊ c2⌋ − 2 < c− 3, this cannot happen.
We can thus use the numerical character to compute that:
h1(IY (c− 1)) =
k−1∑
i=0
[ni − c]+ − [i− c]+ =
k−1∑
i=0
[ni − c]+,
where the last equality holds because i ≤ k − 1 < c, and thus [i− c]+ = 0 for all i.
Write the value y ∈ J˜k as y = kc− k2 + α, with 0 ≤ α ≤ k2. Then we have:
k−1∑
i=0
ni = y +
(
k
2
)
= kc− k2 + α+
(
k
2
)
= kc+ α−
(
k + 1
2
)
.
The condition above entails that n0 ≥ c− k+12 + αk , and thus n0 − c ≥ −k+12 + αk .
If α >
(
k+1
2
)
then n0−c  0, so the cohomology group H1(IY (c−1)) has positive dimension,
and the pair (c, y) cannot be m-effective.
Before we can conclude, we need to make sure that the set Nk is contained in the interval
Jk, and this happens exactly as soon as c > (k + 1)
2. 
Theorem 5.1 combined with an explicit construction of m-effective bundles as quotients
proves the following Corollary 5.2. Indeed, for k ≤ 2 one has that J˜k \ Nk = ∅, meaning
that for c ≤ 7 there is nothing to prove. For c = 8 we refer the reader to Section 6, where
this example is worked out in detail. Notice also that for low values of c some of the Jk
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intervals overlap, allowing us to construct several non-isomorphic bundles associated to the
same m-effective pair.
Corollary 5.2. Let 0 < c ≤ 8 be a positive integer, and let Iu = [0, c24 ] be the unstable range.
There is a complete classification of all m-effective pairs (c, y) with y ∈ Iu.
We recall that giving a globally generated rank 2 vector bundle F on P2, together with
a linear subspace V ⊆ H0(F ) of dimension N + 1, and an epimorphism V ⊗ OP2 ։ F , is
equivalent to giving a map ϕV : P
2 → G(1, N) from P2 to the Grassmannian of lines in PN .
When V = H0(F ), we write ϕF := ϕH0(F ).
Given an effective pair (c, y) it is thus very natural to ask whether or not the associated
globally generated bundle gives rise to an embedding. If the pair (c, y) is alsom-effective, then
the answer to this question is always positive: for any bundle E coming from an extension of
type (1.2), the map ϕF is an embedding of P
2 in G(1, 2c + 1). This is proved in:
Proposition 5.3. [FM11, Prop. 2.4] Let c be a positive integer, and let A be a skew-symmetric
matrix of linear forms in 3 variables, having size 2c + 2 and constant rank 2c. Let E be
the globally generated vector bundle defined as the cokernel of A. Then E defines a 2c-uple
embedding of P2 in G(1, 2c + 1).
From this viewpoint, the pair (c, 2c) is particularly interesting. In Proposition 5.1 we
have seen that as soon as c > 9, then (c, 2c) is not m-effective. Nevertheless, under some
extra assumption the associated globally generated bundle E gives an embedding of P2 in the
Grassmannian G(1, 2c+ 1). This is the content of the following:
Proposition 5.4. Given any integer c > 9, the pair (c, 2c) is effective but not m-effective, that
is, there exists a globally generated rank 2 vector bundle E on P2 with Chern classes (c, 2c),
but E cannot be the cokernel of a skew-symmetric matrix of linear forms in 3 variables,
having size 2c + 2 and constant rank 2c. Moreover, if there are no lines L such that E
splits as E|L ≃ OL ⊕ OL(c), then E induces an embedding ϕV : P2 → G(1, 2c + 1), where
V ≃ C2c+2 ⊆ H0(E).
Proof. The first part of the statement is a straightforward consequence of Proposition 5.1.
For the second part, let E be a globally generated vector bundle associated with the effective
pair (c, 2c), and let us look at the induced map ϕE . We will start by proving that ϕE is an
embedding.
Let ξ ⊂ P2 be any 0-dimensional length 2 subscheme. We need to show that the inequality
h0(E ⊗ Iξ) ≤ h0(E)− 3 holds. Let L be the line spanned by ξ. We have a sequence:
(5.3) 0→ OP2(−1)→ Iξ → OL(−2)→ 0.
Tensoring it by E and computing cohomology, we see that:
(5.4) h0(E ⊗ Iξ) = h1(E ⊗ Iξ) + h0(E(−1)) − h1(E(−1)) + h0(E|L(−2)) − h1(E|L(−2)).
On the other hand from the short exact sequence of definition of the hyperplane L tensored
by E we get:
(5.5) h0(E) = h0(E(−1)) − h1(E(−1)) + h0(E|L).
Repeating step by step the proof of Proposition 5.1, one sees that for k = 2 there is only
one possibility for the numerical character of the 0-dimensional scheme Y defined by (5.2),
namely χ(Y ) = (c+ 1, c). Hence we can compute that h1(E(−1)) = h1(IY (c− 1)) = 1.
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Adding this information to what we knew before, we obtain:
(5.6) h0(E)− h0(E ⊗ Iξ) = h0(E|L)− [h0(E|L(−2)) − h1(E|L(−2))] − h1(E ⊗ Iξ).
Since E is globally generated, E|L ≃ OL(c − b) ⊕ OL(b), where ⌊ c2⌋ ≤ b ≤ c. As long as
b 6= c, we have h0(E|L)− h0(E|L(−2)) = 4 and h1(E|L(−2)) = 0, forcing h1(E ⊗ Iξ) ≤ 1. As
it is shown in [Arr96, Rem. 2.5], this is a sufficient condition for ϕE to be an embedding.
Notice that if there exists a line L such that E|L ≃ OL ⊕ OL(c), then h0(E|L) = c,
h0(E|L(−2)) = c− 1 and h1(E|L(−2)) = 1, so (5.6) becomes:
(5.7) h0(E)− h0(E ⊗ Iξ) = c− (c− 1) + 1− h1(E ⊗ Iξ) = 2− h1(E ⊗ Iξ) ≤ 2,
and ϕE cannot be an embedding.
To conclude our proof, it is enough to observe that the embedding ϕE : P
2 → G(1, N), with
N = h0(E) − 1, composed with the projection G(1, N) → G(1, 2c + 1) is still an embedding
as long as we stay out of the (5-dimensional) secant variety. From the cohomology of (5.2)
we see that N ≥ χ(E) − 1 = ⌊ c2⌋(c − 1) + 2 ≥ 34 if c ≥ 9, so in our range this is always
possible. 
6. An example
Here we analyze in detail the case c = 8. We believe that in this case the situation is simple
enough to be explained in detail, yet complicated enough to have some interest for explaining
our techniques.
If c = 8 then by Proposition 3.2 the value y belongs to the interval I = [0, 36]. I is
divided into the unstable range Iu = [0, 16] and stable range Is = [17, 36], which in turn is
Is = Is1 ∪ Is2 = [17, 27] ∪ [28, 36].
The first table below lists all m-effective pairs (8, y) with y ∈ Iu. Recall from Section 5
that the unstable range Iu is a union of sub-intervals Jk, with k varying from 0 to 3, together
with the value c
2
4 = 16. The intervals Jk’s are listed in the first column. The second column
contains the values of y, and for each of them the third column contains either the explicit
construction for the bundle E, in case the pair is m-effective, or, otherwise, the reason why E
cannot be constructed. Notice that in the case y = 15 there are two non-isomorphic bundles
that can be associated to the same m-effective pair (8, 15).
y = c2(E) E quotient of:
J0 = [0, 6] 0 OP2 ⊕OP2(8)
[1, 6] gap G0(0)
J1 = [7, 11] 7 OP2(1)⊕OP2(7)
8 Q⊕OP2(7)
[9, 11] gap G1(0)
J2 = [12, 14] 12 OP2(2)⊕OP2(6)
13 OP2(1)2 ⊕OP2(6)
14 Q⊕OP2(1)⊕OP2(6)
J3 = {15} 15 OP2(3)⊕OP2(5) or Q2 ⊕OP2(6)
c2
4 16 OP2(4)2
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Let us now move on to the stable range; we start with Is2 = [28, 36]. As explained in [LP80],
and in the proof of Theorem 4.1, all these values are attained by bundles that are quotients of
sums of copies of OP2(1) and Q. More in detail, notice that if we have c2(OP2(1)a ⊕Qb) = y
then c2(OP2(1)a−1 ⊕Qb+1) = y + 1, i.e. when we substitute a summand of type OP2(1) with
one of type Q the second Chern class grows by 1. The endpoints 28 and 36 of the interval Is2
are attained by (quotients of) OP2(1)8 and Q8 respectively, and all the intermediate values
are attained by substituting step by step copies of OP2(1) with copies of Q.
Finally, we look at the interval Is1 = [17, 27]. The second table illustrates the algorithm
in the proof of Theorem 4.1, that allows one to explicitly construct the m-effective bundle
associated to any pair (c, y) with y ∈ Is1. In the first three columns there are values of
y, x =
(8
2
) − y, and of the decomposition (4.2) of the latter, that we recall is of the form
x =
(
k1
2
)
+
(
k2
2
)
+ . . . +
(
kh
2
)
+ a2. (See Steps 1 and 3 of the algorithm.)
In the fourth column we wrote the value γ0(x) = k1+ k2+ . . .+ kh+2a2 from Step 4, with
uniquely determined a2 ∈ {0, 1, 2}. Following Step 2, we have added in the next column the
value cm(x) = 1 + ⌈
√
4x+ 1⌉.
Then in all cases where γ0(x) ≤ cm(x) we can directly construct a bundle whose quotient
is the m-effective E we are after. The two cases where this does not happen are indicated
with (∗) and (∗∗). They correspond to cases where the algorithm stops at Step 4.
y = c2(E) x =
(
8
2
)− y decomposition (4.2) γ0(x) cm(x) E quotient of:
17 11
(
5
2
)
+1 7 8 OP2(5)⊕OP2(2)⊕OP2(1)
18 10
(5
2
)
5 8 OP2(5)⊕OP2(1)3
19 9
(4
2
)
+
(3
2
)
7 8 OP2(4)⊕OP2(3)⊕OP2(2)
20 8
(4
2
)
+ 2 8 7 (∗)
21 7
(4
2
)
+ 1 6 7 OP2(4) ⊕OP2(2) ⊕OP2(1)2
22 6
(
4
2
)
4 6 OP2(4)⊕OP2(1)4
23 5
(3
2
)
+ 2 7 6 (∗∗)
24 4
(3
2
)
+ 1 5 6 OP2(3) ⊕OP2(2) ⊕OP2(1)3
25 3
(3
2
)
3 5 OP2(3)⊕OP2(1)5
26 2 2 4 4 OP2(2)2 ⊕OP2(1)4
27 1 1 2 4 OP2(2)⊕OP2(1)6
For the two cases marked with asterisks, we have to use Step 5 in the algorithm of Theorem
4.1. For the case x = 8, one has γ0(8) = 8 > cm(8) = 7. So let us write 8 =
(
5
2
) − 2, and
consider γ1(8) = 7 = cm(8). By applying the algorithm, we see that E is a quotient of a
bundle of the form OP2(5) ⊕OP2(1) ⊕Q2.
Similarly for x = 5 we have γ0(5) = 7 > 6 = cm(5). Then one rewrites 5 as
(4
2
)− 1, so that
γ1(5) = 5 < cm(5) and E is quotient of the direct sum OP2(4)⊕OP2(1)3 ⊕Q.
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