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The object of the present dissertation is to collect and arrange 
some of the recent research work relating to certain commutativity 
conditions for associative rings and near-rings. 
A/though the classical theorem of wedderburn that a finite 
division ring is a field was proved in 1905, but it was only after the 
development of structure theory of rings during second half of 
the twentieth century that significant contributions in this direction 
were made by many mathematicians like Jacobson, Herstien, 
Kaplansky, Faith, McCoy, Nakayama, Quadri, Bell and Adil Yaqub; 
to mention only a few. 
The present exposition consists of four chapters. With a view 
to making the text as much self contained as possible, some 
preliminary notions, definitions and fundamental results which are 
needed in the subsequent chapters, have been presented in the 
first chapter 
In chapter II, We discuss the commutativity of rings satisfying 
certain generalized Boolean conditions. The material presented 
in this chapter is based on the papers of Jacobson [56], 
Herstein[41, 42], Quadri et. at [92] and Bell, Quadri and Ashraf 
[28]. 
A concept that generalizes Boolean rings (satisfying ^ = x) is 
(I) 
that of periodic rings as a ring in whicti for every ring element x, 
there exist two distinct positive integers m and n such that x^ = x" 
. Chapter III is devoted to study some of the results concerning 
periodic rings and their generalizations. In Section 3.2, some basic 
properties of periodic rings are presented including Chacron's 
criterion for a ring to be periodic. In section 3.3, we have discussed 
some results concerning the commutativity of periodic rings with 
constraints on certain specific subsets. In section 3.4, notions of 
weakly periodic and weaply p-periodic rings are introduced and 
their commutativity is discussed. 
In the last chapter, structures of rings and near-rings satisfying 
certain polynomial identities have been determind. Section 4.2, 
begins with a structure theorem due to Ligh and Luh [77] which 
states that a ring R satisfying the condition (xyf^^'^^ = xy for all 
x,y e R is a direct sum of a J-ring (satisfying xf^ = x) and a zero 
ring (satisfying xy = 0). In section 4.3, direct sum decompositions 
are investigated for the rings satisfying some more general 
polynomial conditions, Examples are provided in the last section 
of the chapter to demonstrate that the analogous hypotheses do 
not quite yield direct sum decomposition in case of near rings 
and in order to obtain a weaker decomposition for some special 
types of near-rings, concept of orthogonal sum is defined. 
Suitable examples are provided at proper places to illustrate 
(II) 
that the restrictions imposed on the hypotheses of various results 
are not superfluous altogether 
In the end, a comprehensive bibliography of books and re-
search papers which are consulted during the preparation of the 
present exposition has been given. 
Articles definitions, remarks, examples and theorems have 
been numbered chapter wise. A double point system is adopted 
to secify them. For example Theorem 4.3.1 in reference means 
theorem one appearing in section three of chapter four 
(III) 
Chapter - I 
Preliininaries 
1.1 INTRODUCTION 
This chapter conta ins some basic def in i t ions, 
fundamental notions and important terminology and well-
known results in ring theory which we shall need for the 
development of the subject in the subsequent chapters of 
the present dissertation. Of course, the knowledge of the 
elementary algebric concepts as those of groups, rings, 
fields and homomorphisms, etc. has been preassumed. Most 
of the material for the present chapter has been extracted 
from the following standard l i terature; to mention a few; 
Herstein [50,51], Jacobson [57], Kurosh [72], Lambek [73], 
McCoy [81] and Rowen [96]. 
1.2 SOME RING-THEORETIC NOTIONS 
In this section we collect some important terminology 
in ring theory. Throughout, R represents an associative ring 
and for any pair of elements a, b e R, the commutator 
[a,b] = ab-ba. The symbols N, C, D and Z(R) denote the 
set of nilpotent elements, the set of commutators, the set of 
zero divisors and the centre of R respectively. 
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Definition 1.2.1 (Characteristic of a Ring). If for a 
ring R, there exists a positive integer n such that n x = 0, 
for all X e R, then the least such positive integer is called 
the characteristic of R. If no such positive integer exists, R 
is said to be of characteristic zero . 
Definition 1.2.2 (Polynomial identity). A polynomial 
f (x^, Xp, , x ^ in non-commut ing indetrminates x^ , 
X2 , x^ wi th integral coef f ic ients is said to be a 
polynomial identity of R. If f (r-j, r2, r^ = 0, for every 
r^, ^2, r^  e R. We simply say that f is a polynomial 
identity in R. We also say that R satisfies f. 
Definition 1.2.3 (Idempotent Element) . An element 
X e R is said to be idempotent if x^ = x . 
Remark 1.2.1. It is trivial that zero of a ring R is an 
idempotent. Moreover, if R contains unity 1, then 1 is also 
idempotent . However, there may exist many idempotent 
elements in R other than 0 and 1. 
Definition 1.2.4 (Potent element) . An element x e R 
is said to be potent if x" = x for some n = n(x) > 1. 
Definit ion 1.2.5 (Nilpotent Element) . An element 
X e R is said to be nilpotent if x" = 0 for some positive 
integer n . 
Remark 1.2.2. It is trivial that zero of a ring R is 
nilpotent. Moreover, every nilpotent element is necessarily a 
zero-divisor. For if x ^ 0 and n is the smallest positive 
integer such that x" = 0, then n ^ 1 and xCx"-"") = 0, with 
x"-"" ^ 0 . 
Definition 1.2.6 (Direct Sum and Subdirect Sum of 
Rings) . Let Sj, i G U be a family of rings indexed by the 
set U and let us denote by S the set of all funct ions 
defined on the set U such that for each I e U, the value of 
the funct ion at i is an element of Sj . If addi t ion and 
multiplication in S are defined as follows : 
(a+b)i = a(i)+b(i); (ab)i = a(i)b(i) for a, b G S , 
respectively, then S is a ring which is called the complete 
direct sum of the rings Sj, i G U . The set of all functions 
in S which take on the values zero at all but at most a 
finite number of elements i of U is a subring of S which is 
called discrete direct sum of the rings Sj, i G U. However, 
if U is a finite set, the complete (discrete) direct sum of 
rings Sj , i G U , as a defined above is called direct sum 
of the rings Sj, i G U. 
Let T be a subring of the direct sum S of Sj and for 
each i G U let 0- be the homomorphism of S onto Sj 
def ined as aG- = a(i) for a G S . If TG- = Sj for every 
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i e U, T is said to be a subdirect sum of the ring Sj, 
i G U . 
Definition 1.2.7 (Ideal) . Let A be a non empty subset 
of a ring R with the property that A is a subgroup of the 
additive group of R. Then 
(i) A is a right ideal in R, if A is c losed under 
multiplication on the right by the elements of R . 
(ii) A is a left ideal in R, if A is c losed under 
multiplication on the left by the elements of R . 
(iii)A is an ideal if it is both right as well as a left 
ideal in R, i.e. for each a e A, r e R , ra and ar G A. 
Remark. 1.2.3 . (i) Every right (or left) ideal in R is a 
subring but not conversely. 
( i i ) The concepts of right ideal, left ideal and ideal 
coincide in a commutative ring. 
(iii) The intersection of any set of ideals (right or left 
ideal) in a ring R is an ideal (respectively right or left ideal) 
in R. 
(iv) A non empty set A of a ring R is a right ideal if 
and only if for all a, b e A and r G R, a-b G A and 
ar G A. The corresponding results can also be formulated 
for left ideals and ideals. 
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Definition 1.2.8 (Finitely Generated Ideal) . Let S be 
any subset of a ring R. Then the ideal (right or left) A of R 
is said to be generated by S if 
(i) S c A. 
(ii) For any (r ight or left) ideal B of R, 
S c B => A c B. We usually denote such an ideal by the 
symbol <S>. 
If S is a finite set, then an ideal A generated by S is 
said to be finitely generated. In particular, if A is generated 
by the s ingle e lement a e R, then A is said to be 
principal ideal and denoted by (a) or <a>. 
Remark 1.2.4. (i) <S> is the intersection of all those 
ideals of R which contains S. consequently <S> is unique. 
(ii) For an arbitrary ring R, 
(a) = { na+sa+at+ZSjat| |neZ and s, a, tj, SJGR }. 
( i i i ) By aR we mean the set { a t l t s R } . It can be 
readi ly seen that a R itself is a right ideal in R and 
contained in the principal ideal (a)^ of R. 
(iv) If R has unity 1, then (a)^ = aR and (a) = RaR. 
(v) In the ring Z of integers and the ring F[x] of 
polynomials over a field F, every ideal is a principal ideal. 
(vi) For any two ideals A and B of R, 
A+B = <A^B>. 
Definition 1.2.9 (Commutator ideal). The commutator 
ideal C(R) of a r ing R is the ideal genera ted by all 
commutators [x,y], with x, y in R. 
Definition 1.2.10 (Niipotent ideal). A right (left, two-
sided) ideal I of a ring R is niipotent if there exists a 
positive integer n such that A" = (0). 
Definition 1.2.11 (Nil Ideal). A right (left, two-sided) 
ideal I of a ring R is nil if each of its elements is niipotent. 
Example 1.2.1. Let M be the ring of all 2x2 upper 
tr iangular matr ices over ring of integers. Then the ideal 
generated by l I is niipotent. 
1° oj 
Remark 1.2.5. Every niipotent ideal is nil but converse 
need not be true in general. 
Example 1.2.2 . Let p be a fixed prime and for each 
positive integer i, Rj be the ideal in l/(p'"^'') consisting of all 
ni ipotent elements of l/(p'"*'''). Now consider the discrete 
direct sum T of the rings Rj(i=1,2,....). Then T is a nil ideal 
of T itself. However, for each positive integer n, there exists 
an e lement a of T such that a" = 0. In other -words, 
although every element of T is niipotent there is no fixed 
posi t ive integer n such that a" = 0, for every a e T. 
Accordingly, T is not niipotent. 
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Definition 1.2.12 (Prime Ideal) . An ideal P in a ring 
R is said to be prime if for any two ideals A and B in R, 
whenever AB c P, then A c P or B Q P. 
Remark 1.2.6. (I) In an arbitrary ring R, an ideal P is 
prime if and only if aRb c P, then a e P or b e P, for all 
a, b e R. 
(II) If R is a commutative ring, then an ideal P of R is 
a pr ime ideal if and only if for any a, b G R, ab e P 
implies that a e P or b G P. 
Definition 1.2.13 (Semi-prime Ideal) . An ideal P in a 
ring R is said to be a semi prime ideal if for any ideal A 
in R, whenever A^ c P, then A Q P. 
Definition 1.2.14 (Maximal Ideal) . An ideal M of a 
ring R is called a maximal ideal if M ;^  R and there exists 
no ideal A in R such that M c A c R. 
Remark 1.2.7. (i) If M :?t R is a maximal ideal of R, 
then for any ideal A of R, M c A ^ R holds only when 
either A = M or A = R. 
(ii) Every maximal ideal in a commutat ive ring with 
unity is prime. However the converse is not true. 
The following example justifies the existence of unity 1 
in the above statement. 
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Example 1.2.3. In the ring E of even integers the ideal 
<4> is maximal but not prime. Indeed, 4 = 2-2 e <4> but 
2 0 <4>. 
Further the converse of the above statment does not 
hold. 
Example 1.2.4. Consider the ideal (0) of Z, since Z is 
an integral domain, (0) is a prime ideal of Z, but (0) is 
certainly not maximal because (0) < (2) < Z. 
Definition 1.2.15 (Module). An additive abelian group 
M is sa id to be an R-module if there is a mapping 
fj. : M X R ^ M such that 
(i) fi(m, (a+b)) = ).i(m,a) + f.i(m,b) 
(ii) ^((m^+mg), a) = f.i(m^,a) + ^i(m2,a) 
(iii) ^((m,a), b) = ).i(m, ab) 
for all meM and a, beR. 
Definition 1.2.16 (Irreducible R-module). An R-module 
M is said to be an irreducible R-module if MR -^ {0} and 
the only submodules of M are trivial ones, namely the zero 
submodule and M itself. 
Definition 1.2.17 (Faithful R-module). An R-module M 
is said to be faithful if for any r G R, Mr = (0); forces 
r = 0. 
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Definition 1.2.18 (Annihilator). If M is a subset of a 
commutative ring R, then the annihilator of M, denoted by 
A^ n (M) is the set of all e lements r of R such that 
r m = 0, for all m G M. Thus 
A^ ^ (M) = (r G R I r m = 0, for all m G M} . 
Definition 1.2.19 (Jacobson Radical). The Jacobson 
radical J(R) of a ring R is the intersection of all maximal 
left (right) ideals of R. 
Remarks 1.2.8. (i) J(R) is a two sided ideal of R. 
(i i) J(R) is the set of all those elements of R which 
annihilates all the irreducible R-modules. Thus, 
J(R) = { reRl r s = 0, for every irreducible R-modules}. 
Definition 1.2.20 (Prime Radical). The intersection of 
all prime ideals of a ring R is called the prime radical of R. 
Definition 1.2.21 (Centre of ring) . The centre Z (R) 
of a ring R is the set of all those elements of R which 
commute with every element of R. 
Definition 1.2.22 (Centralizer) . If R is a division ring 
and A c R. Then centralizer C^(R) of A in R is defined as 
C^(R) = { xeR |xa = ax, for all a G A} . 
1-3 SOME SPECIAL TYPES OF RINGS 
This sect ion conta ins some def in i t ions and simple 
properties of some special types of rings. 
Definit ion 1.3.1 (Division Ring). A ring containing 
more than one element is said to be a division ring if for 
every non zero e lement a G R and arb i t rary e lement 
b e R, the equat ion ax = b and ya = b have unique 
solutions. 
Remark 1.3.1 . A commutative division ring is called a 
field. 
Definitoion 1.3.2 (Subdirectly irreducible Ring) . A 
ring R is called subdirectly irreducible if the intersection of 
all non-zero ideals in R (sometimes called as HEART of 
ring R) is different from zero . 
Definition 1.3.3 (Boolean Ring) . A ring R is called a 
Boolean ring if all of its elements are idempotent. 
Remark 1.3.2. (i) Every Boolean ring has characteristic 2. 
(ii) Every Boolean ring is necessarily commutative. 
Definition 1.3.4 (Simple Ring) . A ring R is said to 
be simple if R^ ^ 0 and R has no ideal other than (0) 
and R. 
Definition 1,3.5 (Semi-simple Ring) . A ring R is said 
to be a semi-simple ring if its Jacobson radical is zero. 
Definition 1.3.6 (Prime Ring) . A ring R is said to be 
a prime ring iff zero ideal is a prime ideal in R. 
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Remark 1.3.3. A ring R is a prime ring iff either of 
the following conditions hold : 
(i) If A and B are ideals in R such that AB = (0), 
then A =(0) or B=(0) . 
(ii) If a, b e R such that aRb = 0, then a = 0 or 
b = 0 . 
Definition 1.3.7 (Semi-prime Ring) . A ring R is said 
to be a semi-pr ime ring if it has no nonzero ni lpotent 
ideals. 
Definition 1.3.8 (Primitive Ring) . A ring R is said to 
be a primitive ring if it has a faithful irreducible module. 
Definition 1.3.9 (Local Ring) . A ring R is said to be 
a local ring if it has unique maximal ideal. 
Definition 1.3.10 (Primary Ring) . Let R be a ring 
with unity 1 and J(R) be its Jacobson radical. Then R is 
ca l led a pr imary r ing if R/J(R) is s imple ring (not 
necessarily artinian). 
1.4SOME NEAR RING RELATED CONCEPTS 
This section deals with some priliminary concepts and 
simple properties of near rings. 
Definition 1.4.1 (Near Ring). A left near ring R is a 
triple (R, +, *) with two binary operations + and * such that 
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(i) (R, +) is a group (not necessarily abelian) 
(ii) (R,*) is a semi-group 
(HI) a * (b + c) = a*b + a*c for all a, b, c e R. 
Analogously, if instead of (iii) the right disributive law 
(iii)' (a + b)* c = a*c + b*c for all a.b.c e R. 
holds, then R is said to be a right near ring. 
The theory of near rings, in general, runs completely 
parallel in both the cases and so one can decide to use 
just one version. We shall use left near rings throughout 
and for simplicity call them as near ring. 
Example 1.4.1. (i) The most natural example of a right 
near r ing is given by the set of ident i ty preserv ing 
mappings acting on the right of an additive group G (not 
necessarily abelian) into itself with pointwise addition and 
composition of the mappings. 
(ii) Let R = {0,a} with addition '+' and multiplication '.' 
defined as follows : 
+ 0 a 
0 0 a 
a a 0 
- 0 a 
0 0 a 
a 0 a 
It is clearly checked that R is a left near ring. 
Definition 1.4.2 (Distributive element). An element x 
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of a near ring R is said to be distributive if (y + z) x = yx 
+ zx for all y, z in R. 
Remark 1.4.1. In any near ring R, 
(i) X 0 = 0 for all x e R, but not necessarily 0 x = 0. 
However, if d is a d is t r ibut ive e lement then 0 d = 0 
(cf. Exampre 1.4.1(1)). 
(ii) x (-y) = -xy for all x, y in R, but not necessarily 
(-x)y = -xy. However, if d is a distributive element then (-x) 
d = -xd. 
Definition 1.4.3 (Distributive near ring) . A near ring 
R is called distributive if each of its element is distributive. 
Example 1.4.2. Let R = {0, a, b, c, x, y} with addition 
'+' and multiplication '•' defined as follows : 
+ 0 a b c X y 
0 0 a b c X y 
a a 0 y X c b 
b b X 0 y a c 
c c y X 0 b a 
X X b c a y 0 
y y c a b 0 X 
. 0 a b c X y 
0 0 0 0 0 0 0 
a 0 a a a 0 0 
b 0 a a a 0 0 
c 0 a a a 0 0 
X 0 0 0 0 0 0 
y 0 0 0 0 0 0 
Then (R, +, . ) is a distributive near ring. 
Definition 1.4.4 (Distributively generated near ring). A 
near ring R is called distributively generated (d-g) near-ring 
if it contains a multiplicative subsemigroup of distributive 
elements which generates the additive group R"^  of R. 
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Example 1.4.3. The near ring generated additively by 
all the endomorphisms of a (not necessarily commutative) 
group (G, +) is distributively generated near ring. 
Definition 1.4.5 (iVIultiplicative centre) . Multiplicative 
centre of a near ring is defined in the same manner as we 
have defined centre in case of rings in section 1.2. 
Definition 1.4.6 (Additive centre) . The additive centre 
of a near ring R is the set of all those elements of R 
which commute with every element of R under addition. 
Definition 1.4.6 (Zero-symmetric). A near ring R is 
called zero-symmetric if Ox = 0 for all x in R (recall that 
left distributivity yields x 0 = 0 ) . 
Example 1.4.4. Let R = {0, 1, 2, 3} with addition '+' 
and multiplication '•' as defined below: 
+ 0 1 2 3 
0 0 1 2 3 
1 1 2 3 0 
2 2 3 0 1 
3 3 0 1 2 
• 0 1 2 3 
0 0 0 0 0 
1 0 3 2 1 
2 0 0 0 0 
3 0 1 2 3 
It can be verified that R is a zero-symmetric near ring. 
R e m a r k 1.4.2. A d-g near r ing is a lways zero-
symmetric. 
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Definition 1.4.7 (Zero-commutative) . A near ring R is 
called zero-commutative if xy = 0 implies yx = 0 for all x, y 
in R. 
Example 1.4,5. Let R = {0, a, b, c} in which addition 
'+' and multiplication '.' are defined as follows : 
+ 0 a b c 
0 0 a b c 
a a 0 c b 
b b c 0 a 
c c b a 0 
• 0 a b c 
0 0 0 0 0 
a 0 a 0 a 
b 0 0 0 0 
c 0 c 0 0 
Then (R, +, .) is a zero-commutative near ring. 
1-5 SOME WELL-KNOWN RESULTS 
In this section we state some well-known results which 
are important to develop the subsequent chapters. 
Theorem 1.5.1 (Wedderburn[103]). A finite division ring 
is a field. 
Theorem 1.5.2 (Jacobson [56]). Let R be a ring in 
which for every x e R, there exists an integer n (x) > 1, 
depending on x such that x"W = x. Then R is commutative. 
Theorem 1.5.3 (Kapiansky [60]). Lei R be a ring with 
centre Z(R) and a positive integer n = n (x) > 1 such that 
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xn(x) e Z(R) for every x e R. If in addi t ion R is 
semi-simple, then it is also commutative. 
Theorem 1.5.4 (Faith [36]). Let D be a division ring 
and A 5^  D, a subring of D. Suppose that for every x e D, 
xn(x) g A where n (x) > 1 depends on x. Then D is 
commutative. 
Theorem 1.5.5 (Herstein [46]). If in a ring R for every 
pair of elements x and y we can find an integer n = n 
(x,y) > 1 which depends on x and y so that x^^^-y) - x 
commutes with y, then R is commutative. 
Theorem 1.5.6 (Frohlic [37]). A d-g near ring R is 
distributive iff R^ is additively commutative. 
Theorem 1.5.7 (Frohlic [37]). A d-g near ring R with 
unity 1 is a ring if R"^  is abelian or if R is distributive. 
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Chapter - II 
Commutativity of Certain Generalized 
Boolean Rings 
2 . 1 INTRODUCTION 
Th i s chap te r has been devo ted to s tudy s o m e of the 
general izat ions of Boolean Condition namely, x^ = x. Most of the 
results of this chapter are based on the work of Jacobson [56], 
Herstein [ 4 1 , 42], Searcoid and MacHale [97], Quadri et al. [92]; to 
mention a few. 
Sect ion 2.2 opens with a result due to Jacobson [56] which 
states that a ring R in which for any x e R there exists a positive 
integer n (x) > 1 such that x"^ ^^^ = x must be commutat ive. This 
result was subsequently generalized by Herstein [41 , 42]. In Section 
2.3, some other generalized Boolean conditions are studied. 
Sect ion 2.4 contains results due to Quadri, Ashraf and Khan 
[94] who establ ished that a semi prime ring satisfying the property 
(xy) - xy e Z(R), for all x, y e R is commutative. The authors 
further extended the above result as follows : If R is a semi prime 
ring in which (xy ) " - xy e Z(R), for a fixed positive integer n > 1 and 
X, y e R then R is commutative. 
In sect ion 2.5, some generalizations of a famous Theorem 
of Herstein [43] have been included. The theorem to which we 
refer states that if for each ring element x there exists a polynomial 
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p(X) e X^ Z[X] depending on x satisfies [x - p(x), z] = 0 for all 
elements z, then the ring must be commutative. The material 
presented in this section is based on the papers of Bell, Quadri 
and Khan [27] and Bell, Quadri and Ashraf [28]. 
2.2 
It is an easy exercise of undergraduate level that a Boolean 
ring (satisfying x^ = x for every ring element x) is necessarily 
commutative. The Boolean condition has been generalized by many 
algebraists in different directions. One of the natural generalizations 
of the condition x^ = x is as follows : 
(J) There exists a positive integer n > 1 such that x " = x for 
all x e R. 
In 1945, N. Jacobson [56] established the commutativity of 
rings satisfying (J) in a more general setting. In fact, he proved the 
following theorem for localized indices depending on ring elements. 
Theorem 2.2.1 . Let R be a ring in which for any x e R, there 
exists a positive integer n(x) > 1 such that x"^^^ = x. Then R is 
commutative and every element of R has finite additive order. 
One can observe that Theorem 2.2.1 also generalizes the 
classical theorem of wedderburn [103] that every finite division 
ring is commutat ive. Jacobson's result was subsequent ly 
generalized by Herstein [41] in 1951 as follows : 
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Theorem 2.2.2. Let R be a ring with centre Z (R) satisfying 
the condition : 
(H^) There exists a positive integer n larger than 1 such that 
x " - X e Z (R) for all x e R. 
Then R must be commutative. 
In an attempt to generalize Jacobson's result when n is no 
longer fixed, Herstein [42] established the above theorem when n 
is uniformely bounded for all x e R and finally settled the case 
when n depends on x for its values by proving a number of 
intermediatry results like, 
Theorem 2.2.3. Let R be a division ring satisfying the 
following condition : 
(H2) For every x e R , there exists a positive integer 
n(x) > 1 depending on x such that x"^^^ - x e Z (R). 
Then R is commutative. 
Theorem 2.2.4. If R is semi-simple ring satisfying the 
condition (H2), then R is commutative. 
Theorem 2.2.5. If R is a subdirectly irreducible ring, satisfying 
the condition (H^), then R is commutative. 
Using the fact that every ring is isomorphic to a subdirect 
sum of subdirectly irreducible rings, one can finally prove the 
following: 
Theorem 2.2.6. If R is a ring, satisfying condition (H2), then 
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R is commutative. 
2.3 
Tine Boolean condition can be further generalized in two 
different directions as follows : 
(i) All products in R are idempotent, i.e. (xy) = xy for all 
X, y e R. 
(ii) All commutators in R are Idempotent, i.e. (xy - yx) 
= xy - yx, for all x, y e R. 
In 1986, Searcoid and MacHale [97] d iscussed the 
commutativity of rings satisfying either of the above conditions. 
Theorem 2.3.1. If for every pair of elements x, y e R, (xy) = xy, 
then R is commutative. 
In order to prove the theorem, we first consider the following 
lemma. 
Lemma 2.3.1. [97]. Let R be a ring in which yx = 0 implies 
xy = 0, for all x, y € R. If e is an idempotent in R, then e e Z (R). 
Proof : For all r e R, we have (e^ - e) r = 0 = e (er - r). By 
hypotheses, (er - r)e = 0 so e r e = r e. 
Similarly, (re - r) e = 0 implies e (re - r) = 0, giving ere = er. 
Thus er = re and e e Z (R). 
Proof of Theorem 2,3.1 . If yx = 0, then xy = (xy)^ = x(yx)y=0, 
so, by Lemma 2.3.1 xy e Z (R) for all x, y e R. Since all products 
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are central, 
P 2 
xy = (xy) = X (yxy) = (yxy) x = (yx) = yx, and so R is 
commutat ive. 
Theorem 2.3.2. If for all x, y G R, (xy - yx) = xy - yx, then R 
is necessari ly commutat ive. 
Proof. If yx = 0, then xy = (xy)^ = x(yx)y = 0, hence by 
L e m m a 2 . 3 . 1 , xy - yx e Z ( R ) , for a l l x, y e R. F u r t h e r 
xy - yx = (xy - yx)^ = (yx - xy) = yx - xy, so x(xy - yx) = (yx - xy) x. 
This gives at once that x e Z (R), for all x e R. 
Again, (xy)^= x(yxy) = x [(yx)^ + y^ - (yx - y )^ - y^x] 
= [(yx)^ + y^ - (yx - yf - y^ x] x = (yxy) x 
= (yx) . for all x, y e R. 
2 Finally, xy - yx = (xy - yx) = xy (xy - yx) - yx (yx - xy) 
2 2 2 2 
= (xy) - xy X - (yx) + yx y 
= - x^y^ + x^y^ = 0, for all x, y e R. 
Hence, R is commutat ive. 
2.4 
In a paper [94], Quadr i , Ashraf and Khan weakened the 
Boo lean condi t ion and es tab l ished that a semi pr ime ring R 
satisfying the property (xy)^ - xy e Z (R) for all x, y e R, must be 
commutat ive. The authors [92] further extended the above result 
as follows: 
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Theorem 2.4.1 . Let n > 1 be a fixed positive integer and R 
be a semi prime ring in wlnich (xy)" - xy e Z (R), for every x, y in R. 
Tlnen R is commutative. 
Following lemmas are pertinent for developing the proof of 
the Theorem 2.4.1. 
Lemma 2.4.1. [92]. Let n > 1 be a fixed positive integer and 
R be a prime ring in which (xy)" - xy e Z (R), for all x, y e R . Then 
R contains no nonzero zerodivisors. 
Proof. It suffices to show that R is a reduced ring. Let 'a' be 
2 
an element of R such that a = 0. Using the hypotheses of the 
theorem for any y e R, we get {(ay)'^ - ay}y = y {(ay)" - ay}. Taking 
o 
y = ya, we have ayaya = 0 i.e. (ay) = 0, for all y e R. Thus a = 0 
[50, Lemma 1.1]. • 
Lemma 2.4.2 [92]. Let R be a division ring. If there exists a 
positive integer n > 1 such that (xy)" - xy e Z (R), for all x, y e R. 
Then R is commutative. 
Proof. Using the hypotheses, with x = x y ' \ we get 
(xy' . x) - xy' .y e Z (R), which implies that 
[x",y] - [x,y] = 0, for all x, y e R. (2.4.1) 
Again on replacing y by x ' \ in the identity (xy)" - xy e Z (R) 
and combining (2.4.1), we get [x", y] - [x, y"] = 0. Hence by a result 
due to kaplansky [59] for any c e Z (R), we have (c" - c)[x", y] 
= [c" x", y] - [ex, y"] = [(ex)", y] - [ex, y"] = 0. 
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Now if [x" , y] = 0, then the result follows from (2.4.1). Again 
if [x" , y] ^ 0, then (c " - c) [x" , y] = 0 i.e. c " = c for all c e Z (R). 
Obv ious ly Z (R) is f in i te, y ie lds that R is f in i te. Hence R is 
commutat ive. • 
Proof of Theorem 2 .4 .1 . Since R is semi prime, in which 
(xy) " - xy e Z (R), then R is isomorphic to a subdirect sum of prime 
rings R each of which as a homomorphic image of R satisfies the 
hypotheses placed on R. Hence it is sufficient to prove the theorem 
in the case when R is prime for which (xy)"^ - xy e Z (R). Now by 
Lemma 2.4.1, R is the reduced ring. As is well known prime reduced 
ring R is completely prime, according to Amitsur [7], R can be 
embedded in a division ring satisfying some polynomial identity. 
T h u s w e c an a s s u m e tha t R is a d i v i s i o n r i ng in w h i c h 
(xy)*^ - xy e Z (R). Hence R is commutat ive by Lemma 2.4.2. 
It is well known that every ring with unity 1 satisfying the 
identity x""^ = x'^ is a Boolean ring and so must be commutative. 
Quadri and Ashraf [92] dealt with the commutat iv i ty of rings in 
which x""^^ - x " is central for a fixed positive integer. • 
Theorem 2.4.2. Let n be a fixed positive integer and R be a 
ring with unity 1 in which x""*"^ - xe Z (R), for all x in R. Then R is 
commutat ive. 
Before proving the above theorem we state the following 
lemma. 
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L e m m a 2.4.3. [46]. Let R be a ring and for every x, y e R, 
there exists a polynomial P (t) with integer coefficients which 
x,y 
depends on x and y such that [ x^ P (x) - x, y] = 0. Then R is 
commutat ive. 
Proof of Theorem 2.4.2. For any y e R, we have 
[x", y] - [x"- '^, y] = 0. (2.4.2) 
Now replacing x by (1 + x) in (2.4.2), we get 
[(1 + x)^, y] = [(1 +x)'^"^'', y] = 0, for all x, y G R. (2.4.3.) 
n-1 
n. Since [(1 + X)'', y] = n [X, y] + Z {• ) [ x\ y] + [x" , y] 
1=2 
and [(1+x ) ^ + \ y ] = (n4-1)[x, y ] + Z ( 7 ) [ x W l + [ x " " ' \ y l . 
so (2.4.3) yields that 
n-i ^ n -^  . n y n+1 
[ Z ( i ; x' - Z V J ; x^ y ] - [ X, y] = 0 i.e. [x^ p(x) - x, y] = 0, 
j=2 i=2 
where p(t) is the polynomial with integer coefficients. Hence by 
Lemma 2.4.3, R is commutat ive. • 
The following examples justify the fact that the ring in the 
hypotheses of Theorem 2.4.2 must contain unity. 
Ex . 2 . 4 . 1 . Let R be the subring generated by the matrices, 
/ 0 1 0 0 0 
0 0 0 
Vo 0 0^ 
0 0 0 
Vo 0 oV 
0 0 1 
Vo 0 oJ 
in the ring of all 3 x 3 matrices over Z - , the ring of integer modulo 
2. For ali integer n > 1 and for all x e R , x"^ "^ ^ - x"^ e Z ( R ) . However 
R is not commutat ive. 
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Example 2.4.2. Let, 
f fo 
R = \ 
a b \ 
0 0 c a, b, c are integers f. 
I V 0 0 0 ^ J 
For all n > 2 and all x e R, x'^ '^ ^ - x " e Z (R). However R is not 
commutative. 
2.5 
In a paper [43] it was proved by Herstein that a ring R must 
be commutative if for each x e R, there exists a polynomial 
p (X) e X^ Z [X], for which x - p(x) is central. Later Putcha and 
Yaqub [89] proved that if for each x, y G R, there exists 
p(X) e X^ Z [X] for which xy - p(xy) e Z (R), then R^ c Z (R). Further 
Bell, Quadri and Khan [27] extended the above results for the rings 
satisfying the following property : 
(P) For each x,y in R, either there exists p(X) e X Z [X] for 
which [xy - p(xy), x] = 0 or there exists q (X) e X^ Z [X] for which 
[xy - q (xy), y] =0. 
Since there exist non commutative rings R with R c Z (R), 
property (P) or even a stronger version in which R satisfies an 
identity of the form [xy - p(xy), x ] =0, does not imply the 
commutativity in arbitrary rings. However, for rings with unity 1, 
this strong version does indeed yield commutativity. 
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Theorem 2 .5 .1 . Let p(X) e X^ Z [X], and let R be any ring 
with unity 1 satisfying the identity 
[xy - p(xy), X] = 0. (2.5.1) 
Then R is commutative. 
The following lemmas are needed for developing the proof 
of the above theorem. 
Lemma 2 .5 .1 . [27]. (I) If R is a ring with unity 1 and y is an 
element of R such that x[x, y] = 0, for all x e R, then [x, y] = 0 for all 
X e R. 
(II) If R is a ring such that each element has a power lying in 
Z (R), there is no distinction between left and right zero divisors. 
Thus , if D denotes the set of zero divisors, DR c D and RD c D. 
(III) If R is any r ing a n d z e Z ( R ) , t h e n t h e se t 
I (z) = {x € R/ xz = x} is a two-sided ideal. 
(IV) If R is a subdirectly irreducible ring with heart H, every 
central zero divisor of R annihilates H. 
L e m m a 2 . 5 . 2 . [27] Let R be any r ing sa t i s f y i ng t he 
hypotheses of Theorem 2.5 .1 , and let n > 2 denote the degree of 
p(x). If z^, z^ , z^ be arbitrary elements of Z (R), then 
z-i, z „ z n (z. - z.) [x, y] = 0 for all x, y e R. 
Proof. Writ ing p (X) as a2 x^ + + a x " , we 
have [xy, x] - a^ [(xy)^, x] - a^ [ (xy)" , x] = 0, for all 
X, y e R. Replacing y in turn by z^ y, z^ y z y and 
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writing the results in the matrix form, we see that 
A W = 0, (2.5.2) 
where A is the n x n matrix with i - j entry equal to z), and W is the 
column matrix with entries [xy, x], - a [(xy) , x] , 
2 
- a [(xy)", x]. Multiplying (2.5.2) by adj A , we get (det A) W = 0; in 
particular, (det A) [xy, x] = 0 for all x, y e R, and hence by Lemma 
2.5.1 (I), (det (A)) [x, y]=0 for all x, y e R. Since factoring z. out of 
the i row of A yields a Vandermonde matrix, it is immediate that 
de tA = ± z z z n ( z - z ) . • 
i < j ' 
Proof of T h e o r e m 2.5 .2 . It can be observed by 
[19, Theoremi] that the commutator ideal C (R), is nil and the set 
of nilpotent elements N(R) is an ideal . Letting u e N(R) and 
substituting 1 + u and (1 + u) y for x and y in (2.5.1), we get 
[ P(y) - y, 1 + u] = [ p(y) - y, u] = 0, for all y e R. It follows that N (R) 
is commutative and hence N (R) e Z (R); thus, if u e N(R) and 
X e R, (2.5.1) yields that [ xu, x] = 0 = x [ u, x]. By Lemma 2.5.1 (I), 
we conclude that N (R) c Z (R). In particular, C (R) c Z (R). 
Taking z. = i. 1 in Lemma 2.5.2 , we obtain a nonzero integer 
k such that k [x, y] = 0 for all x, y e R; and since C (R) c Z (R), we 
get [ x ^ y] = kx*^ "^  [x, y] = 0 for all x, y e R , i.e. 
x^ e Z(R) for all x e R. (2.5.3) 
It is, of course, sufficient to prove our theorem for subdirectly 
irreducible ring R; and henceforth we shall assume that R is 
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subdirectly irreducible with heart H. Since [w^ y] = jw^" [w, y] for 
all w in R, (2.5.1) takes the form 
p'(xy) [xy,x] = [xy, x] (2.5.4) 
where p'(X) is the formal derivative of p(X). It follows that 
(pXxy))*^ [xy, X] = [xy, x] , for all x, y e R, (2.5.5) 
where k is same as in (2.5.3). 
Noting Lemma 2.5.1 (II) and (III) and taking D to be the set 
of ze ro d iv isors of R, w e cons ider y € D and x e R. S i n c e 
(P' (xy))*^ e Z(R), (2.5.5) yields that [xy, x] e I ((p '(xy))^ = T . Suppose 
that T ^ {0}. Then H c T; and for every non zero element w of H, 
k k 
we have (p' (xy)) w = w. However, (P'(xy)) is a central zero divisior 
by (2.5.3) and Lemma 2.5.1 (II), hence by Lemma 2.5.1 (IV), must 
annihilate H. Thus T = {0}; consequently for f ixed y e D, we have 
[xy, x] = 0 = X [ y, x] for all x e R. Lemma 2.5.1 (I) now yields that 
D c Z ( R ) . 
Suppose R is noncommutat ive and [x,y] ^ 0, and note that 
x g D(R). In Lemma 2.5.2 take z. = x*^'for i = 1 , 2, , n, thereby 
obtaining x ^ n (x - x )^ e D, where s = kn (n+1)/2. Cancell ing an 
i<. i 
appropriate power of x gives a polynomial q(X) e X Z[X] such 
that X - q(x) e D c Z(R). Thus, R is commutative by [43]. • 
Proceeding on the same lines as above, we can also prove 
the following; 
T h e o r e m 2.5.2. Let R be a ring with unity 1 satisfying the 
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polynomial identity [xy - p(yx), x] = 0, where p(t) e t^ Z [ t ]. Then R 
is commutative. 
Bell, Quadri and Ashraf [28] continued the study and proved 
the following: 
Theorem 2.5.3. Let R be a ring with unity 1 and let for each 
X ,y in R, there exist p(t) e t Z [t] such that [xy, x] = [xy, x] p (xy). 
Then R is commutative. 
The following lemmas are required to prove the above 
Theorem. 
Lemma 2.5.3. [26, Theorem 2]. Let R be a ring with the 
property that for each x, y e R, there exists p(t) e t Z[t] such that 
[x, y] = [x, y] p (x y). Then R is commutative. 
Lemma 2.5.4. [26]. Let R be a subdirectly irreducible zero-
commutative ring with the property that for each x, y e R there 
exists p(x, y) e Z [x, y], the ring of polynomials in two non commuting 
indeterminates with integer coefficients with constant term zero, 
such that [x, y] = [x, y] p (x, y). If all commutators are central, then 
D is a commutative ideal ; Moreover, if each p [x, y] can be chosen 
so that all its monomials having x as a factor, then D c Z (R). 
Proof of Theorem 2.5.3. If R is a division ring satisfying the 
hypotheses of Theorem 2.5.3, then for each x, y ^ 0, we have 
p(t) 6 t Z [t] for which [ x x ' \ , x] = [ xx " \ , x] p ( x x " \ ) that is [y, x] = 
[y. x] P(y)- Thus R is commutative by [26, Theorem 1]. Since the 
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matrices 
and y = X = 1 0 0 1 
Vo o ; 
do not satisfy our hypotheses, we conclude that if R is primitive, it 
must be division ring; consequently, if R is an arbitrary ring satisfying 
our hypotheses and J(R) is its Jacobson radical, then R/J(R) is 
commutative and C (R) e J(R). 
Next we show that J(R) c Z(R), and hence C (R) c Z (R). Let 
y e J (R) and x e R, choose p(t) e t Z [t] such that [xy, x] = [xy, x] 
p (xy). Since p (xy) e J (R), we thus have [xy, x] = 0 and subtracting 
the two versions gives [x, y] = 0 for all x e R. 
The next step is to show that R is zero-commutative. Suppose 
X, y € R and xy = 0; and take p(t) e t Z [t] with [(x+1)y, x+ l ] = 
[(x+1)y, x+1] p ((x+1)y), or alternatively [y, x] = [y, x] p(y). But the 
right side of this equation is 0, so [y, x] =0 and hence yx = 0. 
We now complete the proof by considering the case of R to 
be subdirect ly i rreducible. For arbi trary x, y e R, choose 
p(t), q(t) e t Z [t] such that [xy, x] = [xy, x] p(xy) and [(x+1)y, x+1] 
= [ (x+1)y, x+1] q( (x+1)y) . Rewr i t ing these condi t ions as 
x[y, x] = x[y, x] p (xy) and (x+1 )[y, x] = (x+1) [y, x] q (xy+y) and then 
subtracting the two, we get [y, x] = [y, x] ((x+1)q(xy+y)-xp(xy)); 
Since R is zero-commutative with C(R) c Z (R), by Lemma 2.5.4 
yields the result that D is central ideal. 
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Suppose that there exists a nonzero commutator [x, y]. 
Choosing p(t) e t Z[t] such that [xy, x] = [xy, x] p (xy), we get 
X ([y, x] - [y, x] p(xy)) = 0. Since x^ Z(R), x is not in D; therefore we 
conclude that [x, y] = [x, y] p (xy). Commutativity of R follows by 
Lemma 2.5.3. • 
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Chapter - III 
Commutativity of Certain Periodic 
Rings 
3 .1 INTRODUCTION 
The concept of Boolean rings as mot ivat ion, McCoy and 
montgomery [82] introduced the notion of p-rings, a ring R in which 
xP = X and px = 0 for all x in R. Thus Boolean rings are simply 
2-rings (p = 2). A concept that generalizes the Boolean rings and 
p-rings is that of periodic ring. A ring R is said to be periodic if for 
every x in R, there exist distinct positive integers m = m(x) and 
n = n(x) such that x"^ = x" .^ This chapter includes some results 
concerning to periodic rings and their generalizations. 
Section 3.2, opens with some basic propert ies of periodic 
rings. This section also contains a criterion due to Chacron for a 
ring to be periodic. 
In section 3.3, we have recorded some results dealing with 
commutat iv i ty of per iodic r ings with constra ints on the set of 
nilpotent elements, zero-divisors and commutators. 
Section 3.4, deals with the concepts of weakly periodic and 
weakly p-periodic rings. A ring R is said to be weakly periodic if 
every x in R can be expressed in the form x = a+b, where a is 
nilpotent and b is potent in the sense that b^ = b for some integer 
q > 1. With the concept of p-rings as motivation, notion of weakly 
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p-periodic rings is also introduced and its structure is determined 
through a number of results. Also we present a simple alternate 
proof of long standing result that a p-ring is commutat ive. 
3.2 
The concept of a Boolean ring as motivation, McCoy and 
Montgomery [82] introduced the notion of a p-ring (p a prime), a 
ring R in which x^ = x and px = 0; for all x in R. Thus, Boolean rings 
are simply 2-rings (p = 2). A concept that generalizes the Boolean 
rings and p-rings Is that of a periodic ring. 
Definit ion 3.2.1 (periodic ring). A ring R is called periodic 
if for every x in R, there exist distinct positive integers m = m(x) 
and n = n(x) such that x'^= x". 
Example 3 .2 .1 . For any positive integer n > 1 and a prime p, 
the ring R of n x n matrices over GF(p) the Galois field of p elements 
is periodic ring. 
Example 3.2.2. Let p be a prime number and k be a positive 
integer. Consider R = GF (p* )^ ® GF (p* )^ be the additive direct sum 
of two copies of GF(p'^). Then trivially R is an additive abelian group. 
S u p p o s e (j) is an au tomorph i sm of G F (p*^). In R de f ine the 
multiplication as follows : 
(a,b)(c,d) = (ac, ad + b(|)(c)). 
T h e n R is a p e r i o d i c r i n g . T h i s r i ng is g e n e r a l l y k n o w n 
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as carbas (p.k.cj)) ring. 
As remarked above every Boolean ring is periodic but 
example 3.2.1 is sufficient to assert that the concept of periodic 
rings is different from that of Boolean rings. Moreover whereas 
Boolean rings are necessarily commutative, periodic rings might 
be badly non commutative. This fact is evident from the observation 
that a carbas {pM,^) ring is commutative only when (j) is the identity 
automorphism. Some basic properties of periodic rings are listed 
below. 
Theorem 3.2.1. If R is any periodic ring, then R has each of 
the following properties : 
(a) For each x e R, some power of x is idempotent. 
(b)For each x e R, there exists an integer n(x) > 1 such that 
X - x"^ '^ ^ is nilpotent. 
(c) Each X e R can be expressed in the form y + w, where y 
is potent and w is nilpotent. 
(d) If is an ideal of R and x + I is a non-zero nilpotent element 
of R/l , then R contains a ni lpotent e lement u such that 
x = u (mod I). 
Proof, (a) If x" = x"" with n > m, then x^ +k(n-m) ^ ^^ j f^^ ^g^^^ 
positive integer k and each j ^ m; we may assume n - m + 1 ^ m. It 
follows that x"-"'^'' = (x"-"^+"')"-"i+i and hence (x"-"^+'')"-"^ is 
idempotent. • 
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( b ) Let x " = x" ' . n > m > 1 . T h e n x'^- ' ' (x-x"- '^-" ' ' ) = 0 
=x'^-2x(x-x"-"^-^^)=x"'-2x"-'"-^\x-x"-"^^'');therefore,x"^-2(x-x"-"^-^^)2=o 
and the result follows by obvious induction. • 
(c) If x " = x"^ with n ^ n-m+1 > m, the proofs of (a) and (b) 
show that we may take y = x"'"^"^"" and w = x-x"'"^'^''. • 
(d) If x + I is a nonzero nilpotent element of R/I, there exists 
positive integer k such that x^ e I for all q ^ k. By the proofs of (a) 
and (b) R contains a nilpotent element u = x-x*^ with q ^ k; clearly, 
u = x (mod I). • 
The following result due to Chacron [32] and reproved byBell 
[23] gives a sufficient condit ion for a ring R to be periodic. Some 
authors refer this result as Chacron's criterion. 
T h e o r e m 3 .2 .2 . S u p p o s e for each x € R, there exists 
n = n(x) € Z^ and p^(x) e Z[x] for which x " = x"'*'''p^(x). Then R is 
X X 
periodic. 
Proof. Let x be an arbitrary element of R, and assume without 
loss of generality that x generates R as a ring. Choose n e Z"^  and 
p (X ) € Z [ X ] s u c h t h a t x " = x"*"" p ( x ) ; a n d no te t ha t 
x-x^p(x)eA(x"" ' ' ) . Letting R = R/A (x"""") and x the canonical image 
of X in R, we see that x = x^p( x ), so that e = xp(x) is idempotent 
and x=xe. If e=0, then x=0 and x "=0 , so there is nothing more that 
need to be proved about x. If e has infinite additive order in R, 
then R contains Z as a subring a contradict ion, since Z does not 
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satisfy our hypotheses. Thus, e has finite additive order, and so 
does X. 
Let k be the order of x. Then kR = 0; and if N is the ideal of 
nilpotent elements of R, the factor ring R = R/N has all its elements 
of square free order, hence is a finite direct sum 1^  © ® 1^ , 
where each 1^  has prime characteristic and satisfies our original 
hypotheses. Thus if x is the image of x in R and x = x*^  + + x^ 
is its direct sum decomposit ion, each x^  is algebraic over Z (in the 
usual sense of sat is fy ing a polynomia l equat ion wi th leading 
coefficient 1) and hence generates a finite subring of 1^ . It follows 
that X generates a finite subring of R, so that there exist distinct 
n, m e z"^  for which x " = x*^ that is, x " - x"^ e N. But this forces x to 
be algebraic over Z, so that x generates a finite subring of R. 
C o n s e q u e n t l y , t h e r e ex is t d i s t i n c t j , k e Z"^ s u c h t h a t 
xJ-x'' e A(x"-^) or xJ^"-"" = x'^^^'V • 
3.3 
As remarked in the privious section, there are enough periodic 
rings which are non-commutat ive. In this section we present some 
results concerning to certain condit ions which render a periodic 
ring commutat ive. The following theorem is due to Herstein [44]. 
T h e o r e m 3 . 3 . 1 . If R is a periodic ring with all ni lpotent 
e lements central, then R is commutat ive. 
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Proof. Let N denote the set of nilpotent elements, the usual 
argument for commutative rings shows that N is an ideal. Moreover, 
for X e R and e an idempotent in R, both ex-exe and xe-exe are in 
N, hence commute with e; thus, idempotents in R are central. 
By (d) of Theorem 3.2.1, we see that homomorphic images 
inherit the hypotheses on R; consequently, we need to consider 
only the case of subdirectly irreducible R. Under this assumption, 
part (a) of Theorem 3.2.1 shows that R is either nil and hence 
commutative, or R has a unique nonzero central idempotent, 
necessarily a multiplicative identity element 1. 
Consider ing this later possibil ity, we see from (a) of 
Theorem 3.2.1 that each element of R is either nilpotent or 
invertible; thus, the set D of zero divisors is equal to N and hence 
is a central ideal. Moreover, by Theorem 3.2.1 (b) R = R/D has the 
a" = a property of Jacobson; hence R is commutative and its 
additive group is a torsion group. Thus, if a, b e R\D, the subring of 
R generated by a = a + D and b = b + D is a finite field, which has 
cyclic multiplicative group. There must therefore exist g e R and 
d.,, dg e D such that a = g' + d^ and b = g^  + d2 for some positive 
integers i, j . It follows that a and b must commute, and our proof is 
complete. • 
Theorem 3.3.2. Let R be a periodic ring with the property 
that for each x e R and u e N, there exist a positive integer 
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n = n(x, u) > 1 such that [u, x ] " = [u, x] . Then R is commutative. 
Proof . It is immediate that if x e R and u e N are such that 
either of ux and xu is 0, so is the other; and it follows that R has 
the modif ied insertion-of-factors property (MIFP) that is, if at 
least one of x, y is in N and xy = 0, then xry = 0 for all r e R. But 
MIFP yields the result that if u^  = v*^  = 0, then any product of ring 
elements having at least j factors of u or k factors of v must be 
trivial; therefore u - v e N, and both ux and xu are in N for arbitrary 
X e R. We now have [u,x] e N for all u e N and x e R; and since [u,x] 
= [u ,x ] " for same n > 1, N g C and R is commutat ive by Theorem 
3 .3 .1 . • 
Theorem 3.3.2 was further extended by Bell [23] as follows. 
Theorem 3.3.3. Let R be a periodic ring. Suppose that for 
each nilpotent element u and zero divisor d, there exists a positive 
integer n = n (u,d) > 1 such that [u,d]" = [u,d]. Then N is an ideal. 
Moreover R is commutative with unity 1 and R/N is a field. 
Proof. If R is a nil ring, it is obviously commutat ive. Thus by 
T h e o r e m 3.2.1(a) we may assume that R conta ins non-zero 
idempotents. Suppose that there exists an idempotent zero divisor 
e ^ 0. T h e n for a rb i t r a r y x e R, (ex -exe )^ = 0; and s ince 
e(ex-exe) - (ex-exe)e = ex-exe = (ex-exe)" for some n> 1. We have 
ex -exe = 0. Similarly, xe - exe = 0, so e must be central; and 
R = eR © A(e). Each of eR and A(e) consists of zero divisors in R, 
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hence each satisfies the hypotheses of Theorem 3.3.2; therefore 
R must be commutat ive. 
On the other hand, if no non-zero idempotent is a zero divisor, 
the condition that e(x-ex) = (x-xe)e = 0 for each idempotent e and 
each X e R, guarantees that R has unity 1, which is the unique 
non-zero idempotent. It follows that every non-nilpotent element is 
invertible. It is now clear that for x e R and u e N, one of xu and ux 
is 0 if and only if the other is; and we argue as in the proof of 
Theorem 3.3.2 that N is an ideal. The factor ring R/N is commutative 
by the " a " = a theorem"; and since every non-zero element is 
invertible, it must be a field. • 
3.4 
Another concept related to periodic rings is that of a weakly 
periodic ring. 
Definition 3.4.1 (Weakly periodic). A ring R is said to be 
weakly periodic if every x in R can be expressed in the form 
X = a + b, where a is nilpotent and b is potent in the sense that 
b*^  = b for some integer q > 1. 
It is evident f rom Theorem 3.2.1 (c) that a per iodic is 
necessari ly weakly periodic. Wheather a weakly periodic ring is 
also periodic is not known. Recently Adil Yaqub [104] established 
that if a weakly periodic ring is of pr ime characteristic p, then it 
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turns out to be periodic. He calls such a ring weakly p-periodic. 
Definition 3.4.2 (weakly p-periodic). A weakly p-periodic 
ring (p-prime) is a ring of pr ime characteristic p such that every x 
in R can be represented uniquely in the form x = a + b, where a is 
nilpotent and b satisfies the condition b^ = b. 
Thus Boolean rings and p-rings are indeed weakly p-periodic 
rings. On the other hand the following example demonstrates that 
a weakly p-peridic ring need not be a p-ring or a Boolean ring. 
Example 3 .4 .1 . Consider four element ring R = {0,1,a,1+a} 
with a^ = 0 and 2 x = 0 for all x e R. Then R is a weakly 2-periodic 
ring. However R is neither Boolean nor p-ring. 
In order to establish the equivalence of the concepts of weakly 
p-periodic rings and periodic rings. We pause to recall that any 
ring R can be imbeded in a ring R with unity. To this end, let Z 
d e n o t e t he f i e l d of i n t e r g e r s , m o d p ( p - p r i m e ) , a n d let 
S = {(x,m) I xe R, m e Z }. Define addition and multiplication in 
S by 
(x, m) + (x',m') = (x+x', m + m'), 
and (x, m).(x' ,m') = (xx'+m'x + mx', mm') . 
It is readily verif ied that S is a ring with respect to these operations, 
and that (0,1) is the identity element of S. Further, if we define 
S' = {(x,0) I X e R}, then the mapping a: (x,0) - ^ x is an isomorphism 
of S' on to R. Accordingly, R is imbeded in S and S' can be identified 
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with its isomorphic copy R through the mapping a. 
Now we begin to prove. 
Theorem 3 .4 .1 . Let R be a ring with unity 1 and of prime 
characteristic p. If all idempotents of R are central, then 
Ep = {x |xP = x}, (3.4.1) 
is contained in the center Z (R) of R. 
Proof. Suppose that x e R and x^ = x. Then, x^"^ is idempotent 
and hence, by hypotheses, x^"^ e Z(R). Let y e R (y arbitrary). 
Then , 
xP"^[x,y] = xP'^(xy-yx) = x^y -x^ 'V^ = x^y - yx^ = xy - yx = [x,y]. 
Thus, xP"^[x,y] = [x,y], and hence 
(xP-"" - 1)[x,y] = 0. (3.4.2) 
An elementary number-theoretic result shows that, since R is of 
pr ime characteristic p, ( X P " ^ - 1 ) = (x+1)(x+2) (x+(p-1)) , and 
hence (3.4.2) is equivalent to 
(x+1)(x+2) (x+(p-1))[x,y] = 0. (3.4.3) 
Since R is of pr ime characterist ic p, we see that XP=X implies 
(x+1)P = x + 1 . 
Repeat the above argument with x now replaced by (x+1), to get 
[see(3.4.3)] , (x+2)(x+3) (x+(p-1)(x+p)[x,y]=0, and 
thus (recall that R is of characteristic p) 
x(x+2)(x+3) (x+(p-1)[x,y]=0. (3.4.4) 
Subtract ing (3.4.4) from (3.4.3), we obtain. 
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1.(x+2)(x+3) (x+(p-1))[x,y]=0 (3.4.5) 
Repeating this argument, we may again replace x by x + l , to get 
[see(3.4.5)], 1 .(x+3)(x+4) (x+(p-1 ))(x+p)[x,y] = 0, which 
is equivalent to 
1 .x(x+3)(x+4) (x+(p-1))[x,y] = 0. (3.4.6) 
Subtracting (3.4.6) from (3.4.5), we have 
1.2.(x4-3)(x+4) (x+(p-1))[x,y] = 0. (3.4.7) 
Continuing this process, we eventually end up with 
1.2.3 (p-2)(x + (p-1))[x,y] = 0, (3.4.8) 
and finally, 
1.2.3 (p-2)x [x,y] = 0. (3.4.9) 
Subtracting (3.4.9) from (3.4.8), we get (p-1)! [x,y] = 0, and hence 
(since R is of prime characteristic p), [x,y] = 0 for all y in R. • 
Theorem 3.4.2. Let R be a ring and imbed R in a ring S as 
described above. Then the idempotents of S are precisely those 
elements of S of the form (e,0) or (-e,1), where e^ = e e R. 
Furthermore, if the idempotents of R are contained in the 
center of R, then the idempotents of S are contained in the center 
of S. 
Proof. For any (x,m) e S such that (x,m)^ = (x,m), we readily 
verify this is equivalent to : 
(i) Either m = 0 and x^ = x; 
(ii) or m = 1 and x^=-x (and hence (-x)^ = (-x)). 
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This proves the first part of the Theorem. 
Now, suppose that the idempotents of R are contained in 
the center of R, and suppose (x,m) is an arbitrary element of S. 
Let e be an arbitrary idempotent of R. Then, 
(e,0)(x,m) = (ex + me, 0) = (xe + me, 0) = (x,m)(e,0); 
(-e,1)(x,m) = (-ex-me+x,m) = (-xe-me+x,m) = (x,m)(-e,1). 
Hence, the idempotents of S are indeed contained in the center of 
S, which proves our theorem. • 
As a consequence of our Theorem 3.4.1 and Theorem 3.4.2 
we can give an e lementary proof of the fol lowing well known 
result [80] 
T h e o r e m 3.4.3. A p-ring (p prime) R is commutat ive. 
Proof. First, imbed R in a ring S with identity (using the 
procedure descr ibed before Theorem 3.4.2).Let e^ = e e R, x e R. 
Then, ex-exe = (ex-exe)^ = 0, and hence ex = exe. Similarly, by 
considering xe-exe, we see that xe = exe, and thus all idempotents 
of R are contained in the center of R. Therefore, by Theorem 3.4.2, 
the idempotents of S are contained in the center of S. Thus, S 
sat isf ies all the hypotheses of our Theorem 3.2.1 (with S now 
replacing R in the Theorem 3.2.1), and hence by (3.4.1), we have 
xP = X, X e s, implies x is in the center of S. (3.4.10) 
Since, in the p-ring R, x^ = x for all x in R, it follows at once from 
(3.4.10) that all x in R are contained in the center of R as well; that 
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is, R is commutat ive. • 
Now we are equipped well to establish the following main 
result. 
Theorem 3.4.4. Let R be a weakly p-periodic ring for a 
prime p. Then all idempotents of R are central, and R is periodic. 
Proof. First, we show that all idempotents of R are central. 
To this end, let x e R, e^ = e e R, f = a+e, a = ex - exe. Then, 
f2 = f, a^ = 0, f = a+e, e^ = e. (3.4.11) 
Moreover, by (3.4.11), f = 0 + f (0 nilpotent, fP = f), and f = a + e 
(a nilpotent, e^ = e). Hence by the uniqueness of representation 
hypothsis, 0 = a and f = e. Thus, ex - exe = 0. A similar argument, 
using f = a' + e, a' = xe - exe, shows that xe-exe = 0, and hence the 
idempotents of R are contained in the center of R. 
Now, imbed R in a rings with identity as indicated above. By 
Theorem 3.4.2, since the idempotents of R are contained in the 
center of R, the idempotents of S are contained in the center of S. 
Applying Theorem 3.4.1 (with S now replacing R), we see that 
Ep c Center of S; that is [see (3.4.1)], 
xP = X, X e S, implies x is in the center of S. (3.4.12) 
Let (x,m) be an arbitrary element of S. Thus, x e R, and 
hence (by definition 3.4.2) 
X = a + b; a nilpoten, b^ = b. (3.4.13) 
Therefore, 
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(x,m) = (a + b, m) = (a,0) + (b.m); a nilpotent, bP = b (3.4.14) 
Recall that m e Z , R is of pr ime characterist ic p, and b^ = b 
[see(3.4.14)], which implies that 
(b,m)P = (bP.mP) = (b,m). (3.4.15) 
Combining (3.4.14), (3.4.15), we see that (since (a,0) is nilpotent) 
any element x^ e S can be represented in the form 
x^ = a^ + b^ ; a., nilpotent, b^P = b^, (x,a.,,b^ e S), (3.4.16) 
(The representation of x in (3.4.16) is not necessari ly unique.) 
Combining (3.4.16) and (3.4.12), we see that b., is in the center of 
S. The net result is 
x^ = a.i + b.i ; a.| nilpotent, b^ in the center of S, b^P = b.|. (3.4.17) 
Note also that [x^, a.,] = [a., + b^, a.,] = [b^,a.,] = 0, (see(3.4.17), 
and hence x^a.| = a., x^, wh ich impl ies (since S is of pr ime 
characteristic p), x., - a., = b., = b^P = (x^-a^)P= X^P - a.,P and thus 
(since a., is nilpotent), x^ - X.,P = a^ - a.,P = a nilpotent element of S. 
Since x^ - X^P is nilpotent, for large enough k, we have 
(x^ - x / ) P = 0. (3.4.18) 
Recall that S is of prime characteristic p, and hence (3.4.18) implies 
k k+1 
x^P = x^P , for all x^ G S . 
Thus , S is periodic, which implies R (as a subring of S) is also 
periodic. « 
Theorem 3.4.5. Let R be a weakly p-periodic ring (p-prime). 
Then, the set N of nilpotents elements of R forms an ideal of R. 
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Moreover, the commutator ideal of R is nil. Also, N = J, where J is 
the Jacobson radical of R. 
Proof. By Theorem 3.4.4, the set E of idempotents of R is 
contained in the center of R. Let x e R, a e N. We will show that 
ax e N. S i n c e R is p e r i o d i c ( T h e o r e m 3 . 4 . 4 ) , t h e r e f o r e 
(ax)"^ = (ax)", for some integers m > n > 1. Let e = (ax)^"^'"^". Then, 
as is readily verif ied, 
(ax)" = (ax)" e, e^ = e, (e as above). (3.4.19) 
Now, since e is the center of R, therefore 
e = ee = e(ax)('^"")" = aet for some t G R. (3.4.20) 
Thus, e = aet, and hence by re-iterating, 
e = aet = a^et^ = = a'^et'^, for all positive integers k. (3.4.21) 
Since a is nilpotent, a*^  = 0 for some positive integer k, and hence 
by (3.4.21), e = 0. Therefore, by (3.4.19), (ax)" = 0, and thus ax is 
nilpotent. We have thus shown that 
a 6 N and x e R imply ax e N. (3.4.22) 
Let a e N, X e R. Then by (3.4.22), ax e N. Thus, ax is right quasi-
regular for all X in R, and hence a e J, where J is the Jacobson 
radical of R. We have thus shown that 
N e J. (3.4.23) 
Next, we show that J c N. To this end. Let x e J. Since R is 
periodic, therefore 
x"^ = x", for some m > n > 1. (3.4.24) 
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Let a be the right quasi-inverse of x"^"" . Then, x'^'^a = 0; that is, 
^m-n ^ 3 _ j^m-n 3 ^ Q (3 .4 .25 ) 
Hence by (3.4.25), x" (x"^"" + a - x"^'"a) = 0, and thus 
x"' + x"a - x'^a = 0. (3.4.26) 
Combining (3.4.24) and (3.4.26), we obtain x" = 0, and hence 
X e N. Therefore, 
J c N. (3.4.27) 
By (3.4.23) and (3.4.27), we see that N = J is an ideal. 
To prove that the commutator ideal, Z(R), of R is nil, note 
that R/N is a p-ring; that is 
xP = X and px = 0 for all x e R/N. 
Hence by Theorem (3.4.3), R/N is commutat ive, and thus 
Z(R) c N; that is Z(R) is nil. Which proves our theorem. • 
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Chapter - IV 
Structure of Certain P.I. Rings 
4 . 1 INTRODUCTION 
The present chapter is devoted to determine the structure of 
some rings and near-rings under certain polynomial constraints. 
Section 4.2, begins with a structure theorem due to Ligh and 
Luh [77] wh ich s tates that a r ing R sat is fy ing the condi t ion 
(xy)"(>'y) = xy for all x, y e R is direct sum of a J-ring and a zero-ring. 
In the next section direct sum decomposit ions are investigated for 
the rings satisfying more general polynomial constraint condit ions; 
namely (i) For every pair of elements x,y in a ring R, there exists 
p(X,Y) e Z[X,Y] such that xy = (xy)^ p(x,y). (if) For every pair of 
elements x,y in a ring R, there exists p (X,Y) e Z[X,Y] such that 
xy = (yx)2 p(x,y). Where Z [X,Y] the ring of polynomials in two 
noncommut ing indeterminates. 
In section 4.4, we discuss the structure of near-rings and 
provide example to show that the analogous hypotheses do not 
quite yield direct sum decomposit ion in case of near-rings. In order 
to obtain a weaker decomposit ion for certain near-rings, concept 
of or thogonal sum introduced by Bell and Ligh [30] is def ined 
(cf Definition 4.4.1) and following results are established (i) Let R 
be a d-g near- r ing wi th the proper ty that for each x, y e R, 
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xy = p(xy), where p(xy) denotes an element of R which is a finite 
sum of power of (xy)", k > 2, and additive inverses of such powers. 
Then R is periodic and commutative. Moreover, R = N + P, where 
N Is a near-r ing with trivial multiplication and P is a J-ring. (i i) Let 
R be a near - r i ng such that for each x, y e R, the re ex is ts 
n = n(x,y) > 1 such that xy = (yx)". Then R = N + P, where N Is a 
near-r ing with trivial multiplication and P is a sub-near-ring with 
(P,+) abel lan. 
This section Is Includes with three structure theorems due to 
Quadr i , Ashraf and Asma Ali [93]. 
4.2 
A ring In which every ring element x satisfies x"W = x for 
some integer n(x)>1 is called a J-ring and is well known that such 
a ring is commutat ive (cf Theorem 2.2.1). It Is natural to consider 
the related condit ion: 
(P^) For each x, y e R, there exists an integer n = n(x,y) >1 
such that (xy)" = xy. 
Searcoid and MacHale [97] showed that a ring satisfying 
condit ion (P^) must be commutative. One can observe that condition 
(P^) is weaker than the condition x" '^') = x, for all x e R. 
Example 4 . 2 . 1 . Let R be any additive abellan group. Then R 
with trivial multiplication xy = 0, for all x, y € R is a non J-ring which 
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satisfies (P^). 
In a note [77], Ligh and Luh have es tab l ished fol lowing 
structure theorem for the rings with condit ion (P^). 
T h e o r e m 4 . 2 . 1 . Le t R be a r i ng s a t i s f y i n g t he 
condition(P^).Then R= P ® N, where P is a J-ring and N is a zero 
ring (ring with trivial multiplication). 
Before proving the above theorem we first prove the following 
Lemma. 
L e m m a 4 . 2 . 1 . For any x ,y in P, t h e r e ex is t i n tege rs 
n = n(x) > 1 and m = m(y) > 1 such that x" = x and y" = y. 
Let k = (n-1 )m-(n-2) = (m-1 )n - (m-2). Then it is clear that x''=x and 
yk=: y. Hence, for any x^, x^ x. in P, there exists k >1 such 
that x,*^  = X for all t = 1, 2, i. 
Next we wish to show for any x,y in P, x + y is in P. Since 
(x +y)y is in P by (P^), there exists k such that x*" = x, y''=y. and 
((x+y)y)'' = (x+y)y. It follows that 
{x + \/Yy^ =\yi^\ 1+ x' ' '^y+ + 1 I xy**"^  + yM y''= (x+y)y = xy + y2 
Hence 
^k^ (k^ 
I |x'^-^y2+ + ^ xy'< = 0. 
On multiplying both sides of the above by y^^-^ yields 
(\C\ (w\ 
I Ix"^ -^  y + + xyi^-i = 0. 
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fk) fk^ 
Hence, (x+y) ' '= x ' ' + i | x '^V + + 1 | xy'<"'+ yi* = x+y. 
Thus for any x,y in P, x + y is in P. It is easy to see if x is in P and 
r e R, then xr and - x are in P. This shows that P is an ideal of R. 
Now, If X e N, then (xy)^ = x V = 0 implies that xR = 0. For 
any x, y e N, (x-y)^ = x2-2xy+y2 = 0. Hence N is an ideal of R. • 
Proof of Theorem 4 .2 .1 , If x e P o N, then x" = x, n > 1 and 
x2=0. Thus X = 0. Let r e R. By condit ion (P^), (rr)" = r^ " = r^ , for 
some n > 1. Now r = (r-r^"-^) + r^"-'. Since (r-r^"-^)^ = r^  - 2r2" + r^ " ^ ^ Q , 
it follows that r - r^ "-^  N. Now r^ ""' is in P, since n > 1. 
This completes the proof. • 
The following result due Lee [74] to becomes a corollary of 
the above theorem. 
Corollary 4 .2 .1 . A ring R satisfying the condit ion (xy)^ = xy 
for x,y in R is a direct sum of a Boolean ring and a zero ring. 
4.3 
Recent l y Bel l and L igh [30] c o n s i d e r e d t he fo l low ing 
polynomial constraint condit ions : 
(P2) For every pair of elements x, y in a ring R, there exists 
p(X,Y) e Z [X,Y] such that xy = (xy)^ p (x,y). 
(P3) For every pair of elements x, y in a ring R, there exists 
p(X,Y) e Z [X,Y] such that xy = (xy)^ p (x,y). 
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Where Z[X,Y] the ring of polynomials in two noncommut ing in 
determinates. 
The authors extended Theorem 4.2.1 by proving the following: 
T h e o r e m 4 . 3 . 1 . If a ring R satisfies condit ion (P^), then 
R = P © N, where P is a J-ring and N is a zero ring. 
Proof. Taking x = y in (p^), we get q(X) € Z[X3 for which 
x^=x'^q(x); hence R is per iodic by Chacron's cr i ter ion, and by 
[22, Lemma 1(c)], R = P + N. It is clear from (P^) that R is 0-
commutat ive i.e. xy = 0 implies yx = 0; hence as is easily verfied,N 
is an ideal.Since (P2) yields xy = (xy)" (p(x,y))""' for all n > 2, it is 
now immediate that 
R N = N R = {0}; (4.3.1) 
in particular, N is a zero ring. 
To comple te the proof, it is sufficient to show that each 
element of R is uniquely representable as the sum of a potent 
element and a nilpotent element [25,Theorem 3]. Accordingly, 
suppose that a + u = b + v, where a, b e P and u, v e N; rewrite as 
a - b = V - u. (4.3.2) 
Choose a single odd integer k > 1 for which a" = a and b''=b, and 
note e, = a''"' and e^ = b''"' are idempotents with e^a = a and e^b = 
b. Left and right multiplying (4.3.2) by a and b, and recalling (4.3.1), 
we get a^ = ab = ba and ab = ba = b^; hence a^ = b^ and e, = e^. Left 
m u l t i p l y i n g (4 .3 .2 ) by e^ now y i e l d s a = b, a n d p roo f of 
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theorem is complete. • 
Theorem 4.3.2. If a ring R satisfies the condit ion (P3), then 
R = P © N, where P is a J-ring and N is a zero ring. 
Proof. Necessary variat ions in the above proof yield our 
theorem. 
The following theorem which extends Theorem 2 of [101], 
shows that under appropriate restrictions, it is enough to require 
(P^) for a proper subset of R. 
Theorem 4.3.3. Let R be a ring with N ^ {0}, and let A be an 
add i t i ve subg roup of R wi th A Q N. S u p p o s e tha t for each 
X, y € R\A, there exists p (X,Y) e Z [X,Y] such that condit ion (P^) is 
satisf ied. Then R = P ® N, where P is a J-ring and N is a zero ring. 
Proof. Taking y = x e R\A shows that for each x e R\A, there 
exists p(X) e Z[X] such that 
x2 = x^ p(x). (4.3.3) 
Furthermore, since elements of A are nilpotent, for each x e A, 
there exist m and n such that x"" = x"""^". Once again, R is periodic 
by Chacron's criterion. If we can show that N is an ideal which 
annih i la tes R on both s ides, we are f in ished; the rest of the 
argument is the same as in Theorem 4 .3 .1 . Observe that 
If X e N\A, then x^ = 0, (4.3.4) 
this fol lows directly from (4.3.3). Next we show that 
If X e N\A, y e R and x y = 0, yx = 0. (4.3.5) 
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Clearly this is the case if y e R\A, so we suppose xw = 0, where 
X e N\A and w e A. Now x = w ^ A ; and x (x + w) + x^ + xw = 0; 
hence (x + w) x = 0 = x^ + wx = wx. 
Nex t w e s h o w tha t N is an i d e a l , if x, y e A, t h e n 
X - y e A c N. On the other hand, if x e N\A, we see from (4.3.4) 
and (4.3.5) that 
xRx = {0}. (4.3.6) 
Hence if y e N and y' =0, every product of 2r factors, each an 
X or y, is trivial, so that (x-y)^'^ = 0. Now if x e N\A, (4.3.6) shows 
that (xr)2 = (rx)2 = 0 for all x e R; and if w e A, choosing x e N\A and 
writ ing wr = (x+w)r - xr shows that wr e N. Thus N is an ideal as 
c la imed. 
If X e N\A and y e R\A, (P^) and the fact that N is an ideal 
imply that xy = O.Thus capitalizing again on the fact every element 
of A is a difference of two elements of R\A, we can show easily 
that RN = NR = (0}, thereby complet ing the proof of Theorem 4.3.3. # 
Theorem 4.3.4. Let R be a 2-torsion - free ring, J its Jacobson 
redical, and A an additive subgroup with A c J. Suppose that (P^) 
holds for each x,y e R\A. Then R is a direct sum of a J - ring and a 
zeror ing. 
Proof. If X e J\A, (p^), yields q(X) e Z[X] such that x^ = x^ q(x) a 
property which for elements of J implies x^ = o , Thus, if y e A and 
x e J\A, We have x^ = o = (x+y)^, so that 
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xy+yx+y2= 0 for all x e J\A, Y e A. (4.3.7) 
Replacing x by x+y in (4.3.7) and then subtracting (4.3.7) 
from the result gives 2.y^ = 0, hence y^ = 0; thus J is a nil ideal. Now 
R= R/J satisfies the hypotheses of Theorem 4.3 .1 , hence is certainly 
commutat ive. Consequently [x.y] e J for all x,y e R and [x,yp = 0 
for all x,y e R. But this condition is known to imply that N is an 
ideal; hence N=J, and our conclusion follows-feim Theorem 4 .3 .3 . • 
4.4 ! > i 
one of the natural questions rh 
te\ DS-3209, 'S 
^"ther either of the 
condit ions (P^) through (Pg) yields the analogous structures in case 
of nea r r ings as we l l . T h e fo l l ow ing e x a m p l e d u e to c lay 
[34, # 29(2.5)] answers the question is negative. 
Example 4 .4 .1 . Consider the non-abel ian addit ive group 
(R,+) , i somorph ic to the symmet r i c group Sg and def ine the 
multiplication in R as follows: 
• 0 
^ 1 3 2 ^ 3 ^ 4 ^ 5 
0 0 0 0 0 0 0 
^ 1 0 ^ 1 ^ 1 ^1 0 0 
^ 2 0 ^ 1 ^1 ^ 1 0 0 
^ 3 0 ^ 1 ^1 ^ 1 0 0 
a^ 0 0 0 0 0 0 
^ 5 0 0 0 0 0 0 
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Then (R, + , -) is a commutat ive near- r ing sat is fy ing 
(ba)2 = b^ a^= ab for all a, b in R. However, P = ( 0 , a j is not an Ideal 
of R. 
Thus in case of near-rings the analogous hypotheses do not 
quite yield a direct sum decomposition. However, despite the 
existence of such adverse examples. Bell and Ligh [30] attempted 
to obtain a weaker decomposition for near-rings. In this direction 
the authors introduced the notion of orthogonal sum. 
Deffination 4.4.1 (Orthogonal-sum). A near ring R is an 
orthogonal-sum of subnear rings A and B denoted by R = A + B. if 
AB = BA = (0) and each element of R has a unique representation 
in the from a + b, with a € A and b e B. 
As mentioned in Chapter I, by a near ring we shall throughout 
mean a left near ring. And R' denotes the commutator subgroup of 
the additive group (R, +). 
Theorem 4.4.1. Let R be a d-g near-ring with the property 
that for each x,y e R, 
xy = p (xy), (*) 
where p (xy) denotes an element of R which is a finite sum of 
powers of (xy)*", k > 2, and additive inverses of such powers. Then 
R is periodic and commutative. Moreover, R= N + P, where N is a 
near-ring with trivial multiplication and P is a J-ring. 
Following lemmas are essential to develop the proof of above 
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theorem. 
Lemma 4.4.1 [30]. Let R be a near-ring in which idempotents 
are multiplicatively central. If e and f are any idempotents, there 
exists an idempotent g such that ge = e and gf = f. 
Lemma 4.4.2 [30]. If R is a 0-commutative periodic near-
ring, then R = N + R 
Lemma 4.4.3 [95]. (a) If R is a 0-commutative near-ring, 
then N is an ideal. 
(b) [23] Let R be a d-g near-ring such that for each x e R, 
there exist a positive integer n = n(x) and an element u in the sub-
near-ring generated by x, for which x" = x" u. If N e Z (R), then R is 
periodic and commutative. 
(c) [21] If R is a periodic d-g near-ring and N c Z(R), then 
R ' c N. 
(d) [24] If R is a periodic near-ring with unity 1 and N c Z(R), 
then (R,+) is abelian. 
Proof of Theorem 4 .4 .1 . It is clear that R is 0-commutative, 
hence N is an ideal by Lemma 4.4.3 (a). It follows from (*) that 
NR = RN = {0}, so that N e Z(R) and N^ = {o}. Taking y = x in (*) 
gives an element r in the sub-near-r ing generated by x such that 
x^ = x^ r, hence R is periodic and commutat ive by Lemma 4.4.3 (b). 
From Lemma 4.4.2, we now know that R = N+ R 
It remains to show that (I) P is a J-ring and (II) each element 
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of R has at most one representation in the form u+a with u e N 
and a 6 P. Proceeding to (I), let a,b e P and choose k > 1 such that 
a''=a and b^ = b. Then e = a""" and f = b""* are idempotents such that 
ea = a and fb = b. Obviously (ab)" = a'^ b'^  = ab, hence ab e P. 
Moreover, since R/N has the x" = x property, we have j > 1 such 
that 
(a-b)i = a-b+u, u e N. (4.4.1) 
Using Lemma 4.4 .1 , choose an idempotent g for which ge = e and 
gf = f; and noting that ga = a and gb = b, multiplying (4.4.1) by g, 
o b t a i n i n g (a -b ) ' = a-b t ha t is a-b e P. S i n c e R' c N by 
Lemma 4.4.3 (c), we now have a+b - a-b e P n, N = {0}; hence (P,+) 
is abelian and P is a J-ring. 
To establish (II) suppose that u + a = v + b, where u, v e N 
and a,b € P. Then - v + u = b - a e P n N = {0}, hence a = b 
and u = V. • 
T h e o r e m 4.4.2. Let R be a near-r ing such that for each 
x,y e R, there exits n = n(x,y) > 1 such that 
xy = (yx)". (**) 
Then R = N + P, where N is near - ring with trivial multiplication and 
P is a sub-near-r ing with (P,+) abelian. 
Proof. Since R is obviously 0-commutative, N is an ideal by 
Lemma 4.4.3(a); and it follows that RN = NR ={0}, and hence 
N c C. Taking y = x in (**) shows that R is periodic, and we conclude 
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f rom Lemma 4.4.2 that R = N + P. 
Now look at a typical idempotent e. For x e R, we have 
n, m, > 1 such that ex = (xe)"" and xe = (ex)". Right multiplying the 
first of these by e and left multiplying the second by e, we get 
ex = exe = xe; thus, idempotents are central. 
Next we show that P is a sub-near-r ing and (p,+) is abelian. 
That P is c losed under addi t ion is shown as in the proof of 
Theorem 4.4.1 and a similar argument yields multiplicative closure. 
To show (P,+) is abelian, let a*" = a and b*" = b , k > 1; and for 
idempotents e = a''"' and f = b^'\ let g be an idempotent such that 
ge = e and gf = f. Now gR is a periodic near - ring with multiplicative 
identity element whose nilpotent elements are central; hence (gR,+) 
is abelian by Lemma 4.4.3 (d). Therefore ga + gb - ga - gb = 0; 
and since ga = a and gb= b, we have a + b - a - b = 0. 
Finally, we note that the un iqueness of representa t ion 
argument is as for Theorem 4 .4 ,1 . • 
The above results are the jumping-off point for the further 
work done in this direction due to Quadri , Ashraf and Asma [93] 
considering the following more general polynomial conditions. 
(I) For every pair of elements x, y in a ring R, there exist 
posit ive integers m = m (x,y), n = n (x,y) at least one of them 
greater then 1 such that xy = y"' x". 
(II) For every pair of elements x, y in a ring R, there exists a 
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positive integer n = n(x,y) > 1 such that xy = (xy)". 
(Ill) For every pair of elements x,y in a ring R, there exist 
positive integers m = m(x,y) > 1, n = n(x,y) > I such that xy = x" y"^. 
T h e o r e m 4.4.3. Let R be a near ning satisfying condit ion (I). 
Then N is a subnear ring with trivial multiplication, P is a subnear 
ring with (P,+) abelian, and R = P + N. 
In order to prove the theorem following lemmas are needed. 
L e m m a 4.4.4 [17]. Let R be a zero-symmetr ic near-r ing 
satisfying the following properties: 
(a) For each x in R, there exists an integer n(x) > 1 such that 
(b) Every non-trivial homomorphic image of R contains a 
non-zero central idempotent. 
Then (R,4-) is commutat ive. 
L e m m a 4.4.5. [18]. Let R be a zero-commutative near ring. 
Then the set N of nilpotent elements is an ideal if and only if N is a 
subgroup of the additive group R"". 
L e m m a 4.4.6 [93]. Let R be a near ring in which for any 
x,y e R, there exist positive integers m = m(x,y) and n = n(x,y) 
such that xy = y"' x". Then idempotents are central. 
proof. Let e be an idempotent and x e R.Then by hypotheses 
there exist integers p > 1 and q > 1 such that xe = eP x" and hence 
xe=ex'^ =exe. Similarly ex = x= e' = x^e for some integers s > 1 
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and r > 1. This implies that ex = x= e = exe. Thus we f ind that 
ex = xe and e e Z (R). • 
Proof of T h e o r e m 4.4.3 . Not ice that R sat is fy ing (I) is 
necessari ly zero-symmetric as well as zero-commutat ive. If u e N 
and x e R, then, for some integers m, and n^, ux = x'^i u"i where 
either m^ > 1 or n^ > 1. Now choose appropriate positive integers 
m^ a n d n^ at least one of t h e m g r e a t e r t h e n 1 s u c h tha t 
ym^ u"i = u"i"'2x"'i"2 and hence and u x = u"i"'2 x"'i"2. It is now clear 
that for arb i t rary t we have ux = u"i"'2 "t-i"'t x"'i"2 '^t-i"t or 
ux = x'^i"2 ' "M"! u"i"'2 "t-i""!according as t is even or odd, where 
either m^,m2 , m, > 1 or n^,n2 , n, > 1 . Also from (I), 
We deduce that for all x in R, x^ = x^ for. some integer p > 2. Hence, 
u^ = 0 for all u e N and the above yields that ux = 0 for all x in R. 
Since R is zero- commutative, the niipotent elements of R annihilate 
R on both sides i.e. NR = RN = {0}. Thus in particular N- = (0}, and 
if u, V e N then it follows that (u - v)^ = 0. Now appl icat ion of 
Lemma 4.4.5 yields that N is an ideal. 
Let r G R such that r"+'^' = r ,^ where either m' > 1 or n' > 1. 
W e can write r = r-r"'-""'-^ +r"'-^'^-\ Since r(r-r"'*"'•"') = 0 and R is 
zero-commutat ive, we get (r-r"'+ "'•"')'= 0 and (r-r"' + '"-i)r"'-^'^'"' = 0. 
Hence (r-r'^""'-^y = 0 and (r - r"' + '^'-') e N 
N o w ( r " "^  m'-1\n' + m'-l _ j.(n' + m'-i)(n' + m' -1) _ |- / (n' + m'-2)(n' + m")+"| 
_ p^(n' + m'-2)(n' + m') ^ _ / f (n '+ m')\(n'+ m'-2) j . _ ( f^ )" '+ rn'-2 p ^ ^13 y J 0 | ( J 5 
- 61 -
/f4T + m'-1\n' + m'-1 _ / j.2\(n + m'-2)|- ( 4 . 4 . 2 ) 
Now if n' + m' - 2 > 1, then r"'* ""'"^  is i dempoten t and 
^^n'+ m-i^n-+ m-1 _ f"'"^ "^'Mor n' + iTi' -1 > 1 , w h l c h g i ves that 
pn+m-i g p /^iso if n' + m' -2 = 1 so that r"+"^-i = r^, then in view of 
(4.4.2) we have r'= r^and (r"- '" '- i)2= (r^)^= r^  r = r^  = r^  = r--^'^ 
Thus again r"' + '^'-i e P. Hence in every case R = P+N. 
Now we show that P is a sub-near-r ing. Let a, b e P and 
choose integers k = k (a)>1, p = p(b) > 1 such that a" = a and 
bP = b. Then e= a""* and f = b "^" are idempotents such that ea = a, 
fb = b. Using (I), we have (ba)^ = (ba)"^ for some q > 3 that is 
b a b a = ba(ba)' '"2ba. Now in v iew of L e m m a 4 . 4 . 6 , we get 
ab = fabe = faCba)'^ -^ be = e(ab)^"^ f = (ab)''-^ where q-1> 2. Hence, 
a,b e p. Moreover, since R/N has x^  = x property, we have an 
integer j>1 such that 
(a-b)J = a - b + u , u e N. (4.4.3) 
Using Lemma 4 . 4 . 1 , choose an idempotent g for which 
ge = e, gf = f and thus ga = a and gb = b. Mult iplying (4.4.3) by g 
we get (a-b)J = a-b i.e. a-b e P, hence P is a sub-near-r ing. Also by 
Lemma 4.4.4, (P, +) is abelian. Trivially P o N = {0}. Let a+u = b+v, 
where a,b e P and u, v e N. Then a-b = v-u e P o N = {0}, which 
yields a = b and v = u. Hence R = P + N. • 
Example 4 .4 .1 , givin earlier is enough to show that one can 
not get a direct-sum decomposit ion under the hypotheses of the 
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above theorem even in case of distributive near-rings. 
Further, if R satisfies either of the conditions (II) and (III), 
then we do not get even the orthogonal-sum decomposition of R 
which is evident from the following example. 
Example 4 .4 .2 . Let R = {o,a,b,c} with addi t ion and 
multiplication tables defined as follows: 
+ 0 a b c 
0 0 a b c 
a a 0 c b 
b b c 0 a 
c c b a 0 
• 0 a b c 
0 0 0 0 0 
a 0 a 0 a 
b 0 0 0 0 
c 0 c 0 c 
It is easy to notice that R is a near ring satisfying both the 
condi t ions (II) and (III). But the set P = {o,a,c} is not a 
subnear ring of R. 
However, the following results can be proved proceeding on 
the same lines as above which shows that under some extra hy-
potheses either of the conditions (II) or (III) also guarantess 
orthogonal sum decomposition of the near rings. 
Theorem 4.4.4. Let R be a zero-symmetric near-ring 
satisfying condition (II). If idempotent elements of R are central, 
then N is a subnear ring with trivial mult ipl icat ion, P is a 
subnear ring with (P, +) abelian and R = P + N. 
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Theorem 4.4.5. Let R be a zero-commutative near-ring 
satisfying condition (III). If idempotent elements of R are central, 
then N is a subnear ring with trivial mult ipl icat ion, P is a 
subnear ring with (P,+) abelian and R = P + N. 
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