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LSI（Large Scale Integrated Circuit：大規模集積回路）は、IC（Integrated Circuit：








































第 2 章では本研究の研究背景について述べ、LSI の消費電力のうちリーク電力の削減が
低消費電力化設計において重要な要因となることを示す。また、リーク電力を効果的に削
減する方法として提案されている技術について説明し、それぞれの特徴と問題点を示す。 
第 3 章では、第 2 章で述べた研究背景をもとに、著者が解くべき研究課題について述べ
る。 








第 6 章では第 4 章、第 5 章で示した結果をもとに、細粒度 PGと不揮発性 PG を LSI に
適用することについての考察を述べる。 


















Ptotal = Pdynamic + Pshort−circuit + Pleakage (式 2.1) 
 













C   ： 負荷容量 
VDD  ：電源電圧 
f  ：動作周波数 
α   ：スイッチング確率 
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f  :動作周波数 
 α  :スイッチング確率 
  

































Isub ∝ W× exp (−
Vth
n×UT



































近年、大規模集積回路である LSI の発展のスピードは目覚ましいものがある。今や LSI
は、テレビや冷蔵庫、パソコンや洗濯機など、ありとあらゆる家電製品に搭載され人々の
生活と密接に関わっており、これなしでは今日の社会はありえないだろう。また、携帯電




 LSIは MOS(Metal Oxide Semiconductor)トランジスタと呼ばれる微細なスイッチとそ
れらを接続する金属配線によって構成されている。LSIに搭載されているトランジスタ素子
の数は性能向上とともに今日まで増加し続けており、その速度は米 Intel社の共同創設者で











2.3.  LSIの低消費電力化が求められる理由 
 








































































nMOSの基板電圧 Vbには、通常ソース側の電圧 Vsと同様に 0V(pMOSの場合は電源電圧)
が与えられている。この際、Vsと Vbとの間で Vs > Vb(pMOSでは Vs < Vb)となるような
電界が生じると、トランジスタのしきい値電圧が高くなり、リーク電流が低減される。こ
のように、トランジスタの電流が流れにくいように基板に電圧を印加することを逆バイア
ス基板印加(RBB: Reverse Body Bias)と呼ぶ。また、Vs < Vb(pMOSは Vs > Vb)になるよ
うに電圧を印加する順バイアス基板印加(FBB: Forward Body Bias)を行うことにより、し
きい値電圧を低下させ、リーク電流を増加させることもできる(図 2.5.3)[19]。これにより、
回路の待機時に RBB を行うことでリーク電流を削減し、回路の動作時には FBB を行うこ
とで高速動作を可能にする[4]。 



































 (a)HDPG                           (b)FTPG 












対し PGを行うことで低消費電力を実現した CPUが実用化され始めている[27,28]。 
これに対し、命令レベル、セルレベルの PGでは、粒度の細かい領域（空間的細粒度）に
PGを適用した手法であり、粗粒度 PGと比べてより頻繁にシャットダウンを行うことがで















図 2.5.7 PGにおける消費電力の推移 
17 
 

















 上記までに、研究背景について述べ、低消費電力の LSI を設計する上で、リーク電力の
削減が非常に重要な要因となっていることを示した。また、効果的なリーク電力の削減が
期待できる技術として、細粒度 PGと不揮発性 PGについて説明した。 
 しかし、細粒度 PGと不揮発性 PGには、以下のような課題が存在する。 
 
 細粒度 PG 




















































3.1.1 細粒度 PGの設計と実装 
 
図 4.1.1には細粒度 PGの適用領域および PGの制御方法について示す。Geyser-3のアー
キテクチャではシングルパイプラインを採用しており、命令フェッチ（IF）、命令デコード
（ID）、実行（EX）、メモリアクセス（MEM）、レジスタ書き込み（WB）の 5 つのステー







ることができる[23]。これにより、図 4.1.2 に示すように、粗粒度 PGに比べ細粒度 PGで
はより頻繁に PGを行うことができ、さらなるリーク電力の削減が期待できる。しかし、粗







Break Even Time）と呼ぶ。細粒度 PGではこの BETを考慮したスリープ制御手法が求め











図 4.3.1.2 PG適用粒度による PG制御タイミング 
 
 さらに、実チップによる測定評価を行うため、Geyser-3 のレイアウト設計を行った。図
4.1.3 は Geyser-3 全体のレイアウト図である。チップの左半分がマイクロプロセッサのコ
ア部分となっており、左下に 4 つの演算器が配置されている。また、図 4.1.4 は Geyser-3
に搭載するために、著者がレイアウト設計を行った演算器のレイアウト図である。組み合
わせ回路のみで設計されている各演算器回路部は回路全体の中心部に配置されており、左
右に PS が挿入されている。PS には nMOS を用いたフッタ型 PG（FTPG）を採用してい
る。これにより、各演算器回路部は PG実行中、チップ内のグランド線から分離されリーク








図 4.3.1.3 Geyser-3のレイアウト図 
 
 
表 4.3.1.1 演算器マクロの面積 
 ALU SHIFT MULT DIV 




















(c) 乗算器回路            
 
  (d) 除算器回路 


























3.2.1 Whenever Idle Put to Sleep(WIPS)方式 
 











 TB 方式は、PG 適用回路が待機状態になると、スリープ制御回路内のカウンタ回路がカ
ウントを開始し、カウント数が BETを上回ると同時に PSの ENをオフにする方式である




















図 4.3.2.2 TB方式の回路構成 
 




































































より VGND の電圧が緩やかに上昇する。この時の VGND の電圧上昇速度はリーク生成回









回った場合、出力 OUT は‘0’に遷移する。一方で、2 重構造のカレントミラー型のレベ
ルコンバータ[20]をもとに著者が提案した電圧比較回路を図 4.3.3(b)に示す[44]。出力の遷






 さらに、図 4.3.4 はリークモニタ回路の高温時と低温時の VGND の電圧上昇速度の
HSPICEシミュレーションを用いて求めた結果である。低温時では VGNDの電圧の上昇は
緩やかになる。このとき、VGNDの電圧が VREFを超えた時にリークモニタの出力は遷移
し、PS をオフする。一方、高温時では VGND 電圧が急激に上昇していることがわかる。



















図 4.3.3.3 電圧比較回路 
 
 































































 (b) 高温時 
 
図 4.3.3.6 チップ上の温度変化による PG制御タイミング 
 
 





 CuD 方式で用いるリークモニタ回路は VGND と VREF の電圧を比較し、その結果を使
って直接 PS の EN 信号を制御する。この時、CuD 方式で 1 回の PG を制御するために必
要なエネルギーは、VGNDの電圧が VREFを超えるまでの電圧比較回路の 1回動作エネル
ギーと VGNDを VREFの電圧まで充電するためのエネルギーのみである。また、リークモ
ニタ回路が PS をオフするタイミングは、PG 適用回路の BET と同程度にすることが可能




 回路温度による BETの変化に応じて PSを自動で制御できる 















EPG = EOH + Eleak + Econtrol （式 4.1） 
 




EOH = EPGOH ⁡× N⁡ × r （式 4.2） 
 
EPGOHは PG を１回行うために必要なエネルギーオーバーヘッドである。また N はプログ




EPGOH =⁡Cpsd ⁡× ⁡VDD
2 ⁡+ ⁡Clogic ⁡× ⁡VDD





さらに Eleakと Econtrolは、 
 




Econtrol =⁡Pcontrol ⁡× ⁡Tidle−nonsleep （式 4.5） 
 
と表すことができる。Ponleakは PS がオンしている状態の回路のリーク電力、Poffleakは PS
がオフしている状態の回路のリーク電力、Pcontrolはスリープ制御回路で消費される電力であ
る。また Tpsonはプログラム中の PS がオンしている時間であり、Tpsoffは PS がオフしてい
る時間である。また Tidle-nonsleepは回路が待機状態になり PGが可能になってから実際に PS






⁡× n⁡ × d +⁡
1
fclk




















EPG(NonPG) = ⁡Ponleak ⁡× ⁡
1
fclk









EPG(WIPS) = ⁡EPGOH ⁡× N +⁡Ponleak ⁡× ⁡
1
fclk




さらに TB方式は PSをオフするかを判断する間、カウンタ回路が動作しているため、 
 
Pcontrol =⁡Ccount ⁡× V𝐷𝐷












2 ⁡× n⁡ ×⁡(1 − d) ⁡× s （式 4.11） 
 
と表すことができる。また ATB 方式を実現するためにはオンチップ温度モニタや LUT に
よってさらにエネルギーが消費されてしまう。 
一方、CuD 方式は VGND の電圧が VREF に達するまでの電荷とセンスアンプ回路のエ
ネルギーが消費されるだけである。そのためスリープ制御回路で消費される電力は、 
 
















(CVGND ⁡× VREF⁡ × VDD +⁡PSA) ⁡× n⁡ ×⁡(1 − d) ⁡× s
fclk
 









また活性化率 dが小さい場合、NonPG 方式と比べ、他の PG方式は PSがオンしている
間のリークエネルギーである Eonleakが小さくなる。しかし、d が大きくなると PG 方式の





手法では、EPGOHが VDD の 2 乗の影響を受けるため、NonPG 方式に比べパラメータへの












ョンでの評価を行った。また、nMOSを用いた FTPG型の細粒度 PGを適用した ALU、シ
フタ回路（SHIFT）、乗算器回路（MULT）、除算器回路（DIV）の 4 つの演算器を持って
いる。標準の電源電圧は 1.2Vとした。また、CuD方式のための VREFには 0.5Vを供給し














































ション毎に各温度での NonPG の消費エネルギーを元に正規化している。また、ATB 方式
の結果にはオンチップ温度モニタ回路や LUT回路の消費エネルギーは含まれておらず、カ
ウンタ回路と比較回路のみとしている。また、表 4.5.1には各プログラム実行時に、演算器
で起こるスリープイベントに対し、BET よりも PS をオフしている時間が長いロングスリ





 ALU では各アプリケーション、温度において NonPG が最も消費エネルギーが小さくな









時でも NonPG に比べ 10%以下に消費エネルギーが増加するにとどまっている。これは図






















































表 4.1.1 各アプリケーションのスリープイベント解析 
 
 





























温度 スリープ時間 ALU SHIFT MULT DIV 
25C 
ショートスリープ 5532 1437 2538 0 
ロングスリープ 0 7 7 1 
65C 
ショートスリープ 5532 1236 2352 0 
ロングスリープ 0 208 193 1 
100C 
ショートスリープ 5532 1008 2304 0 
ロングスリープ 0 436 241 1 
Qsort 
温度 スリープ時間 ALU SHIFT MULT DIV 
25C 
ショートスリープ 18937 24 23 0 
ロングスリープ 0 211 86 41 
65C 
ショートスリープ 18937 24 23 0 
ロングスリープ 0 211 86 41 
100C 
ショートスリープ 18937 21 23 0 
ロングスリープ 0 214 86 41 
JPEG 
温度 スリープ時間 ALU SHIFT MULT DIV 
25C 
ショートスリープ 305647 124310 59760 1549 
ロングスリープ 0 157 194 661 
65C 
ショートスリープ 305647 119009 56448 2.88 
ロングスリープ 0 5458 3506 766 
100C 
ショートスリープ 305647 80491 55296 0 
ロングスリープ 0 43976 4658 1854 
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 DCT 実行時では、25℃の場合に CuD 方式が最も消費エネルギーを抑え、68%にまで
削減できた 
 65℃、100℃では、ATB 方式が最も DCT の消費エネルギーを削減でき、最大で 45%
にまで削減できた 
 TB、ATB方式のスリープ制御回路の消費エネルギーは最大で 21%を占める 
 CuD方式のスリープ制御回路の消費エネルギーは最大でも 2%に抑えられた 
 



























示すか評価した（図 4.5.8）。図 4.5.8(a)は SHIFT と MULT の 25℃、65℃、100℃での温
度におけるリーク電流量とプログラム実行時の消費エネルギーの関係を示している。また
横軸のリーク電流量は SHIFT の 25℃のリーク電流量で正規化している。温度が 100℃の
MULT のリーク電流は 25℃の SHIFT の約 100 倍となっている。リーク電流量が少ない










WIPS 方式は SHIFT と同じくエネルギーの増大につながってしまっている。一方、TB、
ATB 方式に必要なカウンタ回路は PG 適用回路である演算器の面積に依存しないため、リ
ーク電流に対し、スリープ制御回路で消費されるエネルギーが小さくなっている。さらに、


















プ制御手法は VREF を用いていないため一定である。CuD 方式では VREF の電圧が変化
することによってスリープ制御に必要な消費エネルギーが変化するとともに、スリープす
るタイミングが変わってしまう。しかし、今回想定した VREFの電圧 0.5Vが 0.3V に変化











































の各スリープ制御手法の消費エネルギーを示す。TB 方式と ATB方式は 25℃の場合同じ制





















図 4.1.9 グローバルばらつきによる各スリープ制御手法への影響 
 
 














































































第４章 不揮発性 PG設計手法 



























ルが主に用いられている。図 5.1.1 は一般的な D-FF の回路図を示す。D-FF 回路はマスタ
ーラッチとスレーブラッチから構成される。クロック信号（CLK）が‘0’のとき、入力信
号（D）が変化しても出力信号（Q）は変化しない。また、CLK が‘0’から‘1’に遷移













 SRAM 退避方式は、回路内で保持すべき記憶回路の情報を PG の適用外である外部メモ
リに一度退避し、PG終了後に再び記憶回路へ書き込む方法である[30]。図 5.1.2に SRAM
退避方式の概略図を示す。外部メモリにはリーク電力が少なく、高速動作が可能である
SRAMが用いられる。また図 5.1.3は SRAMの 1bitの記憶回路の回路図である。WL線で
書き込み、読み出しの制御を行い、BL、BLB線でデータを受け取ることができる。SRAM
退避方式では、まず PG適用回路が待機状態になると書き込み制御回路を通じて SRAMに
データを書き込む。この SRAMは PGの適用外にあるため、PG実行中も SRAM内のデー














図 5.1.2 SRAM退避方式の概略図 
 
 






 バルーン方式は D-FF の回路内にデータを保持する領域を用意する方式である[47]。図
























 不揮発性を実現するメモリとして、スピン注入磁化反転（Spin Transfer Torque：STT）

































の研究が行われている。この STT-MRAM の重要な技術の 1 つとして、磁気トンネル接合
（MTJ：Magnetic Tunnel Junction）が挙げられる（図 5.2.1）。 

























図 5.2.2 電流の向きによるMTJの抵抗変化 
 
 
























 このMTJ素子を用いた不揮発性 D-FF（NVFF：Nonvolatile Flip Flop）がいくつも提
案されている[54,55]。 
[31]では、2 つの MTJ 素子を D-FF のマスターラッチに加えた手法が提案されている。
この手法ではインバータの nMOS のソース側と MTJ 素子が繋がっており、毎クロックで
MTJ に書き込みが行われる。しかし、クロックのたびに MTJ 素子への書き込みが行われ
るため、消費エネルギーが増大してしまう。また、[51]では別の回路として、マスターラッ
チのインバータの pMOS 側に 2 つの MTJ を配置した手法が提案されている。しかし、こ
の手法も前述した回路と同じ問題を抱えている。 
 一方、[52]では、MTJ 素子を含む比較回路を通常の D-FF のスレーブラッチに付与して
いる。この手法では、PG が実行される前に MTJ 素子にデータを書き込み、PG が終了し







スタとして 3つのトランジスタを追加するだけで NVFF を実現することが可能である。ま
た、HDPGの場合には nMOSを選択トランジスタとして使用し、FTPGの場合には pMOS
を使用することで、PGの方式に関係なく NVFFを実現することができる。[53]ではこの選
択トランジスタ 1 個と MTJ1個の組み合わせを pseudo-spin-MOSFETs（PSM）と呼んで
いるため、本論文では、この手法による NVFFを PSM-NVFFと呼ぶことにする。 













 (b) FTPG 
 









 (b) FTPG 
 






















































HDPG の場合、アクティブ動作時には、選択トランジスタの信号である SR 信号と PS
のイネーブル信号である EN を‘0’にする。（FTPG の場合、SR 信号と EN 信号を‘1’）
これにより、PSはオンになり、選択トランジスタはオフの状態となる。この際、PSM-NVFF





はストア動作へと移行する。ストア動作では、PSM-NVFF 内のデータの情報を MTJ に書





























































 図 5.3.1 は 65nm プロセスを用いた FPG 方式の PSM-NVFF のレイアウト図である。




響は小さく抑えることができている。今回用いた MTJ 素子は直径 65nm であり、MTJ の
抵抗値の変化の大きさの比率であるトンネル磁気抵抗（TMR）が 106%、抵抗面積積（抵
































 MTJ 素子を流れる電流が MTJ 素子の磁化を反転させるために必要な電流よりも少ない
場合、ストア動作は失敗する。しかし、選択トランジスタとMTJで 1つの回路として考え
た場合、図 5.3.2に示すように、電流の向きによって電流の流れやすさが異なってくる。選
択トランジスタである nMOS のドレイン側に MTJ が接続されている左側の場合、nMOS
のソース側はグランドと直接つながっている。そのため、nMOS は十分な駆動力を発揮で



































RMTJ1 +⁡RTR1 ≫⁡RTR3 + RTR11 （式 5.1） 
 
RMTJ2 +⁡RTR2 ≫⁡RTR21 +⁡RTR20 +⁡RPS （式 5.2） 
 




























 (c) 経路 3 
図 5.3.4 ストア時におけるストア電流経路 
 
さらに、シリコン上でラッチ破壊の発生頻度を測定するために、スレーブラッチおよび
選択トランジスタのサイズが異なる PSM-NVFF を 3 つ設計し、実チップでの測定を行っ
た。測定結果を図 5.3.5に示す。まず、スレーブラッチのトランジスタサイズは同じ 65nm






























行うことができる。しかし、PSM-NVFF では前回 MTJ に書き込みを行ったデータを記憶










図 5.3.6 無駄なストア動作の例 
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5.4.1 Split-Store-Restore NVFF（SSR-NVFF） 
  
SSR-NVFF は既存の PSM-NVFF において、重大な問題となっているストア動作による
ラッチ破壊の発生を効果的に防ぎ、スレーブラッチの回路面積を削減が期待できる NVFF
回路である[57]。ヘッダ型(HDPG)およびフッタ型(FTPG)の SSR-NVFFの回路図を図 5.4.1






ストア動作時の制御について図 5.4.3 に示す。ストア動作ではまず、SR1 信号を‘0’に
し、ストア動作用の選択トランジスタ（TR1、TR2）をオンにする。また CTRL 線は‘0’
のため、TR2から CTRL線の方向に電流が流れる。これにより、MTJ素子の抵抗値は高抵































































































き込み頻度を抑えることで、NVFF を用いた不揮発性 PG におけるエネルギーオーバーヘ
ッドを大幅に削減することができ、BETを短くすることが期待できる。 
 スレーブラッチの回路状態が前回 PG を行った時と同じ場合には、MTJ 素子への書き込
みを行う必要はない。そのため、スレーブラッチに保持しているデータと最後にMTJ素子
に書き込んだデータを比較し、異なっていた場合にのみ、ストア動作を自動で実行する回
路を提案した（図 5.4.5）[50]。本提案の回路を Selective Storing NVFF（SS-NVFF）と名
















































































 上記で述べたように、提案手法として SSR-NVFF の設計を行い既存手法の PSM-NVFF
との比較を行った。まず、PSM-NVFFと SSR-NVFFにおいて、ストア電流 ICP→APと 
ICAP→P を十分に確保できるように選択トランジスタおよびスレーブラッチのトランジス




PSM-NVFF と SSR-NVFF のストア動作時のラッチ破壊への耐性を評価するため、スレ
ーブラッチのトランジスタサイズとストア動作の不良率の関係性を求めた。PSM-NVFFと
SSR-NVFF に対し、選択トランジスタサイジングは、ストア電流 ICP→AP と ICAP→P を
十分に確保できるようにした。また、ストア動作時のラッチ破壊の起こりやすさを評価す
るために、トランジスタしきい値電圧に対しプロセスばらつきが生じると想定し、モンテ



























た際の MTJ 素子に流れるストア電流を、回路シミュレーションを用いて求めた。図 5.5.2
に HDPGおよび FTPGを適用した PSM-NVFFと SSR-NVFFのシミュレーション結果を
示す。また、SSR-NVFF のスレーブラッチのトランジスタサイズは通常の D-FF と同程度
とし、PSM-NVFFのスレーブラッチのトランジスタサイズは、ストア動作の不良動作が発










行っても AP→P 方向の書き込み時に、無駄なストア電流が流れるのを防ぐことができた。 
 







 さらに PSM-NVFF と SSR-NVFF の回路性能の比較を行うために、それぞれの NVFF
の面積およびクロックが立ち上がってから出力 Q が遷移するまでの時間（C-Q 遅延時間）、
ダイナミックエネルギー、ストアエネルギー、リストアエネルギーのシミュレーション評

















表 5.5.1 PSM-NVFFと SSR-NVFFの回路性能比較 
 PSM-NVFF (A) SSR-NVFF (B) 比率 (B/A) 
面積 [μm2] 172×203 180×106 0.55 
C-Q 遅延時間 [ps] 280 230 0.82 
ダイナミックエネルギー 
[pJ] 
0.17 0.14 0.84 
ストアエネルギー [pJ] 9.02 6.13 0.68 







 SS-NVFF の評価を行うため、16bit カウンタ回路と ISCAS’89 ベンチマークから 2 つの
回路を採択し、シミュレーションを行った。SS-NVFFの設計では 65nmプロセスを想定し
ており、電源電圧は 1.2V としている。PSM-NVFF と SS-NVFF を適用した 16bit カウン
タ回路の回路図を図 5.5.3に示す。 





ダイナミックエネルギー、ストアエネルギー、BET は PSM-NVFF の値で正規化してい
る。16bit カウンタ回路では、図 4.5.3 に示すように、16 個の NVFF が使用されており、
FullAdder セル 16 個と合わせて 32 個のセルのみで構成されている。そのため、回路全体
に対する FFのセル数の割合は 50%となっている。一方、ISCAS’89のベンチマーク回路の
s1494と s5378ではそれぞれNVFFが 6個と 179個使用されている。しかし、s5387では、








ることができた。無駄な MTJ の書き込みを抑制することで、3 つの回路すべてで MTJ 書
き込み頻度を 30%以下に抑えられていることを示している。これにより、PSM-NVFFに対



























16 50% 1.07 0.26 0.26 
s1494 6 6% 1.02 0.15 0.14 







 第 5 章では、マイクロプロセッサなどで必ず必要であるレジスタ回路を含んだ回路全体























                                          
 























において必要不可欠な D-FF を NVFF に置き換えることで、レジスタを含む回路でも不揮





































ことで PG を行う機会をより多く得る手法と、PG による記憶回路のデータの破壊を防ぎ、
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