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If the mth largest eigenvalue λm(A) of a real symmetric matrix A is
simple, thenλm(·) is an analytic function in a neighbourhood of A. In
this note, we provide a new derivation of the classical formulae for
the coefficients in the power series expansion of t → λm(A + tE)
for any real symmetric matrix E and t close to 0. Kato’s classical
derivation of that formula uses a complex-analytic approach involv-
ing properties of the resolvent of A+ tE. Our derivation uses simple
real-analytic and combinatorial arguments. In particular, we derive
and utilize a formula for the derivative of the Moore–Penrose gen-
eralized inverse of the map X → λm(X)I − X in direction E at real
symmetric matrix A for any real symmetric matrix E.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Denote by Sn the Euclidean space of n × n real symmetric matrices with inner product 〈A, B〉 =
tr(AB) and corresponding norm ‖A‖ =
√
tr(A2). Denote by On the group of n × n real orthogonal
matrices and by Rn≥ the convex cone in Rn of all vectors with non-increasingly ordered coordinates,
that is, x ∈ Rn≥ implies x1 ≥ x2 ≥ · · · ≥ xn. We investigate the behaviour of the ordered spectrum
of A ∈ Sn: λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A), under perturbations of the form A + tE for E ∈ Sn and
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t close to 0. An eigenvalue of A is called simple if it has multiplicity one as a root of the characteristic
polynomial det(A − λI) = 0.
The roots of any polynomial are continuous as functions of its coefficients (see [4, Appendix D]) and,
hence, the eigenvalues of anymatrix, as roots of the characteristic polynomial, are continuous functions
of thematrix. If the entries of thematrix depend smoothly on a scalar parameter, this smoothness need
not be transferred onto the eigenvalues. That is, even if the map t ∈ R → A(t) ∈ Sn is C∞, the map
t → λm(A(t)) may not be differentiable. As a simple example, consider the map t ∈ R → A(t) ∈ S2
defined by
A(t) =
⎛
⎜⎝ 0 t
t 0
⎞
⎟⎠ .
Its eigenvalues are λ1(A(t)) = |t| and λ2(A(t)) = −|t| which are not differentiable at t = 0. The
problem with non-differentiability at t = 0 in this example arises from the fact that the eigenvalues
of A(0) are not simple. The following property of simple eigenvalues is crucial; see [6, Chapter II, §2,
Theorem 1].
Lemma 1.1. If the mth eigenvalue of A ∈ Sn is simple, then the map X ∈ Sn → λm(X) ∈ R is analytic in
a neighbourhood of A.
In particular, if λm(A) is a simple eigenvalue of A then for any E ∈ Sn the function t → λm(A+ tE)
is expressible as a power series around t = 0:
λm(A + tE) = λm(A) + λ′m(A, E)t + · · · + λ(k)m (A, E)tk + · · · (1)
Our goal is to provide a new derivation of an explicit closed-form formula for the coefficient λ
(k)
m (A, E)
in this power series expansion. The classical derivation of that formula, found in [5, Formula (2.34)],
uses a complex-analytic approach involving the properties of the resolvent of A + tE. Our derivation
uses a straightforward real-analytic argument. Specifically, we derive formulas for the derivative of
the Moore–Penrose inverse of the map A ∈ Sn → λm(A)I − A and the projection onto the eigenspace
of λm(A) in direction E ∈ Sn. We then use these formulas and simple counting arguments to obtain an
explicit closed-form formula for the coefficient λ
(k)
m (A, E).
If λm(A) is not a simple eigenvalue, one has the following result; see [1] for both a direct argument
and one using classical results by Rellich and Kato.
Theorem 1.2. Let I ⊂ R be an open interval and let the map t ∈ I → A(t) ∈ Sn be analytic at t0 ∈ I.
Then, there is a functionμ(t) analytic at t0 and a δ > 0 such thatλm(A(t)) = μ(t) for all t ∈ [t0, t0+δ).
Thus, even if λm(A) is not a simple eigenvalue, a power series expansion (1) holds for all t ∈ [0, δ).
Amethod for computing the coefficient λ
(k)
m (A, E) is given in [1], butwe are not aware of a closed-form
formula for it.
An immediate corollary of Lemma 1.1 is the following observation.
Corollary 1.3. If λm(A) is a simple eigenvalue of A, then the directional derivative of X → λ(k)m (X, E) at
A in the direction E is (k + 1)λ(k+1)m (A, E), for any k ≥ 0.
Proof. Since (X, t) ∈ Sn × R → λm(X + tE) is analytic in a neighbourhood of (A, 0), the map
X → λ(k)m (X, E) is analytic in a neighbourhood of A for every k ≥ 1. Denote the derivative of the latter
function in the direction E by ∇λ(k)m (X, E) and the derivative of the map X → λm(X) in the direction
E by ∇λm(X, E). Expansion (1) shows that ∇λm(X, E) = λ′m(X, E). Moreover, by (1) we have
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λm(A + tE + sE) = λm(A + sE) + λ′m(A + sE, E)t + · · · + λ(k)m (A + sE, E)tk + · · ·
for all s close to zero. Differentiating with respect to s, at s = 0, we obtain
λ′m(A + tE, E) = λ′m(A, E) + ∇λ′m(A, E)t + · · · + ∇λ(k)m (A, E)tk + · · ·
Comparing the coefficients with the derivative of (1) with respect to t:
λ′m(A + tE, E) = λ′m(A, E) + · · · + kλ(k)m (A, E)tk−1 + (k + 1)λ(k+1)m (A, E)tk + · · ·
we obtain the result. 
Without loss of generality, we may assume A = Diag a, where a ∈ Rn≥. Indeed, for all A ∈ Sn
there exists U ∈ On such that A = U(Diag λ(A))UT . Since the spectrum of A + tE is equal to the
spectrum of Diag λ(A) + t(UTEU), we have λ(k)m (A, E) = λ(k)m (Diag λ(A),UTEU), for all k = 0, 1, . . .
Let A = Diag a for some a ∈ Rn≥. The entries of a define a partition of {1, . . . , n} into disjoint blocks
where i and j are in the same block if and only if ai = aj . Suppose that a partitions {1, . . . , n} into
r disjoint blocks and let I denote the th block. For each k ∈ {1, . . . , n}, denote by ρk the index of
the block containing k. Note that if themth coordinate of the vector a is a simple eigenvalue of A then
|Iρm | = 1. Denote by X the n× |I|matrix with columns equal to those standard basis vectors {ej}nj=1
inRn with indices in I. We denote by δij the Kronecker delta function; that is, δij is equal to 1 if i = j
and 0 otherwise. The following lemma is crucial for what follows; see [7, Theorem A.1].
Lemma 1.4. Let A = Diag a for some a ∈ Rn≥ and let E ∈ Sn have ‖E‖ = 1. Suppose that U(t) ∈ On
converges in ‖ · ‖ to U0 as t → 0, and is such that
A + tE = U(t) (Diag λ(A + tE))U(t)T
for all t close to 0. Then
1. U0 is block diagonal Diag (U01 , . . . ,U
0
r ), where each block U
0
 is an |I| × |I| orthogonal matrix.
2. XT EX = U0
(
Diag λ(XT EX)
)
(U0 )
T for all  = 1, . . . , r.
3. For u ∈ Iq, v ∈ Is and  ∈ {1, . . . , r}, we have
∑
k∈I
UukUvk = δuvδq + δq − δs
au − av Euvt + o(t), (2)
where (δq − δs)/(au − av) = 0 whenever δq = δs.
For m ∈ {1, . . . , n}, let im denote the number of entries of a equal to am ranking before or equal
tom. That is, im = |Iρm ∩ {1, . . . ,m}|. The following lemma provides the directional derivative of the
mth largest eigenvalue; see [3, Theorem 3.12].
Lemma 1.5. The directional derivative of λm at A = Diag a in the direction E is given by
λ′m(A, E) = λim
(
XTρmEXρm
)
. (3)
2. The directional derivatives of A˜ and π(A)
For any A ∈ Sn, let A† denote the Moore–Penrose inverse of A and let A˜ := (λm(A)I − A)† for some
fixedm ∈ {1, . . . , n}. Our immediate goal is to find the directional derivative of the map A → A˜. We
may assume without loss of generality that A is a diagonal matrix since, for any orthogonal matrix U,
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the Moore–Penrose inverse of λm(UAU
T )I − UAUT is equal to U(λm(A)I − A)†UT . If A = Diag a for
some a ∈ Rn≥, we have
A˜ =
n∑
j=1
j ∈Iρm
eje
T
j
λm(A) − λj(A) =
n∑
j=1
j ∈Iρm
eje
T
j
am − aj . (4)
Lemma 2.1. The directional derivative of A˜ at A = Diag a, for some a ∈ Rn≥, in the direction E is given by
A˜′(A, E) = A˜EA˜ − λim
(
XTρmEXρm
)
A˜2 − A˜2EXρmXTρm − XρmXTρmEA˜2. (5)
Proof. For each t ≥ 0, let A + tE have spectral decomposition A + tE = U(Diag λ(A + tE))UT . Note
that U depends on t and a subsequence can be chosen that converges to U0 as t ↓ 0. By the definition
of the directional derivative we have
A˜′(A, E) = lim
t↓0
(λm(A + tE)I − (A + tE))† − (amI − A)†
t
. (6)
Denote by B(t) the numerator of the fraction inside the limit. Then, using (3) and (4), for all u ∈ Iq,
v ∈ Is, we have
[B(t)]uv =
r∑
=1
 =ρm
∑
k∈I
(
UukUvk
λm(A + tE) − λk(A + tE) −
δuvδuk
am − ak
)
=
r∑
=1
 =ρm
∑
k∈I
⎛
⎝ UukUvk
am − ak + t
(
λim
(
XTρmEXρm
)
− λik
(
XTρk EXρk
))
+ o(t) −
δuvδuk
am − ak
⎞
⎠
=
r∑
=1
 =ρm
∑
k∈I
⎛
⎝ UukUvk
am − ak
⎛
⎝1−t λim
(
XTρmEXρm
)
− λik
(
XTρk EXρk
)
am − ak
⎞
⎠− δuvδuk
am − ak
⎞
⎠+ o(t).
For all  = 1, . . . , r, let a¯ be equal to the coordinates in the th block of a; that is, a¯ = aj for all
j ∈ I. Utilizing Lemma 1.4 Part 2 and the fact that U = U0 + o(1), we have
∑
k∈I
UukUvkλik
(
XTρk EXρk
)
(am − ak)2 =
∑
k∈I
δqδs
U0ukU
0
vkλik
(
XTρk EXρk
)
(am − ak)2 + o(1)
= δqδsEuv
(am − a¯)2 + o(1) (7)
for all  ∈ {1, . . . , r}\{ρm}. By (2) and (7), [B(t)]uv is equal to
t
r∑
=1
=ρm
⎛
⎝ (δq − δs)Euv
(am − a¯)(au − av) −
δuvδqλim
(
XTρmEXρm
)
(am − a¯)2 +
δqδsEuv
(am − a¯)2
⎞
⎠+ o(t)
= t[A˜EA˜ − λim
(
XTρmEXρm
)
A˜2 − A˜2EXρmXTρm − XρmXTρmEA˜2]uv + o(t).
The last equality follows after considering the cases: (a) q = s = ρm; (b) q = s = ρm, u = v; (c)
q = s = ρm, u = v; (d) q = ρm, s = ρm; (e) q = ρm, s = ρm; (f) q = s, q = ρm, s = ρm. Dividing
B(t) by t we see that the limit as t ↓ 0 exists. What we have shown is, for every sequence of numbers
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t ↓ 0, there is a subsequence for which limit (6) exists and is independent of the sequence. This is
sufficient for the directional derivative to exist as claimed. 
Note that, when A = Diag awith am simple, then we have
λim
(
XTρmEXρm
)
= eTmEem = Emm
in Formula (5).
Let π(A) be the projection onto the eigenspace corresponding to λm(A). In particular, we have
π(Diag a) = XρmXTρm . The fact that π(A) is analytic at A and the following argument for the formula
for its directional derivative can be found in [5, Formula (2.12)]. We include it for completeness. Again,
without loss of generality A = Diag a, for some a ∈ Rn≥.
Lemma 2.2. The directional derivative of π at A = Diag a, for some a ∈ Rn≥, in the direction E is given by
π ′(A, E) = A˜EXρmXTρm + XρmXTρmEA˜. (8)
Proof. We first differentiate the equality Aπ(A) = λm(A)π(A) at A = Diag a in the direction E. This
yields
EXρmX
T
ρm
+ Aπ ′(A, E) = λ′m(A, E)XρmXTρm + λm(A)π ′(A, E).
Multiplying on the left by eje
T
j for some j ∈ Iρm and rearranging, we have(
eje
T
j
)
(A − λm(A)I)π ′(A, E) = (λj(A) − λm(A))
(
eje
T
j
)
π ′(A, E)
= −
(
eje
T
j
)
EXρmX
T
ρm
.
Since λj(A) = λm(A), it follows that
(
eje
T
j
)
π ′(A, E) =
(
eje
T
j
)
EXρmX
T
ρm
λm(A) − λj(A) . (9)
Next, differentiating the equality π(A) = π(A)2 at A = Diag a in the direction E yields
π ′(A, E) = XρmXTρmπ ′(A, E) + π ′(A, E)XρmXTρm . (10)
Multiplying (10) on the left and on the right by XρmX
T
ρm
shows
XρmX
T
ρm
π ′(A, E)XρmXTρm = 0.
Multiplying (10) on the left by eje
T
j for j ∈ Iρm yields(
eje
T
j
)
π ′(A, E) =
(
eje
T
j
)
π ′(A, E)XρmXTρm ,
which, together with (9), results in
π ′(A, E)XρmXTρm =
n∑
j=1
(
eje
T
j
)
π ′(A, E)XρmXTρm
=
n∑
j=1
j ∈Iρm
(
eje
T
j
)
EXρmX
T
ρm
λm(A) − λj(A) . (11)
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By a similar argument, differentiating λm(A)π(A) = π(A)A and multiplying the resulting equation
and (10) on the right by eje
T
j for j ∈ Iρm yields
XρmX
T
ρm
π ′(A, E) =
n∑
j=1
j ∈Iρm
XρmX
T
ρm
E(eje
T
j )
λm(A) − λj(A) . (12)
Combining (10), (11), (12), together with (4) completes the proof. 
The following notation is necessary for the next corollary:
A˜k :=
⎧⎨
⎩−π(A) if k = 0,(A˜)k if k ≥ 1. (13)
Corollary 2.3. For any integer k ≥ 0 the directional derivative of A˜k at A = Diag a, for some a ∈ Rn≥, in
the direction E is
(A˜k)′(A, E) = −kλim
(
XTρmEXρm
)
A˜k+1 + ∑
u+w=k+1
u,w≥0
A˜uEA˜w. (14)
Proof. The case k = 0 follows immediately from Lemma 2.2. For k ≥ 1, the map A → A˜k is the
composition of A → Ak with A → A˜. Using the product rule and Example X.4.12 from [2], we obtain
(A˜k)′(A, E) = ∑
u+w=k−1
u,w≥0
A˜uA˜′(A, E)A˜w
= ∑
u+w=k−1
u,w≥0
A˜u
(
A˜EA˜ − λim
(
XTρmEXρm
)
A˜2 − A˜2EXρmXTρm − XρmXTρmEA˜2
)
A˜w
= −kλim
(
XTρmEXρm
)
A˜k+1−A˜k+1EXρmXTρm −XρmXTρmEA˜k+1 +
∑
u+w=k+1
u,w≥1
A˜uEA˜w,
since A˜XρmX
T
ρm
= XρmXTρmA˜ = 0. 
When A = Diag a such that am is simple, Formula (14) becomes
(A˜k)′(A, E) = −keTmEemA˜k+1 +
∑
u+w=k+1
u,w≥0
A˜uEA˜w.
3. Derivation of Kato’s formula
Theorem 3.1. Suppose that A = Diag a for some a ∈ Rn≥ such that am is simple. Then, for all k ∈ Z+ and
E ∈ Sn we have
λ(k+1)m (A; E) = −
1
k + 1
∑
v1+···+vk+1=k
v1,...,vk+1≥0
tr
(
EA˜v1 · · · EA˜vk+1
)
, (15)
where A˜vi is defined by (13).
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Proof. We prove (15) by induction on k. The base case, k = 0, holds trivially by virtue of (3) since
Xρm = em. Suppose (15) is true forλ(k)m (A; E). Differentiating theexpression forλ(k)m (A; E) atA = Diag a
in the direction E given by (15), and utilizing Corollary 1.3 and Corollary 2.3, we see that it suffices to
show the equality
k
∑
v1+···+vk+1=k
v1,...,vk+1≥0
tr
(
EA˜v1 · · · EA˜vk+1
)
= ∑
v1+···+vk=k−1
v1,...,vk≥0
k∑
=1
v(−eTmEem)tr
(
EA˜v1 · · · EA˜v+1 · · · EA˜vk
)
+ ∑
v1+···+vk=k−1
v1,...,vk≥0
k∑
=1
∑
u+w=v+1
u,w≥0
tr
(
EA˜v1 · · · EA˜uEA˜w · · · EA˜vk
)
(16)
to complete the induction. Each term in the sum on the left-hand side of (16) is uniquely described by
a vector ϕ ∈ Zk+1+ representing a non-negative integer solution of v1 + · · · + vk+1 = k. Fix one such
ϕ ∈ Zk+1+ . We show that the term corresponding to ϕ occurs exactly k times on the right-hand side of
(16). At least one coordinate of ϕ is zero. Suppose there are r blocks of consecutive zero coordinates in
ϕ, denote the sets of their indices by B1, . . . , Br and letM := {j : |Bj| ≥ 2}. On the right-hand side of
(16) there are two types of “rules” for creating non-negative integer solutions of v1 + · · · + vk+1 = k
from solutions of v1 + · · · + vk = k − 1. The scalar (−eTmEem) can be placed anywhere inside the
trace, but when it is inserted in EA˜0 = −EemeTm the result is EA˜0EA˜0. Let η ∈ Zk+ be a solution of
v1 + · · · + vk = k − 1.
Type I. Vector η is said to have type I contribution to ϕ if there is an  ∈ {1, . . . , k} with η ≥ 1
and away to insert the scalar (−eTmEem) in the product EA˜η1 · · · EA˜η+1 · · · EA˜ηk , in an already existing
multiple of EA˜0, so that the resulting product is equal to EA˜ϕ1 · · · EA˜ϕk+1 . In fact, the contribution of η
to ϕ is proportional to η by virtue of the multiple v in (16); this is why we require η ≥ 1.
In other words, η has type I contribution to ϕ if η can be obtained from ϕ by deleting a zero
coordinate from a block Bj with j ∈ M and subtracting 1 from a coordinate of ϕ that is at least 2. For
a fixed  ∈ {1, . . . k}, define the weight of the type I contribution of η to ϕ to be
η(|Bj| − 1)
(
∑r
i=1|Bi|) − 1
,
where the denominator is chosen to ensure that the type I contributions of η are distributed equally
among the
∑r
i=1|Bi| − 1 positions where the scalar (−eTmEem) may be placed in an existing multiple
of EA˜0 in the product EA˜η1 · · · EA˜η+1 · · · EA˜ηk .
For example,when = 1,η := (2, 0, 0, 1, 3, 0, 0, 1, 2, 0) ∈ Z10+ contributes to (3, 0, 0, 0, 1, 3, 0,
0, 1, 2, 0) with weight 22
5
, to (3, 0, 0, 1, 3, 0, 0, 0, 1, 2, 0) with weight 22
5
, and to (3, 0, 0, 1, 3, 0,
0, 1, 2, 0, 0) with weight 21
5
. When  = 2, η does not contribute to any solution of v1 + · · · +
vk+1 = k since η2 = 0. When  = 3, η does not contribute to any solution of v1 + · · · + vk+1 =
k since η3 = 0. When  = 4, η contributes to (2, 0, 0, 0, 2, 3, 0, 0, 1, 2, 0) with weight 125 , to
(2, 0, 0, 2, 3, 0, 0, 0, 1, 2, 0) with weight 12
5
, and to (2, 0, 0, 2, 3, 0, 0, 1, 2, 0, 0) with weight 11
5
,
and so on. The difficulty is in that each η may contribute to several ϕ’s and each ϕ may receive
contributions from several η’s. That is why we need to ration carefully the contribution of each η.
Note that for a fixed , the sum of the weights of the contributions of η to different ϕ’s is always
η.
Defining N = { ∈ {1, . . . , k + 1} : ϕ ≥ 2}, there are |N | × |M| different η’s having nonzero
type I contribution to ϕ. Their total contribution to ϕ is
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∑
∈N
∑
j∈M
(ϕ − 1)(|Bj| − 1)
(
∑r
i=1 |Bi|) − 1
= ∑
∈N
(ϕ − 1)
∑
j∈M |Bj| − |M|
(
∑r
i=1 |Bi|) − 1
= ∑
j∈M
|Bj| − |M|,
where we used the fact that
∑
∈N (ϕ − 1) = (∑ri=1 |Bi|) − 1.
Type II. Vector η is said to have type II contribution to ϕ if there is an  ∈ {1, . . . , k} and u,w ≥ 0
with u + w = η + 1 such that the product
EA˜η1 · · · EA˜η−1EA˜uEA˜wEA˜η+1 · · · EA˜ηk
is equal to EA˜ϕ1 · · · EA˜ϕk+1 .
In other words, η has a type II contribution to ϕ if η can be obtained from ϕ by replacing two
consecutive coordinates of ϕ (not both zero) by their summinus one. The total type II contribution of
different η’s to ϕ is
k − ∑
j∈M
|Bj| + |M|.
Adding the type I and type II contributions toϕ, we see that the right-hand side of (16) contains exactly
k terms equal to tr(EA˜ϕ1 · · · EA˜ϕk+1). 
The formula in the next corollary has the advantage that the number of summands that need to be
evaluated is smaller and the summands are simpler.
Corollary 3.2. Suppose that A = Diag a for some a ∈ Rn≥ such that am is simple. Then, for all k ∈ Z+
and E ∈ Sn we have
λ(k+1)m (A; E) =
∑
v1+···+vk=k
v1,...,vk≥0
eTmEA˜
v1E · · · A˜vkEem
d(v) + 1 , (17)
where A˜vi is defined by (13) and d(v) is the number of zero coordinates of v = (v1, . . . , vk).
Proof. For a solution η ∈ Zk+ of v1 + · · ·+ vk = k denote by [η]i the solution of v1 + · · ·+ vk+1 = k
obtained by inserting a zero in η in position i ∈ {1, . . . , k + 1}. Note that the solutions [η]i for
i = 1, . . . , k + 1 are not necessarily distinct. For example, the solutions obtained by inserting a
zero in η before and after a zero entry of η are identical. Conversely, if ϕ ∈ Zk+1+ is a solution of
v1 + · · · + vk+1 = k then there are precisely d(ϕ) pairs (η, i) of solutions η of v1 + · · · + vk = k
and i ∈ {1, . . . , k + 1} such that [η]i = ϕ. For example, for k = 4, ϕ = (1, 0, 0, 3, 0) is created by
inserting a zero in the second or third position of (1, 0, 3, 0) and in the fifth position of (1, 0, 0, 3).
Let s(ϕ) := tr(EA˜ϕ1 · · · EA˜ϕk+1). By Theorem 3.1, we have
λ(k+1)m (A; E) =
∑
ϕ1+···+ϕk+1=k
ϕ1,...,ϕk+1≥0
−s(ϕ)
k + 1 =
∑
η1+···+ηk=k
η1,...,ηk≥0
k+1∑
i=1
−s([η]i)
d([η]i)(k + 1) . (18)
Since A˜0 = emeTm, we have
s([η]i) = tr((EA˜η1 · · · EA˜ηi−1EA˜0)(EA˜ηi · · · EA˜ηk))
= tr((EA˜ηi · · · EA˜ηk)(EA˜η1 · · · EA˜ηi−1EA˜0))
= −eTmEA˜ηi · · · EA˜ηk EA˜η1 · · · EA˜ηi−1Eem.
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We conclude by observing that (18) is equal to
k+1∑
i=1
∑
η1+···+ηk=k
η1,...,ηk≥0
eTmEA˜
ηi · · · EA˜ηk EA˜η1 · · · EA˜ηi−1Eem
d([η]i)(k + 1)
=
k+1∑
i=1
∑
η1+···+ηk=k
η1,...,ηk≥0
eTmEA˜
η1 · · · EA˜ηk Eem
(d(η) + 1)(k + 1) =
∑
η1+···+ηk=k
η1,...,ηk≥0
eTmEA˜
η1 · · · EA˜ηk Eem
d(η) + 1
as required. 
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