Broadcast is one of the fundamental network communication primitives. One node of a network, called the source, has a message that has to be learned by all other nodes. We consider broadcast in radio networks, modeled as simple undirected connected graphs with a distinguished source. Nodes communicate in synchronous rounds. In each round, a node can either transmit a message to all its neighbours, or stay silent and listen. At the receiving end, a node v hears a message from a neighbour w in a given round if v listens in this round and if w is its only neighbour that transmits in this round. If more than one neighbour of a node v transmits in a given round, we say that a collision occurs at v. We do not assume collision detection: in case of a collision, node v does not hear anything (except the background noise that it also hears when no neighbour transmits).
INTRODUCTION 1.The model and the problem
Broadcast is one of the fundamental and most extensively studied network communication primitives. One node of a network, called the source, has a message that has to be learned by all other nodes. We consider broadcast in radio networks, modeled as simple undirected connected graphs with a distinguished source. In the sequel, we use the word graph in this sense, and we consider the notions of network and graph as synonyms. Nodes communicate in synchronous rounds. Throughout the paper, round numbers refer to the local time at the source, which can differ from the local time at other nodes. In each round, a node can either transmit a message to all its neighbours, or stay silent and listen. At the receiving end, a node v hears a message from a neighbour w in a given round if v listens in this round and if w is its only neighbour that transmits in this round. If more than one neighbour of a node v transmits in a given round, we say that a collision occurs at v. We do not assume collision detection: in case of a collision, node v does not hear anything (except the background noise that it also hears when no neighbour transmits). If collision detection is available, broadcast is trivially feasible, even in anonymous networks: consecutive bits of the source message can be transmitted by a sequence of silent and noisy rounds, cf. [7] , using silence as 0 and a message or collision as 1.
We are interested in the feasibility of deterministic broadcast in radio networks. If nodes of the network do not have any labels, deterministic broadcast is impossible even in the four-cycle. Indeed, the two neighbours of the source must behave identically, i.e., transmit in exactly the same rounds, and hence, due to collisions, the fourth node can never hear a message. On the other hand, if all nodes have distinct labels, then broadcast can be carried out, e.g., in a round-robin fashion, and hence O(log n)-bit labels are sufficient for this task in n-node networks. It is easy to see that, by using a proper colouring of the square of the graph, O(log ∆)-bit labels, where ∆ is the maximum degree, are enough to successfully broadcast. Hence, it is natural to ask if very short labels are sufficient for deterministic broadcast. In particular, is it possible to broadcast in every radio network using labels of constant length? Below we formalize our question.
A labeling scheme for a network represented by a graph G = (V , E) is any function L from the set V of nodes into the set S of finite binary strings. The string L(v) is called the label of the node v. Note that labels assigned by a labeling scheme are not necessarily distinct. The length of a labeling scheme L is the maximum length of any label assigned by it.
Consider all graphs G, each labeled by some labeling scheme, with a distinguished source s G . Initially, each node knows only its own label, and the source has a message. A universal deterministic broadcast algorithm works in synchronous rounds as follows. In each round, every node makes a decision if it should transmit or listen. This decision is based only on the current history of the node, which consists of the label of the node and the sequence of messages heard by the node so far. In particular, the decision does not depend on any knowledge of the graph G, including its size. However, the labeling scheme can use complete knowledge of the graph. Upon completion of the algorithm, all nodes should have the source message. For simplicity, we assume that when a node transmits, it can transmit its entire history (which may include the source message). However, in our algorithm, much smaller messages will suffice: they consist of either the source message or a constant-size "stay" message.
We also consider a variant of the above problem called acknowledged broadcast, which requires that the source node eventually knows that all nodes have received the source message. In our algorithm for this version of the problem, each transmitted message additionally contains a binary string of length O(log n), where n is the size of the graph. One of the roles of this string is to implement a global clock. More specifically, in our algorithms, a node transmits only in response to receiving a message, and hence the current round number (which is the current local round number at the source node) can be maintained by including it in each transmitted message and incrementing it appropriately. Using our algorithm for acknowledged broadcast, we can ensure that there is a common round in which all nodes know that the broadcast of the source's message has been completed.
Using the above terminology, our central question can be formulated as follows:
Does there exist a universal deterministic (acknowledged) broadcast algorithm using labeling schemes of constant length for all radio networks?
The above question can be seen in the framework of algorithms using informative labeling schemes, or equivalently, algorithms with advice [1, 11, 14, 16-21, 26, 30-32, 38] . When advice is given to nodes, two variations are considered: either the binary string given to nodes is the same for all of them [27] or different strings are given to different nodes [20, 21] , as in the case of the present paper. If strings may be different, they can be considered as labels assigned to nodes. Several authors have studied the minimum amount of advice (i.e. label length) required to solve certain network problems.
The framework of advice or labeling schemes is useful for quantifying the amount of information used to solve a network problem, regardless of the type of information that is provided.
Our results
Our main contribution is a positive answer to our central question. For every radio network, we construct labeling schemes of constant length, and we design universal deterministic broadcast and acknowledged broadcast algorithms using these schemes. For the broadcast task, our labeling schemes have length 2, while for acknowledged broadcast, our labeling schemes have length 3.
The importance of our result can be shown in the following scenario. Suppose that transmitting devices that form a radio network are already deployed, and only a central monitor knows the location and the transmitting range of each of them, thus knowing the topology of the resulting network. This could be applicable in an Internet of Things network in a business or industrial complex. One node of this network has to broadcast many consecutive messages to all other nodes. Then the monitor can assign very short labels to the devices, enabling multiple executions of the universal broadcast. The fact that labels can be very short may be crucial in situations when nodes of the network are weak and simple devices with very limited memory. Moreover, the fact that we can also do acknowledged broadcast in this situation permits the source to send the next message only after all nodes received the preceding one. Our work is also relevant in the context of Software-Defined Networks (SDNs) where the central controller assigns to each network device a role, i.e., a forwarding behaviour. Our solution gives an efficient implementation for broadcast that requires very few roles as well as simple forwarding rules.
Related work
Algorithmic problems in radio networks modeled as graphs were studied for such tasks as broadcast [9, 24] , gossiping [9, 23] and leader election [36] . In some cases [9, 23] , the topology of the network was unknown, in others [24] , nodes were assumed to have a labeled map of the network and could situate themselves in it.
For the broadcast task, most of the papers represented radio networks as arbitrary (undirected or directed) graphs. Models used in the literature about algorithmic aspects of radio communication, starting from [5] , differ mostly in the amount of information about the network that is assumed available to nodes. However, assumptions about this knowledge concern particular items of information, such as the knowledge of the size of the network, its diameter, maximum degree, or some neighbourhood around the nodes. In this paper, we adopt the approach of limiting the total number of bits available to nodes, regardless of their meaning.
Deterministic centralized broadcast assuming complete knowledge of the network was considered in [6] , where a polynomialtime algorithm constructing a O(D log 2 n)-time broadcast scheme was given for all n-node networks of radius D. Subsequent improvements by many authors [15, 22, 24] were followed by the polynomial-time algorithm from [35] constructing a O(D + log 2 n)time broadcast scheme, which is optimal. On the other hand, in [2] , the authors proved the existence of a family of n-node networks of radius 2 for which any broadcast algorithm requires time Ω(log 2 n).
The "minimal dominating sets" that appear in our work were used under the name "minimal covering sets" in the context of deterministic centralized broadcast and gossiping assuming complete knowledge of the network [24, 25] .
One of the first papers to study deterministic distributed broadcast in radio networks whose nodes have only limited knowledge of the topology was [3] . The authors assumed that nodes know only their own identifier and the identifiers of their neighbours. Many authors [4, 7-10] studied deterministic distributed broadcast in radio networks under the assumption that nodes know only their own identifier (but not the identifiers of their neighbours). In [7] , the authors gave a broadcast algorithm working in time O(n) for undirected n-node graphs, assuming that the nodes can transmit spontaneously before getting the source message. For this model, a matching lower bound Ω(n) on deterministic broadcast time was proved in [34] , even for the class of networks of constant diameter. Increasingly faster broadcast algorithms working for arbitrary radio networks were constructed, the currently fastest being the O(n log D log log D) algorithm from [12] . On the other hand, in [10] , a lower bound Ω(n log D) on broadcast time was proved for n-node networks of radius D.
Randomized broadcast algorithms in radio networks have also been studied [3, 37] . For these algorithms, no topological knowledge of the network and no labels of nodes were assumed. In [3] , the authors showed a randomized broadcast algorithm running in expected time O(D log n + log 2 n). In [37] , it was shown that for any randomized broadcast algorithm and parameters D < n, there exists an n-node network of radius D requiring expected time Ω(D log(n/D)) to execute this algorithm. It should be noted that the lower bound Ω(log 2 n) from [2] , for some networks of radius 2, holds for randomized algorithms as well. A randomized algorithm working in expected time O(D log(n/D) + log 2 n), and thus matching the above lower bounds, was presented in [13, 33] .
Many papers [1, 11, 14, 16-21, 26, 31, 32, 38] have proposed algorithms to solve network tasks more efficiently by providing arbitrary information to nodes of the network or mobile agents circulating in it. These are known as algorithms using informative labeling schemes or algorithms with advice. Most relevant to this paper are those concerning radio networks. In [30] , the authors considered the set of radio networks in which it is possible to perform broadcast in constant time when each node has complete knowledge of the network. They proved that O(n) bits of advice are sufficient for performing broadcast in constant time in such networks and Ω(n) bits are necessary. Short labeling schemes have been found that can be used to perform topology recognition in radio networks modeled by trees [28] and to perform size discovery in arbitrary radio networks with collision detection [29] .
BROADCAST
In this section, we present a labeling scheme λ that labels each node with a 2-bit string, and give a deterministic algorithm B that solves broadcast on any graph G that has been labeled using λ.
At a high level, broadcast is completed by having a set of "informed" nodes, i.e., those that know the source message, that grows every two rounds. In odd-numbered rounds, we consider the set of "frontier" nodes, i.e., uninformed nodes that are each adjacent to at least one informed node. From among the informed nodes, a minimal set of nodes that dominates the frontier nodes transmits the source message. Some of the frontier nodes will become newlyinformed via these transmissions, while others will not, due to collisions. In even-numbered rounds, some of the newly-informed nodes will transmit a "stay" message to inform certain nodes to stay in the dominating set for the next round. The first bit, x 1 , of the label of a newly-informed node is used to determine whether or not it is added to the dominating set. The second bit, x 2 , is used to determine whether or not it sends a "stay" message. The formal description of our broadcast algorithm B with source message µ is provided in Algorithm 1. We assume that there is a special "stay" message that is distinct from the source message. Figure 1 gives an example of an execution of B.
We now formally define the labeling scheme and prove the correctness of B. We rely heavily on five carefully chosen sequences of node sets. The following notation will be used in the construction of these sequences and throughout the remainder of this section.
A set of nodes X dominates a set of nodes Y if, for each node y ∈ Y , there is a node x ∈ X that is adjacent to y. For any set of nodes X ⊆ V (G), denote by Γ(X ) the neighbourhood of X , i.e., if (never sent or received a message) and (sourcemsg null ) then % the source node transmits µ in first round 3: transmit sourcemsg 4:
else if (sourcemsg = null ) then % v has not previously received µ, listen for transmission 5: if (message m is received) and (m "stay") then if v first received sourcemsg in round r − 2 then 
Sequence Constructions and Properties
We construct five sequences of sets, indexed by i ≥ 1. At a high level, INF i will be the nodes that are informed before round 2i − 1, UNINF i will be the nodes that are not informed before round 2i − 1, FRONTIER i will be the uninformed nodes that are adjacent to at least one informed node in round 2i − 1, NEW i will be the nodes that are newly-informed in round 2i − 1, and DOM i will be the nodes that inform the nodes in NEW i in round 2i − 1. Recalling that s G denotes the source node of G, we initialize the construction by setting
Our construction proceeds in stages, where stage i ≥ 2 is as follows:
(
Define DOM i to be a minimal subset of DOM i−1 ∪ NEW i−1 that dominates all nodes in FRONTIER i . (5) Define NEW i to be the subset of nodes in FRONTIER i that are adjacent to exactly one node in DOM i . The construction ends when INF i = V (G). We now provide some useful facts about the sequences. The first two observations are direct consequences of the construction.
Proof. Without loss of generality, assume that i > i ′ . By Facts 1 and 2, it follows that
The following result can be viewed as a guarantee of progress in each stage: if there are any remaining uninformed nodes at stage i, then at least one node will be newly informed in stage i.
Since the graph is connected and V (G) is the disjoint union of INF i and UNINF i , it follows that FRONTIER i ∅.
Consider any v ∈ DOM i . If each node w ∈ FRONTIER i that is adjacent to v is also adjacent to at least one other node in DOM i , then DOM i \ {v} also dominates all nodes in FRONTIER i , contradicting the minimality of DOM i . Thus, there is at least one node w ∈ FRONTIER i that is adjacent to v and not adjacent to any other node in DOM i . Hence, by definition, NEW i ∅. □
The following result shows that the DOM i is well-defined. Lemma 2.3. For all i ≥ 2, there exists a subset of DOM i−1 ∪NEW i−1 that dominates all nodes in FRONTIER i .
Proof. Consider any node v ∈ FRONTIER i and suppose that v does not have a neighbour in DOM i−1 . By definition, DOM i−1 dominates all nodes in FRONTIER i−1 , so it follows that v FRONTIER i−1 . By Fact 1, v ∈ FRONTIER i ⊆ UNINF i , and by construction,
Therefore, we have shown that every node v ∈ FRONTIER i has at least one neighbour in DOM i−1 ∪ NEW i−1 , which implies the desired result. □ Let ℓ be the smallest value of i such that INF i = V (G). We now give an upper bound on the value of ℓ.
Proof. The proof is by induction on i. By definition, |INF 1 | = 1, and, by Fact 2 and Lemma 2.2, it follows that |INF i | ≥ i. Hence, INF n = V (G). □ It follows from Lemmas 2.1 and 2.4 that every node in G \ {s G } is contained in exactly one of the NEW i sets. We will later use this to ensure that all nodes in G \ {s G } are eventually informed. 
The Labeling Scheme λ
Formally, our labeling scheme λ(G) assigns a label x 1 x 2 to each node in G as follows:
• For each node v, if there exists i ≥ 1 such that v ∈ DOM i , then set x 1 = 1 at node v. Otherwise, set x 1 = 0 at node v. • For each i ≥ 1, for each node v ∈ DOM i+1 ∩ DOM i , arbitrarily pick one node w ∈ NEW i that is adjacent to v, and set x 2 = 1 at node w. At all other nodes, set x 2 = 0.
Correctness of algorithm B
Our approach to showing that all nodes are eventually informed is to fully characterize which nodes transmit and which nodes are newly-informed in each round of the broadcast algorithm. Roughly speaking, we will show that, in an odd round 2i − 1, the nodes in DOM i transmit and all nodes in NEW i receive the source message for the first time. Then, in round 2i, a certain subset of NEW i transmits, which results in the nodes of DOM i+1 receiving "stay". This will prompt the nodes of DOM i+1 to transmit in round 2i + 1, which informs all nodes in NEW i+1 . In this way, we will show that, for all i ∈ {1, . . . , ℓ − 1}, all nodes in NEW i are informed in round 2i − 1.
Since we have already shown that the sets NEW 1 , . . . , NEW ℓ−1 partition G \ {s G }, this will show that broadcast is completed.
Lemma 2.6. For each t > 0, (1) If t = 2i − 1, the following hold: Proof. The proof proceeds by induction on t. In the base case, t = 1, we see that the source s G is the only node that transmits in round 1, it transmits µ, and the set of nodes that receive µ for the first time in round 1 is Γ(s G ). Since DOM 1 = {s G } and NEW 1 = Γ(s G ), this proves the base case.
For a fixed t ≥ 2, assume that the result holds for all rounds t ′ < t. The induction step has two cases:
• t = 2i for some i ≥ 1.
First, consider a node v ∈ NEW i such that v's label has x 2 = 1. By the induction hypothesis, v receives µ for the first time in round 2i − 1. By the definition of the broadcast algorithm, v transmits "stay" in round 2i at line 15. Conversely, suppose that v transmits "stay" in round 2i. By the algorithm, v must have transmitted "stay" at line 15. From the code, it follows that v's label has x 2 = 1 and v received µ for the first time in round 2i − 1. By the induction hypothesis, v ∈ NEW i . This completes the proof of 2(a).
then, by the induction hypothesis, v received µ for the first time in round 2i − 3. By the definition of the labeling scheme, we know that v's label has x 1 = 1. Hence, by lines 9-11, v transmits µ in round 2i − 1. So, suppose v ∈ DOM i−1 . By the induction hypothesis, v transmitted µ in round 2i − 3. By the definition of the labeling scheme, there is exactly one node in NEW i−1 that is adjacent to v and is labeled with x 2 = 1. Therefore, exactly one neighbour of v transmits "stay" in round 2i − 2, so v receives "stay" in round 2i − 2. Hence, from lines 17-18, v transmits in round 2i − 1.
Conversely, suppose that v transmits µ in round 2i − 1.
There are two cases to consider, depending on whether v's transmission of µ in round 2i − 1 occurred at line 11 or 18. In the first case, by line 11, we know that v's label has x 1 = 1, so, by the definition of labeling scheme, v ∈ DOM j for some minimal j. Since DOM j ⊆ DOM j−1 ∪ NEW j−1 , the minimality of j implies that v ∈ NEW j−1 . Further, by line 9, v received µ for the first time in round 2i − 3. Hence, by the induction hypothesis, v ∈ NEW i−1 . By Lemma 2.1, it follows that i = j. Thus, v ∈ DOM i . Now, assume that v's transmission occurred at line 18. By line 17, we know that v received "stay" in round 2i − 2. By the induction hypothesis, the nodes in NEW i−1 with x 2 = 1 are the nodes that transmit "stay" in round 2i − 2. It follows that v is adjacent to exactly one node w ∈ NEW i−1 whose label has x 2 = 1. By the definition of the labeling scheme, w is adjacent to a node v ′ ∈ DOM i ∩ DOM i−1 . By the induction hypothesis, since v ′ ∈ DOM i−1 , we know that v ′ transmitted in round 2i − 3. By line 17, v transmitted in round 2i − 3. Since w ∈ NEW i−1 , the induction hypothesis implies that w received a message in round 2i − 3.
First, suppose that w receives µ for the first time in round 2i −1. Since w receives µ in round 2i −1, it must be adjacent to exactly one node that transmits in round 2i − 1. By 1(a), we know that DOM i is the set of nodes that transmit in round 2i − 1, which implies that w is adjacent to exactly one node in DOM i . By the definition of NEW i , it follows that w ∈ NEW i . Conversely, suppose that w ∈ NEW i . Then, by definition, w is adjacent to exactly one node in DOM i . By 1(a), DOM i is the set of nodes that transmit in round 2i − 1. It follows that w receives message µ in round 2i − 1. If w received µ for the first time in some round t ′ < 2i − 1, then, by the induction hypothesis, w is contained in some NEW i ′ where i ′ < i. This is impossible, by Lemma 2.1. Hence, w received µ for the first time in round 2i − 1.
□ We now prove that our algorithm ensures that all nodes in G \ {s G } are informed within 2n rounds. Theorem 2.7. Consider any n-node unlabeled graph G with a designated source node s G with source message µ. By applying the 2-bit labeling scheme λ and then executing algorithm B, all nodes in G \ {s G } are informed within 2n − 3 rounds.
Proof. Consider an arbitrary node w ∈ G \ {s G }. By Corollary 2.5, w is contained in NEW i for exactly one i ∈ {1, . . . , ℓ − 1}. By Lemma 2.6, w receives µ for the first time in round 2i − 1 ≤ 2ℓ − 3. By Lemma 2.4, we have that 2ℓ − 3 ≤ 2n − 3, as desired. □
ACKNOWLEDGED BROADCAST
To solve acknowledged broadcast, we provide an algorithm B ack in which the source node s G receives an "ack" message in some round t after all nodes in G \ {s G } have received µ. At a high level, B ack is obtained from B by considering the last node z that receives µ when B is executed on G. An additional bit x 3 in each node's label is used to identify z. Once it receives µ, node z initiates the acknowledgement process by immediately transmitting an "ack" message that contains the round number k in which it first received µ. The (unique) neighbour of z that transmitted in round k will receive this message, and it immediately transmits an "ack" message that contains the round number k ′ in which it first received µ. This process continues until the source node receives an "ack" message. The difficulty is that each node must know the round number in which it received µ, and the round numbers in which it transmits. This is implemented as follows. The source node appends "1" to its first transmitted message. Every other node determines the round number by recording the number that is appended to the first received message containing µ, and appends the round number (appropriately increased) whenever it transmits. The formal description of our acknowledged broadcast algorithm B ack with source message µ is provided in Algorithm 2. We assume that there is a special "ack" message that is distinct from the source message and the "stay" message. if (never sent or received a message) and (sourcemsg null) then % source node transmits µ in first round 5: transmit (sourcemsg, 1) 6: else if (sourcemsg = null) then % has not previously received µ, listen for transmission 7: if (message (m, k) is received) and (m "stay") then if v first received sourcemsg in round r − 2 then 13:
if x 1 = 1 then 14: transmit (sourcemsg, informedRound + 2) 15: insert informedRound+2 into transmitRounds 16: end if 17: else if v first received sourcemsg in round r − 1 then
18:
if x 3 = 1 then % start acknowledgement process 19: transmit ("ack", informedRound) 20: else if x 2 = 1 then 21: transmit ("stay", informedRound + 1) 22: end if 23: else if v received ("stay", k) in round r − 1 then 24: if v transmitted sourcemsg in round r − 2 then 25: transmit (sourcemsg, k + 1) 26: insert k + 1 into transmitRounds 27: end if 28: else if v received ("ack", k) in round r − 1 then 29: if k is contained in transmitRounds then 30: transmit ("ack", informedRound) The labeling scheme is identical to λ except that one node z will have a new label. This can be represented using an additional bit, x 3 , which is 1 for z and 0 for all other nodes. Let z be the last node that receives µ for the first time when B is performed on G. If there is more than one such node, choose z arbitrarily from among them.
Correctness of algorithm B ack
To prove the correctness of B ack , we first observe that all transmissions of "ack" messages occur after all transmissions of µ and "stay" messages, i.e., the broadcast and the acknowledgement process do not interfere with one another. The first two observations follow from Lemma 2.6 and the fact that NEW i = DOM i = ∅ for all i ≥ ℓ. Observation 3. The first transmission of "ack" occurs in round 2ℓ − 2, and is transmitted by the unique node z whose label has x 3 = 1.
We now prove that the correct round number is appended to each message containing µ, which is necessary for the correctness of the acknowledgement process.
Lemma 3.1. The messages (µ, t) and ("stay", t) are transmitted only in round t.
Proof. The proof is by induction on t. For the base case, t = 0, we see that the source node sends (µ, 0) in its first transmission, and no other nodes transmit before receiving µ for the first time. As induction hypothesis, assume that, for all 0 ≤ t ′ < t, a message (µ, t ′ ) or ("stay", t ′ ) is only transmitted in round t ′ .
First, suppose that a node v transmits a message ("stay", t). This occurs at line 21, which, by line 17, implies that v received µ for the first time in round t − 1 via some message (µ, t ′ ). By the induction hypothesis, t ′ = t − 1. Therefore, v sets informedRound equal to t − 1 at line 9. So, when v transmits ("stay", informedRound + 1), it follows that informedRound + 1 = t, as desired.
Next, suppose that a node v transmits a message (µ, t). If this transmission occurs at line 14, then, by line 12, we know that v received µ for the first time in round t − 2 via some message (µ, t ′ ). By the induction hypothesis, t ′ = t − 2. Therefore, v sets informedRound equal to t − 2 at line 9. So, when v transmits ("stay", informedRound + 2), it follows that informedRound + 2 = t, as desired. The other possibility is that the transmission by v occurs at line 25, which, by line 23, implies that v received a ("stay", t ′ ) message in round t − 1. By the induction hypothesis, t ′ = t − 1. So, when v transmits (µ, t ′ + 1), it follows that t ′ + 1 = t, as desired. □ From Lemma 3.1, it follows that if a node v s G first receives µ in round t, then the informedRound variable at node v is equal to t in all subsequent rounds. Similarly, if a node v s G transmits a message containing µ in round t, then the transmitRounds variable at node v contains t in all subsequent rounds.
We complete the proof of correctness of B ack by showing that the source node will eventually receive an "ack" message. First, we show that at most one node transmits "ack" in any round, which implies that no collisions occur during the acknowledgement procedure. Lemma 3.2. After round 2ℓ − 3, at most one node v transmits in each round.
Proof. The proof is by induction on the round number t. For the base case, Observations 1-3 imply that the unique node z with x 3 = 1 in its label transmits ("ack", 2ℓ − 3) in round 2ℓ − 2. As induction hypothesis, assume that at most one node transmits in round t ≥ 2ℓ − 2. If no node transmits in round t, then, from Observation 2 and the code, no node transmits in round t + 1. Otherwise, suppose that exactly one node v transmits in round t. By Observation 2, this message is of the form ("ack", k). At most one neighbour w of v contains k in its transmitRounds variable since v received µ in round k. From Observation 2 and the code, no other node transmits in round t + 1.
□
We now show that the "ack" message propagates through a sequence of nodes, where each node is contained in some DOM i . Further, the indices of the corresponding DOM i sets form a decreasing sequence, which implies that {s G } = DOM 1 will eventually receive an "ack" message.
Proof. The proof is by induction on i. For the base case i = 0, Observations 1 and 3 imply that z transmits an ("ack", 2ℓ − 3) message in round 2ℓ − 2. By Lemma 3.2, no other node transmits in round 2ℓ − 2, so all of z's neighbours receive the transmitted "ack" message. Since z received µ in round 2ℓ − 3, it follows that a neighbour z ′ of z transmitted µ in round 2ℓ − 3. By Lemma 2.6, z ′ ∈ DOM ℓ−1 . Therefore, the statement is satisfied with j = ℓ − 1, which completes the base case.
As induction hypothesis, assume that, for some i ∈ {0, . . . , ℓ − 1}, in round 2ℓ − 2 +i, some node w ∈ DOM j with j ≤ ℓ −i − 1 receives ("ack", 2j − 1). Since w ∈ DOM j , Lemma 2.6 implies that w transmitted µ in round 2j − 1. Therefore, its transmitRounds variable contains 2j − 1. By lines 28-30 of B ack , it follows that w transmits ("ack", informedRound) in round 2ℓ − 1 + i. We note that the value of informedRound at w must be less than 2j − 1, since w must have received µ for the first time before it transmitted µ in round 2j − 1. From Lemma 2.6, we conclude that informedRound = 2j ′ − 1 for some j ′ < j. So we have shown that w transmits ("ack", 2j ′ − 1) for some j ′ < j in round 2ℓ − 1 + i. By Lemma 3.2, no other node transmits in round 2ℓ − 1 + i, so all of w's neighbours receive the transmitted "ack" message in round 2ℓ − 1 + i. Since w received µ in round 2j ′ − 1, it follows that a neighbour w ′ of w transmitted µ in round 2j ′ − 1. By Lemma 2.6, w ′ ∈ DOM j ′ . To summarize, we have shown that in round 2ℓ − 2 + (i + 1), some node w ′ ∈ DOM j ′ with j ′ ≤ j − 1 ≤ ℓ − i − 2 = ℓ − (i + 1) − 1 receives ("ack", 2j ′ − 1), which completes the induction. □ Corollary 3.4. There exists a round t ∈ {2ℓ − 2, . . . , 3ℓ − 4} in which the source node receives an "ack" message.
The correctness of B ack follows directly from Corollary 3.4, which gives us the main result of this section. Theorem 3.5. Consider any n-node unlabeled graph G with a designated source node s G with source message µ. By applying the 3-bit labeling scheme λ ack and then executing algorithm B ack , all nodes in G \ {s G } are informed by round t ≤ 2n − 3, and s G receives an "ack" message by round t ′ ∈ {t + 1, . . . , t + n − 2}.
Finally, we note that B and B ack can be used to ensure that there is a common round in which all nodes know that the broadcast of the source's message µ has been completed. First, run B ack , and have the source node record the round number m in which it first receives an "ack" message. Then, the source executes B with message m. All nodes will receive the value of m before round 2m. So, in round 2m, all nodes know that the original broadcast of µ has been completed.
CONCLUSION
We presented a universal deterministic broadcast algorithm using labeling schemes of constant length that works for arbitrary radio networks. Our schemes are of length 2, and we showed how to solved acknowledged broadcast with schemes of length 3 (but only 5 different labels). It would be interesting to determine if schemes of length 1, i.e., single-bit labels, are sufficient for broadcast. A positive answer for broadcast in graphs with source eccentricity 2 can be obtained from λ and B in Section 2 using only the bit x 2 and modifying the definitions of FRONTIER i and DOM i by changing instances of DOM i−1 ∪ NEW i−1 to DOM i−1 . We can also show that it is possible to perform broadcast in series-parallel graphs using single-bit labels. In both cases, using the same technique from Section 3, acknowledged broadcast is possible using 3 labels. It would also be interesting to determine whether or not acknowledged broadcast is possible in all graphs using 1-bit labels, and, if not, if it is possible using 2-bit labels.
In this paper, we focused on the feasibility of radio broadcast with short labels, and we did not try to optimize the time complexity. Our algorithm works in time O(n). This yields the following open problem. What is the fastest universal deterministic broadcast algorithm using labeling schemes of constant length?
