Abstract. We construct an explicit solution for the multimarginal transportation problem on the unit cube [0, 1] 3 with the cost function and one-dimensional uniform projections. We show that the primal problem is concentrated on a set with non-constant local dimension and admits many solutions, whereas the solution to the corresponding dual problem is unique (up to addition of constants).
Introduction
Assume we are given three spaces 1 , 2 , 3 , probability measures on , and a cost function : 1 × 2 × 3 → R. We say that a probability measure with projections solves the multimarginal transportation problem (or (3, 1)-transportation problem) if minimizes the integral ∫︀ among all the measures with projections . See [14] , [2] for an account in the optimal transportation problem with two marginals and [10] for the multimarginal transportation theory .
The aim of this paper is to describe an example of explicit solution to the mass transportation problem on [0, 1] 3 ( = [0,1]) with one-dimensional Lebesgue measure projections and the cost function ( , , ) = . The motivation for studying this problem is twofold.
First, our problem appears to be the simplest generalization of the classical MongeKantorovich problem with one-dimensional marginals and quadratic cost function. Its seems to be never considered in the literature. Note that the particular cost function ( − ) 2 (equivalently − ) is mostly used in the classical Monge-Kantorovich theory. A natural replacement of − for the case of three variables is − . For the cost function − the solution to the primal problem with the same marginals admits a simple structure: it is concentrated on the main diagonal of [0, 1] 2 (this can be viewed as a "continuous rearrangement inequality" or "Hardy-Littlewood inequality"). Unlike this, solutions for are non-trivial, that is why we are interested in the cost function . Despite the apparent simplicity of the problem, to find an explicit solution turns out to be a non-trivial task. The cost function violates the standard uniqueness assumption, the so-called twist condition (see [8] , [11] , [10] ). In particular, the primal problem admits many solutions. Remarkably, the dual problem admits the unique (up to adding a constant) solution ( ( ), ( ), ( )). Thus all the solutions to the primal problem are concentrated of the set :
( ) + ( ) + ( ) = .
Set where ( ) + ( ) + ( ) =
In accordance with the structural results (see [12] , [10] ), the local dimension of is bounded by 2, but it is not constant. The reader will see that admits a onedimensional parts and a two-dimensional part. This two-dimensional part is a source of non-uniquenuess for the primal problem.
Our example contributes to the list of several known explicit examples and to the list of cost functions where the structure of solutions is investigated in details. Here are some other examples.
(1) Cost function
This cost function is related to the geodesic barycenter problem (see [3] , [1] ). (2) Determinantal cost [4] . (3) Coulomb cost [6] (see [5] for generalizations). The motivation for this problem comes from mathematical physics. (4) min( 1 , . . . , ) (more generally, minumum of affine functions) [9] . Some other examples can be found in [10] .
Another motivation is related to the fact that our problem is closely related to (3,2) problem, studied in [7] . In particular, our example can be considered as a solution to the primal (3,2)-problem with the same cost function and the corresponding 2-dimensional projections. In the (3,2)-problem we consider a modification of the transportation problem. Namely, we deal with the space of measures with fixed projections onto
The main result of [7] describes a solution to the (3,2)-problem on [0, 1] 3 with the cost function (− ) and two-dimensional Lebesgue measure projections. It turns out that in strong contrast with the classical transportation problem the solution is supported by the fractal set (Sierpiński tetrahedron)
where ⊕ is bitwise addition. Let us also mention another related important modification: Monge-Kantorovich problem with linear constraints, which has been introduced and studied in [13] .
The paper is organized as follows: in Section 2 we remind the reader important basic facts about transportation problem and establish some elementary properties of the solution. The construction of a solution to the dual problem is given in Sections 3-4. Solutions to the primal problem are studied Sections 5. In Section 6 we prove uniqueness of solution to the dual problem. In Section 7 we illustrate relation of our results to the general structure theorem establishing bounds on the dimension of solution and give a summary of all the results in Section 8. Finally, in Section 9 we consider the discrete case and discuss approximation by the corresponding discrete problems.
General facts
Let be a probability measure on [0, 1] 3 . We say that is a (3, 1)-stochastic measure if the projections of onto the axes , , coincide with the Lebesgue measure on the interval [0, 1]. A (3, 1) optimal transportation problem is the minimization problem for the total cost functional
on the set of (3, 1)-stochastic measures.
The corresponding dual problem is the maximization problem for the functional
It is always true that for any (3, 1)-stochastic measure and for any admissible triple of functions , , ℎ, inequality ≥ holds. Indeed:
In particular, if equality = holds for a (3, 1)-stochastic measure and for an admissible triple of functions , , ℎ, then both the measure and the triple of functions are optimal.
Another approach in verifying optimality of solutions is to test the complementary slackness conditions. Theorem 2.1. Let ( , , ℎ) be a solution to the dual problem and ⊂ [0, 1] 3 be a subset of the cube where equality ( ) + ( ) + ℎ( ) = ( , , ) is attained. Then a (3, 1)-measure is optimal if and only if it is concentrated on the set .
Proof. Let be concentrated on the set . Then is optimal. Indeed:
It is easy to check the other implication. Let the set [0,1] 3 ∖ have positive measure. Then:
Construction of a solution to the dual problem
Since is symmetric, we can assume that = = ℎ. In fact, we can replace the solution by another triple of functions, namely with
because this transformation preserves the total cost and the inequality. Thus, it is sufficient to find a function satisfying ( ) + ( ) + ( ) ≤ and maximizing the integral
3.1. Description of a parametric family. Let 0 < < 1 6 be a parameter. Define = 1 − 2 , = 2 . Consider the following functions:
These functions satisfy the following identities:
The first and the second equality are easy to check directly. For the third and fourth compute
(1 − ) = ′ 3 ( ). Now let us construct the desired solution to the dual problem . Define:
It follows immediately from the properties of the functions 1 , 2 , 3 that are checked above that is continuous and continuously differentiable on [0, 1] .
In addition, we will apply the following equality:
Indeed,
This immediately implies
3.2. Convexity. Let us study convexity of ( ). To do this, we separately study the
To this end we compute:
The sign of this function coincides with the sign of
, so it is concave and convex at the same time. The function 3 ( ) is concave for ∈ [ , 1]. Similarly, to show this, we need to find the sign of 
, then both inequalities are strict. Adding them up we get
Here we apply the relation 2 + 3 = 1 + 4 .
Applying this lemma to the function ( ), one can immediately obtain the following corollaries.
. This inequality is strict for 1 < . 
First let = 0. It is easy to check that is strictly monotonic. Then ( ) + ( ) + ( ) ≤ (0) + 2 (1) = 0 and the equality only holds for triples (0, 1, 1), (1, 0, 1) and (1, 1, 0) .
It remains to check the inequality for > 0. To this end, we consider several cases, depending on amount of numbers which belong to [0, 1).
Let all the numbers , , belong to [ , 1]. Let us check that 2 ( ) > 3 ( ) for > . To this end we calculate the derivative
. We have > 2 3 , so the minimum of − 1 2 2 (1− ) is achieved at = and is equal to 0 since for = it holds
Since the derivative of 2 − 3 is positive for > and 2 ( ) = 3 ( ), one gets 2 ( ) > 3 ( ) for > . By virtue of inequality 2 ≥ 3 :
Let us check that ln − ( ln − ) ≤ for all > 0, in particular, the equality holds only for = . Note that ( ln − ( ln − ) − ) ′ = − 1. The latter expression is positive for < and negative for > . Thus the function ln − ( ln − ) − is increasing for < , decreasing for > , and equals 0 at = . Thus ln − ( ln − ) ≤ , and equality holds only for = .
Hence
Let us determine the set of points where equality holds. In the equality case , , must belong to [ , ] , because the inequality 2 ≥ 3 is strict for > . In addition, the relation = must hold. It is also a sufficient condition.
Assume that exactly one of the numbers , , , say , belongs to the half-open interval [0, ). Suppose that among the numbers , there is at least one number, say , which belongs to the half-open interval [ , ). Let us check what happens if we replace the triple of numbers ( , , ) by
. One has 1 < < < 1 and 1 1 = . In addition, 1 < < . Then the inequality ( ) + ( ) < ( 1 ) + ( 1 ) holds by corollary 3.2. Hence, this operation increases the sum of ( ) + ( ) + ( ) and preserves the product . In addition, the number of variables in half-interval [0, ) will not change, and the number of variables in half-interval [ , ) will decrease.
Thus it is sufficient to deal with the case , ∈ [ , 1]. Assume that < . Let us check what happens if we replace the triple of numbers ( , , ) by
holds by corollary 3.2. Hence, after replacement ( , , ) by ( 1 , 1 , 1 ) the sum ( ) + ( ) + ( ) will increase, the product will not change, and variables and will become equal.
Thus without loss of generality one can assume = . Check that 1 ( ) +2 3 ( ) ≤ 2 . Let us remind the reader that 1 ( ) = (1−2 ) 2 −2 3 (1−2 ). By substitution we obtain:
Check it:
, and equality holds for 2 + = 1. Let us check the equality case. Since in this case equality must hold for all the replacements, one has 0 ≤ < , , ≥ and = = 1 − 2 .
Let at least two of the numbers , , , say and , belong to the half-open interval [0, ) and ≤ . We replace the triple of numbers ( , , ) by
holds by corollary 3.2. Hence, the sum ( ) + ( ) + ( ) will increase, the product will not change, the number of variables in half-interval [0, ) will not change, and the number of variables in half-interval [ , ) will decrease.
Finally, we get that ( ) + ( ) + ( ) ≤ , and equality holds for , , satisfying either = , ≤ , , ≤ or = = 1 − 2 , 0 ≤ ≤ (up to a permutation of variables).
Selecting parameter value.
Having obtained a parametric family of functions, we are faced with the problem of choosing the parameter . To do this, we calculate the integral ∫︀ 1 0 ( ) :
We want to find a value of for which the value of this integral reaches its maximum. To do this, we calculate the derivative of :
Since < 1 6 , the sign of the expression coincides with the sign of 9 + ln(1
It is seen from the graph that the maximum of the integral will be reached at the root of equation
lying in the interval (︀ 0, 1 6 )︀ . This can be proved rigorously. To this end we find the derivative of 9 +ln(1−2 )−ln −3 and show it is negative for < 1 6 . Indeed,
there holds
. It follows that on the interval (︀ 0, 1 6 )︀ function 9 +ln(1−2 )−ln −3 has exactly one root. Let us estimate this root from above. Namely, we check that the root of this equation is bigger than 1 18 . Indeed, it follows from
Set of points of equality
It was realized in the previous section that the set
is the union of three segments and the surface = with constraints ≤ , , ≤ . The segments connect points (0, 1, 1) and ( , , ), (1, 0, 1) and ( , , ), (1, 1, 0) and ( , , ) accordingly.
Set where ( ) + ( ) + ( ) =
We will see that there exists a measure on this set which has the desired Lebesgue projections. In particular, this implies that any solution to the primal problem must be concentrated on this set.
Solving the primal problem
To construct a solution to the primal problem, we have to find a measure on
so that its projections onto the axes , , coincide with the Lebesgue measure on
First, we define a measure on the three one-dimensional segments. Let = √︀ 2 + 2(1 − ) 2 be the lengths of these segments. We set on every segment a uniform measure with density . Clearly, projections of two segments coincide with [ , 1], the densities are equal to 1− · = After this, it remains to determine the measure on the remaining two-dimensional set such that its projection on each of the axes is uniform.
Let us make the following change of coordinates:
admits the following parametrization:
One has the following relations:
Set: = / . Clearly, the problem is reduced to the following problem: find a measure on the triangle + + = 2, 0 ≤ , , ≤ 1 with exponential projections onto the axes.
Note that we have some restrictions for : In what follows we are only interested in the case = = = . A necessary condition is given in the following lemma. Proof. We compute ∫︀ Δ ( ( ) + ( ) + ( )) . On the one hand, it is nonpositive, since at each point ( ) + ( ) + ( ) ≤ 0. On the other hand,
Clearly, if ( ) + ( ) + ( ) = 0 for + + = 2, we get
In particular, the lemma is applicable to ( ) = − . Check this for = :
Thus, must satisfy (ln − 3) + 3 + 2 ln = 0. 
Assumption of Lemma 5.1 is satisfied for the following broad class of functions.
Proof. Assume that ( )+ ( )+ ( ) > 0 for some , and satisfying + + = 2. Let among , , be at least two numbers (say, ≤ ) less than 2 3 . Replace these numbers by ′ , ′ in such a way that
] and either
, and
. Thus from the very beginning one can assume that ≤ 2 3 and , ≥ , 1 ]︀ one can reduce the problem to the case = . But for any triple , = = 1 − 2 there holds ( ) + ( ) + ( ) = 0, which contradicts to the assumption ( ) + ( ) + ( ) > 0.
Description of projections of measure classes on the triangle.
We will consider special classes of measures on Δ and describe their projections onto the axis.
First, consider the Lebesgue measure on Δ. It can be normalized in such a way that the measure of the whole triangle is equal to 1 2 . Projecting it to any hyperplane { = 0}, { = 0}, { = 0}, we get a triangle with the usual Lebesgue measure. In what follows we shall consider the densities with respect to this normalized measure.
Definition 5.1. Let be a measure with density defined on Δ. For any point ( , , ) ∈ Δ define ( , , ) = min(1 − , 1 − , 1 − ). We call a measure layered if for any the density of is constant on a set ( , , ) = , that is density depends only on ( , , ).
It is easy to see that is proportional to the distance from the point to the nearest side of Δ. Therefore, points with constant form a triangle homothetic to the original one, with the same center. It is also easy to see that due to the symmetry of the layered measure, its projection on all three axes will be the same. Also note that takes values only in [0, 1 3 ].
Definition 5.2. We say that a function : [0, 1 3 ] → R generates a layered measure if for ( , , ) = the density of in ( , , ) is equal to ( ).
Let us find the projections of a layered measure generated by to the coordinate axes.
Theorem 5.3. Let be a layered measure generated by a function . Let : [0, 1] → R + be the density of the projection of this measure onto an axis. Then
Proof. Denote the projection of onto the hyperplane by . It is concentrated on the triangle with vertices (0, 1), (1, 0) and (1, 1). Its density with respect to the Lebesgue measure on the plane at the point ( , ) lying inside is . Differentiating both sides of this equality with respect to 0 , we obtain ( ) =
. Then:
From here we get:
Analogously for ≥ :
After this we calculate ( ):
Next we define median measure.
Definition 5.3. The median subset of Δ is the set
From a geometric point of view, this is a union of three segments in Δ from vertices to the center of the triangle Δ.
Projections of any segment from the median set are [0, 2 3 ] and [ 2 3 , 1]. On these segments one can define a measure proportional to the Lebesgue measure such that the measure of each segment is 2 3 . In what follows, we shall consider all the densities on the median set with respect to this measure. ] → R + , is a measure with density on the median set that its density on each of the segments is equal to with respect to the reference measure described above.
Function will be subject to an additional constraint
It is easy to verify the following assertion:
Proposition 5.4. Let be a median measure generated by . Let ( ) be the density of the projection of this measure onto an arbitrary axis. Then
. This implies, in particular, the following identity
The converse is also true: if satisfies the relation above, then there is a median measure which projection onto arbitrary axis coincides with .
Combining measures.
Let be a measure on the segment [0, 1] with density . We want to find a measure that is the sum of the fiberwise measure generated by a function and the median measure generated by a function , whose projection on each of the axes coincides with .
We subtract from and look at the projection of − on the axes with the density ( ). By Theorem 5.3, the projection is equal to
.
In order for ( ) to be a density of the projection of a median measure, it suffices that ( ) ≥ 0 and 4 (2 ) = (1 − ) for ≤ 1 3 . Using the identities on ( ) given above, we obtain the equivalent equation:
( ) , we get the following equation
This is a differential equation of the first degree, its solutions have the form
Using the fact that (0) = 0 we get 1 = 0,
Now suppose that is absolutely continuous and 4 (0) = (1). Find ( ):
To prove that ( ) is a solution of 5.4, we need to check that ( ) ≥ 0 for ∈ [0,
]︀ , where ( ) is a density of median measure.
Check that
)︀ is well-defined. To this end we calculate
If is a density of a measure on Δ, then by (5.1) given expression equals 0. After this one can apply the L'Hospital rule to ( ):
)︂ .
Thus if
)︀ is well-defined and equal to
)︀ .
Checking inequalities.
The main goal is to apply the facts from the previous chapter to find a measure whose projection coincides with . In the previous chapter, we worked under the assumption that if ( ) is the projection density, then the equality 4 (0) = (1) must hold. For the function ( ) = this equality does not hold. In order to correct this, we find a measure whose projection density is equal to + (4 − ) and add to this the uniform measure on the triangle with the constant density − 4. It is possible since − 4 = 1−2 − 4 = 1 − 6 ≥ 0. The densities of its projections equals to ( − 4) , as required. Now we find ( ) and ( ).
The last identities follows from (5.1). It remains to verify that ( ) ≥ 0 and (2 ) ≥ 0 for 0 ≤ ≤ 
Graph of (2 )
The following theorem gives a sufficient condition for to be nonnegative on
Theorem 5.5. Assume that
is either nonpositive or nonnegative or there exists a point 0 ∈ [︀ 0,
Proof. The assumption implies
In particular, from this Theorem we deduce the following result:
If is twice continuously differentiable, then this is equivalent to the fact that 16 ′′ (2 ) ≥ ′′ (1 − ).
Proposition 5.7. Function ( ) corresponding to ( ) = + (4 − ) is nonnegative for ∈ [0, 1 3 ].
Proof. We verify the assumption of Corollary 5.6 for ( ) = + (4 − ) . Indeed,
Maximum of
1−3 is obtained at = 0. Therefore, it is sufficient to verify that ≤ 16, which is true.
Proposition 5.8. Function (2 ) ≥ 0 corresponding to ( ) = + (4 − ) is nonnegative for ∈ [0, 1 3 ].
Proof. Consider ( ) = (2 )(1−3 ) 2 .
]︀ , and therefore (2 ) ≥ 0. In order to verify that ( ) is decreasing, we calculate the derivative and verify that it is not greater than 0 for ∈ [0, 1 3 ].
It follows from the nonnegativity of 1 − 3 that, to prove ′ ( ) ≤ 0, it suffices to verify that
We find the minimum of the above function on the interval [︀ 0, 1 3 ]︀ . It is achieved either at one end of the segment, or at the origin of the derivative. One gets 1 (0) = −1−ln ≥ 0 in view of the inequality ln(1 + ) ≤ for ≥ 0. Thus ln = ln(1 + ( − 1)) ≤ − 1.
Calculate the derivative of 1 ( ).
In particular 0 is the zero point of the derivative, then
Then we calculate 1 ( 0 ):
, which is true, since we only consider the zeros of the derivative on the interval [︀ 0, 1 3 ]︀ . We have verified that 1 ( ) ≥ 0 at the ends of the segment and at the zeros of the derivative, then 1 ( ) ≥ 0 on the whole segment, so (2 ) ≥ 0 for ∈ [︀ 0, 1 3 ]︀ .
Now we are ready to present the main theorem of this section:
Theorem 5.9. There exist an optimal solution to the primal problem concentrated on the set .
Proof. Let us collect all the details of the proof together and describe our solution explicitly. Set contains segments connecting points (0, 1, 1) and ( , , ), (1, 0, 1) and ( , , ), (1, 1, 0) and ( , , ). This segments have length = √︀ 2 + 2(1 − ) 2 . Define measure as a sum of Lebesgue measures on this segments divided by .
The mapping = ln − ln ln − ln , = ln − ln ln − ln , = ln − ln ln − ln transforms the two-dimensional part of into triangle Δ. We equip Δ with the measure defined by its density − 4 with respect to the normalized Lebesgue measure, the layered measure generated by
and the median measure generated by
Then by Theorem 5.3 the projection of coincides with
Since is a solution of for ( ) = + (4 − ) we can conclude that for 
Uniqueness
In this section we prove uniqueness of solution to the dual problem. Theorem 6.1. A triple ( ( ), ( ), ℎ( )) is a solution to the dual problem if and only if there exist constants , and ℎ , such that + + ℎ = 0 and for almost every there holds
Proof. First we restrict ourselves to monotonically increasing functions. Prove that without loss of generality can be assumed increasing. Indeed, consider
Then the triple (^, , ℎ) is a solution as well. Assume the contrary,^( 0 ) + ( 0 ) + ℎ( 0 ) > 0 0 0 . Then there exists < such that ( )+ ( 0 )+ℎ( 0 ) > 0 0 0 > 0 0 which leads to contradiction. Note that^≥ , but from optimality
( ) , so they can differ only on set of zero measure. Thus (and similarly and ℎ) can be assumed monotonically increasing.
Lemma 6.2. The function , and ℎ can be assumed to be concave (in particular, continuous).
Proof. Arguing as above, one can show that without loss of generality , , ℎ are related by a Legendre-type transform
(similarly for , ℎ). Hence the functions are concave as infimums of affine functions.
For any primal solution equality ( ) + ( ) + ℎ( ) = holds -almost everywhere. The set of equality points is closed, because , and ℎ are continuous. Remind that is supported by , which is the union of three segments and a subset of the surface = . Thus for every 0 there exist 0 and 0 such that ( 0 ) + ( 0 ) + ℎ( 0 ) = 0 0 0 . Now for every 0 < 1 we have two inequalities
It is easy to see that can be represented as a function of for ( , , ) ∈ as follows:
Clearly, ( ) ( ) is continuous at all points. From the inequalities above it follows that is differentiable and ′ ( ) = ( ) ( ). So , and ℎ are uniquely determined up to constant shifts , , ℎ , and obviously + + ℎ = 0.
However the solution to the primal problem is not unique. Another solution can be obtained from the solution considered above by the following modification. We apply the isomorphism between the two-dimensional part of and
Consider some positive numbers , , ( 2 , 3 , 1 ), and ( 3 , 1 , 2 ) and increase there by constant density 2 and decrease it in 1 -neighbourhoods of ( 1 , 3 , 2 ), ( 2 , 1 , 3 ), and ( 3 , 2 , 1 ) by the same 2 . Clearly, the projections on axes will remain the same. Such an operation can be applied, because contains layered part with density which is positive in the interior of Δ.
A priori estimates for the dimension
Following [10] let us introduce the following sets of matrices
Further, is a linear combination of with nonnegative coefficients : We see that the local dimension of our solution is indeed not bigger than 2, but unfortunately this bound does not help to determine the local dimension of our solution without solving problem explicitly.
By

Conclusion
We constructed a measure on = [0, 1] 3 , whose projections onto the coordinate axes coincide with the Lebesgue measure on [0, 1] such that the total cost ∫︁ is minimal in the class of measures on a cube with given projections.
The support of can be naturally decomposed into one-dimensional and twodimensional parts. One-dimensional part consists of three segments: a segment connecting points (0, 1, 1) and ( , , ), a segment connecting points (1, 0, 1) and ( , , ) , and segment connecting points (1, 1, 0) and ( , , 0) , where is the root of 9 + ln(1 − 2 ) − ln − 3 = 0 different from 1 3 and = 1 − 2 . We give the numerical values of these parameters:
The two-dimensional part of the support is the set of points ( , , ) satisfying
The measure on the one-dimensional part of the support coincides with the Lebesgue measure up to a constant. Thus, a concrete example of a measure is given that has partially one-dimensional and partially two-dimensional support. We proved that our solution is not unique.
The value of the cost functional is 3 ∫︀ ( ) is maximal. This integral is exactly 3 times less than the value of the primal problem. The function itself is specified by the following conditions:
We have proved uniqueness of solution to the dual problem.
Discrete case
Consider the following problem. We are given three copies , , of the set {1, . . . , }. Divide these 3 numbers into groups of triples ( , , ), where ∈ , ∈ , ∈ . We want to minimize the sum ( ) = ∑︁ ( , , ) .
Here the sum is taken along all the triples. The main result of this chapter is as follows:
Theorem 9.1. The minimum ( ) = min ( ) of ( ) satisfies
where is the value of the integral in the primal problem.
9.1. Connection with rearrangement inequality. The rearrangement inequality can be formulated as follows:
Theorem 9.2 (Rearrangement inequality). Assume that
1 ≤ 2 ≤ · · · ≤ are two ordered sets of real numbers, is a permutation (rearrangement) of {1, 2, . . . , }. Then the following inequality holds:
In other words, for the expression 1 (1) + 2 (2) + · · · + ( ) the maximum is attained at the identity permutation , and the minimum is attained at the permutation (︂ 1 2
There exists a generalization of the rearrangement inequality for the case of several sets of variables: Theorem 9.3. Assume we are given ordered sequences
Consider the following functions of permutations
Let 0 be the identity permutation. Then for any permutation set 1 , . . . , the inequality
We remark that the generalized rearrangement inequality corresponds to the maximization problem ∫︀ → max. Unfortunately, the generalized rearrangement inequality does not help to solve the minimization problem. Let's try to reduce our problem to the transportation problem with the cost function . To this end we construct the corresponding measure 1 ( ) on [0, 1] 3 which is concentrated at points with denominator , namely every point ( , , ) carries the mass
It is easy to check that 4 1 ( ) = 0 ( ). Projection of 1 ( ) on each axis is discrete: measures of points , 1 ≤ ≤ are equal to 1 . Thus measure 1 ( ) is not (3, 1)-stochastic in our sense, since its projections are not Lebesgue measures. This can be easily fixed. To this end, let us introduce another measure 2 ( ) on [0, 1] 3 : for all 1 ≤ ≤ there exists the uniform measure on
with density 2 (it is chosen in such a way that the measure of the whole given cube equals 1 ). This measure is (3, 1)-stochastic. Set
Let us estimate 2 ( ). For this, we set
Function is continuous on [0, 1] 3 , then it is uniformly continuous on the given cube. It immediately follows that ( ) → 0 for → +∞. 
where := + , := + , := + . We also verify that ≤ + ( ). As in the proof of the previous statement, assume that is a partition with 2 ( ) = . We construct another partition :
It is easy to check that is a partition indeed. We estimate . For indices and
From this we get:
From these inequalities we find that for 1 ≤ ≤ :
As
+1
→ 0, we get ≤ + 2 ( ) for all sufficiently large . Set 1 = lim inf . We prove that lim →+∞ = 1 . Indeed, for any > 0 there exists such , that < 1 + 2 and 2 ( ) < 2 . Then for all sufficiently large the inequality ≤ + 2 ( ) < 1 + holds. In addition, for all sufficiently large , inequality > 1 − holds, otherwise there exists a convergent subsequence, with a limit not greater than 1 − . Thus, lim →+∞ = 1 , in particular, this sequence is convergent.
From this statement it follows that it suffices to find partitions of an arbitrary size for which lim →+∞ 2 ( ) = .
9.4. Discrete measure approximation. Let̃︀ be a measure solving the primal problem. For a given we define another measurẽ︀ . We require that̃︀ is uniform on every
1 ≤ , , ≤ and satisfies ∫︀ 1̃︀ = ∫︀ 1̃︀ . The latter quantity will be denoted by . The resulting measure will be (3, 1)-stochastic. Set For the following discussion we need the following theorem:
Theorem 9.6 (Dirichlet's theorem on the Diophantine approximation). Assume we are given a set of real numbers ( 1 , 2 , . . . , ). Then for every > 0 there exists a natural number and integers 1 , 2 , . . . such that | − | < for all 1 ≤ ≤ .
Applying this theorem for the set , we find that for any 1 there exists a natural , such that = + , where | | < 1 and all are integers. We construct the measure , as follows : on each cube we define a uniform measure in such a way that the measure of the whole cube is equal to . We verify that this measure is (3, 1)-stochastic provided 1 < . This number can be less than any preassigned : first we choose , such that 6 ( ) ≤ /2, then choose 1 , such that 2 1 < /2. Thus, to complete the proof of the main result of this section, it is sufficient to show that for given numbers , 1 ≤ , , ≤ it is always possible to construct a partition with the required property. Namely, using the fact that for a fixed the sum ∑︀ Clearly, this will be a partition of size , since the values of the numbers { , , }, , { , , }, and { , , }, are exactly the set {1, . . . , }.
