Abstract. Let X be a K3 surface and H a primitive polarization of degree H 2 = 2a 2 , a > 1. The moduli space of sheaves over X with the isotropic Mukai vector (a, H, a) is again a K3 surface Y which is endowed by a natural nef element h with h 2 = 2. We give necessary and sufficient conditions in terms of Picard lattices N(X) and N(Y ) when Y ∼ = X, generalising our results in [4] for a = 2.
Introduction
Let X be a K3 surface with a primitive polarization H of degree H 2 = 2a 2 . Let Y be the moduli of sheaves over X with the isotropic Mukai vector v = (a, H, a) (see [6] , [7] ). The Y is a K3 surface which is endowed by a natural nef element h with h 2 = 2. It is isogenous to X in the sense of Mukai.
Question 1. When is Y isomorphic to X?
We want to answer this question in terms of Picard lattices N (X) and N (Y ) of X and Y . Then our question reads as follows: In [4] we answered this question when a = 2. Here we give an answer for any a ≥ 2. For odd a, we additionally assume that H · N (X) = Z. For even a, that is valid, if Y ∼ = X. The answer is given in Theorem 2.2.2 and also Proposition 2.2.1.
In particular, if the Picard number ρ(X) = rk N (X) ≥ 12, the result is very simple: Y ∼ = X, if and only if either there exists x ∈ N (X) such that x · H = 1 or a is odd and there exists x ∈ N (X) such that x · H = 2. This follows from results of Mukai [7] and also [9] , [10] .
The polarized K3 surfaces (X, H) with ρ(X) = 2 are especially interesting. Really, it is well-known that the moduli space of polarized K3 surfaces of any even degree H 2 is 19-dimensional. If X is general, i. e. ρ(X) = 1, then the surface Y cannot be isomorphic to X because N (X) = ZH where H 2 = 2a 2 , a > 1, and N (X) does not have elements with square 2 which is necessary if Y ∼ = X. Thus, if Y ∼ = X, then ρ(X) ≥ 2, and X belongs to a codimension ρ(X) − 1 submoduli space of K3 surfaces which is a divisor in the 19-dimensional moduli space M (up to codimension 2). To describe connected components of the divisor, it is equivalent to describe Picard lattices N (X) of the surfaces X with fixed H ∈ N (X) such that ρ(X) = rk N (X) = 2 and a general K3 surfaces X with Picard lattice N (X) has Y ∼ = X.
The pair (N (X), H) with ρ = rk N (X) = 2 and H · N (X) = Z is defined up to isomorphisms by d = − det N (X) > 0 (it defines the Picard lattice N (X) up to isomorphisms, if Y ∼ = X) and by the invariant ±µ = {µ, −µ} ⊂ (Z/2a
2 ) * (this is the invariant of the primitive vector H ∈ N (X)) such that µ 2 ≡ d mod 4a 2 . See Proposition 3.1.1 about definition of µ. We show that for a general X with such N (X) we have Y ∼ = X and for odd a additionally H · N (X) = Z, if and only if at least for one α = ±1 there exists integral (p, q) such that 
(put q = 1 to (0.1)). Thus, the set of possible divisorial conditions on moduli of (X, H) which imply Y ∼ = X and H · N (X) = Z is labelled by the set of pairs (d, ±µ) described above, and it is infinite. Some of infinite series of divisorial conditions on moduli of X which imply Y ∼ = X were found by A.N. Tyurin in [17] - [19] . He found, in different form, infinite series (0.2) for α = −1 and any ±µ (if not other ones).
Surprisingly, solutions (p, q) of (0.1) can be interpreted as elements of Picard lattices of X and Y . We get the following simple sufficient condition on (X, H) which implies Y ∼ = X. It seems, many known examples when it happened that Y ∼ = X (e. g. see [2] , [8] , [17] ) follow from this condition. This is one of the main results of the paper, and we want to formulate it exactly (a similar statement can be also formulated in terms of Y ).
Theorem. Let X be a K3 surface with a primitive polarization H of degree 2a 2 , a ≥ 2. Let Y be the moduli space of sheaves on X with the Mukai vector v = (a, H, a).
Then Y ∼ = X, if at least for one α = ±1 there exists h 1 ∈ N (X) such that
These conditions are necessary to have Y ∼ = X and H · N (X) = Z for a odd, if either ρ(X) = 1, or ρ(X) = 2 and X is a general K3 surface with its Picard lattice.
From our point of view, this statement is also very interesting because some elements h 1 of the Picard lattice N (X) with negative square (h 1 )
2 get a very clear geometrical meaning (when α < 0). For K3 surfaces this is well-known only for elements δ of the Picard lattice N (X) with negative square δ 2 = −2: then δ or −δ is effective.
As for the case a = 2, the fundamental tool to get the results above is the Global Torelli Theorem for K3 surfaces [12] and results of Mukai [6] , [7] . Using the results of Mukai, we can calculate periods of Y using periods of X; by the Global Torelli Theorem [12] , we can find out if Y is isomorphic to X.
Preliminary notations and results about lattices and K3 surfaces
1.1. Some notations about lattices. We use notations and terminology from [10] about lattices, their discriminant groups and forms. A lattice L is a nondegenerate integral symmetric bilinear form. I. e. L is a free Z-module equipped with a symmetric pairing x · y ∈ Z for x, y ∈ L, and this pairing should be nondegenerate. We denote
The signature of L is the signature of the corresponding real form L⊗R. The lattice L is called even if
if L is even. To get this forms, one should extend the form of L to the form on the dual lattice L * with values in Q. For x ∈ L, we shall consider the invariant γ(x) ≥ 0 where
Clearly, γ(x)|x 2 if x = 0. We denote by L(k) the lattice obtained from a lattice L by multiplication of the form of L by k ∈ Q. The orthogonal sum of lattices L 1 and L 2 is denoted by L 1 ⊕ L 2 . For a symmetric integral matrix A, we denote by A a lattice which is given by the matrix A in some bases. We denote
Any even unimodular lattice of the signature
and O(q L ) the automorphism groups of the corresponding forms. Any δ ∈ L with δ 2 = −2 defines a reflection s δ ∈ O(L) which is given by the formula
1.2. Some notations about K3 surfaces. Here we remind some basic notions and results about K3 surfaces, e. g. see [12] , [13] , [14] . A K3 surface S is a nonsingular projective algebraic surface over C such that its canonical class K S is zero and the irregularity q S = 0. We denote by N (S) the Picard lattice of S which is a hyperbolic lattice with the intersection pairing x · y for x, y ∈ N (S). Since the canonical class K S = 0, the space H 2,0 (S) of 2-dimensional holomorphic differential forms on S has dimension one over C, and
where H 2 (S, Z) with the intersection pairing is a 22-dimensional even unimodular lattice of signature (3, 19) . The orthogonal lattice
is called the transcendental periods of S. The Picard number of S is ρ(S) = rk N (S). A non-zero element x ∈ N (S) ⊗ R is called nef if x = 0 and x · C ≥ 0 for any effective curve C ⊂ S. It is known that an element x ∈ N (S) is ample if x 2 > 0, x is nef , and the orthogonal complement x ⊥ to x in N (S) has no elements with square −2. For any element x ∈ N (S) with x 2 ≥ 0, there exists a reflection w ∈ W (−2) (N (S)) such that the element ±w(x) is nef; it then is ample, if x 2 > 0 and x ⊥ had no elements with square −2 in N (S). We denote by V + (S) the light cone of S, which is the half-cone of
containing a polarization of S. In particular, all nef elements x of S belong to V + (S): one has x · V + (S) > 0 for them.
The reflection group W (−2) (N (S)) acts in V + (S) discretely, and its fundamental chamber is the closure K(S) of the Kähler cone K(S) of S. It is the same as the set of all nef elements of S. Its faces are orthogonal to the set Exc(S) of all exceptional curves r on S which are non-singular rational curves r on S with r 2 = −2. Thus, we have
2. General results on the Mukai correspondence between K3 surfaces with primitive polarizations of degrees 2a 2 and 2 which gives isomorphic K3's 2.1. The correspondence. Let X be a K3 surface with a primitive polarization H of degree 2a 2 , a > 0. Let Y be the moduli space of (coherent) sheaves E on X with the isotropic Mukai vector v = (a, H, a). It means that rk E = a, χ(E) = 2a and c 1 (E) = H. Let
be the full cohomology lattice of X with the Mukai product
is isotropic, i.e. v 2 = 0. In this case, Mukai showed [6] , [7] that Y is a K3 surface, and one has the natural identification
which also gives the isomorphism of the Hodge structures of X and Y . The element h = (−1, 0, 1) ∈ v ⊥ has square h 2 = 2, h mod Zv belongs to the Picard lattice N (Y ) of Y and is nef . See [5] , [13] and [15] about geometry of (Y, h). For a general X, the K3 surface Y is a double plane.
We want to answer Question 2 which we exactly formulated in Introduction: Using N (X), say when Y ∼ = X.
Formulation of general results.
We use notations from Sect. 2.1. Thus, we assume that X is a K3 surface with a primitive polarization H with
where a > 1. The following statement follows from results of Mukai [7] and some results from [10] . It is standard and well-known. 
From now on we assume that γ(H) = 1 in N (X), which is automatically valid for even a, if Y ∼ = X.
Calculations below are valid for an arbitrary K3 surface X and a primitive vector H ∈ N (X) with
Then any element x ∈ N (X) can be written as
where n ∈ Z and k * ∈ K(H) * , because
Since γ(H) = 1, the map nH
The element u * is defined canonically mod K(H). Since H * + u * belongs to the even lattice N (X), it follows
It follows, 2.5) and
We introduce the characteristic map of the polarization H
where for k * ∈ K(H) * we have
It is epimorphic, its kernel is (Z/2a 2 )(u * + K(H)), and it gives the canonical isomorphism
For the corresponding discriminant forms we have
Now we can formulate our main result:
of negative definite lattices such that
* commutes (up to multiplication by ±1) with the characteristic maps κ(H) and κ( h), i. e. (b) and (c) are necessary if for odd a additionally γ(H) = 1 for H ∈ N (X), and rk N (X) ≤ 19, and X is a general K3 surface with the Picard lattice N (X) in the following sense: the automorphism group of the transcendental periods (T (X),
2.3. Proofs. Let us denote by e 1 the canonical generator of H 0 (X, Z) and by e 2 the canonical generator of H 4 (X, Z). They generate the sublattice U in H * (X, Z). Consider the Mukai vector v = ae 1 + H + ae 2 = (a, H, a). We have
Then we have embedding of lattices of finite index
where H * = H/2a 2 . We have the orthogonal decomposition up to finite index
since s ∈ v ⊥ and hence (s, v) = 0. Thus, y = ax 1 + ax 2 and
Here s ∈ U ⊕ N (X) if and only if x 1 , x 2 ∈ Z and a(
where h = −e 1 + e 2 , and this is a sublattice of finite index in (v ⊥ ) U⊕N(X) . The generators v, generators of K(H) and h are free, and we can rewrite s above using these generators with rational coefficients as follows:
where a(
where
2 mod 2, and ax
. From these calculations, we get Claim. Assume that γ(H) = 1. Then
Here we agreed notations with Sect. 2.2. We have
From the claim, we get
Proof. Really, since H ∈ N (X), T (X) ⊥ N (X) and T (X) ∩ Zv = {0}, the Mukai identification (2.1.5) gives an embedding
Proof of Proposition 2.2.1. By (2.3.10), if Y ∼ = X, we have either γ(H) = 1 or γ(H) = 2 and a is odd.
Assume that γ(H) = 1 or γ(H) = 2 and a is odd. Then T (X) = T (Y ) for the Mukai identification (2.1.5). By the discriminant forms technique (see [10] ), then the discriminant quadratic forms q N(X) = −q T (X) and q N(Y ) = −q T (Y ) are isomorphic. Thus, lattices N (X) and N (Y ) have the same signatures and discriminant quadratic forms. It follows (see [10] ) that they have the same genus: 
Multiplying φ by ±1 and by elements of the reflection group W (−2) (N (X)), if necessary, we can assume that φ(H 2,0 (X)) = H 2,0 (Y ) and φ maps the Kähler cone of X to the Kähler cone of Y . By global Torelli Theorem for K3 surfaces [12] , φ is then defined by an isomorphism of K3 surfaces X and Y .
If ρ(X) ≥ 12, by [10] Theorem 1.14.4, the primitive embedding of T (X) = T (Y ) into the cohomology lattice H 2 (X, Z) of K3 surfaces is unique up to automorphisms of the lattice H 2 (X, Z). Like above, it then follows that X is isomorphic to Y . The given proof of Proposition 2.2.1 is standard and well-known.
Proof of Theorem 2.2.2. Assume that γ(H) = 1. The Mukai identification then gives the canonical identification T (X) = T (Y ). (2.3.11)
Thus, it gives the canonical identifications
because U ⊕ N (X) and T (X) are orthogonal complements to each other in the unimodular lattice H * (X, Z).
and N (Y ) are orthogonal complements to each other in the unimodular lattice
is given by the canonical correspondence
* and x * + t * ∈ H * (X, Z). By (2.3.9), we also have the canonical embedding of lattices
We have the key statement:
.2. Assume that γ(H) = 1. The canonical embedding (2.3.14) (it is given by (2.3.9)) K(H) ⊂ K(h) of lattices, and the canonical identification A N(X) = A N(Y ) (given by (2.3.12)) agree with the characteristic homomorphisms κ(H) :
* (this embedding is dual to (2.3.14)).
Proof. As the proof of Lemma 2.3.2 in [4].
Let us finish the proof of Theorem 2.2.2. We have the Mukai identification (it is defined by (2.1.5)) of the transcendental periods
For general X with the Picard lattice N (X), it is the unique isomorphism of the transcendental periods up to multiplication by ±1. If X ∼ = Y , this (up to ±1) isomorphism can be extended to φ : 
It can be extended to be ±1 on the transcendental periods under the Mukai identification (2.3.15). Then it is defined by the isomorphism φ :
. Multiplying φ by ±1 and by reflections from W (−2) (N (X)), if necessary (the group W (−2) (N (X)) acts identically on the discriminant group N (X) * /N (X)), we can assume that φ maps the Kähler cone of X to the Kähler cone of Y . By global Torelli Theorem for K3 surfaces [12] , it is then defined by an isomorphism of X and Y .
The case of Picard number 2
3.1. Description of general (X, H) with ρ(X) = 2 such that Y ∼ = X and γ(H) = 1 for a odd. Here we apply results of Sect. 2 to X and Y with Picard number 2.
We start with some preliminary considerations on K3 surfaces X with Picard number 2 and a primitive polarization H of degree H 2 = 2a 2 , a ≥ 1. Thus, we assume that rk N (X) = 2. Additionally, we assume that γ(H) = 1 for H ∈ N (X) (we have this condition, if a is even and Y ∼ = X). Let 
2 ) * 2 . Obviously, −d = det(N (X)). Any element z ∈ N (X) can be written as z = (xH + yδ)/2a
2 where x ≡ µy mod 2a
2 . In these considerations, one can replace H by any primitive element of N (X) with square 2a
2 . Thus, we have: Proof. Let h ∈ N (X) satisfies conditions of Theorem 2.2.2.
By Proposition 3.1.2, all primitive
with ( h) 2 = 2 are in one to one correspondence with integral (x, y) which satisfy the equation x 2 − dy 2 = 4a 2 and x ≡ µy mod 2a 2 , and any integral solution of the equation x 2 − dy 2 = 4a 2 with x ≡ µy mod 4a 2 gives such h.
Since α 2 = −2d, we get λ = 1/2a 2 and α = (ydH + xδ)/2a 2 . There exists a unique (up to ±1) embedding f : K(H) = Zδ → K(h) = Zα of one-dimensional lattices. It is given by f (δ) = aα up to ±1. Thus, its dual is defined by f * (α * ) = aδ * where α * = α/2d and δ * = δ/2a 2 d. To satisfy conditions of Theorem 2.2.2, we should have
Further we denote
, and
By (3.1.9) and (3.1.10), we then get that κ(H)(aδ * ) = ±κ( h)(α * ) is equivalent to (νyd + x)/2 ≡ ±a mod d and hence x + νyd ≡ ±2a mod d since the group N (X) * /N (X) is cyclic of order d and it is generated by νH * + δ * + N (X). Thus, finally we get x ≡ ±2a mod d.
This finishes the proof.
By Theorems 3.1.3, for given a > 1, ±µ ∈ (Z/2a
mod 4a 2 , we should look for all integral (x, y) such that.
We first describe the set of integral (x, y) such that
Considering ±(x, y), we can assume that x ≡ 2a mod d. Then x = 2a − kd where k ∈ Z. We have 4a
Let l be prime. Like in [4] , it is easy to see that if l 2t+1 |k and l 2t+2 does not divide k, then l 2t+2 |4ak. It follows that k = −αq 2 where q ∈ Z, α ∈ Z is square-free and α|2a. Then
It follows, αq|y and y = αqp where p ∈ Z. We then get
We remind that α can be negative. Thus, solutions α, (p, q) of (3.1.14) give all solutions (x, y) = ±(2a + αdq 2 , αpq) (3.1.15) of (3.1.12). We call them as associated solutions. Thus, all solutions (x, y) of (3.1.12) are associated solutions (3.1.15) to all solutions α, (p, q) of (3.1.14). If one additionally assumes that q > 0, then (x, y) and α, (p, q) are in one to one correspondence (by our construction). Now let us consider associated solutions (3. Thus, for α = ±1, associated solutions (x, y) to α = ±1, (p, q) satisfy the additional condition x ≡ µy mod 2a
2 if and only if p ≡ µq mod 2a. Equivalently, ap ≡ µaq mod 2a
2 which is equivalent to
We also have h 1 ·H = ap ≡ 0 mod a. Vice versa, assume h 1 = (uH + vδ)/2a 2 ∈ N (X), and (h 1 ) 2 = ±2a, h 1 · H ≡ 0 mod a. We then have h 1 · H = u ≡ 0 mod a. Thus, u = ap and
2 . Since h 1 ∈ N (X), then ap ≡ µv mod 2a 2 . Thus, v = aq and p ≡ µq mod 2a. Since (h 1 ) 2 = ±2a, we get p 2 − dq 2 = ±4a. We also remark that from the conditions (3. Assume that a is even. If (p − µq)/a is even, then p + µq is also even. From p 2 −dq 2 = ±2a, we then get ((p−µq)/2a)(p+µq) ≡ ±1 mod 2a which is impossible for even p + µq. Thus, p − µq ≡ a mod 2a and µq ≡ p + a mod 2a. From ((p − µq)/a)(p + µq) ≡ ±2 mod 4a, we then get ((p − µq)/a)(2p + a) ≡ ±2 mod 2a and ((p − µq)/a)p + ((p − µq)/a)(a/2) ≡ ±1 mod a. Since (p − µq)/a is odd, it follows that (3.1.23) never satisfies for even a.
Thus, we get that for α = ±2 the number a is odd and the condition x ≡ µy mod 2a
2 is equivalent to p ≡ µq mod a. Interpreting, like above, solutions (p, q) of (3.1.24) as elements of N (X), we also get Applying additionally Theorem 2.2.2, we get the following simple sufficient condition when Y ∼ = X which is valid for X with any ρ(X). This is one of the main results of the paper. Then Y ∼ = X if at least for one α = ±1 there exists h 1 ∈ N (X) such that 
Proof. The cases ρ(X) ≤ 2 had been considered. We can assume that ρ(X) > 2. Let N = [H, h 1 ] pr . All considerations above for N (X) of rk N (X) = 2 will be valid for N . We can construct an associated with h 1 solution h ∈ N with h 2 = 2 such that H and h satisfy conditions of Theorem 2.2.2 for N (X) replaced by N . It is easy to see that the conditions (b) and (c) will be still satisfied if we extend f in (b) ± identically on the orthogonal complement N ⊥ N(X) . It seems, many known examples of Y ∼ = X (e. g. see [2] , [8] , [17] ) follow from Theorem 3.1.6. Theorems 3.1.5 and 3.1.6 are also interesting because they give a very clear geometric interpretation of some elements h 1 ∈ N (X) with negative square (h 1 ) 2 (for negative α). Below we consider an application of Theorem 3.1.4.
3.2.
Description of all divisorial conditions on moduli (X, H) such that Y ∼ = X, and γ(H) = 1 for odd a. Further we use the following notations. We fix a ∈ N, α ∈ {1, −1} and µ = {µ, −µ} ⊂ (Z/2a
2 ) * . We denote by D(a) /2a 2 ) * , and by D(a) the union of all D(a) α for all α ∈ {1, −1}.
Assume that X is a K3 surface with a primitive polarization H of degree H 2 = 2a 2 where a > 1. The moduli space Y of sheaves on X with Mukai vector v = (a, H, a) has the canonical nef element h = (−1, 0, 1) mod Zv with h 2 = 2. It follows that Y is never isomorphic to X if ρ(X) = 1. Since the dimension of moduli of (X, H) is equal to 20 − ρ(X), it follows that describing general (X, H) with ρ(X) = 2 and Y ∼ = X, we at the same time describe all possible divisorial conditions on moduli of (X, H) when Y ∼ = X. See [9] , [10] and also [3] . They are described by invariants of the pairs (N (X), H) where rk N (X) = 2. By Theorem 3.1.4, we get In particular, for any a > 1, the set of possible divisorial conditions on moduli of (X, H) which imply Y ∼ = X, is infinite.
To enumerate the sets D(a) µ α , α ∈ {1, −1}, it is the most important to enumerate the sets D(a) α . This is almost equivalent to finding all possible d ∈ N such that d mod 4a
2 ∈ (Z/4a 2 ) * 2 and the equation p 2 − dq 2 = 4a/α has a solution (p, q) satisfying (3.1.22) (it is "almost primitive"). Each such a solution (p, q) defines a unique (if it exists) µ mod 2a 2 such that µ 2 ≡ d mod 4a 2 and p ≡ µq mod 2a. The pair (d, µ) gives then an element of the set Div(a). Thus, to find all possible µ (for the given α, d), it is enough to find all "almost primitive" solutions (p, q) of the equation p 2 − dq 2 = 4a/α and ν mod 2a such that p ≡ νq mod 2a. Really, let (p, q) be a solution of the equation p 2 − dq 2 = 4a/α. For example, assume that it is primitive. Let ν ≡ p/q mod 2a. 
