We consider a discrete-time, d-dimensional Markov processes Xn, for which the distribution of the future increments depends only on the relative ranking (descending order) of its components. We endow the process with a rich-get-richer assumption and show that it is enough to guarantee almost sure convergence of Xn/n. Under mild assumptions, we characterize the possible limits via an easy to check criterion. The presented framework generalizes ranking-based Pólya urns and simplifies the identification of the support of the limit.
1 Introduction f (θ) = θ and there is a neighborhood U of θ and a positive-definite matrix C such that
Note that in the ranking-based case, where f is piecewise constant, a fixed point θ whose components are all distinct is always stable, since then f (x) = θ identically in a neighborhood of θ, so the above condition is satisfied if we take C to be the identity matrix. Arthur et al. also give a Lyapunov condition that guarantees convergence of X n /n almost surely. However, finding a Lyapunov function is non-trivial, and it is generally not suitable for ranking-based processes where the function f is piecewise constant.
The above results make use of the geometry of the graph of f , whose i-th component gives the probability that the single ball added is of color i, so they are not easily generalizable to different distributions of (X n+1 − X n ), for example if we allow more than one components to change simultaneously.
Our contribution
We focus on ranking-based processes only, but allow for more general distributions of the increments (X n+1 − X n ). The approach we take is to consider a Markov process for which the law of future increments depends only on the ranking of the different components of the process.
In contrast to Pólya urn schemes, the Markov setting allows us to consider generally arbitrary joint conditional distributions of the increments (X i n+1 − X i n ), including ones that allow negative values. The fact that there are only finitely many possible rankings and that the distributions do not change as long as the ranking doesn't change, allows us to consider separately the transitions between rankings and the dynamics when the ranking remains constant, the latter being nothing more than the dynamics of a sum of i.i.d. random variables. Therefore, the study of the long-term behavior of such processes is a study of the long-term behavior of the ranking. This simplifies the study a lot and allows us to derive results under very few assumptions on the process X n .
One essential assumption we make is assumption 2.1, which is a form of rich-get-richer dynamics condition. It is a weaker and non-symmetric version of the following statement: conditioned on X i n > X j n , (X i n+1 − X i n ) has a larger mean than (X j n+1 − X j n ) (see assumption 2.1 for details).
Our results can be summarized as follows: Under the rich-get-richer assumption and a finite second moments assumption, we show that in the limit n → ∞, the ranking of the components of the process stops changing almost surely (theorem 2.5). Then a simple application of the Strong Law of Large Numbers gives us the limit of X i n /n (proposition 2.4). Under a mild further assumption (assumption 2.2), we characterize the possible rankings in the limit (theorem 2.7 and proposition 2.10), and consequently the possible limits of X i n /n.
Results
We begin by defining what we mean by ranking (section 2.1) and formulating the ranking-based rich-getricher processes (section 2.2). Sections 2.3 and 2.4 contain our two main results: convergence of ranking and characterization of terminal rankings. The Appendix contains supporting proofs.
Ranking of a vector
Let X = (X 1 , . . . , X d ) be a d-dimensional vector. By ranking of the vector X we mean a d-tuple r = (r 1 , . . . , r N ), such that r m ⊂ {1, . . . , N } and i ∈ r m if and only if there are exactly m − 1 indices j such that X j > X i . In words, r m is the set of indices of the coordinates X i that are the m-th largest. Note that if i, j ∈ r m , then X i = X j . For example, if d = 4 and X = (7, 5, 7, 12), then r = ({4}, {1, 3}, ∅, {2}).
If all coordinates X i differ from each other, then r m contains a single, distinct element for each m, and r can be considered as a permutation of {1, . . . , N }, by identifying each r m with the unique element it contains.
In this case we will call r a strict ranking. For example, suppose that N = 4 and X = (14, 22, 46, 16) . Then the ranking of X is r = (3, 2, 4, 1), because X 3 > X 2 > X 4 > X 1 .
We denote by R = R(d) the set of all possible rankings of a d-dimensional vector. We will say that r ∈ R is consistent with X i > X j (X i ≥ X j ) if i ∈ r m and j ∈ r n for some m < n (m ≤ n). The ranking of the vector X will be denoted by rk(X).
Formulation and main assumptions
We consider a d-dimensional Markov process X n = (X 1 n , . . . , X d n ), such that the distribution of (X 1 n+1 − X 1 n , . . . , X d n+1 − X d n ), depends only on the ranking of X n . More precisely, for each possible ranking r ∈ R of a d-dimensional vector, there is a probability distribution µ r on R d , such that
Let F n = σ(X 0 , . . . , X n ) denote the σ-algebra generated by the process {X n } n up to time n. Clearly, {F n } n is a filtration. Note that by the Markov property, eq. (1) implies that for any measurable set A ⊂ R d ,
In particular, we have that the increments X n+1 − X n are conditionally independent of F n , conditioned on rk(X n ). That is,
We assume that both X 0 and µ r , for each r ∈ R, have finite second moments and we denote by q r i the mean of the i-th component under µ r .
It will be useful to introduce, for each r ∈ R, the random variable Z r = (Z 1 r , . . . , Z d r ) with distribution µ r . Note that conditioned on rk(X n ) = r, (X n+1 − X n ) has the same distribution as Z r .
We will make two further assumptions regarding the dynamics of X n . The first is a form of rich-get-richer dynamics, which says that for any pair of indices i, j, whenever a specific one of the components X i or X j is larger than the other, it tends to increase faster on average as well. More precisely, Assumption 2.1. For any pair i, j ∈ {1, . . . , N }, i = j, one (or both) of the following two conditions holds:
• For all rankings r consistent with X i > X j , we have q r i > q r j , or
• For all rankings r consistent with X j > X i , we have q r j > q r i .
The last assumption we will need says that at any step, any component is likely to increase faster than the rest:
Assumption 2.2. For any i and any r ∈ R,
Note that by continuity, the above implies that there exists some ǫ > 0 such that for any i and r ∈ R,
Settling on a ranking
As n grows, the ranking of X n may keep changing or it might settle on some particular ranking r ∈ R. The next definition makes this notion precise.
Definition 2.3. Let X be as above and let r n = rk(X n ) be the ranking of X at time n. We say that r n settles on r ∈ R, if there exists some n 0 , such that r n = r for all n ≥ n 0 . We say that a ranking r ∈ R is terminal (for the process X n ), if P (r n settles on r) > 0.
Otherwise, we say that r is transient.
Knowing that the ranking settles is useful, because then we can predict the long-term behavior of the process.
In particular we have the following:
Proposition 2.4 (Market share). Suppose that r n settles on the ranking r ∈ R. Then, for each i,
Proof. By assumption, there exists some n 0 ∈ N such that for all n > n 0 , r n = r. We write
The first term on the right hand side is a.s. bounded and, under ∞ n=n0 {r n = r}, the variables (X i m − X i m−1 ) are i.i.d. with mean q r i and finite variance. Therefore, the result follows from the Strong Law of Large Numbers.
A natural question is whether the ranking r n has to eventually settle on some terminal value or it may keep changing for arbitrarily large n. We have the following Theorem:
Theorem 2.5 (Settling of rankings). Under assumption 2.1, r n = rk(X n ) settles with probability 1.
Note that as a corollary we get that (under assumption 2.1) there always exist terminal rankings.
For the proof of theorem 2.5 we are going to need the following Lemma (proved in the Appendix):
Lemma 2.6. Let j, k ∈ {1, . . . , N } and suppose that q r j > q r k for any r ∈ R consistent with X j n > X k n . Then, there exists some ǫ > 0, such that for any F n -optional time s,
Proof of the settling of rankings theorem -Theorem 2.5.
Let i = j and assume that q r i > q r j for any ranking consistent with X i > X j (see assumption 2.1). Define s 0 = 0, s m = inf{n > t m : X i n ≤ X j n } and t m = inf{n > s m−1 : X i n > X j n }. We apply lemma 2.6 with s = t m to get
Hence
Combining the above with P (t m < ∞) ≤ P (s m−1 < ∞) and using induction we get
Therefore,
In other words, with probability 1, the relative magnitude of the components i and j will stop changing after a finite number of steps and settle on a certain ranking. Since i and j were arbitrary, this completes the proof.
Terminal rankings
Theorem 2.5 says that the popularity ranking will eventually settle on some terminal ranking. For the proof of this theorem we also need a couple of lemmas. The first one simply says that, in finite time, attaining any ranking, with any amount of difference between the components of X, is possible (proof in the Appendix).
Lemma 2.8. Under assumption 2.2, for any M ∈ R, n 0 ∈ N, any strict ranking r ∈ R, and any F ⊂ F n0 with P(F ) > 0, there exists some n 1 > n 0 , such that
The next lemma states a property of finite sets of (not necessarily independent) random walks.
Lemma 2.9. Let K ∈ N and {W i n } i,n , a set of random variables such that for each i, {W i n } n are i.i.d. with positive mean and finite second moment. Let V i n = n m=1 W i m . Then, there exists some M ∈ N, such that
Proof. From the Strong Law of Large Numbers we have that for each i, P lim
The result follows by continuity of probability.
Proof of the terminal rankings theorem -theorem 2.7.
• Proof of the necessity:
Suppose that the strict ranking r is terminal. That is, there exists some n 0 ∈ N, such that P ∞ n=n0 {r n = r} > 0.
Suppose now, for the sake of contradiction, that q ri ≤ q ri+1 , for some i. eq. (7) implies that P(A) > 0,
Since A has non-zero probability, we must have P(A | A) = 1. If A occurs, then (X n+1 −X n ) follows µ r ,
]. Therefore, the difference d n = X ri n − X ri+1 n performs a random walk (Kallenberg, 2006) , with mean q r ri − q r ri+1 < 0, starting at time n 0 from d n0 = X ri n0 − X ri+1 n0 . Now, the occurrence of A is equivalent to d n > 0 for all n ≥ n 0 . But since q r ri ≤ q r ri+1 , the probability of this event is 0 (Kallenberg, 2006) . We have therefore shown that P(A | A) = 0, which contradicts our assumptions. We conclude that q r ri ≤ q r ri+1 cannot be the case.
• Proof of the sufficiency:
Define A n = {X r1 n > . . . > X rN n }, i.e. A n is the event that at time n the ranking is equal to r. Let {U i n } i,n be a set of independent random variables, independent of F ∞ = ∞ n=0 F n , and with U i n ∼ Z ri r − Z ri+1 r . For each i = 1, . . . , N − 1, define W i n as follows:
We claim that for each i, {W i n } n is a sequence of i.i.d. random variables. To see this, let G i n = σ(X 0 , . . . X n , U i 0 , . . . U i n ) and note that W i n ∈ G i n and for any measurable set A ⊂ R,
Since the quantity on the right is a constant, this proves our claim. Therefore, lemma 2.9 gives us some M > 0, such that
where V i n = n m=1 W i m . Furthermore, lemma 2.8 gives some n 0 ∈ N such that P r (D) > 0, where
We also define
for m = n 0 , . . . , n 0 + n, hence also
If B ∩ D also occurs, the above gives X ri n0+n+1 ≥ X ri+1 n0+n+1 for all i, or equivalently that A n0+n+1 holds, which proves our claim. Since we further have D ⊂ A n0 , it follows inductively that
} n has the same distribution as {V i n } n , hence Eq. 9 gives P (B) > 0. Since P(D) > 0 as well, the result follows.
Proposition 2.10. Suppose that for any i, j, and any r ∈ R, P(Z i r = Z j r ) > 0. Then, every non-strict ranking is transient. In particular, the assertion holds under assumption 2.2.
Proof. Suppose that the non-strict ranking r is such that i, i ′ ∈ r m for some i, i ′ , m ∈ {1, . . . , N }. For any n 0 , k ∈ N, we have P n0+k n=n0+1 {r n = r} = P (r n0+1 = r) · P (r n0+2 = r|r n0+1 = r) · . . . . . . · P (r n0+k = r|r n0+k−1 = . . . = r n0+1 = r) (10) For any j ∈ N we have
where ǫ = min r,i,i ′ P Z i r = Z i ′ r . Therefore Eq. 10 gives
{r n = r} = 0.
Since this is true for any n 0 ∈ N, r is not terminal.
Appendix
Here we give the proofs of lemmas 2.6 and 2.8. For the proof of lemma 2.6, we will need the following additional Lemma, which generalizes a property of biased random walks to the case when the transition probabilities are not constant, but vary in a finite set.
Lemma 3.1. Let (Ω, G, P) be a probability space and {G n } n a filtration on it. Let R be a finite set and for each r ∈ R, U r a random variable with positive mean and finite variance. Let {R n } be a predictable sequence of random variables (i.e. R n ∈ G n−1 ) taking values in R and {W n } n∈N a sequence of random variables adapted to G n with finite second moments. Suppose that W n is conditionally independent of G n−1 conditioned on R n , and for each r ∈ R,
Then,
where λ depends only on the distributions of the U r 's.
Proof. (draft) For each r, let U r n ∼ U r be i.i.d., independent of everything else. We construct sequences W ′ n and R ′ n recursively, so that {(W ′ n , R ′ n )} n has the same distribution as {(W n , R n )} n . Let
(In words, k n is a count of how many times the value of R ′ n has appeared before in the sequence.)
We have
= P r(W n ∈ A|R n = r)
= P r(W n ∈ A|G n−1 , R n = r).
Now given (W ′ 1 , . . . , W ′ n , R ′ 1 , . . . , R ′ n ), Theorem 6.10 in (Kallenberg, 2006) gives us some R ′ n+1 such that (W ′ 1 , . . . , W ′ n , R ′ 1 , . . . , R ′ n , R ′ n+1 ) has the same distribution as (W 1 , . . . , W n , R 1 , . . . , R n , R n+1 ). As a result,
The next lemma says that, if an alternative is ranked higher than another alternative and it has a higher probability of being chosen (whenever it is ranked higher), then there is a positive probability that it will remain more highly ranked forever. Moreover, this probability is independent of the past.
Lemma 3.2 (Repetition of lemma 2.6). Let j, k ∈ {1, . . . , N } and suppose that q r j > q r k for any r ∈ R consistent with X j n > X k n . Then, there exists some ǫ > 0, such that for any F n -optional time s,
Proof. Define W n and V n as follows:
We claim that
Therefore, combined with X j s −X k s ≥ 0 and V n ≥ 0, we get X j s+n+1 −X k s+n+1 ≥ 0, which proves the claim. By induction on n we get
Notice that {W n } satisfies the conditions of lemma 3.1 with R n = r s+n−1 , G n = F s+n , hence
where λ depends only on the µ r 's. Combining this with eq. (16) we get
Lemma 3.3 (Repetition of lemma 2.8). Under assumption 2.2, for any M ∈ R, n 0 ∈ N, any strict ranking r ∈ R, and any F ⊂ F n0 with P(F ) > 0, there exists some n 1 > n 0 , such that
Proof. Let ǫ be such that P For any i ∈ {1, . . . , N }, any n and any F ⊂ F n with P r(F ) > 0, we have
where the second line follows from the fact that (X n+1 − X n ) ⊥ ⊥ rn F n . It then easily follows that for any M ′ ∈ R, any i, any n and any F ⊂ F n with P(F ) > 0, there exists some K ∈ N such that
and more generally that for any M ′ ∈ R, any n and any F ⊂ F n , there exists some K ∈ N such that
If we let
where ⌈·⌉ denotes the ceiling function, then we have that X ri n0 + M ′ − X ri+1 n0 > M for i = 1, . . . , N − 1, so that eq. (21) implies that for any F ∈ F n0 there is some K ∈ N such that
