Abstract DP-coloring is a generalization of list coloring introduced recently by Dvořák and Postle [4] . We prove that for every n-vertex graph G whose chromatic number χ(G) is "close" to n, the DP-chromatic number of G equals χ(G). "Close" here means χ(G) ≥ n − O( √ n), and we also show that this lower bound is best possible (up to the constant factor in front of √ n), in contrast to the case of list coloring.
Introduction
We use standard notation. In particular, N denotes the set of all nonnegative integers. For a set S, Pow(S) denotes the power set of S, i.e., the set of all subsets of S. All graphs considered here are finite, undirected, and simple. For a graph G, V (G) and E(G) denote the vertex and the edge sets of G, respectively. For a set U ⊆ V (G), G[U] is the subgraph of G induced by U. Let G − U := G[V (G) \ U], and for u ∈ V (G), let G − u := G − {u}. For U 1 , U 2 ⊆ V (G), let E G (U 1 , U 2 ) ⊆ E(G) denote the set of all edges in G with one endpoint in U 1 and the other one in U 2 . For u ∈ V (G), N G (u) ⊂ V (G) denotes the set of all neighbors of u, and deg G (u) := |N G (u)| is the degree of u in G. We use δ(G) to denote the minimum degree of G, i.e., δ(G) := min u∈V (G) deg G (u). For U ⊆ V (G), let N G (U) := u∈U N G (u). To simplify notation, we write N G (u 1 , . . . , u k ) instead of N G ({u 1 , . . . , u k }). A set I ⊆ V (G) is independent if I ∩ N G (I) = ∅, i.e., if uv ∈ E(G) for all u, v ∈ I. We denote the family of all independent sets in a graph G by I(G). The complete k-vertex graph is denoted by K k .
u ∈ V (G), the set L(u) is called the list of u, and its elements are the colors available for u.
It is well-known (see, e.g., [6, 11] ) that the list chromatic number of a graph can significantly exceed its ordinary chromatic number. Moreover, there exist 2-colorable graphs with arbitrarily large list chromatic numbers. On the other hand, Noel, Reed, and Wu [7] established the following result, which was conjectured by Ohba [8, Conjecture 1.3] :
The following construction was first studied by Ohba [8] and Enomoto, Ohba, Ota, and Sakamoto [5] . For a graph G and s ∈ N, let J(G, s) denote the join of G and a copy of K s , i.e., the graph obtained from G by adding s new vertices that are adjacent to every vertex in V (G) and to each other. It is clear from the definition that for all G and s, χ(J(G, s)) = χ(G) + s. Moreover, we have χ ℓ (J(G, s)) ≤ χ ℓ (G) + s; however, this inequality can be strict. Indeed, Theorem 1.1 implies that for every graph G and every
even if χ ℓ (G) is much larger than χ(G). In view of this observation, it is interesting to consider the following parameter:
i.e., the smallest s ∈ N such that the list and the ordinary chromatic numbers of J(G, s) coincide. The parameter Z ℓ (G) was explicitly defined by Enomoto, Ohba, Ota, and Sakamoto in [5, page 65] (they denoted it ψ(G)). Recently, Kim, Park, and Zhu (personal communication, 2016) obtained new lower bounds on Z ℓ (K 2,n ), Z ℓ (K n,n ), and Z ℓ (K n,n,n ). One can also consider, for n ∈ N,
The parameter Z ℓ (n) is closely related to the Noel-Reed-Wu Theorem, since, by definition, there exists a graph G on n + Z ℓ (n) − 1 vertices whose ordinary chromatic number is at least Z ℓ (n) and whose list and ordinary chromatic numbers are distinct. The finiteness of Z ℓ (n) for all n ∈ N was first established by Ohba [8, Theorem 1.3] . Theorem 1.1 yields an upper bound Z ℓ (n) ≤ n − 5 for all n ≥ 5; on the other hand, a result of Enomoto, Ohba, Ota, and Sakamoto [5,
DP-colorings and the results of this paper
The goal of this note is to study analogs of Z ℓ (G) and Z ℓ (n) for the generalization of list coloring that was recently introduced by Dvořák and Postle [4] , which we call DP-coloring. Dvořák and Postle invented DP-coloring to attack an open problem on list coloring of planar graphs with no cycles of certain lengths.
, where H is a graph and
is a function, with the following properties:
) is a matching (not necessarily perfect and possibly empty).
is a cover of G, and G ′ is a subgraph of G. In such situations, we will allow a slight abuse of terminology and speak of (L,
To show that DP-colorings indeed generalize list colorings, consider a graph G and a list assignment L for G. Define a graph H as follows: Let V (H) := {(u, c) : u ∈ V (G) and c ∈ L(u)} and let H) is a cover of G, and there is a one-toone correspondence between L-colorings and (L,
we can define an L-coloring f I of G by the property (u, f I (u)) ∈ I for all u ∈ V (G). Thus, list colorings form a subclass of DP-colorings. In particular, χ DP (G) ≥ χ ℓ (G) for each graph G.
Some upper bounds on list-chromatic numbers hold for DP-chromatic numbers as well. For example, χ DP (G) ≤ d + 1 for any d-degenerate graph G. Dvořák and Postle [4] pointed out that Thomassen's bounds [9, 10] on the list chromatic numbers of planar graphs hold also for their DP-chromatic numbers; in particular, χ DP (G) ≤ 5 for every planar graph G. On the other hand, there are also some striking differences between DP-and list coloring. For instance, even cycles are 2-list-colorable, while their DP-chromatic number is 3; in particular, the orientation theorems of Alon-Tarsi [2] and the Bondy-Boppana-Siegel Lemma (see [2] ) do not extend to DP-coloring (see [3] for further examples of differences between list and DP-coloring).
By analogy with (1.1) and (1.2), we consider the parameters
and Z DP (n) := max{Z DP (G) : |V (G)| = n}.
Our main result asserts that for all graphs G, Z DP (G) is finite:
Theorem 1.5. Let G be a graph with n vertices, m edges, and chromatic number k. Then
Note that the upper bound on Z DP (n) given by Corollary 1.6 is quadratic in n, in contrast to the linear upper bound on Z ℓ (n) implied by Theorem 1.1. Our second result shows that the order of magnitude of Z DP (n) is indeed quadratic:
Corollary 1.6 and Theorem 1.7 also yield the following analog of Theorem 1.1 for DP-coloring: Corollary 1.8. For n ∈ N, let r(n) denote the minimum r ∈ N such that for every n-vertex graph G with χ(G) ≥ r, we have χ DP (G) = χ(G). Then
We prove Theorem 1.5 in Section 2 and Theorem 1.7 in Section 3. The derivation of Corollary 1.8 from Corollary 1.6 and Theorem 1.7 is straightforward; for completeness, we include it at the end of Section 3.
Proof of Theorem 1.5
For a graph G and a finite set A disjoint from V (G), let J(G, A) denote the graph with vertex set V (G) ∪ A obtained from G be adding all edges with at least one endpoint in A (i.e., J(G, A) is a concrete representative of the isomorphism type of J(G, |A|)).
First we prove the following more technical version of Theorem 1.5:
Theorem 2.1. Let G be a k-colorable graph. Let A be a finite set disjoint from V (G) and let (L, H) be a cover of J(G, A) such that for all a ∈ A, |L(a)| ≥ |A| + k. Suppose that
Assume, towards a contradiction, that a tuple (k, G, A, L, H) forms a counterexample which minimizes k, then |V (G)|, and then |A|. For brevity, we will use the following shortcuts: For every v ∈ V (G), the graph J(G − v, A) is (L, H) -colorable.
Proof. Consider any v 0 ∈ V (G) and let
By the minimality of |V (G)|, the conclusion of Theorem 2.1 holds
Proof. Suppose that for some v 0 ∈ V (G),
Proof. Suppose that for some a 0 ∈ A, x 0 ∈ L(a 0 ), and
By the minimality of |A|, the conclusion of Theorem 2.1 holds
Proof. Let v ∈ V (G) and consider any a ∈ A. Since, by Claim 2.
Using Corollary 2.1.2, we obtain
Claim 2.1.5. H does not contain a walk of the form x 0 − y 0 − x 1 − y 1 − x 2 , where
• x 0 = x 1 = x 2 and y 0 = y 1 (but it is possible that x 0 = x 2 );
• the set {x 0 , x 1 , x 2 } is independent in H.
Proof. Suppose that such a walk exists and let a 0 , a 1 , a 2 ∈ A and v 0 ,
, and x 2 ∈ L(a 2 ). Let A ′ := A \ {a 0 , a 1 , a 2 }, and for every
. This is a contradiction. ⊣ Due to Corollary 2.1.4, we can choose a pair of disjoint independent sets U 0 ,
Choose arbitrary elements a 1 ∈ A and x 1 ∈ L(a 1 ). By Claim 2.1.3, for each u ∈ U 0 ∪ U 1 , there is a unique element y(u) ∈ L(u) adjacent to x 1 in H (the uniqueness of y(u) follows from the definition of a cover). Let I 0 := {y(u) : u ∈ U 0 } and I 1 := {y(u) : u ∈ U 1 }.
Since U 0 and U 1 are independent sets in G, I 0 and I 1 are independent sets in H. Since x 0 ∈ N H (I 0 ), we can also choose y 0 ∈ I 0 so that x 0 y 0 ∈ E(H).
