Abstract. The task of determining the approximate greatest common divisor (GCD) of more than two univariate polynomials with inexact coefficients can be formulated as computing for a given Bezout matrix a new Bezout matrix of lower rank whose entries are near the corresponding entries of that input matrix. We present an algorithm based on a version of structured nonlinear total least squares (SNTLS) method for computing approximate GCD and demonstrate the practical performance of our algorithm on a diverse set of univariate polynomials.
Introduction
The computation of approximate GCDs of univariate polynomials has been extensively studied in [21, 35, 29, 7, 11, 24, 18, 13, 4, 33, 40, 30, 34, 39, 8, 37, 38, 9, 10] . It can be formulated as an optimization problem: is minimized. In [21, 22, 23] , the authors transformed the above problem into computing for a generalized Sylvester matrix the nearest singular matrix with the generalized Sylvester structure. They presented iterative algorithms based on structured total least norm algorithms in [32, 31, 25, 26] to solve the optimization problem. It is well known that Bezout matrix can also be used to compute GCDs, see recent paper [10] and references there. Compared with the generalized Sylvester matrix, Bezout matrix has smaller size. However, entries of the Bezout matrix are bilinear in coefficients of the polynomials. Hence, we propose to apply the structured nonlinear total least squares (SNTLS) algorithm [19, 26] to compute the nearest singular matrix with Bezout structure. We show how to solve PROBLEM 1.1, at least for a local minimum, by applying SNTLS with L 2 norm to a submatrix of the Bezout matrix.
We organize the paper as follows. In Section 2, we introduce some notations and discuss the equivalence between the GCD problem and the low rank approximation of a matrix with Bezout structure. In Section 3, we consider solving an overdetermined system with Bezout structure based on SNTLS. In Section 4, we describe our algorithm for two examples and compare our results with previous work in [21, 22, 23] . We conclude in Section 5 with remarks on the complexity and the rate of convergence of our algorithm.
preliminaries
The GCD problems are closely related with structured matrices, such as Sylvester matrix, Bezout matrix, Hankel matrix and so forth. In the following subsections we introduce the structured matrices.
Bezout Matrix
Suppose we are given two univariate polynomials
The Bezout matrixB( [3, 17] . It satisfies that
Notice that the Bezout matrix B(f 1 , f 2 ) defined in Maple is as follows:
where J is an anti-diagonal matrix with 1 as its nonzero entries. The Bezout matrix can be generalized for nonzero univariate polynomials
. . .
Suppose l = 2 and m = n = 4, the Sylvester matrix S(f 1 , f 2 ) and Bezout matrix B(f 1 , f 2 ) defined in Maple are:
The size of the Sylvester matrix is larger, while the entries of the Bezout matrix are bilinear in coefficients of f 1 and f 2 . When the degrees of the polynomials are high, the advantage of the Bezout matrix is obvious.
Hankel matrix
:
Given two univariate polynomials
is defined as the Hankel matrix of f 1 and f 2 . Given the coefficients of f 1 and f 2 , the entries of the Hankel matrix H(f 1 , f 2 ) can be computed [6] .
Proposition 2.1 [15, 14, 6] Given two univariate polynomials
Then we have: 
Remark 2.4 Notice that the Propositions 2.1,2.2 are also correct for
Hence B(
, then we have:
where
and
Proof: The proof is derived from Proposition 2.1.
Lemma 2.6 [12]
Let H ∞ be an infinity Hankel matrix of rank r,then we have:
Lemma 2.7 [12] Let H ∞ (f 1 , f 2 ) be an infinity Hankel matrix which is formed from two polynomials f 1 , f 2 with degrees m, n (m ≥ n) respectively, then
Main Theorems
The following three theorems summarize the relationship between the greatest common divisor (GCD) of f 1 , . . . , f l and the Bezout matrix B(f 1 , . . . , f l ) . (d 1 , . . . , d l ) , then we have dim (KerB(f 1 , . . . , f l ) ) being equal to the degree of the GCD of f 1 , . . . , f l .
Proof: A detailed proof is given in [9] . 
Theorem 2.10 Given univariate polynomials
See [1, 2, 3, 15, 6, 27, 5, 16, 9, 10] for detailed proofs.
SNTLS for Overdetermined System with Bezout Structure
The Bezout matrix B(f 1 , . . . , f l ) can be parameterized by a vector ζ which contains the coefficients of f 1 , . . . , f l . By applying Theorem 2.8, we can transfer the PROBLEM 1.1 into solving the following minimization problem:
columns of the Bezout matrix B(ζ) and let
. According to Theorem 2.9, the minimization problem (15) can be transferred into the following structured nonlinear total least squares problem: 
Similar to [21, 22, 23] , we choose that column as b(ζ) ∈ R d 1 (l−1)×1 for which the corresponding component in the first right singular vector of B k was maximum in absolute value. In the following, we illustrate how to find the minimum solution of (16) using the structured nonlinear total least squares (SNTLS) method. We can initialize x as the unstructured least squares solution A(s)x = b(s) for the input parameters s and ∆s = 0. However, as pointed by [25, Section 4.5.3] and [22, 23] , another way is to initialize ∆s and x such that they satisfy the nonlinear constrains approximately, A(s + ∆s)x ≈ b(s + ∆s). We compute ∆s as follows:
where v is the right singular vector corresponding to the smallest singular value of B k (s) and matrix Y is the Jacobian of B k (ζ)v with respect to ζ, we have
Suppose b(s) is the t-th column corresponding to the absolutely largest component in v;
We initialize the vector x by normalizing the vector v to make v[t] = −1, i.e.,
We have A(s + ∆s)x − b(s + ∆s) = O( ∆s 2 2 ). Since the initial values of ∆s and x only satisfy the first order of the nonlinear constrains, for the second initialization method to be successful, we usually require that the initial perturbation (17) ∆s 2 1. By introducing the Lagrangian multipliers, and neglecting the second-order terms in ∆s, the constrained minimization problem can be transformed into an unconstrained optimization problem [26, 19] ,
where X(ζ, x) is the Jacobian of r(ζ, x) = A(ζ)x − b with respect to ζ:
where a j (ζ) represents the j-th column of A(ζ). Applying the Newton method on the Lagrangian L yields: The backward error
The backward error computed by the STLS algorithm in [22] 
Case 1 If we initialize ∆s = 0 and x being the unstructured least squares solution of A(s)x = b(s). After 10 iterations, we obtain the deformed polynomials
which have a common divisor x + 0.50690, and the backward error is
As discussed in [22] , this is only one of the local minimum.
Case 2 We initialize ∆s by formula (17) 
It is the non-monic global minimum similar to the one derived in [22] .
In Table 1 , we show the performance of our algorithm for computing approximate GCD of univariate polynomials on Pentium 4 at 2.0 Ghz for Digits = 14 in Maple 10 under
it. computed by algorithm in [23] ; whereas error (SNTLS) is the minimal perturbation computed by our algorithm; the last two columns denote the time in seconds costed by two algorithms respectively.
Concluding Remarks
In this paper we present a new way based on SNTLS to compute the approximate GCD of several univariate polynomials. The overall computational complexity of the algorithm depends on the number of iterations needed for the first order update. If the starting values are good, then the iteration will converge quickly. This can be seen from the above table.
Since the matrices involved in the minimization problems are all structured matrix, they have low displacement rank [20] . It would be possible to apply the fast algorithm to solve these minimization problems as in [28] . This would reduce the complexity of our algorithm to be only quadratic with respect to the degrees of the given polynomials.
Our methods can be generalized to several polynomials with arbitrary linear or nonlinear equational constraints imposed on the coefficients of the input and perturbed polynomials. However, at present, our algorithm can't deal with the polynomials with complex coefficients or the global minimal perturbations being complex. Notice that our algorithm also can not
