Contact numbers are natural extensions of kissing numbers. In this paper we give estimates for the number of contacts in a totally separable packing of n unit balls in Euclidean d-space for all n > 1 and d > 1.
Introduction
Let E d denote d-dimensional Euclidean space. Then the contact graph of an arbitrary finite packing of unit balls (i.e., of an arbitrary finite family of closed balls having unit radii and pairwise disjoint interiors) in E d is the (simple) graph whose vertices correspond to the packing elements and whose two vertices are connected by an edge if and only if the corresponding two packing elements touch each other. The number of edges of a contact graph is called the contact number of the given unit ball packing. One of the most basic questions on contact graphs is to find the maximum number of edges that a contact graph of a packing of n unit balls can have in E d . Harborth [15] proved the following optimal result in E 2 : the maximum contact number of a packing of n unit disks in E 2 is 3n − √ 12n − 3 , where · denotes the lower integer part of the given real. In dimensions three and higher the following upper bounds are known for the maximum contact numbers. It was proved in [9] that the contact number of an arbitrary packing of n unit balls in E 3 is always less than 6n − 0.926n 2 3 . On the other hand, it is proved in [6] that for d ≥ 4 the contact number of an arbitrary packing of n unit balls in E d is less than
d , where τ d stands for the kissing number of a unit ball in E d (meaning the maximum number of non-overlapping unit balls of E d that can touch a given unit ball in E d ) and δ d denotes the largest possible density for (infinite) packings of unit balls in E d . For further results on contact numbers, including some optimal configurations of packings of small number of unit balls in E 3 , we refer the interested reader to [2] and [17] . (See also the relevant section in [8] .) On the other hand, [16] offers a focused survey on recognition-complexity results of ball contact graphs. For an overview on sphere packings we refer the interested reader to the recent books [8] and [13] .
In this paper we investigate the contact numbers of finite unit ball packings that are totally separable. The notion of total separability was introduced in [11] as follows: a packing of unit balls in E d is called totally separable if any two unit balls can be separated by a hyperplane of E d such that it is disjoint from the interior of each unit ball in the packing. Finding the densest totally separable unit ball packings is a difficult problem, which is solved only in dimensions two ( [11] , [5] ) and three ( [18] ). As a close combinatorial relative we want to investigate the maximum contact number c(n, d) of totally separable packings of n > 1 unit balls in E d , d ≥ 2. Before we state our results we make the following observation. Let B d be a unit ball in an arbitrary totally separable packing of unit balls in E d and assume that B d is touched by m unit balls of the given packing say, at the points t 1 , . . . , t m ∈ S d−1 , where the boundary of B d is identified with the (d − 1)-dimensional spherical space S d−1 . The total separability of the given packing implies in a straightforward way that the spherical distance between any two points of {t 1 , . . . , t m } is at least π 2 . Now, recall that according to [10] (see also [19] and [22] ) the maximum cardinality of a point set in S d−1 having pairwise spherical distances at least π 2 , is 2d and that maximum is attained only for the vertices of a regular d-dimensional crosspolytope inscribed in B d . Thus, m ≤ 2d and therefore c(n, d) ≤ dn. In the following we state isoperimetric-type improvements on this upper bound.
A straightforward modification of the method of Harborth [15] implies that
for all n > 1. For the convenience of the reader a proof of (1) is presented in the Appendix of this paper. Now, let us imagine that we generate totally separable packings of unit diameter balls in E d such that every center of the balls chosen, is a lattice point of the integer lattice
) denote the largest possible contact number of all totally separable packings of n unit diameter balls obtained in this way. It has been known for a long time ( [14] ) that c Z (n, 2) = 2n − 2 √ n , which together with (1) implies that c Z (n, 2) = c(n, 2) for all n > 1. While we do not know any explicit formula for c Z (n, 3) in terms of n, we do have the following simple asymptotic formula for c Z (n, 3) as n → +∞, which follows in a rather straightforward way from the structural-type theorem of [1] characterizing a particular extremal configuration of c Z (n, 3) for any given n > 1: c Z (n, 3) = 3n − 3n The above discussion leads to the natural and rather basic question on upper bounding c Z (n, d) (resp., c(n, d)) in the form of dn − Cn
d , where C > 0 is a proper constant depending on d.
We note that the upper bound of Theorem 1 is sharp for d = 2 and all n > 1 and for d ≥ 3 and all n = k d with k > 1. On the other hand, it is not a sharp estimate for example, for d = 3 and n = 5.
Although the method of the proof of Theorem 2 can be extended to include the case d = 3 the following statement is a stronger result.
Theorem 3. c(n, 3) < 3n − 1.346n 2 3 for all n > 1.
In the rest of the paper we prove the theorems stated.
Proof of Theorem 1
A union of finitely many axes parallel d-dimensional orthogonal boxes having pairwise disjoint interiors in E d is called a box-polytope. One may call the following statement the isoperimetric inequality for box-polytopes, which together with its proof presented below is an analogue of the isoperimetric inequality for convex bodies derived from the Brunn-Minkowski inequality. (For more details on the latter see for example, [3] .) Lemma 1. Among box-polytopes of given volume the cubes have the least surface volume.
Proof. Without loss of generality we may assume that the volume vol d (A) of the given box-polytope A in
. On the other hand, if svol d−1 (A) denotes the surface volume of the box-polytope A, then via the Minkowski definiton of surface volume one obtains that
where "+" in the numerator stands for the Minkowski addition of the given sets. Using the Brunn-Minkowski inequality ([3]) we get that
and
, finishing the proof of Lemma 1.
of P is at least as large as the isoperimetric quotient of a cube, i.e.,
. . , c n + B d } denote the totally separable packing of n unit diameter balls with centers
(P might not be uniquely determined up to congruence in which case P stands for any of those extremal packings.) Let
, finishing the proof of Theorem 1.
3 Proof of Theorem 2
be the closed unit ball centered at the origin o in E d , where · refers to the standard Euclidean norm of E d . Let R ≥ 1. We say that the packing
of (finitely or infinitely many) non-overlapping translates of B d with centers
where Q λ denotes the d-dimensional cube of edge length 2λ centered at o in E d having edges parallel to the coordinate axes of E d . The following statement is the core part of our proof of Theorem 2 and it is an analogue of the Lemma in [6] (see also Theorem 3.1 in [4] ).
Proof. Assume that the claim is not true. Then there is an > 0 such that
Let C n = {c i | i = 1, . . . , n} and let Λ be a packing lattice of
Moreover, let P m (B d
As lim λ→∞ 
where card(·) refers to the cardinality of the given set. Now, for each x ∈ P we define an R-separable packing of n(x) translates of B d in E d with centers at the points of
where int(·) refers to the interior of the given set in E d . Clearly, (3) implies that C n(x) + B d ⊂ Q ξ+µ . Now, in order to evaluate x∈P n(x)dx, we introduce the function χ y for each y ∈ C m(ξ) defined as follows:
and χ y (x) = 0 for any other x ∈ P. Then it is easy to see that
Hence, there is a point p ∈ P with
and so
Now, (2) implies in a straightforward way that
Thus, (4), (5), and (6) yield that
As C n(p) + B d ⊂ Q ξ+µ this contradicts the definition of δ sep (R, d), finishing the proof of Theorem 4.
. . , c n + B d } be a totally separable packing of n translates of B d with centers at the points of C n = {c 1 , c 2 , . . . , c n } in E d . Recall that any member of P is tangent to at most 2d members of P and if c i + B d is tangent to 2d members, then the tangent points are the vertices of a regular cross-polytope inscribed in c i + B d and therefore
Thus, if m denotes the number of members of P that are tangent to 2d members in P, then the (
Finally, the isoperimetric inequality ( [21] ) applied to
where Iq(·) stands for the isoperimetric quotient of the given set. As d ≥ 4, P is a
2 -separable packing (in fact, it is an R-separable packing for all R ≥ 1) and therefore (7), (8), and Theorem 4 imply in a straightforward way that
Thus, the number of contacts in P is at most
, finishing the proof of Theorem 2.
Proof of Theorem 3
The following proof is an analogue of the proof of Theorem 1.1 in [7] and as such it is based on the proper modifications of the main (resp., technical) lemmas of [7] . Overall the method discussed below turns out to be more efficient for totally separable unit ball packings than for unit ball packings in general. The more exact details are as follows. Let B 3 denote the (closed) unit ball centered at the origin o of E 3 and let P := {c 1 +B 3 , c 2 +B 3 , . . . , c n + B 3 } denote the totally separable packing of n unit balls with centers c 1 , c 2 , . . . , c n in E 3 , which has the largest number namely, c(n, 3) of touching pairs among all totally separable packings of n unit balls in E 3 . (P might not be uniquely determined up to congruence in which case P stands for any of those extremal packings.)
where vol 3 (·) refers to the 3-dimensional volume of the corresponding set.
Proof. First, partition
into truncated Voronoi cells as follows. Let P i denote the Voronoi cell of the packing P assigned to c i + B 3 , 1 ≤ i ≤ n, that is, let P i stand for the set of points of E 3 that are not farther away from c i than from any other c j with j = i, 1 ≤ j ≤ n. Then, recall the well-known fact (see for example, [12] ) that the Voronoi cells P i , 1 ≤ i ≤ n just introduced form a tiling of E 3 . Based on this it is easy to see that the truncated Voronoi cells 4 . An easy argument implies that in order to prove the latter claim it is sufficient to check it for triangles abc with the property that the two inner tangent lines of the unit disks a + B 2 and b + B 2 are tangent to the unit disk c + B 2 as well. Furthermore, one can assume that
, then an elementary computation yields that the circumradius of the triangle abc is equal to f (x) =
Finally, f (x) =
implies in a straightforward way that f (
4 is a global minimum of f (x) over 1 < x ≤ √ 2. This finishes the proof of Sublemma 1.
Remark 2. As one can see from the above proof, the lower bound of Sublemma 1 is a sharp one and it should be compared to the lower bound see for example the discussion on page 29 in [8] .) Sublemma 2. The distance between an arbitrary vertex of the Voronoi cell P i and the center c i is always at least √ 2 = 1.414 . . . for any 1 ≤ i ≤ n.
Remark 3. As one can see from the above proof, the lower bound of Sublemma 2 is a sharp one and it should be compared to the lower bound 
vol 3 (U) < 0.6401.
3 ), therefore Sublemma 3 completes the proof of Lemma 2.
The well-known isoperimetric inequality ( [21] ) applied to
Lemma 3.
where svol 2 (·) refers to the 2-dimensional surface volume of the corresponding set.
Thus, Lemma 2 and Lemma 3 generate the following inequality.
Now, assume that c i + B 3 ∈ P is tangent to c j + B 3 ∈ P for all j ∈ T i , where T i ⊂ {1, 2, . . . , n} stands for the family of indices 1 ≤ j ≤ n for which dist(c i , c j ) = 2. Then letŜ i := bd(c i + √ 3B) and letĉ ij be the intersection of the line segment c i c j withŜ i for all j ∈ T i . Moreover, let CŜ 
where u ij := Next, let f i denote the number of internal faces of G n having i sides. As P n is totally separable therefore i ≥ 4. Now, Euler's formula implies that n − c(n) + f 4 + f 5 + . . . = 1
If we add up the number of sides of the internal faces of G n , then every edge of P is counted once and all the other edges twice. Thus, 4(f 4 + f 5 + . . . ) ≤ 4f 4 + 5f 5 + . . . = b + 2(c(n) − b).
Clearly, (13) and (14) imply that 4(1 − n + c(n)) ≤ b + 2(c(n) − b) and so, 2c(n) − 3n + 4 ≤ n − b
Now, let us delete from G n the vertices of P together with the edges incident to them. By the definition of c(n − b), one obtains c(n) − b − (b 3 + 2b 4 ) ≤ c(n − b).
Next, (12) and (16) imply c(n) ≤ c(n − b) + 2b − 4.
As by induction c(n − b) ≤ 2(n − b) − 2 √ n − b, therefore (17) yields
Finally, (15) and (18) imply c(n) ≤ (2n − 4) − 2 2c(n) − 3n + 4, from which it follows easily that 0 ≤ c(n) 2 − 4nc(n) + (4n 2 − 4n).
Notice that the roots of the quadratic equation 0 = x 2 − 4nx + (4n 2 − 4n) are 2n ± 2 √ n. As c(n) < 2n, therefore (19) implies in a straightforward way that c(n) ≤ 2n − 2 √ n, finishing the proof of (1).
