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Introduction
Intuitively, a graph H is a minor of a graph G if H can be obtained from a subgraph of G by contraction. (Graphs in this paper may be infinite, and may have loops or multiple edges.) More precisely, let us say that H is isomorphic to a minor of G (or G has an H-minor, for brevity) if for each vertex v E V(H) there is a non-null connected subgraph a-(v) of G, and for each edge e E E(H) there is an edge a-( e) of G, such that:
(i) for distinct v 1 , v 2 E V(H), a-(vJ) and a-(v 2 ) are disjoint,
(ii) for distinct e., e 2 
E E(H), a-(e 1 ) * a-(e 2 ), (iii) for v E V(H) and e E E(H), a-( e) <t E(a-(v)), (iv) if e E E(H) has distinct ends v 1 , v 2 E V(H) then a-(v 1 ), a-(v 2 ) both contain ends of ll'(e), while if e E E(H) is a loop with end v then ll'(v) contains both ends of ll'(e).
(In particular, the subgraphs ll'( v) may be infinite, and so the intuitive definition 'obtainable from a subgraph by contracting edges' must be handled with caution.) The first two authors proved, in a long series of papers culminating in [12, 13] , the following conjecture of Wagner. 
For any infinite sequence
G
, is isomorphic to a minor of Gr
The third author disproved the extension of 1.1 to infinite graphs [19] , in the following.
1.2.
There is an infinite sequence G 1 , G 2 , . . . of graphs such that for all j > i:;, 1,
G, is not isomorphic to a minor of Gi.
However, the graphs in this counterexample are uncountable; and it remains open to decide the following.
Problem. Is there an infinite sequence G 1 , Gz, ... of countable graphs such that for all j > i :;, 1, G, is not isomorphic to a minor of Gi?
The results we wish to survey here were motivated by an attempt to answer 1.3 negatively. Although the attempt was unsuccessful, we have discovered a great number of new decomposition theorems for infinite graphs of independent interest.
The method of proof of 1.1 was the following: Suppose that G 1 , G 2 , .
• • is as in 1.1. We may assume that none of G 2 , G 3 , .
• • has a G 1 -minor, and so there is a finite complete graph H say such that G 2 , G 3 , . • • all have no H-minor. But there is a theorem that for any finite complete graph H, all finite graphs with no H-minor have a restricted structure (they are tree-structures of pieces which more or less have bounded genus). It suffices then to show that if G 2 , G 3 , . . . is an infinite sequence of finite graphs each with this restricted structure, then there exist j > i:;, 2 such that G, is isomorphic to a minor of Gi, and this can be done.
Thus, the heart of the proof is the theorem about the structure of graphs with no H-minor. The analogous approach to 1.3 would require a theorem about the structure of graphs with no K><o-minor; and we have indeed been able to obtain such a theorem, and a generalization to complete graph minors of all other cardinalities.
For K a regular uncountable cardinal, a theorem of J ung [ 5] says that G has a K,-minor if and only if G topologically contains K, (defined later). ForK singular or K = ~0 this is not true, but in all cases there is a similar structure theorem for graphs not topologically containing K,. We also study the structure of graphs not containing the tree T. of valency K (either as a minor or topologically). These problems are closely related to a cops-and-robber game played on a graph, where <K cops try to corner a robber. It turns out, for K uncountable, that the robber can survive if and only if the graph has a T.-minor; and there is a particularly simple kind of survival strategy if and only if there is a K.-minor.
The paper is organized as follows: In Section 2 we introduce the game and certain survival strategies (called 'escapes' and 'havens'), and describe their connection with minors of the graph. In Section 3 we observe that the non-existence of escapes is equivalent with the graph having a certain kind of decomposition. Sections 4-6 describe different kinds of decompositions, appropriate to different excluded objects. In Section 7 we discuss the structure corresponding to excluding K"" -minors, which slipped through the net of the previous chapters. Then in Section 8, all the results are summarized.
Cops and a robber
Here is a game, played on a graph G. There are two players, one controlling the cops and the other the robber. There is a fixed cardinal K (finite or infinite) and at any time the cardinality of the set of cops in play is constrained to be less than K. The object of the cop player is to corner the robber, and the robber attempts to survive uncaptured. The robber occupies a vertex of the graph, and may at any time run at great speed along a finite path of the graph to another vertex. He is not permitted to run through a cop, however. Each cop is placed on a vertex of the graph or is temporarily removed from the graph. In the cop player's turn, he may either remove cops from the graph, or place new cops on arbitrary vertices of the graph, subject only to the constraint that fewer than K cops may be in place in the graph at any time. The robber makes his response after the cop player has declared where he intends to place his new cops if any and before the new cops are actually in position. This is a full knowledge game, and in particular the cops know where the robber is; the problem is to capture him by landing a cop on the same vertex. (There is another version of the game on finite graphs, investigated by La Paugh [8) and Kirousis and Papadimitriou [6) , where the robber is invisible, but that is different, and will not concern us. Our game can also be played transfinitely, where 'limit moves' are permitted, but we shall not consider this. For us, each turn is the tth turn for some integer t.)
For instance, if the graph G is a finite tree, then the cop player can win with only two cops at his disposal. He places cop 1 on some vertex v h and examines which component C of G \ v 1 contains the robber. He chooses a vertex v 2 of C adjacent to v 1 and places cop 2 there, and removes cop 1. By repeating this process the robber is eventually trapped in a leaf of the tree and captured. In general, if the cop player wins using <K cops, we say that '<K cops can search the graph'. Thus, <3 cops can search any finite tree.
On the other hand, if G is an infinite graph, containing a ray R (a ray is a 1-way infinite path) then <~0 cops cannot search the graph. For the robber can survive by remaining in the infinite part of R, further along R than any of the finitely many vertices occupied by cops. (When new cops land, he just runs further along R.)
We remark that when K is infinite, there is no point in the cop player ever removing from a graph any cop which has already been positioned; for it costs nothing to create a new cop instead. In the finite case, however, it is evidently important to reuse the same cops.
Let G be a graph and X>;; V(G). We call the vertex set of a component of G \X an X -flap. Let us state the game more formally. A position is a pair (X, F) where X c V(G) with lXI < K, and F is an X-flap. We set 
< K cops can search G if and only if there is no escape of order K.
Proof. If <K cops cannot search G, then for each X E [V(G)j<K, let {3(X) be the set of all vertices v E V(G)-X such that the robber can guarantee to survive if the game begins at position (X, F), where F is the X-flap containing v. Then {3 is an escape of order K. Conversely, if there is an escape {3 of order K, the robber can survive by always choosing F, s {3(X,), and so <K cops cannot search G. D
For G, K finite these three concepts are closely related, as we see from the following rather difficult theorem of [18 The equivalence of (ii) and (iii) also holds if G, K are infinite; indeed, if K;;. ~0 then it is easy to prove that every haven of order K is convex. However, the equivalence of (i) and (ii) fails for K;;. ~1> as we shall see. For any cardinal K;;. 2, let TK be the tree in which every vertex has valency K. The connection between the game and the minors of interest to us is given by the following (from which in particular we see that TK has an escape of order K but no haven of order K, when Proof. The 'only if parts are difficult, and we omit them, but the 'if' parts are easy. Suppose that G has a TK-minor. For each X E [V(G)j<\ let {3(X) be the union of all X -flaps F such that the restriction of G to F has a TK-minor; then {3 is an escape of order K. If G has a KK-minor, let a be as in the definition of 'minor'.
(This exists, because X is too small to intersect every V (a( v)), and is unique, because any two distinct V(a(v))'s are joined by an edge of G.) Then {3 is a haven of order K. D The significance of this result is that in practice it is often easier to construct a haven or an escape than to construct the desired minor directly; and conversely by exhibiting a search strategy for the cops we can sometimes prove that no TK-minor exists.
What about escapes and havens of order ~0? That is answered by the following.
2.4 [17] . For a graph G, the following are equivalent: (i) G has an escape of order ~0 , (ii) G has a haven of order ~0 , (iii) G has a ray.
Proof. Let R be a ray of G and for each finite X c V (G) define {3(X) to be the unique F with X -flap F n V(R) infinite; then {3 is a haven of order ~0 . Thus (iii)=? (ii) =? (i). To see (i) =?(iii), here is a strategy for the cops: place a new cop on every vertex just visited by the robber (including those on the paths he runs along). This forces the robber either to trace out a ray, or to be captured, and so (i) =?(iii). D
In fact, a stronger version of the equivalence of (ii) and (iii) above holds. Let us say two rays R 1 , R 2 in G are parallel if for every finite X c V(G), the unique X-fiap F with F n V(R 1 ) infinite has F n V (R 2 ) infinite. This is an equivalence relation on the rays of G, and its equivalence classes are called the ends of G (see [4] ). We see that, if we construct a haven as in the proof of 2.4 starting from a ray R, then two rays yield the same haven if and only if they belong to the same end. Moreover, since every haven of order ~0 arises from a ray, we have in this sense the following.
2.5.
There is a natural! -1 correspondence between the ends of G and the havens in G of order ~0 • Escapes and havens of finite order in finite graphs do not correspond so closely to minors, despite 2.2. The n x n grid is the graph with vertex set { (i, j): 1 ,;i,j,;n} where (i,j) and (i',j') are adjacent if li'-il + lj'-jl = 1. 2.6 follows from the theorems of [11, 16, 18 ].
2.6. Let G be a finite graph. For n ~ 1, if G has an n x n grid minor, then G has a haven of order n. Conversely, if G has a haven of order 2000"' then G has an n x n grid minor.
Thus, we have two differences between the finite and infinite case. First, 2.3 gives a more exact relationship between escapes, havens and minors than 2.6 does; but perhaps more surprisingly, in the finite case the minors corresponding to the existence of escapes and havens are neither trees nor complete graphs but grids.
Escapes and rayless tree-decompositions
A graph-theoretic tree-decomposition of a graph G is a pair (T, W), where Tis a tree and W = (W,: t E V(T)) is a family of subsets of V(G), such that: such that the decomposition has width <K if and only if K' < K, and so we shall not attempt to define the 'width' of a decomposition.) A rayless treedecomposition is a graph-theoretic tree-decomposition (T, W) such that T has no ray. There is the following nice connection between rayless tree-decompositions and escapes.
3.1 [17) . [18) for finite graphs G, and can be extended to infinite graphs G by a compactness argument, using the result of (8, 20) . ForK infinite, however, the 'only if' part is easy. For suppose that G has no escape of order K. Define fJ(X), for each X E (V(G)j<', to be the union of all X-flaps F such that the restriction of G to F has no rayless tree-decomposition of width <K. Since K is infinite it is easy to see that fJ satisfies the first escape axiom, and hence does not satisfy the second. Hence {3(0) = 0, and G has a rayless tree-decomposition of width <K, as required. 0 3.1 has several corollaries. From 3.1, 2.2, and 2.6, we deduce a sharpening of a result of [11).
[16).
For any integer n'"" 1, every finite graph with no n x n grid minor has a graph-theoretic tree-decomposition of width <2000"'. What about Tx,,-minors? Excluding them does not give us any kind of rayless tree-decomposition, but a more complicated structure, and we postpone it.
Dissections
A separation of G is a pair (A, B) 
The union over all e E E(T) of the sets { (A eo B,) , (Beo A,)} is certainly a set of mutually noncrossing separations, but it may not be a dissection because conditions (ii) and (iii) above may be violated. However, it is easy to show that any dissection of a finite graph G arises in this way from some graph-theoretic tree-decomposition of G, and we find that all the relevant results about tree-decompositions of finite graphs, like 3.1 and 3.2, can be reformulated in terms of dissections. Thus, dissections provide another way to generalize tree-decompositions of finite graphs to infinite graphs. If the dissection arises from a graph-theoretic tree-decomposition ( T, W) of a separation (A, B) islA n Bl.) 4.1 [14] . Let 
(ii) for each e E E(H), a-(e) is a finite path of G with E(a-(e)) *0 and with ends a-(v,), a-(v 2 ) where e has ends v 1 , v 2 in H, (iii) for distinct e 1 , e 2 E E(H), the paths a-(e 1 ) and a-(e 2 ) are disjoint except possibly for their ends, (iv
for each v E V(H) and e E E(H), a-(v) is not an internal vertex of a-( e).
A preliminary form of our result is the following. [14, 15] . Given that G does not topologically contain Kn can we prove the existence of a more concrete structure than just a dissection of width <K? An example of (7] shows that G need not have a graph-theoretic tree-decomposition of width <K, if K > X 0 . Nevertheless, we can improve 4.2 by the use of 'well-founded treedecompositions', which are midway in generality between graph-theoretic treedecompositions and dissections.
4.2
A well-founded tree is a non-null partially ordered set T = (V(T),,;;) such that: (i) for each s E V(T), the set {t E V(T): t,;; s} is well-ordered by ,;;, (ii) every non-empty X c: V(T) has an infimum, that is, an element z E V(T) such that for all t E V ( T), t ,;; z if and only if t ,;; x for all x E X.
It follows that there is a unique element s E V ( T) such that s ,;; t for all t E V(T), which we call the root. If t 1 , t 2 , t 3 E V(T), we say that t 2 is between t 1 and t 3 if t 0 ,;; t 2 , where t 0 is the infimum of { t 1 ,-t 3 }, and either t 2 "" t 1 or t 2 "" t 3 • A well-founded tree-decomposition of a graph G is a pair (T, W), where T = (V(T),,;;) is a well-founded tree and W = (W,: t E V(T)) is a family of subsets of V(G), such that: Diestel (2] has independently proved a structural characterization of the graphs not topologically containing K., in the case when K >Xu and is regular. His result uses a different generalization of finite tree-decompositions, but is similar to (and interderivable with) the equivalence of (i) and (iii) in 4. together with an extra condition that every chain has a supremum; for one can always add to T any suprema that are missing. However, doing so can increase the height of T, and on this definition graph-theoretic tree-decompositions would not be well-founded tree-decompositions unless they were rayless; so we prefer the version given.
Adhesion
So far, we have discussed excluding T,-minors, and excluding K, topologically, because these are the simpler theorems to state. Next, let us consider excluding K,-minors. For regular K > X 0 , this is equivalent to excluding K, topologically, for a theorem of Jung [5] states the following. There is a similar result for T, when K is regular and uncountable. However, for K singular or K = X 0 , these are false; indeed, in those cases there is a graph with a K,-minor in which all vertices have valency <K. In particular then, if K is singular or K =Xu, the structure of 4.2 (ii) or 4.3 (ii) is not sufficiently restrictive to exclude K,-minors, and we need to impose an additional condition on the dissection.
Let ~ be a dissection of a graph G. We say that ~ has adhesion <Kif for every orientation Even the 'easy' part of this, the 'if half, is not very easy, and so we omit the proof completely.
There is a version of 5.2 in terms of well-founded tree-decompositions, analogous to 4.3 but we omit details see [14] . Also, 5.2 requires that K > ~0 . We do have a structure theorem for excluding K,..-minors, but postpone it because it is quite different.
Linear decompositions
Our results so far were motivated by attempts to find infinite analogues of 3.2. However, 3.2 concerns excluding finite grids, and we really want to exclude TK or KK. Thus, one might think that the following result is more likely to have an interesting infinite analogue.
6.1 [1, 10] . But for larger cardinals, there is no similar result because TK has a linear decomposition of width <~1 (enumerate the rays from left to right). For larger regular cardinals, the appropriate excluded object is not a tree but a clique.
6.4 [15] . 
