[1] considered a bottleneck system with periodic inflow rate, and proved that a constant-rate input maximizes the time-averaged output rate among all periodic inflow rates which switch between two values. Here we generalize this result to an arbitrary periodic input, using a variational approach. *
Introduction
In their recent study Sadeghi et al. [1] considered a simple model for a system with bottleneck entrance, which, as they note, can approximate the behavior of traffic systems, queues for security checks, and biological machines. In this model occupancy is described by the variable x ∈ [0, 1], and inflow rate is a given non-negative function σ(t). Occupancy increases at a rate proportional to the inflow and the vacancy 1 − x, and output rate w = λx (λ > 0) is proportional to the occupancy, so that
x ′ (t) = σ(t)(1 − x(t)) − λx(t).
When the inflow rate σ is constant, the system converges to the steady state x = σ λ+σ , so that the output rate converges to w = λσ λ+σ . If the inflow rate σ(t) is a T -periodic function, x(t) converges to the unique T -periodic solution x p (t) of (1), so that the long-term time-averaged output rate is given by
The question of interest is to choose σ(t) to maximize this average output rate, for a given average input rateσ
In [1] this question is studied in the case in which σ(t) describes switching between two values σ 1 , σ 2 . It is proved that in this case constant-rate input σ 1 = σ 2 =σ provides the optimal average output rate for a given average input rate. In other words, switching can never outperform a constant input rate. This naturally raises the question as to whether the same result holds more generally, that is for an arbitrary periodic function σ(t). Here we prove that this is indeed the case.
withσ given by (3), and equality holds only when σ(t) =σ almost-everywhere.
The proof of this theorem, to be given below, involves the transformation of the variational problem of maximizing w(σ), using a change of variables, into the problem of minimizing a quadratic functional over an affine subspace of a function space. This quadratic functional is then shown to be positive definite, hence convex, so that its minimization is equivalent to finding a critical point of its restriction to the affine subspace. Such a critical point is found explicitly, by analyzing the the first-order condition, and shown to correspond to constant-rate input.
We note that in [1] the result on the optimality of no switching was used to derive a similar result for the bottleneck system cascaded with any positive linear system. In the same way, Theorem 1 implies that optimal gain of such cascaded systems with arbitary periodic input is attained by constant-rate input. which, after substitution in (2), gives
t 0 e − t r (λ+σ(s))ds dr + T t e − t r (λ+σ(s))ds dr dt .
Therefore to prove Theorem 1 we must prove the inequality
with equality only if σ(t) =σ almost everywhere.
Defining the function Φ(t) = e t 0 (λ+σ(s))ds ,
we can rewrite (4) as
We note that Φ is absolutely continuous and satisfies Φ ′ (t) ≥ λ > 0 almost-everywhere. We are going to prove that By the above, Propsition 1 will imply Theorem 1. Note that if Φ(t) given by (5) satisfies Φ(t) = e ln(Φ(T )) T ·t , then σ(t) is almost-everywhere constant.
To prove Proposition 1 we to transform the problem into a quadratic minimization problem. We make the change of variables u = Φ(r), v = Φ(t).
Defining
we have dr = ρ(u)du, dt = ρ(v)dv, so that, setting c = Φ(T ) (note that since Φ is monotone increasing we have c > Φ(0) = 1), we can rewrite (6) as Note that if ρ(z), given by (7), is of the form ρ(z) = T ln(c) · 1 z , then Φ(t) = e ln(Φ(T )) T ·t .
To prove Proposition 2 we define the quadratic functional Q on L 1 [1, c] by
so that our problem consists of minimizing Q on the affine subspace H ⊂ L 1 [1, c] defined by
Our next step is to show that the quadratic functional Q is positive definite. This implies that it is a convex function, so that any critical point of its restriction to H is a global minimizer of Q on H (see e.g. [2] , Proposition 2.1). We will then find this critical point.
To show that Q is positive definite, we fix f ∈ L 1 [1, c] and set
so that
We have
and using (10),(11), an integration by parts, and (12), we get
Note that Q(f ) = 0 only if g = 0, which by (11) implies f = 0. We have therefore shown that Q is positive definite. 
and dividing this by v and differentiating again gives
