A new control charting technique to monitor the variability of any distribution is proposed. The simulation study shows that the new method outperforms all the existing methods in controlling the Type I error rates and it also has good power performance for all distributions considered in the study.
Introduction
A major objective of statistical quality control is to quickly detect any sustained shift of central tendency and variability of a process. The control chart, proposed by Shewhart (1931) , is an on-line process-monitoring technique widely used for this purpose. The Shewhart chart contains three lines: the center line, which represents the average value of the quality characteristic, and two control limit lines, the UCL (Upper Control Limit) and LCL (Lower Control Limit). These lines are chosen in such a way that, if the process is in control, nearly all the sample points will fall between the lines. If a sample point plots between the two control limits, the process is assumed to be in control. If any point plots above UCL or below LCL, then it is reasonable to suspect that the process is out of control. In this case, investigations and corrective actions are required to find and to eliminate the assignable cause responsible for this behavior. Much work has been done to develop and improve control charts that are able to detect small and large shifts in the process mean. However, less work has been done to control the process variability. One of the most widely used methods to control variability of a process is the Shewhart R-chart. The UCL and LCL for the standard three-sigma chart are as follows: 
Tables of 4
c for various sample sizes are available in many statistical quality control books (Montgomery, 1996) . Similar to the Rchart, all 4 c tables are constructed under the assumption of normal process.
Another alternative charting technique recommended by many practitioners, is the Shewhart S 2 -chart. In the construction of a S 2 -chart, the fact that In many situations the underlying distribution of the process might not be normal. For example, the distributions of measurements from chemical processes and cutting tool wear processes are often skewed. Burr (1967) and Chan, Hapuarachchi and Macpherson (1988) have examined the effect of non-normality on Rcharts. They found that, for skewed populations, Type I risk probabilities grow larger as the skewness of the distribution increases. The problem is in the "discrepancy between the variability pattern of the asymmetric distribution and the normality assumed in placing control limits on Shewhart R-chart." (Bai & Choi, 1995, p. 120) . The impact of non-normality on the Schart and S 2 -chart is also expected. To remedy the non-normal problem, Bai and Choi (1995) proposed a heuristic method for controlling variability of the skewed distributions based on the Weighted Variance (WV) method. Their chart is an R chart with 3-sigma control limits: n is the sample size and m is the number of preliminary samples. Therefore, X P is the proportion of observations from pre-run stage that are less than or equal to the estimated process mean. Bai and Choi (1995) leads to an incorrect control charting procedure.
To correct the skewness problem produced by WV method, Chan and Cui (2003) proposed the Skewness Correction (SC) method to construct R-control charts for skewed process distributions. The two control limits for SC Rchart are: Although the authors introduced the skewness correction to resolve the problem with X P , the other potential problem is still unsolved. The tables are constructed based on three families with coefficient of skewness ranging from 4 − to 4. It would be problematic for the practitioner to determine the control limits if the estimated coefficient of skewness is outside of this range. For example, the Weibull distribution with unit scale parameter and 0.5 shape parameter has 62 . 6 3 = k . In a real life situation, it is more important to detect upper sustained shift than the lower shift in the process variability because the goal of statistical process control is to reduce the variability in the process as much as possible, the upper limit becomes more critical. As noted, it is common that the data has a non-normal underlying distribution; hence, the goal of this study is to develop an upper control chart for controlling the variability of the process that will work for any non-normal distribution, including both skewed and symmetric distributions. (Hall, 1992) : n (S ) x 1 P x n B B 6 (x) (n ). 
Methodology
The decision rule (3) 
In the control charting stage, a sample is selected and 6. Plot the sample point Z6 on the chart and draw the conclusion about this sample (incontrol or out-of-control);
7. If the process is in-control, then go back to step 4 to select next sample; otherwise quality control team should investigate and possibly remove the assignable causes.
Simulation Study
In order to compare different control charts for variability of a process, a simulation study to investigate the type I error rates and power performance is performed. The methods compared include the Shewhart R-chart, S-chart, S 2 -chart, WV R-chart, SC R-chart and the proposed control charts.
Distributions Examined
A large collection of distributions with a wide range of skewness and kurtosis are investigated via a simulation study. Distributions considered are separated into two groups: skewed and symmetric.
The skewed family includes eight ; and the Barnes2 distribution which is a polynomial function of the standard normal distribution (Fleishman, 1978) . For comparison purposes, the standard normal distribution is also studied and reported.
The symmetric distributions considered include: Student's T ( = ν 5, 6, 8, 16, 32, 40) ,
with various α and τ (Johnson, Tietjen & Beckman, 1980) and special designed distributions Barnes1 and Barnes3 with respective kurtosis 6.89 and 1049 (Fleishman, 1978) . All the distributions in this group are symmetric with the exception of Barnes3 with a coefficient of skewness of 3.00, which is negligible in comparison to its kurtosis of 1049. Random number generators from the Fortran 90 IMSL library are used to generate normal, Weibull, exponential, lognormal, Chisquare, Gamma and Student's T variates. In addition, the Barnes1, Barnes2, Barnes3 and JTB random variates were created with Fortran 90 program subroutines using IMSL library's random number generators for standard normal, gamma and uniform distributions in various parts of the program.
Simulation Description
The simulation study includes two parts: (1). Process is in-control (type I error rate comparisons) and (2). Process is shifted (the power study). In both studies, the process parameters are assumed unknown and therefore need to be estimated. The number of samples used in the preliminary run is 30 = m ; a relatively small sample size of 10 and a moderate sample size of 25 are used in the study. The steps of the simulation take place in two parts: steps 1 -4 are preliminary runs and steps 5 -9 are the quality control stages.
Preliminary Runs (assumes the process is incontrol): (5) - (9) 5. Generate 1,000 samples of size n from the same parent distribution and calculate the statistic to be plotted for each of the control methods (sample range R for the Shewhart, WV and SC R-charts, sample standard deviation S for S-chart, sample variance for S 2 -char, and Z6 for the proposed method);
6. Compare the statistic with the corresponding control limits and tabulate the number of out-of-control signals;
7. Calculate type I error rate for each method by finding the proportion of out-of-control signals in the 1000 samples;
8. Repeat steps (2) - (7) 4,000 times;
9. Calculate the average of 4,000 type I error rates.
In the power study each generated variate is multiplied by a pre-determined k , where 6 , 5 , 4 , 3 , 2 , 1 = k ; thus, a new set of observations is created with variance k times larger than the variance of the original distribution. Steps (5) -(9) are then repeated for each value of k to investigate the power of each charting technique. The corresponding ARL can be calculated for an in-control or an out-ofcontrol process by inverting the average type I error rate or power from step (9).
Results
The Study of Type I Error Rates Tables 1 through 4 Table 1 shows that all traditional control charts (the Shewhart R-chart, S-chart and S 2 -chart) fail to maintain the type I error rates under nominal level 0027 . 0 = α when the parent distribution is skewed. In general, the larger the degree of skewness, the bigger the type I error rate. For example, considering a 2 ) 24 ( χ distribution with skewness 0.58, the type I error rates of the three traditional charts are 0.0235, 0.0224 and 0.00566 with corresponding ARLs 42.55, 44.64 and 176.68 for the Shewhart Rchart, S-chart and S 2 -chart respectively. Those rates change to 0.124, 0.132 and 0.0624 with respective ARLs 8.06, 7.58 and 16.03 when the parent distribution is 2 ) 1 ( χ , with a more severe skewness of 2.83. Among the three traditional charts, the S 2 -chart tends to outperform the other two, however, it still consistently yields inflated type I error rates which result in very short ARLs. It usually performs reasonably well for distributions with low skewness. The best cases The WV R-chart is also unable to maintain the type I error rate for skewed distributions; although it works well for a few distributions, in general it produces false alarms too often. The SC R-chart has better performances among the existing variability control charts. It shows a degree of robustness when the coefficient of skewness is small, but if the skewness becomes somewhat severe, it fails to keep the type I error rates close to the nominal level. For example, the SC R-chart produces type I error rates of 0.0233 and 0.0307 with corresponding ARL of 42.92 and 32.57 for the standard lognormal with skewness = 6.18 and Weibull (0.5) with skewness = 6.62.
For the proposed method, results show that the combined sample method, which merges all the samples in the preliminary runs as one large sample to compute the process quantities, consistently outperforms all the other methods with very few exceptions. The worst case is for the Barnes2 distribution with skewness 1.75. It produces the highest type I error rate of 0. proposed method becomes too conservative, which is not recommended because it will become more difficult to detect shifts if present.
When a larger sample size 25 = n is used in the simulation study (see Table 2 ), the performances of the Shewhart R-chart, S-chart, S 2 -chart and WV R-chart do not change much. Type I errors rates for these charts are still inflated for distributions with high degrees of skewness such as the standard lognormal and Weibull with shape = 0.5, etc. Conversely, the proposed method with combined sample produces type I error rates close to the nominal level even with α z as the critical point. The highest type I error rate produced by the proposed method is 0.00409 (ARL = 244.5) for the Barnes2 distribution. Table 1 shows that the proposed method with combined sample can also be used for the standard normal distribution. The type I error rates produced are smaller than those of all the charts except the S 2 -chart, even though it is not designed for the normal distribution. This nice performance adds another desirable property to the proposed method.
Note that the SC R-chart is not used in the simulation study with sample size 25 = n because Chan and Cui (2003) do not provide constants for calculations of the control limits for any sample size larger than 10. It is extremely difficult for the practitioners to implement this control chart if the situation requires collecting a sample size larger than 10. Table 3 provides type I error rate comparisons for the symmetric distributions with sample size 10. The proposed method is the only one that holds the type I error rates almost all the time. Although some of the type I error rates for the proposed method are a little higher than 0.0027, they are all within an acceptable range. The worst case found in the study is for the JTB distribution ( = α The two traditional methods, Shewhart R-chart and S-chart, are not robust at all, but the S 2 -chart performs surprisingly well when the kurtosis of the distribution is either very close to zero or negative. However, the good performance soon disappears once the distribution has a kurtosis larger than 0.5. It is expected that WV and SC methods will not perform very well, because they only try to correct the skewness of the distribution, not the kurtosis.
Symmetric Distributions
It can be observed that the type I error rates for all the existing charts are strongly affected by the kurtosis of the distributions. The type I error rate increases when the kurtosis increases. When Barnes3 with kurtosis 1049 is the parent distribution, all the other charting techniques fail. The type I error rates for Shewhart R-chart, S-chart, S 2 -chart, WV R-chart and SC R-chart are 0.11, 0.091, 0.0607, 0.106 and 0.0776 with corresponding ARL 9.09, 11, 16.47, 9.43 and 13.04, respectively. Table 4 provides type I error rate comparisons for the symmetric distributions with sample size 25. Similar results to those shown in Table 3 are not able to maintain type I error rates for distributions with kurtosis greater than 0.78. When the coefficient of kurtosis is in negative values, the type I error rates are generally much lower than the desired nominal level; this is observed in all the methods studied except in Rchart which generally fails in nearly all cases.
Power Study
The primary goal of the power study is to find the control charts with improved type I error rates and power performance comparable to other charts. It is reasonable to expect that more conservative charts might produce lower power than other charts because it is more difficult to detect an out-of-control state with these charts.
The results of the power study for skewed distributions are presented in Table 5 Table 6 for sample size 10. A power study was also conducted for cases with sample size 25. For complete simulation results, please see Borysov and Sa (2010) .
The following similarities in the power performances of all the control charting methods are observed: As sample size increases from 10 to 25, power increases; as k in 2 σ k increases, the power increases; as the skewness of the skewed distribution increases, the power tends to decrease; and as kurtosis of the symmetric distributions increases, the power also tends to decrease.
It can be observed that the power performance of the proposed method is relatively good and is similar to other charts. In the cases of highly skewed distributions with large kurtosis (e.g., standard lognormal with skewness 6.18 and kurtosis 110, Weibull (0.5) with skewness 6.62 and kurtosis 84.72, Gamma (0.15) with skewness 5.16 and kurtosis 40), the power of the proposed method tends to be lower than those of other charts. However, recall that the proposed chart is the only one able to control the type I error rates for those distributions. Although the three Shewhart charts generally have higher power than the proposed control chart, it must be restated that power performance of the control chart is useless if it cannot preserve an appropriate type I error rate. Frequent false alarms can create more damage than quick shift detections can benefit. If sample size 25 is used, the proposed method has better power performance than the WV R-chart for almost all the distributions considered, even for small shifts of the variability.
Simulation Study Summary
The proposed Variability Control Chart which plots Z6 against UCL with combined sample should be used with decision rule (6) in order to achieve controllable type I error rates as well as to detect shifts in variability. It can be implemented for a process with any form of the underlying distribution consisting of skewed and and/or symmetric distributions including normal. Table 7 .
Necessary process parameters are estimated from the preliminary run stage which contains 30 samples sized 10 each. The If the traditional one-sided R-chart, Schart, S 2 -chart as well as WV and SC charts are also constructed, then one can observe that -in all charts except the SC-chart -at least one sample point, point 18, is above the Upper Control Limit, which gives a false out-of-control signal.
Conclusion
This study proposed a new charting scheme for the variability of a process. This technique is an adaptation of Long and Sa's (2005) testing procedure and is designed to control the variability of a process without any assumption regarding the form of the underlying distribution.
The Monte Carlo simulation study of type I error rates indicates that the proposed method is robust for all distributions studied. It can achieve significant improvement over the Shewhart R-chart, the S-chart and the S 2 -chart, as well as the WV R-chart and the SC R-chart when the distribution is highly skewed and/or has large kurtosis. It can maintain the type I error rates close to the nominal level 0027 . 0 = α and shows reasonably good power. In a real life situation, control charts are constructed even when there is no information about the form of the distribution of the quality characteristic. The method presented herein works well for all distributions studied, which includes the normal distribution.
If sample size is small, then the average of α z and 1 , − n t α as the critical point is recommended to produce a small number of false alarms and detect shifts reasonably well. Because the proposed method involves higher moments, a sample size of at least 10 is recommended. 
