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Abst ract - -An  optimal two-point quadrature formula of open type is derived. It is shown that 
the optimal quadrature formula has a better error bound than the well-known two-point Gauss 
quadrature formula. Various error inequalities for this formula are established. Applications in 
numerical integration are given. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In recent years a number of authors have considered an error analysis for quadrature rules of 
Newton-Cotes type. In particular, the midpoint, trapezoid, and Simpson rules have been inves- 
t igated more recently [1-6] with the view of obtaining bounds on the quadrature rule in terms 
of a variety of norms involving, at most, the first derivative. Gauss-like quadrature rules are 
considered in [7,8] from an inequalities point of view. These results enlarge the applicabil ity of 
the mentioned quadrature rules. 
In this paper we derive an optimal two-point quadrature formula of open type. It is optimal 
in the sense that it has a minimal error bound. In Section 2, we derive the optimal quadrature 
formula. We show that this formula has a better estimation of error than the well-known two- 
point Gaussian quadrature rule (which is also two-point quadrature formula of open type). In 
Section 3, we establish some error bounds for the optimal formula. Similar estimations can be 
found in [6,7,9], where some different quadrature formulas are considered. These estimations 
ensure that  we can apply the optimal quadrature formula to different classes of functions. In 
Section 4, we give applications of the above-mentioned results in numerical integration. 
2. AN OPT IMAL  QUADRATURE FORMULA 
Here we seek an optimal quadrature formula of the type /1 
f ( t )  dt - f ( z )  - f (y )  = K(z ,  y, t ) f " ( t )  tit, (1) 
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where x, y E [-1, 1], x < y. We define 
1 
1 K(x ,  y, t) = -~(t - ~)2 + 9~, 
1 
(t - 7) 2 + 71, 
te  [-1,x], 
t e (z, v), 
t e [x,G 
where a, a l ,  /3, /31, 7, 71 e R are parameters which have to be determined such that (1) is optimal, 
i.e., that it has a minimal error bound. Integrating by parts twice the right-hand side of (1) is 
seen to be equal to 
? [1 ] 
K(x, y, t)f"(t) dt = - f ' ( -1 )  (1 + a) 2 + al  
1 
1 31] + ff (x) [ l (x -- a)2 + al -- -~(x -- fl) 2 - 
r l  1 ] 
+ft(y) L~(y_~)2  +~1_  ~(Y --7"/')2 -- 7'/1 
+÷q 
1 
- f ( -1 ) ( l+a)+f (x ) (a - f l )+f (y ) ( f l -7 )+f (1 ) (1 -7)+/_  f(t) dt. 
1 
We require that 
-7 )2+71 =0,  (1+a)  2+a1=0,  
1 
1 a) 2 + al  - fl)2 _ fl l  0, ~(~ - ~(~ - = 
Prom the above equations we easily find 
a=- l ,  7=1,  a l=0,  
l+a=0,  a -~=- l ,  ~-7=- I ,  1 -7=0,  
l ( y - f l )  2 +/~1 - 1(y - 7)2 - 71 = O. 
1 1 
")/1 = 0, }3 = 0, ~1 = ::C + ~ = --y + 2 '  
which implies x = -y .  Hence, we get 
1 
~(t + l )  ~, 
K(x,t) = ½t2+~+ ~-, 
1 (t - 1) 2, 
We also have 
tE [ -1 ,  x] ,  
ff'~lK(x,t)f"(t)dt <_ Hf'Hoo Lll IK(x,t)l dt. 
We now seek an x that will minimize f l  1 IK(x, t)[ dt. For that purpose, we first calculate 
? I(x) = ]K(x,t)t dt 
1 
1~(t+1)  2dr+ ~t + x + dr+ ~(t 
(2) 
(3) 
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We have to consider the following two cases. 
(i) Let x c [-1, -1/2] .  Because of symmetry we can consider 
f f  l (t + l)2 dt 
1 
0 
+ 
- 6 - . / - z v _ 2 ~ _  _ 
Note that I(x) = 211 (x). It is not difficult to verify that 
2 + 4x - ~ -  2x 
I~(x)  = C-f- 2x 
2 _ v/-L-i _ 2x 
I~'(x) - 
v~:-i- 2z 
The equation I[ (x) = 0 has the following solutions: 
xl = 2V~ - 4, x2 = -2x/3 - 4. 
We also have 
I['(xl) > 0 and I['(x2) < O. 
Thus, Xl = 2v/3 - 4 is a local minimum. We have 
such that 
7 _2v/~ 
I (x l )  = 7 - 4v/'3. 
We have to check the point x3 = -1 /2 .  We find that I i(Xl) < I1(x3). 
(ii) Let now x C [-1/2,  0]. In this case we have 
~(x) ~(x /Y(~- ~) 1 ~. = + 1) 3 + t 2 + x + dt  = -~ - 
We find 
xe[-1/2,0] = ~ > f(x l )"  
From the above considerations we conclude that x = 2v~ - 4 is the optima] point. (Recall 
y = -x . )  We got the following result. 
THEOREM 1. Let I C R be an open interval such that [-1, 1] C I and let f : I --* R be a twice 
differentiable function such that f "  is bounded and integrable. Then we have 
/_11 f ( t )d t=f  (2v~-4)+f  (4 -2v /3 )  +R( f ) ,  (4) 
where 
]R(f)t _< (7 -4v~)] [ f " [ ]~.  
PROOF. Relation (4) is proved above with 
(5) 
R/s/=/1 
1 
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and /{(x, t) is given by (2). We have 
= I (2V~-  4) IIf",]oo , 
where I (x)  is defined by (3). Since I (2v~ - 4) = (7 - 4v/3) we proved that (5) holds. | 
REMARK 2. The quadrature formula (4) is optimal in the sense mentioned in Section 1. 
We now compare the quadrature formula obtained in the above theorem with the well-known 
two-point Gauss quadrature rule. If we choose x = -x/~/3 then we get the last mentioned rule 
where 
j _ l f ( t )d t= f - + f 4- R l ( f ) ,  
;(#) RI ( / )= 1K - ,t f " ( t )dt .  
We have 
where C = (-(4/9) + (8/27)x/3) x / -~ 4- 6v~ - 0.081129. 
dt = C IIf"l[oo, (6) 
Prom (5) and (6) we conclude that the two-point quadrature formula (4) has a better estimation 
of the error than the two-point Gauss rule, since 7 - 4v~ - 0.07179 7 < C. 
If we consider the above problem on the interval [a, b] then we get the following result. 
THEOREM 3. Let I C R be an open interval such that [a, b] C I and let f : I -+ R be a twice 
differentiable function such that f "  is bounded and integrable. Then we have 
1 f(t)  dt = b - a -1 2 If(x1) 4- f(x2)] 4- R(f),  (7) 
where 
and 
b -a  a+b a -b  a+b 
~1 = - -g - -~ + --g-- ,  x2 = - -g -x  + - - i f - ,  x = 2~/5-  4, (s) 
7 - 4v~ 
IR(f)l <_ - - -y - -  Ilf"Fl~ (b - ~)~. 
3. ERROR INEQUAL IT IES  
First we recall some basic properties of the spaces Lp (a, b), for p = 1, 2, oo. On the space L~ (a, b) 
we introduce two inner products, 
j•b 1 d[ b (f, g) = f(t)g(t)  dt, the standard one, and (f, g) = b - a f(t)g(t)  dr, 
with the corresponding norms written Ilf[12 and Hf[t. The resulting spaces are both Hilbert 
spaces. We also define the Chebyshev functional 
T( f ,  g) = {f, g) - (f, e)(g, e), (9) 
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where f ,g C L2(a, b) and e -- 1. This functional satisfies the pre-Griiss inequality [10, p. 296], 
T(f,g) 2 <_ T(f,  f)T(g,g). (10) 
Specially, we define 
or(f) = G(f; a, b) = v/(b - a)T(f  , f). (11) 
The spaces Ll(a,b) and Lo~(a, b) are Banach spaces with the standard norms f]flll, I[ft[oo that 
satisfy 
I(f,g)l <-Ilfllllbllo~. (12) 
More about the above-mentioned spaces can be found, for example, in [11]. 
Finally, we define the functional 
Q(f) = Q(f;a,b) 
j ib b - a (13) 
= f(t) dt - --~-- [f (Xl) "~ f (X2)] , 
where xl, x2 are given by (8). 
We also need the following lemma. 
LEMMA 4. Let 
/ l(t),  te [a ,  xl], 
f(t) = f2(t), t • (xl,x2], (14) 
In(t), t • (x2,b], 
where xz,x2 E [a,b], xl < x2, f l  E Cl[a, xl], f2 E Cl[xl,x2], f3 e Cl[x2, b]. If f l (x l )  = f2(xl) 
and f2(z2) = f3(x~) ,  then f is an absolutely continuous [.action. 
A variant of this lemma can be found in [8]. 
THEOREM 5. Let f : [-1, 1] --~ R be a function such that f '  • L I ( -1 ,  1). If there exists a real 
number Vl such that V~ < f'(t),  t • [--1, 1], then 
IQ(f;-1,1)1 _< 2 (2v~ - 3) (S - 71), (15) 
and if there exists a real number F1 such that f'(t) <_ F1, t E [-1, 1], then 
-1,1)t  < 2 (2x /3 -  3) (F1 - S), (16) IQ(Y; 
where Q(f; -1,1) is defined by (13) and S = If( l)  - f ( -1) ] /2 .  If there exist tea1 numbers 71, F1 
such that 71 <- f'(t) <_ F1, t e [-1, 1], then 
]Q( f ; - l ,  1)1 _< (~ - 14v~) (F1 - -n ) . (17) 
PROOF. We first prove that (17) holds. For that purpose we define the function 
t+ l ,  tE [ -1 ,x ] ,  
pl ( t )  = t, t • (x ,y] ,  
t - l ,  t • (~,1], 
where  x = 2v~ - 4 and  y =- -x .  It is easy  to  ver i fy  that  
(Pl , f ' )  = --Q(f;-1, 1). 
(18) 
(19) 
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On the other hand, we have (i, 
since (Pl, e) = 0. From (12) we get 
' ( f '  F I+71 'p l )  t<  I f ' 2
since 
and 
Pl + 3'1 "~ 
-~ ,P l j  = (f ' ,P*), 
~1 ~- 3'111 llPllll < \(49- 28V~) F1 -  3'1 
f ,  Pl + 3'1 < F1 - -  3'1 
~ - - - -7" - -  
I lvl l i l  = 49 - 28v~.  
From (19)-(21) we see that (17) ho!ds. We now prove that (15) holds. We have 
[(ff - 3 '1 ,P l ) [  < IIPlIi~ [if' - 3'1[11 -= 2 (2v /3 -  3) (S - "yl), 
since 
and 
IIp, IG = 2v~ - 3 
(20) 
- - ,  (21) 
Y 1 
t t f ' -  3'1111 / (if(t) - 71)dt = f(1) - f ( -1 )  - 271 
J -  1 
= 2(s  - w) .  
tn a similar way we can prove that (16) holds. | 
REMARK 6. Note that we can apply estimate (17) only if the first derivative f '  is bounded. It 
means that we cannot use (17) to estimate directly the error when approximating the integral of 
such a well-behaved function as f(t)  = v~ on [0, 1] (since i f(t) = 1/(2v~) is unbounded on [0, 1]). 
On the other hand, we can use estimation (15) (since 71 = 1/2 on [0, 1] for the given function). 
REMARK 7. In [7] we can find the following result for the two-point Gauss quadrature formula: 
We see that (17) is better than (22), since (49/2) - 14v~ = 0.25129 < (5 - 2v~)/6 = 0.25598. 
THEOREM 8. Let f : [a,b] -+ R be a function such that f '  E Ll(a,b). If there exists area/  
number 3'1 such that 3'1 _< if(t), t E [a, b], then 
2v~-a  
IQ(f;a,b)j < -----~---(S - 3'1)(5 - a) 2, (23) 
and if there exists a real number Pl such that if(t) < Pl, t E [a, b], then 
{Q(f;a,b)l < 2V~-  3(r  1 _ S) (b -  a) 2, (24) 
- 2 
where Q ( f ; a, b) is defined by (13) and S = ( f ( b ) -  f (a) ) / ( b-a) .  If there exist real numbers 71, Pl 
such that 3"1 <-_ if(t) < F1, t C [a, b], then 
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THEOREM 9. Let f : [-1, 1] --* R be an absolutely continuous function such that f '  E L2(-1, 1). 
Then 
[Q(X;_I, 1) I _< {I~_6 _ 28v/-~a(f,; _ i ,  1), (26) 
l _ _  
where a ( f ; -1 ,  1) is defined by (11). Inequality (26) is sharp in the sense that the constant 
I146/3 - = cannot replaced by a one. 28v~ O.41139 be smaller 
PROOF. Let Pl be defined by (18). We have 
1 1 <Pl, f') = - '{Q( f ;  - , 1), 
since (19) holds and <f,g) = (a /2) ( f ,g )  if [a, b] = [-1, 1]. On the other hand, we have 
(Pl, f') = T( f ' ,p l ) ,  
since <Pl, e> = 0. From (10) it follows 
since 
1 
IT(f ' ,Pl)I  ~- v /T (p l ,P l )~)  = -~ [IplH2 (7 (f';--1, 1) 
= 1,/146 _ 28v~a ( f ' ; -1 ,  1), 
2V3  
Hence, inequality (26) is proved. We have to prove that this inequality is sharp. For that purpose, 
we define the function 
1 { ~(t + 1) 2, f(t)  ~- 2t2+x+½,  
1 ~(t - 1) ~, 
tE [--1, x], 
t e (x, y], 
t E (y, 1], 
(27) 
where x = 2v~-  4, y -- -x ,  such that i f(t) = pl(t). From Lemma 4 we see that the function f, 
defined by (27), is an absolutely continuous function. For this function the left-hand side of (26) 
becomes 
L.H.S. (26)-  
The right-hand side of (26) becomes 
146 2sv% R.H.S.(26)-  3 
146 28v% 
3 
We see that L.H.S. (26) = R.H.S. (26). Thus, (26) is sharp. | 
THEOREM i0. Let f : [a, b] --~ R be an absolutely continuous function such that f '  e L2(a, b). 
Then 
73 7 
IQ(f;a,b)] < -f~ - -~v~o-(f ;a ,b ) (b -a )  3/2, (28) 
where ~z(f; a,b) is defined by (11). Inequality (28) is sharp in the sense that the constant 
73/12 - (7/2)x/~ = 0.14545 cannot be replaced by a smaller one. 
REMARK 11. Estimate (25) is better than estimate (28). However, note that estimate (25) can be 
applied only if f '  is bounded. On the other hand, estimate (28) can be applied for an absolutely 
continuous function if f '  E L2(a, b). 
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There are many examples where we cannot apply estimate (25) but we can apply (28). 
EXAMPLE 12. Let us consider the integral f l  o ~dt .  We have 
2t cos t 2 
f ( t )  = ¢/s~t  2 and f ( t ) -  3 ~  
such that i f (t)  -* oo, t -~ 0 and we cannot apply the estimate (25). On the other hand, we have 
r i 4 t2 cos t 2 f l  dt 16 
Jo [f'(t)]2 dt< -~ max 
- te[o,1] sint 2 ~ -< 9 '  Jo 
i.e., Hf'l]2 -< 4/3 and we can apply the estimate (28). 
4. APPL ICAT IONS IN  NUMERICAL  INTEGRATION 
Let ~r = {x0 = a < z 1 < , o '  < Xn ~- b} be a given subdivision of the interval [a, b] such that 
hi = zi+l - xi = h = (b - a)/n. From (13) we get 
'x i+l  h 
Q(f;  xi, x~+i) = f(t)  dt - -~ [f(xl i) + f (xm)] ,  
where 
h xi + z~+i _h  x + xi + xi+l x = 2~/~ - 4. 
Xl~=-{x+ 2 , z2 i= ~ ,  
If we now sum the above relation over i from 0 to n - i then we get 
n--1 fb h n--1 
E Q (f;x~,x~+l) = 7~ f ( t )  d t -  -~ E [f(xl~) + f(x~i)]. 
i=0  i=0 
We introduce the notation 
We also define 
and 
THEOREM 13. 
n-1 
S(f ;  a, b) = E Q (f; xi, x~+x). (29) 
i=0 
~- i  /b -  a 
°~(f)  = ~ V-Z-  llf'l12~ - [f(~:~+l) - f(~)12 
w~(f) = [ (b -a ) ] ] f 'H~-  ~(f (b ) -  f(a))21 t/2 
Under the assumptions of Theorem 3 we have 
(3o) 
(31) 
f f  h .-1 + f (x~d] f (t)  d t - -~ E If (x l i ) i=0  _< (7.4v/~)---8--~--n2' oHf''[loo(, _a )3  
where {Xo = a < cc 1 < -.. < xn = b} is a uniform subdivision of [a, b], i.e., xi = xo + ih, 
h= (b -a ) /n ,  i = 0 ,1 , . . . ,n .  
PROOF. Apply Theorem 3 to the intervals [xi, x~+z] and sum. | 
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THEOREM 14. Under the assumptions of  Theorem 8 we have 
IS(f; a, b I 
IS(f; a, bl 
IS(f; a, bl 
where S( f ;  a, b) is de/~ned by (29) and 
[a, b], i.e., xi = a + ih, h = (b - a ) /n ,  i 
PROOF. 
(2~'3  3) F1 -- S , - 2, 
{a = xo < x l  < " .  < Xn = b} is a uniform subdivision of 
= 0,1, . . . ,n.  
Apply Theorem 8 to the intervals [xi, X~+l] and sum. Note that 
n-1  
E [f(x~+l) - f(x~)] = f (b) - f (a) .  
i=0 
THEOREM 15. Under the assumptions of  Theorem 10 we have 
tS(/;a, bl < ~ - ~/3 - a~rn(f) < - v~ w~(f ) ,  (32) 
- -  ?7 ,  - -  1"2 
where S( f ;  a, b), an( f ) ,  and Wn(f)  are defined by (29), (30), and (31), respectively, and {a = 
XO < Xl  < *'" < X n -= b} is a uniform subdivision of [a, b], i.e., xi = a + ih, h = (b - a) /n ,  
i - -  0 ,1, . . . ,n .  
PROOF. We apply Theorem 10 to the interval [xi, xi+l] and sum. Then we have 
i 7 ~-1 [ 1 
iS( f ;  a,b)l <_ -~73 _ -2 v~ h3/2 Ei=o Hf'[[2 - ~ ( f (x~+l)  - f(xi)) 2] 1/2 
From the above relation and the fact h = (b - a ) /n  we see that the first inequality in (32) holds. 
Using the Cauchy inequality we get 
n l[ 1 [ 
Ilf'll~ - ~ ( f (x~+l)  - f(x~)) 2] 1/2 ~ n IIf'l122 - - -  
i=0 
<__ n [llf'[l  
Thus, the second inequality in (32) holds, too. 
n-1 ] 1/2 
1 ] (xd)  2 
b a i=o 
1 1 ( f(b)  - f(a)) 2] 1/2 
J b-an  
(33) 
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