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Abstract
We study the local height probabilities of the exactly solvable cyclic solid-on-solid model
within the algebraic Bethe Ansatz framework. We more specifically consider multi-point local
height probabilities at adjacent sites on the lattice. We derive multiple integral representations
for these quantities at the thermodynamic limit, starting from finite-size expressions for the cor-
responding multi-point matrix elements in the Bethe basis as sums of determinants of elliptic
functions.
1 Introduction
The exactly solvable solid-on-solid (SOS) model is a two-dimensional model of statistical mechanics
describing the atomic structure of a crystal-vapor interface. The surface of the crystal is modeled
by a two-dimensional square lattice with, attached to each lattice site, a fluctuation variable labeling
the ‘height’ of the crystal relatively to a flat reference surface. The statistics of the system is then
governed by local Boltzmann weights, associated to all possible configurations of interface heights
around a given face of the lattice, and satisfying the star-triangle relation [3]. This model plays an
important role in the context of two-dimensional exactly solvable models of statistical mechanics,
since it is the archetype of the class of so-called interaction-round-faces (IRF) models, by opposition to
vertex models that describe instead interactions of spin variables around vertices of a lattice. It is also
famous for its crucial role in Baxter’s solution [2] of the eight-vertex model: using the fact that the local
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Boltzmann weights of these two models are related by the so-called vertex-IRF transformation, Baxter
managed to construct the eigenstates of the eight-vertex transfer matrix by means of the eigenstates of
the (cyclic) SOS transfer matrix.
The underlying algebraic structure of the SOS model is the elliptic quantum group Eτ,η(sl2) [5,
7], associated to an elliptic R-matrix satisfying the dynamical (or modified) Yang-Baxter equation
[9, 5]. This model is solvable by algebraic Bethe Ansatz (ABA) [6]. However, compared to usual
vertex models such as the six-vertex model, the corresponding Yang-Baxter algebra has a slightly
more complicated structure due to the shifts undergone by the dynamical (‘height’) parameter. This
has for a long time been problematic for the computation of correlation functions within the ABA
framework. In fact, the ABA approach to correlation functions [16] usually relies on the existence
of a compact and manageable expression, preferably in the form of a single determinant of usual
functions, for the scalar products of Bethe states [33]. The latter representation happens to be strongly
related, in the six-vertex case, to Izergin’s determinant representation for the partition function of the
model with domain wall boundary conditions [18, 11]. In the SOS case, however, it seems that the
corresponding partition function does not admit a so simple representation [27, 31]. In our previous
article [22], we have nevertheless managed to obtain, at least in the cyclic (CSOS) case, i.e. when
the crossing parameter of the model is a rational number, a single determinant representation for the
scalar products of Bethe states and, through the solution of the inverse problem, for the finite-size form
factors associated to eigenstates of the transfer matrix. The latter representation was used in [23] to
explicitly compute the spontaneous staggered polarizations of the CSOS model at the thermodynamic
limit, in a way quite similar as what had been done in [12] in the six-vertex case.
The study of explicitly height-dependent quantities such as local height probabilities is however
more complicated in this context. Indeed, the simplest of these quantities, namely the one-point local
height probabilities (i.e. the probabilities to have a specified height at a given site of the model), are
related to what we called in [22] the ‘partial scalar products’. The latter do not admit, to the best of our
knowledge, a representation as simple as the true scalar products of Bethe states: in the cyclic (CSOS)
case, they can at best be represented as a finite sum of determinants. This is the purpose of the present
paper to show that such a representation can nevertheless be used to compute the one-point local height
probabilities, and more generally any multi-point local height probability, in the CSOS model at the
thermodynamic limit. As a result, we obtain multiple integral representations for multi-point local
height probabilities at adjacent sites. When these adjacent sites belong to a same vertical line of the
lattice, these representation have a quite similar form as the multiple integral representations obtained
in the simpler six-vertex case [13, 17], as well as those obtained in the restricted (RSOS) case by
means of the q-vertex operator approach [25]. We moreover recover the expression obtained in [29]
for the one-point local height probabilities of the CSOS model.
This paper is organized as follows. In Section 2, we define the SOS model, recall the ABA
construction of the space of states and the characterization of the degenerate ground states at the
thermodynamic limit in the cyclic case. In Section 3, we formulate our problem, namely express the
local heights probabilities of the model within the ABA framework. We notably express the multi-
point local height probabilities at adjacent sites in terms of matrix elements, between Bethe ground
states of the model, of particular combinations of entries of the monodromy matrix. In Section 4,
we compute the corresponding finite-size multi-point matrix elements in the Bethe basis as sums of
determinants of elliptic functions. In Section 5, we explain how to take the thermodynamic limit of
these expressions. Finally, in Section 6, we obtain multiple integral representations for the multi-point
local height probabilities at adjacent sites in the basis of ground states in which local operators are
diagonal.
2
2 The SOS model in the ABA framework
Let us consider a two-dimensional lattice of size M × N , with M elementary square faces in a line
and N in a column (N even). A fluctuation variable (the ‘height’) s is attached to each vertex of the
lattice, so that heights on adjacent sites differ by ±1. The difference of heights between two adjacent
sites is hence described by a variable (‘spin’ variable) α = ±1 attached to the corresponding bond.
There are six different allowed configurations of the height variables around a face,
s s+ α′i
s+ αj s+ αi + αj= s+ α′i + α′j
α′i
αi
αj α′j
with αi, α′i, αj , α′j ∈ {+1,−1}
such that αi + αj = α′i + α′j ,
and the corresponding statistical weights W
( s s+α′i
s+αj s+αi+αj
)
can be understood as the six non-zero
elements R(wi − ξj ; s)αi,αjα′i,α′j of the following R-matrix (see Fig. 1):
R(wi − ξj ; s) =

1 0 0 0
0 b(wi − ξj ; s) c(wi − ξj ; s) 0
0 c(wi − ξj ;−s) b(wi − ξj ;−s) 0
0 0 0 1
 ∈ End(C2 ⊗ C2). (2.1)
Here wi (respectively ξj) is an inhomogeneity parameter attached to the column i (resp. row j) of cells
of the lattice, labelled from left to right (resp. from top to bottom). The functions b(u; s) and c(u; s)
are given as
b(u; s) = [s+ 1] [u][s] [u+ 1] , c(u; s) =
[s+ u] [1]
[s] [u+ 1] , with [u] = θ1(ηu; τ), (2.2)
where θ1 denotes the usual theta function (A.1) with quasi-periods 1 and τ (=τ > 0), and η is the
crossing parameter of the model. The height s in (2.1) is called dynamical parameter.
s s+ 1
s+ 2s+ 1
+
+
+ +
1
s s− 1
s− 2s− 1
−
−
− −
1
s s+ 1
ss− 1
+
+
− −
b(u; s)
s s− 1
ss+ 1
−
−
+ +
b¯(u; s)
s s− 1
ss− 1
−
+
− +
c(u; s)
s s+ 1
ss+ 1
+
−
+ −
c¯(u; s)
Figure 1: The 6 different local configurations around a face and their associated local statistical
weights.
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The R-matrix (2.1) with dynamical parameter s satisfies the dynamical (or modified) quantum
Yang-Baxter equation on C2 ⊗ C2 ⊗ C2 [9, 5],
R12(u1 − u2; s+ h3) R13(u1 − u3; s) R23(u2 − u3; s+ h1)
= R23(u2 − u3; s) R13(u1 − u3; s+ h2) R12(u1 − u2; s), with h =
(
1 0
0 −1
)
, (2.3)
where the indices label as usual the space of the tensor product on which the corresponding operator
acts. This equation is equivalent to Baxter’s star-triangle relation for the local Boltzmann weights W .
In the general (unrestricted) SOS model, the crossing parameter η is arbitrary and the dynamical
parameter s belongs to the infinite set s0 + Z for some given parameter s0, so that the space of states
of the model is infinite dimensional even for a finite lattice. In the cyclic case that we consider in this
paper3, the parameter η is rational (η = r/L, r and L being relatively prime integers), so that heights
are periodic in L. In other words, it means that the dynamical parameter takes its values in the finite
set s0 + Z/LZ.
The thermodynamic properties of the cyclic SOS model with periodic boundary conditions have
been studied in a series of papers [19, 29, 28, 15, 4, 30, 32]. In particular, in [29], the 2(L− r) ground
states of the (infinite-size) CSOS model with crossing parameter η = r/L and real phase angle ηs˜0 ≡
ηs0− τ2 have been identified in the completely ordered low-temperature limit τ → 0: they correspond,
in this limit, to the flat configurations of the type (s, s + 1, s, s + 1, . . .) or (s + 1, s, s + 1, s, . . .), i.e.
to the two possible assignments of the heights s and s + 1 to the two sublattices of the square lattice,
for the L− r values of s ∈ s0 +Z/LZ satisfying bηs˜c=bη(s˜+ 1)c (here b·c denotes the floor function,
and s˜ = s − τ2η )4. In the same paper, one-point local height probabilities P(s), i.e. probabilities
that a given site of the lattice corresponds to a given value s of the height in one of the previously
identified ground state configurations, have been explicitly computed by means of Baxter’s corner
transfer matrix method [3].
s s + 1ss + 1
s + 1
s + 1
s + 1
s + 1 s + 1
s + 1
s + 1 s + 1
s + 1
s + 1
s + 1
s + 1
s + 1
s
s s
s
s
s
s s
s s
s
s s
s s + 1
Figure 2: The flat ground state configurations in the low temperature limit.
In the present paper, we explain how to compute more general multi-point local height probabil-
ities. For the model with periodic boundary conditions, such quantities are commonly expressed in
terms of the transfer matrix of the model such that, in the thermodynamic limit, their computation can
3We do not consider here the restricted SOS (or ABF) model [1], for which η = 1/L, s0 = 0, and s ∈ {1, 2, . . . , L−1}.
The construction of the eigenvectors of the transfer matrix is indeed slightly more subtle in that case due to possible poles
in (2.2) (see [8]).
4Our parameter ηs0, where s0 is a fixed global shift of the dynamical parameter (such that s−s0 is an integer) introduced
so as to avoid the singularities in (2.2), is related to the phase angle w0/pi (that we denote here by ηs˜0) of the physical model
considered in [29, 28] by a shift of τ/2. Note also that the (positive) statistical weights of [29, 28] correspond to a diagonal
dynamical gauge transformation of the R-matrix (2.1) which leaves the local height probabilities invariant.
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be reduced to the computation of matrix elements of appropriate combinations of local operators be-
tween the eigenstates of the transfer matrix corresponding to the maximal eigenvalue (see Section 3).
We recall in this section the construction of these eigenstates in the algebraic Bethe Ansatz framework,
as well as the characterization of the 2(L− r) ground states of the model.
2.1 Construction of the space of states in the ABA framework
Eigenstates of the transfer matrix of the SOS model with periodic boundary conditions can be obtained
by means of algebraic Bethe Ansatz (see [7, 6]). The associated space of states corresponds to the
space of functions H[0] = Fun(H[0]) of the dynamical parameter s with values in the zero-weight
spaceH[0] = { |v〉 ∈ H | h1...N |v〉 = 0}, withH ∼ (C2)⊗N and h1...N = h1 + . . .+ hN . We recall
that, in the unrestricted case, the dynamical parameter belongs to the set s0 +Z, whereas in the cyclic
case it belongs to s0 +Z/LZ. In the latter case, the space of states H[0] of the finite-size model is finite
dimensional and the zero-weight criterion has to be understood modulo L. A basis of H = Fun(H) is
given by elementary δ-function states of the form
| s1; ε1, ε2, . . . , εN 〉 = δs1 eε1 ⊗ eε2 ⊗ · · · ⊗ eεN , s1 ∈ s0 + Z/LZ, εj ∈ {+,−}, (2.4)
where e+ =
(1
0
)
, e− =
(0
1
)
, δs being the numerical function of the dynamical parameter defined as
δs : s˜ 7→ δs(s˜) =
{
1 if s˜ = s,
0 otherwise.
(2.5)
A natural basis of H[0] then corresponds to the elementary δ-function states (2.4) such that ε1 + ε2 +
· · ·+ εN = 0 (mod L).
Remark 2.1. The elementary δ-function state (2.4) can be understood as the particular configuration
of heights s1, s2 ≡ s1 + ε1, s3 ≡ s1 + ε1 + ε2, . . . , sN+1 ≡ s1 + ε1 + ε2 + · · · + εN (from top to
bottom) along a vertical line of vertices of the lattice.
In the ABA framework, the central object is the monodromy matrix. It is defined here as the
following ordered product of R-matrices along a column of elementary cells of the lattice:
Ta,1...N (u; ξ1, . . . , ξN ; s) = RaN (u− ξN ; s+ h1 + · · ·+ hN−1) . . . Ra1(u− ξ1; s)
=
(
A(u; s) B(u; s)
C(u; s) D(u; s)
)
[a]
. (2.6)
It acts on Va ⊗ H, where Va ∼ C2 is usually called auxiliary space. Hence, the entries A,B,C,D
of the monodromy matrix are linear operators acting on H. Their commutation relations are given in
terms of the R-matrix (2.1) by the following quadratic equation on Va1 ⊗ Va2 ⊗H,
Ra1a2(u1 − u2; s+ h1...N ) Ta1,1...N (u1; s) Ta2,1...N (u2; s+ ha1)
= Ta2,1...N (u2; s) Ta1,1...N (u1; s + ha2) Ra1a2(u1 − u2; s), (2.7)
which is a consequence of the dynamical Yang-Baxter relation (2.3).
To deal with the shifts of the dynamical parameter, it is convenient to introduce two operators ŝ
and τ̂s, acting on functions f of the dynamical parameter as
(ŝ f)(s) = s f(s), (τ̂s f)(s) = f(s+ 1), (2.8)
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and such that τ̂s ŝ = (ŝ+ 1) τ̂s. An action on the left can similarly be defined as
(f ŝ)(s) = f(s) s, (f τ̂s)(s) = f(s− 1). (2.9)
This enables us to define an operator algebra (see [7, 6]) generated by the operator entries Â, B̂, Ĉ, D̂
of the matrix T̂ constructed in terms of the monodromy matrix (2.6) as
T̂ (u) =
(
Â(u) B̂(u)
Ĉ(u) D̂(u)
)
[a]
= T (u; ŝ)
(
τ̂s 0
0 τ̂−1s
)
[a]
∈ End(Va ⊗ H), (2.10)
and satisfying the commutation relations given in terms of the R-matrix (2.1) as
Ra1a2(u1 − u2; ŝ+ h1...N ) T̂a1,1...N (u1) T̂a2,1...N (u2)
= T̂a2,1...N (u2) T̂a1,1...N (u1) Ra1a2(u1 − u2; ŝ). (2.11)
The transfer matrix t̂(u) ∈ End(H) of the model with periodic boundary conditions along the vertical
direction is then defined as the trace, over the auxiliary space Va, of the monodromy matrix (2.10):
t̂(u) ≡ t̂(u; ξ1, . . . , ξN ) = Â(u) + D̂(u). (2.12)
These operators preserve the zero-weight space H[0] and mutually commute on H[0].
In this picture, we define Bethe states to be the following elements of H[0], depending on a set of n
spectral parameter {v} ≡ {v1, . . . , vn} (which are supposed to be such that ηvi 6= ηvj mod Z+ τZ)
and a root of unity ω satisfying (−1)rnωL = 1:
| {v}, ω 〉 = ϕω
n∏
j=1
B̂(vj) |0 〉, with ϕω(s) = ω
s
√
L
n∏
j=1
[1]
[s− j] . (2.13)
In (2.13), | 0 〉 is a constant function of H (the reference state) given as |0 〉 : s 7→ | 0 〉 ≡ (e+)⊗N , and
n is such that N = 2n+ ℵL for some integer ℵ, so that (2.13) effectively belongs to H[0]. Similarly,
Bethe states in the dual space of states are constructed as a multiple action of n Ĉ operators on the left
reference state 〈 0 | : s 7→ 〈 0 | ≡ ( 1 0 )⊗N :
〈 {v}, ω | = 〈 0 |
n∏
j=1
Ĉ(vj) ϕ˜ω, with ϕ˜ω(s) =
ω−s√
L
n−1∏
j=0
[s+ j]
[1] . (2.14)
It is easy to see that, when ({v}, ω) satisfies the system of Bethe equations
a(vj)
∏
l 6=j
[vl − vj + 1]
[vl − vj ] = (−1)
rℵω−2 d(vj)
∏
l 6=j
[vj − vl + 1]
[vj − vl] , j = 1, . . . n, (2.15)
with
a(u) = 1, d(u) =
N∏
j=1
[u− ξj ]
[u− ξj + 1] , (2.16)
the states (2.13) and (2.14) are respectively right and left eigenstates of the transfer matrix (2.12):
t̂(u) | {v}, ω 〉 = τ(u; {v}, ω) | {v}, ω 〉, 〈 {v}, ω | t̂(u) = τ(u; {v}, ω) 〈 {v}, ω |, (2.17)
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with eigenvalues
τ(u; {v}, ω) = ω a(u)
n∏
l=1
[vl − u+ 1]
[vl − u] + (−1)
rℵω−1 d(u)
n∏
l=1
[u− vl + 1]
[u− vl] . (2.18)
The scalar product of a left Bethe state 〈 {u}, ωu | (2.14) with a right Bethe state | {v}, ωv 〉 (2.13)
is defined as5
〈 {u}, ωu | {v}, ωv 〉 =
∑
s∈s0+Z/LZ
ϕ˜ωu(s)ϕωv(s)Sn({u}; {v}; s), (2.19)
in term of the quantity
Sn({u}; {v}; s) = 〈 0 |C(un; s− n) . . . C(u1; s− 1)B(v1; s) . . . B(vn; s− n+ 1)| 0 〉,
= 〈0 |
n∏
j=1
Ĉ(vj) δs
n∏
j=1
B̂(vj) | 0 〉, (2.20)
that we called in [22] partial scalar product6. The scalar product of Bethe states (2.19) and the partial
scalar product (2.20) have been computed in [22] in the case where {u} ≡ {u1, . . . , un} is a solution
of the set of Bethe equations (2.15) associated to the complex root of unity ωu ({v} ≡ {v1, . . . , vn}
being a set of arbitrary parameters). In particular, it has been shown in [22] that scalar products of
Bethe states (2.19) could, in that case, be expressed as a unique determinant as in the case of the XXZ
chain (see Theorem 3.1 of [22]). In the same way, form factors of (1-point) local operators can be
expressed as a single determinant, and such a representation was used in [23] to compute spontaneous
staggered polarizations of the CSOS model. In the present paper, we however do not need these
formulas, and therefore we do not recall them. The only crucial point that we will use here is the fact
that the scalar product of a Bethe eigenstate (2.13) with the corresponding left Bethe eigenstate (2.14)
(‘square of the norm’) can be represented as a unique determinant of the form:
〈 {u}, ωu | {u}, ωu 〉 = (−1)
nrℵ
(−[0]′)n
∏n
t=1 a(ut)d(ut)
∏n
j,k=1[uj − uk + 1]∏
j 6=k[uj − uk]
det
n
[
Φ({u})], (2.21)
with
[
Φ({u})]
jk
= δjk
{
log′ ad(uj) +
n∑
t=1
(
[uj − ut − 1]′
[uj − ut − 1] −
[uj − ut + 1]′
[uj − ut + 1]
)}
−
(
[uj − uk − 1]′
[uj − uk − 1] −
[uj − uk + 1]′
[uj − uk + 1]
)
. (2.22)
The situation is slightly more complicated for the partial scalar product (2.20). This partial scalar
product is directly related to the partition function of the model with domain wall boundary conditions
computed in [27, 31]. In fact, up to a normalization factor, the latter coincides with a particular case of
the former. Hence, as for the partition function, it seems that the partial scalar product (2.20) cannot
be expressed in the simple form of a single determinant as the scalar product of Bethe state (2.19) or
the form factors computed in [22]. It can nevertheless be expressed, still as for the partition function
5Compared to [22], we have included the normalization factor 1/L into the definition of the states (2.13), (2.14), and the
scalar product is normalized in such a way that elementary δ-function states (2.4) are orthonormal.
6As explained in [22], the partial scalar product (2.20) is not a scalar product of Bethe states but of δ-function states of
the form δs
∏n
j=1 B̂(vj) |0 〉.
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[31], in the form of a sum of determinants (see [22]). In fact, such a representation exists even in the
case of a general (unrestricted) SOS model but, in the cyclic case η = r/L, it can be shown that the
formula simplifies as a sum of only L terms:
Sn({u}; {v}; s) = [γ] [s][0]′ [|u| − |v|+ γ + s]
n∏
j=1
[s− j]
[s+ j − 1]
∏n
t=1 d(ut)∏
j<k[uj − uk][vk − vj ]
×
L−1∑
ν=0
qνs a(ν)γ (s0) detn
[
Ω(ν)γ ({u}, ωu; {v})
]
, (2.23)
with q = e2piiη and
a(ν)γ (s0) = η
θ1(rs0 + ηγ + ντ ;Lτ) θ′1(0;Lτ)
θ1(rs0;Lτ) θ1(ηγ + ντ ;Lτ)
, (2.24)
[Ω(ν)γ ({u}, ωu; {v})
]
ij
= (−1)
rℵ
[γ]
{
[ui − vj + γ]
[ui − vj ] −q
−ν [ui − vj + γ + 1]
[ui − vj + 1]
}
a(vj)
n∏
t=1
[ut−vj+1]
+ 1[γ]
{
[ui − vj + γ]
[ui − vj ] − q
ν [ui − vj + γ − 1]
[ui − vj − 1]
}
ω−2u d(vj)
n∏
t=1
[ut − vj − 1]. (2.25)
Here γ is an arbitrary complex parameter (the expression (2.23) does not depend on the value of γ),
and we have set |u| ≡ u1 +u2 + · · ·+un, |v| ≡ v1 +v2 + · · ·+vn. We recall that, in (2.23), ({u}, ωu)
is solution of the Bethe equations, whereas {v} is a set of arbitrary parameters.
2.2 The degenerate ground states in the thermodynamic limit
It has been shown in [29, 28] that the transfer matrix of the CSOS model possesses 2(L−r) largest (in
magnitude) eigenvalues which are asymptotically degenerate at the thermodynamic limit. The corre-
sponding 2(L− r) degenerate ground states correspond to particular solutions of the Bethe equations
(2.15) in the n = N/2 sector. As shown in [23], these Bethe ground states are completely determined
by two quantum numbers k ∈ Z/2Z and ` ∈ Z/(L − r)Z, so that, as in [23], it will be convenient to
denote the corresponding Bethe vectors by | k, ` 〉.
The inhomogeneous Bethe equations (2.15) in the n = N/2 sector for ω = eipi rn+2`L can be
rewritten in the logarithmic form by means of Jacobi’s imaginary transformation (A.6) as
Np0tot(zj)−
n∑
l=1
ϑ(zj−zl) = 2pi
(
nj− n+ 12 +
rn+ 2`
L
+2η
n∑
l=1
zl+ηξ¯
)
, j = 1, . . . , n, (2.26)
in which we have set zj = η˜vj , j = 1, . . . , n, with η˜ = −η/τ . Here and in the following, unless
explicitly specified, the considered theta functions are of imaginary quasi-period τ˜ = −1/τ , i.e.
θ1(z) ≡ θ1(z; τ˜). In (2.26), nj are integers, p0tot and ϑ are the bare momentum and bare phase
p0tot(z) =
1
N
N∑
k=1
p0
(
z − ξ˜k + η˜2
)
with p0(z) = i log
θ1(η˜/2 + z)
θ1(η˜/2− z) , (2.27)
ϑ(z) = i log θ1(η˜ + z)
θ1(η˜ − z) , (2.28)
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and
ξ¯ =
N∑
l=1
( η˜
2 − ξ˜l
)
, (2.29)
with inhomogeneity parameters ξ˜l = η˜ξl, l = 1, . . . , N . For simplicity, we suppose in this paper that
these inhomogeneity parameters are such that =ξ˜l = = η˜2 , l = 1, . . . , N .
A Bethe ground state | k, ` 〉 corresponds to a set of real solutions of (2.26) for a given choice of
` ∈ Z/(L − r)Z and a successive set of n integers nj = j + k, j = 1, . . . , n, for a given choice of
k ∈ Z/2Z. In the thermodynamic limit N → ∞ (with n = N/2), the distribution of the Bethe roots
corresponding to any of such ground states tends to a function ρtot(z) on the interval [−1/2, 1/2],
solution of the following integral equation:
ρtot(z) +
∫ 1/2
−1/2
K(z − w) ρtot(w) dw = p
′
0tot(z)
2pi , (2.30)
where
p′0tot(z) =
1
N
N∑
k=1
p′0
(
z − ξ˜k + η˜2
)
with p′0(z) = i
{
θ′1(z + η˜/2)
θ1(z + η˜/2)
− θ
′
1(z − η˜/2)
θ1(z − η˜/2)
}
, (2.31)
K(z) = 12piϑ
′(z) = i2pi
{
θ′1(z + η˜)
θ1(z + η˜)
− θ
′
1(z − η˜)
θ1(z − η˜)
}
. (2.32)
The solution of the inhomogeneous integral equation (2.30) is
ρtot(z) =
1
N
N∑
k=1
ρ
(
z − ξ˜k + η˜2
)
, (2.33)
where ρ is the density function solution of (2.30) for the homogeneous model corresponding to ξ˜k =
η˜/2, k = 1, . . . , N :
ρ(z) =
∞∑
m=−∞
e2piimz
2 cosh(ipimη˜) =
1
2pi
θ′1(0; η˜) θ3(z; η˜)
θ2(0; η˜) θ4(z; η˜)
. (2.34)
In [23] we have studied the behavior of the ground states roots with respect to finite size correc-
tions. We have notably obtained the following result, which can easily be generalized to the inhomo-
geneous case:
Proposition 2.1. Let f be a C∞ 1-periodic function on R. Then, the sum of all the values f(xj),
where the set of spectral parameters {xj}1≤j≤n parametrizes one of the quasi-ground states solution
to (2.26), can be replaced by an integral in the thermodynamic limit according to the following rule:
1
N
n∑
j=1
f(xj) =
∫ 1/2
−1/2
f(z) ρtot(z) dz +O(N−∞). (2.35)
Similarly, if g is a C∞ function such that g′ is 1-periodic, then
1
N
n∑
j=1
g(xj) =
∫ 1/2
−1/2
g(z) ρtot(z) dz +
cg
N
n∑
j=1
xj +O(N−∞), (2.36)
where cg =
∫ 1/2
−1/2 g
′(z) dz = g(1/2)− g(−1/2).
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Proposition 2.1 was used in [23] to obtain a sum rule for the corresponding ground state roots,
and to study the infinitesimal shift behavior of the ground states roots with respect to the size of the
system. These results can easily be extended to the inhomogeneous case.
In particular, let us consider two different Bethe ground states | kx, `x 〉 and | ky, `y 〉, parameterized
by two sets of Bethe roots {xj}j=1,...,n and {yj}j=1,...,n for the system of Bethe equations (2.26) with
respective quantum numbers kx, `x and ky, `y. Then we have the following sum rule:
|x| − |y| ≡
∑
l
(xl − yl) = L(kx − ky) + 2(`x − `y)2(L− r) +O(N
−∞), (2.37)
which also means that, setting ωx = eipi
rn+2`x
L and ωy = eipi
rn+2`y
L ,
e2pii(1−η)(|x|−|y|) = eipi(kx−ky) ωx
ωy
+O(N−∞). (2.38)
Still applying Proposition 2.1, one can also evaluate several useful quantities depending on these sets
of roots. For instance, one obtains that
φ(t; {x}, {y}) ≡
n∏
l=1
θ1(xl + t)
θ1(yl + t)
= eipi(2kt−1)(|x|−|y|) +O(N−∞), (2.39)
where kt ∈ Z is such that 0 < =(t+ ktτ˜) < =τ˜ . One also obtains that (see [23] for details)
φj({x}, {y}) ≡
∏n
l=1 θ1(yj − xl)∏
l 6=j θ1(yj − yl)
= − θ
′
1(0)
Npiρtot(yj)
sin pi(|x| − |y|) +O(N−∞). (2.40)
The evaluation of the products (2.39)-(2.40) in terms of the difference of roots (2.37) will be used in
Section 5 for taking the thermodynamic limit of the finite-size representations obtained in Section 4
for the multi-point matrix elements.
To conclude this brief description of the degenerate grounds states of the model, let us finally
mention that the 2(L − r) Bethe ground states that we have characterized above are in fact linear
combinations of the 2(L − r) states corresponding to the flat ground state configurations of the type
(s, s+ 1, s, s+ 1, . . .) or (s+ 1, s, s+ 1, s, . . .) identified in [29] in the low temperature limit τ˜ → +∞
in which the system becomes completely ordered (see Fig. 2). To come back to such configurations,
one has therefore to perform the appropriate change of basis in the 2(L − r)-dimensional subspace
Fun(Hg[0]) of the space of states Fun(H[0]) generated by all the ground states, i.e. associated to the
2(L − r) largest (in magnitude) eigenvalues of the transfer matrix in the thermodynamic limit. This
change of basis is defined as follows: if
|ψ(kα,`α)g 〉 ≡
| kα, `α 〉
(〈 kα, `α | kα, `α 〉)1/2 , kα ∈ Z/2Z, `α ∈ Z/(L− r)Z, (2.41)
denote the normalized Bethe ground states, we consider the new set of normalized ground states
|φ(,t)g 〉,  ∈ {0, 1}, t ∈ {0, 1 . . . , L− r − 1}, given as
|φ(,t)g 〉 =
1√
2(L− r)
1∑
kα=0
L−r−1∑
`α=0
(−1)kαe−ipi rkα+2`αL−r (t+s0) |ψ(kα,`α)g 〉. (2.42)
The correspondence of the states (2.42) with the flat ground states configurations identified in the low-
temperature limit is the following: if we set s0 = τ2η = − 12η˜ , the state |φ
(,t)
g 〉with t = a−bηac tends,
in the low-temperature limit, to the elementary δ-function state | s0 + a; +,−,+,−, . . . 〉 if  − bηac
is even, and to | s0 +a+ 1;−,+,−,+, . . . 〉 if −bηac is odd (here bxc denotes the integer part of x).
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3 Local height probabilities in the ABA framework
Let us considerm given vertices of the lattice, labelled by their positions (i1, j1), (i2, j2), . . . , (im, jm),
1 ≤ ik ≤ N , 1 ≤ jk ≤ M , starting from the reference vertex (1, 1) situated at the upper left corner
of the lattice. We suppose that these vertices are ordered in such a way that j1 ≤ j2 ≤ . . . ≤ jm. The
probability that the heights at these sites have respective values s1, s2, . . . , sm is given by
P(M,N)(i1,j1),(i2,j2),...,(im,jm)(s1, s2, . . . , sm) =
[
Z(M,N)
]−1
×
∑
heights s˜i,j
1≤i≤N, 1≤j≤M
m∏
k=1
δsk(s˜ik,jk) ·
N∏
i=1
M∏
j=1
W
(
s˜i,j s˜i,j+1
s˜i+1,j s˜i+1,j+1
)
, (3.1)
where we have imposed periodic boundary conditions both along the vertical and horizontal directions
of the lattice (i.e. s˜N+1,j ≡ s˜1,j , and s˜i,M+1 ≡ s˜i,1). Z(M,N) denotes here the partition function of
the model with periodic boundary conditions:
Z(M,N) =
∑
heights s˜i,j
1≤i≤N, 1≤j≤M
N∏
i=1
M∏
j=1
W
(
s˜i,j s˜i,j+1
s˜i+1,j s˜i+1,j+1
)
. (3.2)
As usual [14], the multi-point local probability (3.1) can be expressed in terms of the (vertical) transfer
matrices t̂(wj) ≡ t̂(wj ; ξ1, . . . , ξN ) (2.12) as the following trace over the space of states H[0],
P(M,N)(i1,j1),(i2,j2),...,(im,jm)(s1, s2, . . . , sm)
=
trH[0]
(
j1−1∏
k=1
t̂(wk) · δ̂(i1)s1 ·
j2−1∏
k=j1
t̂(wk) · δ̂(i2)s2 . . .
jm−1∏
k=jm−1̂
t(wk) · δ̂(im)sm ·
M∏
k=jm̂
t(wk)
)
trH[0]
(
M∏
k=1
t̂(wk)
) , (3.3)
and the trace in (3.3) can be expressed in terms of the Bethe eigenstates of the transfer matrix so that,
in the limit M → ∞, only the ground states characterized in Section 2.2 effectively contribute to the
trace:
P(N)(i1,j1),(i2,j2),...,(im,jm)(s1, s2, . . . , sm) = limM→∞P
(M,N)
(i1,j1),(i2,j2),...,(im,jm)(s1, s2, . . . , sm)
=
∑
k,`
〈ψ(k,`)g |
j1−1∏
k=1
t̂(wk) · δ̂(i1)s1 ·
j2−1∏
k=j1
t̂(wk) · δ̂(i2)s2 . . .
. . .
jm−1∏
k=jm−1̂
t(wk) · δ̂(im)sm ·
jm−1∏
k=1
t̂−1(wk) |ψ(k,`)g 〉. (3.4)
Here, |ψ(k,`)g 〉 denotes the normalized Bethe ground state (2.41), and the sum runs over all values of
k ∈ Z/2Z and of ` ∈ Z/(L− r)Z. In (3.3) and (3.4), δ̂(i)s denotes the local operator whose action on
elementary δ-function states (2.4) is defined as:
δ̂(i)s | s1; ε1, ε2, . . . , εN 〉 = δs(s1 + ε1 + ε2 + · · ·+ εi−1) | s1; ε1, ε2, . . . , εN 〉, (3.5)
i.e. it amounts to fixing to s the value of the height at the i-th site of the considered vertical line.
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To compute the quantity (3.4), the problem is therefore to be able to act with such operators on the
ground states (and more generally on the Bethe eigenstates (2.13)) so as to reduce the mean value (3.4)
to a sum of scalar products of Bethe states (2.19), or at least of partial scalar products (2.20). As in the
case, considered in [22], of elementary operatorsEαβi acting on vertical bonds of the lattice (i.e. acting
on the corresponding spin variable), the idea is to solve the inverse problem [16, 26, 10]. We recall
that, in [22], a local operator Eαβi acting on the i-th bond of a given vertical line was reconstructed in
terms of the entries of the (vertical) monodromy matrix (2.10) in the following way:
Theorem 3.1. [22] Let Eαβi be the elementary matrix, acting on the i-th space of the tensor product
H = (C2)⊗N , with elements (Eαβi )jk = δαj δβk , where α and β are equal to ±1. It can be expressed in
terms of the entries of the monodromy matrix (2.10) in the following way:
Eαβi =
i−1∏
k=1
t̂(ξk) · T̂βα(ξi) ·
i∏
k=1
[
t̂(ξk)
]−1 · τ̂β−αs . (3.6)
The idea is here to express similarly the local operators δ̂(i)s in terms of elements of the monodromy
matrix and, in addition, of simple functions of the operators ŝ, τ̂s.
In fact, since the action of δ̂(1)s on any elementary δ-function state (2.4) amounts to fixing the
reference value (height at site 1) of the dynamical parameter, it means that this action on any element
|ψ 〉 ∈ H corresponds to the multiplication by the numerical function δs (2.5):(
δ̂(1)s |ψ 〉
)
(s˜) =
(
δs(ŝ) |ψ 〉
)
(s˜) = δs(s˜) · |ψ 〉(s˜) = |ψ 〉(s). (3.7)
Remark 3.1. It follows from (3.1) and from the decomposition
δs(s˜) =
1
L
L−1∑
j=0
e−2pii
j(s−s˜)
L , (3.8)
that the action of the operator δ̂(1)s on a Bethe state | {v}, ωv 〉 (2.13) leads to a linear combination of
L Bethe-type states:
δ̂(1)s | {v}, ωv 〉 = δs(ŝ) | {v}, ωv 〉 =
1
L
L−1∑
j=0
e−2pii
js
L | {v}, ωv e2pii
j
L 〉. (3.9)
Note that the resulting Bethe-type states | {v}, ωv e2pii
j
L 〉 are a priori no longer eigenstates of the
transfer matrix (even if | {v}, ωv 〉 was), since the combination of parameters ({v}, ωv e2pii
j
L ) does not
in general satisfy the Bethe equations.
Remark 3.2. The form factor of the local δ̂(1)s operator between two Bethe eigenstates is proportional
to the partial scalar product (2.20):
〈 {u}, ωu | δ̂(1)s | {v}, ωv 〉 = 〈 {u}, ωu | δs(ŝ) | {v}, ωv 〉 = ϕ˜ωu(s)ϕωv(s)Sn({u}; {v}; s). (3.10)
It can be expressed as sum over L determinants, either by virtue of Remark 3.1 and using the deter-
minant representation for the scalar product of a Bethe state with a Bethe eigenstate, or simply via the
formula (2.23).
More generally, the local operator δ̂(i)s can be reconstructed as follows.
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Theorem 3.2. The operator δ̂(i)s ∈ End(H), defined by its action (3.5) on the basis (2.4) of H, can be
expressed as
δ̂(i)s =
i−1∏
k=1
t̂(ξk) · δs(ŝ) ·
i−1∏
k=1
[
t̂(ξk)
]−1
. (3.11)
Proof — The relation (3.11) follows from a trivial recursion on i using the fact that
δ̂(i)s = δ̂
(i−1)
s−1 E
++
i−1 + δ̂
(i−1)
s+1 E
−−
i−1, (3.12)
and the solution of the inverse problem (3.6) for E++i−1 and E
−−
i−1. The equality (3.12) can easily be
proven by acting with both sides of the equation on the basis of elementary δ-function states (2.4). 
Hence, a completely arbitrary multi-point local height probability such as (3.4) can be expressed
in this framework as
P(N)(i1,j1),(i2,j2),...,(im,jm)(s1, s2, . . . , sm) =
∑
k,`
〈ψ(k,`)g |
j1−1∏
k=1
t̂(wk)
i1−1∏
l=1
t̂(ξl) · δs1(ŝ) ·
j2−1∏
k=j1
t̂(wk)
×
i2−1∏
l=i1
[
t̂(ξl)
]H(i2−i1) i1−1∏
l=i2
[
t̂(ξl)
]−H(i1−i2) · δs2(ŝ) . . . jm−1∏
k=jm−1̂
t(wk)
im−1∏
l=im−1
[
t̂(ξl)
]H(im−im−1)
×
im−1−1∏
l=im
[
t̂(ξl)
]−H(im−1−im) · δsm(ŝ) · jm−1∏
k=1
t̂−1(wk)
im−1∏
l=1
t̂−1(ξl) |ψ(k,`)g 〉, (3.13)
in which H denotes the Heaviside step function.
The fact that we have access to any multi-point local height probability on the lattice, and not only
to local probabilities at points on a same line, as it is usually the case by means of other approaches
[13, 25], is due to the solution of the inverse problem (3.11). In the same way, one could also compute,
using the solution of the inverse problem (3.6), the correlation function between spins sitting on any
(vertical or horizontal) bonds of the lattice (or more generally the correlation between any combination
of local heights and local spins). More precisely, the contribution to the trace of a spin α sitting on the
vertical link (i1, j1)v between vertices (i1, j1) and (i1 + 1, j1) corresponds to the insertion of the local
operator Eααi1 , reconstructed as in (3.6), whereas the contribution of a spin β sitting on the horizontal
link (i2, j2)h between vertices (i2, j2) and (i2, j2 + 1) corresponds to the insertion of the product
i2−1∏
l=1
t̂(ξl) · T̂ββ(wj2) ·
i2−1∏
l=1
[
t̂(ξl)
]−1
. (3.14)
Hence, in general, the probability to find any combination of given values x1, x2, . . . , xm of
heights or spins on positions I1, I2, . . . , Im of vertices or (vertical or horizontal) bonds on the lat-
tice can be expressed as follows:
P(N)I1,I2,...,Im(x1, x2, . . . , xm) =
∑
k,`
〈ψ(k,`)g |
j1−1∏
k=1
t̂(wk)
i1−1∏
l=1
t̂(ξl) · X̂x1I1 ·
j2−1∏
k=j1
t̂(wk)
×
i2−1∏
l=i1
[
t̂(ξl)
]H(i2−i1) i1−1∏
l=i2
[
t̂(ξl)
]−H(i1−i2) · X̂x2I2 . . . jm−1∏
k=jm−1̂
t(wk)
im−1∏
l=im−1
[
t̂(ξl)
]H(im−im−1)
×
im−1−1∏
l=im
[
t̂(ξl)
]−H(im−1−im) · X̂xmIm · jm−1∏
k=1
t̂−1(wk)
im−1∏
l=1
t̂−1(ξl) |ψ(k,`)g 〉. (3.15)
In (3.15), the prescription is as follows:
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• X̂xkIk = δsk(ŝ) if Ik ≡ (ik, jk) labels the position of a vertex and xk ≡ sk is the value of the
height at this vertex;
• X̂xkIk = T̂αkαk(ξik) · t̂−1(ξik) if Ik ≡ (ik, jk)v labels the position of a vertical bond and
xk ≡ αk is the value of the spin on this bond;
• X̂xkIk = T̂βkβk(wjk) · t̂−1(wjk) if Ik ≡ (ik, jk)h labels the position of a horizontal bond and
xk ≡ βk is the value of the spin on this bond
It is therefore possible to compute any of these quantities by summation over the corresponding
form factors. We recall that the form factors of local spin operators can be expressed as a determinant
of usual functions of the model (see [22]), and that the form factors of local height operators (3.10)
can be expressed as a sum of L such determinants according to Remark 3.2. Alternatively, one can
decompose (3.15) as a sum over local height probabilities at adjacent points (see Fig. 3). In the
remaining part of this paper, we will explain how to compute these local height probabilities at adjacent
points (LHPAP) in the case of the CSOS model at the thermodynamic limit.
ξ1
ξ2
ξ3
ξN
w1 w2 w3 wM
α2
s1
s5
α4
s3
ξ1
ξ2
ξ3
ξN
w1 w2 w3 wM
α2
s1
s5
α4
s3
s˜2
s˜3
s˜4 s˜6 s˜7
Figure 3: The probability associated to the configuration of spins/heights on the left figure
is P(1,2),(2,2)v,(4,3),(4,4)h,(3,5)(s1, α2, s3, α4, s5). It can be computed as the sum over the LHPAP
P(1,2),(2,2),(3,2),(4,2),(4,3),(4,4),(4,5),(3,5)(s1, s˜2, s˜3, s˜4, s3, s˜6, s˜7, s8), associated to all possible height
configurations at adjacent points presented on the right figure such that s˜3 = s˜2+α2 and s˜7 = s˜6+α4.
Let us therefore consider m+ 1 vertices of the lattice at positions I1 = (i1, j1), I2 = (i2, j2), . . . ,
Im+1 = (im+1, jm+1), with j1 ≤ j2 ≤ . . . ≤ jm+1. We suppose that, for any 1 ≤ k ≤ m, Ik
and Ik+1 are nearest neighbors on the lattice, i.e. (ik+1, jk+1) = (ik + εk, jk + ε′k), with either
(εk, ε′k) = (±1, 0) (if Ik and Ik+1 are separated by a vertical bound) or (εk, ε′k) = (0, 1) (if Ik
and Ik+1 are separated by a horizontal bound). The probability that the heights at these sites have
respective values s1, s2, . . . , sm+1 is hence given by the expression
P(N)I1,I2,...,Im+1(s1, s2, . . . , sm+1) =
∑
k,`
〈ψ(k,`)g |
j1−1∏
k=1
t̂(wk)
i1−1∏
l=1
t̂(ξl)
× δs1(ŝ) · t̂ε
′
1(wj1) t̂ ε1H(ε1)(ξi1) t̂ ε1H(−ε1)(ξi2) · δs2(ŝ) . . . t̂ε
′
m(wjm) t̂ εmH(εm)(ξim)
× t̂ εmH(−εm)(ξim+1) · δsm+1(ŝ) ·
jm+1−1∏
k=1
t̂−1(wk)
im+1−1∏
l=1
t̂−1(ξl) |ψ(k,`)g 〉, (3.16)
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in which we recall that H denotes the Heaviside step function. Using moreover the inversion property
of the transfer matrix evaluated at any of the inhomogeneity parameters,
t̂(ξi)
a(ξi)
· t̂(ξi − 1)d(ξi − 1) =
[ŝ]
[ŝ+ h1...N ]
, (3.17)
we can rewrite (3.16) in terms of a simple product of matrix elements of the monodromy matrix as
P(N)I1,I2,...,Im+1(s1, s2, . . . , sm+1) =
∑
k,`
〈ψ(k,`)g |
j1−1∏
k=1
t̂(wk)
i1−1∏
l=1
t̂(ξl) · δs1(ŝ) · T̂α1α1(ζ1)
× T̂α2α2(ζ2) . . . T̂αmαm(ζm)
m∏
k=1
t̂−1(ζk)
j1−1∏
k=1
t̂−1(wk)
i1−1∏
l=1
t̂−1(ξl) |ψ(k,`)g 〉. (3.18)
In (3.18), we have set, for 1 ≤ k ≤ m,
αk = sk+1 − sk, (3.19)
and
ζk =

wjk if (εk, ε′k) = (0, 1),
ξik if (εk, ε′k) = (1, 0),
ξik−1 − 1 if (εk, ε′k) = (−1, 0).
(3.20)
We will in fact consider more specific quantities, namely local height probabilities in one of the
background ground states |φ(,t)g 〉 tending to the flat ground state configurations identified in [29] in
the low-temperature limit:
P(,t)I1,I2,...,Im+1(s1, s2, . . . , sm+1) ≡ 〈φ(,t)g |
j1−1∏
k=1
t̂(wk)
i1−1∏
l=1
t̂(ξl) · δs1(ŝ) · T̂α1α1(ζ1)
× T̂α2α2(ζ2) . . . T̂αmαm(ζm)
m∏
k=1
t̂−1(ζk)
j1−1∏
k=1
t̂−1(wk)
i1−1∏
l=1
t̂−1(ξl) |φ(,t)g 〉, (3.21)
so that, according to the change of basis (2.42), we will need to compute not only means values in the
Bethe ground states (2.41), as in (3.18), but also more general matrix elements of the form
P(k1,`1;k2,`2)I1,I2,...,Im+1(s1, s2, . . . , sm+1) ≡ 〈ψ(k1,`1)g |
j1−1∏
k=1
t̂(wk)
i1−1∏
l=1
t̂(ξl) · δs1(ŝ) · T̂α1α1(ζ1)
× T̂α2α2(ζ2) . . . T̂αmαm(ζm)
m∏
k=1
t̂−1(ζk)
j1−1∏
k=1
t̂−1(wk)
i1−1∏
l=1
t̂−1(ξl) |ψ(k2,`2)g 〉, (3.22)
where the parameters αk, ζk, 1 ≤ k ≤ m, are defined according to the prescriptions (3.19), (3.20).
For simplicity, we will suppose in the following that the column inhomogeneity parameters wjk
involved in the definition (3.20) of the parameter ζk belong to the set of (possibly shifted) line in-
homogeneity parameters7, i.e. that wjk ∈ {ξ1, . . . , ξN} ∪ {ξ1 − 1, . . . , ξN − 1}. For the ease of
7This choice is compatible with the homogeneous limit. It is possible to consider more general inhomogeneity parame-
ters, but the resulting representations for the local height probabilities could be slightly more complicated.
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computations, we will also suppose that the parameters ζk are all distinct (modulo 1ηZ +
τ
ηZ): if two
or more of these parameters are equal, the corresponding homogeneous limit should be taken in our
final formulas.
In the next section, we explain how to reduce the computation of the quantity (3.22) to a sum over
partial scalar products (2.20), and hence to a sum over ratios of determinants of the form (2.25) and
(2.22). Then, in Section 5, we explain how to take the thermodynamic limit of the resulting expression.
Finally, in Section 6, we give the result for the quantity (3.21) at the thermodynamic limit.
4 Finite-size multi-point matrix elements
So as to compute the local height probabilities at adjacent points (3.21), we consider the normalized
multi-point matrix elements of the form
P({u},ωu;{v},ωv){ζ} (s;α1, . . . , αm)
= 〈 {u}, ωu | δs(ŝ) T̂α1α1(ζ1) . . . T̂αmαm(ζm)
∏m
k=1 t̂
−1(ζk) | {v}, ωv 〉(〈 {u}, ωu | {u}, ωu 〉〈 {v}, ωv | {v}, ωv 〉)1/2 ,
= ω
s+α1,...,m
v
Lωsu
n∏
j=1
[s+ j − 1]
[s+ α1,...,m − j]
m∏
j=1
τ−1(ζj ; {v}, ωv)
× 〈0 | Ĉ(u1) . . . Ĉ(un) δs(ŝ) T̂α1α1(ζ1) . . . T̂αmαm(ζm) B̂(vn) . . . B̂(v1) | 0 〉(〈 {u}, ωu | {u}, ωu 〉〈 {v}, ωv | {v}, ωv 〉)1/2 , (4.1)
where | {u}, ωu 〉 and | {v}, ωv 〉 are two (possibly different) Bethe eigenstates of the model, and
{ζ1, . . . , ζm} ≡ {ζ} is a set of m arbitrary complex parameters. Here and in the following, we
use the simplified notation: αi,...,j =
∑j
l=i αl for i < j.
The matrix elements (4.1) can be evaluated, as usual [16, 17], by acting with the operators T̂αiαi(ζi)
on one of the (left or right) Bethe eigenstates, and by computing the scalar product of the resulting
state with the remaining Bethe eigenstate. The multiple action of the operator entries T̂αiαi(ζi) on
the right state B̂(vn) . . . B̂(v1) |0 〉 in (4.1) can be computed similarly as in [17] from the quadratic
commutation relations given by the R-matrix. Using in particular that
Â(vn+1)
n∏
j=1
B̂(vj) | 0 〉 =
n+1∑
j=1
a(vj)
[ŝ+ vj − vn+1]
[ŝ− n]
n∏
l=1
[vl − vj + 1]
n+1∏
l=1
l 6=j
[vl − vj ]
n+1∏
l=1
l 6=j
B̂(vl)| 0 〉, (4.2)
D̂(vn+1)
n∏
j=1
B̂(vj) |0 〉 = [ŝ− n− 1][ŝ− 1]
n+1∑
j=1
d(vj)
[ŝ+ vj − vn+1]
[ŝ]
×
n∏
l=1
[vl − vj − 1]
n+1∏
l=1
l 6=j
[vl − vj ]
n+1∏
l=1
l 6=j
B̂(vl)| 0 〉, (4.3)
and defining the following sets of indices,
α− = {j : 1 ≤ j ≤ m,αj = −1} = {ip}p∈{1,...,|α−|} with ik < il if k < l ≤ |α−|, (4.4)
α+ = {j : 1 ≤ j ≤ m,αj = 1} = {ip}p∈{|α−|+1,...,m} with ik > il if |α−| < k < l, (4.5)
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where |α−| denotes the cardinality of α−, one obtains that
T̂α1α1(ζ1) . . . T̂αmαm(ζm)
n∏
j=1
B̂(vj) |0 〉 =
∑
b
Fb(ŝ; {v}, {ζ})
n∏
k=1
B̂(vbm+k) | 0 〉. (4.6)
In (4.6) the summation runs over all m-tuples of indices b = (b1, . . . , bm) such that{
bp ∈ {1, . . . , n+m+ 1− ip},
bj 6= bk if j 6= k,
(4.7)
and we have set vn+j = ζm+1−j , as well as
{1, . . . , n+m} \ {b1, . . . , bm} = {bm+1, . . . , bm+n}. (4.8)
With these conventions, the coefficient Fb(ŝ; {v}, {ζ}) ≡ F(b1,...,bm)(ŝ; {v1, . . . , vn}, {ζ1, . . . , ζm})
is given as
Fb(ŝ; {v}, {ζ}) = fα1,...,αm(ŝ)
|α−|∏
p=1
d(vbp)
m∏
p=|α−|+1
a(vbp)
∏
1≤i<j≤m
[vbi − vbj ]
[vbi − vbj + 1]
×
m∏
p=1

[
ŝ+ α1,...,ip−1 + vbp − ζip
][
ŝ+ α1,...,ip−1
]
n∏
k=1
[vk − vbp + αip ]
n∏
k=1
k 6=bp
[vk − vbp ]
m∏
k=ip+1
[ζk − vbp + αip ]
m∏
k=ip
k 6=n+m+1−bp
[ζk − vbp ]

, (4.9)
with
fα1,...,αm(ŝ) =
∏
j∈α−
[
ŝ+ α1,...,j−1 − n− 1
][
ŝ+ α1,...,j−1 − 1
] ∏
j∈α+
[
ŝ+ α1,...,j−1
][
ŝ+ α1,...,j−1 − n
] = n∏
j=1
[
ŝ+ α1,...,m − j
][
ŝ− j] .
Hence the quantity (4.1) can be rewritten as
P({u},ωu;{v},ωv){ζ} (s;α1, . . . , αm) =
1
L
ω
s+α1,...,m
v
ωsu
n∏
j=1
[s+ j − 1]
[s+ α1,...,m − j]
m∏
j=1
τ−1(ζj ; {v}, ωv)
×
∑
b
Fb(s; {v}, {ζ})
Sn({u}, {vbm+k}; s)(〈 {u}, ωu | {u}, ωu 〉〈 {v}, ωv | {v}, ωv 〉)1/2 , (4.10)
in terms of the partial scalar products Sn({u}, {vbm+k}; s) (2.20) associated to the sets of variables
{u} ≡ {uj}1≤j≤n and {vbm+k} ≡ {vbm+k}1≤k≤n. These partial scalar products can be expressed as
sums of L determinants as in (2.23)-(2.25), whereas the normalization factors 〈 {u}, ωu | {u}, ωu 〉
and 〈 {v}, ωv | {v}, ωv 〉 can themselves be expressed as a unique determinant as in (2.21)-(2.22).
We ultimately want to compute the thermodynamic limit of the quantity (4.1) when the two states
| {u}, ωu 〉 and | {v}, ωv 〉 tend to ground states of the infinite-size model. We have seen in our previous
paper [23] that the large-size behavior of the determinant of the matrix Φ({u}) (2.22), appearing in
the denominator of (4.10) throughout the normalization factor (2.21), is given in terms of a Fredholm
determinant which can be explicitly computed. However, it is more difficult to directly determine
the large-size behavior of the determinants of the matrices Ω(ν)γ ({u}, ωu; {vbm+k}) appearing in the
numerator of (4.10) through the expression of the partial scalar product (2.23), especially when the
17
two considered ground states are different. In fact, as in the simpler case of the form factor considered
in [23], one should modify these determinants so as to obtain more convenient representations for
taking the thermodynamic limit.
Let us set, for ε = ±1,
Λε(ζ; {v}, ωv) = ε ωε−1v
N∏
j=1
[
ζ − ξj + 1 + ε2
] · n∏
`=1
[
v` − ζ + ε
]
. (4.11)
Using the Bethe equations for ({v}, ωv), we can rewrite, when {u} and {v} are pairwise distinct, the
determinant of the matrix Ω(ν)γ ({u}, ωu; {vbm+k}) as
det
n
[
Ω(ν)γ ({u}, ωu; {vbm+k})
]
=
n∏
k=1
{
a(vbm+k)
n∏
l=1
[vl − vbm+k + 1]
}
n∏
k=1
bm+k>n
Λ+(vbm+k ; {v}, ωv)
× det
n
[
H
(ν)
γ;b({u}, ωu; {v}, ωv|{vbm+k})
]
, (4.12)
in which[
H
(ν)
γ;b({u}, ωu; {v}, ωv|{vbm+k})
]
jk
=

[
H
(ν)
γ ({u}, ωu; {v}, ωv)
]
jbm+k
if bm+k ≤ n,[
Q
(ν)
γ ({u}, ωu; {v}|{ζ})
]
j,n+m+1−bm+k if bm+k > n,
(4.13)
with [
H(ν)γ ({u}, ωu; {v}, ωv)
]
jk
=
∑
ε=±
ε
[γ]
{ [uj − vk + γ]
[uj − vk] − q
−ε ν [uj − vk + γ + ε]
[uj − vk + ε]
}
×
(ωv
ωu
)1−ε n∏
t=1
[ut − vk + ε]
[vt − vk + ε] , (4.14)
[
Q(ν)γ ({u}, ωu; {v}|{ζ})
]
jk
=
∑
ε=±
ε
[γ]
{ [uj − ζk + γ]
[uj − ζk] − q
−ε ν [uj − ζk + γ + ε]
[uj − ζk + ε]
}
× Λε(ζk; {v}, ωv)
(ωv
ωu
)1−ε n∏
t=1
[ut − ζk + ε]
[vt − ζk + ε] . (4.15)
The determinant of the matrix (4.13) can then be transformed by means of the identity of Appendix B.
It gives
det
n
[
H
(ν)
γ;b({u}, ωu; {v}, ωv|{vbm+k})
]
=
[|u| − |v|+ γ]
(−[0]′)n [γ]
∏
j<k
[uj − uk]
[vj − vk]
× det
n
[H(ν)γ;b({u}, ωu; {v}, ωv|{vbm+k})], (4.16)
in which[H(ν)γ;b({u}, ωu; {v}, ωv|{vbm+k})]jk
=

[H(ν)γ ({u}, ωu; {v}, ωv)]jbm+k if bm+k ≤ n,[Q(ν)γ ({u}, ωu; {v}|{ζ})]j,n+m+1−bm+k if bm+k > n, (4.17)
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with
[H(ν)γ ({u}, ωu; {v}, ωv)]jk = δjk [0]′
∏
l 6=j
[vj − vl]
n∏
l=1
[vj − ul]
{
n∏
l=1
[ul − vk + 1]
[vl − vk + 1]−
(ωv
ωu
)2 n∏
l=1
[ul − vk − 1]
[vl − vk − 1]
}
+ [0]
′
[|u| − |v|+ γ]
{
q−ν
[vj − vk + |u| − |v|+ γ + 1]
[vj − vk + 1] −q
ν
(ωv
ωu
)2 [vj − vk + |u| − |v|+ γ − 1]
[vj − vk − 1]
}
,
(4.18)
[Q(ν)γ ({u}, ωu; {v}|{ζ})]jk = ∑
ε=±
εΛε(ζk; {v}, ωv) [0]′
[|u| − |v|+ γ]
(
ωv
ωu
)1−ε
×
{
q−εν
[vj − ζk + |u| − |v|+ γ + ε]
[vj − ζk + ε] −
[vj − ζk + |u| − |v|+ γ]
[vj − ζk]
n∏
l=1
[vl − ζk][ul − ζk + ε]
[ul − ζk][vl − ζk + ε]
}
.
(4.19)
Hence, combining all these expressions together with the representation (2.21) of the normaliza-
tion factor, one obtains that
P({u},ωu;{v},ωv){ζ} (s;α1, . . . , αm) =
( 〈 {v}, ωv | {v}, ωv 〉
〈 {u}, ωu | {u}, ωu 〉
)1/2 ∑
b
Gb(s; {v}, {ζ})
× [s] [|u| − |v|+ γ][0]′ [|u| − |vbm+k |+ γ + s]
1
L
L−1∑
ν=0
qνs a(ν)γ (s0)
detn
[H(ν)γ;b({u}, ωu; {v}, ωv|{vbm+k})]
detn[Φ({v})] ,
(4.20)
with
〈 {v}, ωv | {v}, ωv 〉
〈 {u}, ωu | {u}, ωu 〉 =
n∏
k=1
a(vk)d(vk)
a(uk)d(uk)
n∏
j,k=1
[vj − vk + 1]
[uj − uk + 1]
∏
j 6=k
[uj − uk]
[vj − vk]
detn[Φ({v})]
detn[Φ({u})] . (4.21)
In (4.20), H(ν)γ;b is given by (4.17), Φ by (2.22), and a(ν)γ (s0) by (2.24). We recall that the sum is over
allm-tuples b = (b1, . . . , bm) satisfying the condition (4.7). The different sets of parameters involved
in the expression (4.20) should be understood as follows: {u} ≡ {uj}1≤j≤n, {v} ≡ {vj}1≤j≤n,
{vbp} ≡ {vbp}1≤p≤m, {ζ} = {ζp}1≤p≤m and {vbm+k} ≡ {vbm+k}1≤k≤n = {v} ∪ {ζ} \ {vbp}. Also,
we have set |u| = u1 + · · · + un, |v| = v1 + · · · + vn, |vbm+k | = vbm+1 + · · · + vbm+n , so that
|vbm+k | = |v|+ |ζ|− |vbp |, with |ζ| = ζ1 + · · ·+ ζm and |vbp | = vb1 + · · ·+vbm . Finally, the algebraic
factor Gb(s; {v}, {ζ}) is
Gb(s; {v}, {ζ}) = (−1)mn+(b)+|α−|
(
ωv
ωu
)s n∏
k=1
d(uk)
d(vk)
×
|α−|∏
k=1
bk>n
Λ−(vbk ; {v}, ωv) ·
m∏
k=|α−|+1
bk>n
Λ+(vbk ; {v}, ωv)
m∏
j=1
(
Λ+(ζj ; {v}, ωv)− Λ−(ζj ; {v}, ωv)
) m∏
j<k
1
[ζj − ζk]
m∏
i,j=1
i<j
1
[vbi − vbj + 1]
×
m∏
k=1

[
s+ α1,...,ik−1 + vbk − ζik
][
s+ α1,...,ik−1
] ik−1∏
l=1
[ζl − vbk ]
m∏
l=ik+1
[ζl − vbk + αik ]
 , (4.22)
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where (b) denotes the number of inversions of the permutation j 7→ bj , 1 ≤ j ≤ n+m.
Remark 4.1. In the case {u} = {v}, the expression (4.20) remains valid provided we replace the
matrixH(ν)γ ({u}, ωu; {v}, ωv) (4.18) by the matrix Φ(ν)γ ({v}) with matrix elements
[
Φ(ν)γ ({v})
]
jk
= δjk
{
log′ ad(vj) +
n∑
t=1
(
[vj − vk − 1]′
[vj − vk − 1] −
[vj − vk + 1]′
[vj − vk + 1]
)}
− [0]
′
[γ]
{
qν
[vj − vk + γ − 1]
[vj − vk − 1] − q
−ν [vj − vk + γ − 1]
[vj − vk − 1]
}
. (4.23)
At this stage, let us make some comments about the expression (4.20). This expression is quite
similar to the corresponding one obtained in [17] when considering m-point elementary building
blocks for correlation functions in the XXZ model, with however three main differences.
The first one is of course that we have here an extra sum (over the index ν running from 0 to
L − 1) coming from the corresponding sum in the expression (2.23) for the partial scalar product
(2.20). Although the resulting expression looks slightly more complicated than in the XXZ case, the
fact that we have an extra sum here is not really problematic for taking the thermodynamic limit since
the number of terms remains finite in this limit.
The second difference comes from the nature of the determinants involved in the expression (4.20).
In the XXZ case, the ratios of two determinants obtained at this level of the computation for the
renormalized mean values considered in [17] can be reduced to a single determinant of size m due to
the fact that the corresponding matrices coincide up to a change of only m columns. Here this is no
longer the case. This is due to the fact that we consider more general matrix elements (and not only
mean values as in [17]), but also to the fact that, even in the case of the mean value (see Remark 4.1), all
the matrix elements of the determinant in the numerator are modified with respect to the corresponding
ones in the denominator, notably due to the presence of a ‘twist’ by q±ν . Hence the corresponding
ratio of determinants cannot be reduced to a single determinant of size m as in the case considered in
[17]. This point is of course a priori more problematic for taking the thermodynamic limit since the
size of these determinants diverges in the thermodynamic limit. Although it is easy to expressed the
determinant of the denominator in terms of a Fredholm determinant that can be explicitely computed in
the thermodynamic limit (see [23]), this is not the case for the determinant in the numerator. The idea
to solve this problem is however quite simple: it is enough to multiply and divide by the determinant
of the matrix (4.18):
det
n
[H(ν)γ;b] = detn [H(ν)γ ] · detn [(H(ν)γ )−1 · H(ν)γ;b]
= (−1)m(n+1)+m(m−1)2 +(b) det
n
[H(ν)γ ] · detm [S(ν)γ;b]. (4.24)
Here S(ν)γ;b is the m×m matrix with elements
[S(ν)γ;b]jk =

[(H(ν)γ )−1 · Q(ν)γ ]bjk if bj ≤ n,
−δn+m+1−bj ,k if bj > n.
(4.25)
In its turn, the determinant of H(ν)γ can be computed in terms of a Fredholm determinant when n
becomes large. In the case {u} = {v}, one has of course the same kind of identity with H(ν)γ simply
replaced by Φ(ν)γ in (4.24)-(4.25) by virtue of Remark 4.1.
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Finally, the last difference comes from the fact that we have considered here generic parameters ζk
(which do not obligatory coincide with inhomogeneity parameters ξjk as in [17]). Hence, the expres-
sion of the m modified lines in the determinant is slightly more complicated, as well as the expression
of the algebraic factor (4.22). Note however that, when ζk coincides either with an inhomogeneity
parameter ξjk or with a shifted inhomogeneity parameter ξjk − 1, only one of the two terms survives
in the expression (4.19).
5 Multi-point matrix elements in the thermodynamic limit
Based on the finite-size computation performed in the previous section, we now want to evaluate the
large size behavior of a matrix element of the form P(kx,`x;ky ,`y)I1,I2,...,Im+1(s1, s2, . . . , sm+1) (3.22) between
two Bethe ground states | kx, `x 〉 and | ky, `y 〉, associated to a particular configuration of heights
s1, s2, . . . , sm+1 on m + 1 adjacent sites of the lattice at respective positions I1, I2, . . . , Im+1. For
simplicity, we set I1 = (1, 1). The matrix element (3.22) is hence given by the renormalized matrix
element (4.1), with the identifications | {u}, ωu 〉 ≡ | kx, `x 〉, | {v}, ωv 〉 ≡ | ky, `y 〉, s ≡ s1, and
with αk, ζk, defined by the prescriptions (3.19), (3.20), according to the respective positions of the
neighboring vertices Ik and Ik+1 (1 ≤ k ≤ m).
Rewriting the expression (4.20) in terms of real Bethe roots xj ≡ η˜uj , yj ≡ η˜vj , j = 1, . . . , n, by
means of Jacobi’s imaginary transformation (A.6), we obtain
P(kx,`x;ky ,`y)I1,...,Im+1 (s1, . . . , sm+1) =
( 〈 ky, `y | ky, `y 〉
〈 kx, `x | kx, `x 〉
)1/2 (ωy
ωx
)s1−2n
×
∑
b
|α−|∏
k=1
bk>n
Λ˜−(ybk ; {y}, ωy) ·
m∏
k=|α−|+1
bk>n
Λ˜+(ybk ; {y}, ωy)
m∏
j=1
(
Λ˜+(ζ˜j ; {y}, ωy)− Λ˜−(ζ˜j ; {y}, ωy)
) G˜α1,...,αm(s1; {ybp}, {ζ˜})
× q−s1(|x|−|y|+γ˜) θ1(η˜s1) θ1(|x| − |y|+ γ˜)
η˜ θ′1(0) θ1(|x| − |ybm+k |+ γ˜ + η˜s1)
× 1
L
L−1∑
ν=0
qνs1 a(ν)γ (s0)
detn
[H˜(ν)γ ({x}, ωx; {y}, ωy)]
detn
[
Φ˜({y})] detm [S˜(ν)γ;b]. (5.1)
Here we have set ωx ≡ ωu, ωy ≡ ωv, γ˜ = η˜γ and ζ˜j = η˜ζj , j = 1, . . . ,m. We have also set
Λ˜ε(ζ˜; {y}, ωy) = ε
(
ωy e
ipiη(2|y|+ξ¯))ε−1 N∏
j=1
θ1
(
ζ˜ − ξ˜j + 1 + ε2 η˜
) · n∏
`=1
θ1
(
y` − ζ˜ + εη˜
)
, (5.2)
for ε = ±1. The algebraic factor G˜α1,...,αm(s; {λ}, {µ}) is
G˜α1,...,αm(s; {λ}, {µ}) = (−1)|α+|
m∏
j=1
{
θ1
(
η˜(s+ α1,...,ij−1) + λj − µij
)
θ1
(
η˜(s+ α1,...,ij−1)
) } m∏
j<k
1
θ1(µk − µj)
×
m∏
i,j=1
i<j
1
θ1(λi − λj + η˜)
m∏
j=1
{ ij−1∏
k=1
θ1(µk − λj)
m∏
k=ij+1
θ1(µk − λj + η˜αij )
}
. (5.3)
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The matrix Φ˜ is given as
[
Φ˜
]
jk
= −2piiη˜Nδjk
{
p0′tot(yj)
2pi −
1
N
n∑
l=1
K(yj − yl)
}
− 2piiη˜K(yj − yk) + 4piiη˜η, (5.4)
and it has been shown in [23] that its determinant could be written in terms of a Fredholm determinant
for large N :
det
n
[
Φ˜({y})] = (−2piiη˜N)n n∏
l=1
ρtot(yl)
{
det
[
1 + K̂ − V̂0
]
+O(N−∞)
}
. (5.5)
Here K̂ and V̂0 are integral operators acting on the interval [−12 , 12 ], with respective kernels K(y − z)
given by (2.32), and V0(y − z) = 2η.
In their turn, the elements of the matrix H˜(ν)γ are expressed as
[H˜(ν)γ ]jk = δjk η˜ θ′1(0)
∏
l 6=j θ1(yj − yl)∏n
l=1 θ1(yj − xl)
{
q|x|−|y|
n∏
l=1
θ1(xl − yk + η˜)
θ1(yl − yk + η˜)
−
(ωy
ωx
)2
q−|x|+|y|
n∏
l=1
θ1(xl − yk − η˜)
θ1(yl − yk − η˜)
}
+ η˜ θ
′
1(0)
θ1(|x| − |y|+ γ˜)
{
q−ν+|x|−|y|+γ˜
θ1(yj − yk + |x| − |y|+ γ˜ + η˜)
θ1(yj − yk + η˜)
− qν−|x|+|y|−γ˜
(ωy
ωx
)2 θ1(yj − yk + |x| − |y|+ γ˜ − η˜)
θ1(yj − yk − η˜)
}
= −2ipiη˜N ρtot(yk) e2ipi(η−1)(|x|−|y|)
{
δjk +
1
Nρtot(yk)
K
(η(γ˜−ν)+|x|−|y|)
γ˜+|x|−|y| (yj − yk)
}
+O(N−∞), (5.6)
in which we have used (2.38), (2.39), (2.40), and where the functionK(Y )X (z) is given by (C.9). Hence
the corresponding determinant can also be expressed in terms of a Fredholm determinant for large N :
det
n
[H˜(ν)γ ({x}, ωx; {y}, ωy)] = (−2piiη˜N e2ipi(η−1)(|x|−|y|))n n∏
l=1
ρtot(yl)
×
{
det
[
1 + K̂(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y|
]
+ O(N−∞)
}
, (5.7)
where K̂(Y )X is an integral operator acting on the interval [−12 , 12 ], with kernel K
(Y )
X (C.9).
Finally, the elements of the m×m matrix S˜γ;b are given as
[S˜(ν)γ;b]jk =

[S˜(ν)γ ({y}, {ζ˜})]bj ,k if bj ≤ n,
−δn+m−1−bj ,k if bj > n,
(5.8)
in terms of the elements of the n×m matrix S˜(ν)γ ({y}, {ζ˜}) solution of the following equation:
n∑
b=1
[H˜(ν)γ ({x}, ωx; {y}, ωy)]jb · [S˜(ν)γ ({y}, {ζ˜})]bk = [Q˜(ν)γ ({x}, {y}|{ζ˜})]jk. (5.9)
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Here
[Q˜(ν)γ ({x}, {y}|{ζ˜})]jk = ∑
ε=±
ε Λ˜ε(ζ˜k; {y}, ωy) η˜ θ′1(0)
θ1(|x| − |y|+ γ˜)
(
ωy
ωx
)1−ε
qε(|x|−|y|)
×
{
q−ε(ν−γ˜)
θ1(yj − ζ˜k + |x| − |y|+ γ˜ + εη˜)
θ1(yj − ζ˜k + εη˜)
− θ1(yj − ζ˜k + |x| − |y|+ γ˜)
θ1(yj − ζ˜k)
n∏
l=1
θ1(yl − ζ˜k)θ1(xl − ζ˜k + εη˜)
θ1(xl − ζ˜k)θ1(yl − ζ˜k + εη˜)
}
. (5.10)
Let us now suppose that {ζ˜} ⊂ {ξ˜1, . . . , ξ˜N} ∪ {ξ˜1 − η˜, . . . , ξ˜N − η˜}. If ζ˜k ∈ {ξ˜1, . . . , ξ˜N}, then
Λ˜−(ζ˜k; {y}, ωy) = 0 and only the term ε = + contributes to (5.10). In that case, it is easy to see,
using (2.39), that[Q˜(ν)γ ({x}, {y}|{ζ˜})]jk = −2piiη˜ e2pii(η−1)(|x|−|y|) Λ˜+(ζ˜k; {y}, ωy)
× t(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y| (yj , ζ˜k) + O(N−∞), (5.11)
where the function t(Y )X (y, ζ) is given by (C.11). A solution of the equation (5.9) can easily be obtained
at the thermodynamic limit. Indeed, it follows from the use of (2.36) that this equation turns into an
integral equation of the form (C.15), which can easily be solved by means of the Fourier series (see
Appendix C). Hence
[S˜(ν)γ ({y}, {ζ})]jk = Λ˜+(ζ˜k; {y}, ωy)Nρtot(yj) S(η(γ˜−ν)+|x|−|y|)(yj − ζ˜k) +O(N−∞), (5.12)
with
S(η(γ˜−ν)+|x|−|y|)(z) = 12pii
θ′1
(
0; η˜
)
θ2
(
z + η(γ˜ − ν) + |x| − |y|; η˜)
θ2
(
η(γ˜ − ν) + |x| − |y|; η˜) θ1(z; η˜) . (5.13)
If now ζ˜k ∈ {ξ˜1 − η˜, . . . , ξ˜N − η˜}, then Λ˜+(ζ˜k; {y}, ωy) = 0 and only the term ε = − contributes to
(5.10), leading to[Q˜(ν)γ ({x}, {y}|{ζ˜})]jk = −2piiη˜ e2pii(η−2)(|x|−|y|) qν−γ˜ Λ˜−(ζ˜k; {y}, ωy)
× t(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y| (yj , ζ˜k + η˜) + O(N−∞), (5.14)
in which we have used (2.39), (2.38). Hence[S˜(ν)γ ({y}, {ζ})]jk = e−2pii(|x|−|y|) qν−γ˜ Λ˜−(ζ˜k; {y}, ωy)Nρtot(yj)
× S(η(γ˜−ν)+|x|−|y|)(yj − ζ˜k − η˜) +O(N−∞),
= − Λ˜−(ζ˜k; {y}, ωy)
Nρtot(yj)
S(η(γ˜−ν)+|x|−|y|)(yj − ζ˜k) +O(N−∞), (5.15)
in which we have used the η˜-quasi-periodicity of the function (5.13). Finally, we can gather these two
cases into a single formulation of the matrix S˜(ν)γ ({y}, {ζ}) in the case {ζ˜} ⊂ {ξ˜1, . . . , ξ˜N} ∪ {ξ˜1 −
η˜, . . . , ξ˜N − η˜}, namely
[S˜(ν)γ ({y}, {ζ})]jk = Λ˜+(ζ˜k; {y}, ωy)− Λ˜−(ζ˜k; {y}, ωy)Nρtot(yj)
× S(η(γ˜−ν)+|x|−|y|)(yj − ζ˜k) + O(N−∞). (5.16)
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Remark 5.1. By considering the large N behavior of the elements of the matrix Φ(ν)γ (4.23), one
obtains that the previous study is also valid in the case {x} = {y} (see Remark 4.1). It is enough in
that case to set |x| = |y| in the above formulas.
Hence, gathering all these results and using also that the ratio of the two normalization factors is
simply given by a phase factor (see [23]),
〈 ky, `y | ky, `y 〉
〈 kx, `x | kx, `x 〉 =
(
ωy
ωx
)2n
+O(N−∞), (5.17)
we obtain that the properly normalized multi-point matrix element (4.1) is given as the following
multiple sum
P(kx,`x;ky ,`y)I1,...,Im+1 (s1, . . . , sm+1) =
∑
b
|α−|∏
k=1
bk>n
Λ˜−(ybk ; {y}, ωy) ·
m∏
k=|α−|+1
bk>n
Λ˜+(ybk ; {y}, ωy)
m∏
j=1
(
Λ˜+(ζ˜j ; {y}, ωy)− Λ˜−(ζ˜j ; {y}, ωy)
)
× G˜α1,...,αm(s1; {ybp}, {ζ˜})
(
q−|x|+|y|−γ˜
ωy
ωx
)s1 θ1(η˜s1) θ1(|x| − |y|+ γ˜)
η˜ θ′1(0) θ1(|x| − |ybm+k |+ γ˜ + η˜s1)
× 1
L
L−1∑
ν=0
qνs1 a(ν)γ (s0)
det
[
1 + K̂(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y|
]
det
[
1 + K̂ − V̂0
] det
m
[S˜(ν)γ;b]+O(N−∞), (5.18)
with S˜(ν)γ;b given by (5.8), (5.16).
Let us now suppose that the set of parameters {ζ˜} ⊂ {ξ˜1, . . . , ξ˜N}∪ {ξ˜1− η˜, . . . , ξ˜N − η˜} is such
that ζ˜j − ζ˜k 6= η˜, for all j, k ∈ {1, . . . ,m}, i.e. that it does not contain any pair of the type {ξ˜l, ξ˜l− η˜}
associated to a same inhomogeneity parameter ξ˜l. In that case, one can extend the summation over
all m-tuples of indices b submitted to the condition (4.7) to sums over m independent indices bj ,
1 ≤ j ≤ m, taking values in the set {1, . . . , n + m}, due to the vanishing of terms corresponding to
configurations of indices not satisfying (4.7). Hence, at this stage, similarly as in [17], the multiple
sums over the indices bj from 1 to n become multiple integrals due to Proposition 2.1, whereas the
sums over the indices bj > n for 1 ≤ j ≤ |α−| (respectively for |α−|+ 1 ≤ j ≤ m) become contour
integrals around the shifted inhomogeneity parameters {ξ˜−η˜} (respectively around the inhomogeneity
parameters {ξ˜}) due to the fact that
2ipiRes
[
S(η(γ˜−ν)+|x|−|y|)(z)
]
z=0
= 1, (5.19)
and to the vanishing of Λ˜ε(ξ˜l − 1+ε2 η˜; {y}, ωy) = 0. We therefore obtain that
P(kx,`x;ky ,`y)I1,...,Im+1 (s1, . . . , sm+1) =
∫
C−
|α−|∏
j=1
dλj
∫
C+
m∏
j=|α−|+1
dλj G˜α1,...,αm(s1; {λ}, {ζ˜})
×
(ωy
ωx
)s1
e−2piiηs1(|x|−|y|+γ˜)
θ1(η˜s1) θ1(|x| − |y|+ γ˜)
η˜ θ′1(0) θ1(|x| − |y|+ |λ| − |ζ˜|+ γ˜ + η˜s1)
1
L
L−1∑
ν=0
qνs1 a(ν)γ (s0)
×
det
[
1 + K̂(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y|
]
det
[
1 + K̂ − V̂0
] det
1≤j,k≤m
[
S(η(γ˜−ν)+|x|−|y|)(λj − ζ˜k)
]
+O(N−∞). (5.20)
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In (5.20), the integration contours are
C− = [−1/2, 1/2] ∪ Γ+({ξ˜ − η˜}), (5.21)
C+ = [−1/2, 1/2] ∪ Γ−({ξ˜}), (5.22)
where Γ+({ξ˜− η˜}) (respectively Γ−({ξ˜})) is such that it surrounds the points ξ˜1− η˜, . . . , ξ˜m− η˜ with
index +1 (respectively the points ξ˜1, . . . , ξ˜m with index −1), all other poles of the integrand being
outside.
However, when at least one pair of the type {ξ˜l, ξ˜l − η˜} associated to a same inhomogeneity
parameter ξ˜l occurs within the set {ζ˜} (which may happen when considering general matrix elements
of the form (3.22), (3.20)), the previous procedure, and in particular the reconstruction of the m×m
matrix of elements S(η(γ˜−ν)+|x|−|y|)(λj − ζ˜k) by means of contour integrals selecting the appropriate
residues, cannot be performed directly due to the η˜-quasi-periodicity of the function (5.13). In that
case, one can nevertheless raise the degeneracy by introducing auxiliary contour integrals around the
parameters ζ at the level of (5.18), so as to replace the ζ˜’s by some auxiliary integration variables µ’s
on which the previous procedure can be applied. This enables us to formally write a generalization of
(5.20) as
P(kx,`x;ky ,`y)I1,...,Im+1 (s1, . . . , sm+1) =
m∏
j=1
 ∮
Γ+(ζ˜j)
dµj
2pii
θ′1(0)
θ1(µj − ζ˜j)

×
∫
C−({µ})
|α−|∏
j=1
dλj
∫
C+({µ})
m∏
j=|α−|+1
dλj G˜α1,...,αm(s1; {λ}, {µ})
×
(ωy
ωx
)s1
e−2piiηs1(|x|−|y|+γ˜)
θ1(η˜s1) θ1(|x| − |y|+ γ˜)
η˜ θ′1(0) θ1(|x| − |y|+ |λ| − |µ|+ γ˜ + η˜s1)
1
L
L−1∑
ν=0
qνs1 a(ν)γ (s0)
×
det
[
1 + K̂(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y|
]
det
[
1 + K̂ − V̂0
] det
1≤j,k≤m
[
S(η(γ˜−ν)+|x|−|y|)(λj − µk)
]
+O(N−∞). (5.23)
Here the contour Γ+(ζ˜j) surrounds the point ζ˜j with index 1, whereas the contours C±({µ}) are
defined as
C−({µ}) = [−1/2, 1/2] ∪ Γ+({µ}−), (5.24)
C+({µ}) = [−1/2, 1/2] ∪ Γ−({µ}+), (5.25)
where {µ}− (respectively {µ}+) corresponds to the set of integration variables µj integrated around
the ξ˜l − η˜, i.e. such that 0 < −=µj < =η˜ (respectively integrated around the ξ˜l, i.e. such that
0 < =µj < =η˜).
The determinants appearing in the expressions (5.20) or (5.23) can be explicitly computed. The
two Fredholm determinants can be computed from the Fourier coefficients obtained in Appendix C.
Indeed, as the kernel of the integral operator K̂ − V̂0 (respectively K̂(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y| ) depends only on
the difference of two variables, its eigenvalues correspond to the Fourier coefficients of the function
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K − V0 (respectively K(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y| ). We obtain that
det
[
1 + K̂(η(γ˜−ν)+|x|−|y|)γ˜+|x|−|y|
]
det
[
1 + K̂ − V̂0
] = 11− η θ1
(
(1− η)γ˜ + ην; τ˜ − η˜)
θ′1(0; τ˜ − η˜)
θ′1(0; τ˜)
θ1(|x| − |y|+ γ˜; τ˜)
× θ2
(|x| − |y|+ η(γ˜ − ν); η˜)
θ2(0; η˜)
. (5.26)
In its turn, the m×m determinant is simply given as
det
1≤j,k≤m
[
S(η(γ˜−ν)+|x|−|y|)(λj − µk)
]
= θ2(|λ| − |µ|+ |x| − |y|+ η(γ˜ − ν); η˜)
θ2(|x| − |y|+ η(γ˜ − ν); η˜) S¯m({λ}; {µ}),
in terms of a common part independent from γ˜, ν, and from the states {x}, ωx and {y}, ωy:
S¯m({λ}; {µ}) =
(
θ′1(0; η˜)
2pii
)m ∏
i<j θ1(λi − λj ; η˜) θ1(µj − µi; η˜)∏m
i,j=1 θ1(λi − µj ; η˜)
. (5.27)
Hence
P(kx,`x;ky ,`y)I1,...,Im+1 (s1, . . . , sm+1) =
m∏
j=1
 ∮
Γ+(ζ˜j)
dµj
2pii
θ′1(0)
θ1(µj − ζ˜j)
 ∫
C−({µ})
|α−|∏
j=1
dλj
∫
C+({µ})
m∏
j=|α−|+1
dλj
× G˜α1,...,αm(s1; {λ}, {µ}) S¯m({λ}; {µ}) P¯(s1, |λ| − |µ|; k, `) +O(N−∞), (5.28)
in which we have separated the purely algebraic part, issued from the commutation relations of the
Yang-Baxter algebra, and a purely analytic one, encoding all the information about the states we
consider. The latter is given as
P¯(s, Z; k, `) = e−ipis
(
k−Lk+2`
L−r +2ηγ˜
) θ1(η˜s) θ1(− Lk+2`2(L−r) + γ˜)
η˜ θ′1(0) θ1
(
Z − Lk+2`2(L−r) + γ˜ + η˜s
)
× 1
L
L−1∑
ν=0
qνs a(ν)γ (s0)
det
[
1 + K̂
(
η(γ˜−ν)− Lk+2`2(L−r)
)
γ˜− Lk+2`2(L−r)
]
det
[
1 + K̂ − V̂0
] θ2
(
Z − Lk+2`2(L−r) + η(γ˜ − ν); η˜
)
θ2
(− Lk+2`2(L−r)η(γ˜ − ν); η˜) (5.29)
= e−ipis
(
− rk+2`
L−r +2ηγ˜
)
θ1(η˜s; τ˜)
η˜ θ1
(
Z − Lk+2`2(L−r) + γ˜ + η˜s; τ˜
)
× 1
L− r
L−1∑
ν=0
qνs a(ν)γ (s0)
θ1
(
(1− η)γ˜ + ην; τ˜ − η˜)
θ′1(0; τ˜ − η˜)
θ2
(
Z − Lk+2`2(L−r) + η(γ˜ − ν); η˜
)
θ2(0; η˜)
.
(5.30)
where we have set k = ky−kx, ` = `y− `x. We have also used (2.37) to express the quantity |x|− |y|
in terms of k and `. In the case where the set {ζ˜} does not contain any pair of the type {ξ˜l, ξ˜l− η˜}, the
expression (5.28) simplifies into
P(kx,`x;ky ,`y)I1,...,Im+1 (s1, . . . , sm+1) =
∫
C−
|α−|∏
j=1
dλj
∫
C+
m∏
j=|α−|+1
dλj
× G˜α1,...,αm(s1; {λ}, {ζ˜}) S¯m({λ}; {ζ˜}) P¯(s1, |λ| − |ζ˜|; k, `) +O(N−∞). (5.31)
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Note that, apart from this quantity P¯(s, |z| − |ζ˜|; k, `), the expression (5.31) has a very similar
form to the representation for the elementary building blocks for the correlation functions of the XXZ
chain obtained in [17]. Hence, the whole complexity due to the presence of the dynamical parameter
is contained into the dressing factor P¯(s, |λ| − |ζ˜|; k, `), which also encodes the information about the
particular states we consider. In fact, this dressing factor corresponds simply to the one-point local
height matrix element, slightly deformed by the quantity Z ≡ |λ| − |ζ˜|. Indeed, the one-point local
height matrix element is given as
P(kx,`x;ky ,`y)I1 (s) = P¯(s, 0; k, `) +O(N
−∞). (5.32)
Hence, the problem is now to obtain a simpler expression of this quantity. It is convenient for this to
perform a change of basis in the subspace of the space of states generated by all degenerated ground
states, so as to express the local height probabilities in a basis in which they are diagonal. This is done
in the next section.
6 Multi-point local height probabilities
We now compute the multi-point local height probabilities at adjacent sites (3.21) by performing the
change of basis (2.42). It is easy to see that, similarly as what happens for the local operator σzm (see
[23]), all combinations of local operators are diagonal in the new basis (2.42). Hence,
〈φ(1,t1)g | δs1(ŝ) T̂α1α1(ζ1) . . . T̂αmαm(ζm)
m∏
k=1
t̂−1(ζk) |φ(2,t2)g 〉
= δ1,2 δt1,t2 P¯
(1,t1)
I1,...,Im+1(s1, . . . , sm+1) + O(N
−∞), (6.1)
where P¯(,t)I1,...,Im+1(s1, . . . , sm+1) represents the limiting value, at the thermodynamic limit, of the
multi-point local height probability P(,t)I1,...,Im+1(s1, . . . , sm+1) (3.21) at adjacent sites I1, . . . , Im+1
(we still suppose for simplicity that I1 = (1, 1)). We recall that, as previously, the ‘spin’ variables αk
and the parameters ζk are respectively defined by the prescription (3.19) and (3.20), according to the
respective positions of the neighboring vertices Ik and Ik+1 (1 ≤ k ≤ m). It follows from (5.28) that
these multi-point local height probabilities are given as
P¯(,t)I1,...,Im+1(s1, . . . , sm+1) =
m∏
j=1
 ∮
Γ+(ζ˜j)
dµj
2pii
θ′1(0)
θ1(µj − ζ˜j)
 ∫
C−({µ})
|α−|∏
j=1
dλj
∫
C+({µ})
m∏
j=|α−|+1
dλj
× G˜α1,...,αm(s1; {λ}, {µ}) S¯m({λ}; {µ}) P¯(s1, |λ| − |µ|; , t). (6.2)
We recall that, in (6.2), we have set ζ˜j = η˜ζj , and that we have supposed that {ζ˜} ⊂ {ξ˜1, . . . , ξ˜N} ∪
{ξ˜1 − η˜, . . . , ξ˜N − η˜}, i.e. that the column inhomogeneity parameters wjk involved in the set {ζ}
through (3.20) belong to {ξ1, . . . , ξN} ∪ {ξ1 − 1, . . . , ξN − 1}. The algebraic part is unchanged with
respect to the corresponding multiple-point matrix elements (5.28) in the Bethe basis. In particular, the
purely algebraic factor G˜α1,...,αm is given by (5.3) in terms of the sets (4.4)-(4.5), and the common part
S¯m coming from the computation of the scalar product determinants is given by (5.27). We also recall
that Γ±(X) stands for a little contour encircling the (set of) point(s) X with index ±1 (all other poles
of the integrand being outside), and that the integration contours C±({µ}) are defined in (5.24)-(5.25).
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Hence, the whole problem is now reduced to the computation of a compact expression for the
(modified) one-point local height probabilities:
P¯(s, Z; , t) =
1∑
k=0
L−r−1∑
`=0
(−1)k e−ipi rk+2`L−r (t+s0) P¯(s, Z; k, `). (6.3)
This quantity is computed in Appendix D, using several summation formulas of Appendix A. The
result is given by formulas (D.12), (D.14) and (D.15). In terms of the original theta functions with
imaginary period τ , these expressions slightly simplify and we obtain
P¯(s, Z; , t)
∣∣∣
L even
+t+s0−s odd
= 0, (6.4)
P¯(s, Z; , t)
∣∣∣
L even
+t+s0−s even
= 2eipi(2
r
L
s˜Z+L−r
r
Z2τ) θ4
(
rs˜
L ; τ
)
θ3
(
s˜0+t
L−r − s˜L + Zτr ; τr(L−r)
)
Lθ4
(
0; Lr τ
)
θ4
(
r(s˜0+t)
L−r ;
L
L−rτ
) , (6.5)
P¯(s, Z; , t)
∣∣∣
L odd
= eipi(2
r
L
s˜Z+L−r
r
Z2τ)
×
θ4
(
rs˜
L ; τ
)
θ3
((1
2 − 12L
)
s˜− (12 − 12(L−r))(s˜0 + t)− 2 + Z2rτ ; τ4r(L−r))
Lθ4
(
0; Lr τ
)
θ4
(
r(s˜0+t)
L−r ;
L
L−rτ
) , (6.6)
in which we have set s˜ = s − τ2η = s + 12η˜ , i.e. s˜0 = s0 + 12η˜ with s˜0 ∈ R so as to be in agreement
with the physical model considered in [29, 28].
Remark 6.1. The one-point local height probabilities are given by (6.2) in the particular case m = 0.
Hence, they correspond to the quantities P¯(s, 0; , t). It is in fact easy to see that the expressions
(6.4)-(6.6) for Z = 0 coincide with the explicit formulas for the one-point local height probabilities
obtained in [29].
Finally, if the set of parameters {ζ˜} is such that ζ˜j − ζ˜k 6= η˜, ∀j, k, which is in particular the case
when one considers, as it is usually done in the literature (see for instance [13, 25]), multi-point local
height probabilities on adjacent sites on a same vertical line, then the expression (6.2) simplifies into
P¯(,t)I1,...,Im+1(s1, . . . , sm+1) =
∫
C−
|α−|∏
j=1
dλj
∫
C+
m∏
j=|α−|+1
dλj G˜α1,...,αm(s1; {λ}, {ζ˜})
× S¯m({λ}; {ζ˜}) P¯(s1, |λ| − |ζ˜|; , t). (6.7)
This expression is very similar, in its structure, to what has been obtained in [13, 16] for the elementary
building blocks of the XXZ chain, or in [25] for the multi-point local height probabilities (on adjacent
sites of a same vertical line) of the RSOS model. The analogy is especially obvious in the last case,
since (6.7) exhibits the same algebraic part as in Eq. (5.11) of [25] (the CSOS and RSOS model
sharing the same dynamical Yang-Baxter algebra), and since the analytic part of both results involves
the one-point local height probability of the model deformed in a similar way.
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7 Conclusion
In this paper we have shown that the ABA approach to correlation functions developed in our pre-
vious paper [22] in the case of the CSOS model enables us to compute not only height-independent
quantities, such as the spontaneous staggered polarizations of the model [4, 23], but also more general
local height probabilities. As an example, we have obtained multiple integral representations for the
multi-point local height probabilities at adjacent sites, which are the building blocks of any arbitrary
correlation function on the face lattice. We would like to stress that the solution of the inverse problem
enables us to consider completely general correlation functions, and not only correlation functions of
heights (or spins) on a same line of the lattice, as it is usually the case in the literature. Nevertheless, in
the particular case where the considered sites are all aligned, the structure of our result is very similar
in its form to what has been obtained for other models [13, 17, 25].
The obtention of these results shows that, although intermediate formulas happen to be slightly
more complicated than in the 6-vertex case, the difficulties related to the presence of the dynamical
parameter are not an obstruction to the implementation of the ABA approach to correlation functions.
In fact, in the case of the CSOS model, which is the simplest representative of the class of so-called
face models, i.e. of integrable models associated to a Yang-Baxter algebra of dynamical type, the
setting is now quite complete. Although we have here more specifically focused on the computation of
local height probabilities at adjacent sites, it is basically possible, as explained in Section 3, to compute
any kind of correlation function. More complicated quantities, such as two-point (or multi-point)
correlation functions are a priori accessible through a summation over the corresponding elementary
form factors (of local spin or height operators), a method which happens to be quite efficient.
Finally, we would like to mention that it is probably possible to adapt our method to the study of
the unrestricted SOS model as well. The only difficulty in this case is that we have to deal with series
instead of finite sums, which means that we have to pay special attention to the convergence of the
expressions we manipulate.
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A Theta functions and useful identities
In this paper, θ1(z; τ) denotes the usual theta function with quasi-periods 1 and τ (=τ > 0),
θ1(z; τ) = −i
∞∑
k=−∞
(−1)keipiτ(k+ 12 )2e2ipi(k+ 12 )z, =τ > 0, (A.1)
which satisfies
θ1(z + 1; τ) = −θ1(z; τ), θ1(z + τ ; τ) = −e−ipiτ e−2piiz θ1(z; τ). (A.2)
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We also denote
θ2(z; τ) = θ1
(
z + 12; τ
)
=
∞∑
k=−∞
eipiτ(k+
1
2 )
2
e2ipi(k+
1
2 )z, (A.3)
θ4(z; τ) = −i e ipiτ4 eipiz θ1
(
z + τ2 ; τ
)
, (A.4)
θ3(z; τ) = θ4
(
z + 12; τ
)
= e
ipiτ
4 eipiz θ1
(
z + 12 +
τ
2 ; τ
)
=
∞∑
k=−∞
eipiτk
2
e2ipikz. (A.5)
These theta functions satisfy several useful identities that we use in the course of the paper and
that we recall here.
• Jacobi’s imaginary transformation:
θ1(z; τ) = −i (−iτ)− 12 e−ipi z
2
τ θ1
(
− z
τ
; −1
τ
)
, (A.6)
θ2(z; τ) = (−iτ)− 12 e−ipi z
2
τ θ4
(
− z
τ
; −1
τ
)
, (A.7)
θ3(z; τ) = (−iτ)− 12 e−ipi z
2
τ θ3
(
− z
τ
; −1
τ
)
, (A.8)
θ4(z; τ) = (−iτ)− 12 e−ipi z
2
τ θ2
(
− z
τ
; −1
τ
)
. (A.9)
• Schröter’s Formula:
θ3
(
x; r
L
τ
)
θ3
(
y; L− r
L
τ
)
=
L−1∑
k=0
eipi
r
L
τk2 e2piikx
× θ3
(
x− y + rk
L
τ ; τ
)
θ3
(
(L− r)x+ ry + r(L− r)k
L
τ ; r(L− r)τ
)
. (A.10)
• two other useful summation identities (see for instance [24]):
1
n
n−1∑
ν=0
e−2piik
ν
n
θ1
(
x+ y + νn ; τ
)
θ′1
(
0; τ
)
θ1
(
x; τ
)
θ1
(
y + νn ; τ
) = e2piiky θ1(x+ ny + kτ ;nτ) θ′1(0;nτ)
θ1
(
x+ kτ ;nτ
)
θ1
(
ny;nτ
) ,
(A.11)
n−1∑
ν=0
e2pii
ν
n
x θ1
(
x+ y + νnτ ; τ
)
θ′1
(
0; τ
)
θ1
(
x; τ
)
θ1
(
y + νnτ ; τ
) = θ1(xn + y; τn) θ′1(0; τn)
θ1
(
x
n ;
τ
n
)
θ1
(
y; τn
) , (A.12)
with k ∈ Z. These two identities are equivalent through Jacobi’s imaginary transformation
(A.6) and quasi-periodicity property (A.1).
• Frobenius determinant formula: for 2n complex variables x1, . . . , xn, y1, . . . , yn and any arbi-
trary parameter t,
det
1≤i,j≤n
[
θ1(xi − yj + t; τ)
θ1(xi − yj ; τ) θ1(t; τ)
]
=
θ1
(∑n
j=1(xj − yj) + t; τ
)
θ1(t; τ)
×
∏
1≤i<j≤n θ1(xi − xj ; τ) θ1(yj − yi; τ)∏n
i,j=1 θ1(xi − yj ; τ)
. (A.13)
30
B A determinant identity
In this appendix, we explain how to transform the determinant of the matrix (4.13) in a more suit-
able form for taking the thermodynamic limit. The procedure is similar to what was explained in
Appendix B of [23], the main difference being that now γ is an arbitrary parameter.
Let us therefore consider, for two different sets of n pairwise distinct complex variables {u} and
{v}, a set ofm complex variables {ζ} pairwise distinct from {u}, and two arbitrary 4-tuples of vectors
α ≡ (α1,α2,α3,α4) and β ≡ (β1,β2,β3,β4), the n × n matrix Hγ,α({u}, {v}) and the n ×m
matrix Qγ,β({u}, {v}|{ζ}) with respective elements
[
Hγ,α
]
ij
= 1[γ]
{
α1;j
[ui − vj + γ]
[ui − vj ] − α2;j
[ui − vj + γ + 1]
[ui − vj + 1]
}
n∏
l=1
[ul − vj + 1]
[vl − vj + 1]
− 1[γ]
{
α3;j
[ui − vj + γ]
[ui − vj ] − α4;j
[ui − vj + γ − 1]
[ui − vj − 1]
}
n∏
l=1
[ul − vj − 1]
[vl − vj − 1] , (B.1)
[
Qγ,β
]
ij
= 1[γ]
{
β1;j
[ui − ζj + γ]
[ui − ζj ] − β2;j
[ui − ζj + γ + 1]
[ui − ζj + 1]
}
n∏
l=1
[ul − ζj + 1]
[vl − ζj + 1]
− 1[γ]
{
β3;j
[ui − ζj + γ]
[ui − ζj ] − β4;j
[ui − ζj + γ − 1]
[ui − ζj − 1]
}
n∏
l=1
[ul − ζj − 1]
[vl − ζj − 1] , (B.2)
where αi;j (respectively βi;j) corresponds to the j-th coordinate of the vector αi (respectively βi).
The idea is, an in Appendix B of [23], to multiply and divide the determinant by the determinant of a
conveniently chosen matrix Xt({u}, {v}). In the present case the latter is defined as
[Xt({u}, {v})]jk = [0]′[t]
∏n
l=1[uk − vl]∏
l 6=k[uk − ul]
[vj − uk + t]
[vj − uk] , with t =
n∑
l=1
(ul − vl) + γ. (B.3)
Its determinant is equal to
det
n
[Xt({u}, {v})] = (−[0]′)n [γ][t] ∏
j<k
[vj − vk]
[uj − uk] . (B.4)
To compute the matrix elements ofHγ,α({u}, {v}) ≡ Xt({u}, {v})Hγ,α({u}, {v}), one consid-
ers the functions
g(j,k) (z) =
[z − vk + γ + ]
[z − vk + ]
n∏
l=1
[z − vl]
[z − ul]
[vj − z + t]
[vj − z] (B.5)
for  ∈ {0,+1,−1} and j, k = 1, . . . , n. These functions are elliptic functions of periods 1/η and
τ/η and the sum of their residues inside an elementary cell cancels, which leads to the identities
n∑
b=1
∏n
l=1[ub − vl]∏
l 6=b[ub − ul]
[vj − ub + t]
[vj − ub]
[ub − vk + γ + ]
[ub − vk + ] = δj,k δ,0 [γ] [t]
∏
l 6=j [vj − vl]∏n
l=1[vj − ul]
− (1 − δ,0) [γ]
n∏
l=1
[vk − − vl]
[vk − − ul]
[vj − vk + + t]
[vj − vk + ] . (B.6)
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It follows that
[Hγ,α]jk = δj,k [0]′
∏
l 6=j [vj − vl]∏n
l=1[vj − ul]
{
α1;k
n∏
l=1
[ul − vk + 1]
[vl − vk + 1] − α3;k
n∏
l=1
[ul − vk − 1]
[vl − vk − 1]
}
+ [0]
′
[t]
{
α2;k
[vj − vk + t+ 1]
[vj − vk + 1] − α4;k
n∏
l=1
[vj − vk + t− 1]
[vk − vk − 1]
}
. (B.7)
Similarly, the product of matrices Qγ,β({u}, {v}|{ζ}) ≡ Xt({u}, {v})Qγ,β({u}, {v}|{ζ}) can be
computed by considering the elliptic functions
g˜(j,k) (z) =
[z − ζk + γ + ]
[z − ζk + ]
n∏
l=1
[z − vl]
[z − ul]
[vj − z + t]
[vj − z] (B.8)
for  ∈ {0,+1,−1} and j = 1, . . . , n, k = 1, . . . ,m. It gives
[Qγ,β]jk = [0]′[t]
{
β2;k
[vj − ζk + t+ 1]
[vj − ζk + 1] − β1;k
[vj − ζk + t]
[vj − ζk]
n∏
l=1
[vl − ζk][ul − ζk + 1]
[ul − ζk][vl − ζk + 1]
− β4;k [vj − ζk + t− 1][vj − ζk − 1] + β3;k
[vj − ζk + t]
[vj − ζk]
n∏
l=1
[vl − ζk][ul − ζk − 1]
[ul − ζk][vl − ζk − 1]
}
. (B.9)
In particular, using these identities, we get that the determinant of the matrix (4.13) is given by
det
n
[
H
(ν)
γ;b({u}, ωu; {v}, ωv|{vbm+k})
]
=
[
γ +∑k(uk − vk)]
(−[0]′)n [γ]
∏
j<k
[uj − uk]
[vj − vk]
× det
n
[H(ν)γ;b({u}, ωu; {v}, ωv|{vbm+k})] (B.10)
withH(ν)γ;b({u}, ωu; {v}, ωv|{vbm+k}) given by (4.17).
C Some functions with their Fourier coefficients and applications
We gather in this appendix the definitions of some useful (1-periodic) functions together with the ex-
plicit expression of their Fourier coefficients. This enables us to solve integral equations and compute
Fredholm determinants appearing in the course of the paper.
Let us first consider, for two complex numbers t and τ such that 0 < =t < =τ , the following
1-periodic functions:
Θ(0)±t (z; τ) =
i
2pi
θ′1(z ± t; τ)
θ1(z ± t; τ) . (C.1)
Their Fourier coefficients are given as
(
Θ(0)±t
)
m
=
∫ 1/2
−1/2
Θ(0)±t (z; τ) e−2piimz dz
=
{
±12 if m = 0,
± e±2piimt1−e±2piimτ otherwise.
(C.2)
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From (C.2) one obtains the Fourier coefficients of the 1-periodic functions p′0 (2.31) and K (2.32),
which can be written as p′0(z) = 2pi
(
Θ(0)η˜/2(z; τ˜)−Θ
(0)
−η˜/2(z; τ˜)
)
andK(z) = Θ(0)η˜ (z; τ˜)−Θ(0)−η˜(z; τ˜):
p′m =
∫ 1/2
−1/2
p′0(z) e−2piimz dz =
2pi for m = 0,2pi eipi|m|η˜ 1−e2pii|m|(τ˜−η˜)1−e2pii|m|τ˜ otherwise, (C.3)
Km =
∫ 1/2
−1/2
K(z) e−2piimz dz =
1 for m = 0,e2pii|m|η˜ 1−e2pii|m|(τ˜−2η˜)1−e2pii|m|τ˜ otherwise. (C.4)
This enables us to obtain the solution (2.34) of the integral equation (2.30). This also enables us to
explicitly compute the Fredholm determinant det
[
1+K̂− V̂0
]
, where K̂ and V̂0 are integral operators
acting on the interval [−12 , 12 ] with respective kernels K(y − z) (2.32) and V0(y − z) = 2η. This
Fredholm determinant is given as the infinite product of eigenvalues 2− 2η and 1 +Km for m 6= 0:
det
[
1 + K̂ − V̂0
]
= 2(1− η)
+∞∏
m=1
(
1 + e2piimη˜
)2 (1− e2piim(τ˜−η˜))2(
1− e2piimτ˜ )2 . (C.5)
Let us now consider, for two complex numbers t and τ such that 0 < =t < =τ , and an arbitrary
parameter X , the following ratios of theta-functions:
ΘX;±t(z; τ) =
i
2pi
θ′1(0; τ) θ1(z +X ± t; τ)
θ1(X; τ) θ1(z ± t; τ) . (C.6)
They satisfy the following quasi-periodicity properties:
ΘX;±t(z + 1; τ) = ΘX;±t(z; τ), ΘX;±t(z + τ ; τ) = e−2piiX ΘX;±t(z; τ). (C.7)
Their Fourier coefficients are given as
(
ΘX;±t
)
m
=
∫ 1/2
−1/2
ΘX;±t(z; τ) e−2piimz dz
= ± e
±2piimt
1− e±2pii(X+mτ) . (C.8)
Let us then consider, for two arbitrary parameters X and Y and a complex number ζ such that
0 < =ζ < =η˜ < =τ˜ , the following functions, defined in terms of theta functions with imaginary
quasi-period τ˜ :
K
(Y )
X (z) =
i
2pi
θ′1(0)
θ1(X)
{
e2ipiY
θ1(z +X + η˜)
θ1(z + η˜)
− e−2ipiY θ1(z +X − η˜)
θ1(z − η˜)
}
(C.9)
= e2piiY ΘX;η˜(z; τ˜)− e−2ipiY ΘX;−η˜(z; τ˜), (C.10)
t
(Y )
X (z, ζ) =
i
2pi
θ′1(0)
θ1(X)
{
e2ipiY
θ1(z − ζ +X + η˜)
θ1(z − ζ + η˜) −
θ1(z − ζ +X)
θ1(z − ζ)
}
(C.11)
= e2piiY ΘX;η˜−ζ(z; τ˜)−ΘX;−ζ(z; τ˜). (C.12)
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It follows from (C.8) that(
K
(Y )
X
)
m
=
∫ 1/2
−1/2
K
(Y )
X (z) e
−2piimz dz
= e2piiY e
2piimη˜
1− e2pii(X+mτ˜) + e
−2piiY e−2piimη˜
1− e−2pii(X+mτ˜) , (C.13)
(
t
(Y )
X (ζ)
)
m
=
∫ 1/2
−1/2
t
(Y )
X (z, ζ) e
−2piimz dz
= e−2piimζ
{
e2piiY
e2piimη˜
1− e2pii(X+mτ˜) +
1
1− e−2pii(X+mτ˜)
}
, (C.14)
The knowledge of the Fourier series of (C.9) and (C.11) enables us to solve the following integral
equation:
S
(Y )
X (y, ζ) +
∫ 1/2
−1/2
K
(Y )
X (y − z)S(Y )X (z, ζ) dz = t(Y )X (y, ζ), (C.15)
where S(Y )X (y; ζ) is a 1-periodic function of y to be determined. We find that the latter has Fourier
coefficients
(
S
(Y )
X (ζ)
)
m
=
(
t
(Y )
X (ζ)
)
m
1 +
(
K
(Y )
X
)
m
= e
−2piimζ
1 + e−2pii(Y+mη˜)
, (C.16)
so that
S
(Y )
X (y, ζ) = −ΘY+ 12 ;−ζ(y; η˜) =
1
2pii
θ′1(0; η˜) θ2(y − ζ + Y ; η˜)
θ2(Y ; η˜) θ1(y − ζ; η˜) ≡ S
(Y )(y − ζ). (C.17)
Note that it neither depends on X nor on τ˜ .
The knowledge of the Fourier series of (C.9) also enables us to explicitly compute the Fredholm
determinant det
[
1 + K̂(Y )X
]
, where K̂(Y )X is an integral operator acting on the interval [−12 , 12 ] with
kernel K(Y )X (y − z) given by (C.9). This Fredholm determinant is given as the infinite product of the
eigenvalues 1 +
(
K
(Y )
X
)
m
for m ∈ Z. We obtain:
det
[
1 + K̂(Y )X
]
= θ1(X − Y ; τ˜ − η˜) θ2(Y ; η˜)
θ1(X; τ˜)
+∞∏
m=1
(
1− e2piimτ˜ )(
1− e2piimη˜)(1− e2piim(τ˜−η˜)) . (C.18)
D Computation of the modified one-point local height probability
In this appendix, we explain how to obtain a more compact formula for the (modified) one-point local
height probabilities (6.3).
One can first remark that it is possible to obtain an alternative formula for the modified one-point
matrix element (5.30). Indeed, one can use the series expansions (A.1), (A.3), to rewrite the product
of theta functions in the last line of (5.30) as
θ1
(
(1− η)γ˜ + ην; τ˜ − η˜
)
θ2
(
Z − Lk + 2`2(L− r) + η(γ˜ − ν); η˜
)
=
+∞∑
j=−∞
eipiη˜j
2
e
2piij
(
Z− Lk+2`2(L−r)+η(γ˜−ν)
)
θ1
(
γ˜ − Lk + 2`2(L− r) + Z + η˜j; τ˜
)
. (D.1)
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Since the resulting theta functions in (D.1) do not depend any more on ν, one can then exchange
the two summation symbols so as to explicitly compute the sum over ν by means of the summation
formula (A.12). One obtains
P¯(s, Z; k, `) = e
ipis rk+2`
L−r
L− r
+∞∑
j=−∞
eipiη˜j
2
e
2piij
(
Z− Lk+2`2(L−r)
)
×
θ1(η˜s; τ˜) θ1
(
γ˜ − Lk+2`2(L−r) + Z + η˜j; τ˜
)
θ1
(
Z − Lk+2`2(L−r) + γ˜ + η˜s; τ˜
)
θ′1(0; τ˜ − η˜) θ2(0; η˜)
θ1(γ˜ + η˜(s− j); τ˜) θ′1(0; τ˜)
θ1(η˜(s− j); τ˜) θ1(γ˜; τ˜) . (D.2)
Let us now consider the (modified) one-point local height probabilities (6.3). By means of (D.2),
it is given as
P¯(s, Z; , t) =
1∑
k=0
L−r−1∑
`=0
(−1)k e−ipi rk+2`L−r (t+s0) P¯(s, Z; k, `)
=
+∞∑
j=−∞
eipiη˜j
2
e2piijZ
θ1(η˜s; τ˜) θ1(γ˜ + η˜(s− j); τ˜)
θ′1(0; τ˜ − η˜) θ2(0; η˜) θ1(γ˜; τ˜)
1∑
k=0
eipik
(
+ r(s−s0−t)−Lj
L−r
)
× 1
L− r
L−r−1∑
`=0
e2pii
`
L−r (s−s0−t−j)
θ1
(
γ˜ − Lk+2`2(L−r) + Z + η˜j; τ˜
)
θ′1(0; τ˜)
θ1
(
Z − Lk+2`2(L−r) + γ˜ + η˜s; τ˜
)
θ1(η˜(s− j); τ˜)
.
(D.3)
The sum over ` can then be computed by means of (A.11), which gives
P¯(s, Z; , t) =
+∞∑
j=−∞
eipiη˜j
2
e2piijZ
θ1(η˜s; τ˜) θ1(γ˜ + η˜(s− j); τ˜)
θ′1(0; τ˜ − η˜) θ2(0; η˜) θ1(γ˜; τ˜)
1∑
k=0
eipik(−s+s0+t)
× e2pii(s−s0−t−j)(Z+γ˜+η˜s) θ
′
1(0; (L− r)τ˜)
θ1((s− j)η˜ + (t + j + s0 − s)τ˜ ; (L− r)τ˜)
×
θ1
(
Lk
2 + η˜(s− j)− (L− r)(Z + γ˜ + η˜s) + (t + j + s0 − s)τ˜ ; (L− r)τ˜
)
θ1
(
Lk
2 − (L− r)(Z + γ˜ + η˜s); (L− r)τ˜
) . (D.4)
Before going further, it is in fact convenient to re-expand the last ratios of theta functions, using once
agin (A.11), as a sum over L terms in terms of theta functions with imaginary period L−rL τ˜ :
θ1
(
η˜(s0 + t) + Lk2 − (L− r)(Z + γ˜ + η˜s) + (t + j + s0 − s)L−rL τ˜ ; (L− r)τ˜
)
θ′1
(
0; (L− r)τ˜)
θ1
(
η˜(s0 + t) + (t + j + s0 − s)L−rL τ˜ ; (L− r)τ˜
)
θ1
(
Lk
2 − (L− r)(Z + γ˜ + η˜s); (L− r)τ˜
)
= 1
L
L−1∑
l=0
e−2pii(t+j+s0−s)
(
l
L
+ k2−L−rL (Z+γ˜+η˜s)
)
×
θ1
(
η˜(s0 + t) + k2 − L−rL (Z + γ˜ + η˜s) + lL ; L−rL τ˜
)
θ′1
(
0; L−rL τ˜
)
θ1
(
η˜(s0 + t); L−rL τ˜
)
θ1
(
k
2 − L−rL (Z + γ˜ + η˜s) + lL ; L−rL τ˜
) , (D.5)
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so that
P¯(s, Z; , t) =
+∞∑
j=−∞
eipiη˜j
2
e2piijZ
θ1(η˜s; τ˜) θ1(γ˜ + η˜(s− j); τ˜)
θ2(0; η˜) θ1(γ˜; τ˜) θ1(η˜(s0 + t); τ˜ − η˜)
1∑
k=0
eipik(−j)
× 1
L
L−1∑
l=0
e−2pii(t+j+s0−s)
(
l
L
+η(Z+γ˜+η˜s)
) θ1(η˜(s0 + t) + k2 − L−rL (Z + γ˜ + η˜s) + lL ; L−rL τ˜)
θ1
(
k
2 − L−rL (Z + γ˜ + η˜s) + lL ; L−rL τ˜
) .
(D.6)
One now wants to compute the sum over j. Performing a change of indices of the form j =
j1 +Lj2, with 0 ≤ j1 ≤ L− 1, and using the series expansion (A.5) of the theta function, one obtains
that
+∞∑
j=−∞
eipiη˜j
2
e2piij
(
(1−η)Z−η(γ˜+η˜s)− k2− lL
)
θ1(γ˜ + η˜(s− j); τ˜)
=
L−1∑
j1=0
eipiη˜j
2
1 e2piij1
(
(1−η)Z−η(γ˜+η˜s)− k2− lL
)
θ1
(
γ˜ + η˜(s− j1); τ˜
)
× θ3
(
(L− r)Z + r − Lk2 + rj1(τ˜ − η˜); r(L− r)τ˜
)
= θ2
(
(1− η)Z − η(γ˜ + η˜s)− k2 −
l
L
; η˜
)
θ1
(
(1− η)(Z + γ˜ + η˜s)− k2 −
l
L
; τ˜ − η˜
)
,
in which we have also used Schröter’s formula (A.10). Hence,
P¯(s, Z; , t) = θ1(η˜s; τ˜) e
−2piiη(t+s0−s)(Z+γ˜+η˜s)
θ2(0; η˜) θ1(γ˜; τ˜) θ1(η˜(s0 + t); τ˜ − η˜)
1∑
k=0
eipik
1
L
L−1∑
l=0
e−2pii(t+s0−s)
l
L
×θ1
(
(1−η)(Z+ γ˜+ η˜s)− η˜(s0 + t)− k2−
l
L
; τ˜− η˜
)
θ2
(
(1−η)Z−η(γ˜+ η˜s)− k2−
l
L
; η˜
)
.
(D.7)
Let us now compute the sum over l. To this aim, we expand the last product of theta functions by
means of Schröter’s formula (A.10) as
θ1
(
(1− η)(Z + γ˜ + η˜s)− η˜(s0 + t)− k2 −
l
L
; τ˜ − η˜
)
θ2
(
(1− η)Z − η(γ˜ + η˜s)− k2 −
l
L
; η˜
)
=
L−1∑
j=0
eipiη˜j
2
e−2piij
(
(1−η)Z−η(γ˜+η˜s)− k2− lL
)
θ1
(
η˜(s− s0 − t) + γ˜ + jη˜; τ˜
)
× θ3
(
rη˜(s0 + t)− (L− r)Z + Lk + r2 +
r(L− r)
L
jτ˜ ; r(L− r)τ˜
)
, (D.8)
so that, once we have exchanged the summation symbols, the sum over l simply becomes
1
L
L−1∑
l=0
e−2pii(t+s0−s−j)
l
L = δj,t+s0−s. (D.9)
It follows that the expression for P¯(s, Z; , t) is effectively independent from the value of γ˜ (as it
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should be), and we obtain
P¯(s, Z; , t) = θ1(η˜s; τ˜) e
ipiη˜(t+s0−s)2 e−2pii(t+s0−s)Z
θ2(0; η˜) θ1(η˜(s0 + t); τ˜ − η˜)
1∑
k=0
eipik(+t+s0−s)
× θ3
(
rη˜(s0 + t)− (L− r)Z + Lk + r2 +
r(L− r)
L
(t + s0 − s)τ˜ ; r(L− r)τ˜
)
. (D.10)
It only remains now to compute the sum over k. It is convenient to distinguish two cases according
to the parity of L:
• If L is even, then r is odd and the theta function in the last line of (D.10) does not depend on k.
Hence the sum over k reduces to
1∑
k=0
eipik(+t+s0−s) =
{
0 if + t + s0 − s is odd,
2 if + t + s0 − s is even.
(D.11)
It means that,
P¯(s, Z; , t)
∣∣∣
L even
+t+s0−s odd
= 0, (D.12)
whereas
P¯(s, Z; , t)
∣∣∣
L even
+t+s0−s even
= 2 θ1(η˜s; τ˜) e
ipiη˜(t+s0−s)2 e−2pii(t+s0−s)Z
θ2(0; η˜) θ1(η˜(s0 + t); τ˜ − η˜)
× θ4
(
rη˜s − (L − r)Z + r(t + s0 − s)τ˜ ; r(L − r)τ˜
)
. (D.13)
Setting s˜ = s − τ2η = s + 12η˜ , i.e. s˜0 = s0 + 12η˜ with s˜0 ∈ R so as to be in agreement with the
physical model considered in [29, 28], we obtain that
P¯(s, Z; , t)
∣∣∣
L even
+t+s0−s even
= 2 θ2(η˜s˜; τ˜) e
ipiη˜(t+s˜0−s˜)2 e−2pii(t+s˜0−s˜)Z
θ2(0; η˜) θ2(η˜(s˜0 + t); τ˜ − η˜)
× θ3
(
rη˜s˜ − (L − r)Z + r(t + s˜0 − s˜)τ˜ ; r(L − r)τ˜
)
. (D.14)
• If L is odd, the computation of the sum over k leads to
P¯(s, Z; , t)
∣∣∣
L odd
= 2 θ2(η˜s˜; τ˜) e
ipiη˜(t+s˜0−s˜)2 e−2pii(t+s˜0−s˜)Z
θ2(0; η˜) θ2(η˜(s˜0 + t); τ˜ − η˜)
× θ3
(
2rη˜s˜− 2(L− r)Z + 2r(t + s˜0 − s˜)τ˜ − 2r(+ t + s˜0 − s˜)(L− r)τ˜ ; 4r(L− r)τ˜
)
× eipir(L−r)τ˜(+t+s˜0−s˜)2 e−2pii(+t+s˜0−s˜)(rη˜s˜+r(t+s˜0−s˜)τ˜−(L−r)Z), (D.15)
in which we have set, as in (D.14), s˜ = s+ 12η˜ and s˜0 = s0 +
1
2η˜ .
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