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Abstract
Consider the stochastic delay differential equation (SDDE) with length of memory r
dX(t) = b(Xt)dt+ σ(Xt)dB(t),
which has a unique weak solution. Here B is a Brownian motion, b and σ are con-
tinuous, locally bounded functions defined on the space C[−r, 0], and Xt denotes the
segment of the values of X(u) for time points u in the interval [t, t − r]. Our aim
is to construct a sequence of discrete time series Xh of higher order, such that Xh
converges weakly to the solution X of the stochastic differential delay equation as h
tends to zero.
On the other hand we shall establish under which conditions a given sequence of
time series Xh of higher order converges weakly to the weak solution X of a stochastic
differential delay equation.
As an illustration we shall derive a weak limit of a sequence of GARCH processes
of higher order. This limit tends out to be the weak solution of a stochastic differential
delay equation.
Keywords:
stochastic delay differential equations, weak approximation, discrete time series,
GARCH processes

Zusammenfassung
Wir betrachten die stochastische Differentialgleichung mit Gedächtnis (SDDE) mit
Gedächtnislänge r
dX(t) = b(Xt)dt+ σ(Xt)dB(t)
mit eindeutiger schwacher Lösung . Dabei ist B eine Brownsche Bewegung, b und
σ sind stetige, lokal beschränkte Funktionen mit Definitionsbereich C[−r, 0], und Xt
bezeichnet das Segment der Werte von X(u) für Zeitpunkte u im Intervall [t, t − r].
Unser Ziel ist eine Folge von diskreten Zeitreihen Xh höherer Ordung zu konstruieren,
so dass mit h gegen 0 die ZeitreihenXh schwach gegen die LösungX der stochastischen
Differentialgleichung mit Gedächtnis konvergieren.
Desweiteren werden wir Bedingungen angeben, unter denen eine gegeben Folge
von Zeitreihen Xh höherer Ordung schwach gegen die Lösung X einer stochastischen
Differentialgleichung mit Gedächtnis konvergiert.
Als ein Beispiel werden wir den schwachen Grenzwert einer Folge von diskreten
GARCH-Prozessen höherer Ordnung ermitteln. Dieser Grenzwert wird sich als schwa-
che Lösung einer stochastischen Differentialgleichung mit Gedächtnis herausstellen.
Schlagwörter:
stochastische Differentialgleichungen mit Gedächtnis, schwache Approximation,
diskrete Zeitreihen, GARCH-Prozesse
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Chapter 1
Introduction
Convergence of stochastic processes
Let X := (X(t), t ≥ 0) be a continuous stochastic process. Often one is inter-
ested in the distribution of certain functionals of the process, for instance of φ(X) =
max0≤t≤T X(t). In general it is difficult to determine the distribution of φ(X). One
way to tackle this problem is to consider an appropriate sequence of processes Xn
converging weakly to X. Sometimes the distribution of the functional under consider-
ation can be determined much easier for every Xn, and the distribution for X can be
obtained as a limit distribution. This is exactly the procedure of Donsker’s invariance
principle. Along this line we shall establish convergence results for weak solutions of
stochastic delay differential equations.
Stochastic delay differential equations
Stochastic delay differential equations (SDDE’s) have become widespread in the last
30 years. Phenomena of time delay occur in many different areas of the real world.
Stochastic delay differential equations are their mathematical reflection. A description
without time delay is nowadays not to think of. In physics it is the time of transporta-
tion of particles or information from one system to another. In financial mathematics
it is the time to react on developments in financial markets. In econometrics time
delay corresponds to the reaction time of the client to behave in a certain way. A first
survey on the theory of SDDE’s is presented in Mohammed [21] and Mao [19]. We
shall consider SDDE’s of the kind{
X(t) = ξ(t), −r ≤ t ≤ 0
dX(t) = b(Xt) dt+ σ(Xt) dB(t), t ≥ 0. (1.0.1)
Here B is a Brownian motion, b and σ are measurable, locally bounded functions de-
fined on C[−r, 0], and ξ is a deterministic, continuous function on [−r, 0]. Furthermore
Xt is the segment (X(t + u))−r≤u≤0, where r ≥ 0 denotes the length of memory. We
exclude the case r = ∞ which has been treated in Riedle [25]. In the case r = 0 the
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system (1.0.1) is a stochastic ordinary differential equation. The aim of this work is to
approximate weakly the solution of (1.0.1). We shall construct processes Xn which will
converge weakly to the process X, where X is the unique weak solution of the system
(1.0.1). This will be done firstly if the coefficients b and σ are continuous and bounded,
secondly if they are continuous and locally bounded, finally we admit discontinuity
points for the coefficients b and σ. The approximating processes are constructed in a
first step as autoregressive time series (X(h)mh)m∈N0 on a time grid {mh : m ∈ N0} for
h > 0. The quantity h is called step length. In a second step X(h) is extended to a
continuous process by linear interpolation. To indicate the correspondence to the step
length h, we shall denote the approximating processes by X(h) rather than by Xn.
History of convergence results for stochastic processes
One of the first results on convergence of stochastic processes is the famous Donsker
theorem, see Billingsley [2], Theorem 10.1. If {k} is a sequence of i.i.d. centered
random variables with variance 1, then the sequence of processes defined by
Sn(t) :=
1√
n
[nt]∑
k=1
k, 0 ≤ t ≤ T
converges weakly to a Brownian motion on [0, T ] as n tends to infinity. The Brownian
motion is a special case of a Markov diffusion with vanishing drift coefficient and
diffusion coefficient 1.
A general result on convergence of stochastic processes to a Markov diffusion is
presented in Stroock and Varadhan [28]. For each h > 0 let us be given a d-dimensional
Markov chain X(h) = (X(h)0 , X
(h)
h , X
(h)
2h , . . .) with transition probabilities
p
(h)
kh (X
(h)
kh , A) = P (X
(h)
(k+1)h ∈ A|X(h)kh ), A ∈ Bd. (1.0.2)
In terms of the transition probabilities the following quantities are defined for t ≥ 0
and x ∈ Rd
a(h)(t, x) :=
1
h
∫
Rd
(y − x)p(h)
[ t
h
]h
(x, dy)
b(h)(t, x) = σ(h)2(t, x) :=
1
h
∫
Rd
(y − x)(y − x)Tp(h)
[ t
h
]h
(x, dy).
A stochastic process X(h)(t) in continuous time is constructed by linear interpolation.
If there exist functions a and σ such that
a(h)(t, x) −−→
h→0
a(t, x), σ(h)2(t, x) −−→
h→0
σ2(t, x), t ≥ 0, x ∈ Rd
uniformly on compact sets of R+×Rd, then the sequence of processes X(h)(t) converges
weakly to a Markov diffusion X with coefficients a and σ. This means, the process X
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is the weak solution of the stochastic ordinary differential equation
dX(t) = a(t,X(t)) dt+ σ(t,X(t)) dB(t), t ≥ 0, (1.0.3)
where B denotes a Brownian motion. The proof in Stroock and Varadhan [28] uses
that the weak solution of (1.0.3) solves a martingale problem. The same result in the
one-dimensional case can also be found in Gichman and Skorochod [6]. Here the proof
is performed by analysis of finite-dimensional distributions via characteristic functions.
In Jacod and Shiryaev [10] it is studied when a sequence of semimartingales con-
verges weakly. The theory in this book provides results for approximating processes
Xn(t) being piecewise constant processes. Here, in contrast to Stroock and Varadhan
[28], the underlying space is the space of right-continuous functions with left-hand
limits (cadlag-space).
A general guideline
Including the introduction this thesis consists of three chapters. As a first result in
Chapter two we will show in generalization of Stroock and Varadhan [28] that every
weak solution of a stochastic delay differential equation (SDDE) corresponds to one
and only one solution of a martingale problem. To approximate weakly a given SDDE
with a unique weak solution X, we will construct a sequence of continuous autoregres-
sive schemes (X(h)mh)m∈N0 of higher order. We shall do it in such a way that the order
of (X(h)mh)m∈N0 increases to infinity as the step length h tends to zero. The schemes
(X
(h)
mh)m∈N0 are extended to continuous processes X
(h)(t) by linear interpolation. As
a main result we will give conditions under which the sequence {X(h)(t)} converges
weakly to the solution X of the given SDDE as h tends to zero. The occurrence of
time delay in the weak limit can be explained by the unboundedly increasing order of
the autoregressive schemes (X(h)mh)m∈N0 as h tends to zero. There is a series of appli-
cations. We shall use the main result to establish the weak limit for a given sequence
of autoregressive schemes with unboundedly increasing order. We shall illustrate the
procedure for a sequence of GARCH-processes (X(h), ρ(h)2). We will give conditions
on the coefficients of the GARCH-processes under which the sequence of processes
(X(h), ρ(h)2) converges weakly as h tends to zero. The limit process will be the weak
solution (X, ρ2) of a SDDE. To emphasize the importance of the assumptions in the
main result, we shall give two counterexamples where the sequence {X(h)} does not
converge weakly to the solution process X. As a further application we shall use the
main result to prove the existence of a weak solution for a certain class of SDDE’s.
Every weak solution Y of an SDDE is a semimartingale. We shall approximate the
solution Y by a sequence of piecewise constant processes Y (h). As mentioned before,
the processes Y (h) take values in the cadlag-space. We shall give conditions under
which the sequence {Y (h)} converges weakly to the solution process Y . The proof of
the convergence result we shall perform with the help of semimartingale theory.
4 Introduction
Chapter three deals with a special class of stationary Gaussian processes. We shall
consider piecewise constant ARMA(p(h)+1, q(h))-processes of unboundedly increasing
order of the kind Y
(h)
(m+1)h = Y
(h)
mh +
p(h)∑
j=0
a
(h)
j Y
(h)
(m−j)hh+
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ Z
Y
(h)
t = Y
(h)
[ t
h
]h
, t ∈ R.
(1.0.4)
We will study under which conditions on the coefficients the sequence {Y (h)} converges
weakly. In this case we shall get a stationary Gaussian process as a limit. It turns out
to be the stationary solution of a stochastic equation of the kind
dY (t) =
∫ 0
−r
Y (t+ u) da(u) dt+ dZ(t), t ≥ 0, (1.0.5)
where Z is a certain mixture of a Brownian motion process B, indeed, the driving
force Z may be represented in the form
Z(t) =
∫ 0
−q
[B(t+ u)−B(u)] dσ(u), t ≥ 0. (1.0.6)
The time delay in the drift occurs because of the unbounded increase of the number
of coefficients {a(h)j }. If q(h) = 0 and σ(h)0 = 1, then the driving force Z in (1.0.6)
is a Brownian motion. This case has been studied in Section 2.5 of Reiß [23]. The
occurrence of the new kind of driving force Z in (1.0.6) is explained by the unbounded
increase of the number of coefficients {σ(h)i }. Based on the stationarity of the under-
lying processes we will prove convergence of finite-dimensional distributions by using
spectral densities. We will study the process Z in (1.0.6) and the stationary solution
process Y in (1.0.5) in detail. We will give explicit representations of Y in terms of
the underlying Brownian motion B and an Ornstein-Uhlenbeck process X.
Chapter 2
Stochastic Delay Differential
Equations Driven by a Brownian
Motion
2.1 Introduction
Let 0 ≤ r < ∞ denote the length of memory. Furthermore let B = (B1, . . . , Bn)
denote an n-dimensional Brownian motion for n ∈ N. Consider the following stochastic
differential delay equation with values in Rd for d ∈ N{
X0 = ξ
dX(t) = b(Xt) dt+ σ(Xt) dB(t), t ≥ 0, (2.1.1)
or in coordinate form
(X0)i = ξi, i = 1, . . . , d
dXi(t) = bi(Xt) dt+
n∑
j=1
σij(Xt) dBj(t), i = 1, . . . , d, t ≥ 0.
Here
b : C([−r, 0];Rd) −→ Rd, σ : C([−r, 0];Rd) −→M(Rd×n), d, n ∈ N
are measurable functions, and Xt denotes the segment (X(t+ u))−r≤u≤0 of X at time
t. Note that Xt ∈ C([−r, 0];Rd). For x ∈ C([−r, 0];Rd) define the norm
‖x‖∞ := sup
−r≤u≤0
|x(u)|.
Then C([−r, 0];Rd) is a Polish space. We assume for the initial segment X0 that it is
deterministic: X0 = ξ for a function ξ ∈ C([−r, 0];Rd). One can consider strong and
weak solutions for (2.1.1). In this chapter we will deal with weak solutions only.
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2.1.1 Definition. Let ξ ∈ C([−r, 0];Rd) be an initial segment. A weak solution of
(2.1.1) with start in ξ is a sextuple (Ω,F, {Ft}, Q,B,X) such that (Ω,F, {Ft}, Q) is a
filtered probability space, and B and X are processes defined on this space satisfying
the following four conditions.
1. B is a continuous n-dimensional Brownian motion martingale, and X is a con-
tinuous adapted d-dimensional process.
2. X0 = ξ Q-a.s.
3.
∫ t
0
|b(Xs)|+ ‖σ(Xs)‖ ds <∞ Q-a.s. for all t ≥ 0.
4. Equation (2.1.1) holds Q-a.s. for all t ≥ 0.
We say that weak existence holds for the SDDE (2.1.1) if there is a weak solution of
(2.1.1) with start in ξ. We say that weak uniqueness holds for the SDDE (2.1.1) if all
weak solutions of (2.1.1) with start in ξ have the same law.
2.2 The Martingale Problem on C[−r,∞)
The aim of this section is to formulate the martingale problem on the function space
C([−r,∞);Rd) and to establish its connection with weak solutions of (2.1.1). Let
Ω := C([−r,∞);Rd) denote the space of all continuous Rd-valued functions on [−r,∞).
We denote a generic element of Ω by m rather than by ω. Define the coordinate
projection by
X◦(t)(m) := m(t), t ≥ −r, m ∈ Ω
and the segment projection by
X◦t (m) := (m(t+ u))−r≤u≤0, t ≥ 0, m ∈ Ω.
The natural filtration (Mt)t≥−r on Ω is defined by
Mt := σ(X
◦(u) : −r ≤ u ≤ t), t ≥ −r.
Finally define the following σ-algebra on Ω
M :=
∨
t≥−r
Mt.
Then (Ω,M) is a measurable space. It is called the canonical space. The coordinate
and segment projection are measurable functions on Ω with respect to the Borel-σ-
algebra of Rd and of C([−r, 0];Rd). Define a metric on Ω by
d(m1,m2) :=
∞∑
T=1
1
2T
sup
−r≤u≤T
(|m1(u)−m2(u)| ∧ 1), m1,m2 ∈ Ω.
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Then Ω is d-complete, and the σ-algebra M equals the σ-algebra generated by the
d-open sets. This is the well-known Skorochod topology. In the following lemma we
shall give a property of the Skorochod topology regarding unbounded time intervals.
2.2.1 Lemma. Let {Pn} be a sequence of probability measures on C([−r,∞);Rd). If
the marginal distributions (Pn)T on C([−r, T ];Rd) converge weakly to QT for all T > 0
in the Skorochod topology on C([−r, T ];Rd), and QT on C([−r, T ];Rd) is a marginal
of a probability measure Q on C([−r,∞);Rd) for all T > 0, then the sequence {Pn}
converges weakly to Q in the Skorochod topology on C([−r,∞);Rd).
Proof. Recall the notation Ω = (C[−r,∞);Rd). Let f be a real-valued bounded,
uniformly continuous function on Ω. Then for all  > 0 there exists a δ > 0 such that
|f(m)− f(m)| < 
2‖f‖∞ , d(m,m) < δ, m,m ∈ Ω.
Choose T ∈ N such large that∑k≥T 12k < δ. Let piTm denote the projection of m ∈ Ω
onto the finite interval [−r, T ]. Define the continuous functionsmT (u) := m(u)1{u≤T}+
m(T )1{u≥T}, u ≥ −r and φ(piTm) := f(mT ). Then it follows by transformation of
measures that∣∣∣∣∫
C([−r,∞);Rd)
f(m) dPn(m)−
∫
C([−r,T ];Rd)
φ(piTm) d(Pn)T (piTm)
∣∣∣∣ < 2∣∣∣∣∫
C([−r,∞);Rd)
f(m) dQ(m)−
∫
C([−r,T ];Rd)
φ(piTm) dQT (piTm)
∣∣∣∣ < 2 .
Since by assumption the sequence (Pn)T converges weakly to QT , the proof is finished.
Now fix a measurable vector function b = (bi)1≤i≤d from C([−r, 0];Rd) to Rd and a
measurable matrix function a = (aij)1≤i,j≤d from C([−r, 0];Rd) to M+(Rd×d). Let
C∞0 (Rd) denote the space of the real-valued, infinitely often differentiable functions on
Rd with compact support. Define for all functions f ∈ C∞0 (Rd) the operator
(Lb,af)(x) :=
d∑
i=1
bi(x)
∂f
∂xi
(x(0)) +
1
2
d∑
i,j=1
aij(x)
∂2f
∂xi∂xj
(x(0)), x ∈ C([−r, 0];Rd).
(2.2.1)
The domain of this operator for a fixed function f ∈ C∞0 (Rd) is C([−r, 0];Rd), and it
takes values in R. Furthermore fix an Rd-valued continuous function ξ on [−r, 0]. We
shall now give a definition of a martingale problem for the operator in (2.2.1).
2.2.2 Definition. A probability measure Qξ on (Ω,M) solves the martingale problem
associated with b and a with start in ξ if
1. Qξ(X◦0 = ξ) = 1.
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2. f(X◦(t))− ∫ t
0
(Lb,af)(X
◦
s ) ds, t ≥ 0 is a (Mt, Qξ)-martingale for all f ∈ C∞0 (Rd).
A probability measure Qξ on (Ω,M) solves the local martingale problem associated with
b and a with start in ξ if
1. Qξ(X◦0 = ξ) = 1.
2. f(X◦(t)) − ∫ t
0
(Lb,af)(X
◦
s ) ds, t ≥ 0 is a local (Mt, Qξ)-martingale for all f ∈
C∞0 (Rd).
This formulation of the martingale problem differs from martingale problems in
other literature. In Stroock and Varadhan [28] the operator (Lb,af)(x) has the form
(Lb,af)(x) =
d∑
i=1
bi(x)
∂f
∂xi
(x) +
1
2
d∑
i,j=1
aij(x)
∂2f
∂xi∂xj
(x), x ∈ Rd.
This is the operator in (2.2.1) in the case r = 0. In Karatzas and Shreve [12] for t ≥ 0
a time-dependent operator Ltb,af is defined for time-dependent coefficients bt and at
with increasing delay:
(Ltbt,atf)(x) =
d∑
i=1
bti(x)
∂f
∂xi
(x(t)) +
1
2
d∑
i,j=1
atij(x)
∂2f
∂xi∂xj
(x(t)), x ∈ C([0,∞);Rd).
The formulation of the martingale problem with this operator does not take into
account an initial segment ξ ∈ C([−r, 0];Rd) for r > 0.
Now we shall come to the relation between the martingale problem of Definition
2.2.2 and weak solutions of stochastic delay differential equations. Firstly assume that
there exists a weak solution of (2.1.1) with start in ξ. Then there exists a sextuple
(Ω,F, (Ft), P, B,X) such that
Xi(t) = ξi(0) +
∫ t
0
bi(Xs) ds+
n∑
j=1
∫ t
0
σij(Xs) dBj(s), t ≥ 0, i = 1, . . . , d
holds a.s., or equivalently
dXi(t) = bi(Xt) dt+
n∑
j=1
σij(Xt) dBj(t), t ≥ 0, i = 1, . . . , d. (2.2.2)
Define the probability measure
Qξ(A) := P (X ∈ A), A ∈M.
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We shall show that Qξ solves the local martingale problem of Definition 2.2.2 for the
coefficients b and a = σσT , where T denotes the transpose. For f ∈ C∞0 (Rd) it follows
from Itô’s formula that a.s.
f(X(t)) = f(X(0)) +
d∑
i=1
∫ t
0
∂f
∂xi
(X(s)) dXi(s)
+
1
2
d∑
i,j=1
∫ t
0
∂2f
∂xi∂xj
(X(s)) d < Xi, Xj > (s), t ≥ 0.
Using (2.2.2) and that d < Xi, Xj > (s) = (σσT )ij(Xs) ds we see that
M(t) := f(X(t))− f(X(0))−
d∑
i=1
∫ t
0
bi(Xs)
∂f
∂xi
(X(s)) ds
− 1
2
d∑
i,j=1
∫ t
0
(σσT )ij(Xs)
∂2f
∂xi∂xj
(X(s)) ds
= f(X(t))− f(X(0))−
∫ t
0
(Lb,af)(Xs) ds, t ≥ 0
is a local (Ft, P )-martingale. Then by transformation of measures it holds that
f(X◦(t))−
∫ t
0
(Lb,af)(X
◦
s ) ds, t ≥ 0
is a local (Mt, Qξ)-martingale on the canonical space Ω = C([−r,∞);Rd). This shows
that Qξ, the distribution of the solution process, solves the local martingale problem.
Since every distribution of the solution process solves the local martingale problem, it
holds that from uniqueness of the local martingale problem it follows weak uniqueness
for the system (2.1.1). We are also interested in the other direction. We would like
to establish that from weak uniqueness for the system (2.1.1) it follows uniqueness of
the local martingale problem. At first we need a result on weak existence.
2.2.3 Theorem. Assume that a probability measure Q on (Ω,M) solves the local
martingale problem for the coefficients b and a = σσT with start in ξ. Then there
exists a weak solution (X,B) of (2.1.1) such that Law (X(t) : t ≥ −r) = Q.
Proof. For t ≥ 0 and m ∈ C([−r,∞);Rd) define the time-dependent, measurable,
(Mt)-adapted processes
bt(m) :=
{
b((ξ(w))t−r≤w≤0, (m(v))0≤v≤t)· 1{m(0)=ξ(0)} , 0 ≤ t ≤ r
b(mt) , r ≤ t
at(m) :=
{
a((ξ(w))t−r≤w≤0, (m(v))0≤v≤t)· 1{m(0)=ξ(0)} , 0 ≤ t ≤ r
a(mt) , r ≤ t.
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Then the restriction Q˜ on C([0,∞);Rd), derived from Q on C([−r,∞);Rd), solves
the local martingale problem for the coefficients bt and at with start in ξ(0) for the
operator
(Ltbt,atf)(x) =
d∑
i=1
bti(x)
∂f
∂xi
(x(t)) +
1
2
d∑
i,j=1
atij(x)
∂2f
∂xi∂xj
(x(t)), x ∈ C([0,∞);Rd).
Now we can apply Proposition 5.4.6 in Karatzas and Shreve [12]. By this proposition
there exists a sextuple (Ω,F, P, (Ft), X,B) such that{
X(0) = ξ(0)
X(t) = X(0) +
∫ t
0
bs(X) ds+
∫ t
0
σs(X) dB(s), σt(σt)T = at, t ≥ 0
holds P -a.s and Law (X(t) : t ≥ 0) = Q˜. Define the initial segment
X(u, ω) := ξ(u), −r ≤ u ≤ 0, ω ∈ Ω.
Then for the sextuple (Ω,F, P, (Ft), X,B) it holds that{
X0 = ξ
X(t) = X(0) +
∫ t
0
b(Xs) ds+
∫ t
0
σ(Xs) dB(s), t ≥ 0
a.s. Furthermore it holds that Law (X(t) : t ≥ −r) = Q. This completes the proof of
the theorem.
2.2.4 Corollary. Weak uniqueness for the system (2.1.1) is equivalent to uniqueness
of the local martingale problem.
Proof. It suffices for the proof to assume that weak uniqueness holds for the system
(2.1.1). Let Q1 and Q2 solve the local martingale problem. By Theorem 2.2.3 there
exist solutions (X1, B1) and (X2, B2) such that
Law(X1(t) : t ≥ −q) = Q1, Law(X2(t) : t ≥ −q) = Q2.
But by weak uniqueness the laws of X1 and X2 are the same, hence it follows that
Q1 = Q2.
2.3 The Martingale Problem in Discrete Time
In this section we shall construct a martingale problem on the canonical space in
discrete time starting from transition probabilities. The setting is the following. For
R ∈ N0 define the measurable space (Ω,M) by
N := {−R; . . . ;−1; 0; 1; 2; . . .}, Ω =: (Rd)N, M :=
⊗
i∈N
Bd.
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Define also the following measurable functions and sub-σ-algebras
X◦n(ω) := ω(n), ω ∈ Ω, Mn := σ(X◦k : −R ≤ k ≤ n), n ≥ −R.
Furthermore consider a function p
p : (Rd)R+1 ×Bd −→ [0, 1]
(x0, . . . , x−R;A) 7→ p(x0, . . . , x−R;A)
such that
1. (x0, . . . , x−R) 7→ p(x0, . . . , x−R;A) is measurable for all A ∈ Bd.
2. A 7→ p(x0, . . . , x−R;A) is a probability measure on Bd for all
(x0, . . . , x−R) ∈ (Rd)R+1.
The function p is called transition probability of order (R + 1). Define for all f ∈
C∞0 (Rd) the operator
(Af)(x0, . . . , x−R) :=
∫
Rd
(f(z)− f(x0))p(x0, . . . , x−R; dz), (x0, . . . , x−R) ∈ (Rd)R+1.
Note that the integrand depends only on x0, whereas the past values (x0, x1, . . . , x−R)
occur in the transition probability p. Fix an initial condition ξ = (ξ0, . . . , ξ−R) ∈
(Rd)R+1. We shall now give an analogue to Definition 2.2.2 in discrete time, in gener-
alization to the case R = 0 in Stroock and Varadhan [28].
2.3.1 Definition. A probability measure Pξ on (Ω,F) solves the martingale problem
associated with the operator A with start in ξ = (ξ0, . . . , ξ−R) if
1. Pξ(X◦k = ξk,−R ≤ k ≤ 0) = 1.
2. f(X◦n)−
∑n−1
k=0(Af)(X
◦
k , . . . , X
◦
k−R), n ∈ N0 is a (Mn, Pξ)-martingale for all f ∈
C∞0 (Rd) (
∑−1
k=0 := 0).
In this setting the martingale problem in discrete time is always well-posed, that
means, there always exists a solution of the martingale problem, and this solution is
unique. The following lemma constructs the solution. The proof is elementary and
therefore omitted.
2.3.2 Lemma. Pξ solves the martingale problem for the operator A if and only if
Pξ(X
◦
−R ∈ Γ−R, . . . , X◦0 ∈ Γ0, X◦1 ∈ B1, . . . , X◦n ∈ Bn) (2.3.1)
= 1Γ−R(ξ−R)· . . . · 1Γ0(ξ0)
∫
B1
. . .
∫
Bn
p(xn−1, . . . , xn−1−R; dxn) . . . p(ξ; dx1)
for all Γ−R, . . . ,Γ0, B1, . . . , Bn, n ∈ N with xk := ξk for −R ≤ k ≤ 0.
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2.4 The Main Results
Regarding convergence of stochastic processes we shall follow the notations in Billings-
ley [2]. In this section we shall formulate and prove our main convergence results. All
applications will rely on these results. Our setting is the following. Fix a real number
0 ≤ r <∞. We shall consider step lengths h > 0 for which
r(h) :=
r
h
∈ N0. (2.4.1)
In the sequel we shall always write "for h > 0" meaning "for all h > 0 such that
r/h ∈ N0". For h > 0 we shall consider Rd-valued series {X(h)kh : k ≥ −r(h)} in discrete
time with step length h given on any probability space (Ω,F, P ). Define for h > 0 the
sub-σ-algebras
F
(h)
mh := σ(X
(h)
kh : −r(h) ≤ k ≤ m), m ≥ −r(h).
For h > 0 we are also given an initial function ξ(h) ∈ C([−r, 0];Rd). Starting with the
series {X(h)kh : k ≥ −r(h)} we assume that for h > 0 a stochastic process X(h) satisfies
the following three conditions.
1. P (X(h)ih = ξ
(h)(ih),−r(h) ≤ i ≤ 0) = 1.
2. X(h) is interpolated linearly between two discrete points (mh,X(h)mh) and
((m+ 1)h,X
(h)
(m+1)h) for m ≥ −r(h).
3. P (X(h)k+1 ∈ Γ|F(h)kh ) = p(h)(X(h)kh , . . . , X(h)(k−r(h))h; Γ), k ∈ N0.
Here
p(h) : (Rd)r(h)+1 ×Bd −→ [0, 1]
is a transition probability of order (r(h)+1). It follows that {X(h)kh }k≥−r(h) is a discrete
homogeneous Markov chain of rank (r(h) + 1) with transition probability p(h) which
does not depend on k ∈ N0 and with start in
(ξ(h)(−r), (ξ(h)(−r + h)), . . . , ξ(h)(0)).
The domain of the transition probabilities p(h) depends on h. For our purposes it is
necessary to have them defined on a common domain. Define for x ∈ C([−r, 0];Rd)
p(h)(x; Γ) := p(h)(x(0), x(−h), x(−2h), . . . , x(−r); Γ), Γ ∈ Bd.
By this definition we have constructed transition probabilities
p(h) : C([−r, 0];Rd)×Bd −→ [0, 1].
In slight abuse we have used the same notation p(h) for transition probabilities with
domain (Rd)r(h)+1 and C([−r, 0];Rd). For simplification of notation we shall always
write
l
(h)
mhX
(h) := l(h)(X
(h)
mh, X
(h)
(m−1)h, . . . X
(h)
(m−r(h))h), m ∈ N0,
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where l(h) stands for the procedure of linear interpolation. That means,
l(h)(x(0), x(−h), . . . , x(−r)), x ∈ C([−r, 0];Rd)
is a linearly interpolated, continuous function on [−r, 0] with values x(−ih) at time
points (−ih) for 0 ≤ i ≤ r(h). Correspondingly, l(h)mhX(h) is a linearly interpolated,
continuous function on [mh− r,mh]. Then it holds for every x ∈ C([−r, 0];Rd) that(
X
(h)
mh = x(0), X
(h)
(m−1)h = x(−h), . . . , X(h)(m−r(h))h = x(−r)
)
⇐⇒ l(h)mhX(h) = l(h)x,
where l(h)x := l(h)(x(0), x(−h), . . . , x(−r)) for x ∈ C([−r, 0];Rd). As a consequence of
the condition
P (X
(h)
k+1 ∈ Γ|F(h)kh ) = p(h)(X(h)kh , . . . , X(h)(k−r(h))h; Γ), k ∈ N0
it holds for every integrable function g and for P
l
(h)
mhX
(h)-almost all x ∈ C([−r, 0];Rd)
that
E(g(X
(h)
(m+1)h −X(h)mh)|l(h)mhX(h) = l(h)x) =
∫
Rd
g(z − x(0))p(h)(x; dz), m ∈ N0.
Define further for each x ∈ C([−r, 0];Rd) and each  > 0
b(h)(x) :=
1
h
∫
|z−x(0)|≤1
(z − x(0))p(h)(x; dz)
a(h)(x) :=
1
h
∫
|z−x(0)|≤1
(z − x(0))(z − x(0))Tp(h)(x; dz)
4(h) (x) :=
1
h
∫
|z−x(0)|>
p(h)(x; dz),
where MT denotes the transpose of a matrix M (here a column vector). Note that
the first two integrals are taken over a bounded domain of Rd since the integrals over
the whole Rd need not exist. Those quantities have the following representation. If
a truncation function φ on Rd is defined by φ(x) := x1{|x|≤1}, then for all m ∈ N0 it
holds for P
l
(h)
mhX
(h)-almost all x ∈ C([−r, 0];Rd) that
b(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)|l(h)mhX(h) = l(h)x)
a(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)φ(X(h)(m+1)h −X(h)mh)T |l(h)mhX(h) = l(h)x)
4(h) (x) =
1
h
P (|X(h)(m+1)h −X(h)mh)| > |l(h)mhX(h) = l(h)x).
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It follows that b(h) is the truncated conditional expectation vector divided by the step
length h. The matrix a(h) is the truncated conditional second moment matrix divided
by h. Finally for each  > 0, 4(h) is the conditional probability to jump into a next
state with distance greater than , also divided by h.
Our aim is to let h tend to zero. We are interested in the case that the quantities
b(h)(x) and a(h)(x) behave properly as h tends to zero. Therefore we impose the
following convergence conditions. Assume that there exist measurable functions b and
a such that for every compact subset K of the Polish space C([−r, 0];Rd)
sup
x∈K
|b(h)(x)− b(x)| −−→
h→0
0 (2.4.2)
sup
x∈K
‖a(h)(x)− a(x)‖ −−→
h→0
0 (2.4.3)
sup
x∈K
4(h) (x) −−→
h→0
0. (2.4.4)
Finally define for each f ∈ C∞0 (Rd) and for each x ∈ C([−r, 0];Rd) the operator
(A(h)f)(x) :=
∫
Rd
(f(z)− f(x(0))p(h)(x; dz).
The following purely analytical lemma shows that the operators A(h)f per unit of step
length tend to the operator Lb,af in (2.2.1).
2.4.1 Lemma. Under conditions (2.4.2), (2.4.3) and (2.4.4) it holds for every com-
pact subset K of C([−r, 0];Rd) that
sup
x∈K
|1
h
(A(h)f)(x)− (Lb,af)(x)| −−→
h→0
0.
Proof. Define for each f ∈ C∞0 (Rd) the function
H(z, x) :=
d∑
i=1
(z − x)i ∂f
∂zi
(z) +
1
2
d∑
i,j=1
(z − x)i(z − x)j ∂
2f
∂zi∂zj
(z), x, z ∈ Rd.
Then by Taylor’s formula there is a constant Cf <∞ such that
|f(z)− f(x)−H(z, x)| ≤ Cf |z − x|3 ∀x, z ∈ Rd.
Let L(h) be the corresponding operator for the coefficients b(h) and a(h)
(L(h)f)(x) =
d∑
i=1
b
(h)
i (x)
∂f
∂xi
(x(0)) +
1
2
d∑
i,j=1
a
(h)
ij (x)
∂2f
∂xi∂xj
(x(0)), x ∈ C([−r, 0];Rd).
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Then we obtain
1
h
(A(h)f)(x)− (L(h)f)(x) = 1
h
∫
|z−x(0)|>1
f(z)− f(x(0))p(h)(x; dz)
+
1
h
∫
|z−x(0)|≤1
f(z)− f(x(0))−H(z, x(0))p(h)(x; dz),
which gives
|1
h
(A(h)f)(x)− (L(h)f)(x)| ≤ 1
h
∫
|z−x(0)|>1
|f(z)− f(x(0))|p(h)(x; dz) (2.4.5)
+
1
h
∫
<|z−x(0)|≤1
Cf |z − x(0)|3p(h)(x; dz) (2.4.6)
+
1
h
∫
|z−x(0)|≤
Cf |z − x(0)|3p(h)(x; dz), (2.4.7)
where 0 <  < 1 is arbitrary. The expression in (2.4.5) is lower or equal than
1
h
∫
|z−x(0)|>1
2‖f‖∞p(h)(x; dz) = 2‖f‖∞4(h)1 (x), x ∈ C([−r, 0];Rd),
which tends to zero uniformly on compacts of C([−r, 0];Rd) by condition (2.4.4). The
term in (2.4.6) is not greater than
1
h
∫
|z−x(0)|>
Cfp
(h)(x; dz) = Cf4(h) (x), x ∈ C([−r, 0];Rd),
which also tends to zero uniformly on compacts of C([−r, 0];Rd) by condition (2.4.4).
Finally, the expression in (2.4.7) does not extend

h
∫
|z−x(0)|≤1
Cf |z − x(0)|2p(h)(x; dz) = Cf
d∑
i=1
a
(h)
ii (x) ≤ CfKa, x ∈ C([−r, 0];Rd),
where the constant Ka depends on the uniform upper bound for a
(h)
ii on the compact
set K. Since  was arbitrary, it follows that
sup
x∈K
|1
h
(A(h)f)(x)− (L(h)f)(x)| −−→
h→0
0.
Obviously, for fixed f ∈ C∞0 (Rd) the operators (L(h)f)(x) converge to (Lb,af)(x) uni-
formly on compacts of C([−r, 0];Rd). Therefore the lemma has been shown.
For the moment we will confine our interest to the case that the limit functions b
and a are continuous and bounded. Recall the truncation function φ(x) = x1{|x|≤1}
for x ∈ Rd.
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2.4.2 Theorem. Assume that for h > 0 we are given a time series (X(h)mh)m≥−r(h) such
that with
b(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)|l(h)mhX(h) = l(h)x)
a(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)φ(X(h)(m+1)h −X(h)mh)T |l(h)mhX(h) = l(h)x)
4(h) (x) =
1
h
P (|X(h)(m+1)h −X(h)mh)| > |l(h)mhX(h) = l(h)x)
there exist continuous, bounded functions b and a such that for every compact set K
of C([−r, 0];Rd)
sup
x∈K
|b(h)(x)− b(x)| −−→
h→0
0
sup
x∈K
‖a(h)(x)− a(x)‖ −−→
h→0
0.
Assume that in addition
sup
h>0
sup
x∈C([−r,0];Rd)
|b(h)(x)|+ ‖a(h)(x)‖ <∞.
Furthermore suppose that instead of (2.4.4) for every  > 0
sup
x∈C([−r,0];Rd)
4(h) (x) −−→
h→0
0. (2.4.8)
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear in-
terpolation. If ξ(h) −−→
h→0
ξ, then the laws of {X(h) : h > 0} are tight, and every limit
point solves the martingale problem associated with the functions b and a with start in
ξ.
Proof. Firstly, we shall establish the tightness of the sequence
{P (h) : h > 0} := {Law(X(h)) : h > 0}.
Since by assumption ξ(h) −−→
h→0
ξ, it suffices to prove tightness for the restrictions of
P (h), which are given on C([−r,∞);Rd), to C([0,∞);Rd). It follows from Lemma
2.3.2 that
f(X◦nh)−
n−1∑
k=0
(A(h)f)(X◦kh, . . . , X
◦
(k−r(h))h), n ∈ N0
is a (Mkh, P (h))-martingale in discrete time. Using the arguments in the proof of
Lemma 2.4.1 and the uniform boundedness of b(h) and a(h), it is easy to establish that
sup
h>0
sup
x∈C([−r,0];Rd)
|1
h
(A(h)f)(x)| ≤ Df <∞,
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where the constant Df depends on the bounds of f and its first two derivatives. Then,
using the just established martingale property, a simple calculation shows that
f(X◦nh) +Df (n− 1)h, n ∈ N0
is a nonnegative (Mkh, P (h))-submartingale in discrete time. Now we can apply The-
orem 1.4.11 in Stroock and Varadhan [28]. By this theorem {P (h) : h > 0} is tight on
C([0,∞);Rd) if for every  > 0 and T > 0∑
0≤jh≤T
P (h)(|X◦(j+1)h −X◦jh| ≥ ) −−→
h→0
0
sup
h>0
P (h)(|X◦0 | ≥ l) −−−→
l→∞
0.
But in our case we have that
P (h)(|X◦(j+1)h −X◦jh| ≥ ) = E(h)(h4(h) (l(h)jh X◦)) ≤ sup
x∈C([−r,0];Rd)
h4(h) (l(h)x),
so that we obtain∑
0≤jh≤T
P (h)(|X◦(j+1)h −X◦jh| ≥ ) ≤ (T + 1) sup
x∈C([−r,0];Rd)
4(h) (x) −−→
h→0
0
by assumption (2.4.8). This proves the tightness of the family {P (h) : h > 0} on
C([0,∞);Rd) and thus on Ω = C([−r,∞);Rd).
Next we shall establish that every limit point of {P (h) : h > 0} solves the martingale
problem. Fix two time points 0 ≤ t1 < t2 and a bounded,Mt1-measurable, continuous
function Φ on C([−r,∞);Rd). Then it was already established that for each h > 0
E(h)([f(X◦
[
t2
h
]h
)− f(X◦
[
t1
h
]h
)−
[
t2
h
]−1∑
i=[
t1
h
]
(A(h)f)(l
(h)
ih X
◦)]Φ) = 0,
or equivalently
E(h)([Z(h) ◦X◦]Φ) = 0, X◦(m) = m, m ∈ C([−r,∞);Rd)
with
Z(h)(m) := f(m([
t2
h
]h))− f(m([t1
h
]h))−
∫ [ t2
h
]h
[
t1
h
]h
(
A(h)
h
f)(l(h)m[u
h
]h) du
for m ∈ C([−r,∞);Rd). Let for h > 0
wm(h) := sup
|s−t|≤h
|m(s)−m(t)|, m ∈ C([−r,∞);Rd)
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denote the modulus of continuity of the function m. By the Arzelá-Ascoli theorem a
subset K of C([−r,∞);Rd) is precompact if and only if
sup
m∈K
sup
s≥−r
|m(s)| <∞, sup
m∈K
|wm(h)| −−→
h→0
0.
Let K be a compact subset of C([−r,∞);Rd). We assume without loss of generality
that for the initial conditions ξ(h) it holds that
{sξ(h) : 0 ≤ s ≤ r, h > 0} ⊂ K, sξ(h)(u) := ξ(h)(s+ u), −r ≤ u ≤ 0
since we have by assumption that ξ(h) −−→
h→0
ξ. Then it follows from Arzelá-Ascoli and
uniform continuity of f on compacts J of Rd that
sup
m∈K
|f(m([ t
h
]h))− f(m(t))| ≤ sup
x,y∈J,|x−y|≤ sup
m∈K
wm(h)
|f(x)− f(y)| −−→
h→0
0.
So we have shown that
f(m([
ti
h
]h)) −−→
h→0
f(m(ti)), i = 1, 2
uniformly on compacts of C([−r,∞);Rd). Since supx∈C([−r,0];Rd) |(A(h)h f)(x)| < ∞, we
have that
sup
m∈C([−r,∞);Rd)
∣∣∣∣∣
∫ [ t2
h
]h
[
t1
h
]h
(
A(h)
h
f)(l(h)m[u
h
]h) du−
∫ t2
t1
(
A(h)
h
f)(l(h)m[u
h
]h) du
∣∣∣∣∣ −−→h→0 0.
Next one checks easily with the Arzelá-Ascoli theorem that the set
A =:
⋃
t1≤u≤t2
{l(h)m[u
h
]h : m ∈ K,h > 0} ∪ {mu : m ∈ K} ⊂ C([−r, 0];Rd)
is compact. Therefore we obtain
sup
m∈K
sup
t1≤u≤t2
|(Lb,af)(l(h)m[u
h
]h)− (Lb,af)(mu)| ≤
sup
x,x′∈A,‖x−x′‖∞≤supm∈K wm(h)
|(Lb,af)(x)− (Lb,af)(x′)| −−→
h→0
0
by uniform continuity of b and a on the compact set A and by uniform continuity of
the derivatives of f . Furthermore we see that
sup
m∈K
sup
t1≤u≤t2
|(A
(h)
h
f)(l(h)m[u
h
]h)− (Lb,af)(l(h)m[u
h
]h)| ≤
sup
x∈A
|(A
(h)
h
f)(x)− (Lb,af)(x)| −−→
h→0
0,
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where we have used Lemma 2.4.1 for the convergence in the last line. Thereby we have
shown that Z(h) −−→
h→0
Z uniformly on compacts of C([−r,∞);Rd) and boundedly with
Z(m) := f(m(t2))− f(m(t1))−
∫ t2
t1
(Lb,af)(mu) du, m ∈ C([−r,∞);Rd).
Note that the function Z(m) is bounded and continuous, since b and a were assumed
to be bounded and continuous. Now we are able to complete the proof. We have that
0 = E(h)(Z(h)Φ) = E(h)((Z − Z(h))Φ) + E(h)(ZΦ). (2.4.9)
The first summand tends to zero. Indeed, since {P (h) : h > 0} is tight, for every  > 0
there is a compact set B such that
P (h)(BC) ≤ 
2M‖Φ‖∞ , |Z
(h)(m)| ≤M, |Z(m)| ≤M
for all small h. Then the inequality
|E(h)((Z − Z(h))Φ)| ≤ ‖Φ‖∞ sup
m∈A
|Z(m)− Z(h)(m)|+ E(h)(2M‖Φ‖∞1AC )
shows that the first summand in (2.4.9) tends to zero as h to zero. Since ZΦ is bounded
and continuous, the second summand in (2.4.9) tends to EQ(ZΦ) by definition of weak
convergence, where Q is an arbitrary limit point of {P (h) : h > 0}. So we have shown
that
EQ(ZΦ) = 0
for allMt1-measurable, bounded, continuous functions Φ, thus for allMt1-measurable,
bounded functions Φ. Since it holds that Q(X◦0 = ξ) = 1, any limit point of {P (h) :
h > 0} solves the martingale problem associated with b and a with start in ξ.
2.4.3 Remark. Assume that the obtained limit functions b and a = σσT are such
that for the stochastic delay differential equation (2.1.1) with coefficients b and σ weak
existence and weak uniqueness hold. Then the sequence of the laws of X(h) converges
weakly to the law Q of the solution process with coefficients b and σ. This comes
from the fact that by Corollary (2.2.4) there exists exactly one solution Q to the local
martingale problem if weak uniqueness holds. Every convergent subsequence of the
laws of X(h) converges weakly to any solution of the martingale problem, that is to Q.
Therefore the whole sequence {Law(X(h)) : h > 0} converges weakly to Q.
We would like to loosen the assumptions of continuity of the limit coefficients.
Yan [31] treats the case of not necessarily continuous coefficients of stochastic ordi-
nary differential equations in the framework of strong approximation. We shall do it
for a certain class of stochastic delay differential equations in the framework of weak
approximation. The crucial point in the proof of our next theorem with not necessar-
ily continuous coefficients is a result for preservation of weak convergence under not
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necessarily continuous mappings, see Theorem 5.5 in Billingsley [2]: If a sequence of
measures Q(h) converges weakly to the measure Q, and there are uniformly bounded
functions g(h) and g such that
Q(x : g(h)(x(h))6−−→
h→0
g(x), x(h) −−→
h→0
x) = 0,
then it holds that ∫
g(h)(x) dQ(h)(x) −−→
h→0
∫
g(x) dQ(x).
2.4.4 Theorem. Assume that for h > 0 we are given a time series (X(h)mh)m≥−r(h) such
that with
b(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)|l(h)mhX(h) = l(h)x)
a(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)φ(X(h)(m+1)h −X(h)mh)T |l(h)mhX(h) = l(h)x)
4(h) (x) =
1
h
P (|X(h)(m+1)h −X(h)mh)| > |l(h)mhX(h) = l(h)x)
there exist bounded measurable functions b and a such that
b(h)(x(h)) −−→
h→0
b(x)
a(h)(x(h)) −−→
h→0
a(x)
for any sequence x(h) approximating x in the points where b and a are continuous.
Assume that in addition
sup
h>0
sup
x∈C([−r,0];Rd)
|b(h)(x)|+ ‖a(h)(x)‖ <∞.
Furthermore suppose that for every  > 0
sup
x∈C([−r,0];Rd)
4(h) (x) −−→
h→0
0.
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear inter-
polation. If ξ(h) −−→
h→0
ξ, then the laws of {X(h) : h > 0} are tight. Assume that every
limit point Q of {Law(X(h)) : h > 0} satisfies for each T > 0
Q
(∫ T
0
1(X◦u ∈ Db ∪Da) du = 0
)
= 1, (2.4.10)
where Db and Da denote the sets of discontinuity points of the functions b and a. Then
every limit point Q of {Law(X(h)) : h > 0} solves the martingale problem associated
with the functions b and a with start in ξ.
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Proof. The sequence
{P (h) : h > 0} = {Law(X(h)) : h > 0}.
is tight according to the proof of the preceding theorem. We emphasize once more
that we did not use continuity of the functions b and a to prove tightness. For m ∈
C([−r,∞);Rd) and fixed time points t1 ≤ t2 recall the notations
Z(h)(m) = f(m([
t2
h
]h))− f(m([t1
h
]h))−
∫ [ t2
h
]h
[
t1
h
]h
(
A(h)
h
f)(l(h)m[u
h
]h) du
and
Z(m) = f(m(t2))− f(m(t1))−
∫ t2
t1
(Lb,af)(mu) du
from the proof of the preceding theorem. Our aim is to show that
0 = E(h)(Z(h)Φ) −−→
h→0
EQ(ZΦ)
for every weak limit Q of the sequence {P (h) : h > 0} for every bounded, continuous,
Mt1-measurable function Φ. Then Q will solve the martingale problem for b and a.
Fix a sequence of functions m(h) ∈ C([−r,∞);Rd) and a function m ∈ C([−r,∞);Rd)
with
m(h) −−→
h→0
m.
Since (A(h)
h
f)(x) remains bounded in x and h we see that∣∣∣∣∣
∫ [ t2
h
]h
[
t1
h
]h
(
A(h)
h
f)(l(h)m
(h)
[u
h
]h) du−
∫ t2
t1
(
A(h)
h
f)(l(h)m
(h)
[u
h
]h) du
∣∣∣∣∣ −−→h→0 0.
Since by assumption
sup
x∈C([−r,0];Rd)
4(h) (x) −−→
h→0
0,
we have by the proof of Lemma 2.4.1 that for each compact set K ⊂ C([−r, 0];Rd)
sup
x∈K
|(A
(h)
h
f)(x)− (L(h)f)(x)| −−→
h→0
0
with
(L(h)f)(x) =
d∑
i=1
b
(h)
i (x)
∂f
∂xi
(x(0)) +
1
2
d∑
i,j=1
a
(h)
ij (x)
∂2f
∂xi∂xj
(x(0)), x ∈ C([−r, 0];Rd).
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In the proof of Lemma 2.4.1 we neither used continuity of the functions b(h) and a(h).
Thereby we conclude that∣∣∣∣∫ t2
t1
(
A(h)
h
f)(l(h)m
(h)
[u
h
]h) du−
∫ t2
t1
(L(h)f)(l(h)m
(h)
[u
h
]h) du
∣∣∣∣ −−→h→0 0.
Fix a time point u with t1 ≤ u ≤ t2 and an index l with 1 ≤ l ≤ d. Consider the
coefficient bl, all other are treated in the same way. If bl is continuous in the point
mu ∈ C([−r, 0];Rd), then it holds by the assumption of the theorem that
b
(h)
l (l
(h)m
(h)
[u
h
]h) −−→h→0 bl(mu).
If
λblt1,t2(m) := λ({t1 ≤ u ≤ t2 : bl is not continuous in mu}) = 0,
then ∣∣∣∣∫ t2
t1
b
(h)
l (l
(h)m
(h)
[u
h
]h)f
′
l (m([
u
h
]h)) du−
∫ t2
t1
bl(mu)f
′
l (m(u)) du
∣∣∣∣ −−→h→0 0
by dominated convergence. Thus we have that
Z(h)(m(h)) −−→
h→0
Z(m),
and hence by boundedness of Z and Φ and continuity of Φ
Z(h)(m(h))Φ(m(h)) −−→
h→0
Z(m)Φ(m),
provided that
λt1,t2(m) := λ({t1 ≤ u ≤ t2 : mu ∈ Db ∪Da}) = 0.
But by assumption (2.4.10) we have for each T > 0 that
Q
(∫ T
0
1(X◦u ∈ Db ∪Da) du = 0
)
= 1,
and thus λt1,t2(m) = 0 Q-a.s. Now we can apply Theorem 5.5. in Billingsley [2] and
deduce that
0 = E(h)(Z(h)Φ) −−→
h→0
EQ(ZΦ) = 0
as required.
2.4.5 Remark. In the case r = 0 a condition of the type
Q
(∫ T
0
1(X◦u ∈ Db ∪Da) du = 0
)
= 1
appears in the framework of strong approximation in Yan [31]. Practically, this condi-
tion may be difficult to verify since the law of the limit point Q is beforehand essentially
unknown.
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We seek therefore for suitable conditions on the sequence {P (h)} = {Law(X(h))}
itself which will imply relation (2.4.10). To this end we assume from now on that the
limit functions b and a belong to the following special class of vector and matrix-valued
functions φ with domain C([−r, 0];Rd)
φ(x) = f((x(ui))i∈Iφ), x ∈ C([−r, 0];Rd) (2.4.11)
for a finite index set Iφ ⊂ [−r, 0] and a measurable function f with domain (Rd)Iφ .
We demand that
{y ∈ (Rd)Iφ : f is not continuous in y} ⊂ (Rd)Iφ
is an at most countable set.
2.4.6 Example. The one-dimensional function
φ1(x) := sgn(x(−r)), x ∈ C[−r, 0]
belongs to the class in (2.4.11), since zero is the only discontinuity point of the func-
tion f(y) = sgn(y) for y ∈ R. However, regarded as a subset of C[−r, 0] the set of
discontinuities of φ1 is uncountable. Indeed, the set Dφ1 of discontinuity points con-
sists of all functions x ∈ C[−r, 0] with x(−r) = 0, and there are uncountably many
such functions x on the space C[−r, 0]. The quadratic variation function
φ2(x) :=< x >= lim
∑
i
[x(ui+1)− x(ui)]2, x ∈ C[−r, 0]
is not continuous in any point and does not belong to the class in (2.4.11).
Fix a function φ which belongs to the class in (2.4.11). We need one more technical
restriction on the initial condition ξ with respect to φ. For each 0 ≤ s ≤ r define
Asξ := {x ∈ C([−r, 0],Rd) : x(u) = ξ(t+ u),−r ≤ u ≤ −s}.
This is the set of all continuous functions which equal the by s shifted initial condition
ξ on the subinterval [−r,−s]. Now we impose the following condition
λ{0 ≤ s ≤ r : Asξ ∩Dφ = ∅} = 0. (2.4.12)
Under this condition one has the following implication for time points T up to the
length of memory r
Q(X◦0 = ξ) = 1 =⇒ Q
(∫ T
0
1(X◦u ∈ Dφ) du = 0
)
= 1, 0 ≤ T ≤ r.
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2.4.7 Example. To understand the nature of condition (2.4.12) better take again
φ(x) = sgn(x(−r)), x ∈ C[−r, 0].
For
ξ1(u) := u− r, −r ≤ u ≤ 0
we have that
Asξ1 ∩Dφ = ∅, 0 < s ≤ r
Asξ1 ∩Dφ 6= ∅, s = 0,
hence condition (2.4.12) is met by ξ1. On the contrary, for ξ2 :≡ 0 it follows that
Q
(∫ T
0
1(X◦u ∈ Dφ) du = T
)
= 1, T > 0
if Q starts in ξ2, hence condition (2.4.12) is not met by ξ2.
Now let Q be a limit point of {P (h) : h > 0} with start in ξ. Assume that the
functions b and a belong to the class of functions φ in (2.4.11), and that they fulfil
condition (2.4.12) for the initial condition ξ. Then we know for time points T up to
the length of memory r that
Q
(∫ T
0
1(X◦u ∈ Db ∪Da) du = 0
)
= 1, T ≤ r.
Next we consider the case T > r. We obtain by Fubini
EQ
(∫ T
0
1(X◦u ∈ Db ∪Da) du
)
=
∫
C([−r,∞);Rd)
(∫ T
0
1(mu ∈ Db ∪Da) du
)
dQ(m)
=
∫ T
0
(∫
C([−r,∞);Rd)
1(mu ∈ Db ∪Da) dQ(m)
)
du
=
∫ T
0
Q(X◦u ∈ Db ∪Da) du. (2.4.13)
We analyze the integrand further. We fix one component bl and use the special struc-
ture of bl
bl(x) = fl((x(ui))i∈Ibl ), x ∈ C[−r, 0].
We have
Q(X◦u ∈ Dbl) = Q((X◦(u+ ui))i∈Ibl ∈ Dfl)
=
∑
i∈Ibl
∑
k
Q(X◦(u+ ui) = yki ), (2.4.14)
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where yki denotes the i-th component of a discontinuity point yk ∈ (Rd)Ibl of the
function fl. By assumption there are at most countably many yk. If we know that for
each u > 0 and y ∈ Rd
Q(X◦(u) = y) = 0,
then it holds by (2.4.13) in combination with (2.4.14) that for all T > 0
Q
(∫ T
0
1(X◦u ∈ Db ∪Da) du = 0
)
= 1.
For each δ > 0 the set {m : m(u) ∈ Bδ(y)} ⊂ C([−r,∞);Rd), where Bδ(y) denotes
the open ball with radius δ around the point y, is open. Hence it is by Portmanteau’s
theorem enough to assume that for each y ∈ Rd and time point u > 0
lim
h→0
P (h)(X◦(u) ∈ Bδ(y))−−→
δ→0
0
to ensure thatQ(X◦(u) = y) = 0 for every limit pointQ of the sequence {P (h) : h > 0}.
Intuitively speaking, it is forbidden that the sequence of measures P (h) runs into a fix
state with positive probability. For later reference we formulate our considerations in
a lemma.
2.4.8 Lemma. If the functions b and σ belong to the class of vector and matrix-valued
functions φ with domain C([−r, 0];Rd) which belong to the class of functions φ of the
kind
φ(x) = f((x(ui))i∈Iφ), x ∈ C([−r, 0];Rd)
with at most countably many discontinuities of the function f , and it holds for the
initial condition ξ that
λ{0 ≤ s ≤ r : Asξ ∩ (Db ∪Da)} = ∅} = 0,
where for each 0 ≤ s ≤ r
Asξ = {x ∈ C([−r, 0];Rd) : x(u) = ξ(t+ u),−r ≤ u ≤ −s},
then the following implication holds: If a sequence {P (h) : h > 0} of probability mea-
sures on C([−r,∞);Rd) is tight and one has for all states y ∈ Rd and time points
u > 0 that
lim
h→0
P (h)(X◦(u) ∈ Bδ(y))−−→
δ→0
0,
then it holds for all T > 0 that
Q
(∫ T
0
1(X◦u ∈ Db ∪Da) du = 0
)
= 1
for every limit point Q of the sequence {P (h) : h > 0}.
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Our next step is to replace boundedness of the limit functions b and a by local
boundedness. To handle the case of local boundedness we shall perform a localization
procedure. This is extremely technical but unavoidable. This is done in the case r = 0
in Stroock and Varadhan [28]. We shall do it also for the case r > 0. It is necessary
to introduce a martingale problem for time points s ≥ 0.
2.4.9 Definition. A probability measure Ps,ξ on (Ω,M) solves the martingale problem
associated with b and a after time s if
1. Ps,ξ({X◦s = ξ,X◦(u) = ξ(s− r),−r ≤ u ≤ s− r}) = 1.
2. f(X◦(t))− ∫ t
s
(Lb,af)(X
◦
u) du, t ≥ s is a (Mt, Pξ)-martingale for all f ∈ C∞0 (Rd).
Let s ≥ 0 be given and define the sub-σ-algebra
Ms−r =: σ(X◦u : u ≥ s− r).
Consider a probability measure Q on (Ω,Ms−r) with the property
Q(X◦s = ηs) = 1
for a given function η in C([−r, s];Rd). The following lemma states that Q can be
uniquely continued onto M.
2.4.10 Lemma. There is a unique probability measure δη ⊗[s−r,s] Q on (Ω,M) such
that
1. (δη ⊗[s−r,s] Q)(X◦(u) = η(u) : −r ≤ u ≤ s) = 1.
2. (δη ⊗[s−r,s] Q)(A) = Q(A) for all A ∈Ms−r.
Proof. For m in C([−r,∞);Rd) consider the map
m 7→ Φ(m) := (m(u))u≥s−r
with values in C([s− r,∞);Rd). Let δη be the point mass on C([−r, s];Rd) and define
Q˜(Γ1 × Γ2) := δη(Γ1)(Q ◦ Φ−1)(Γ2), Γ1 ∈Ms,Γ2 ∈Ms−r
on X˜ := C([−r, s];Rd)× C([s− r,∞);Rd). If one sets
X := {(α, β) ∈ C([−r, s];Rd)× C([s− r,∞);Rd) : αs = βs},
then X is a measurable subspace of X˜ and it holds by construction that Q˜(X) = 1.
Now define Ξ : X −→ C([−r,∞);Rd) by
Ξ((α, β))(u) :=
{
α(u), −r ≤ u < s
β(u), u ≥ s.
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Then the probability measure defined by
(δη ⊗[s−r,s] Q)(A) := Q˜(x : Ξ(x) ∈ A), A ∈M
is the unique probability measures with the desired properties.
Now consider a finite stopping time on Ω = C([−r,∞);Rd) and a mapping m 7→ Qm
into probability measures on (Ω,M) with
1. m 7→ Qm(A) is Mτ -measurable for all A ∈M.
2. Qm(m˜ : m˜τ(m) = mτ(m)) = 1 for all m ∈ Ω.
According to the preceding lemma it is possible to define for eachm ∈ Ω the probability
measure
δm ⊗τ(m) Qm := δ{m(u):−r≤u≤τ(m)} ⊗[τ(m)−r,τ(m)] (Qm|Mτ(m)−r),
where Qm|Mτ(m)−r denotes the restriction of Qm on C([−r,∞);Rd) to C([τ(m) −
r,∞);Rd). The next lemma shows that the family {δm ⊗τ(m) Qm : m ∈ Ω} serves
as a a regular conditional distribution of a probability measure P ⊗τ(·) Q· on (Ω,M).
2.4.11 Lemma. Given a probability measure P on (Ω,M), there is a unique probability
measure P ⊗τ(·)Q· on (Ω,M) such that P ⊗τ(·)Q· equals P on Mτ and {δm⊗τ(m)Qm :
m ∈ Ω} is a regular conditional distribution of P ⊗τ(·) Q·|Mτ .
Proof. Set for each Γ ∈M
(P ⊗τ(·) Q·)(Γ) :=
∫
Ω
(δm ⊗τ(m) Qm)(Γ) dP (m).
For sets B ∈Mt and Γ ∈M we have by construction that for τ(m) ≤ t
(δm ⊗τ(m) Qm)(B ∩ Γ) = 1B(m)(δm ⊗τ(m) Qm)(Γ),
and hence for A ∈Mτ
(δm ⊗τ(m) Qm)(A ∩ τ ≤ t ∩ Γ)1{τ(m)≤t} = 1{A∩τ≤t}(m)(δm ⊗τ(m) Qm)(Γ)1{τ(m)≤t}.
Since τ is finite, we obtain by letting t to infinity
(δm ⊗τ(m) Qm)(A ∩ Γ) = 1A(m)(δm ⊗τ(m) Qm)(Γ), A ∈Mτ . (2.4.15)
Therefore one sees setting Γ = Ω that for A ∈Mτ
(P ⊗τ(·) Q·)(A) =
∫
Ω
(δm ⊗τ(m) Qm)(A) dP (m) = P (A),
which shows that P⊗τ(·)Q· equals P onMτ . Next we prove that {δm⊗τ(m)Qm : m ∈ Ω}
is a regular conditional distribution of P ⊗τ(·) Q·|Mτ . Note that for each Γ ∈ M the
map
m 7→ (δm ⊗τ(m) Qm)(Γ)
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is Mτ -measurable. Indeed, we have for Γ = {m : m(u1) ∈ Γ1, . . . ,m(un) ∈ Γn} that
(δm ⊗τ(m) Qm)(Γ) = 1[0,u1](τ(m))Qm(Γ)
+
n−1∑
k=1
1[uk,uk+1)(τ(m))1Γ1(m(u1)) · · · 1Γk(m(uk))
× Qm(m : m(uk+1) ∈ Γk+1, . . .m(un) ∈ Γn)
+ 1[un,∞)(τ(m))1Γ1(m(u1)) · · · 1Γn(m(un)),
which is clearly Mτ -measurable. Finally by integrating (2.4.15) with respect to the
measure P ⊗τ(·) Q· we obtain for A ∈Mτ and Γ ∈M
(P ⊗τ(·) Q·)(A ∩ Γ) =
∫
A
(δm ⊗τ(m) Qm)(Γ) d(P ⊗τ(·) Q·)(m).
The lemma has been shown.
From now on we shall assume uniqueness of the martingale problem of Definition 2.2.2.
This is necessary to perform the localization procedure.
2.4.12 Lemma. Let the martingale problem for the coefficients b and a be well-posed
for every time s ≥ 0 and for every initial condition ξ on [s− r, s]. Denote the family
of solutions by Ps,ξ. Then for every Γ ∈M the map
(s, ξ) 7→ Ps,ξ(Γ)
is measurable.
Proof. The measurability is a pure consequence of the uniqueness of the martingale
problem. We refer the reader to Exercise 6.7.4. in Stroock and Varadhan [28], where
the prove is given by a result on measurable inverses on Polish spaces. If A is the
(measurable) set of the probability measures P which solve the martingale problem
for b and a and start in some ξ, then F (P ) = ξ is a continuous map onto the Polish
space C([−r, 0];Rd). It is one to one since the solution of the martingale problem
is unique. A one to one measurable map from any subset A of a Polish space onto
another Polish space has a measurable inverse by a theorem on Polish spaces.
The following theorem compares solutions of two martingale problems with differ-
ent coefficients.
2.4.13 Theorem. Let the martingale problem for the coefficients b and a be well-posed
for every time s ≥ 0 and for every initial condition ξ on [s− r, s]. Denote the family
of solutions by Ps,ξ. Assume that there is a second set of coefficients b¯, a¯ such that
b¯ = b and a¯ = a on some open bounded set G ∈ C([−r, 0];Rd). Then for ξ ∈ G it
holds for any solution P¯ of the martingale problem for b¯ and a¯ with initial condition
ξ: P¯ equals P0,ξ on Mτ , where τ = inf{t ≥ 0 : mt /∈ G}.
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Proof. For f ∈ C∞0 (Rd) define
θ(t,m) := f(m(t))−
∫ t
0
(Lb,af)(mu) du, t ≥ 0, m ∈ C([−r,∞);Rd).
We have by assumption that
f(m(t))−
∫ t
0
(Lb¯,a¯f)(mu) du, t ≥ 0
is a (Mt, P¯ )-martingale. Hence the stopped process
f(m(t ∧ τ)) −
∫ t∧τ(m)
0
(Lb¯,a¯f)(mu) du
= f(m(t ∧ τ))−
∫ t∧τ(m)
0
(Lb,af)(mu) du = θ(t ∧ τ(m),m), t ≥ 0
is a (Mt, P¯ )-martingale. Now consider the family of probability measures
Qm = Pτ(m),mτ(m) , m ∈ C([−r,∞);Rd).
By the preceding lemma the map m 7→ Qm is measurable. Here we used uniqueness of
the martingale problem. By construction the probability measure P¯ ⊗τ(·) Pτ(·),· equals
P¯ onMτ . Since θ(t∧τ) isMτ -measurable, (θ(t∧τ), t ≥ 0) is also a (Mt, P¯ ⊗τ(·)Pτ(·),·)-
martingale. Furthermore, for m ∈ C([−r,∞);Rd) we have by definition that
f(m˜(t))−
∫ t
τ(m)
(Lb,af)(m˜u) du, t ≥ τ(m)
is a (Mt, Pτ(m),mτ(m))-martingale. This can be restated that for m ∈ C([−r,∞);Rd)
f(m˜(t))−
∫ t
0
(Lb,af)(m˜u) du −(
f(m˜(t ∧ τ(m)))−
∫ t∧τ(m)
0
(Lb,af)(m˜u) du
)
= θ(t, m˜)− θ(t ∧ τ(m), m˜), t ≥ 0
is a (Mt, Pτ(m),mτ(m))-martingale with start in ξ. Then it follows from Theorem 1.2.10
in Stroock and Varadhan [28] that (θ(t), t ≥ 0) is a (Mt, P¯⊗τ(·)Pτ(·),·)-martingale. Once
again by uniqueness of the martingale problem we deduce that P¯ ⊗τ(·) Pτ(·),· = P0,ξ.
But by construction P¯ ⊗τ(·)Pτ(·),· equals P¯ onMτ , and thus P¯ equals P0,ξ onMτ . The
proof of the theorem is complete.
We are now able to prove a convergence theorem for not necessarily bounded limit
functions.
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2.4.14 Theorem. Assume that for h > 0 we are given a time series (X(h)mh)m≥−r(h)
such that with
b(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)|l(h)mhX(h) = l(h)x)
a(h)(x) =
1
h
E(φ(X
(h)
(m+1)h −X(h)mh)φ(X(h)(m+1)h −X(h)mh)t|l(h)mhX(h) = l(h)x)
4(h) (x) =
1
h
P (|X(h)(m+1)h −X(h)mh)| > |l(h)mhX(h) = l(h)x)
there exist continuous, locally bounded functions b and a such that for every compact
set K of C([−r, 0];Rd)
sup
x∈K
|b(h)(x)− b(x)| −−→
h→0
0
sup
x∈K
‖a(h)(x)− a(x)‖ −−→
h→0
0.
In addition assume that the following uniform local boundedness condition holds
sup
h>0
sup
‖x‖∞≤R
|b(h)(x)|+ ‖a(h)(x)‖ <∞ ∀R > 0. (2.4.16)
Assume furthermore that for every  > 0
sup
‖x‖∞≤R
4(h) (x) −−→
h→0
0 ∀R > 0. (2.4.17)
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear inter-
polation. Let the martingale problem for the functions b and a be well-posed for every
initial condition. If ξ(h) −−→
h→0
ξ, then the laws of {X(h) : h > 0} converge weakly to
Qξ, where Qξ denotes the unique solution of the martingale problem for b and a with
start in ξ.
Proof. Denote as in the preceding proofs
{P (h) : h > 0} = {Law(X(h)) : h > 0}.
For each k ∈ N choose a continuous function Ψk such that 0 ≤ Ψk ≤ 1, Ψk ≡ 1 on
{‖x‖∞ ≤ k} and Ψk ≡ 0 on {‖x‖∞ > k + 1}. Such a function exists since the map
x 7→ ‖x‖∞ is continuous, and we can choose a map of the form Ψk(x) = Φk(‖x‖∞).
Now set for each k ∈ N
p
(h)
k (x; Γ) := Ψk(x)p
(h)(x; Γ) + [1−Ψk(x)]1Γ(x(0)), x ∈ C([−r, 0];Rd), Γ ∈ Bd,
where p(h) denotes the transition probability for X(h). Then for every measurable,
integrable function f it holds that∫
Rd
f(z)p
(h)
k (x; dz) = Ψk(x)
∫
Rd
f(z)p(h)(x; dz) + [1−Ψk(x)]f(x(0)).
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Furthermore we see that
4(h)k, (x) : =
1
h
∫
|z−x(0)|>
p
(h)
k (x; dz)
= Ψk(x)
1
h
∫
|z−x(0)|>
p(h)(x; dz) −−→
h→0
0
uniformly on C([−r, 0];Rd), since the last expression converges to zero uniformly on the
set {‖x‖∞ ≤ k+1} in view of assumption (2.4.17), andΨk(x) vanishes for ‖x‖∞ > k+1.
Then it follows from Theorem 2.4.2 that the sequence of the corresponding probability
measures {P (h)k : h > 0}, derived from p(h)k , is tight. Furthermore define for k ∈ N the
quantities b(h)k in terms of p
(h)
k
b
(h)
k (x) :=
1
h
∫
|z−x(0)|≤1
(z − x(0))p(h)k (x; dz)
= Ψk(x)
1
h
∫
|z−x(0)|≤1
(z − x(0))p(h)(x; dz)
= Ψk(x)b
(h)(x), x ∈ C([−r, 0];Rd).
Then, using the assumptions of the theorem, b(h)k remains uniformly bounded in h and
x. The same holds for
a
(h)
k (x) :=
1
h
∫
|z−x(0)|≤1
(z − x(0))(z − x(0))′p(h)k (x; dz)
= Ψk(x)
1
h
∫
|z−x(0)|≤1
(z − x(0))(z − x(0))′p(h)(x; dz)
= Ψk(x)a
(h)(x), x ∈ C([−r, 0];Rd).
Since
b
(h)
k (x) −−→
h→0
Ψk(x)b(x)
and
a
(h)
k (x) −−→
h→0
Ψk(x)a(x)
uniformly on compacts of C([−r, 0];Rd), and the limits on the right side are continuous
and bounded, it follows from Theorem 2.4.2 that for fixed k every limit point of
{P (h)k : h > 0} solves the martingale problem for Ψk(· )b(· ) and Ψk(· )a(· ). Now define
for each k ∈ N the open, bounded set
Gk =: {x : ‖x‖∞ < k}
and the stopping time
τk(m) := inf
t≥0
{mt /∈ Gk} = inf
t≥0
{|m(t)| ≥ k} ↗ ∞, m ∈ C([−r,∞);Rd).
32 Chapter 2. Stochastic Delay Differential Equations Driven by a Brownian Motion
Since Ψk(· )b(· ) = b(· ) and Ψk(· )a(· ) = a(· ) on Gk, it follows from Theorem 2.4.13
that any limit point Qk of {P (h)k : h > 0} equals Pξ on Mτk . Here we used the
assumption that the martingale problem is well-posed for every initial condition. Now
let A be a set in Mτk . Then it holds for s ∈ N that
A ∩ {τk ≤ sh} ∈Msh,
and therefore
E
(h)
k (1A∩τk≤sh)
is an s-fold integral over p(h)k . On {τk(m) ≤ sh} it holds for x = mu that ‖x‖∞ < k
for u ≤ sh, so that p(h)k (x; Γ) equals p(h)(x; Γ) on this set. Therefore we have that
E
(h)
k (1A∩τk≤sh) = E
(h)(1A∩τk≤sh).
Letting s to infinity on both sides, we obtain by dominated convergence
E
(h)
k (1A) = E
(h)(1A).
Therefore P (h)k equals P
(h) on Mτk for all h > 0. We remind the reader of Lemma
11.1.1 in Stroock and Varadhan [28]: If
1. P (h)k = P
(h) on Mτk and τk ↗∞,
2. {P (h)k : h > 0} is tight with limit point Qk and Qk = Qξ on Mτk ,
then the sequence {P (h) : h > 0} converges weakly to Qξ. It suffices to apply this
lemma to obtain the desired weak convergence P (h) −−→
h→0
Pξ. The theorem has been
shown.
2.4.15 Remark. We used in the proof that the coefficients b and a are locally bounded.
Note that the continuity of the coefficients on the space C([−r, 0];Rd) does not imply
their local boundedness. This comes from the fact that the space C([−r, 0];Rd), in
contrast to Rd, is not locally compact.
The terms b(h) and a(h), used in all preceding theorems, are truncated expected
values. In practical it may be difficult to compute integrals over a bounded domain.
We present therefore alternative conditions which contain integrals over Rd, but which
are more restrictive. Assume that for one δ > 0
4(h)∗δ,i (x) :=
1
h
∫
Rd
|z − x(0)|2+δi p(h)(x; dz), x ∈ C([−r, 0];Rd)
remains finite. Then for x ∈ C([−r, 0];Rd) the following expressions are well-defined
b(h)∗(x) :=
1
h
∫
Rd
(z − x(0))p(h)(x; dz)
a(h)∗(x) :=
1
h
∫
Rd
(z − x(0))(z − x(0))Tp(h)(x; dz).
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Now we are able to formulate the next theorem with continuous coefficients. This
version will play the most important role for applications in this thesis.
2.4.16 Theorem. Assume that for h > 0 we are given a time series (X(h)mh)m≥−r(h)
such that with
b(h)∗(x) =
1
h
E((X
(h)
(m+1)h −X(h)mh)|l(h)mhX(h) = l(h)x)
a(h)∗(x) =
1
h
E((X
(h)
(m+1)h −X(h)mh)(X(h)(m+1)h −X(h)mh)t|l(h)mhX(h) = l(h)x)
4(h)∗δ,i (x) =
1
h
E(|X(h)(m+1)h −X(h)mh)|2+δi |l(h)mhX(h) = l(h)x)
there exist continuous and locally bounded functions b and a such that
b(h)∗(x) −−→
h→0
b(x) (2.4.18)
a(h)∗(x) −−→
h→0
a(x) (2.4.19)
uniformly on compacts of C([−r, 0];Rd) and locally uniformly boundedly. Furthermore
assume that
sup
‖x‖∞≤R
4(h)∗δ,i (x) −−→
h→0
0 ∀R > 0, i = 1, . . . , d. (2.4.20)
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear inter-
polation. Let the martingale problem for the functions b and a be well-posed for every
initial condition. If ξ(h) −−→
h→0
ξ, then the laws of {X(h) : h > 0} converge weakly to
Qξ, where Qξ denotes the unique solution of the martingale problem for b and a with
start in ξ.
Proof. It suffices to show that conditions (2.4.20), (2.4.18) and (2.4.19) imply the
conditions of Theorem 2.4.14 and then to apply this theorem. We have for x ∈
C([−r, 0];Rd) that
4(h) (x) =
1
h
∫
|z−x(0)|>
p(h)(x; dz) ≤ 1
h
∫
Rd
|z − x(0)|2+δ
2+δ
p(h)(x; dz)
=
1
h
1
2+δ
∫
Rd
(
d∑
i=1
|(z − x(0))i|2
) 2+δ
2
p(h)(x; dz)
≤ 1
2+δ
[
d∑
i=1
(4(h)∗δ,i (x))
2
2+δ
] 2+δ
2
−−→
h→0
0
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uniformly on bounded sets of C([−r, 0];Rd) by condition (2.4.20). Furthermore we
obtain by Hölder
1
h
∫
|z−x(0)|>1
|z − x(0)|i p(h)(x; dz) ≤(
1
h
∫
Rd
|z − x(0)|2+δi p(h)(x; dz)
) 1
2+δ
(
1
h
∫
|z−x(0)|>1
p(h)(x; dz)
) 1+δ
2+δ
,
which tends to zero uniformly on compacts of C([−r, 0];Rd) by condition (2.4.20).
Finally, we obtain again by Hölder
1
h
∫
|z−x(0)|>1
|z − x(0)|2i p(h)(x; dz) ≤(
1
h
∫
Rd
|z − x(0)|2+δi p(h)(x; dz)
) 2
2+δ
(
1
h
∫
|z−x(0)|>1
p(h)(x; dz)
) δ
2+δ
,
which tends to zero uniformly on compacts of C([−r, 0];Rd) by condition (2.4.20). It
is obvious that the limit relations just shown imply the desired result.
We end this section with a generalization on initial conditions. In all convergence
theorems we considered deterministic initial conditions ξ(h) of the processes X(h). It is
useful to replace them by random ones ρ(h). Denote by X(h)
ρ(h)
the time series which has
ρ(h) as initial condition. If the martingale problem for b and a is well-posed for every
initial condition ξ (denote the solution by Qξ), and µ is a distribution on C([−r, 0];Rd),
then the well-defined probability measure
Q(Γ) :=
∫
C([−r,0];Rd)
Qξ(Γ) dµ(ξ), Γ ∈M
solves the martingale problem for b and a with initial distribution µ. Assume that
we have shown for every sequence of deterministic initial conditions ξ(h), tending to ξ,
that {X(h)
ξ(h)
: h > 0} converges weakly to Qξ, where Qξ starts in ξ. If we know that
the distributions of ρ(h) converge to a probability measure µ on C([−r, 0];Rd), under
which conditions can we deduce that the sequence {X(h)
ρ(h)
} converges in distribution
to Qµ, where the initial law of Qµ is µ? The next theorem answers the question. We
introduce the notation
 := {i : i ∈ N}
for an arbitrary random sequence {i : i ∈ N}, which is typically the driving force of
the process X(h).
2.4.17 Theorem. Let for h > 0 the process X(h)
ρ(h)
be defined in terms of the initial
condition ρ(h) and the driving force 
X
(h)
ρ(h)
= Φ(h)(ρ(h), ),
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where (ρ(h), ) are assumed to be independent. Furthermore assume that ξ 7→ Qξ is
continuous in the initial condition:
Eξ(h)(f) −−→
h→0
Eξ(f) for ξ(h) −−→
h→0
ξ
for every bounded, continuous function f . If
Law(X(h)
ξ(h)
) −−→
h→0
Qξ for ξ(h) −−→
h→0
ξ
and Law(ρ(h)) −−→
h→0
µ on C([−r, 0];Rd), then the laws of {X(h)
ρ(h)
: h > 0} converge
weakly to Qµ.
Proof. The assumed independence of (ρ(h), ) yields for every bounded measurable f
the relation
E
X
(h)
ρ(h)
(f) =
∫
C([−r,0];Rd)
E
(h)
ξ (f) dµ
(h)(ξ),
where µ(h) denotes the law of ρ(h). Our aim is to show that for every bounded,
continuous function f
E
X
(h)
ρ(h)
(f) =
∫
C([−r,0];Rd)
E
(h)
ξ (f) dµ
(h)(ξ) −−→
h→0
∫
C([−r,0];Rd)
Eξ(f) dµ(ξ) = EQ(f).
By assumption of the theorem the sequence {µ(h) : h > 0} converges weakly to µ.
Since by boundedness of f the integrands are uniformly bounded in h, it suffices by
Theorem 5.5 in Billingsley [2] to show that
E
(h)
ξ (f) −−→
h→0
Eξ(f) (2.4.21)
uniformly on compacts of C([−r, 0];Rd). For a sequence ξ(h) converging to ξ combine
the assumed relations
E
(h)
ξ(h)
(f) −−→
h→0
Eξ(f), Eξ(h)(f) −−→
h→0
Eξ(f)
to obtain uniform convergence in (2.4.21). The theorem has been shown.
2.5 Applications
2.5.1 Approximation of a Given Stochastic Delay Diff. Equa-
tion
Assume that we are given the d−dimensional autonomous SDDE with length of mem-
ory r ≥ 0 {
X0 = ξ
dX(t) = b(Xt) dt+ σ(Xt) dB(t), t ≥ 0 (2.5.1)
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with deterministic initial condition ξ on C([−r, 0];Rd), where
Xt = X(t+ u), −r ≤ u ≤ 0
denotes the function segment. To ensure that we deal with real martingales instead
of local martingales, for this and all other delay equations in this subsection we shall
assume the following integrability condition
E
∣∣∣∣∫ t
0
σ(Xs) dB(s)
∣∣∣∣ <∞, t ≥ 0. (2.5.2)
We shall now approximate this system weakly by a sequence of autoregressive time
series (X(h)mh)m≥−r(h) . Thereby consider only those h for which r
(h) = r/h ∈ N0. Recall
the notation l(h)mhX
(h) := l(h)(X
(h)
mh, . . . , X
(h)
(m−r(h))h).
2.5.1 Theorem. Assume that weak existence and weak uniqueness hold for the system
(2.5.1) for every initial condition, where the coefficients b and σ are assumed to be
locally bounded and continuous. Let
 = {m,j : m ∈ N, j = 0, . . . , n}
be a sequence of i.i.d. variables on some probability space with
E(1) = 0, E(1
T
1 ) = In, E(|1,1|2+δ) <∞
for some δ > 0, where In denotes the identity matrix in dimension n. Let for h > 0
the discrete d−dimensional time series (X(h)mh)m≥−r(h) be defined by{
X
(h)
mh = ξ
(h)(mh), m = −r(h), . . . , 0
X
(h)
(m+1)h = X
(h)
mh + b
(h)(l
(h)
mhX
(h))h+ σ(h)(l
(h)
mhX
(h))
√
hm+1, m ∈ N0
for some functions b(h) and σ(h) with domain C([−r, 0];Rd). The scheme written out
means that for i = 1, . . . , d
X
i,(h)
(m+1)h = X
i,(h)
mh + b
(h)
i (l
(h)
mhX
(h))h+
n∑
j=1
σ
(h)
i,j (l
(h)
mhX
(h))
√
hm+1,j, m ∈ N0.
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear inter-
polation. If
ξ(h) −−→
h→0
ξ
and
b(h)(x) −−→
h→0
b(x)
σ(h)(x) −−→
h→0
σ(x)
uniformly on compacts of C([−r, 0];Rd) and uniformly locally bounded, then the pro-
cesses X(h) converge weakly to X, where X is the unique weak solution of the system
(2.5.1) with initial value ξ.
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Proof. The proof is a straightforward application of Theorem 2.4.16. Define the σ-
algebra
F
(h)
kh := σ(X
(h)
t : −r ≤ t ≤ kh), k ≥ −r(h).
Then we have almost surely by independence of the sequence  that
P (X
(h)
(m+1)h ∈ Γ|F(h)mh) = P (
(
b(h)(l
(h)
mhX
(h))h
+σ(h)(l
(h)
mhX
(h))
√
hm+1
)
∈ Γ− {X(h)mh}|Fmh)
= p(h)(l
(h)
mhX
(h); Γ), m ∈ N0,
where for x ∈ C([−r, 0];Rd) and Γ ∈ Bd the transition probability p(h) is defined by
p(h)(x; Γ) := P (b(h)(l(h)x)h+ σ(h)(l(h)x)
√
h1 ∈ Γ− {x(0)}). (2.5.3)
As a consequence of (2.5.3) it holds for every measurable, integrable g and for P
l
(h)
mhX
(h)-
almost all x ∈ C([−r, 0];Rd) that∫
Rd
g(z − x(0))p(h)(x; dz) = E(g(b(h)(l(h)x)h+ σ(h)(l(h)x)
√
h1)).
Therefore we obtain
4(h)∗δ,i (x) =
1
h
E(|b(h)(l(h)x)h+ σ(h)(l(h)x)
√
h1|2+δi )
≤ 1
h
(
|b(h)i (l(h)x)|h+
r∑
j=1
E(|σ(h)i,j (l(h)x)
√
h1,j|2+δ) 12+δ
)2+δ
=
(
|b(h)i (l(h)x)|h
1+δ
2+δ +
r∑
j=1
|σ(h)i,j (l(h)x)|‖1,j‖2+δh
δ/2
2+δ
)2+δ
−−→
h→0
0
uniformly on bounded sets of C([−r, 0];Rd). Furthermore we have that
b(h)∗(x) = E(b(h)(l(h)x) + σ(h)(l(h)x)(
√
h/h)1) = b
(h)(l(h)x) −−→
h→0
b(x)
a(h)∗(x) = E((b(h)(l(h)x)
√
h+ σ(h)(l(h)x)1)(b
(h)(l(h)x)
√
h+ σ(h)(l(h)x)1)
T )
= h(b(h)· b(h)T )(l(h)x) + (σ(h)·σ(h)T )(l(h)x) −−→
h→0
σσT (x)
uniformly on compact sets of C([−r, 0];Rd) and uniformly locally bounded. This comes
from the fact that for a compact set K of C([−r, 0];Rd) the set
K˜ := {l(h)x : x ∈ K,h > 0}
is compact, and it holds for example for the function b that
sup
x∈K
|b(h)(l(h)x)− b(x)| ≤ sup
x∈K˜
|b(h)(l(h)x)− b(l(h)x)|+ sup
x∈K
|b(l(h)x)− b(x)| −−→
h→0
0.
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Due to the integrability condition and weak uniqueness for the system (2.5.1) the
martingale problem for b and a = σσT is well-posed. Now we obtain the assertion by
applying Theorem 2.4.16.
2.5.2 Remark. We imposed the integrability condition (2.5.2) to refer to solutions of
the martingale problem instead of the local martingale problem. A version of Theorems
2.4.14 and 2.4.16 supposing uniqueness of the local martingale problem is straightfor-
ward.
The process
Y
(h)
t = Y
(h)
mh + σ(Y
(h)
mh )(B(t)−B(mh)), mh < t ≤ (m+ 1)h
is called Euler scheme in numerical mathematics. Note that Y (h) is not interpolated
linearly between to time points mh and (m+ 1)h. Rather the values of the Brownian
motion for all time points t ≥ 0 enter in Y (h). Only the state y is discretized, the time
t is not. The series{
Z
(h)
(m+1)h = Z
(h)
mh + σ(Z
(h)
mh)(B((m+ 1)h)−B(mh))
Z
(h)
t = Z
(h)
[ t
h
]h
is called a discretized Euler scheme. Then Z(h) is a random variable with values in
the space of right-continuous functions which is defined in terms of B only at dis-
crete time points. Thus the approximating processes X(h) in Theorem 2.5.1 resemble
discretized Euler schemes with two modifications. Firstly, between two grid points
it is interpolated linearly to construct random variables on the space of continuous
functions. Secondly, the driving sequence  need not necessarily be distributed nor-
mally, but it is only required that it is centered with variance 1 and has finite absolute
(2 + δ)-moments for some δ > 0.
The stochastic differential delay equation{
X0 = ξ
dX(t) = b(Xt, t) dt+ σ(Xt, t) dB(t), t ≥ 0 (2.5.4)
has time-dependent coefficients b and σ and is therefore a generalization of system
(2.5.1). We assume that b and σ are locally bounded and continuous in (x, t). Defining
for each x ∈ C([−r, 0];Rd) and t ≥ 0 the time-dependent operator
(Ltb,af)(x) :=
d∑
i=1
bi(x, t)
∂f
∂xi
(x(0)) +
1
2
d∑
i,j=1
aij(x, t)
∂2f
∂xi∂xj
(x(0)), a = σσT
one sees that
f(X◦(t))−
∫ t
0
(Lub,af)(X
◦
u) du, t ≥ 0
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is a (Mt, Qξ)-martingale for all f ∈ C∞0 (Rd), where Qξ is the distribution of the
solution process in (2.5.4). Now we shall approximate system (2.5.4) weakly. Let for
h > 0 the d-dimensional time series (X(h)mh)m≥−r(h) be defined by{
X
(h)
mh = ξ
(h)(mh), −r(h) ≤ m ≤ 0
X
(h)
(m+1)h = X
(h)
mh + b
(h)(l
(h)
mhX
(h),mh)h+ σ(h)(l
(h)
mhX
(h),mh)
√
hm+1, m ∈ N0,
where the sequence  has the properties as above. The time series (X(h)mh)m≥−r(h) is
extended to a continuous process X(h) by linear interpolation. The transition proba-
bilities with domain C([−r, 0];Rd) × Bd for the schemes (X(h)mh)m≥−r(h) become time-
dependent
p
(h)
mh(x; Γ) = P (b
(h)(l(h)x,mh)h+ σ(h)(l(h)x,mh)
√
h1 ∈ Γ− {x(0)}).
The following quantities defined for x ∈ C([−r, 0];Rd) and t ≥ 0
b(h)∗(x, t) :=
1
h
∫
Rd
(z − x(0))p(h)
[ t
h
]h
(x; dz)
a(h)∗(x, t) :=
1
h
∫
Rd
(z − x(0))(z − x(0))Tp(h)
[ t
h
]h
(x; dz)
become time-dependent too. Repeating the arguments of the proof in Theorem 2.5.1
one sees that if
b(h)(x, t) −−→
h→0
b(x, t)
σ(h)(x, t) −−→
h→0
σ(x, t)
uniformly on compacts of C([−r, 0];Rd)× R+ and uniformly locally bounded, then
b(h)∗(x, t) −−→
h→0
b(x, t)
a(h)∗(x, t) −−→
h→0
(σσT )(x, t)
uniformly on compacts of C([−r, 0];Rd) × R+ and uniformly locally bounded. If
ξ(h) −−→
h→0
ξ, then it follows from the obvious time-dependent modification of The-
orem 2.4.16 that the processes X(h) converge weakly to the solution process X in
(2.5.4).
In the approximating time series (X(h)mh)m≥−r(h) of Theorem 2.5.1 occur terms of the
form
b(h)(l(h)(X
(h)
mh, . . . , X
(h)
(m−r(h))h)), σ
(h)(l(h)(X
(h)
mh, . . . , X
(h)
(m−r(h))h))
which in principle may be difficult to compute, since the argument is a function on
C([−r, 0];Rd). This difficulty may be overcome if we have a delay equation with point
delay. Then the coefficients have the cylindric structure
b(x) = b¯(x(u1), . . . , x(un)), σ(x) = σ¯(x(u1), . . . , x(un)), x ∈ C([−r, 0];Rd)
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for time points −r ≤ un . . . ≤ u1 ≤ 0 and functions b¯ and σ¯ from n variables in Rd.
In this case the terms
b(h)(l(h)(X
(h)
mh, . . . , X
(h)
(m−r(h))h)), σ
(h)(l(h)(X
(h)
mh, . . . , X
(h)
(m−r(h))h))
may be replaced by
b¯(h)(X
(h)
(m+[
u1
h
])h
, . . . , X
(h)
(m+[un
h
])h), σ¯
(h)(X
(h)
(m+[
u1
h
])h
, . . . , X
(h)
(m+[un
h
])h).
If we demand that
b¯(h)(x) −−→
h→0
b¯(x), σ¯(h)(x) −−→
h→0
σ¯(x), x ∈ (Rd)n
uniformly on compacts of (Rd)n we obtain for x ∈ C([−r, 0];Rd)
b(h)(x) := b¯(h)(x([
u1
h
]h), . . . , x([
un
h
]h)) −−→
h→0
b¯(x(u1), . . . , x(un)) = b(x)
uniformly on compacts of C([−r, 0];Rd), respectively for σ. Therefore the sequence of
processes {X(h) : h > 0} determined by b¯(h) and σ¯(h) converges weakly to the solution
X of the SDDE with coefficients b¯ and σ¯.
Next we shall investigate the special case of linear coefficients. For simplification
of notation we shall restrict ourselves to the one-dimensional case. Then there exist
signed measures µ and ν such that
b(x) =
∫ 0
−r
x(u) dµ(u), σ(x) =
∫ 0
−r
x(u) dν(u), x ∈ C[−r, 0].
It is clear that the functions b and σ are continuous and locally bounded. The delay
equation has then the form{
X0 = ξ
dX(t) =
∫ 0
−rX(t+ u) dµ(u) dt+
∫ 0
−rX(t+ u) dν(u) dB(t), t ≥ 0.
(2.5.5)
It is known that strong existence and strong uniqueness hold for the system (2.5.5) and
that the integrability condition (2.5.2) holds. We assume that the measures µ and ν are
approximated weakly by discrete measures µ(h) and ν(h). The approximating measures
have mass only at time points (−jh) for j = 0, . . . , r(h). Define for x ∈ C[−r, 0] the
quantities
b
(h)
j := µ
(h)({−jh}), b(h)(x) :=
∫ 0
−r
x(u) dµ(h)(u) =
r(h)∑
j=0
b
(h)
j x(−jh)
σ
(h)
j := ν
(h)({−jh}), σ(h)(x) :=
∫ 0
−r
x(u) dν(h)(u) =
r(h)∑
j=0
σ
(h)
j x(−jh).
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If the sequence of measures µ(h) converges weakly to the measure µ, then we have by
definition that ∫ 0
−r
x(u) dµ(h)(u) −−→
h→0
∫ 0
−r
x(u) dµ(u)
for any fixed element x of C[−r, 0]. The following lemma shows that this convergence
is actually uniform on compact sets of C[−r, 0].
2.5.3 Lemma. Let ρ(h) and ρ be signed measures on [−r, 0] such that the sequence
ρ(h) converges weakly to ρ. Then it holds that
sup
x∈K
∣∣∣∣∫ 0−r x(u) dρ(h)(u)−
∫ 0
−r
x(u) dρ(u)
∣∣∣∣ −−→h→0 0
for any compact set K of C[−r, 0].
Proof. Assume that the statement is wrong. Then there exists a compact set K of
C[−r, 0], a sequence of functions x(h) in K and a number δ > 0 such that∣∣∣∣∫ 0−r x(h)(u) dρ(h)(u)−
∫ 0
−r
x(h)(u) dρ(u)
∣∣∣∣ > δ, ∀h > 0. (2.5.6)
Since the set K is compact, there exists a subsequence h′ of h such that
x(h
′)−−−→
h′→0
x˜
for an element x˜ of K. Since by assumed weak convergence of {ρ(h)}
sup
h>0
‖ρ(h)‖TV <∞
we have furthermore that∣∣∣∣∫ 0−r x(h′)(u) dρ(h′)(u)−
∫ 0
−r
x˜(u) dρ(h
′)(u)
∣∣∣∣ ≤ ‖x(h′) − x˜‖∞‖ρ(h)‖TV−−−→h′→0 0.
Therefore we can estimate∣∣∣∣∫ 0−r x(h′)(u) dρ(h′)(u) −
∫ 0
−r
x(h
′)(u) dρ(u)
∣∣∣∣
≤
∣∣∣∣∫ 0−r x(h′)(u) dρ(u)−
∫ 0
−r
x˜(u) dρ(u)
∣∣∣∣
≤
∣∣∣∣∫ 0−r x˜(u) dρ(u)−
∫ 0
−r
x˜(u) dρ(h
′)(u)
∣∣∣∣
≤
∣∣∣∣∫ 0−r x˜(u) dρ(h′)(u)−
∫ 0
−r
x(h
′)(u) dρ(h
′)(u)
∣∣∣∣
≤ δ/3 + δ/3 + δ/3 ≤ δ
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for all sufficiently small h′. But this is a contradiction to the assumption (2.5.6).
This lemma shows that
b(h)(x) −−→
h→0
b(x), σ(h)(x) −−→
h→0
σ(x), x ∈ C[−r, 0]
uniformly on compacts of C[−r, 0], if pointwise convergence is assumed. The next
theorem follows now from Theorem 2.4.16 and Lemma 2.5.3.
2.5.4 Theorem. Assume that we are given the linear SDDE{
X0 = ξ
dX(t) =
∫ 0
−rX(t+ u) dµ(u) dt+
∫ 0
−rX(t+ u) dν(u) dB(t).
Let  = {m : m ∈ N} be a sequence of i.i.d. variables on some probability space with
E(1) = 0, E(
2
1) = 1, E(|1|2+δ) <∞
for some δ > 0. Let for h > 0 the time series (X(h)mh)m≥−r(h) be defined by{
X
(h)
mh = ξ
(h)(mh), m = −r(h), . . . , 0
X
(h)
(m+1)h = X
(h)
mh +
∑r(h)
j=0 b
(h)
j X
(h)
(m−j)hh+
∑r(h)
j=0 σ
(h)
j X
(h)
(m−j)h
√
hm+1, m ∈ N0.
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear inter-
polation. Define discrete measures on [−r, 0] by
µ(h)({−jh}) := b(h)j , ν(h)({−jh}) := σ(h)j , j = 0, . . . , r(h).
If
ξ(h) −−→
h→0
ξ
and
µ(h) =⇒ µ, ν(h) =⇒ ν
as weak convergence of measures, then the processes X(h) converge weakly to X, where
X is the strong solution of the above linear SDDE with initial value ξ.
2.5.5 Remark. Given an arbitrary measure ρ it is always possible to define a sequence
of discrete measures ρ(h) which converges weakly to ρ. It is enough to set
ρ(h)({0}) := 0, ρ(h)({−jh}) := ρ[−jh, (−j + 1)h).
Hence it is always possible to find an approximating sequence X(h) with the following
property: In the evaluation of X(h)(m+1)h enter directly the preceding values of X
(h) itself
and not the whole function segment
l(h)(X
(h)
mh, . . . , X
(h)
(m−r(h))h)
as in Theorem 2.5.1.
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Let us return to locally bounded, but not necessarily continuous coefficients. We
shall focus on one-dimensional delay equations with discontinuous coefficients in the
special case where they only depend on states at earlier times
b4(x) = b4({x(u) : −r ≤ u ≤ 4}), 4 > 0, x ∈ C[−r, 0]
σ4(x) = σ4({x(u) : −r ≤ u ≤ 4}), 4 > 0, x ∈ C[−r, 0].
This is a stringent assumption and does not include the case r = 0 of stochastic
ordinary differential equations. We shall now formulate and prove an approximation
theorem for SDDE’s with coefficients b4 and σ4.
2.5.6 Theorem. Assume that weak existence and weak uniqueness hold for system{
X0 = ξ
dX(t) = b4(Xt) dt+ σ4(Xt) dB(t), t ≥ 0 (2.5.7)
for every initial condition, where the coefficients b4 and σ4 are measurable, locally
bounded and fulfil the requirements of Lemma 2.4.8 for the initial condition ξ. Fur-
thermore it is assumed that σ4 is bounded away from zero. Let for h > 0 the discrete
time series (X(h)mh)m≥−r(h) be defined by{
X
(h)
mh = ξ
(h)(mh), m = −r(h), . . . , 0
X
(h)
(m+1)h = X
(h)
mh + b4(l
(h)
mhX
(h))h+ σ4(l
(h)
mhX
(h))
√
hm+1, m ∈ N0
for a sequence {m : m ∈ N} of independent, standard Gaussian random variables
on some probability space. The time series (X(h)mh)m≥−r(h) is extended to a continuous
process X(h) by linear interpolation. If ξ(h) −−→
h→0
ξ, then X(h) d−−→
h→0
X, where X is the
unique weak solution of system (2.5.7) with initial value ξ.
Proof. Denote as in the preceding proofs
P (h) := Law(X(h)).
For each k ∈ N choose a continuous function Ψk such that 0 ≤ Ψk ≤ 1, Ψk ≡ 1 on
{‖x‖∞ ≤ k} and Ψk ≡ 0 on {‖x‖∞ > k+1}. At first consider for each k ∈ N schemes
Xk,(h) with the bounded coefficients Ψkb4 and |Ψkσ4| ∨ α, where α is a lower bound
for the absolute value of σ4:
X
k,(h)
(m+1)h = X
k,(h)
mh + (Ψkb4)(l
(h)
mhX
k,(h))h+ (|Ψkσ4| ∨ α)(l(h)mhXk,(h))
√
hm+1, m ∈ N0.
We have that
1
h
E(X
k,(h)
(m+1)h −Xk,(h)mh |l(h)mhXk,(h) = l(h)x) = (Ψkb4)(l(h)x)
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and
(Ψkb4)(l(h)x(h)) −−→
h→0
(Ψkb4)(x)
for any sequence x(h) approximating x in the points where b4 is continuous. For the
second moments we obtain
1
h
E(|Xk,(h)(m+1)h −Xk,(h)mh |2|l(h)mhXk,(h) = l(h)x) = h(Ψkb4)2(l(h)x) + (|Ψkσ4| ∨ α)2(l(h)x)
and
h(Ψkb4)2(l(h)x(h)) + (|Ψkσ4| ∨ α)2(l(h)x(h)) −−→
h→0
(Ψ2kσ
2
4 ∨ α2)(x)
for any sequence x(h) approximating x in the points where σ4 is continuous. The
rescaled absolute (2 + δ)-moments for any δ > 0 vanish in the limit:
1
h
E(|Xk,(h)(m+1)h −Xk,(h)mh |2+δ|l(h)mhXk,(h) = l(h)x) −−→h→0 0
uniformly for all x ∈ C[−r, 0]. It follows from Theorem 2.4.4 that the sequence
{P (h)k : h > 0} := {Law(Xk,(h)) : h > 0}
is tight, and that every weak limit Qk solves the martingale problem for Ψkb4 and
|Ψkσ4| ∨ α if for each T > 0
Qk
(∫ T
0
1(X◦u ∈ D(Ψkb4) ∪D(|Ψkσ4|∨α)) du = 0
)
= 1.
To show the last relation we will use the special structure of the coefficients b4 and
σ4. By Lemma 2.4.8 it suffices to show that for all x ∈ R and u > 0
lim
h→0
P
(h)
k (X
◦(u) ∈ Bδ(x))−−→
δ→0
0.
At first we assume that u > 4. We have by construction that
X
k,(h)
[u
h
]h = X
k,(h)
([u
h
]−[4
h
])h
+
[u
h
]−1∑
i=[u
h
]−[4
h
]
(Ψkb4)(l
(h)
ih X
k,(h))h
+
[u
h
]−1∑
i=[u
h
]−[4
h
]
(|Ψkσ4| ∨ α)(l(h)ih Xk,(h))
√
hi+1.
Therefore conditioning on F([u
h
]−[4
h
])h yields
P (X
k,(h)
[u
h
]h ∈ Bδ(x)) = E(
∫
Bδ(x)
1√
2pivk,(h)
exp
{
−(w − µ
k,(h))2
2vk,(h)
}
dw)
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with
µk,(h) = X
k,(h)
([u
h
]−[4
h
])h
+
[u
h
]−1∑
i=[u
h
]−[4
h
]
(Ψkb4)(l
(h)
ih X
k,(h))h
vk,(h) =
[u
h
]−1∑
i=[u
h
]−[4
h
]
(Ψ2kσ
2
4 ∨ α2)(l(h)ih Xk,(h))h.
Here we used the independence and normal distribution of the sequence , and that
b4 and σ4 only depend on values up to time −4. Now we can estimate
lim
h→0
P (Xk,(h)(u) ∈ Bδ(x)) = lim
h→0
P (X
k,(h)
[u
h
]h ∈ Bδ(x))
≤ lim
h→0
∫
Bδ(x)
1√
2piα2h[4
h
]
dw−−→
δ→0
0.
Since Ψk also takes the value zero, we had to truncate from above by α to obtain
the convergence to zero. In the case u ≤ 4 the random variable Xk,(h)[u
h
]h is normally
distributed with mean and variance depending on the initial condition ξ(h), and it
follows in the same manner that
lim
h→0
P (Xk,(h)(u) ∈ Bδ(x))−−→
δ→0
0.
Thus in view of Theorem 2.4.4 every limit point Qk of {P (h)k : h > 0} solves the
martingale problem for Ψkb4 and |Ψkσ4| ∨ α. Hereby most part of the work is done.
Define the stopping time
τk(m) := inf
t≥0
{|m(t)| ≥ k} ↗ ∞, m ∈ Ω = [−r,∞).
If one denotes by Q the unique law of the solution of{
X0 = ξ
dX(t) = b4(Xt) dt+ σ4(Xt) dB(t), t ≥ 0,
then by Theorem 2.4.13 Q equals Qk onMτk . This comes from assumed weak unique-
ness and the fact that |σ4| = |σ4| ∨ α. But it also holds that P (h)k equals P (h) on
Mτk using the definition of Ψk and using once more that α is a lower bound for |σ4|.
Now it follows from Lemma 11.1.1 in Stroock and Varadhan [28] that {P (h) : h > 0}
converges weakly to Q. The theorem has been shown.
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2.5.2 Existence of Weak Solutions
We shall illustrate in the proof of the next theorem how the obtained results may be
used to prove weak existence for stochastic delay differential equations. For simplicity
of notation we confine to the one-dimensional case.
2.5.7 Theorem. Consider the autonomous stochastic delay differential equation{
X0 = ξ
dX(t) = b(Xt) dt+ σ(Xt) dB(t), t ≥ 0. (2.5.8)
If the coefficients b and σ are bounded and continuous, then there exists a weak solution
of system (2.5.8).
Proof. The idea of the proof is to construct an approximating sequence of processes
X(h) and to show that the distribution Q of one possible limit point of {Law(X(h)) :
h > 0} solves the martingale problem for the coefficients b and σ. Let  = {m : m ∈ N}
be a sequence of i.i.d. variables on some probability space with
E(1) = 0, E(
2
1) = 1, E(|1|2+δ) <∞
for some δ > 0. Let for h > 0 the d-dimensional time series (X(h)mh)m≥−r(h) be defined
by {
X
(h)
mh = ξ(mh), m = −r(h), . . . , 0
X
(h)
(m+1)h = X
(h)
mh + b(l
(h)
mhX
(h))h+ σ(l
(h)
mhX
(h))
√
hm+1, m ∈ N0.
The time series (X(h)mh)m≥−r(h) is extended to a continuous process X
(h) by linear inter-
polation. Using the former notations we obtain
b(h)∗(x) = E(b(l(h)x) + σ(l(h)x)(
√
h/h)1) = b(l
(h)x) −−→
h→0
b(x)
a(h)∗(x) = E|b(l(h)x)
√
h+ σ(l(h)x)1|2 = hb2(l(h)x) + σ2(l(h)x) −−→
h→0
σ2(x)
uniformly on compact sets of C([−r, 0];Rd) and uniformly locally bounded. Also we
see that
4(h)∗δ (x) =
1
h
E(|b(l(h)x)h+ σ(l(h)x)
√
h1|2+δ) −−→
h→0
0
uniformly on bounded sets of C([−r, 0];Rd). By uniform boundedness of b(h)∗ and
a(h)∗ the laws of the sequence {X(h) : h > 0} are tight, and every limit point Q solves
the martingale problem for b and a = σ2 according to Theorem 2.4.16. Then Q is one
weak solution of system (2.5.8).
We shall now treat the case of not necessarily continuous coefficients. In the next
lemma we will prove weak existence for SDDE’s with vanishing drift coefficients by
construction of not discretized Euler schemes.
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2.5.8 Lemma. There exists a weak solution of the stochastic delay differential equation{
X0 = ξ
dX(t) = σ(Xt) dB(t), t ≥ 0
if the coefficient σ with domain C[−r, 0] has the following structure
σ(x) = h(fi(x(ui))i∈Iσ), h : (R)Iσ → R, fi : R→ R
for a continuous function h and Lebesgue measure zero of Dfi for each i ∈ Iσ ⊂ [−r, 0]
provided that σ is bounded and bounded away from zero, and the initial condition ξ
fulfils the assumptions of Lemma 2.4.8 for the function σ.
Proof. We shall construct not discretized Euler schemes to prove weak existence. The
arguments are taken from Yan [31]. Define for each h > 0 the in the initial condition
ξ starting schemes
X
(h)
t = X
(h)
mh + σ(l
(h)
mhX
(h))(B(t)−B(mh))
for time points mh < t ≤ (m+1)h, which for all t ≥ 0 may be written as a stochastic
integral:
X
(h)
t = ξ(0) +
∫ t
0
σ(l(h)X
(h)
[ s
h
]h) dB(s).
Since σ is bounded, it follows from earlier used arguments that the laws of the sequence
{X(h) : h > 0} are tight on the space C[−r,∞). Then there exists a process X such
that a subsequence of {X(h)}, also denoted by {X(h)}, converges weakly to X. By
the almost sure representation theorem there exists a probability space (Ω¯, F¯, P¯ ) and
a sequence of processes Y (h) and Y with values in C[−r,∞) and Brownian motions
B(h), all defined on Ω¯, such that
Law(X(h)) = Law(Y (h)) ∀h > 0, Law(X) = Law(Y ), Y (h) −−→
h→0
Y a.s.,
and it holds a.s. on Ω¯ that
Y
(h)
t = ξ(0) +
∫ t
0
σ(l(h)Y
(h)
[ s
h
]h) dB
(h)(s), t ≥ 0.
Our aim is to show that the law of Y solves the martingale problem for σ. The process
Y as almost sure limit of {Y (h)} is a continuous martingale with respect to its natural
filtration, since each Y (h) is a continuous martingale, and for each t ≥ 0 the random
variables Y (h)t are uniformly integrable by boundedness of σ. Furthermore it holds by
Theorem 2.2 in Kurtz and Protter [16] that∫ t
0
Y (h)u dY
(h)
u −−→
h→0
∫ t
0
Y (u) dY (u), t ≥ 0
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in probability. Since for every continuous martingale Z
[Z](t) = Z2(t)− 2
∫ t
0
Z(u) dZ(u),
it holds that [Y (h)]t converges to [Y ](t) in probability, hence by uniform integrability
of [Y (h)]t also in L1. Define for each y ∈ C[−r, 0]
σ21(y) := lim inf
x→y
σ21(x), y ∈ C[−r, 0].
It holds for all 0 ≤ s1 ≤ s2 that
E¯([Y ](s2)− [Y ](s1)) = lim
h→0
E¯([Y (h)]s2 − [Y (h)]s1)
= lim
h→0
E¯
∫ s2
s1
σ2(l(h)Y
(h)
[u
h
]h) du ≥ E¯
∫ s2
s1
lim
h→0
σ2(l(h)Y
(h)
[u
h
]h) du
≥ E¯
∫ s2
s1
σ21(Yu) du.
Now we use the special structure of σ. One sees for t ≥ r, where r ≥ 0 denotes the
length of memory, and for α a lower bound of |σ| that
E¯
∫ t
r
1(Yu ∈ Dσ) du ≤
∑
i∈Iσ
E¯
∫ t
r
1(Y (u+ ui) ∈ Dfi) du
=
∑
i∈Iσ
E¯
∫ t+ui
r+ui
1(Y (u) ∈ Dfi) du
≤ 1
α2
∑
i∈Iσ
E¯
∫ t+ui
r+ui
1(Y (u) ∈ Dfi)σ21(Yu) du =: K.
Next we obtain by the occupation time formula
K ≤ 1
α2
∑
i∈Iσ
E¯
∫ t+ui
r+ui
1(Y (u) ∈ Dfi) d[Y ]u
=
1
α2
∑
i∈Iσ
E¯
∫
Dfi
Lx[r+ui,t+ui](Y ) dx = 0,
since we assumed that fi has Lebesgue measure zero, and the local time Lx(Y ) is finite
for almost all x. Since Y starts in ξ, we have by assumption on the initial condition
ξ that for all t ≤ r
E¯
∫ t
0
1(Yu ∈ Dσ) du = 0.
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We have achieved so far that
∫ t
0
1(Yu ∈ Da) du = 0 a.s. for all t > 0. Then it holds by
dominated convergence that
[Y (h)]t =
∫ t
0
σ2(l(h)Y
(h)
[u
h
]h)1(Yu /∈ Dσ) du
−−→
h→0
∫ t
0
σ2(Yu)1(Yu /∈ Dσ) du =
∫ t
0
σ2(Yu) du
almost surely and in L1. This implies that a.s. [Y ](t) =
∫ t
0
σ2(Yu) du first for fix t ≥ 0
and then by monotonicity a.s. uniformly for all t ≥ 0. Now for f ∈ C∞0 (R) we can
apply Itô’s formula on the space Ω¯
f(Y (t)) = f(ξ(0)) +
∫ t
0
f ′(Y (u)) dY (u) +
1
2
∫ t
0
f ′′(Y (u)) d[Y ](u), t ≥ 0.
Since Y is a martingale, the stochastic integral with respect to Y has expectation zero.
Therefore Y solves the martingale problem for σ. The lemma has been shown.
The next theorem relaxes the requirement for σ to be bounded away from zero and
admits drift coefficients.
2.5.9 Theorem. There exists a weak solution of the stochastic delay differential equa-
tion {
X0 = ξ
dX(t) = b(Xt) dt+ σ(Xt) dB(t), t ≥ 0
if b is bounded and measurable, and if σ with domain C[−r, 0] has the following struc-
ture
σ(x) = h(fi(x(ui))i∈Iσ), h : (R)Iσ → R, fi : R→ R
for a continuous function h and Lebesgue measure zero of Dfi for each i ∈ Iσ ⊂ [−r, 0]
provided that σ is bounded and the initial condition ξ fulfils the assumptions of lemma
2.4.8 for the function σ.
Proof. By Lemma 2.5.8 for each α > 0 there exists a weak solution of the system{
Xα0 = ξ
dXα(t) = σα(Xαt ) dB(t), t ≥ 0.
for σα := |σ| ∨ α. Then the function γ := b/σα is measurable and bounded and
M(t) := exp{
∫ t
0
γ(Xαs ) dB(s)−
1
2
∫ t
0
γ2(Xαs ) ds}, t ≥ 0
is a martingale. Then by Girsanov’s theorem there exists a weak solution of{
Xα0 = ξ
dXα(t) = b(Xαt ) dt+ σ
α(Xαt ) dB(t), t ≥ 0.
50 Chapter 2. Stochastic Delay Differential Equations Driven by a Brownian Motion
The laws of the sequence {Xα : α > 0} are tight. This follows from the tightness
criterion of Kolmogorov, see page 474 in Revuz and Yor [24]. We have for each α > 0
that
|Xα(t)−Xα(s)|4 ≤ 8
∣∣∣∣∫ t
s
b(Xαu ) du
∣∣∣∣4 + 8 ∣∣∣∣∫ t
s
σα(Xαu ) dB(u)
∣∣∣∣4 .
By the Burkholder-Davis-Gundy inequality the expectation of the second summand
may be estimated from above
E
∣∣∣∣∫ t
s
σα(Xαu ) dB(u)
∣∣∣∣4 ≤ CE ∣∣∣∣∫ t
s
(σα)2(Xαu ) du
∣∣∣∣2 .
Using boundedness of b and σ we have for each 0 ≤ s ≤ t ≤ T and for a constant β
that
E[|Xα(t)−Xα(s)|4] ≤ β|t− s|2,
from which tightness follows. Denote the laws of Xα by Qα and the law of one limit
point by Q. For each α > 0 we have by the martingale property of Qα that for
f ∈ C∞0 (R) and for every continuous, bounded, Mt1-measurable function Φ
EQ
α
(ZαΦ) = 0
with
Zα(m) := f(m(t2))− f(m(t1)) +
∫ t2
t1
(Lb,σαf)(mu) du), m ∈ C[−r,∞).
Now note that
sup
x∈C[−r,0]
|(σα)2(x)− σ2(x)| ≤ sup
x∈C[−r,0]
|α2 − σ2(x)|1{|σ(x)|≤α} ≤ 2α2.
Therefore we conclude that
Zα(m)−−→
α→0
f(m(t2))− f(m(t1)) +
∫ t2
t1
(Lb,σf)(mu) du =: Z(m), m ∈ C[−r,∞)
uniformly on C[−r,∞), where Zα and Z are uniformly bounded. Using this uniform
convergence, the tightness of the laws of {Xα : α > 0} and the uniform boundedness
of Zα and Z we conclude that EQ(ZΦ) = 0. Thus Q solves the martingale problem
for b and σ, which is our desired result.
2.5.3 A Continuous GARCH(p,1)-Model
We come now to another type of applications of Theorem 2.4.16. In Theorem 2.5.1 we
were given the stochastic delay differential equation and constructed approximating
discrete time series. One can also go the other way round. Now let us be given a
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sequence of discrete time series Z(h). We are interested in a weak limit if it should
exist. We shall illustrate how to establish a limit process. In this subsection we deal
with time series from financial mathematics, called GARCH(p,1)-models. They are
defined as follows. Let (i)i∈N be a sequence of real-valued i.i.d. variables on some
probability space with
E(1) = 0, E(
2
1) = 1, E(
3
1) = 0 , E(
4
1) = c
2 + 1, E(|1|4+2δ) <∞
for some δ > 0 and for some constant c ≥ 0. Define for each h > 0 the following
two-dimensional scheme
X
(h)
(m+1)h = X
(h)
mh + ρ
(h)
mh
√
hm+1
ρ
(h)2
(m+1)h = v
(h)
0 + β
(h)ρ
(h)2
mh +
p(h)∑
j=1
β
(h)
j ρ
(h)2
(m−j)h + α
(h)ρ
(h)2
mh h
2
m+1, m ∈ N0.
(2.5.9)
In GARCH(p,q) the parameters p and q are defined by
p := 1 + max{j : βj′ = 0 ∀j′ > j} = p(h) + 1
q := 1 + max{i : αi′ = 0 ∀i′ > i} = 1.
Then scheme (2.5.9) is a GARCH(p(h) + 1, 1)-process. The parameters
v
(h)
0 > 0, β
(h)
j ≥ 0, β(h) ≥ 0, α(h) ≥ 0
ensure that ρ(h)2mh is strictly positive for m ∈ N0. We assume that p(h) = p/h ∈ N0. The
first parameter (p(h) + 1) of those GARCH-systems will tend to infinity as h tends to
zero in the case p > 0. We did not specify any initial condition yet. Set
X
(h)
0 = x, ρ
(h)2
−mh = ξ(−mh)2, m = 0, . . . , p(h),
where ξ2 is a strictly positive continuous function on [−p, 0] and x ∈ R. As before
we interpolate linearly between discrete time points to obtain continuous stochastic
processes Z(h) = (X(h), ρ(h)2). How do we have to choose sequences of parameters that
the two-dimensional processes Z(h) converge weakly? This question is handled in the
following way. First calculate the quantity
1
h
E((Z
(h)
(m+1)h − Z(h)mh)|Fmh), m ∈ N0.
If Z(h) satisfies a.s
P (Z
(h)
(m+1)h ∈ Γ|Fmh) = P (Z(h)(m+1)h ∈ Γ|σ(Z(h)mh, . . . , Z(h)(m−p(h))h)), m ∈ N0,
then there exists a two-dimensional measurable function b(h) such that a.s.
1
h
E((Z
(h)
(m+1)h − Z(h)mh)|Fmh) = b(h)(Z(h)mh, . . . , Z(h)(m−p(h))h), m ∈ N0.
52 Chapter 2. Stochastic Delay Differential Equations Driven by a Brownian Motion
Next identify b(h) with a function of the space C([−p, 0];R2) such that
b(h)(x) = b(h)(Z
(h)
mh, . . . , Z
(h)
(m−p(h))h)
∣∣∣∣{Z(h)
(m−i)h=x(−ih):0≤i≤p(h)}
, x ∈ C([−p, 0];R2).
Finally, examine if there exists a limit of b(h) on C([−p, 0];R2) and check if the con-
vergence is uniform on compact sets of C([−p, 0];R2). We shall now see how this
procedure works for
Z(h) = (X(h), ρ(h)2).
Firstly, we obtain
1
h
E(X
(h)
(m+1)h −X(h)mh|Fmh) = 0.
Now consider
1
h
E(ρ
(h)2
(m+1)h − ρ(h)2mh |Fmh) =
v
(h)
0
h
+
p(h)∑
j=1
β
(h)
j
h
ρ
(h)2
(m−j)h +
(
β(h) − 1
h
+ α(h)
)
ρ
(h)2
mh
and identify with
b
(h)
2 (x) =
v
(h)
0
h
+
p(h)∑
j=1
β
(h)
j
h
x(−jh) +
(
β(h) − 1
h
+ α(h)
)
x(0), x ∈ C([−p, 0];R2).
If we define a discrete nonnegative measure γ(h) on [−p, 0] by
γ(h)({0}) := 0, γ(h)({−jh}) := β
(h)
j
h
, 1 ≤ j ≤ p(h),
then we obtain the following representation in terms of the measure γ(h)
b
(h)
2 (x) =
v
(h)
0
h
+
∫ 0
−p
x(u) dγ(h)(u) +
(
β(h) − 1
h
+ α(h)
)
x(0), x ∈ C([−p, 0];R2).
Now we see how the coefficients have to behave to obtain a limit. If
v
(h)
0
h
−−→
h→0
v0, −
(
β(h) − 1
h
+ α(h)
)
−−→
h→0
λ, γ(h) =⇒ γ,
then it holds for each x ∈ C([−p, 0];R2) that
b
(h)
2 (x) −−→
h→0
b2(x) = v0 +
∫ 0
−p
x(u) dγ(u)− λx(0).
Recall that the notation γ(h) =⇒ γ means that the sequence of measures γ(h) converges
weakly to the (nonnegative) measure γ. We assume that γ({0}) = 0. This convergence
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is even uniformly on compacts of C([−p, 0];R2) and locally uniformly bounded as we
have shown in Lemma 2.5.3. We have obtained so far that the drift of the distribution
limit has the form (0, b2), where b2 is given above. The diffusion coefficients are treated
in the same way. We investigate the behavior of
1
h
E((Z
(h)
(m+1)h − Z(h)mh)(Z(h)(m+1)h − Z(h)mh)T |Fmh).
Using E(31) = 0 one sees that
1
h
E((X
(h)
(m+1)h −X(h)mh)(ρ(h)2(m+1)h − ρ(h)2mh )|Fmh)
vanishes, hence the mixed term a12 is zero. Furthermore we have that
1
h
E((X
(h)
(m+1)h −X(h)mh)2|Fmh) = ρ(h)2mh
and after some calculations
1
h
E((ρ
(h)2
(m+1)h − ρ(h)2mh )2|Fmh) = h
(
b
(h)
2 (l
(h)
mhρ
(h)2)
)2
+ α(h)2hρ
(h)4
mh E(
4
m+1 − 1).
If one demands that
α(h)
√
h −−→
h→0
α,
then
a
(h)
22 (x) := h(b
(h)
2 (l
(h)x))2 + c2α(h)2hx(0) −−→
h→0
c2α2x2(0) =: a22(x), x ∈ C([−p, 0];R2)
uniformly on compacts of C([−p, 0];R2) and uniformly locally bounded. At last one
checks that
1
h
E(|X(h)(m+1)h −X(h)mh|2+δ|Fmh) −−→h→0 0
1
h
E(|ρ(h)2(m+1)h − ρ(h)2mh )|2+δ|Fmh) −−→h→0 0
uniformly on bounded sets of C([−p, 0];R2). Now by application of Theorem 2.4.16
we obtain the following result.
2.5.10 Theorem. Under above assumptions the stochastic processes (X(h), ρ(h)2) in
(2.5.9) converge weakly to (X, ρ2), where (X, ρ2) is the unique weak solution of{
dX(t) = ρ(t) dW (t)
dρ2(t) =
[
v0 − λρ2(t) +
∫ 0
−p ρ
2(t+ u) dγ(u)
]
dt+ cαρ2(t) dB(t), t ≥ 0
(2.5.10)
with parameters
v0 > 0, λ ∈ R, γ a nonnegative measure with γ({0}) = 0, α ≥ 0, c ≥ 0,
driven by a two-dimensional Brownian motion (W,B).
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Proof. We still have to check that weak existence and weak uniqueness hold for system
(2.5.10). This is clear in the case cα = 0, since we have a deterministic equation for
ρ2 in this case. Therefore we assume from now on that cα > 0. First we shall show
that ρ2(t) remains strictly positive a.s. if ρ2(0) > 0 and ρ2(u) ≥ 0 for all −p ≤ u < 0
a.s. Define the process {
φ(0) = cα
dφ(t) = cαφ(t) dB(t), t ≥ 0.
Clearly, φ remains strictly positive a.s. and the process
Z(t) :=
ρ2(t)
φ(t)
, t ≥ 0
is a.s. well-defined, and it lies in C1 which may be checked by Itô’s formula. Thus we
have by partial integration and by definition that
φ(t) dZ(t) + Z(t) dφ(t) = dρ2(t)
φ(t)Z ′(t) dt+ cαZ(t)φ(t) dB(t) = (v0 + λρ2(t) +
∫ 0
−p
ρ2(t+ u) dγ(u)) dt
+ cαρ2(t) dB(t),
from which follows that
Z ′(t) =
1
φ(t)
(
v0 + λφ(t)Z(t) +
∫ 0
−p
φ(t+ u)Z(t+ u) dγ(u)
)
. (2.5.11)
Set
t0 := inf{t > 0 : Z(t) = 0}, t0 > 0 (Z(0) > 0).
Assume that t0 < ∞. By definition of t0 we have that Z ′(t0) ≤ 0. But on the other
hand, it follows from (2.5.11) that Z ′(t0) > 0 a.s. since Z(t0) = 0. The contradiction
shows that Z remains positive a.s. Hence does ρ2, and system (2.5.10) is well-defined.
Note that strong existence and strong uniqueness holds for ρ2. Since we have assumed
deterministic initial conditions, ρ2 lies in Lp for every p. Hence it is enough to choose
a second Brownian motion W , which is independent of B, and set
X(t) = X(0) +
∫ t
0
ρ(u) dW (u),
which shows weak existence. Assume that there are two weak solutions (X, ρ2) and
(X¯, ρ¯2), driven by the two-dimensional Brownian motions (W,B) and (W¯ , B¯) respec-
tively. Firstly, we have ρ2 d= ρ¯2 by strong uniqueness. Since X is a stochastic integral
of ρ with respect to the Brownian motion W , and the same is true for X¯ respectively,
it follows that (X, ρ2) d= (X¯, ρ¯2).
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If the measure γ is zero, then system (2.5.10) is the stochastic ordinary differential
equation in Jeantheau [11]. If γ ≡ 0 and α = 0, then system (2.5.10) is a stochastic
ordinary differential equation which can be embedded in Pedersen [22].
In statistics it is interesting to know if there exists a stationary solution of stochastic
differential equations. Therefore we shall investigate the question of existence and
uniqueness of a stationary solution for the second component ρ2 in system (2.5.10).
Writing G for ρ2 we have to study the SDDE
dG(t) =
(
v0 − λG(t) +
∫ 0
−p
G(t+ u) dγ(u)
)
dt+ cαG(t) dB(t), t ≥ 0. (2.5.12)
We assume that α > 0. In view of Theorem 15 in Itô and Nisio [9] there exists a
stationary solution of system (2.5.12) if
λ > ‖γ‖+ 1
2
c2α2, ‖γ‖ =
∫ 0
−p
1 dγ(u).
Now assume that we have two stationary solutions G1 and G2. Then by linearity the
difference Z := G1 −G2 solves
dZ(t) =
(
−λZ(t) +
∫ 0
−p
Z(t+ u) dγ(u)
)
dt+ cαZ(t) dB(t).
Our aim is to establish under which conditions E(‖Zt‖2∞)−−−→
t→∞
0, where Zt denotes the
function segment. The following argumentation is taken from Riedle and Mao [26] and
is therefore only presented roughly. Applying Itô’s formula and using the estimation
|a||b| ≤ 1
2
(a2 + b2)
one obtains for φ(t) := E(Z2(t)) and s < t
φ(t)− φ(s)
t− s ≤ (c
2α2 − 2λ+ ‖γ‖) 1
t− s
∫ t
s
φ(u) du
+
1
t− s
∫ t
s
∫ 0
−p
φ(v + u) dγ(v) du.
Since φ is continuous, one obtains for the upper Dini-derivative D+ by letting s tend
to t
D+φ(t) ≤ (c2α2 − 2λ+ ‖γ‖)φ(t) +
∫ 0
−p
φ(t+ u) dγ(v).
Now consider the deterministic system{
x(u) = φ(u), −p ≤ u ≤ 0
x˙(t) = (c2α2 − 2λ+ ‖γ‖)φ(t) + ∫ 0−p φ(t+ u) dγ(v).
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The zeroes of the characteristic function
χ(µ) := µ−
(
(c2α2 − 2λ+ ‖γ‖) +
∫ 0
−p
eµv dγ(v)
)
all have negative real part if λ > ‖γ‖ + (1/2)c2α2. In this case the deterministic
theory tells us that |x(t)|−−−→
t→∞
0. Furthermore it holds that φ(t) ≤ x(t). Therefore we
deduce that E(Z2(t))−−−→
t→∞
0 and, by using standard estimates, it holds moreover that
E(‖Zt‖2∞)−−−→
t→∞
0. Thus we have shown uniqueness of the stationary solution of system
(2.5.12) if the parameters satisfy
λ > ‖γ‖+ 1
2
c2α2.
This is exactly the condition under which Itô and Nisio [9] showed existence of a
stationary solution of system (2.5.12). However, it is an unsolved problem to give an
explicit description of the stationary distribution, even if γ is concentrated on the time
point {−p}. This comes from the fact that in an Itô formula for f(X(t), X(t− p)) the
Malliavin derivative D(X(s)) occurs, see page 10 in Buckwar and Winkler [4].
2.5.4 A Continuous GARCH(p,q)-Model
In generalisation to scheme (2.5.9) consider for h > 0 the series
X
(h)
(m+1)h = X
(h)
mh +ρ
(h)
mh
√
hm+1
ρ
(h)2
(m+1)h = v
(h)
0 +β
(h)ρ
(h)2
mh +
p(h)∑
j=1
β
(h)
j ρ
(h)2
(m−j)h
+α(h)ρ
(h)2
mh h
2
m+1 +
q(h)∑
i=1
α
(h)
i ρ
(h)2
(m−i)hh
2
m+1−i, m ∈ N0.
(2.5.13)
This is the general GARCH-model of order (p(h) + 1, q(h) + 1). The parameters
v
(h)
0 > 0, β
(h)
j ≥ 0, β(h) ≥ 0, α(h)i ≥ 0, α(h) ≥ 0
ensure that ρ(h)2mh is strictly positive for m ∈ N0. We assume that p(h) = p/h ∈ N0 and
q(h) = q/h ∈ N0. The above system is equivalent to
X
(h)
(m+1)h = X
(h)
mh +ρ
(h)
mh
√
hm+1
ρ
(h)2
(m+1)h = v
(h)
0 +β
(h)ρ
(h)2
mh +
p(h)∑
j=1
β
(h)
j ρ
(h)2
(m−j)h
+α(h)ρ
(h)2
mh h
2
m+1 +
q(h)∑
i=1
α
(h)
i (X
(h)
(m+1−i)h −X(h)(m−i)h)2, m ∈ N0
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for deterministic initial conditions X(h)u = x(u) on [−q, 0] and ρ(h)2u = ξ2(u) on [−p, 0].
Assume that α(h)i = 0 with exception of finitely many i uniformly in h. Assume
furthermore that
v
(h)
0
h
−−→
h→0
v0, −
(
β(h) − 1
h
+ α(h)
)
−−→
h→0
λ, γ(h) =⇒ γ, α(h)
√
h −−→
h→0
α,
sup
h>0
|α(h)i |
h
<∞.
After some calculations one sees that in this case the stochastic processes (X(h), ρ(h)2)
in (2.5.13) converge weakly to (X, ρ2), where (X, ρ2) is the unique weak solution of{
dX(t) = ρ(t) dW (t), X0 = x
dρ2(t) =
[
v0 + λρ
2(t) +
∫ 0
−p ρ
2(t+ u) dγ(u)
]
dt+ cαρ2(t) dB(t), t ≥ 0,
where c =
√
E|1|4 − 1. This is the same system as in Theorem 2.5.10. Only finitely
many α(h)i uniformly in h do not change the weak limit in comparison to GARCH(p, 1)-
models. This comes from the fact that the term∑
i
α
(h)
i
h
(x(u
(h)
i + h)− x(u(h)i ))2, x ∈ C[−r, 0]
tends to zero as h to zero uniformly on compacts of C[−r, 0] if i remains in a finite
index set. Now choose coefficients of the kind
α
(h)
i = α(−ih)h, 0 ≤ i ≤ q(h)
for a continuous function α on [−q, 0]. Then in the drift term for σ2 the following
additional term occurs
q(h)∑
i=1
α(−ih)(x((−i+ 1)h)− x(−ih))2 −−→
h→0
∫ 0
−q
α(u)d[x](u) =: g(x), x ∈ C[−r, 0],
where [x] denotes the quadratic variation of x. Here one has to be careful. Firstly, the
limit g(x) is infinite if x is a function of infinite quadratic variation. Furthermore, it
is not locally bounded and not continuous in any point x. Finally, the convergence is
not uniform on compact sets. So many conditions of Theorem 2.4.16 are not fulfilled.
But if we formally write down the limit process, then we obtain
dX(t) = ρ(t) dW (t), X0 = x on [−q, 0]
dρ2(t) =
[
v0 + λρ
2(t) +
∫ 0
−p ρ
2(t+ u) dγ(u) +
∫ 0
−q α(u) d[Xt](u)
]
dt
+ cαρ2(t) dB(t), ρ20 = ξ
2 on [−p, 0].
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If p = q and d[x](v) = ξ2(v) dv on [−q, 0], then this system is equivalent to
dX(t) = ρ(t) dW (t), X0 = x on [−q, 0]
dρ2(t) =
[
v0 + λρ
2(t) +
∫ 0
−p ρ
2(t+ u) dγ(u) +
∫ 0
−q ρ
2(t+ u)α(u) du
]
dt
+ cαρ2(t) dB(t), ρ20 = ξ
2 on [−q, 0].
(2.5.14)
We emphasize once more that the limit (X, ρ2) in (2.5.14) is purely formal, and that by
no means we are able to prove with our tools that the sequence {(X(h), ρ(h)2) : h > 0}
converges weakly to this limit. For a discussion for coefficients which have an even
more general form than α(h)i = α(−ih)h we refer to the next chapter.
2.5.5 Time Series with Fading Memory
In this subsection we will deal with a new appearance. We investigate what happens if
the order of the autoregressive schemesX(h) remains constant for each h > 0. Then the
length of memory shrinks to zero. Fix a number R ∈ N0. For h > 0 a one-dimensional
time series X(h) is given by
X
(h)
mh = ξ
(h)
i , 0 ≤ i ≤ R, ξ(h)i ∈ R
X
(h)
(m+1)h = X
(h)
mh + b
(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R)h)h
+ σ(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R)h)
√
hm+1, m ∈ N0.
Here b(h) and σ(h) are measurable functions with fixed domain R(R+1) for all h > 0.
By setting Y (h)mh := (X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R)h) we achieve that {Y (h)mh : m ∈ N0} is an
R(R+1)-valued Markov chain in discrete time with start in ξ(h). Its increments may be
written in the form
Y
(h)
(m+1)h − Y (h)mh = bˇ(h)(Y (h)mh )h+ σˇ(h)(Y (h)mh )
√
hm+1, m ∈ N0,
where the vector function bˇ(h) and the matrix function σˇ(h) for y ∈ R(R+1) are defined
as follows
bˇ
(h)
0 (y) := b
(h)(y0, . . . , yR), bˇ
(h)
i (y) := 0, 1 ≤ i ≤ R
σˇ
(h)
00 (y) := σ
(h)(y0, . . . , yR), σˇ
(h)
ij (y) := 0, i
2 + j2 > 0, 0 ≤ i, j ≤ R.
Note that Y i,(h)mh = X
(h)
(m−i)h for 0 ≤ i ≤ R. We obtain for the conditional expectation
of the second component Y 1,(h) of Y (h)
1
h
E(Y
1,(h)
(m+1)h − Y 1,(h)mh |FY
(h)
mh ) =
1
h
(Y
1,(h)
(m+1)h − Y 1,(h)mh ), m ∈ N0,
since Y 1,(h)(m+1)h = Y
0,(h)
mh is F
Y (h)
mh -measurable. The second component of the drift takes
the form
b1,(h)∗(y) =
1
h
(y0 − y1), y ∈ R(R+1).
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Here we see that the drifts do not behave properly as h tends to zero. Our preceding
theorems are for the sequence of Markov chains Y (h) not applicable. Therefore we
shall drop again the lifting. Instead choose a real number r ≥ 0 such that R/h ≤ r
for all h > 0 which are lower than a given h0 > 0. Then we can write the increments
of X(h) also in the following form
X
(h)
(m+1)h −X(h)mh = bˆ(h)(lmhX(h))h+ σˆ(h)(lmhX(h))
√
hm+1, m ∈ N0
with
bˆ(h)(x) = b(h)(x(0), x(−h), . . . , x(−Rh)), x ∈ C[−r, 0]
σˆ(h)(x) = σ(h)(x(0), x(−h), . . . , x(−Rh)), x ∈ C[−r, 0].
If we now compute the conditional expectation of X(h) we obtain in the common
fashion
1
h
E(X
(h)
(m+1)h −X(h)mh|FX
(h)
mh ) = b
(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R)h).
Then the drift takes the form
b(h)∗(x) = b(h)(x(0), x(−h), . . . , x(−Rh)), x ∈ C[−r, 0].
Now there is an asymptotic behavior. It is easy to establish that
b(h)∗(x) −−→
h→0
b(x(0), x(0), . . . , x(0))
uniformly on compacts of C[−r, 0], if one assumes that b(h) tends to a continuous
function b uniformly on compacts of R(R+1). In the same manner we obtain for the
second moments
a(h)∗(x) −−→
h→0
σ2(x(0), x(0), . . . , x(0))
uniformly on compacts of C[−r, 0] if one assumes that σ(h) tends to a continuous
function σ uniformly on compacts of R(R+1). After those explanatory considerations
we are able to formulate and prove a theorem for time series with fading memory.
2.5.11 Theorem. Let (m)m∈N be a sequence of i.i.d. variables on some probability
space with
E(1) = 0, E(|1|2) = 1, E(|1|2+δ) <∞
for some δ > 0. Let for h > 0 the discrete time series (X(h)mh)m≥−R be defined by
X
(h)
mh = ξ
(h)
i , 0 ≤ i ≤ R, ξ(h)i ∈ R
X
(h)
(m+1)h = X
(h)
mh + b
(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R)h)h
+ σ(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R)h)
√
hm+1, m ∈ N0.
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The time series (X(h)mh)m≥−R is extended to a continuous process X
(h) by linear inter-
polation. If for the initial conditions
ξ
(h)
i −−→
h→0
ξ, 0 ≤ i ≤ R
and
b(h)(x) −−→
h→0
b(x)
σ(h)(x) −−→
h→0
σ(x)
uniformly on compact sets of R(R+1), then the processes X(h) converge weakly to X,
where X is assumed to be the weak unique solution of the system{
X(0) = ξ
dX(t) = b(X(t), X(t), . . . , X(t)) dt+ σ(X(t), X(t), . . . , X(t)) dB(t), t ≥ 0
with initial value ξ ∈ R and continuous coefficients b and σ with domain R(R+1).
Proof. The proof follows directly from Theorem 2.4.16 in its general form for coeffi-
cients with domain C[−r, 0]. If φ is an initial function on [−r, 0] with φ(u) ≡ ξ, then it
holds for a sequence φ(h) of continuous functions with φ(h)(−ih) = ξ(h)i for 0 ≤ i ≤ R
and φ(h)(u) = ξ(h)R on [−r,−Rh] that
sup
−r≤u≤0
|φ(h)(u)− φ(u)| ≤ |ξ(h)R − ξ|+ max
0≤i≤R
|ξ(h)i − ξ| −−→
h→0
0,
since all ξ(h)i tend to ξ by assumption.
In the linear case we have the following scheme{
X
(h)
mh = ξ
(h)
i , 0 ≤ i ≤ R, ξ(h)i ∈ R
X
(h)
(m+1)h = X
(h)
mh +
∑R
j=0 a
(h)
j X
(h)
(m−j)hh+
(∑R
i=0 σ
(h)
i X
(h)
(m−i)h
)√
hm+1.
According to Theorem 2.5.11 it is enough to assume that
ξ
(h)
i −−→
h→0
ξ, 0 ≤ i ≤ R,
R∑
j=0
a
(h)
j −−→
h→0
a,
R∑
i=0
σ
(h)
i −−→
h→0
α,
to ensure that the sequence {X(h) : h > 0} converges weakly to the strong unique
solution of the system{
X(0) = ξ
dX(t) = aX(t) dt+ αX(t) dB(t), t ≥ 0.
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In slight generalization one can consider coefficients of the form b(h)(x0, . . . , xR(h)),
where R(h) tends to infinity, but it still holds that R(h)h −−→
h→0
0. Assume that
b(h)(x(0), x(−h), . . . , x(−R(h)h)) −−→
h→0
b(x(0))
σ(h)(x(0), x(−h), . . . , x(−R(h)h)) −−→
h→0
σ(x(0))
uniformly on compacts of C[−r, 0] for continuous functions b and σ with domain R.
For h > 0 the corresponding time series (X(h)mh)m≥−R(h) takes the form
X
(h)
mh = ξ
(h)
i , 0 ≤ i ≤ R(h), ξ(h)i ∈ R
X
(h)
(m+1)h = X
(h)
mh + b
(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R(h))h)h
+ σ(h)(X
(h)
mh, X
(h)
(m−1)h, . . . , X
(h)
(m−R(h))h)
√
hm+1, m ∈ N0.
Then the processes X(h), derived from the time series (X(h)mh)m≥−R(h) by linear inter-
polation, converge weakly to X, where X is assumed to be the unique weak solution
of {
X(0) = ξ
dX(t) = b(X(t)) dt+ σ(X(t)) dB(t), t ≥ 0,
if only for the initial conditions ξ(h)i −−→
h→0
ξ. If b(x) = ax and σ(x) = 1, then we
recover the one-dimensional Ornstein-Uhlenbeck process.
2.5.6 Counterexamples
The aim of this section is to discuss the assumptions of our convergence theorems. In
especially we are interested in what may happen if they are not obeyed.
Typically our convergence theorems had the structure: If for coefficients
b(h) −−→
h→0
b, σ(h) −−→
h→0
σ
in a certain sense, and the martingale problem for b and σ is well-posed, then {X(h) :
h > 0} converges weakly. We shall show now that the by-clause "the martingale
problem is well-posed" may not be omitted. The following example gives a sequence
of coefficients σ(h) which tend to a coefficient σ, but the corresponding processes X(h)
do not converge weakly. Define for each hn = 1/n, n ∈ N and x ∈ R
σ(hn)(x) := 1(x 6= hn)· 1( 1
hn
∈ 2kN) + 1(x 6= 0)· 1( 1
hn
∈ 2kN+ 1).
It is clear that
σ(hn)(xn)−−−→
n→∞
σ(x) := 1(x 6= 0)
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for every sequence {xn} ⊂ R approximating x ∈ R with exception of the discontinuity
point x = 0. Take a sequence of independent, standard normally distributed random
variables (i)i∈N and define the following time series in terms of σ(hn)
X
(hn)
(m+1)hn
= X
(hn)
mhn
+ σ(hn)(X
(hn)
mhn
)
√
hnm+1, m ∈ N0, X(h)0 = 0.
Then one could think that the sequence {X(hn) : n ∈ N} converges weakly. But it
does not. One checks easily by definition of σ(hn) that for each m ∈ N0
X
(hn)
mhn
=
(
m−1∑
i=0
√
hni+1
)
1(
1
hn
∈ 2kN).
This yields
X(hn′ )
d−−−→
n′→∞
G, X(hn′′ )
d−−−−→
n′′→∞
0,
where G denotes a Brownian motion, n′ the sequence of even numbers and n′′ the
sequence of uneven numbers. There are two different limit points, the whole sequence
{X(hn) : n ∈ N} does not converge weakly. What goes wrong? For the stochastic
differential equation{
X(0) = 0
dX(t) = σ(X(t)) dB(t) = 1(X(t) 6= 0) dB(t), t ≥ 0 (2.5.15)
the martingale problem is not well-posed. There are at least two different weak solu-
tions X1 ≡ G and X2 ≡ 0. X1 is the weak limit of X(hn′ ) and X2 the weak limit of
X(hn′′ ). There are even infinitely many strong solutions of equation (2.5.15). Given a
Brownian motion B, denote by τ a time where B(τ) = 0. Then the continuous process
X defined by
X(t) := B(t), 0 ≤ t ≤ τ, X(t) := 0, t ≥ τ
solves equation (2.5.15). There are infinitely many such times τ in the one-dimensional
case.
We turn to another type of assumptions for discontinuous coefficients. We pointed
out the requirement for the asymptotic behavior of processes X(h)
lim
h→0
P (X(h)(u) ∈ Bδ(x))−−→
δ→0
0 ∀x ∈ R.
In the next example we shall construct a sequence of processes X(h) where this condi-
tion is violated. Define for each h > 0
b(h)(x) := 1(x = 0) −−→
h→0
1(x = 0) =: b(x), x ∈ R
σ(h)(x) := 0 −−→
h→0
0 =: σ(x), x ∈ R.
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The corresponding deterministic time series X(h) takes the form
X
(h)
(m+1)h = X
(h)
mh + 1(X
(h)
mh = 0), m ∈ N0, X(h)0 := 0.
Then it holds for each m ∈ N that X(h)mh = h. Therefore {X(h) : h > 0} converges
weakly to the process X ≡ 0. This suggests that X is the weak solution of the
"stochastic" equation{
X(0) = 0
dX(t) = b(X(t)) dt+ σ(X(t)) dB(t), t ≥ 0
for b(x) = 1(x = 0) and σ = 0. In other words, it should hold for X ≡ 0 that
X(t) = X(0) +
∫ t
0
1(X(u) = 0) du.
But this is not the case since the integrand is 1, X ≡ 0 does not solve the "martingale
problem" for b and σ which are the limit coefficients of b(h) and σ(h). What goes
wrong? For y = 0 and h < δ it holds by construction that
P (X(h)(u) ∈ Bδ(y)) = 1,
and hence
lim
h→0
P (X(h)(u) ∈ Bδ(y)) −−→
δ→0
1, y = 0.
This tells us that the requirement that the lower limit of such type should tend to zero
may not be omitted in the case of discontinuous coefficients. More exactly speaking, if b
is measurable and bounded, then the sequence of the linearly interpolated deterministic
processes, derived from the series
x
(h)
(m+1)h = x
(h)
mh + b(x
(h)
mh)h, m ∈ N0, x(h)0 = 0
is "tight". There exists x ∈ C[0, T ] such that the sequence {x(h) : h > 0} converges to
x uniformly on [0, T ]. If∫ T
0
1(x(u) ∈ Db) du = 0, Db := set of discontinuity points of b, (2.5.16)
then x solves the equation dx(t) = b(x(t)) dt. If this is violated, as in the above
example, then the limit function x need not solve dx(t) = b(x(t)) dt. Note that
(2.5.16) is the deterministic analogue to
Q
(∫ T
0
1(X◦(u) ∈ Db) du = 0
)
= 1,
which we used in the formulation of Theorem 2.4.4.
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2.6 Solutions of Stochastic Delay Diff. Equations as
Semimartingales
We assume in the sequel that the reader is familiar with semimartingale theory. For
simplicity we restrict to the one-dimensional case. Suppose that the following stochas-
tic delay differential equation{
Y0 = ξ
dY (t) = b(Yt) dt+ σ(Yt) dW (t), t ≥ 0, (2.6.1)
driven by a Brownian motion W , has a unique weak solution. Then the solution Y of
(2.6.1) is a semimartingale with respect to its natural filtration FY . The characteristics
(B,C, ν) of Y are for t ≥ 0
B(t) =
∫ t
0
b(Yu) du, C(t) =
∫ t
0
σ2(Yu) du, ν ≡ 0.
This comes from the fact that M(t) :=
∫ t
0
σ(Yu) dW (u) is a local martingale, and the
function t 7→ ∫ t
0
b(Xu) du has bounded variation on compact intervals. Finally, ν is
identically zero since the process Y is continuous. It is also necessary to consider the
modified characteristic C˜ which is defined by
C˜ := C + h2 ∗ ν −
∑
s≤·
|4B(s)|2
for a fixed truncation function h. Note that for the solution Y of (2.6.1) the char-
acteristics C˜ and C coincide since the solution process Y is continuous, its jump
measure and predictable compensator ν are zero, and the characteristic B is continu-
ous. Now consider for each h > 0 an adapted series {X(h)mh : m ∈ N0} with increments
U
(h)
mh := 4X(h)mh = X(h)mh−X(h)(m−1)h (and U (h)0 := X(h)0 ) in discrete time on the stochastic
basis (Ω,F, (F(h)mh), P ). Then the continuous-time process Y
(h) defined by
Y
(h)
t :=
∑
0≤k≤[ t
h
]
U
(h)
kh = X
(h)
[ t
h
]h
, t ≥ 0
is a semimartingale with respect to its natural filtration FY (h) with start in X(h)0 . Note
that, in contrast to the preceding sections, Y (h) is a random variable on D[0,∞), the
space of right-continuous functions with left-hand limits. We assume that D[0,∞) is
endowed with the Skorochod topology. Fix a truncation function φ. Then, referring
to Theorem II.3.11 in Jacod and Shiryaev [10], the characteristics (B(h), C(h), ν(h)) of
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Y (h) have for t ≥ 0 the form
B
(h)
t =
∑
0≤k≤[ t
h
]−1
E(φ(U
(h)
(k+1)h)|F(h)kh )
C
(h)
t = 0
C˜
(h)
t =
∑
0≤k≤[ t
h
]−1
E(φ2(U
(h)
(k+1)h)|F(h)kh )−
∑
0≤k≤[ t
h
]−1
∣∣∣E(φ(U (h)(k+1)h)|F(h)kh )∣∣∣2
ν([0, t]× g) = ∑
0≤k≤[ t
h
]−1
E(g(U
(h)
(k+1)h)1{U(h)
(k+1)h
6=0}|F
(h)
kh ), for g ≥ 0 Borel-mb.
We extend Y (h) from a process on D[0,∞) to a process on D[−r,∞) by demanding
that it starts in the initial function ξ ∈ C[−r, 0]. Jacod and Shiryaev [10] treat the
topic of convergence of a sequence of semimartingales. The aim of this chapter is
to give a second proof of Theorem 2.5.1 by means of semimartingale theory if the
coefficients b and σ of the SDDE in (2.6.1) are continuous and bounded. We introduce
the notations
l
(h)
kh Y
(h) := l(h)(Y
(h)
kh , . . . , Y
(h)
(k−r(h))h), ltY
(h) := (Y (h)(t+ u))−r≤u≤0.
We shall work with the same truncation function φ(x) = x1{|x|≤1} as in the preceding
sections. According to the setting of the previous sections assume that for h > 0
there are measurable functions b(h), σ(h),4(h)δ , all defined on C[−r, 0], such that for all
k ∈ N0 a.s.
b(h)(l
(h)
kh Y
(h)) =
1
h
E(φ(U
(h)
(k+1)h)|F(h)kh )
a(h)(l
(h)
kh Y
(h)) =
1
h
E(φ2(U
(h)
(k+1)h)|F(h)kh )
4(h) (l(h)kh Y (h)) =
1
h
P (|U (h)(k+1)h)| > |F(h)kh )
for the filtration
F
(h)
kh ) = σ(Y
(h)
0 , . . . , Y
(h)
kh ), k ∈ N0.
Now we are able to formulate and prove a theorem which is the semimartingale ana-
logue to Theorem 2.4.2. An important modification is that the limit coefficients have
domain D[−r, 0].
2.6.1 Theorem. Let there be continuous bounded functions b and a such that for
every compact set K of C[−r, 0]
sup
x∈K
|b(h)(x)− b(x)| −−→
h→0
0
sup
x∈K
|a(h)(x)− a(x)| −−→
h→0
0.
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Suppose that the limit functions b and a are also defined on D[−r, 0]. We demand that
they are bounded on D[−r, 0], and that uniformly on compacts of C[−r, 0]
b(x¯(h)) −−→
h→0
b(x), a(x¯(h)) −−→
h→0
a(x),
where x¯(h) is defined by x¯(h)(u) := x([u
h
]h). Assume that in addition it holds
sup
h>0
sup
x∈C[−r,0]
|b(h)(x)|+ |a(h)(x)| <∞
and for each  > 0
sup
x∈C[−r,0]
4(h) (x) −−→
h→0
0.
Then the sequence {Y (h) : h > 0} is tight, and every limit point is a semimartingale
on D[−r,∞) with start in ξ and with characteristics
ν ≡ 0, B(t)(m) =
∫ t
0
b(mu) du, C(t)(m) =
∫ t
0
a(mu) du, m ∈ D[−r,∞)
for t ≥ 0.
Proof. Our aim is to apply Theorem IX.2.11 in Jacod and Shiryaev [10] for tight
sequences. To this end we have to show first of all that the sequence {Y (h) : h > 0}
is tight on D[0,∞). This we shall do by the tightness criterion Theorem VI.4.18 in
Jacod and Shiryaev [10]. We start with condition (iii) of that theorem and show that
the sequence of characteristics B(h) is C-tight. By assumption we have that
B
(h)
t =
∑
0≤k≤[ t
h
]−1
E(φ(U
(h)
(k+1)h)|F(h)kh )
=
∑
0≤k≤[ t
h
]−1
b(h)(l
(h)
kh Y
(h))h =
∫ [ t
h
]h
0
b(h)(l
(h)
[u
h
]hY
(h)) du.
One sees from Theorem 15.5 in Billingsley [2] that a sequence of processes of the form
I
(h)
t =
∫ [ t
h
]h
0
g(h) du, |g(h)| ≤ K, K = constant
is C-tight, since it holds for the modulus of continuity wI(h)(δ) that wI(h)(δ) ≤ Kδ.
Since the functions b(h) were assumed to be uniformly bounded, the sequence {B(h) :
h > 0} is C-tight. For the component C˜(h)t we may write
C˜
(h)
t =
∑
0≤k≤[ t
h
]−1
E(φ2(U
(h)
(k+1)h)|F(h)kh )−
∑
0≤k≤[ t
h
]−1
∣∣∣E(φ(U (h)(k+1)h)|F(h)(kh)∣∣∣2 . (2.6.2)
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The second summand tends uniformly to the zero function on any compact interval
[0, T ] in a.s. and in L1 since
sup
0≤t≤T
∑
0≤k≤[ t
h
]−1
∣∣∣E(φ(U (h)(k+1)h)|F(h)kh )∣∣∣2 = sup
0≤t≤T
∑
0≤k≤[ t
h
]−1
|b(h)(l(h)[u
h
]hY
(h))|2h2
≤ sup
h>0
‖b(h)‖2∞[
T
h
]h2 −−→
h→0
0.
Therefore it suffices to show that the sequence of processes in the first summand in
(2.6.2) is C-tight. But this sum can also be represented in an integral form, since we
have by assumption that∑
0≤k≤[ t
h
]−1
E(φ2(U
(h)
(k+1)h)|F(h)kh ) =
∫ [ t
h
]h
0
a(h)(l
(h)
[u
h
]hY
(h)) du.
Since the functions a(h) are uniformly bounded by assumption, we have shown that
the sequence C˜(h) is C-tight. Consider for x ∈ R the function gp(x) := (p|x| − 1)+ ∧ 1
for p ∈ N. Clearly, it holds that
gp(x) = 0, x ∈ B 1
p
(0), sup
x∈R
|g(x)| ≤ 1.
Then we see that
E(gp(U
(h)
(k+1)h)1{U(h)
(k+1)h
6=0}|F
(h)
kh ) ≤ E(1{|U(h)
(k+1)h
|> 1
p
}|F
(h)
kh ) = 4(h)1
p
(l
(h)
kh Y
(h))h.
This allows us to estimate
sup
0≤t≤T
(gp ∗ ν(h)t ) = sup
0≤t≤T
(ν
(h)
t ([0, t]× gp) ≤ sup
0≤t≤T
 ∑
0≤k≤[ t
h
]−1
E(1{|U(h)
(k+1)h
|> 1
p
}|F
(h)
kh )

= sup
0≤t≤T
 ∑
0≤k≤[ t
h
]−1
4(h)1
p
(l
(h)
kh Y
(h))h

≤ [T
h
]h sup
x∈C[−r,0]
4(h)1
p
(x) −−→
h→0
0,
where the convergence is also in L1. Therefore the sequence (gp ∗ ν(h)) is also C-tight.
Condition (ii) in the tightness criterion reads as follows
lim
a↑∞
lim
h→0
P (ν(h)([0, N ]× {x : |x| > a}) > ) = 0.
But we have just seen that the sequence of random variables ν(h)([0, N ] × 1{|x|>a})
for each a ∈ R tends to zero in L1, thus also in probability. Finally, condition (i) is
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met since Y (h)0 = ξ(0) for all h > 0. Thereby, invoking Theorem VI.4.18 in Jacod
and Shiryaev [10], the sequence {Y (h) : h > 0} is tight on D[0,∞). We shall now
come to the conditions of Theorem IX.2.11 in Jacod and Shiryaev [10]. According to
requirement (i) of that theorem we have to check the following conditions
[β7 − R+] B(h)t −B(t) ◦ Y (h) P−−→
h→0
0 t ≥ 0
[γ7 − R+] C˜(h)t − C˜(t) ◦ Y (h) P−−→
h→0
0 t ≥ 0
[δ7,1 − R+] g ∗ ν(h) P−−→
h→0
0 t ≥ 0, g ∈ C1(R).
We shall start with condition [β7 − R+]. Note that the random variable B(h)t and the
(well-defined) random variable B(t)◦Y (h) live on the same probability space (Ω,F, P ).
We have to show that their difference tends to zero in probability. By assumption we
have that
B
(h)
t =
∑
0≤k≤[ t
h
]−1
E(φ(U
(h)
(k+1)h)|F(h)kh ) =
∫ [ t
h
]h
0
b(h)(l
(h)
[u
h
]hY
(h)) du
B(t) ◦ Y (h) =
∫ t
0
b(luY
(h)) du.
Now we introduce a continuous auxiliary process Z(h) which equals Y (h) at discrete
time points and which is linearly interpolated. Since
l
(h)
kh Y
(h) = l(h)(Y
(h)
kh , . . . , Y
(h)
(k−r(h))h) = l
(h)(Z
(h)
kh , . . . , Z
(h)
(k−r(h))h) = l
(h)
kh Z
(h),
we have the following property
B
(h)
t =
∫ [ t
h
]h
0
b(h)(l
(h)
[u
h
]hY
(h)) du =
∫ [ t
h
]h
0
b(h)(l
(h)
[u
h
]hZ
(h)) du.
Furthermore it holds that Y (h) = Z(h)
(h)
ifm(h)(u) := m([u
h
]h). Thereby we can rewrite
B(t) ◦ Y (h) in terms of Z(h) in the following way
B(t) ◦ Y (h) =
∫ t
0
b(luZ
(h)) du+
∫ t
0
[b(luZ(h)
(h)
)− b(luZ(h))] du.
If K is a compact set on C[−r,∞), then
A :=
⋃
0≤u≤t
{l(h)[u
h
]hm : m ∈ K,h > 0} ∪ {mu : m ∈ K}
is a compact subset of C[−r, 0]. Therefore we obtain
sup
m∈K
sup
0≤u≤t
|b(h)(l(h)[u
h
]hm)− b(l(h)[u
h
]hm)| ≤ sup
x∈A
|b(h)(x)− b(x)| −−→
h→0
0
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and
sup
m∈K
sup
0≤u≤t
|b(l(h)[u
h
]hm)− b(lum)| ≤ sup
m∈K
sup
x,x′∈A,‖x−x′‖∞≤wm(h)
|b(x)− b(x′)| −−→
h→0
0,
where wm(h) denotes the modulus of continuity on C[−r, 0]. Thus we have shown that
sup
m∈K
∣∣∣∣∣
∫ [ t
h
]h
0
b(h)(l
(h)
[u
h
]hm) du−
∫ t
0
b(lum) du
∣∣∣∣∣ −−→h→0 0,
having used uniform boundedness of b(h) and boundedness and uniform continuity of
b on compact sets of C[−r, 0]. Furthermore we have that
sup
m∈K
sup
0≤u≤t
|b(lum(h))− b(lum)| ≤ sup
x∈A
|b(x¯(h))− b(x)| −−→
h→0
0,
where we used the assumption of the theorem for the last convergence. Therefore we
can deduce that
|B(h)t −B(t) ◦ Y (h)|1{Z(h)∈K} −−→
h→0
0
a.s. and by dominated convergence (all expressions are bounded) also in L1. Combin-
ing Theorem 15.2, relation (14.9) and Theorem 8.2 in Billingsley [2] we see that the
sequence {Z(h) : h > 0} is tight on C[0,∞), if only the sequence {Y (h) : h > 0} is
tight on D[0,∞). Now we split up in the following way
E|B(h)t −B(t) ◦ Y (h)| = E(|B(h)t −B(t) ◦ Y (h)|1{Z(h)∈K})
+ E(|B(h)t −B(t) ◦ Y (h)|1{Z(h)∈KC}).
In view of tightness of the sequence {Z(h) : h > 0} (which we already established)
there exists a compact set K such that for given  > 0
E(|B(h)t −B(t) ◦ Y (h)|1{Z(h)∈KC}) ≤ tM,
where the constant M depends on the uniform upper bounds for b(h) and b. Then we
established that the expectation
E(|B(h)t −B(t) ◦ Y (h)|1{Z(h)∈K})
tends to zero as h to zero. Therefore B(h)t tends to B(t)◦Y (h) in L1 and in probability
as desired. Next we shall check condition [γ7 − R+]. We recall that the characteristic
C˜(h) has the form
C˜
(h)
t =
∑
0≤k≤[ t
h
]−1
E(φ2(U
(h)
(k+1)h)|F(h)kh )−
∑
0≤k≤[ t
h
]−1
∣∣∣E(φ(U (h)(k+1)h)|F(h)kh )∣∣∣2 ,
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and that the second sum tends to zero in L1. For the first summand it holds that∣∣∣∣∣
∫ [ t
h
]h
0
a(h)(l
(h)
[u
h
]hY
(h)) du−
∫ t
0
a(luY
(h)) du
∣∣∣∣∣ P−−→h→0 0,
repeating the arguments for a(h) and a instead of b(h) and b. Therefore condition
[γ7 − R+] holds. It remains to check condition [δ7,1 − R+]. We shall do this for
[δ7,2−R+] with the underlying function class C2(R), see Jacod and Shiryaev [10]. It is
the set of all continuous bounded functions which are zero in a neighborhood of zero
and have a limit at infinity. Let g ∈ C2(R) be given with the properties
g(x) = 0, x ∈ B(0), sup
x∈R
|g(x)| ≤ K <∞.
We already established that (gp ∗ ν(h)t ), therefore (gp ∗ ν(h)t )K tends to zero in L1 for
each p ∈ N. Hence does (g ∗ ν(h)t ) for each  > 0. Therefore condition [δ7,2 − R+]
holds for ν ≡ 0, where ν is understood to be defined on D[0,∞). This means that
the sequence {Y (h) : h > 0} itself is C-tight. This means, every limit point Q of the
laws of {Y (h) : h > 0} is concentrated on C[−r,∞). We remark that condition (ii) of
Theorem IX.2.11 in Jacod and Shiryaev [10]
sup
m∈D[−r,∞)
|C˜(t)(m)| <∞, sup
m∈D[−r,∞)
|g ∗ νt(m)| <∞
is met by assumption for C˜. To check condition (iii) we invoke that we already
established that ν ≡ 0. The functions
m 7→ B(t)(m) =
∫ t
0
b(mu) du, m 7→ C˜(t)(m) =
∫ t
0
a(mu) du
are continuous for all m ∈ C[−r,∞) and Q-almost surely for all m ∈ D[−r,∞). We
have proved the theorem.
If every random variable Y (h)kh is (2 + δ)-integrable for some δ > 0, one needs not to
truncate. Assume that for h > 0 there are measurable functions b(h)∗, a(h)∗,4(h)∗δ , all
defined on C[−r, 0], such that for all k ∈ N0 a.s.
b(h)∗(l(h)kh Y
(h)) =
1
h
E(U
(h)
(k+1)h|F(h)kh )
a(h)∗(l(h)kh Y
(h)) =
1
h
E(|U (h)(k+1)h|2|F(h)kh )
4(h)∗δ (l(h)kh Y (h)) =
1
h
E(|U (h)(k+1)h)|2+δ|F(h)kh ).
Exactly as in the proof of Theorem 2.4.16 we have the following implications
∀δ > 0 sup
x∈C[−r,0]
4(h)∗δ −−→
h→0
0 =⇒ sup
x∈C[−r,0]
4(h) −−→
h→0
0 ∀ > 0
sup
x∈K
|b(h)∗(x)− b(x)| −−→
h→0
0 =⇒ sup
x∈K
|b(h)(x)− b(x)| −−→
h→0
0
sup
x∈K
|a(h)∗(x)− a(x)| −−→
h→0
0 =⇒ sup
x∈K
|a(h)(x)− a(x)| −−→
h→0
0,
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and Theorem 2.6.1 is applicable for the not truncated expectations b(h)∗ and a(h)∗.
In the previous sections the approximating process X(h) was linearly interpolated.
Is X(h) also a semimartingale? The answer to this question is positive since a linearly
interpolated process obviously has bounded variation. Therefore X(h) is a semimartin-
gale with characteristics (B(h), C(h), ν(h)) = (X(h), 0, 0) with respect to its natural
filtration FX(h) . This shows us the following: If a sequence of linearly interpolated
processes X(h) converges weakly to a continuous process Y of unbounded variation,
then this cannot be verified with the tools of semimartingale theory since the condi-
tions  [β7 − R+] B
(h)
t −B(t) ◦ Z(h) P−−→
h→0
0 t ≥ 0
[γ7 − R+] C˜(h)t − C˜(t) ◦ Z(h) P−−→
h→0
0 t ≥ 0
are not fulfilled for the semimartingale components (B, C˜) of Y . It gives us also the
following warning about weak convergence of semimartingales: If a sequence of semi-
martingales X(h) with characteristics (B(h), C˜(h), ν(h)) converges weakly to another
semimartingale Y with characteristics (B, C˜, ν), then it need not hold that the se-
quence of characteristics of X(h) converges weakly to the characteristics of Y for any
choice of all characteristics involved. Theorem VII.3.4. in Jacod and Shiryaev [10]
gives conditions for convergence of the characteristics if all underlying processes have
independent increments. We close this section with the following remark.
2.6.2 Remark. The strongest aspect in the theory of semimartingales in Jacod and
Shiryaev [10] is that also processes with jumps are included. But this thesis is restricted
to continuous processes.
2.7 Comparison to Literature
This section is devoted to citing already known results on approximation of stochastic
delay differential equations. There are two types of approximation: weak and strong
approximation.
We shall begin with weak approximation. A sequence of probability measures
{P (h) : h > 0} converges weakly to another probability measure Q if ∫ f dP (h) −−→
h→0∫
f dQ for all bounded, continuous functions f . In this chapter, with exception of the
preceding section, the domain of P (h) and Q is the space C[−r,∞) endowed with the
Skorochod topology. But it is also to study the laws for a fixed time points T . If
|E(f(X(h)T ))− E(f(X(T )))| −−→
h→0
0 (2.7.1)
holds for each T > 0, then the sequence {X(h)T : h > 0} converges weakly to X(T ). In
this case one can also say that the processes X(h) converge weakly to the process X,
since the random variables X(h)T converge weakly to X(T ) for all T > 0. Usually one
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goes one step further and investigates how fast the convergence in (2.7.1) is obtained.
A special class of continuous functions φ is picked out and the following property is
studied
|E(φ(X(h)T ))− E(φ(X(T )))| ≤ Khβ, β > 0,
where the constant K depends on the function φ, the initial data and the time point
T , but not on the step length h. In this case the sequence of approximations X(h)
converges weakly to the process X with order β for the class of test functions φ. In
Küchler and Platen [15] the d-dimensional delay equation of the form
dX(t) = a(X(t), X(t− r)) dt+
d∑
j=1
bj(X(t), X(t− r)) dBj(t)
is approximated weakly in the described sense with order 1 and with order 2. In
Buckwar and Shardlow [3] the d-dimensional delay equation
dX(t) =
(∫ 0
−r
X(t+ u) da(u) + f(X(t))
)
dt+ b(X(t)) dB(t)
is approximated weakly with order 1 in the case of continuous delay∣∣∣∣∫ 0−r g(u) da(u)
∣∣∣∣ ≤ ∫ 0−r a¯(u)|g(u)| du.
Kloeden and Platen [13] treat weak approximation of higher orders for stochastic
ordinary differential equations. The arguments are based on an Itô-Taylor formula
and use the Markov property of the solution process.
In comparison to above cited authors, this thesis does not contain any estimations
of orders. An estimation of orders on the space C[−r,∞) has not been done yet. To
tackle this aspect, one has to investigate the inequality
|E(φ(X(h)))− E(φ(X))| ≤ Khβ, β > 0,
where φ belongs to a class of continuous test functions with domain C[−r,∞). One
could also introduce an appropriate distance d between two probability measures on
C[−r,∞) and study the relation
d(P (h), Q) ≤ Khβ,
where P (h) is the law of the process X(h) and Q the law of the solution process X.
Those inequalities are surely not easy to establish if X is the solution of a stochastic
equation, even in the ordinary case.
There is also weak approximation in another sense if it is known in advance that
the process X has a density p(T, x) at time T . In this case one studies the inequality
sup
x∈R
|E(fhT − x)− p(T, x)| ≤ Khβ, (2.7.2)
2.7 Comparison to Literature 73
where the functions fhT are certain algorithms depending on the approximations X(h).
In Kohatsu-Higa [14] the diffusion with boundary conditions{
dX(t) = b(X(t)) dt+ σ(X(t)) ◦ dB(t), 0 ≤ t ≤ 1
h0 = F0X(0) + F1X(1)
is studied. The stochastic integral is the Stratonovich integral. Note that due to the
boundary condition the processX is anticipative. Therefore the proof in Kohatsu-Higa
[14] contains Malliavin calculus. Concerning ordinary equations it is a success of the
Malliavin calculus to prove existence of a density if Hörmander conditions are fulfilled.
In the one-dimensional case they reduce to the condition σ(ξ) 6= 0 or σn(ξ)b(ξ) 6= 0 for
some n ∈ N, if for the solution X it holds that X(0) = ξ. The existence of a density
for delay equations is proven in Bell and Mohammed [1] for the system
dX(t) = H(t,X) + g(t,X(t− r)) dB(t)
for a non-anticipating functional H. In Hu, Mohammed, and Yan [8] it is shown in the
case of point delay that X(T ) ∈ D1,∞ for the solution X. An inequality of the type
(2.7.2) has not been established yet for the approximation of densities of SDDE’s. A
proof of this inequality would use Malliavin calculus. This technique is not present in
this thesis.
We shall now cite results on strong approximations. Assume that the solution
process X and all approximating processes X(h) are defined on a common probability
space. Then one can measure the L1-distance between X and X(h). The approxima-
tions X(h) converge strongly to X with order γ if
E|X(h)T −X(T )| ≤ Khγ
for a constant K not depending on h. Usually the approximation X(h) is constructed
in terms of the driving force B of the process X. Strong approximations of SDDE’s
are treated in Hu, Mohammed, and Yan [8]. Equations of the form
dX(t) = h(t,Π2(Xt), Q2(Xt)) + g(t,Π1(Xt), Q1(Xt)) dB(t)
for projections Πi of discrete type and Qi of continuous type for i = 1, 2 are approxi-
mated by Euler schemes (discretization in state but not in time) with order 0.5. The
proof is based on Gronwall techniques alone. In Theorem 5.3 in Hu, Mohammed, and
Yan [8] an Itô formula is presented for φ(t,Π(Xt)) for discrete projections Π of the
function segment Xt. An SDDE with point delay is approximated by Milstein schemes
X(h) which converge strongly to the solution X with order 1 which is proven by means
of this Itô formula.
If the coefficients f and g of the following SDDE
dX(t) = f(Xt) dt+ g(Xt) dB(t)
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satisfy a global Lipschitz condition, then the uniform estimation
E( sup
0≤t≤T
|X(h)t −X(t)|) ≤ K
√
h
holds for Euler schemes as is pointed out in Mao [18].
It is also possible to firstly approximate the Brownian motion B by processes B(h)
and secondly construct processes X(h) in terms of B(h). This direction was at first
followed in Wong and Zakai [30]. They consider processes X(h) of the kind
dX(h)(t) = m(X(h)(t), t) dt+ σ(X(h)(t), t) dB(h)(t),
where B(h) with bounded variation for each h > 0 is an approximation of the Brownian
motion B. Then one has the effect that the sequence {X(h) : h > 0} converges a.s. to a
process X uniformly on any compact interval, where the process X is the Stratonovich
solution of
dX(t) = m(X(t), t) dt+ σ(X(t), t) ◦ dB(t),
or equivalently the Itô solution of
dX(t) = m(X(t), t) dt+ σ(X(t), t) dB(t) +
1
2
σ(X(t), t)
∂
∂y
σ(X(t), t) dt.
The additional term
1
2
σ(X(t), t)
∂
∂x
σ(X(t), t) dt
for X is explained by the fact that each B(h) has bounded variation, and B(t) has
quadratic variation t. How does the additional term for delay equations look like? An
answer is given in Twardowska [29]. The processes X(h) given by
dX(h)(t) = b(X
(h)
t ) dt+ σ(X
(h)
t ) dB
(h)(t)
converge in mean square to the strong solution of the SDDE
dX(t) = b(Xt) dt+ σ(Xt) dB(t) +
1
2
D˜σ(Xt)σ(Xt) dt.
The term D˜σ requires explanation. The Fréchet derivative Dσ at the point g may be
represented as an integral with respect to a measure µg
(Dσ)(g)(4) =
∫ 0
−r
4(v) dµg(v).
Then D˜σ is defined as (D˜σ)(g) := µg({0}). In the case of point delay with
σ(x) = σ¯(x(u0), . . . , x(un)), −r = un < . . . < u0 = 0, x ∈ C[−r, 0]
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the Fréchet derivative and the quantity µg({0}) are given by
(Dσ)(g)(4) =
n∑
i=0
∂σ¯
∂xi
(g(ui))4(ui), µg({0}) = ∂σ¯
∂x0
(g(0)).
For delay of the kind
σ(x) = h
(∫ 0
−r
ψ(x(v))a(v) dv
)
, x ∈ C[−r, 0]
those quantities are
(Dσ)(g)(4) =
∫ 0
−r
h′
(∫ 0
−r
ψ(g(v))a(v) dv
)
ψ′(g(v))a(v)4(v) dv, µg({0}) = 0.
This shows the following result of Twardowska [29]: The processes X(h) converge
strongly to the Itô solution, if the diffusion coefficient does not depend on the actual
state in the case of point delay, or if the diffusion coefficient has the form σ(x) =
h
(∫ 0
−r ψ(x(v))a(v) dv
)
.

Chapter 3
Weak Limits of ARMA-Series
3.1 Introduction
In this chapter we shall deal with strictly stationary processes. The distribution of
the initial condition is determined by the requirement of stationarity of the underlying
process.
3.1.1 Definition. Let I ⊂ (−∞,+∞) be an index set. A stochastic process (Xt)t∈I
is strictly stationary if
(Xt1 , . . . , Xtn)
d
= (Xt1+s, . . . , Xtn+s)
for all 0 ≤ t1 < . . . < tn, n ∈ N, tj ∈ I, tj + s ∈ I, where d= stands for equality in
distribution.
There exist other notions of stationarity than strictly stationary. Since we regard
only this type of stationarity in this section, we will omit the qualifier strictly in the
sequel.
We shall now introduce an important class of stationary processes in discrete time.
3.1.2 Definition (ARMA(p,q)). (Yn)n∈Z is an ARMA(p, q)-process, if it is stationary
and if for every n ∈ Z
Yn + b1Yn−1 + . . .+ bqYn−p = a0n + a1n−1 + . . .+ aqn−q, bp 6= 0, aq 6= 0, (3.1.1)
where (n)n∈Z is a sequence of independent, N(0, 1)-distributed random variables.
It is shown in Shiryaev [27] that, if the polynomial
P (z) := 1 + b1z + . . .+ bpz
p, z ∈ C
does not vanish in the closed unit circle, then there exists a unique stationary solution
of (3.1.1). This solution has the spectral density
f(λ) =
1
2pi
|Q(e−iλ)|2
|P (e−iλ)|2 , λ ∈ R, E(YnY0) =
∫ pi
−pi
eiλnf(λ) dλ, n ∈ Z,
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where Q(z) := a0 + a1z + . . . + aqzq for z ∈ C. We assume that p(h) := p/h ∈ N0
and q(h) := q/h ∈ N0 for some nonnegative real numbers p and q. In the sequel
we shall write "for h > 0" meaning "for all h > 0 such that p(h) = p/h ∈ N0 and
q(h) = q/h ∈ N0". For h > 0 define the following scheme Y
(h)
(m+1)h = Y
(h)
mh +
p(h)∑
j=0
a
(h)
j Y
(h)
(m−j)hh+
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ Z
Y
(h)
t = Y
(h)
[ t
h
]h
, t ∈ R
(3.1.2)
The cases p = 0 and q = 0 are included. If p or q are greater than zero, then
the numbers p(h) or q(h) tend to infinity as h tends to zero. The process Y (h) is
right-continuous stochastic process on the whole real line. The series (Y (h)mh )m∈Z is an
ARMA(p(h) + 1, q(h))-process in discrete time. It is shown in Shiryaev [27] that it
admits a stationary solution if the polynomial
P (h)(z) := 1− z − h
p(h)∑
j=0
a
(h)
j z
j+1 = 1− z − zh
∫ 0
−p
z−
u
h da(h)(u), z ∈ C
does not vanish in the closed unit circle. Here a(h) denotes the discrete measure on
[−p, 0] obtained from the coefficients a(h)j by
a(h)({−jh}) = a(h)j , 0 ≤ j ≤ p(h).
It is shown in Reiß [23] that, if the sequence a(h) of discrete signed measures converges
weakly to a signed measure a on [−p, 0] and a ∈ M−[−p, 0], then P (h)(z) does not
vanish in the closed unit circle for all sufficiently small h. A signed measure a belongs
to M−[−p, 0] if
v0(a) := sup{Re(λ) : χa(λ) = 0} < 0, χa(λ) := λ−
∫ 0
−p
eλu da(u), λ ∈ C.
The spectral density is given by
f (h)(λ) =
1
2pi
|Q(h)(e−iλ)|2
|P (h)(e−iλ)|2 , λ ∈ R,
where the polynomial Q(h) is defined by
Q(h)(z) :=
q(h)∑
i=0
σ
(h)
i
√
hzi =
√
h
∫ 0
−q
z−
u
h dσ(h)(u), z ∈ C.
Here σ(h) denotes the discrete measure on [−q, 0] obtained from the coefficients σ(h)i
by
σ(h)({−ih}) = σ(h)i , 0 ≤ i ≤ q(h).
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Note that no assumption on the measure σ(h) is needed for the existence of a stationary
solution. We obtain for the covariance function of the series (Y (h)mh )m∈Z in (3.1.2)
E(Y
(h)
mh Y
(h)
0 ) =
1
2pi
∫ pi
−pi
eiλm
|Q(h)(e−iλ)|2
|P (h)(e−iλ)|2 dλ
=
1
2pi
∫ pi/h
−pi/h
eiλmh
|Q(h)(e−iλh)|2
|P (h)(e−iλh)|2h dλ
=
1
2pi
∫ pi/h
−pi/h
eiλmh
∣∣∣∫ 0−q eiλu dσ(h)(u)∣∣∣2
|P (h)(e−iλh)|2 h
2 dλ
=
1
2pi
∫ pi/h
−pi/h
eiλmh
∣∣∣∫ 0−q eiλu dσ(h)(u)∣∣∣2
|χ(h)(iλ)|2 dλ, m ∈ Z,
where we used the notation
χ(h)(iλ) :=
P (h)(e−iλh)
h
=
1− e−iλh
h
− e−iλh
∫ 0
−r
eiλu da(h)(u), λ ∈ R.
Our aim is to establish a weak limit of the sequence of ARMA-processes Y (h) as h
tends to zero.
3.2 Establishing the Limit
We assume that the discrete measures a(h) and σ(h) converge weakly: There are signed
measures a on [−p, 0] and σ on [−q, 0] such that a(h) =⇒ a and σ(h) =⇒ σ. In this case
the following asymptotic behavior of the covariance function of the series (Y (h)mh )m∈Z is
suggested
E(Y
(h)
[ t
h
]h
Y
(h)
0 ) =
1
2pi
∫ pi/h
−pi/h
eiλ[
t
h
]h
∣∣∣∫ 0−q eiλu dσ(h)(u)∣∣∣2
|χ(h)(iλ)|2 dλ
−−→
h→0
1
2pi
∫ +∞
−∞
eiλt
∣∣∣∫ 0−q eiλu dσ(u)∣∣∣2
|χa(iλ)|2 dλ =: qa,σ(t), t ∈ R.
The following theorem reinforces the suggestion.
3.2.1 Theorem. Assume that a(h) =⇒ a such that a ∈M−[−p, 0] and∣∣∣∣e−iλh ∫ 0−p eiλu da(h)(u)−
∫ 0
−p
eiλu da(u)
∣∣∣∣ ≤ K(1 + λ2)h (3.2.1)
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for some constant K and all sufficiently small h. Furthermore assume that σ(h) =⇒ σ
such that ∣∣∣∣∫ 0−q eiλu dσ(h)(u)−
∫ 0
−q
eiλu dσ(u)
∣∣∣∣ ≤ K(1 + |λ|)h (3.2.2)
for some constant K and all sufficiently small h. Then it holds
sup
m∈Z
|E(Y (h)mh Y (h)0 )− qa,σ(mh)| −−→
h→0
0.
Proof. First we shall get rid of the uniformity in m and of the tails
sup
m∈Z
|E(Y (h)mh Y (h)0 )− qa,σ(mh)| ≤
∫
|λ|≥pi/h
∣∣∣∫ 0−q eiλu dσ(u)∣∣∣2
|χa(iλ)|2 dλ
+
1
2pi
∫ pi/h
−pi/h
∣∣∣∣∣∣∣
∣∣∣∫ 0−q eiλu dσ(h)(u)∣∣∣2
|χ(h)(iλ)|2 −
∣∣∣∫ 0−q eiλu dσ(u)∣∣∣2
|χa(iλ)|2
∣∣∣∣∣∣∣ dλ.
The first integral is lower or equal than∫
|λ|≥pi/h
‖σ‖2TV
|χa(iλ)|2 dλ,
which tends to zero as h to zero since for each a ∈M−[−p, 0]
1
|χa(iλ)|2 ∼
1
1 + λ2
. (3.2.3)
The notation A(λ) ∼ B(λ) means that there are constants C1 ≤ C2 such that 0 <
C1 ≤ A(λ)B(λ) ≤ C2 <∞ for all λ ∈ R. Using the property a(h) =⇒ a, one can easily show
that also
1
|χ(h)(iλ)|2 ∼
1
1 + λ2
(3.2.4)
uniformly for all sufficiently small h. For simplification of writing we introduce the
following notations for λ ∈ R
w(h)(λ) :=
∫ 0
−q
eiλu dσ(h)(u), w(λ) :=
∫ 0
−q
eiλu dσ(u)
z(h)(λ) := χ(h)(iλ), z(λ) := χa(iλ).
For each λ ∈ R we have the pointwise estimation∣∣∣∣ |w(h)|2|z(h)|2 − |w|2|z|2
∣∣∣∣ ≤ |w(h)|2 (|z|+ |z(h)|)|z − z(h)||z(h)|2|z|2 + (|w|+ |w(h)|)|w − w(h)||z|2 .
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Now we estimate every single term starting with w and w(h)
|w|+ |w(h)| ≤ ‖σ‖TV + sup
h>0
‖σ(h)‖TV <∞.
By assumption (3.2.1) we have that
|z − z(h)| ≤
∣∣∣∣1− e−iλhh − iλ
∣∣∣∣+K(1 + λ2)h
≤ λ2h
∞∑
j=2
|λh|j−2
j!
+K(1 + λ2)h
≤ C1(1 + λ2)h, |λ| ≤ pi
h
, C1 = const.
Using the behavior of χa and χ(h) in (3.2.3) and (3.2.4) we obtain(
|w(h)|2 (|z|+ |z
(h)|)|z − z(h)|
|z(h)|2|z|2
)
(λ) ≤ C2(1 + λ2)−1/2h, C2 = const.
As for the other summand it suffices to combine assumption (3.2.2)
|w − w(h)|(λ) ≤ K(1 + |λ|)h ≤ C3(1 + λ2)1/2h, C3 = const
with the behavior of χa in (3.2.3) to obtain(
(|w|+ |w(h)|)|w − w(h)|
|z|2
)
(λ) ≤ C4(1 + λ2)−1/2h, C4 = const.
Now it holds that
h
∫
|λ|≤pi
h
(1 + λ2)−1/2 dλ = 2h log(pi/h+ (1 + pi2/h2)−1/2) −−→
h→0
0,
which completes the proof of the theorem.
3.2.2 Remark. If for a given measure a on [−p, 0] one chooses approximating mea-
sures a(h) by
a
(h)
p(h)
= a(h)({−p}) := a({−p}), a(h)j = a(h)({−jh}) := a(−(j + 1)h,−jh],
then
a(h) =⇒ a
(respectively for σ), and one can show by partial integration that the technical assump-
tions of Theorem 3.2.1 are satisfied both for a(h) and σ(h).
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3.2.3 Remark. Since qa,σ(t) is continuous, we have shown by Theorem 3.2.1 that for
all T > 0 it holds that
sup
0≤s0≤s1≤T
|E(Y (h)s1 Y (h)s0 )− qa,σ(s1 − s0)| −−→h→0 0.
For h > 0 we defined in (3.1.2) a stationary sequence (Y (h)mh )m∈Z with covariance
function E(Y (h)
[ t
h
]h
Y
(h)
0 ) depending on h. So far we established that those covariance
functions converge as h to zero uniformly to a function qa,σ(t). Now one can ask the
following question. Does there exist a stationary process (Y (t))t∈R on the whole real
line such that
E(Y (t)Y (0)) = qa,σ(t), t ∈ R?
The answer to this question is positive. Set
Ya,σ(t) = Y (t) :=
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u), t ∈ R. (3.2.5)
Here B is a Brownian motion on the whole real line, and xa denotes the fundamental
solution for the measure a which is defined by
xa(s) = 0, −p ≤ s < 0
xa(0) = 1
xa(t) = xa(0) +
∫ t
0
∫ 0
−p xa(s+ u) da(u) ds, t ≥ 0.
By stochastic Fubini we obtain also the following representation for Ya,σ
Ya,σ(t) =
∫ t
−∞
(∫ 0
−q
xa(t+ u− s) dσ(u)
)
dB(s), t ∈ R.
The function
fa,σ(t) = f(t) :=
∫ 0
−q
xa(t+ u) dσ(u), t ∈ R
is called kernel function. Then the variable Y (t) =
∫ t
−∞ f(t − s) dB(s) is a moving
average over differentials of a Brownian motion weighted by the kernel function. Since
the kernel function vanishes for negative values one may also write Y (t) =
∫ +∞
−∞ f(t−
s) dB(s). An interesting special case is if σ is the Dirac-measure δ{0} in zero. Then
we obtain
Ya,δ{0}(t) =: X(t) =
∫ t
−∞
xa(t− s) dB(s), t ∈ R.
Then X is the well-known Ornstein-Uhlenbeck process. This is a continuous Gaussian
process and the stationary solution of
dX(t) =
(∫ 0
−p
X(t+ u) da(u)
)
dt+ dB(t).
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By the substitution s′ = s+ u for fixed u we obtain the following representation of Y
in terms of X
Y (t) =
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u)
=
∫ 0
−q
(∫ t+u
−∞
xa(t+ u− s′) dB(s′)
)
dσ(u) =
∫ 0
−q
X(t+ u) dσ(u), t ∈ R.
We see that Y is a linear mixture of an Ornstein-Uhlenbeck process X with mixing
signed measure σ. Hence Y is also a continuous Gaussian process. Furthermore, it is
strictly stationary since by stationarity of X it follows that
E(Y (t)Y (w)) =
∫ 0
−q
∫ 0
−q
E(X(t+ u)X(w + u′)) dσ(u) dσ(u′)
=
∫ 0
−q
∫ 0
−q
E(X(t− w + u)X(u′)) dσ(u) dσ(u′)
= E(Y (t− w)Y (0)), t, w ∈ R.
Our aim is now to show that
E(Y (t)Y (0)) = qa,σ(t), t ∈ R.
First we shall establish this relation for the process X. A simple calculation shows
that
E(X(t)X(0)) =
∫ +∞
0
xa(s)xa(s+ t) ds =
∫ +∞
0
xa(s)xa(s+ |t|) ds, t ∈ R.
Now we need the Laplace transform of the fundamental solution xa. It has the form∫ +∞
0
e−λtxa(t) dt =
1
χa(λ)
, Re(λ) > v0(a),
as can be found in Reiß [23]. By repeated use of Fubini we obtain
1
|χa(iξ)|2 =
(∫ +∞
0
e−iξtxa(t) dt
)(∫ +∞
0
eiξtxa(t) dt
)
=
∫ +∞
−∞
∫ +∞
−∞
1{s≥0}1{t≥0}xa(s)xa(t)eiξse−iξt dt ds
=
∫ +∞
−∞
(∫ +∞
−∞
xa(s)1{s≥0}xa(s+ t)1{s+t≥0} ds
)
e−iξt dt
=
∫ +∞
−∞
(∫ +∞
0
xa(s)xa(s+ t) ds
)
e−iξt dt
=
∫ +∞
−∞
E(X(t)X(0))e−iξt dt, ξ ∈ R,
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which by transforming back implies
E(X(t)X(0)) =
1
2pi
∫ +∞
−∞
eiλt
1
|χa(iλ)|2 dλ, t ∈ R.
Therefore we see by repeated use of Fubini that
E(Y (t)Y (0)) =
∫ 0
−q
∫ 0
−q
E(X(t+ u− u′)X(0)) dσ(u) dσ(u′)
=
∫ 0
−q
∫ 0
−q
1
2pi
(∫ +∞
−∞
eiλ(t+u−u
′) 1
|χa(iξ)|2 dλ
)
dσ(u) dσ(u′)
=
1
2pi
∫ +∞
−∞
eiλt
|χa(iλ)|2
(∫ 0
−q
∫ 0
−q
eiλ(u−u
′) dσ(u) dσ(u′)
)
dλ
=
1
2pi
∫ +∞
−∞
eiλt
∣∣∣∫ 0−q eiλu dσ(u)∣∣∣2
|χa(iλ)|2 dλ = qa,σ(t), t ∈ R.
In view of Remark 3.2.3 we have obtained so far the following: The finite-dimensional
distributions of Y (h) in (3.1.2) converge to the finite-dimensional distributions of Y ,
where Y is given by (3.2.5). To give a proof for tightness of the sequence {Y (h) : h > 0}
we need some more information on the limit Y . We start with the fact that Y solves
a certain stochastic equation.
3.2.4 Theorem. Let Y be the process defined by
Y (t) :=
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u), t ∈ R.
Then Y is the stationary solution of the following stochastic equation
dY (t) =
(∫ 0
−p
Y (t+ u) da(u)
)
dt+
∫ 0
−q
dB(t+ u) dσ(u), t ≥ 0 (3.2.6)
which means in integrated form
Y (t) = Y (0) +
∫ t
0
∫ 0
−p
Y (s+ u) da(u) ds+
∫ 0
−q
[B(t+ u)−B(u)] dσ(u), t ≥ 0.
Proof. We already established that Y is stationary and continuous. It is also clear that
Y is adapted to the filtration of the Brownian motion B. It remains to show that Y
solves (3.2.6). Here we use the property that Y is a mixture of an Ornstein-Uhlenbeck
process X
Y (t) =
∫ 0
−q
X(t+ u) dσ(u), t ∈ R.
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The process X satisfies for all real time points t1 ≤ t2
X(t2) = X(t1) +
∫ t2
t1
∫ 0
−p
X(s+ w) da(w) ds+B(t2)−B(t1).
By inserting we see that
Y (t)− Y (0) =
∫ 0
−q
[X(t+ u)−X(u)] dσ(u)
=
∫ 0
−q
[
B(t+ u)−B(u) +
∫ t+u
u
∫ 0
−p
X(s+ w) da(w) ds
]
dσ(u)
=
∫ 0
−q
B(t+ u)−B(u) dσ(u)
+
∫ t
0
∫ 0
−p
∫ 0
−q
X(s+ w + u) dσ(u) da(w) ds
=
∫ 0
−q
B(t+ u)−B(u) dσ(u) +
∫ t
0
∫ 0
−p
Y (s+ w) da(w) ds, t ≥ 0,
which is our desired result.
Before we discuss the structure of the stochastic equation (3.2.6) we proceed with a
moment estimation for stationary solutions of this equation.
3.2.5 Lemma. Let Y be a stationary solution of
dY (t) =
(∫ 0
−p
Y (t+ u) da(u)
)
dt+
∫ 0
−q
dB(t+ u) dσ(u), t ≥ 0
with E(|Y (0)|2) <∞. Then for each T > 0 there exist a constant K such that
E(|Y (t)− Y (0)|2) ≤ Kt, 0 ≤ t ≤ T.
Proof. We have by definition that
Y (t) = Y (0) +
∫ t
0
∫ 0
−p
Y (s+ u) da(u) ds+
∫ 0
−q
[B(t+ u)−B(u)] dσ(u), t ≥ 0,
and hence
|Y (t)− Y (0)|2 ≤ 2(
∫ t
0
∫ 0
−p
Y (s+ u) da(u) ds)2 + 2(
∫ 0
−q
[B(t+ u)−B(u)] dσ(u))2.
86 Chapter 3. Weak Limits of ARMA-Series
Firstly, we have by Fubini and Cauchy-Schwarz that
E(
(∫ 0
−q
[B(t+ u)−B(u)] dσ(u)
)2
)
=
∫ 0
−q
∫ 0
−q
E([B(t+ u)−B(u)][B(t+ u′)−B(u′)]) dσ(u) dσ(u′) ≤∫ 0
−q
∫ 0
−q
√
E(|B(t+ u)−B(u)|2)E(|B(t+ u′)−B(u′)|2) d|σ|(u) d|σ|(u′)
=
∫ 0
−q
∫ 0
−q
t1/2t1/2 d|σ|(u) d|σ|(u′) = t‖σ‖2TV, t ≥ 0.
Secondly, we have the pointwise estimation(∫ t
0
∫ 0
−p
Y (s+ u) da(u) ds
)2
≤ t
∫ t
0
(∫ 0
−p
Y (s+ u) da(u)
)2
ds
≤ t‖a‖TV
∫ t
0
∫ 0
−p
|Y (s+ u)|2 d|a|(u) ds, t ≥ 0,
and hence
E
(∫ t
0
∫ 0
−p
Y (s+ u) da(u) ds
)2
≤ t‖a‖TV
∫ t
0
∫ 0
−p
E(|Y (s+ u)|2) d|a|(u) ds
= t‖a‖TV
∫ t
0
∫ 0
−p
E(|Y (0)|2) d|a|(u) ds
≤ t‖a‖2TVE(|Y (0)|2)T, t ≥ 0.
Therefore the lemma holds for the constant
K = 2‖σ‖2TV + 2‖a‖2TVE(|Y (0)|2)T.
Now we are able to prove the following theorem.
3.2.6 Theorem. Let for h > 0 the process Y (h) be defined by Y
(h)
(m+1)h = Y
(h)
mh +
p(h)∑
j=0
a
(h)
j Y
(h)
(m−j)hh+
q(h)∑
i=0
σ
(h)
i
√
hm−i, m ∈ Z
Y
(h)
mh = Y
(h)
[ t
h
]h
, t ∈ R.
Let the assumptions of Theorem 3.2.1 be satisfied. Then the sequence {Y (h) : h > 0}
converges weakly to Y , where Y is given by
Y (t) =
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u), t ∈ R.
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Proof. It remains to establish the tightness of the sequence {Y (h) : h > 0}. By
Theorem 15.6 in Billingsley [2] tightness will follow, if for all T > 0
e
(h)
t0,t1,t2 := limh→0
E(|Y (h)t1 − Y (h)t0 |2|Y (h)t2 − Y (h)t1 |2) ≤ C(t2 − t0)2
for all 0 ≤ t0 ≤ t1 ≤ t2 ≤ T and for a constant C. Since Y (h) and Y are stationary,
and Y has covariance function qa,σ, it follows from Remark 3.2.3 that
sup
0≤s0≤s1≤T
|E(|Y (h)s1 − Y (h)s0 |2)− E(|Y (s1)− Y (s0)|2)| −−→h→0 0.
For Gaussian systems (A,B) with E(A) = E(B) = 0 it holds that
E(A2B2) = E(A2)E(B2) + 2(E(AB))2 ≤ 3E(A2)E(B2).
Now we can complete the proof in the following manner
e
(h)
t0,t1,t2 ≤ 3limh→0E(|Y
(h)
t1 − Y (h)t0 |2)E(|Y (h)t2 − Y (h)t1 |2)
= 3E(|Y (t1)− Y (t0)|2)E(|Y (t2)− Y (t1)|2)
= 3E(|Y (t1 − t0)− Y (0)|2)E(|Y (t2 − t1)− Y (0)|2)
≤ 3K(t1 − t0)(t2 − t1) ≤ 3K(t2 − t0)2.
For the last line we used Lemma 3.2.5. The theorem has been shown.
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For theoretical interest we will investigate the system{
Y0 = ρ
dY (t) =
(∫ 0
−p Y (t+ u) da(u)
)
dt+
∫ 0
−q dB(t+ u) dσ(u), t ≥ 0
(3.3.1)
in detail. Here ρ is an arbitrary random initial condition on [−p, 0] and B a Brownian
motion starting at time −q. The case of the stationary solution for system (3.3.1)
is included. Especially we are interested in the structure of the driving force. Its
differentiated form is ∫ 0
−q
dB(t+ u) dσ(u). (3.3.2)
This stochastic differential cannot be written in the form
g(Yt, t, ω) dB(t),
even for a coefficient g explicitly depending on ω. The differential in (3.3.2) is not only
a differential of the Brownian motion at time point t, but a mixture of differentials
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for time points in the interval [t− q, t]. Hence existence and uniqueness for equations
driven by (3.3.2) are not covered by existence theorems with random coefficients in
Mohammed [20]. If we formally write down the integrated form and formally use
Fubini, then we obtain
Z1(t) :=
∫ t
0
∫ 0
−q
dB(s+ u) dσ(u) =
∫ 0
−q
∫ t
0
dB(s+ u) dσ(u)
=
∫ 0
−q
∫ t
0
dB(s+ u) dσ(u) =
∫ 0
−q
[B(t+ u)−B(0)]) dσ(u).
In the preceding section we showed that Z1 is the driving force of a weak limit of
ARMA-processes. We see that the random variable
I(0) :=
∫ 0
−q
−B(0) dσ(u)
is F0-measurable, if F denotes the natural filtration of the Brownian motion B. It
is common to collect F0-measurable variables at the initial conditions. Then the
stochastic equation takes the form{
Y0 = ρ
Y (t) = ρ(0) + I(0) +
∫ t
0
∫ 0
−p Y (s+ u) da(u) dt+ Z(t), t ≥ 0
(3.3.3)
with
Z(t) :=
∫ 0
−q
B(t) dσ(u), t ≥ 0.
One can interpret equation (3.3.3) such that for each ω one solves a deterministic delay
differential equation for Z(ω). We would like to study the process Z precisely. It is
easily seen that it is a centered Gaussian process. Its covariance is given by
E(Z(t)Z(s)) =
∫ 0
−q
∫ 0
−q
E(B(t+ u)B(s+ u′)) dσ(u) dσ(u′)
=
∫ 0
−q
∫ 0
−q
(t+ u) ∧ (s+ u′) dσ(u) dσ(u′), t, s ≥ 0.
A next important characteristic is the quadratic variation. Therefore we need a lemma.
3.3.1 Lemma. It holds for the quadratic covariation of the Brownian motion with
itself that a.s.
[B(·+ u), B(·+ u′)](t) = t· 1{u=u′}, −q ≤ u, u′ ≤ 0, t ≥ 0.
3.3 Discussion of the Limit 89
Proof. For u = u′ it is known that a.s.∑
0≤tni ≤t
[B(tni+1 + u)−B(tni + u)]2−−−→
n→∞
t, t ≥ 0.
Let u 6= u′. We consider the dyadic partition of [0, t]. For
tni+1 − tni ≤ |u− u′|
it holds that
E
 ∑
0≤tni ≤t
[B(tni+1 + u)−B(tni + u)][B(tni+1 + u′)−B(tni + u′)]
2
=
∑
0≤tni ≤t
E[B(tni+1 + u)−B(tni + u)]2E[B(tni+1 + u′)−B(tni + u′)]2
=
∑
0≤tni ≤t
(tni+1 − tni )2 ≤ t/2n−−−→
n→∞
0, t ≥ 0.
Since ∞∑
n=1
t/2n <∞,
the convergence is a.s. The lemma has been shown.
Now we are able to calculate the quadratic variation of Z.
3.3.2 Theorem. For
Z(t) =
∫ 0
−q
B(t+ u) dσ(u), t ≥ 0
it holds that a.s.
[Z](t) = t·
∫ 0
−q
∫ 0
−q
1{u=u′} dσ(u) dσ(u′), t ≥ 0.
Proof. We have to establish the limit of the sum∑
0≤tni ≤t
[Z(tni+1)− Z(tni )]2, t ≥ 0.
By Fubini and linearity of the integral we see that
∑
0≤tni ≤t
[Z(tni+1)− Z(tni )]2 =
∫ 0
−q
∫ 0
−q
gn(u, u′) dσ(u) dσ(u′), t ≥ 0
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with
gn(u, u′) :=
∑
0≤tni ≤t
[B(tni+1+u)−B(tni +u)][B(tni+1+u′)−B(tni +u′)], −q ≤ u, u′ ≤ 0.
According to Lemma 3.3.1 it holds that a.s.
gn(u, u′)−−−→
n→∞
t· 1{u=u′}, −q ≤ u, u′ ≤ 0.
Since
|a||b| ≤ 1
2
(a2 + b2),
and hence a.s.
|gn(u, u′)|(ω) ≤ 1
2
∑
0≤tni ≤t
[B(tni+1 + u, ω)−B(tni + u, ω)]2
+
1
2
∑
0≤tni ≤t
[B(tni+1 + u
′, ω)−B(tni + u′, ω)]2 ≤ K(ω) <∞,
we obtain a.s. by dominated convergence∫ 0
−q
∫ 0
−q
gn(u, u′) dσ(u) dσ(u′)−−−→
n→∞
∫ 0
−q
∫ 0
−q
t· 1{u=u′} dσ(u) dσ(u′), t ≥ 0.
3.3.3 Example. If the measure σ is absolutely continuous with respect to the Lebesgue-
measure, then the quadratic variation of Z vanishes. For discrete measures
σ =
k∑
i=0
σiδ{ui}, σi ∈ R/{0}, −q ≤ un < . . . < u1 < u0 ≤ 0
the quadratic variation is strictly positive
[Z](t) =
(
k∑
i=0
σ2i
)
· t, t ≥ 0.
Now we assume that σ is absolutely continuous with respect to the Lebesgue-
measure dσ(u) = f(u) du. Then
Z(t) =
∫ 0
−q
B(t+ u) dσ(u) =
∫ 0
−q
B(t+ u)f(u) du, t ≥ 0
is a centered Gaussian process with vanishing quadratic variation. This resembles so
far a fractional Brownian motion. However we will see in the next theorem that Z is
differentiable in time, hence has locally bounded total variation. Therefore Z cannot
be a fractional Brownian motion.
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3.3.4 Theorem. For f ∈ C1 the process
Z(t) =
∫ 0
−q
B(t+ u)f(u) du, t ≥ 0
is differentiable, and its derivative is given by
Z ′(t) =
∫ 0
−q
f(u) dB(t+ u), t ≥ 0.
Proof. For h > 0 we calculate explicitly
Z(t+ h)− Z(t)
h
=
1
h
(∫ h
h−q
B(t+ u)f(u− h) du−
∫ 0
−q
B(t+ u)f(u) du
)
=
1
h
(∫ h
h−q
B(t+ u)f(u) du−
∫ 0
−q
B(t+ u)f(u) du
)
+
1
h
∫ h
h−q
B(t+ u)[f(u− h)− f(u)] du, t ≥ 0.
The summand in the second line equals
1
h
(∫ h
0
B(t+ u)f(u) du−
∫ h−q
−q
B(t+ u)f(u) du
)
and tends to
B(t)f(0)−B(t− q)f(−q)
as h tends to zero. Since f ∈ C1, the summand in the last line converges to
−
∫ 0
−q
B(t+ u)f ′(u) du.
Hence we obtain by partial integration
Z ′(t) = B(t)f(0)−B(t− q)f(−q)−
∫ 0
−q
B(t+ u)f ′(u) du
=
∫ 0
−q
f(u) dB(t+ u), t ≥ 0
as required.
3.3.5 Remark. Since Z has differentiable paths, it is a semimartingale with vanishing
martingale part.
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We shall now turn to the case that σ is a discrete measure on [−q, 0]
Z(t) =
k∑
i=0
σiB(t+ ui), σi ∈ R/{0}, −q ≤ un < . . . < u1 < u0 ≤ 0.
If k = 0, then Z/σ0 is a Brownian motion martingale, and Z is a semimartingale. Its
paths are not differentiable. The question is if Z still is a semimartingale for k ∈ N
with respect to the natural filtration of Z. Consider A = Z − M for an arbitrary
FZ-martingale M . Then A has the form
A(t) =
k∑
i=1
σiB(t+ ui) + σ0B(t)−M(t).
Since the process Aˆ(t) :=
∑k
i=1 σiB(t + ui) neither has bounded variation nor is an
FZ-martingale, we deduce from this representation that A has unbounded variation.
This means, Z is no semimartingale for k ∈ N. Neither is the solution process Y
driven by Z in this case.
3.3.6 Remark. We see that the class of semimartingales is not closed under weak
convergence. In Theorem 3.2.6 we established that the ARMA-processes Y (h), which
are semimartingales since they are piecewise constant, converge weakly to the process
Y which is not necessarily a semimartingale.
We return to the stochastic equation with arbitrary random initial conditions{
(Yρ)0 = ρ
dYρ(t) =
(∫ 0
−p Yρ(t+ u) da(u)
)
dt+
∫ 0
−q dB(t+ u) dσ(u), t ≥ 0.
(3.3.4)
Next we shall investigate the following question. If Xρ is the solution of{
(Xρ)0 = ρ
dXρ(t) =
(∫ 0
−pXρ(t+ u) da(u)
)
dt+ dB(t), t ≥ 0,
may then Yρ be expressed in terms of Xρ as in the stationary case? We need to
introduce one more notation. Let xρ be the solution of the corresponding homogeneous
system {
(xρ)0 = ρ
dxρ(t) =
(∫ 0
−p xρ(t+ u) da(u)
)
dt, t ≥ 0. (3.3.5)
The next theorem shows that strong uniqueness and strong existence hold for the
system (3.3.4).
3.3.7 Theorem. The system (3.3.4) has one unique strong solution. It is given by
Yρ(t) = xρ(t) +
∫ 0
−q
∫ t
0
xa(t− s) dB(s+ u) dσ(u), t ≥ 0, (Yρ)0 = ρ.
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Proof. Let Y 1 and Y 2 be two solutions of the system (3.3.4). Then it holds for Υ :=
Y 1 − Y 2 {
Υ(u) = 0, u < 0
Υ(t) =
∫ t
0
∫ 0
−pΥ(t+ s) da(u) ds, t ≥ 0.
Hence it follows from Gronwall’s lemma that Υ ≡ 0 which proves strong uniqueness.
That
Yρ(t) = xρ(t) +
∫ 0
−q
∫ t
0
xa(t− s) dB(s+ u) dσ(u), t ≥ 0
solves system (3.3.4) is verified by inserting∫ t
0
∫ 0
−p
Yρ(s+ u) da(u) ds =
∫ t
0
∫ 0
−p
xρ(s+ u) da(u) ds
+
∫ t
0
∫
−p
(∫ 0
−q
∫ s+u
0
xa(s+ u− v) dB(v + z) dσ(z)
)
da(u) ds = xρ(t)
−xρ(0) +
∫ 0
−q
(∫ t
0
∫
−p
∫ s+u
0
xa(s+ u− v) dB(v + z) da(u) ds
)
dσ(z), t ≥ 0.
For the last line we used ordinary Fubini and that the fundamental solution vanishes
for negative values. It is verified with stochastic Fubini that for each fixed z it holds
that a.s.∫ t
0
∫
−p
∫ s+u
0
xa(s+ u− v) dB(v + z) da(u) ds =
∫ t
0
(xa(t− v)− 1) dB(v + z).
Hence it follows that a.s.∫ t
0
∫ 0
−p
Yρ(s+ u) da(u) ds = Yρ(t)− Yρ(0)−
∫ 0
−q
B(t+ z)−B(z) dσ(z), t ≥ 0.
The theorem has been shown.
As a special case we receive for the Ornstein-Uhlenbeck process Xρ
Xρ(t) = xρ(t) +
∫ t
0
xa(t− s) dB(s), t ≥ 0, (Xρ)0 = ρ.
Now we are able to express Yρ in terms of Xρ
Yρ(t) = xρ(t) +
∫ 0
−q
∫ t
0
xa(t− s) dB(s+ u) dσ(u)
= xρ(t) +
∫ 0
−q
∫ t+u
u
xa(t+ u− v) dB(v) dσ(u)
= xρ(t) +
∫ 0
−q
∫ 0
u
xa(t+ u− v) dB(v) dσ(u)
+
∫ 0
−q
1{t+u≥0}
∫ t+u
0
xa(t+ u− v) dB(v) dσ(u), t ≥ 0.
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In the last line we can replace the integrand by
1{t+u≥0}(Xρ(t+ u)− xρ(t+ u)).
Since for −p ≤ t+ u < 0 it holds that
Xρ(t+ u) = xρ(t+ u),
we can omit the indicator function and obtain finally
Yρ(t) = xρ(t) +
∫ 0
−q
∫ 0
u
xa(t+ u− v) dB(v) dσ(u) (3.3.6)
+
∫ 0
(−q∨−p)
Xρ(t+ u) dσ(u)−
∫ 0
(−q∨−p)
Xρ(t+ u) dσ(u), t ≥ 0.
This is the desired representation of Yρ in terms of the Ohrstein-Uhlenbeck process
Xρ with the same initial condition. The initial segment of the Brownian motion on
[−q, 0] enters as well as the values of the solution xρ of the homogeneous system.
Properties as stability, mixing are studied for the Ohrstein-Uhlenbeck process Xρ(t)
as t tends to infinity. The representation in (3.3.6) shows that then Yρ has the same
asymptotic behavior as Xρ, if the deterministic homogeneous solution xρ(t) tends to
zero for t → ∞. In Theorem 3.2.4 we established that, if one chooses the initial
condition
ρ(t) =
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u), −p ≤ t ≤ 0,
then Yρ is a stationary solution of the system (3.3.4). We do not know yet if this the
only stationary solution. More exactly speaking, are there two different distributions of
the initial conditions ρ1, ρ2 such that Yρ1 and Yρ2 are stationary solutions of the system
(3.3.4)? To tackle this question we start with a moment estimation for solutions of
the homogeneous system xρ.
3.3.8 Lemma. The system (3.3.5) has exactly one strong solution. It is given by
xρ(t) = ρ(0)xa(t) +
∫ 0
−p
∫ 0
−u
xa(t− s+ u)ρ(s) ds da(u), t ≥ 0, (3.3.7)
where xa denotes the fundamental solution. Moreover, if
E(
∫ 0
−p
|ρ(s)|2 ds) <∞,
then it holds that
E( sup
t−p≤v≤t
|xρ(v)|2) ≤ Ce−2δt, t ≥ 0
for 0 < δ < −v0(a).
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Proof. That the solution is unique follows from Gronwall’s lemma. That xρ in (3.3.7)
is a solution is verified by inserting. In view of the representation for xρ in (3.3.7)
we have by repeated use of the Cauchy-Schwartz inequality the following pointwise
estimation
|xρ(t)|2 ≤ 2|ρ(0)|2|xa(t)|2 + 2‖a‖2TVp
∫ 0
−p
∫ 0
−p
|xa(t− s+ u)|2|ρ(s)|2 ds d|a|(u), t ≥ 0.
Hence it follows that
sup
t−p≤v≤t
|xρ(v)|2 ≤ 2|ρ(0)|2 sup
t−p≤v≤t
|xa(v)|2
+ 2‖a‖2TVp
∫ 0
−p
∫ 0
−p
sup
t−p≤v≤t
|xa(v − s+ u)|2|ρ(s)|2 ds d|a|(u).
Taking expected values on both sides and using the estimation
|xa(t)| ≤ Ke−δt, t ≥ 0
for the fundamental solution we obtain
E( sup
t−p≤v≤t
|xρ(v)|2) ≤ 2E(|ρ(0)|2)K2e2δpe−2δt
+ 2‖a‖3TVp2K2E
(∫ 0
−p
|ρ(s)|2 ds
)
e4δpe−2δt, t ≥ 0,
which completes the proof.
The next lemma estimates the L2-distance of the stationary solution Yρ to any other
solution of (3.3.4).
3.3.9 Lemma. Let the process Yρ be given by
Yρ(t) =
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u), t ∈ R.
Assume that Y¯ is another solution of (3.3.4) with a square-integrable initial condition.
Then it holds that
E(‖(Yρ)t − Y¯t‖2∞) ≤ Ce−2δt, t ≥ 0,
where (Yρ)t and Y¯t denote segments on the space C[−p, 0].
Proof. We have in view of Theorem 3.3.7 that
Yρ(t)− Y¯ (t) = xρ(t)−
∫ 0
−q
∫ 0
−∞
xa(t− s) dB(s+ u) dσ(u), t ≥ 0,
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and hence
|Yρ(t)− Y¯ (t)|2 ≤ 2|xρ(t)|2 + 2
(∫ 0
−q
∫ 0
−∞
xa(t− s) dB(s+ u) dσ(u)
)2
, t ≥ 0.
By partial integration the last expression is a.s. lower or equal than
2
∣∣∣∣∫ 0−q B(u)xa(t) dσ(u)
∣∣∣∣2 + 2 ∣∣∣∣∫ 0−q
∫ 0
−∞
x˙a(t− s)B(s+ u) ds dσ(u)
∣∣∣∣2
≤ 2|xa(t)|2
∣∣∣∣∫ 0−q |B(u)| d|σ|(u)
∣∣∣∣2
+
∣∣∣∣∫ 0−q
∫ 0
−∞
|x˙a(t− s)||B(s+ u)| ds d|σ|(u)
∣∣∣∣2 , t ≥ 0.
The last expression in square brackets may be bounded from above by
‖σ‖TV
∫ 0
−q
(∫ 0
−∞
Ke−δ(t−s)|B(s+ u)| ds
)2
d|σ|(u)
≤ ‖σ‖TVe−2δt
∫ 0
−q
1
δ
∫ 0
−∞
K2eδs|B(s+ u)|2 ds d|σ|(u), t ≥ 0,
where we have used the inequality(∫ 0
−∞
f(s)eδs ds
)2
≤ 1
δ
∫ 0
−∞
f 2(s)eδs ds
for all functions f ≥ 0 such that the integrals exist. This yields for t ≥ 0
E(‖(Yρ)t − Y¯t‖2∞) ≤ 2E( sup
t−p≤v≤t
|xρ(v)|2)
+ 2E sup
t−p≤w≤t
(∫ 0
−q
∫ 0
−∞
xa(w − s) dB(s+ u) dσ(u)
)2
≤ 2Ke−2δt + 4e2δpe−2δtE
∣∣∣∣∫ 0−q |B(u)| d|σ|(u)
∣∣∣∣2 +
4‖σ‖TV e2δpe−2δtE(
∫ 0
−q
1
δ
∫ 0
−∞
K2eδs|B(s+ u)|2 d, s d|σ|(u)),
where we used Lemma 3.3.8 for the estimation of the moments of xρ. Since all expec-
tations involved are finite, the lemma has been shown.
Now we are able to answer the question of the uniqueness of a stationary solution.
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3.3.10 Theorem. There exists exactly one stationary solution of (3.3.4) in the class
of stochastic processes with square-integrable initial conditions. This solution is given
by
Y (t) =
∫ 0
−q
(∫ t
−∞
xa(t− s) dB(s+ u)
)
dσ(u), t ∈ R.
Proof. This follows from Lemma 3.3.9 by a standard argument.
We saw that the Ornstein-Uhlenbeck process
X(t) =
∫ t
−∞
xa(t− s) dB(s), t ∈ R
is an integral over a differentials of a Brownian motion weighted by the fundamental
solution. For the process Y we find that
Y (t) =
∫ 0
−q
X(t+ u) dσ(u) =
∫ 0
−q
∫ t+u
−∞
xa(t+ u− s′) dB(s′) dσ(u)
=
∫ 0
−q
(
xa(0)B(t+ u)−
∫ t+u
−∞
B(s′) dxa(t+ u− s′)
)
dσ(u)
=
∫ 0
−q
(
xa(0)B(t+ u)−
∫ t
−∞
B(u+ s) dxa(t− s)
)
dσ(u)
= xa(0)Z(t)−
∫ t
−∞
Z(s) dxa(t− s) =:
∫ t
−∞
xa(t− s) dZ(s), t ∈ R.
The integral with respect to the process Z, which is not necessarily a semimartingale,
is defined by the expression on the left side following partial integration. Thereby we
have expressed Y as an integral weighted by the fundamental solution in analogy to
an Ornstein-Uhlenbeck process.
The last intention in this section is to approximate the following stochastic equation
with arbitrary random square-integrable initial condition ρ{
Y0 = ρ
dY (t) =
(∫ 0
−p Y (t+ u) da(u)
)
dt+
∫ 0
−q dB(t+ u) dσ(u), t ≥ 0.
(3.3.8)
We already established that there exists a strong solution Yρ. For two different initial
conditions standard estimations and a use of Gronwall’s lemma give that
E( sup
0≤s≤T
|Yρ1(s)− Yρ2(s)|2) ≤ KT‖ρ1 − ρ2‖2L2(Ω,C[−p,0]), T ≥ 0.
Hence strong uniqueness holds for the system (3.3.8), and we have continuity in the
initial condition. Hence it suffices in view of Theorem 2.4.17 to consider the case of
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deterministic initial conditions ξ. For h > 0 define a process Y (h) with initial condition
ξ(h) by  Y
(h)
(m+1)h = Y
(h)
mh +
p(h)∑
j=0
a
(h)
j Y
(h)
(m−j)hh+
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ N0
Y
(h)
ih = ξ
(h)(ih), −p(h) ≤ i ≤ 0, Y (h)t = Y (h)[ t
h
]h
, t ≥ −p,
where {i : i ∈ Z} is a sequence of independent, standard Gaussian random variables.
Denote the corresponding discrete measures on [−p, 0] by a(h) and on [−q, 0] by σ(h).
Our goal is to show the following: If for the initial conditions ξ(h) −−→
h→0
ξ on the space
C[−p, 0] and
a(h) =⇒ a, σ(h) =⇒ σ
as weak convergence of measures, then {Y (h) : h > 0} converges weakly to the unique
strong solution of{
Y0 = ξ
dY (t) =
(∫ 0
−p Y (t+ u) da(u)
)
dt+
∫ 0
−q dB(t+ u) dσ(u), t ≥ 0,
where B is a Brownian motion on [−q,∞). The time series (Y (h)mh )m≥−p(h) is not
stationary. It is not possible to analyze spectral densities as we did in the stationary
case. Furthermore, the weak limit Y is in general no semimartingale. Neither the
semimartingale theory can be used to obtain a convergence result. Therefore we have
to follow another strategy. We start with a lemma for processes S(h) with vanishing
measures a(h).
3.3.11 Lemma. Let for h > 0 a process S(h) be given by S
(h)
(m+1)h = S
(h)
mh +
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ N0
S
(h)
0 = 0, S
(h)
t = S
(h)
[ t
h
]h
, t ≥ 0,
where {i : i ∈ Z} is a sequence of independent, standard Gaussian random variables.
If σ(h) =⇒ σ as weak convergence of measures, then {S(h) : h > 0} converges weakly
to S, where S is given by
S(t) =
∫ 0
−q
[B(t+ u)−B(u)] dσ(u), t ≥ 0
for a Brownian motion B on [−q,∞).
Proof. We shall prove the tightness of the sequence {S(h) : h > 0} by the criterion
in Theorem 15.6 in Billingsley [2]. Recall that for a Gaussian system (A,B) with
E(A) = E(B) = 0 it holds that
E(A2B2) = E(A2)E(B2) + 2(E(AB))2 ≤ 3E(A2)E(B2).
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Since {S(h)t : t ≥ 0} is a Gaussian system we obtain for time points 0 ≤ t0 ≤ t1 ≤ t2
E(|S(h)t2 − S(h)t1 |2|S(h)t1 − S(h)t0 |2) ≤ 3E(|S(h)t2 − S(h)t1 |2)E(|S(h)t2 − S(h)t1 |2).
We calculate explicitly
E(|S(h)t2 − S(h)t1 |2 = E
[ t2h ]−1∑
j=[
t1
h
]
q(h)∑
i=0
σ
(h)
i
√
hj+1−i
2
= E
[ t2h ]−1∑
j=[
t1
h
]
q(h)∑
i=0
σ
(h)
i
√
hj+1−i
[
t2
h
]−1∑
j′=[ t1
h
]
q(h)∑
i′=0
σ
(h)
i′
√
hj′+1−i′

=
∫ 0
−q
∫ 0
−q
h
[
t2
h
]−1∑
j=[
t1
h
]
[
t2
h
]−1∑
j′=[ t1
h
]
E(j+1−[u
h
]j′+1−[u′
h
]
) dσ(h)(u) dσ(h)(u′).
By independence, vanishing mean and standard variance of the sequence  the inte-
grand as function of (u, u′) equals
h ]
{
[
t1
h
] ≤ j, j′ ≤ [t2
h
]− 1 : j − j′ = [u
h
]− [u
′
h
]
}
≤ h([t2
h
]− [t1
h
]),
where ] denotes the number of elements of a finite set (here the indices j and j′). Since
by assumption the measures σ(h) converge weakly, it holds that
sup
h>0
∫ 0
−q
∫ 0
−q
1 d|σ(h)|(u) d|σ(h)|(u′) ≤ C <∞.
This enables us to prove tightness. It holds that
lim
h→0
E(|S(h)t2 − S(h)t1 |2|S(h)t1 − S(h)t0 |2) ≤ 3limh→0E(|S
(h)
t2 − S(h)t1 |2)E(|S(h)t2 − S(h)t1 |2)
≤ 3(t2 − t1)C(t1 − t0)C ≤ 3C2(t1 − t0)2.
Therefore the sequence {S(h) : h > 0} is tight. For the convergence of finite di-
mensional distributions it suffices to prove convergence of the underlying covariance
functions. The same computation as above yields for 0 ≤ t1 ≤ t2
E(S
(h)
t2 S
(h)
t1 ) =
∫ 0
−q
∫ 0
−q
f
(h)
t1,t2(u, u
′) dσ(h)(u) dσ(h)(u′)
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with
f
(h)
t1,t2(u, u
′) := h
[
t2
h
]−1∑
j=0
[
t2
h
]−1∑
j′=0
E(j+1−[u
h
]j′+1−[u′
h
]
) dσ(h)(u) dσ(h)(u′)
= h ]
{
0 ≤ j ≤ [t2
h
]− 1, 0 ≤ j′ ≤ [t1
h
]− 1 : j − j′ = [u
h
]− [u
′
h
]
}
= h

((
[ t2
h
]− ([u
h
]− [u′
h
]) ∨ 0) ∧ [ t1
h
]
)
, |u′| ≥ |u|( (
[ t1
h
]− ([u′
h
]− [u
h
]) ∨ 0) ∧ [ t2
h
]
)
, |u′| < |u|
.
We see that f (h)t1,t2(u, u
′) converges uniformly in (u, u′) to the function ft1,t2(u, u′) which
is defined by
ft1,t2(u, u
′) :=

(
(t2 − (u− u′) ∨ 0) ∧ t1
)
, |u′| ≥ |u|(
(t1 − (u′ − u) ∨ 0) ∧ t2
)
, |u′| < |u|.
It is not hard to see that ft1,t2(u, u′) equals{
(t1 + u− u′) ∨ t2 − (u− u′) ∨ t2, |u′| ≥ |u|
(t2 + u
′ − u) ∨ t1 − (u′ − u) ∨ t1, |u′| < |u| = E(Bt1+u −Bu)(Bt2+u′ −Bu′).
Now we can finish the proof. We see that
E(S
(h)
t2 S
(h)
t1 ) =
∫
[−q,0]2
f
(h)
t1,t2(u, u
′) d(σ(h) ⊗ σ(h))(u, u′)
−−→
h→0
∫
[−q,0]2
ft1,t2(u, u
′) d(σ ⊗ σ)(u, u′) = E(S(t2)S(t1)),
where we used uniform convergence of the functions f (h)t1,t2(u, u
′) to ft1,t2(u, u′) on com-
pacts of (u, u′). The lemma has been shown.
Next we need a purely analytical lemma which is proven in Lorenz [17].
3.3.12 Lemma. Let for h > 0 a deterministic function y(h) be given by
y
(h)
ih = ξ
(h)
ih , −p(h) ≤ i ≤ 0
y
(h)
(m+1)h = y
(h)
mh +
p(h)∑
j=0
a
(h)
j y
(h)
(m−j)h + (s
(h)
(m+1)h − s(h)mh), m ∈ N0
y
(h)
t = y
(h)
[ t
h
]h
, t ≥ −p
for an arbitrary deterministic function s(h) with value zero at time point zero. If
for functions s(h) −−→
h→0
s uniformly on [0, T ], for the initial conditions ξ(h) −−→
h→0
ξ
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uniformly on [−p, 0] and for the measures a(h) =⇒ a, then the functions y(h) converge
to the unique solution of the system{
y0 = ξ
y(t) = y(0) +
∫ t
0
∫ 0
−p y(s+ u) da(u) ds+ s(t), t ≥ 0
uniformly on [−p, T ].
Now we are able to prove the following theorem.
3.3.13 Theorem. Let for h > 0 a process Y (h) be given by
Y
(h)
ih = ξ
(h)
ih , −p(h) ≤ i ≤ 0
Y
(h)
(m+1)h = Y
(h)
mh +
p(h)∑
j=0
a
(h)
j Y
(h)
(m−j)hh+
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ N0
Y
(h)
t = Y
(h)
[ t
h
]h
, t ≥ −p,
where {i : i ∈ Z} is a sequence of independent, standard Gaussian random variables.
If for the initial conditions ξ(h) −−→
h→0
ξ uniformly on [−p, 0] and for the measures
a(h) =⇒ a, σ(h) =⇒ σ, then the sequence of processes Y (h) converges weakly to Y ,
where Y is the unique strong solution of the system{
Y0 = ξ
Y (t) = Y (0) +
∫ t
0
∫ 0
−p Y (s+ u) da(u) ds+
∫ 0
−q[B(t+ u)−B(u)] dσ(u), t ≥ 0
with B a Brownian motion on [−q,∞).
Proof. By Lemma 3.3.11 the sequence of processes S(h) defined by S
(h)
(m+1)h = S
(h)
mh +
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ N0
S
(h)
0 = 0, S
(h)
t = S
(h)
[ t
h
]h
, t ≥ −p
converges weakly to the process
S(t) =
∫ 0
−q
[B(t+ u)−B(u)] dσ(u), t ≥ 0.
By the almost sure representation theorem there exists a probability space (Ω¯, F¯, P¯ )
and a sequence of processes S¯(h) and S¯ with values in C[0,∞), all defined on Ω¯, such
that
Law(S¯(h)) = Law(S(h)) ∀h > 0, Law(S¯) = Law(S), S¯(h) −−→
h→0
S¯ a.s.
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Then the process Y¯ (h) defined on Ω¯ by
Y¯
(h)
ih = ξ
(h)
ih , −p(h) ≤ i ≤ 0
Y¯
(h)
(m+1)h = Y¯
(h)
mh +
p(h)∑
j=0
a
(h)
j Y¯
(h)
(m−j)hh+ (S¯
(h)
(m+1)h − S¯(h)mh), m ∈ N0
Y¯
(h)
t = Y¯
(h)
[ t
h
]h
, t ≥ −p
has the same distribution as Y (h). By Lemma 3.3.12 {Y¯ (h) : h > 0} converges a.s. to
the solution of{
Y¯0 = ξ
Y¯ (t) = Y¯ (0) +
∫ t
0
∫ 0
−p Y¯ (s+ u) da(u) ds+ S¯(t), t ≥ 0.
Since Y¯ has the same distribution as Y given by{
Y0 = ξ
Y (t) = Y (0) +
∫ t
0
∫ 0
−p Y (s+ u) da(u) ds+ S(t), t ≥ 0,
the proof is finished.
We shall now return to GARCH(p,q)-models in financial mathematics. Let us recall
the general GARCH(p, q)-scheme
X
(h)
(m+1)h = X
(h)
mh +ρ
(h)
mh
√
hm+1
ρ
(h)2
(m+1)h = v
(h)
0 +β
(h)ρ
(h)2
mh +
p(h)∑
j=1
β
(h)
j ρ
(h)2
(m−j)h
+α(h)ρ
(h)2
mh h
2
m+1 +
q(h)∑
i=1
α
(h)
i ρ
(h)2
(m−i)hh
2
m+1−i, m ∈ N0.
The last line of this scheme may be rewritten as
ρ
(h)2
(m+1)h − ρ(h)2mh =
v
(h)
0
h
h+
(
β(h) − 1
h
+ α(h)
)
hρ
(h)2
mh +
√
hα(h)ρ
(h)2
mh
√
h(2m − 1)
+
p(h)∨q(h)∑
k=1
(
β
(h)
k
h
+ α
(h)
k
)
hρ
(h)2
(m−k)h +
√
hα
(h)
k ρ
(h)2
(m−k)h
√
h(2m+1−k − 1)
with the convention that β(h)k = 0 for k > p
(h) and α(h)k = 0 for k > q
(h). Then this is
an ARMA-scheme for ρ(h)2 with three modifications:
1. An additional constant term v0 occurs.
2. The distribution of the driving force ηm := 2m − 1 is not Gaussian.
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3. The most important difference is that the factors (α(h)k ρ
(h)2
(m−k)hh) at ηm+1−k are
random.
Associate discrete measures κ(h) on [−(p ∨ q), 0] with the set of coefficients κ(h)k :=
β
(h)
k
h
+α
(h)
k and φ
(h) on [−q, 0] with the set of coefficients φ(h)k := α(h)k . Now assume the
following asymptotic behavior for the real numbers
v
(h)
0
h
−−→
h→0
v0, −
(
β(h) − 1
h
+ α(h)
)
−−→
h→0
λ,
√
hα(h) −−→
h→0
α
and for the discrete measures
κ(h) =⇒ κ on [−(p ∨ q), 0],
√
hφ(h) =⇒ φ on [−q, 0].
Under those assumptions it is suggested that (X(h), ρ(h)2) converges weakly to (X, ρ2),
where (X, ρ2) is the solution of
dX(t) = ρ(t) dW (t)
dρ2(t) =
[
v0 − λρ2(t) +
∫ 0
−p ρ
2(t+ u) dκ(u)
]
dt+ cαρ2(t) dB(t)
+
∫ 0
−q ρ
2(t+ u)c dB(t+ u) dφ(u), t ≥ 0
for a two-dimensional Brownian motion (W,B) and c =
√
E|1|4 − 1. The integrated
form of the last differential is∫ 0
−q
∫ t+u
u
ρ2(s)c dB(s) dφ(u).
A proof of this heuristic result is unknown. Note that ρ2 is in general no semimartin-
gale. Hence no semimartingale characterization is possible. On the other hand, it
is the weak limit of modified ARMA-processes, where we listed three modifications
which do not allow us to deduce convergence directly from the established result of
convergence of ARMA-processes. If especially p = q and α(h)i = α(−ih)h for a contin-
uous function α on [−q, 0], then φ ≡ 0 and dκ(u) = dγ(u) + α(u) d(u). In this case
we recover system (2.5.14) of the previous chapter.
3.4 Comparison to Literature
In this chapter, in contrary to the previous one, reference to literature is little. The
weak convergence of processes Y (h) defined by Y
(h)
(m+1)h = Y
(h)
mh +
p(h)∑
j=0
a
(h)
j Y
(h)
(m−j)hh+
q(h)∑
i=0
σ
(h)
i
√
hm+1−i, m ∈ Z
Y
(h)
t = Y
(h)
[ t
h
]h
, t ∈ R
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is found in Reiß [23] in the case q(h) = 0 for all h > 0. We established that the weak
limit of {Y (h) : h > 0} is the unique stationary strong solution of
Y (t) = Y (0) +
∫ t
0
∫ 0
−p
Y (s+ u) da(u) ds+
∫ 0
−q
[B(t+ u)−B(u)] dσ(u). (3.4.1)
If σ = δ{0}, then the last integral in (3.4.1) reduces to B(t). Gushchin and Küchler [7]
treat the question of existence of a stationary solution of (3.4.1) if the driving force B
is replaced by a Lévy process.
The process Y can be interpreted as continuous-time analogue of ARMA-processes
Yn in discrete time given by
apYn + ap−1Yn−1 + . . .+ a1Yn−p+1 + Yn−p = b0n + b1n−1 + . . .+ bqn−q,
where the number of coefficients increases unboundedly as n tends to infinity. However,
if p and q remain fixed for all n ∈ N, one obtains another continuous-time analogue of
an ARMA-process called CARMA-process. It occurs in Fasen [5] in Example 1.1.11.
and is defined as follows. If q < p and polynomials a and b are defined by
a(z) := ap + . . .+ a1z
p−1 + zp, b(z) := b0 + b1z + . . .+ bqzq, z ∈ C,
then one can formally write down a process Z in continuous time given by the stochas-
tic differential equation
a(D)Z(t) = b(D)DB(t). (3.4.2)
Here D denotes the differential operator with respect to t. The solution of (3.4.2) is
called CARMA(p, q)-process. The first letter "C" stands for "continuous". An explicit
form for CARMA(p, q)-processes can be constructed in the following way. At first a
p−dimensional process X is defined by{
DXi(t) = Xi+1(t), i = 1, . . . , p− 1
DXp(t) = −apX1(t)− ap−1X2(t)− . . .− a1Xp(t) +DB(t), t ≥ 0.
The compact form of this equation on Rp is
dX(t) = AX(t) dt+ e dB(t), e = (0, . . . , 0, 1).
This tells us that X is an Ornstein-Uhlenbeck process on Rp with the following sta-
tionary representation
X(t) =
∫ +∞
−∞
e(t−s)Ae dB(s), t ∈ R
if all eigenvalues of A, which equal the zeroes of the polynomial a, have negative real
part. Then the process
Z(t) := b0X1(t) + b1X2(t) + . . .+ bqXq+1(t), t ∈ R
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is a stationary solution of equation (3.4.2). From this representation we deduce that
in general the CARMA-process Z in (3.4.2) is a different processes than the process Y
in (3.4.1). The CARMA-process is the sum of components of a p-dimensional Markov
process, whereas the process Y is the solution of a stochastic delay equation. Also the
kernel functions f and spectral densities g have a different structure
fCARMA(t) =
1
2pi
∫ +∞
−∞
eitω
b(iω)
a(iω)
dω, fY (t) =
1
2pi
∫ +∞
−∞
eiωt
∫ 0
−q e
iωu dσ(u)
χa(iω)
dω
gCARMA(λ) =
1
2pi
∣∣∣∣ b(iλ)a(iλ)
∣∣∣∣2 , gY (λ) = 12pi
∣∣∣∫ 0−q eiλu dσ(u)∣∣∣2
|χa(iλ)|2
.
Only in the case σ = δ{0} and xa(t) = e−λt for λ > 0 the kernel functions are the same.
In this case Z is a CARMA(1,0)-process
Z(t) =
∫ +∞
−∞
1{t≥s}e−λ(t−s) dB(s), t ∈ R,
also known as one-dimensional Ornstein-Uhlenbeck process. As already mentioned
CARMA-processes can be viewed as weak limits of ARMA-processes where the number
of coefficients is constant and the memory length shrinks to zero. We will illustrate
this for the CARMA(2,0)-process. Let the polynomials a of degree 2 and b of degree
0 be defined by
a(z) := a2 + a1z + z
2, b(z) :≡ 1, z ∈ C,
where the zeroes of a are assumed to have negative real part. Then define for h > 0 a
two-dimensional scheme (X1,(h), X2,(h)) by{
X
1,(h)
(m+1)h −X1,(h)mh = X2,(h)mh h
X
2,(h)
(m+1)h −X2,(h)mh = −a2X1,(h)mh h− a1X2,(h)mh h+
√
hm+1, m ∈ Z.
Then one sees after some computations that for Y (h) := X1,(h) it holds that
Y
(h)
(m+2)h + (a1h− 2)Y (h)(m+1)h + (a2h2 − a1h+ 1)Y (h)mh = h
√
hm+1, m ∈ Z.
We know from the beginning of this chapter that the covariance of (Y (h)mh )m∈Z has the
following representation
E(Y
(h)
[ t
h
]h
Y
(h)
0 ) =
1
2pi
∫ pi
−pi
eiλ[
t
h
] |Q(h)(e−iλ)|2
|P (h)(e−iλ)|2 dλ =
1
2pi
∫ pi/h
−pi/h
eiλ[
t
h
]h |Q(h)(e−iλh)|2
|P (h)(e−iλh)|2h dλ
with
P (h)(z) := 1 + (a1h− 2)z + (a2h2 − a1h+ 1)z2, Q(h)(z) := h
√
hz, z ∈ C.
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By differentiating the nominator and denominator of the fraction
√
hQ(h)/P (h) two
times with respect to h it follows for the asymptotic behavior of the spectral densities
that
lim
h→0
1
2pi
∣∣∣∣∣
√
hQ(h)(e−iλh)
P (h)(e−iλh)
∣∣∣∣∣
2
=
1
2pi
∣∣∣∣ 1a2 + a1(iλ) + (iλ)2
∣∣∣∣2 = 12pi
∣∣∣∣ 1a(iλ)
∣∣∣∣2 = gCARMA(λ).
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