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Abstract
We derive a general upper bound for the number of incidences with k-dimensional
varieties in Rd. The leading term of this new bound generalizes previous bounds for
the special cases of k = 1, k = d− 1, and k = d/2, to every 1 ≤ k < d. We derive lower
bounds showing that this leading term is tight in various cases. We derive a bound for
incidences with transverse varieties, generalizing a result of Solymosi and Tao. Finally,
we derive a bound for incidences with hyperplanes in Cd, which is also tight in some
cases. (In both Rd and Cd, the bounds are tight up to sub-polynomial factors.)
To prove our incidence bounds, we define the dimension ratio of an incidence prob-
lem. This ratio provides an intuitive approach for deriving incidence bounds and iso-
lating the main difficulties in each proof. We rely on the dimension ratio both in Rd
and in Cd, and also in some of our lower bounds.
1 Introduction
Geometric incidence is an important topic in Discrete Geometry. Given a set P of points
and a set V of geometric objects (such as circles or hyperplanes) in Rd, an incidence is a
pair (p, V ) ∈ P × V such that the point p is contained in the object V . The number of
incidences in P × V is denoted as I(P,V). In incidence problems, one is usually interested
in the maximum number of incidences in P × V, taken over all possible sets P,V of given
sizes. Such incidence bounds have many applications in a variety of fields. For a few
recent examples, see Guth and Katz’s solution to the Erdo˝s distinct distances problem [9],
a number theoretic result by Bombieri and Bourgain [6], and works in Harmonic Analysis
such as [7, 10].
When studying an incidence problem between a point set P and a set of objects V, we
sometimes consider the incidence graph of P×V. This bipartite graph has vertex sets P and
V, and an edge for every incidence. Deriving an upper bound for the number of incidences is
equivalent to finding an upper bound for the number of edges in the incidence graph. When
studying incidence problems in dimension d ≥ 3, one usually assumes that the incidence
graph contains no copy of Ks,t for some constants s, t ≥ 2. Such incidence problems can also
be thought of as algebraic or geometric variants of the Zarankiewicz problem (for example,
see [8]).
In this paper we study incidences with varieties of any dimension in Rd, when the
incidence graph contains no copy of Ks,t for some constants s, t ≥ 2. The following theorem
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describes the main known results that hold for every d ≥ 2. We use the notation f =
Oa1,...,ak(g) to indicate there is some positive constant c that depends on a1 . . . , ak, such
that f ≤ c · g. For a point set P and a set V of varieties, both in Rd, we denote by I∗(P,V)
the number of incidences (p, h) ∈ P × V where p is a regular point of h.
Theorem 1.1. Let P be a set of m points and let V be a set of n varieties of degree at
most D, both in Rd, such that the incidence graph of P × V contains no copy of Ks,t.
(a) (Solymosi and Tao [18]) Assume that every variety of V is of dimension at most
d/2 and that the varieties intersect transversely (that is, whenever two varieties intersect in
a point p, their tangent spaces at p intersect in a single point). Then for every ε > 0 we have
I∗(P,V) = OD,s,t,d,ε
(
m
s
2s−1
+εn
2s−2
2s−1 +m+ n
)
.
(b) (Fox, Pach, Sheffer, Suk, and Zahl [8]) For any ε > 0 we have
I(P,V) = OD,s,t,d,ε
(
m
(d−1)s
ds−1
+εn
d(s−1)
ds−1 +m+ n
)
.
(c) (Sharir, Sheffer, and Solomon [13]) When every variety of V is of dimension at most
one, for every ε > 0 there exists a constant c that satisfies the following. For j = 2, . . . , d−1,
assume that every j-dimensional variety of degree at most D contains at most qj varieties
of V, for parameters q2 ≤ · · · ≤ qd−1 ≤ qd = n. Moreover, for every 2 ≤ j < l ≤ d, we have
qj ≥
(
ql−1
ql
)l(l−2)
ql−1. Then for any ε > 0 we have
I(P,V) = OD,s,t,d,ε
(
m
s
ds−d+1
+εn
ds−d
ds−d+1 +
d−1∑
j=2
m
s
js−j+1
+εn
d(j−1)(s−1)
(d−1)(js−j+1) q
(d−j)(s−1)
(d−1)(js−j+1)
j
+m+ n
)
.
When 2 ≤ d ≤ 4, additional results are known. For example, see [4, 16, 19].
The bound of part (a) of Theorem 1.1 is considered “good” only for varieties of dimension
exactly d/2. For the exact meaning of good, see the discussion below. For now we only
state that this bound is known to be tight up to sub-polynomial factors in some cases, but
only when the varieties are of dimension exactly d/2. The bound of part (b) is considered
“good” when the varieties are of dimension d− 1 (and is tight up to sub-polynomial factors
in some cases for varieties of dimension d− 1). The bound of part (c) holds only when the
varieties are of dimension one.
All of the bounds in Theorem 1.1 are obtained using the polynomial partitioning tech-
nique (see section 2). When using this technique for k-dimensional varieties in Rd, one
expects the main term in the incidence bound to be1
Tk,d(m,n) := m
sk
ds−d+kn
ds−d
ds−d+k .
1To intuitively see how these exponents are obtained, write Tk,d(m,n) = m
αnβ . For a constant r, we
use polynomial partitioning to divide the space into O(rd) cells, each containing at most m
rd
points and
intersecting about n
rd−k
varieties on average. We inductively apply the incidence bound separately in each
cell, intuitively leading to the relation rd ·Tk,d(
m
rd
, n
rd−k
) ≈ Tk,d(m,n). For the powers of r to cancel out, we
require dα+ (d− k)β = d. Additionally, in the proof we may assume that n = O(ms), and we require that
n = O(mαnβ). That is, we intuitively ask that Tk,d(m,m
s) ≈ ms, or α+ sβ = s. Solving the two equations
yields the asserted exponents.
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Note that this is indeed the main term in all three parts of Theorem 1.1, up to sub-
polynomial factors. We believe that this bound is tight when s = 2 (up to sub-polynomial
factors). Moreover, if stronger bounds exist, deriving these is likely to require significantly
different techniques. For the case of curves in R2 and R3 with s > 2, one can obtain stronger
bounds using the technique of cutting curves into pseudo-segments (see for example [16, 19]).
Our main result. Our main result is a general incidence bound for k-dimensional varieties
in Rd with no Ks,t in the incidence graph. Our bound has the main term m
sk
ds−d+k
+εn
ds−d
ds−d+k
where ε is an arbitrarily small positive number.
The intuition behind our proofs is based on the concept of dimension ratio. When study-
ing incidences between points and k-dimensional varieties in Rd, we define the dimension
ratio of the problem as kd . As shown in the following lemma, the smaller the dimension
ratio is, the smaller the expected leading term is. For a proof of this lemma, see Section 3.
Lemma 1.2 (Dimension ratio lemma). Consider positive integers n,m, s, k, d, k′, d′, such
that n = O(ms), s > 1, and k
′
d′ ≤
k
d < 1. Then Tk′,d′(m,n) = O(Tk,d(m,n)).
When handling incidences with k-dimensional varieties in Rd using polynomial parti-
tioning, the analysis usually involves incidence problems in lower dimensions or with lower-
dimensional varieties (inside the varieties that partition the space). When reaching a sub-
problem with k′-dimensional varieties in Rd
′
such that k′/d′ ≤ k/d, Lemma 1.2 states that
the incidence bound of the subproblem is subsumed by the main incidence bound. That
motivates the following definition. For integers 1 ≤ k < d, let
Rk,d =
{
(k′, d′) ∈ Z2 : 1 ≤ k′ ≤ k, 2 ≤ d′ ≤ d,
k
d
<
k′
d′
< 1
}
.
That is, Rk,d is the set of all “problematic” ratios when studying incidences with k-
dimensional varieties in Rd.
For example, consider the problem of studying incidences with three-dimensional vari-
eties in R5. This problem has a dimension ratio of 3/5, and R3,5 = {(2, 3), (3, 4)}. When
part of the analysis leads to incidences with curves in R2, we expect this case to be easy to
handle since 3/5 > 1/2. We should be more worried about incidences with two-dimensional
varieties in R3 and with three-dimensional varieties in R4 (since 2/3 > 3/5 and 3/4 > 3/5).
To handle these cases, we can add the assumption that no bounded-degree four-dimensional
variety contains more than q3,4 of our three-dimensional varieties, and that no bounded-
degree three-dimensional variety has a two-dimensional intersection with more than q2,3 of
the varieties. By presenting lower bound constructions, we demonstrate that such additional
restrictions are often necessary. When the above example does not contain the restriction
involving q2,3, the number of incidences could be T2,3(m,n), which is asymptotically larger
than T5,3(m,n) (see Theorem 1.4 below).
Due to the above, one might expect our incidence bound to be of the form
O
(
T3,5(m,n) +m
∗n∗q∗2,3 +m
∗n∗q∗3,4 +m+ n
)
, (1)
for certain choices of exponents ∗. Unfortunately, the situation is more involved. For
example, consider the case of incidences with four-dimensional objects in R7. Since 47 <
3
5 , we assume that every bounded-degree five-dimensional variety has a three-dimensional
intersection with at most q3,5 of the four-dimensional varieties. Then, when bounding the
number of incidences inside the partition, we need to bound the number of incidences
3
between m points and q3,5 three-dimensional sub-varieties. Relying on the bound in (1)
with n replaced by q3,5 leads to terms of form m
∗n∗q∗3,5q
∗
2,3 and m
∗n∗q∗3,5q
∗
3,4.
The above leads us to make the following definition. A sequence of pairs of positive
integers ((k0, d0), (k1, d1), . . . , (ku, du)) is said to be significant if
(i) kj < dj for all integers 0 ≤ j ≤ u.
(ii) k0 ≥ k1 ≥ · · · ≥ ku ≥ 1.
(iii) d0 > d1 > · · · > du ≥ 2.
(iv) k0d0 <
k1
d1
< · · · < kudu < 1.
Let Sk,d be the set of significant sequences ((k0, d0), (k1, d1), . . . , (ku, du)) with (k0, d0) =
(k, d). Note that ((k, d)) is also a sequence in Sk,d. We are finally ready to rigorously state
our main result. For the proof, see Section 3.
Theorem 1.3. Let k, d, s, t,D be positive integers with s ≥ 2 and k < d. For any ε > 0,
there exists a constant c such that the following holds. Let P be a set of m points and V be
a set of n irreducible varieties of dimension at most k and degree at most D, both in Rd.
Assume that the incidence graph of P × V contains no copy of Ks,t. Moreover, for each
pair (k′, d′) ∈ Rk,d, every d
′-dimensional variety of degree at most c has a k′-dimensional
intersection with at most qk′,d′ varieties of V. Then
I(P,V) = O
( ∑
((k,d),(k1,d1),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · ·q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+m+ n
)
. (2)
Remarks. (i) The sequence ((k, d)) ∈ Sk,d results in (2) containing the leading term
Tk,d(m,n).
(ii) Both c and the constant hidden in the O(·)-notation of (2) depend on k, d, s, t,D, ε.
(iii) When k = d − 1 then Rk,d is empty and Sk,d = {((k, d))}. In this case no parameter
qk′,d′ is necessary, so Theorem 1.3 generalizes Theorem 1.1(b).
(iv) When k = d/2, Theorem 1.3 has the same leading term as Theorem 1.1(a), but with
the additional terms depending on the parameters qk′,d′ . This is because Theorem 1.3 does
not make the transversality assumption that appears in Theorem 1.1(a) and also counts
incidences with singular points. See Theorem 1.6 below for a proper generalization of
Theorem 1.1(a).
(v) When k = 1, Theorem 1.3 has the same leading term as Theorem 1.1(c), but with a
different dependency on the parameters qk′,d′ . Theorem 1.1(c) has a simpler dependency
in these parameters, but also has additional restrictions regarding them. The different
dependencies are obtained by relying on properties that are special to curves.
Lower bounds. The following theorem shows that the main term in the bound of
Theorem 1.1 is tight up to sub-polynomial factors, when s = 2 and for specific values of k
and d. It also provides non-trivial bounds for the case of s = 3.
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Theorem 1.4. For any integer d ≥ 2 there exists a sufficiently large constant t satisfying
the following claims for every ε > 0:
(a) For any n and m = O(nd), there exist a set P of m points and a set H of n
hyperplanes, both in Rd, such that the incidence graph of P ×H contains no K2,t+1 and
I(P,H) = Ω
(
m
2d−2
2d−1n
d
2d−1
−ε +m+ n
)
.
(b) For any d ≥ 4, n, and m = O(nd−2), there exist a set P of m points and a set H of
n hyperplanes, both in Rd, such that the incidence graph of P ×H contains no K3,t+1 and
I(P,H) = Ω
(
m
3d2−9d+2
(d−2)(3d−1)n
2d
3d−1
−ε +m+ n
)
.
Remarks. (i) Theorem 1.4 is stated for flats, but it is not difficult to extend it to many
other types of varieties. By using the same approach as in [17], one obtains that all three
parts of the theorem also hold for spheres, paraboloids, and many other families of varieties
of any constant degree.
(ii) While the bound in part (b) does not match the corresponding upper boundm
3d−3
3d−1n
2d
3d−1 ,
both bounds approach mn2/3 as d increases.
(iii) Several cases of part (a) of Theorem 1.4 were previously known. When d = 2, this is
the standard lower bound of the Szemere´di–Trotter theorem (for example, see [12]). The
bound was derived in R3 by Apfelbaum and Sharir [1]. It was also derived for any d ≥ 4 in
[17], but only when n = Θ(m3/(d+1)) up to sub-polynomial factors.
After considering lower bounds for the main term in the bound of Theorem 1.4, we
move to the other terms of that bound. We show that when s = 2, this bound must
have terms containing various parameters qk′,d′ . While the dependency in these parameters
cannot be removed, it seems likely that it could be replaced with a better dependency. Such
dependency is already known for a few cases involving curves in dimensions 2 ≤ d ≤ 4 (for
example, see [14, 15]).
Theorem 1.5. Consider positive integers k, d, d′ that satisfy (d′ − 1)/d′ > k/d. Then it
is impossible to completely remove the dependency in qd′−1,d′ from the incidence bound of
Theorem 1.3 in the case of k-flats in Rd and s = 2.
Proofs for Theorems 1.4 and 1.5 can be found in Section 4.
Incidences with transverse varieties. Let V be a set of varieties in Rd. We say that
the varieties of V are transverse if every two varieties h1, h2 ∈ V have the following property:
If p is a regular point of both h1 and h2, then the intersection of the tangent flats of h1 and
h2 at p contains only the origin (we consider a tangent flat as a linear subspace). Note that
this definition is not very interesting for varieties of dimension larger than d/2, since such
transverse varieties can intersect only in singular points.
Let h and h′ be k-dimensional transverse varieties in Rd, and let U be a d′-dimensional
variety. If U has a k′-dimensional intersection with both h and h′ where k′ > d′/2, then every
point of h∩h′∩U is a singular point of at least one of U, h, h′, h∩U, and h′∩U . Intuitively,
this implies that we should mainly worry about (k′, d′) ∈ Rk,d that satisfy
k′
d′ ≤
1
2 . Let Rk,d
be the set of pairs (k′, d′) ∈ Rk,d satisfying k
′/d′ ≤ 1/2. Let Sk,d be the set of sequences
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of Sk,d that consist only of elements of Rk,d. We derive the following bound for incidences
with transverse varieties.
Theorem 1.6. Let k, d, s, t,D be positive integers with s ≥ 2 and k ≤ d/2. For any ε > 0,
there exists a constant c such that the following holds. Let P be a set of m points and let V
be a set of n irreducible varieties of dimension at most k and degree at most D, both in Rd.
Assume that the incidence graph of P × V contains no copy of Ks,t, and that the varieties
of V are transverse. Moreover, for each pair (k′, d′) ∈ Rk,d, every d
′-dimensional variety of
degree at most c has a k′-dimensional intersection with at most qk′,d′ varieties of V. Then
I∗(P,V)
= O
( ∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+m+ n
)
.
We note that Theorem 1.6 implies Theorem 1.1(a). Indeed, each term in the bound
of Theorem 1.6 is bounded by Tku,du(m,n), which is in turn bounded by T1,2(m,n) =
m
s
2s−1n
2s−2
2s−1 (by Lemma 1.2). For a proof of Theorem 1.6, see Section 5. This theorem is
tight up to sub-polynomial factors when s = 2 and k = d/2.
Incidences in Cd. By relying on the dimension ratio approach, we also prove a bound
for incidences with hyperplanes in Cd. When s = 2, Theorem 1.4 implies that this bound
is tight up to sub-polynomial factors (the construction in Rd can be placed in Cd without
any changes). As far as we know, this is the first tight incidence bound in a complex space
that is not for lines.
Theorem 1.7. Let s, t ≥ 2 be integers. Let P be a set of m points and let V be a set of
n hyperplanes, both in Cd. Assume that the incidence graph of P × V contains no copy of
Ks,t. Then for any ε > 0 we have
I(P,V) = O
(
m
(d−1)s
ds−1
+εn
ds−d
ds−1 +m+ n
)
.
A proof of Theorem 1.7 can be found in Section 6.
Acknowledgements. We would like to thank Larry Guth for several helpful discussions.
2 Preliminaries
We rely on the following variant of the Zarankiewicz problem (for example, see [11, Section
4.5]).
Lemma 2.1 (Ko˝va´ri, So´s and Tura´n ). Let P be a set of m points in Rd and let V be a set
of n subsets of Rd. If the incidence graph of P × V contains no copy of Ks,t, then
I(P,V) = Os,t
(
mn1−
1
s + n
)
.
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Varieties and partitioning. The variety defined by the polynomials f1, . . . , fk ∈
R[x1, . . . , xd] is
V(f1, . . . , fk) =
{
(a1, . . . , ad) ∈ R
d : fj(a1, . . . , ad) = 0 for all 1 ≤ j ≤ k
}
.
There are several non-equivalent definitions for the degree of a variety in Rd. For our
purposes, we define the degree of a variety U ⊂ Rd as
min
f1,...,fk∈R[x1,...,xd]
V(f1,...,fk)=U
max
1≤i≤k
deg fi. (3)
That is, the degree of U is the minimum integer D such that U can be defined with a finite
set of polynomials of degree at most D.
Intuitively, we say that a variety U ⊂ Rd has dimension k if there exists a subset of U
that is homeomorphic to the open k-dimensional cube, but no subset of U is homeomorphic
to an open cube of a larger dimension. We refer to a k-dimensional variety of degree one
(or a k-dimensional “plane”) as a k-flat. For more information about varieties in Rd and a
more precise definition of dimension, see for example [5].
We will use the following variant of the polynomial partitioning theorem.
Theorem 2.2 ([8]). Let P be a set of m points in Rd and let U ⊂ Rd be an irreducible
variety of degree k and dimension d′. Then for every 1 < r < m exists f ∈ R[x1, . . . , xd] of
degree Od,k(r) such that U 6⊆ V(f) and every connected component of U \V(f) contains at
most m/rd
′
points of P.
We will also require the following results about irreducible components and connected
components of varieties in Rd.
Lemma 2.3. Let U ⊂ Rd be a variety of degree k. Then the number of irreducible compo-
nents of U is Od,k(1).
Theorem 2.4 (Barone and Basu [3]). Let U and W be varieties in Rd such that W is
defined by a single polynomial of degree kW ≥ 2 degU . Then the number of connected
components of U \W is Od
(
kdimUW degU
d−dimU
)
.
Singular points, regular points, and tangent flats. The ideal of a variety U ⊆ Rd,
denoted I(U), is the set of polynomials in R[x1, . . . , xd] that vanish on every point of U .
We say that a set of polynomials f1, . . . , fℓ ∈ R[x1, . . . , xd] generate I(U) if every element
of I(U) can be written as
∑ℓ
j=1 fjgj for some g1, . . . , gℓ ∈ R[x1, . . . , xd]. We also write
〈f1, . . . , fℓ〉 = I(U) to state that f1, . . . , fℓ generate I(U).
The Jacobian matrix of a set of polynomials f1, . . . , fk ∈ R[x1, . . . , xd] is
Jf1,...,fk =


∂f1
∂x1
∂f1
∂x2
· · · ∂f1∂xd
∂f2
∂x1
∂f2
∂x2
· · · ∂f2∂xd
· · · · · · · · · · · ·
∂fk
∂x1
∂fk
∂x2
· · · ∂fk∂xd


Consider a variety U ⊂ Rd of dimension k, and let f1, . . . , fℓ ∈ R[x1, . . . , xd] satisfy
〈f1, . . . , fℓ〉 = I(U). We say that p ∈ U is a singular points of U if rankJ(p) < d − k. We
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denote the set of singular points of U as Using. A point of U that is not singular is said to
be a regular point of U . A k-dimensional variety has a unique well-defined tangent k-flat
at every regular point. We denote the tangent k-flat at p ∈ U as TpU , and think of it as a
linear subspace (that is, as incident to the origin). At singular points of a variety, a unique
well-defined tangent flat may or may not exist.
Theorem 2.5. Let U ⊂ Rd be a variety of degree D and dimension k. Then Using is a
variety of dimension smaller than k and of degree OD,d(1).
References for the above claims and additional information can be found, for example,
in [5].
3 Upper bounds in Rd
The purpose of this section is to prove Theorem 1.3 — our general incidence bound in Rd.
We begin by proving Lemma 1.2, and first repeat the statement of this lemma.
Lemma 1.2 (Dimension ratio lemma). Consider positive integers n,m, s, k, d, k′, d′, such
that n = O(ms), s > 1, and k
′
d′ ≤
k
d < 1. Then Tk′,d′(m,n) = O (Tk,d(m,n)).
Proof. By the assumptions, both s− 1 and d′k − dk′ are positive. We may thus raise both
sides of n = O(ms) to the power of (d′k − dk′)(s− 1), obtaining
n(d
′k−dk′)(s−1) = O
(
ms(d
′k−dk′)(s−1)
)
.
This implies
msk
′(ds−d+k)n(d
′s−d′)(ds−d+k) = msk
′(ds−d+k)n(d
′k−dk′)(s−1)n(ds−d)(d
′s−d′+k′)
= O
(
msk
′(ds−d+k)ms(d
′k−dk′)(s−1)n(ds−d)(d
′s−d′+k′)
)
= O
(
msk(d
′s−d′+k′)n(ds−d)(d
′s−d′+k′)
)
.
Finally, raising both sides to the power of 1/(ds − d+ k)(d′s− d′ + k′) yields the assertion
of the lemma.
Instead of proving Theorem 1.3, we prove the following more general result, where the
points are contained in a constant-degree variety W ⊂ Rd
∗
. Theorem 1.3 is immediately
obtained by setting W = Rd and d∗ = d in Theorem 3.1.
Theorem 3.1. Let k, d, d∗, s, t,DW be positive integers with s ≥ 2 and k < d. For any
ε > 0, there exists a constant c such that the following holds. Let P be a set of m points
on an irreducible d-dimensional variety W ⊆ Rd
∗
of degree DW and let V be a set of n
irreducible varieties of dimension at most k and degree at most D in Rd
∗
. Assume that the
incidence graph of P × V contains no copy of Ks,t. Moreover, for each pair (k
′, d′) ∈ Rk,d,
every d′-dimensional variety of degree at most c has a k′-dimensional intersection with at
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most qk′,d′ varieties of V. Then
I(P,V) = O
( ∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · ·q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+m+ n
)
.
Proof. We prove the statement of the theorem by induction on d. In particular, we prove
that
I(P,V) ≤ α1 ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · ·q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2(m+ n), (4)
where α1, α2 are sufficiently large constants that depend on s, t, c, d, d
∗,DW , and ε.
For the induction basis, we consider the case where d = 2. In this case R1,2 is empty
and S1,2 = {(k, d)}. Let h be a generic two-dimensional plane in R
d∗ , and let π2 : R
d∗ → h
be the standard projection. Set P2 = {π2(p) : p ∈ P} and let C be the set of projections of
the curves of V. Since h is chosen generically, we may assume that no two points of P are
projected to the same point of h, that no new incidences were created due to the projection,
and that every element of C is a constant-degree variety of dimension one. This implies that
the incidence graph of P2 × C contains no copy of Ks,t and that I(P,V) = I(P2, C). The
theorem is then obtained by applying Theorem 1.1(b) to P2 and C.
We prove the induction step using a second induction on m+n. For the base case of this
second induction, when m and n are sufficiently small the result is obtained by choosing
sufficiently large values of α1 and α2. It remains to handle the induction step of the second
induction. The hidden constants in the O(·)-notations throughout the proof may also
depend on s, t,D, d, d∗,DW and ε. For brevity we write O(·) instead of Os,t,D,d,d∗,degW,ε(·).
Since the incidence graph contains no copy of Ks,t, Lemma 2.1 implies I(P,V) =
O(mn1−1/s + n). When m = O(n1/s), this implies I(P,V) = O(n). We may thus assume
that
n = O(ms). (5)
We now present a brief outline of the rest of the proof. We use a bounded-degree
partitioning polynomial f to partition W into cells, each containing a bounded number of
points of P. We apply the second induction hypothesis separately in each cell, and sum these
bounds in a standard way. To handle incidences on the partition Z(f) ∩W , we separately
consider each irreducible component of this intersection. Let W ′ be such an irreducible
component of dimension d′. For every 1 ≤ k′ ≤ k, we separately consider the varieties
of V that have a k′-dimensional intersection with W ′. By applying the first induction
hypothesis, we obtain a bound for the number of incidences with a term corresponding to
every significant sequence of Sk′,d′ . We extend each such sequence to a significant sequence
of Sk,d. For example, when
k
d <
k′
d′ , we simply add (k, d) to the beginning of the sequence.
By carefully handling the various types of sequences of Sk′,d′ , we always obtain terms that
are part of the bound of the induction, which completes the induction step.
Partitioning the space. By Theorem 2.2 with U = W , d′ = d, and a constant r, we
obtain a polynomial f ∈ R[x1, . . . , xd∗ ] of degree O(r) such that every connected component
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of W \ V(f) contains at most m/rd points of P. The asymptotic relations between the
various constants in the proof are
21/ε ≪ r ≪ α2 ≪ α1 and k, d, d
∗, s, t,D,DW , 2
1/ε ≪ c.
Denote the cells of the partition as C1, . . . , Cv. By Theorem 2.4, we have that v = O(r
d).
For each 1 ≤ j ≤ v, denote by Vj the set of varieties of V that intersect Cj , and set
Pj = Cj ∩ P. We also set mj = |Pj |, m
′ =
∑c
j=1mj, and nj = |Vj|. Note that mj ≤ m/r
d
for every 1 ≤ j ≤ v. By Theorem 2.4, every variety of V intersects O(rk) cells of W \V(f).
Therefore,
∑v
j=1 nj = O(nr
k). For every (ku, du) ∈ Rk,d, Ho¨lder’s inequality implies
v∑
j=1
n
d(du−ku)(s−1)
(d−k)(sdu−du+ku)
j ≤

 v∑
j=1
nj


d(du−ku)(s−1)
(d−k)(sdu−du+ku)

 v∑
j=1
1


dkus−duks+kdu−kku
(d−k)(sdu−du+ku)
= O
((
nrk
) d(du−ku)(s−1)
(d−k)(sdu−du+ku) r
d(dkus−duks+kdu−kku)
(d−k)(sdu−du+ku)
)
= O
(
n
d(du−ku)(s−1)
(d−k)(sdu−du+ku) r
dkus
sdu−du+ku
)
.
Combining the above with the induction hypothesis implies
v∑
j=1
I(Pj ,Vj)
≤
v∑
j=1
(
α1 ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
j
(
n
d
d−k
j q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2(mj + nj)
)
≤ α1 ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
r
skud
sdu−du+ku
+dε
(
q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
·
v∑
j=1
n
d(du−ku)(s−1)
(d−k)(sdu−du+ku)
j + α2
(
m′ +O
(
nrk
))
≤ α1 ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
rdε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2
(
m′ +O
(
nrk
))
.
By (5) we have n = O
(
m
sk
sd−d+kn
sd−d
sd−d+k
)
. Thus, when α1 is sufficiently large with
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respect to r and α2, we get
v∑
j=1
I(Pj ,Vj)
= O
(
α1 ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
rdε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
)
+ α2m
′.
When r is sufficiently large with respect to ε and to the constant hidden in the O(·)-
notation, we have
v∑
j=1
I(Pj ,Vj)
≤
α1
4
( ∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2m
′. (6)
Incidences on the partition It remains to bound the number of incidences with points
that lie on V(f). Set P0 = P ∩V(f) and m0 = |P0| = m −m
′. We associate each point
p ∈ P0 with an arbitrary component of V(f) ∩ W that p is incident to. To bound the
number of incidences with P0, it suffices to separately consider each irreducible component
of V(f) ∩W and the points that are associated with it.
Let U be an irreducible component of V(f) ∩ W . Let P be the set of points of
P associated with U , and set m = |P|. By Theorem 2.2 we have that W 6⊆ V(f),
so dimU < d. We set d′ = dimU . By taking c to be sufficiently large, we get that
degU = max{O(r),DW } ≤ c.
Since the incidence graph contains no Ks,t, either m < s or at most t varieties of V
contain U . In the latter case, the varieties of V that contain U form O(m) incidences with
P . In the former case, the number of such incidences is O(n). By Lemma 2.3, the number
of incidences between P and varieties of V that have a finite intersection with U is also
O(n). It remains to consider incidences with varieties h ∈ V that satisfy 1 ≤ dim(h ∩ U) ≤
min{k, d′ − 1}. For 1 ≤ k′ ≤ min{k, d′ − 1}, let Vk′ denote the set of k
′-dimensional
intersections between U and an element of V. Set nk′ = |Vk′ | and note that
∑
k′ nk′ ≤ n.
By definition, for any (k′, d′) ∈ Rk,d we have nk′ ≤ qk′,d′ .
For a fixed 1 ≤ k′ ≤ min{d′−1, k}, we would like to apply the first induction hypothesis
with the set of varieties Vk′, W = U, d = d
′, and k = k′. For every (k∗, d∗) ∈ Rk′,d′ , denote
by qk∗,d∗ the maximum number of varieties of Vk′ that have a k
∗-dimensional intersection
with any d∗-dimensional variety of degree at most c. (When choosing c in the statement
of the theorem, in addition to taking c ≥ max{deg f,DW}, we set c to be sufficiently large
for reapplying the theorem with smaller values of d.) If (k∗, d∗) ∈ Rk,d then qk∗,d∗ ≤ qk∗,d∗ .
When (k∗, d∗) /∈ Rk,d, we will use the trivial bound qk∗,d∗ ≤ nk′ ≤ n.
We will now use the dependency of α1 and α2 in d, and to stress this we change the
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notation to α1,d and α2,d. By the first induction hypothesis we have
I(P ,Vk′)
≤ α1,d′ ·
∑
((k0,d0),...,(ku,du))∈Sk′,d′
m
sku
sdu−du+ku
+ε
(
n
d′
d′−k′
k′ q
d1
d1−k1
− d
′
d′−k′
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,d′(m+ n) +Or(m+ n). (7)
Consider a term from (7) of the form
m
sku
sdu−du+ku
+ε
(
n
d′
d′−k′
k′ q
d1
d1−k1
− d
′
d′−k′
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
(8)
If kd ≥
ku
du
, we recall that qkj ,dj ≤ nk′ ≤ n for every 1 ≤ j ≤ u. Combining this with
Lemma 1.2 implies that (8) is upper bounded by
m
sku
sdu−du+ku
+εn
dus−du
sdu−du+ku = Tdu,ku(m,n) ·m
ε = O(Td,k(m,n) ·m
ε) = O
(
m
sk
sd−d+k
+εn
ds−d
sd−d+k
)
.
Next, we consider the case when kd <
ku
du
. By definition, (k0, d0) = (k
′, d′) and qk0,d0 =
nk′ . Let j be the smallest non-negative integer that satisfies
k
d <
kj
dj
. That is,
k0
d0
< · · · <
kj−1
dj−1
≤
k
d
<
kj
dj
< · · · <
ku
du
.
Note that ((k, d), (kj , dj), . . . , (ku, du)) is a significant sequence. We will use the term in
(2) corresponding to this significant sequence to upper bound (8). For every j′ ≥ j we have
qkj′ ,dj′ ≤ qkj ,dj . By also recalling that qkj′ ,dj′ ≤ n, we obtain
q
d0
d0−k0
k0,d0
q
d1
d1−k1
−
d0
d0−k0
k1,d1
· · · q
dj
dj−kj
−
dj−1
dj−1−kj−1
kj ,dj
≤ n
d0
d0−k0 n
d1
d1−k1
−
d0
d0−k0 · · ·n
dj−1
dj−1−kj−1
−
dj−2
dj−2−kj−2 q
dj
dj−kj
−
dj−1
dj−1−kj−1
kj ,dj
= n
dj−1
dj−1−kj−1 q
dj
dj−kj
−
dj−1
dj−1−kj−1
kj ,dj
≤ n
d
d−k q
dj
dj−kj
− d
d−k
kj ,dj
.
Thus, in this case (8) is upper bounded by
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
dj
dj−kj
− d
d−k
kj,dj
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
By combining (7) with the two above bounds for (8), we obtain
I(P ,Vk′)
= Or
(
α1,d′ ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,d′ (m+ n)
)
.
12
Lemma 2.3 implies that V(f) ∩W has Or(1) irreducible components. By summing the
above bound over each of these components and over every k′, and assuming α1,j ≤ α1,j+1
and α2,j ≤ α2,j+1 for every j, we obtain
I(P0,V)
= Or
(
α1,d−1 ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,d−1 (m0 + n)
)
.
By recalling that n = O
(
m
sk
sd−d+kn
sd−d
sd−d+k
)
and taking α1,d and α2,d to be sufficiently
large with respect to α1,d−1, α2,d−1, and r, we obtain
I(P0,V)
≤
α1,d
2
·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2m0.
Combining this bound with (6) completes the two induction steps and the proof of the
theorem.
We can now discuss how the exponents in the bound of Theorem 3.1 were obtained. For a
significant sequence ((k, d), (k1, d1) . . . , (ku, du)) ∈ Sk,d, the exponents in the corresponding
term mα+εnβqβ1k1,d1 · · · q
βu
ku,du
should satisfy the system

α+ s(β + β1 + · · · + βu) = s
dα+ (d− k)β = d
d1α+ (d1 − k1)(β + β1) = d1
· · ·
duα+ (du − ku)(β + β1 + · · ·+ βu) = du.
This system leads to the exponents stated in the theorem, so it only remains to explain
how these equations were obtained. After partitioning the space in the proof of Theorem
3.1, we sum up the incidences in the cells. In this sum, the powers of r in the numerator
and denominator cancel out, leaving only r−dε. The denominator contains the factor rd(α+ε)
and the numerator contains rkβ+d(1−β) (coming from Ho¨lder’s inequality). Asking these two
powers to be equivalent up to the dε immediately leads to the second equation of the above
system.
Next, we assume that qk1,d1 = n. In this case, we have m
α+εnβqβ1k1,d1 · · · q
βu
ku,du
=
mα+εnβ+β1qβ2k2,d2 · · · q
βu
ku,du
. That is, we are in a problem corresponding to the significant
sequence ((k, d), (k2 , d2), . . . , (ku, du)), and with β replaced with β + β1. By repeating the
argument from the previous paragraph with the new sequence, we obtain the third equa-
tion in the above system. The next equation in the system is then obtained by setting
qk1,d1 = qk2,d2 = n, and so on. This leads to all of the equations of the system, except for
the first and last ones.
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In the proof of Theorem 3.1, just below (8), we consider the case where qki,di = n for
every 1 ≤ i ≤ u. This implies mα+εnβqβ1k1,d1 · · · q
βu
ku,du
= mα+εnβ+β1+···+βu . We then ask
that mα+εnβ+β1+···+βu = O(Tdu,ku(m,n)). The first footnote in the introduction states two
equations that are required for this bound to hold. In these two equations, respectively
replacing d, k, β with du, ku, β + β1 + · · · + βu leads to the first and last equations in the
above system.
4 Lower bounds in Rd.
In this section we prove the lower bounds stated in the introduction. As usual, before each
proof we repeat the statement of the theorem.
Theorem 1.4. For any integer d ≥ 2 there exists a sufficiently large constant t satisfying
the following claims for every ε > 0:
(a) For any n and m = O(nd), there exist a set P of m points and a set H of n
hyperplanes, both in Rd, such that the incidence graph of P ×H contains no K2,t+1 and
I(P,H) = Ω
(
m
2d−2
2d−1n
d
2d−1
−ε +m+ n
)
.
(b) For any d ≥ 4, n, and m = O(nd−2), there exist a set P of m points and a set H of
n hyperplanes, both in Rd, such that the incidence graph of P ×H contains no K3,t+1 and
I(P,H) = Ω
(
m
3d2−9d+2
(d−2)(3d−1)n
2d
3d−1
−ε +m+ n
)
.
Proof. (a) To obtain m incidences, we can place all the points of P on a single hyperplane
of H. To obtain n incidences, we can set all of the hyperplanes of H to be incident to a
single point of P. Thus, we only need to construct a configuration with Ω
(
m
2d−2
2d−1n
d
2d−1
−ε
)
incidences. For the case of d = 2, see for example [12]. We may thus also assume that
d ≥ 3.
We consider the point set
P =
{
(x1, . . . , xd) ∈ Z
d : 0 ≤ xj ≤ m
1/d − 1
}
.
For a parameter N that will be set below, let L be an N×· · ·×N section of Zd centered
at the origin. We say that a nonzero element v ∈ L is a primitive vector if there is no
integer j > 1 and u ∈ L such that v = j ·u. By [2, Corollary 1], there exists a subset V ⊂ L
of Θ
(
Nd/(d−1)−ε
′
)
primitive vectors such that any hyperplane in Rd contains at most t of
these vectors (for a sufficiently large constant t). Let H be the set of hyperplanes in Rd
that contain at least one point of P and whose normal direction is in V (the sizes of the
two vectors may differ). The dot product of a vector from V and a point of P is an integer
of size O
(
Nm1/d
)
. Thus, each vector of V corresponds to O
(
Nm1/d
)
hyperplanes of H.
This implies that |H| = O
(
N (2d−1)/(d−1)−ε
′
m1/d
)
.
By possibly adding hyperplanes to H, we assure that |H| = Θ
(
N (2d−1)/(d−1)−ε
′
m1/d
)
.
To have n ≈ |H|, we set N = n(d−1)/(2d−1−(d−1)ε
′)/m(d−1)/d(2d−1−(d−1)ε
′ ). The assumption
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m = O(nd) implies N = Ω(1). Every point of P is incident to exactly one hyperplane of H
with each normal of V . By taking ε′ to be sufficiently small with respect to ε, we obtain
I(P,H) = mN
d
d−1
−ε′ = Θ
(
m
2d−2
2d−1 ·
(
N
d
d−1
−ε′m
1
2d−1
))
= Ω
(
m
2d−2
2d−1n
d
2d−1
−ε
)
.
Let ℓ ⊂ Rd be a line. For a hyperplane h ∈ H to contain ℓ, the normal of h must be
orthogonal to the direction of ℓ. That is, the normal of the hyperplane is in a given linear
(d− 1)-dimensional subspace. By the choice of V , we obtain that at most t hyperplanes of
H contain any given line. This implies that the incidence graph of P ×H contains no copy
of K2,t+1.
(b) As in part (a) of the proof, it is simple to obtain Θ(m + n) incidences, so we only
need to construct a configuration with Θ
(
m
3d2−9d+2
(d−2)(3d−1)n
2d
3d−1
−ε
)
incidences.
We consider the point set
P ′ =
{
(x1, . . . , xd) ∈ Z
d : 0 ≤ xj ≤ m
1/d − 1
}
.
The distance between a point (x1, . . . , xd) ∈ P
′ and the origin is
√
x21 + · · ·+ x
2
d. Every
such distance is the square root of an integer between zero and d ·m2/(d−2). That is, the
points of P ′ determine O
(
d ·m2/(d−2)
)
distinct distances from the origin. By the pigeonhole
principle, there exists a distance δ such that Ω
(
md/(d−2)/
(
d ·m2/(d−2)
))
= Ω(m) points are
at distance δ from the origin. In other words, the hypersphere Sδ centered at the origin
and of radius δ contains Ω(m) points of P ′. Let P be a set of exactly m of these points (if
necessary, we can add extra generic points on Sδ). To recap, P is a set of m points with
integer coordinates on the hypersphere Sδ.
For a parameter N that will be set below, let L be an N×· · ·×N section of Zd centered
at the origin. By [2, Corollary 1], there exists a subset V ⊂ L of Θ
(
N2d/(d−1)−ε
′
)
primitive
vectors such that any (d− 2)-flat in Rd contains at most t of these vectors (for a sufficiently
large constant t). Let H be the set of hyperplanes in Rd that contain at least one point of
P and whose normal direction is in V (the sizes of the two vectors may differ).
The dot product of a vector from V and a point of P is an integer of size O
(
Nm1/(d−2)
)
.
Thus, the number of hyperplanes in H is O
(
N (3d−1)/(d−1)−ε
′
m1/(d−2)
)
. By possibly adding
generic hyperplanes to H, we can assure that |H| = Θ
(
N (2d−1)/(d−1)−ε
′
m1/d
)
. To have
n ≈ |H|, we set N = n(d−1)/(3d−1−(d−1)ε
′)/m(d−1)/(d−2)(3d−1−(d−1)ε
′ ). The assumption m =
O
(
nd−2
)
implies that N = Ω(1).
Every point of P is incident to exactly one hyperplane of H with each normal of V . By
taking ε′ to be sufficiently small with respect to ε, we obtain
I(P,H) = mN
2d
d−1
−ε′ = Θ
(
m
3d2−9d+2
(d−2)(3d−1) ·
(
N
2d
d−1
−ε′m
2d
(d−2)(3d−1)
))
= Ω
(
m
3d2−9d+2
(d−2)(3d−1)n
2d
3d−1
−ε
)
.
Let F ⊂ Rd be a 2-flat. For a hyperplane h ∈ H to contain F , the normal of h must be
orthogonal to two vectors that span F . That is, the normal of the hyperplane is in a given
linear (d−2)-dimensional subspace. By the choice of V , we have that at most t hyperplanes
of H contain any given 2-flat. Since no line contains three points of P, we conclude that
the incidence graph of P ×H contains no copy of K3,t+1.
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Theorem 1.5. Consider positive integers k, d, d′ that satisfy (d′ − 1)/d′ > k/d. Then it
is impossible to completely remove the dependency in qd′−1,d′ from the incidence bound of
Theorem 1.3 in the case of k-flats in Rd and s = 2.
Proof. By Theorem 1.4(a), there exist a set P of m points and a set H of n hyperplanes,
both in Rd
′
, such that the incidence graph of P × H contains no K2,t+1 and I(P,H) =
Ω
(
Td′−1,d′(m,n) · n
−ε
)
.
Let F be an arbitrary d′-flat in Rd, and place the above point-flat configuration in F .
Then, replace each (d′ − 1)-flat h in the configuration in F with a generic k-flat in Rd that
contains h. We may assume that the intersection of such a generic k-flat with F is exactly
h, so no new incidences are created. Since (d′ − 1)/d′ > k/d, Lemma 1.2 implies that
Td′−1,d′(m,n) · n
−ε is asymptotically larger than Tk,d(m,n) (when ε is sufficiently small).
That is, we have a configuration of k-flats in Rd, with asymptotically more than Tk,d(m,n)
incidences coming from a constant-degree variety of dimension d′ that has many (d′ − 1)-
dimensional intersections with the k-flats.
5 Transverse varieties
The goal of this section is to prove Theorem 1.6. Instead of directly proving this theorem,
we prove the following more general result where the points are contained in a constant-
degree variety W ⊂ Rd
∗
. Theorem 1.6 is immediately obtained by setting W = Rd and
d∗ = d in Theorem 3.1.
Theorem 5.1. Let k, d, d∗, s, t,D,DW be positive integers with s ≥ 2 and k ≤ d/2. For
any ε > 0, there exists a constant c such that the following holds. Let P be a set of m
points on an irreducible variety W ⊆ Rd
∗
of dimension d and degree DW . Let V be a
set of n irreducible varieties of degree at most D in Rd
∗
, such that every h ∈ V satisfies
dim(h ∩ W ) ≤ k. Assume that the incidence graph of P × V contains no copy of Ks,t,
and that the varieties of V are transverse. Moreover, for each pair (k′, d′) ∈ Rk,d, every
d′-dimensional variety of degree at most c has a k′-dimensional intersection with at most
qk′,d′ varieties of V. Then
I∗(P,V)
= O
( ∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+m+ n
)
.
Proof. We use induction on d to prove the more general statement. In particular, we prove
that
I∗(P,V) ≤ α1,k,d ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · ·q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,k,d(m+ n), (9)
where α1,k,d, α2,k,d are sufficiently large constants that depend on d, k, s, t,D,DW , and ε.
Out of these parameters we only place d and k in the subscript, to make parts of the
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proof easier to follow. For the induction basis, we note that the claim is trivial when d = 2.
Indeed, in this case R1,2 is empty and S1,2 contains only the empty sequence, so the required
bound is the one in Theorem 3.1.
To prove the induction step, we use a second induction on m+ n. For the base case of
this second induction, whenm and n are sufficiently small the result is obtained by choosing
sufficiently large values for α1,k,d and α2,k,d. It remains to handle the induction step of the
second induction.
By applying Theorem 2.2 with U = W , d′ = d, and a sufficiently large constant r, we
obtain a polynomial f ∈ R[x1, . . . , xd∗ ] of degree O(r) such that every connected component
ofW \V(f) contains at mostm/rd points of P. Letm′ = |P\V(f)|. Handling the incidences
in the cells of the partition is almost identical to the proof of Theorem 1.3. The only change
is replacing Rk,d and Sk,d with Rk,d and Sk,d, respectively. One subtle issue that arises
is using the induction hypothesis with the new transversality restriction. That is why the
transversality is defined with respect to the original varieties of V in Rd
∗
, and not with
their intersections with W . With this definition, replacing W with a smaller variety cannot
violate the transversality assumption.
We do not repeat the analysis of the cells from Theorem 1.3, and refer the reader to the
proof in Section 3. This analysis leads to
I∗(P \V(f),V)
≤
α1,k,d
2
( ∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,k,dm
′. (10)
Incidences on the partition. It remains to bound the number of incidences with points
that lie on V(f). Set P0 = P ∩V(f) and m0 = |P0| = m −m
′. We associate each point
p ∈ P0 with an arbitrary irreducible component of V(f) ∩W that p is incident to. To
bound the number of incidences with P0, it suffices to separately consider each irreducible
component of V(f) ∩W and the points that are associated with it.
Let U be an irreducible component of V(f) ∩ W . Let P be the set of points of P
associated with U , and set m = |P|. By the definition of f , we have that dimU < d. By
taking c to be sufficiently large, we may assume that degU ≤ c.
Since the varieties of V are transverse, at most one of these varieties can contain U .
We discard this variety, losing exactly m incidences with P . By Lemma 2.3, the number
of incidences between P and varieties of V that have a finite intersection with U is also
O(n). It remains to consider incidences with varieties h ∈ V that satisfy 1 ≤ dim(h ∩ U) ≤
min{k, d′−1}. For 1 ≤ k′ ≤ min{k, d′−1}, let Vk′ denote the set of varieties of V that have
a k′-dimensional intersections with U .
For every 1 ≤ k′ ≤ min{d′/2, k}, we bound I∗(P ,Vk′) by repeating the analysis in the
proof of Theorem 1.3. Once again, the only change is replacing Rk,d and Sk,d with Rk,d and
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Sk,d, respectively. As in the proof of Theorem 1.3, we obtain
I∗(P ,Vk′)
= Or
(
α1,k′,d′ ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,k′,d′ (m+ n)
)
. (11)
We next consider Vk′ for a fixed k
′ > d′/2. In this case we cannot repeat the proof
of Theorem 1.3, since we cannot apply the induction hypothesis. We associate with every
variety h ∈ Vk′ a subset hU ⊆ h∩U , and only consider incidences between P and hU . As a
first step, we remove from hU every irreducible component of dimension at most d
′/2, since
such components can be included in the above argument.
We now show that every regular point of U can be incident to at most one “well-behaved”
element of Vk′ . Assume for contradiction that there exists a point p that is a regular point
of U , a regular point of two varieties h, h′ ∈ Vk′ , and a regular point of the corresponding
hU and h
′
U . By the transversality assumption, Tph ∩ Tph
′ is the origin. Since TphU ⊂ Tph
and Tph
′
U ⊂ Tph
′, we get that TphU ∩ Tph
′
U is the origin. Since both TphU and Tph
′
U have
dimension larger than d′/2, together they span a space of dimension larger than d′. This is
impossible, since both of these tangent flats should be contained in the d′-dimensional flat
TpU . Thus, for every regular point p ∈ U , at most one h ∈ Vk′ satisfies that p is a regular
point of both h and hU . Such containments lead to at most m incidences.
While we may ignore incidences with the singular points of a variety h ∈ Vk′ , we still
need to consider regular points of h that are singular points of hU . For this purpose, we
replace every irreducible component of hU with the set of singular points of this component.
By Theorem 2.5, the revised hU is of dimension at most k
′−1. We repeat the above process
to handle incidences with the revised elements hU . That is, we rely on the proof of Theorem
1.3 to handle components of dimension at most d′/2, and observe that every regular point
of U is incident to at most one of the “well-behaved” elements of dimension larger than
d′/2. We repeat this process again and again, each time replacing every variety hU with
the set of its singular points, until we remain only with varieties of dimension at most d′/2.
This process ends after at most d′/2 − 1 steps.
It remains to handle incidences with singular points of U . We do this by separately
repeating the above process for every irreducible component U of Using. That is, we rely
on the proof of Theorem 1.3 to handle low-dimensional components in Vk′ , and observe
that every regular point of U is a regular point of at most one of the higher-dimensional
intersections. We then need to repeat the proof for the singular set of U , and so on. By
Theorem 2.5, at each step the dimension of the irreducible components decreases. Thus,
this process will require at most d′ steps. At each step we also need to repeat the process
described in the previous paragraph.
At every step of the above process, the number of irreducible components that are han-
dled separately is multiplied by a factor of Od,r(1). Thus, the total number of components
is Od,r(1). Since in each step the number of additional incidences is either O(m) or (11),
we again obtain the bound (11).
By Lemma 2.3, the variety W ∩ V(f) consist of Or(1) irreducible components. Set
α′1,k,d = α1,k,d−1+α1,k−1,d and α
′
2,k,d = α2,k,d−1+α2,k−1,d. Summing (11) over each of those
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implies
I∗(P0,V)
= Or,d
(
α′1,k,d ·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α′2,k,d (m0 + n)
)
.
By taking α1,d,k to be sufficiently large with respect to r, d, and α
′
1,d,k, and taking α2,d,k
to be sufficiently large with respect to r, d, and α′2,d,k, we conclude that
I∗(P0,V)
=
α1,k,d
2
·
∑
((k0,d0),...,(ku,du))∈Sk,d
m
sku
sdu−du+ku
+ε
(
n
d
d−k q
d1
d1−k1
− d
d−k
k1,d1
· · · q
du
du−ku
−
du−1
du−1−ku−1
ku,du
) (du−ku)(s−1)
sdu−du+ku
+ α2,k,d (m0 + n) .
Combining this with (10) completes the two induction steps and the proof of the theorem.
6 Hyperplanes in Cd
In this section we prove Theorem 1.7. We write z ∈ C as zx + izy, where zx, zy ∈ R.
Sometimes we have zj ∈ C, and then we write zj = zj,x+ izj,y. The polynomial partitioning
technique does not work in complex spaces, since removing a variety cannot disconnect a
complex space. To overcome this issue, one often thinks of Cd as R2d. We will rely on this
approach, considering the map φ : Cd → R2d defined by
φ (z1, . . . , zd) = (z1,x, z1,y, z2,x, z2,y, . . . , zd,x, zd,y) .
Consider a complex hyperplane h in Cd. By definition, h can be defined using a linear
equation a1z1+a2z2+ · · ·+adzd = b, where a1, . . . , ad, b ∈ C and z1, . . . , zd are the complex
coordinates of Cd. Then, φ(h) is the variety in R2d defined by
a1,xz1,x − a1,yz1,y + · · ·+ ad,xzd,x − ad,yzd,y = b1,
a1,xz1,y + a1,yz1,x + · · · + ad,xzd,y + ad,yzd,x = d2.
It is not difficult to verify that this system defines a (2d − 2)-flat in R2d, unless a1 =
· · · = ad = 0. A point p ∈ C
d is incident to h if and only if the point φ(p) is incident to the
flat φ(h). Thus, we can reduce the problem of incidences with planes in Cd to incidences
with (2d− 2)-flats in R2d.
Since the proof of Theorem 1.7 involves a long, technical, and straightforward case
analysis, we begin by proving the special case of incidences with planes in C3. In this case,
the problem is reduced to an incidence problem between points and 4-flats in R6. After
presenting the full details of the proof of this special case, we explain how to extend this
proof to incidences in Cd. We explain the steps of the general proof, but do not write the
(standard) full technical details of each case in this analysis.
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In an incidence problem with 4-flats in R6, the dimension ratio is 2/3. According to
Lemma 1.2, we should worry about the dimension ratios 4/5 and 3/4; that is, worry about
4-flats contained in five-dimensional components of the partition, and about 4-flats that
have a three-dimensional intersection with four-dimensional components of the partition.
To handle the former case, we note that 4-flats that originate from planes in C3 and are
contained in a five-dimensional variety U can intersect only in singular points of U . To
handle the latter case, we use the following lemma.
Lemma 6.1. Let U be a four-dimensional variety in R6, and let p be a regular point of
U . Let h1, . . . , hu be u ≥ 2 planes in C
3 such that each of the 4-flats φ(h1), . . . , φ(hu)
has a three-dimensional intersection with U . Moreover, assume that p is a regular point of
U ∩ φ(hj) for every 1 ≤ j ≤ u. Then h1 ∩ · · · ∩ hu is a complex line.
Proof. The claim is straightforward when u = 2, so we assume that u ≥ 3. For 1 ≤ j ≤ 3,
let Fj = Tp(U ∩φ(hj)). Note that each Fj is a 3-flat contained in TpU . Since the 4-flat TpU
contains the 3-flats F1, F2, F3 and p ∈ F1∩F2∩F3, we obtain that dim(F1∩F2∩F3∩TpU) ≥ 1.
Since Fj ⊂ φ(hj) for every 1 ≤ j ≤ 3, we obtain that dim(φ(h1)∩φ(h2)∩φ(h3)) ≥ 1. This in
turn implies that dim(h1 ∩ h2 ∩h3) ≥ 1, so the three complex planes intersect in a complex
line ℓ ⊂ C3.
The above completes the proof for the case of u = 3. We now assume that u > 3 and
let 3 < j ≤ u. Repeating the above argument for h1, h2, hj implies that h1 ∩ h2 ∩ hj is a
complex line ℓj ⊂ C
3. Since h1 ∩ h2 is a single line, we obtain that ℓj = ℓ. Since this holds
for every 3 < j ≤ u, we conclude that h1 ∩ . . . ∩ hu = ℓ.
We are now ready to prove the special case of incidences with planes in C3.
Theorem 6.2. Let s and t be positive integers with s ≥ 2. Let P be a set of m points and
let V be a set of n planes, both in C3. Assume that the incidence graph of P × V contains
no copy of Ks,t. Then for any ε > 0 we have
I(P,V) = O
(
m
2s
3s−1
+εn
3s−3
3s−1 +m+ n
)
.
Proof. As explained in the beginning of this section, I(P,V) = I(φ(P), φ(V)), so it suffices
to bound the latter. Note that the incidence graph of φ(P) × φ(V) also contains no copy
of Ks,t. Abusing the notation, in the rest of the proof we write P instead of φ(P) and V
instead of φ(V).
To prove the theorem, we prove by induction on m+ n that
I(P,V) ≤ α1m
2s
3s−1
+εn
3s−3
3s−1 + α2(m+ n), (12)
where α1, α2 are sufficiently large constants that depend on s, t, and ε. For the induction
basis, the case where m and n are sufficiently small can be handled by choosing sufficiently
large values of α1 and α2. Throughout the proof, the hidden constants in the O(·)-notations
may also depend on s, t, and ε. For brevity we write O(·) instead of Os,t,ε(·).
Since the incidence graph contains no copy of Ks,t, Lemma 2.1 implies I(P,V) =
O(mn1−1/s + n). When m = O(n1/s), this implies I(P,V) = O(n). We may thus assume
that
n = O(ms). (13)
Partitioning the space. By Theorem 2.2 with U = R6 and a constant r, we obtain
a polynomial f ∈ R[x1, . . . , x6] of degree O(r) such that every connected component of
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R
6 \V(f) contains at most m/r6 points of P. The asymptotic relations between the various
constants in the proof are
21/ε ≪ r ≪ r ≪ α2 ≪ α1 ≪ α2 ≪ α1.
Denote the cells of the partition as C1, . . . , Cv. By Theorem 2.4, we have that v = O(r
6).
For each 1 ≤ j ≤ v, denote by Vj the set of varieties of V that intersect Cj , and set
Pj = Cj ∩ P. We also set mj = |Pj |, m
′ =
∑v
j=1mj, and nj = |Vj |. Note that mj ≤ m/r
6
for every 1 ≤ j ≤ v. By Theorem 2.4, every variety of V intersects O(r4) cells of R6 \V(f).
Therefore,
∑v
j=1 nj = O(nr
4). Ho¨lder’s inequality implies
v∑
j=1
n
3s−3
3s−1
j ≤

 v∑
j=1
nj


3s−3
3s−1

 v∑
j=1
1


2
3s−1
= O
((
nr4
) 3s−3
3s−1 r
12
3s−1
)
= O
(
n
3s−3
3s−1 r
12s
3s−1
)
.
Combining the above with the induction hypothesis implies
v∑
j=1
I(Pj ,Vj) ≤
v∑
j=1
(
α1m
2s
3s−1
+ε
j n
3s−3
3s−1
j + α2(mj + nj)
)
≤ α1
m
2s
3s−1
+ε
r
12s
3s−1
+6ε
v∑
j=1
n
3s−3
3s−1
j + α2
(
m′ +O
(
nr4
))
≤ α1
m
2s
3s−1
+ε
r6ε
n
3s−3
3s−1 + α2
(
m′ +O
(
nr4
))
.
By (13) we have n = O
(
m
2s
3s−1n
3s−3
3s−1
)
. Thus, when α1 is sufficiently large with respect
to r and α2, we get
v∑
j=1
I(Pj ,Vj) = O
(
α1
m
2s
3s−1
+ε
r6ε
n
3s−3
3s−1
)
+ α2m
′.
When r is sufficiently large with respect to ε and to the constant hidden in the O(·)-
notation, we have
v∑
j=1
I(Pj ,Vj) ≤
α1
2
m
2s
3s−1
+εn
3s−3
3s−1 + α2m
′. (14)
Incidences on the partition It remains to bound the number of incidences with points
that lie on V(f). Set P0 = P ∩V(f) and m0 = |P0|. We associate each point p ∈ P0 with
an arbitrary component of V(f) that p is incident to. To bound the number of incidences
with P0, it suffices to separately consider each irreducible component ofV(f) and the points
that are associated with it.
Let U be an irreducible component of V(f), let P denote the set of points that are
associated with U , and set m = |P|. Since deg f = O(r), the degree of U is also O(r). We
divide the analysis of the incidence with P according to dimU .
We first assume that dimU ≤ 3. Since the incidence graph contains no copy of Ks,t,
either U is contained in fewer than t flats of V or m < s. In the former case, flats that
contain U form O(m) incidences with P , and in the latter they form O(n) incidences. It
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remains to consider flats of V that intersect U in a variety of dimension at most two. This
is an incidence problem between P and at most n varieties of dimension at most two. Let
V2 be the set of these varieties.
Let h be a generic 3-flat in R6, and let π3(·) : R
6 → R3 be the projection on h. Since h is
a generic 3-flat, we may assume that no two points of P are projected to the same point of
h. Similarly, we may assume that the projections of P and V2 on h do not lead to any new
incidences. That is, I(P ,V2) = I(π3(P), π3(V2)) and the incidence graph of π3(P)×π3(V2)
contains no copy of Ks,t. Theorem 1.1(b) implies
I(P ,V2) = I(π3(P), π3(V2)) = O
(
m
2s
3s−1
+εn
3s−3
3s−1 +m+ n
)
.
We conclude that when dimU ≤ 3, we have
I(P ,V) = Or
(
m
2s
3s−1
+εn
3s−3
3s−1 +m+ n
)
. (15)
The four-dimensional case. We now assume that dimU = 4. In this case, at most one
4-flat of V can contain U , and this flat forms m incidences with P . Every other 4-flat of V
intersects U in a variety of dimension at most three.
By Theorem 2.5, the singular set Using is a variety of dimension at most three and degree
Or(1). Thus, we can bound the number of incidences with points of Using in the same way
we handled the case of dimU ≤ 3. In particular, Using consists of Or(1) components, and
each should be handled separately as in the case of dimU ≤ 3. Similarly, incidences with
4-flats of V that intersect U in a variety of dimension at most two can be handled using
the projection argument involving π3(·). If h ∈ V has a three-dimensional intersection
with U , we can also include any lower-dimensional components of this intersection in the
above projection argument. It remains to deal with 4-flats of V that intersect U in a three-
dimensional variety, and only with the three-dimensional components of this intersection.
Let h be a 4-flat of V that has a three-dimensional intersection with U . By Theorem
2.5, the singular set of h∩U is a variety of dimension at most two and degree Or(1), which
can also be included in the projection argument above. It remains to deal with the regular
points of the three-dimensional components of h ∩ U . Let V3 be the set of the remaining
portions of the intersections between U and V. That is, for each intersection we only include
the three-dimensional components, and consider only incidences with their regular points.
It remains to handle incidences between points of P that are regular points of U and
regular points of elements of V3. By Lemma 6.1, for each such point p there exists a complex
line ℓp ⊂ C
3 that is contained in each of the complex planes whose corresponding elements
in V3 have p as a regular point. Let Fp = φ(ℓp). Let L be the set of these 2-flats (one
2-flat for each point of P that is a regular point of U). To bound the number of incidences
between the remaining points and the regular points of the elements of V3, it suffices to
derive an upper bound for the number of containments between the 2-flats of L and the
4-flats of V.
Let H be a generic 4-flat in R6. We may assume that H has a two-dimensional inter-
section with every 4-flat of V and intersects each 2-flat of L in a point. Thus, inside of H
the above containment problem becomes an incidence problem between points and 2-flats.
By projecting this incidence problem on a generic 3-flat and applying Theorem 1.1(b), we
obtain the bound
O
(
m
2s
3s−1
+εn
3s−3
3s−1 +m+ n
)
. (16)
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There is a delicate issue with the above argument: It is possible that several regular
points of U correspond to the same 2-flat, and then a single containment between a 2-flat
and a 4-flat corresponds to several incidences in R6. Recalling that the original incidence
graph contains no Ks,t, we obtain that any 2-flat that corresponds to at least s points
is contained in at most t − 1 of the 4-flats. The number of incidences coming from such
containments is O(m). After discarding the 2-flats leading to these incidences, we are left
with 2-flats that correspond to at most s − 1 points of U . We may thus apply Theorem
1.1(b) as before, multiply by s − 1, and add the O(m) discarded incidences. This process
leads to the same bound as in (16).
By combining all of the above cases, we conclude that when dimU = 4, the bound (15)
holds.
The five-dimensional case. It remains to consider the case where dimU = 5. By
Theorem 2.5, the singular set Using is a variety of dimension at most four and degree Or(1).
We can thus bound the number of incidences with points of Using ∩ P in the same way we
handled the cases of dimU ≤ 4. In particular, Using consists of Or(1) components, and each
should be handled separately as in the cases of dimU ≤ 4. Similarly, incidences with 4-flats
of V that intersect U in a variety of dimension at most two can be handled using the above
projection argument involving π3(·).
Consider two complex planes h1, h2 ⊂ C
3 that intersect at a point p ∈ C3. After
translating C3 so that p becomes the origin, we get that the linear subspaces h1 and h2
span C3. This in turn means that φ(h1) and φ(h2) span R
6. If φ(h1), φ(h2) ∈ U , then φ(p)
must be a singular point of U . Indeed, if p was a regular point of U then we would have
φ(h1), φ(h2) ⊂ TpU . This is impossible since at a regular point p, the tangent TpU is a
hyperplane while φ(h1), φ(h2) span R
6. We conclude that for every p ∈ P that is a regular
point of U , at most one 4-flat of V is contained in U and incident to p. There are at most
m such incidences.
It remains to consider 4-flats of V that have a three-dimensional intersection with U .
Let V3 denote the set of such three-dimensional intersections. We clearly have |V3| ≤ n.
We derive an upper bound for I(P ,V3) using a second induction. In particular, we prove
by induction on m+ n that
I(P ,V3) ≤ α1m
2s
3s−1
+εn
3s−3
3s−1 + α2(m+ n), (17)
where α1, α2 are sufficiently large constants that depend on s, t, r, and ε. For the induction
basis, the case where m and n are sufficiently small can be handled by choosing sufficiently
large values of α1 and α2.
For the induction step, we use a second partitioning polynomial. By Theorem 2.2 with
U and a sufficiently large constant r, there exists a polynomial f ∈ R[x1, . . . , x6] of degree
O(r) that does not vanish identically on U , such that every connected component of U\V(f )
contains at most m/r5 points of P.
Denote the cells of the partition as C1, . . . , Cv. By Theorem 2.4, we have that v = O(r
5).
For each 1 ≤ j ≤ v, denote by Vj the set of varieties of V3 that intersect Cj , and set
Pj = Cj ∩P . We also set mj = |Pj |, m
′ =
∑v
j=1mj, and nj = |Vj |. Note that mj ≤ m/r
5
for every 1 ≤ j ≤ v. By Theorem 2.4, every variety of V3 intersects O(r
3) cells of U \V(f).
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Therefore,
∑v
j=1 nj = O(nr
3). Ho¨lder’s inequality implies
v∑
j=1
n
3s−3
3s−1
j ≤

 v∑
j=1
nj


3s−3
3s−1

 v∑
j=1
1


2
3s−1
= O
((
nr3
) 3s−3
3s−1 r
10
3s−1
)
= O
(
n
3s−3
3s−1 r
9s+1
3s−1
)
.
Combining the above with the induction hypothesis implies
v∑
j=1
I(Pj,Vj) ≤
v∑
j=1
(
α1m
2s
3s−1
+ε
j n
3s−1
3s−3
j + α2(mj + nj)
)
≤ α1
m
2s
3s−1
+ε
r
10s
3s−1
+5ε
v∑
j=1
n
3s−3
3s−1
j + α2
(
m′ +O
(
nr3
))
≤ α1
m
2s
3s−1
+ε
r5ε
n
3s−3
3s−1 + α2
(
m′ +O
(
nr3
))
.
We recall that n = O
(
m
2s
3s−1n
3s−3
3s−1
)
. When α1 is sufficiently large with respect to r and
α2, we get
v∑
j=1
I(P j,Vj) = O
(
α1
m
2s
3s−1
+ε
r5ε
n
3s−3
3s−1
)
+ α2m
′.
When r is sufficiently large with respect to ε and to the constant hidden in the O(·)-
notation, we have
v∑
j=1
I(Pj ,Vj) ≤
α1
2
m
2s
3s−1
+εn
3s−3
3s−1 + α2m
′. (18)
It remains to bound the number of incidences with points of V(f) ∩ P. Since V(f) is
a variety of dimension at most four and degree Or(1), we can simply repeat the analysis
of the cases of dimU ≤ 4. We get the upper bound in (15) for this number of incidences
(with r replaced by the larger constant r). By taking α1 and α2 to be sufficiently large with
respect to r, we obtain
I(P ∩V(f),V3) ≤
α1
2
m
2s
3s−1
+εn
3s−3
3s−1 + α2(m−m
′ + n).
Combining this with (18) completes the proof of the second induction step. We conclude
that when dimU = 5, the bound (15) also holds.
Completing the proof. By going over the various cases above, we note that in every case
we have (15). By Lemma 2.3, the partition V(f) consists of Or(1) irreducible components.
Summing up (15) over every irreducible component of V(f) leads to
I(P0,V) = Or,r
(
m
2s
3s−1
+εn
3s−3
3s−1 +m0 + n
)
Taking α1 and α2 to be sufficiently large, we obtain
I(P0,V) ≤
α1
2
m
2s
3s−1
+εn
3s−3
3s−1 + α2(m0 + n).
Combining this bound with (14) completes the first induction step and the proof of the
theorem.
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To generalize Theorem 6.2 to incidences with hyperplanes in Cd, we first generalize
Lemma 6.1.
Lemma 6.3. Let U be an e-dimensional variety in R2d, where d < e < 2d. Let h1, . . . , hu
be u distinct hyperplanes in Cd such that each of the corresponding (2d− 2)-flats φ(hj) has
an (e− 1)-dimensional intersection with U . Let p ∈ R2d be a regular point of each of these
intersections with U , and also a regular point of U . Then dim(∩uj=1hj) ≥ 1.
Proof. When u < d the statement of the lemma is trivial, so assume that u ≥ d. For
1 ≤ j ≤ u, set Fj = Tp(U ∩ φ(hj)). Each Fj is an (e − 1)-flat inside Tp(U). We consider
Tp(U) as R
e with p as the origin, and then each Fj is a linear subspace. Recall that any
linear subspaces A and B satisfy dim(A∩B) ≥ dimA+dimB−dim(A∪B). In particular,
if B has co-dimension 1 then dim(A ∩ B) ≥ dimA − 1. Applying this repeatedly with
1 ≤ j1 < · · · < jd ≤ u leads to dim(Fj1 ∩ · · · ∩Fjd) ≥ (e− 1)− 1− · · · − 1 ≥ 1 (since e > d).
This implies any d hyperplanes from h1, · · · , hu contain a common line in C
d.
Let d0 be the smallest non-negative integer such that there exist hyperplanes hj1 , . . . , hjd−d0
whose intersection is of dimension d0. Since every two of the hyperplanes have an intersec-
tion of dimension d− 2, we have that d0 ≤ d− 2. Since every d of the hyperplanes contain
a common line, we have 1 ≤ d0 ≤ d− 2. We consider hyperplanes hj1 , · · · , hjd−d0 such that
the intersection I = hj1 ∩ · · · ∩ hjd−d0 is a d0-flat. By the definition of d0, for a hyperplane
h /∈ {h1, . . . , hjd−d0} we have dim(h ∩ I) ≥ d0. This implies that h contains I. Since this
holds for every h, we conclude that dim(∩uj=1hj) ≥ d0 ≥ 1.
We now discuss the proof of Theorem 1.7, and first recall the statement of this theorem.
Theorem 1.7. Let s, t ≥ 2 be integers. Let P be a set of m points and let V be a set of
n hyperplanes, both in Cd. Assume that the incidence graph of P × V contains no copy of
Ks,t. Then for any ε > 0 we have
I(P,V) = O
(
m
(d−1)s
ds−1
+εn
ds−d
ds−1 +m+ n
)
.
Proof sketch. The proof goes along the same lines as the proofs of Theorems 6.2 and 1.3,
but with more cases to handle. As in the case of Theorem 1.3, the proof is by induction on
d. For the induction basis, the case of d = 3 is Theorem 6.2 and the case of d = 2 can be
found in [18]. We prove the induction step using a second induction on m+ n. The second
induction basis is immediate by taking sufficiently large constants in the O(·)-notation.
To prove the second induction step, we move from Cd to R2d using the map φ(·), as
described in the beginning of the section. We then take a constant-degree partitioning
polynomial f ∈ R[x1, . . . , x2d]. Handling the incidences in the cells is straightforward, by
applying the induction hypothesis separately in each cell and using Ho¨lder’s inequality (see
the proofs of Theorems 6.2 and 1.3). To close the induction step, in remains to bound the
number of incidences on the partition V(f).
As in the previous proofs, we separately consider each irreducible component of V(f).
Let U be such a component of dimension d′. For each 0 ≤ k < d′, we separately bound
the number of incidences between points of P ∩ U and hyperplanes of φ(V) that have a
k-dimensional intersection with U . We denote as Vk the set of these k-dimensional varieties
in U .
When k < d, we simply project the incidence problem onto a generic d-flat and bound
the number of incidences using Theorem 1.1(b). That is, we project the point set P ∩ U
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and the set of varieties Vk. By Lemma 1.2, the resulting incidence bounds are subsumed by
the bound of the induction. This is a straightforward generalization of how intersections of
dimension at most two were handled in the proof of Theorem 6.2.
When k ≥ d and k = d′−1, we rely on Lemma 6.3 to handle incidences between regular
points U and regular points of varieties of Vk. By Lemma 6.3, for each regular point p ∈ U
there exists a complex line ℓp ⊂ C
d such that ℓp ⊂ h for every hyperplane h ∈ V satisfying
dim(φ(h) ∩ U) = k and that p is a regular point of φ(h) ∩ U . We associate such a complex
line with each regular p ∈ U ∩ P, and denote the resulting set of lines as LU . Let g be a
generic hyperplane in Cd, such that every line of LU intersects g at a single point, and every
hyperplane of V intersects g at (d−2)-flat. Inside of g, the number of line-flat containments
becomes the number of incidences between points and hyperplanes in Cd−1. (As explained
in the proof of Theorem 6.2, we need to separately handle lines that correspond to at least
s points of U .) This number of incidences is bounded by the first induction hypothesis, and
is subsumed by the bound of the induction step. This is a straightforward generalization of
the use of Lemma 6.1 in the proof of Theorem 6.2.
In the preceding paragraph we only bounded a specific type of incidences in the case
of k ≥ d and k = d′ − 1. We now consider the remaining incidences in this case. By
Theorem 2.5, the set of singular points of U is a variety of dimension at most d′ − 1.
We separately study each of the irreducible components of the singular set, in the same
way we separately study each component of the partition V(f). By Lemma 2.3 there are
Od′,k(1) such irreducible components, each of dimension at most d
′ − 1. We also need to
handle incidences between regular points of U and singular points of the varieties of Vk.
By Theorem 2.5, the set of singular points of a k-dimensional variety h ∈ Vk is a variety of
dimension at most k− 1. We can handle these lower-dimensional varieties in the same step
we handle lower-dimensional intersections with U . Once again, this is a straightforward
generalization of the corresponding part of the proof of Theorem 6.2.
It remains to consider the case where k ≥ d and k < d′ − 1. In this case we have
(d− 1)/d > k/d′. We may thus bound the number of incidences as in the proof of Theorem
1.3. By Lemma 1.2, the resulting incidence bound would be subsumed in the bound of the
induction step. While repeating the proof of Theorem 1.3, we obtain various subproblems
involving incidences between k′′-dimensional varieties and points on a d′′-dimensional vari-
ety. For each subproblem we repeat the above: If k′′ < d we project onto a generic d-flat,
when k′′ ≥ d and k′′ = d′′ − 1 we rely on Lemma 6.3, and otherwise we repeat the analysis
of Theorem 1.3.
There are several recursive steps in the above analysis, where at each step we decrease
either the dimension of U or the dimension of the varieties we are working with. It is not
difficult to verify that the number of steps is Od,k(1) and the bound obtained by each step
is subsumed by the bound of the induction step. We close the induction step just as in the
proof of Theorem 6.2, by taking sufficiently large constants α1 and α2. Unlike the proof of
Theorem 6.2, these two constants depend on d and k such that α1,d,k is sufficiently large
with respect to α1,d−1,k and α1,d,k−1, and similarly for α2,d,k.
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