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Abstract
In this article, we propose a Lyapunov stability approach to analyze the convergence of the density operator of a quantum
system. In analog to the classical probability measure for Markovian processes, we show that the set of invariant density
operators is both closed and convex. We then show how to analyze the stability of this set via a candidate Lyapunov operator.
We complete our analysis of the set of invariant density operators by introducing an analog of the Barbashin-Krasovskii-La
Salle theorem on the dynamics of quantum systems.
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1 Introduction
Among the most fundamental issues in dynamics and
control theory is the stability of systems. The Lya-
punov criterion is one of the key tools used to ana-
lyze stability. Since its discovery in the late nineteenth
century(Lyapunov, 1892), the Lyapunov criterion has
been successfully applied in nonlinear stability analy-
sis and feedback control design. The criterion has also
been extended in various ways. Among these exten-
sions are the invariance principle, due to Barbashin-
Krasovskii-La Salle (Salle, 1960; Salle and Lefschetz,
1961; Krasovsky, 1963), where the Lyapunov crite-
rion has been extended to infer asymptotic stability
when the time derivative of the Lyapunov function
fails to be strictly negative in the neighborhood of an
equilibrium point. There are also other extensions of
the Lyapunov criterion that cover the stability anal-
ysis of systems with time delay (Kharitonov, 1999;
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Chen et al., 2003; Zhou and Egorov, 2016; Liu and Sun,
2016; Mazenc and Malisoff, 2017), switched systems
(Lin and Antsaklis, 2009; Jungers et al., 2017), and
stochastic systems (Kozin, 1969; Khasminskii, 2011) to
mention a few examples.
The development of feedback control for the quan-
tum systems has received a significant amount of in-
terest in the last two decades (Dong and Petersen,
2010). Essentially, there are two approaches to feed-
back control design for quantum systems. The first
approach relies on measurements of the system,
where the feedback control is calculated based on
the estimated value of the variables of the system.
This method, known as measurement-based feed-
back control, has been well investigated in the last
two decades (Wiseman and Milburn, 1993; Belavkin,
1999; Wiseman and Milburn, 2010). The other ap-
proach is to construct the feedback controller as a
quantum system which coherently interacts with the
controlled system, also known as coherent feedback con-
trol. This approach has recently received considerable
attention (Wiseman and Milburn, 1994; James et al.,
2008; Nurdin et al., 2009; Maalouf and Petersen,
2011; Zhang et al., 2012). In some recent studies
(Nurdin et al., 2009; Hamerly and Mabuchi, 2012;
Yamamoto, 2014), it has been shown that there are
some conditions in which coherent feedback control can
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offer improvements over measurement-based feedback
control .
Regarding analytical tools to analyze the convergence
of quantum system dynamics, there have been many
results on analytical tools to analyze the convergence
of quantum system dynamics based on the stabil-
ity analysis of quantum systems subject to measure-
ment (Somaraju et al., 2013; Amini et al., 2013, 2014;
Benoist et al., 2017). However, in the absence of mea-
surement, as in the case of coherent control, there are
few tools available to analyze the stability behavior of
quantum dynamical systems. Many established results
on linear coherent control of quantum systems are based
on stochastic stability criteria involving the first and
second moments (James et al., 2008). To extend coher-
ent control design beyond the linear case, it is useful to
consider more general stability criteria other than first
and second moment convergence.
From the classical probability theory point of view, we
can consider a density operator of the system Hilbert
space in a similar way to a probability measure. There-
fore, the convergence of a density operator can be
analyzed in a similar way to the convergence of a se-
quence of probability measures. The convergence of
probability measures in metric spaces has been stud-
ied since the mid-1950’s, starting from the seminal
work of Prokhorov (Prokhorov, 1956; Parthasarathy,
1967). In fact, in the mathematical physics literature,
the stability of quantum systems has been analyzed
using semigroups and the quantum analog of prob-
ability measure convergence (Fagnola and Rebolledo,
2001, 2003, 2006; Chang, 2014; Deschamps et al., 2016).
In essence, (Fagnola and Rebolledo, 2001, 2002, 2003,
2006) establish conditions for the existence of invariant
states and the convergence to these states given that
the invariant state is faithful; i.e., for any positive op-
erator A, tr (Aρ) = 0 if and only if A = 0. However,
although the quantum Markov semi-group class consid-
ered in (Fagnola and Rebolledo, 2001, 2002, 2003, 2006)
is quite general, their result is only valid for faithful
invariant states. Moreover, the convergence conditions
are based on verifying whether a set of operators that
commute with all coupling operators and their adjoint,
{Li,L∗i , ∀i}′, coincides with a set of operators that com-
mute with the Hamiltonian, all coupling operators and
their adjoints, {H,Li,L∗i , ∀i}′, which can be difficult
to verify; see (Fagnola and Rebolledo, 2003, Theorem
6.10)(Arnold et al., 2008; Nigro, 2018).
Stability analysis in the Heisenberg picture as given in
(Pan et al., 2014) is interesting for two reasons. The first
is that since it is written in Heisenberg picture, which di-
rectly describes the dynamics of system observables, the
stability condition derived is easily connected to classi-
cal Lyapunov stability analysis. The second is that while
the stability condition is stated in term of a Lyapunov
observable, it leads to the same conclusion as the quan-
tum Markov semigroup convergence approach. The re-
sult of (Pan et al., 2014) required that for all non-trivial
projection operators P , PL†(1− P )LP 6= 0, where L is
any coupling operator of the quantum system. More-
over, the crucial assumption of this result and those of
(Fagnola and Rebolledo, 2001, 2002, 2003, 2006) is that
the steady state (or invariant state) of the evolution of
the system density operator is faithful. In many practi-
cal applications, this is not the case, such as in the case
of ground state stabilization; see (Mamaev et al., 2018)
for an example of entangled state dissipation, and other
pure state stabilization problems (Yamamoto, 2012;
Ticozzi and Viola, 2012; Leghtas et al., 2013; Camalet,
2013). If the set of invariant density operators are the
ground states of a self-adjoint operator, then these
density operators will not be faithful unless the self-
adjoint operator is a constant multiple of the identity.
This shows that there are problems in stability anal-
ysis for quantum dynamical semigroups which cannot
be solved by the currently available methods. In fact,
convergence analysis to the set of ground states has
been addressed partially for the finite dimensional case
recently in (Pan et al., 2016). Furthermore, even when
the invariant density operators are faithful, validating
the inequality as in (Pan et al., 2014, Theorem 3, The-
orem 4) for all non-trivial projection operators is not
straight forward; see also (Pan et al., 2014, Example
4). In (Pan et al., 2016), the convergence of the system
density operators to a ground states of a self adjoint
operator X , ZX is considered for finite dimensional
quantum systems. It was shown in (Pan et al., 2016)
that if for a Lyapunov operator V , the generator L(V )
of V has a strictly negative value tr (L(V )ρ) for any
ρ /∈ZX , then the system density operator will converge
to ZX . The crucial assumptions made in (Pan et al.,
2016) are that the Lyapunov operator V has to be a
positive operator V satisfying L(V ) ≤ 0 and has to
commute with the Hamiltonian of the system.
A more general approach to stability analysis of the
invariant density operators for quantum systems can be
established by considering the convergence of density
operators in Banach space, and requiring less restrictive
assumptions on the Lyapunov operators.
In this article, we aim to establish a stability criterion,
which is similar to the Lyapunov stability theory in clas-
sical dynamics, to examine the convergence of a density
operator of a quantum system. In contrast to many
previously studied convergence analysis methods for in-
variant density operators which used weak convergence
(Fagnola and Rebolledo, 2001, 2002, 2003, 2006), in this
work, we will analyze the convergence of density oper-
ators in a Banach space using the Lyapunov criterion.
This approach may be more useful in some cases than
the previous approaches since the weak topology does
not give a concrete distance between two density oper-
ators. Hence it is impossible to determine the distance
of the density operator from the steady state (invariant
density operator). On the other hand, analyzing con-
vergence in the Banach space allows a direct connection
to classical stability analysis by generalizing the finite-
dimensional vector space into a general Banach space. It
is also worth mentioning that the convergence of density
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operator evolution has also been analyzed via Wigner-
Fokker-Planck partial differential equations, where in
(Arnold et al., 2012), an exponential convergence rate
towards the invariant state is established for a class of
perturbed linear quantum stochastic differential equa-
tions (QSDEs). Notice however, our stability criterion
should not be regarded as an alternative to the ergodic
theory of quantum dynamical semigroups, but rather as
a complementary approach that applies to non-faithful
invariant density operators.
After giving a stability definition in the set of density
operators, first, we will demonstrate that if there is a
self-adjoint operator that has a strict minimum value at
the invariant state and its generator satisfies a particu-
lar inequality, then we can infer Lyapunov, asymptotic,
and exponential stability in both local and global set-
tings. We do not require the Lyapunov operator to be
either positive or to be coercive (the spectrum of V is
greater than some strictly increasing function and goes
to infinity), as considered in previous work (Pan et al.,
2014). This flexibility enables us to study the stability
of quantum systems with non-faithful invariant density
operators.
We complete our analysis of the set of invariant den-
sity operators by introducing a quantum analog of the
Barbashin-Krasovskii-LaSalle Theorem. In the classi-
cal setting, this theorem states that the trajectory of
a system will approach the greatest invariant set of
the system when there is a Lyapunov function which
is non-increasing over time (Krasovsky, 1963; Khalil,
2002). The main departure of the quantum result from
the classical Barbashin-Krasovskii-La Salle Theorem is
that we require that the solution of the predual semi-
group ρt belongs to a weak compact set. Note that the
different topologies only matter if we deal with an infi-
nite dimensional Hilbert space, since weak and normal
convergence are equivalent in finite-dimensional normed
spaces (Megginson, 1998, Prop 2.5.13).
Part of this paper has been presented at the 56th IEEE
Control and Decision Conference (Emzir et al., 2017).
Compared to the conference version, this paper has been
significantly expanded and revised. Section 4, which
discusses the invariance principle analog for quantum
systems, has been added to the paper. Further, we
have also included Theorem 11 which shows that local
asymptotic stability implies global asymptotic stability
in the quantum systems being considered. In addition
to that, Example 5.2 has been added to illustrate the
weak asymptotic stability condition via our quantum
version of the Barbashin-Krasovskii-La Salle Theorem.
The paper also contains complete proofs of all results,
which have not been included in the conference paper
(Emzir et al., 2017).
Following a common approach in the physics litera-
ture, we will base our work on the algebras of bounded
operators. Notice however, most unbounded operators
used in this work (e.g. position and momentum opera-
tors of a quantum particle) have domains that include
at minimum the set of smooth functions with com-
pact support that are dense in L2(R) (Parthasarathy,
1992; Bouten et al., 2007). We refer the reader to
(Emzir et al., 2018, §2.1) for a brief introduction to
the closed and open quantum system dynamics used in
this article. We also refer the reader to the following
monographs for an introduction to quantum probability
(Bouten et al., 2007; Fagnola, 1999).
1.1 Notation
The symbol 1 stands for the identity operator of a
Hilbert space. Plain letters (e.g., P ) will be used to
denote operators on Hilbert space. Script face (e.g., H
for Hilbert space) is used to denote spaces as well as
algebras. A class of operators will be denoted by fraktur
face; e.g., we let B (H) to denote the class of bounded
linear operators on the Hilbert space H. I1 (H) de-
notes the set of trace-class Hilbert space operators. For
a bounded operator X , the uniform norm is denoted by
‖X‖∞, while if X is a trace-class operator, the norm
‖X‖1 is defined as ‖X‖1 = tr
(√
X∗X
)
. Bold letters
(e.g., y) will be used to denote a matrix whose elements
are operators on a Hilbert space. Hilbert space adjoints,
are indicated by ∗, while the adjoint transpose will be
denoted by †; i.e., (X∗)⊤ = X†. For single-element
operators we will use ∗ and † interchangeably.
2 Quantum Dynamical Semigroups
In this section, we will describe some notions in quan-
tum dynamical semigroups that will be used in the later
sections; see (Davies, 1976, Chapter 1),(Fagnola, 1999,
§2-3),(Chang, 2015, §2.6), (Emzir, 2018, Chapter 1).
A class of density operators S(H) on the Hilbert space
H is defined as a subset of the trace class operators
I1(H) with non-negative spectrum and unity trace,
(Davies, 1976, §1.4). Notice that a linear functional ω
on B (H) is normal if there is a unity trace operator
ρ such that ω(X) = tr (ρX). From this viewpoint, a
unit element |u〉 ∈ H and a density operator ρ can
also be considered as states on B(H), by considering
the following linear functionals, ϕ(X) = 〈ψ|X |ψ〉, and
ϕ(X) = tr (ρX). Let H be the system’s Hilbert space.
The total Hilbert spacewill be given as H˜ =H⊗Γwhere
Γ is the Fock space for the environment (Emzir et al.,
2018). Notice that if we restrict ourself to work in the
linear span of coherent states, for any time interval
0 ≤ s < t, the Fock space Γ can be decomposed into
(Parthasarathy, 1992, pp. 179-180) Γ = Γs]⊗Γ[s,t]⊗Γ[t.
Therefore, we can write H˜[0,t] =H⊗Γ[0,t]. If ρ ∈S(H)
is an initial density operator of the system and Ψ ∈ S(Γ)
is the initial density operator of the environment, then
for any bounded system observable X , the quantum
expectation of Xt = jt(X) ≡ U †t (X ⊗ 1)Ut is given by
tr (Xt(ρ⊗Ψ)) ≡ P (Xt). Let Ψ[t ∈ S(H˜[t) be a den-
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sity operator on H˜[t. Then, we define Et] [·] : B
(
H˜
)
→
B(H˜t]) as follows:
(1)Et] [Z]⊗ 1 ≡ E
[
Z|B
(
H˜t]
)
⊗ 1
]
, ∀Z ∈ B
(
H˜
)
where 1 is the identity operator on H˜[t andE
[
Z|B
(
H˜t]
)
⊗ 1
]
is the quantum conditional expectation; see also
(Parthasarathy, 1992, Prop 16.6, Exc 16.10, 16.11)
and (Fagnola, 1999, Exm 1.3) for the existence of
E
[
Z|B
(
H˜t]
)
⊗ 1
]
. In our case, we will frequently con-
sider E0] [jt(X)], when the quantum expectation of
jt(X) is marginalized with respect to the system Hilbert
space H.
Definition 1 (Fagnola, 1999; Chang, 2015) A quantum
dynamical semi-group (QDS) on a von Neumann algebra
A is a family of bounded linear maps {Tt, t ≥ 0} with the
following properties:
(1) T0(A) = A, for all A ∈ A.
(2) Ts+t(A) = Ts(Tt(A)), for all s, t ≥ 0, and A ∈ A.
(3) Tt is a completely positive mapping for all t ≥ 0.
(4) Tt is normally continuous for all t ≥ 0.
Using the conditional expectation in (1), we observe that
there exists a one-parameter semi-group Tt : B(H) →
B(H) given by
(2)Tt(X) = E0] [jt(X)].
The generator of this semi-group L(X) : D(L)→ B(H)
is given by L(X) = limt↓0 1t (Tt(X) −X), ∀X ∈ D(L) .
By using the quantum conditional expectation property
(Fagnola, 1999, §2-3) and (1), we obtainP (Tt(X)⊗ 1) =
P (Xt). Therefore,
(3)Tt(L(X)) = L(Tt(X)) = E0] [G(Xt)];
see also (Chang, 2015, Thm 5.1.6). Note that there also
exists a one-parameter semi-group, known as the pred-
ual semi-group St such that, P (Xt) = P (Tt(X)⊗ 1) =
tr (XSt(ρ)). Explicitly, it can be defined as
(4)St(ρ) ≡ trΓ
(
Ut(ρ⊗Ψ)U †t
)
,
where trΓ (·) is partial trace operation over Γ. We re-
strict our discussion to the case where the semi-group Tt
is uniformly continuous so that its generator is bounded
(Fagnola, 1999, Prop 3.8). Let us write ρt ≡ St(ρ).
The generator of this semi-group is the master equation
(Fagnola, 1999)
(5)L∗(ρt) ≡ −i [H, ρt] + L⊤ρtL∗ − 1
2
L
†
Lρt − 1
2
ρtL
†
L.
For our development, we will also require the following
definitions:
Definition 2 (Fagnola and Rebolledo, 2001) A density
operator ρ is called invariant for a QDS Tt if for all
A ∈ B(H), t ≥ 0, tr (ρTt(A)) = tr (ρA).
We recall that the set of trace-class Hilbert space
operators I1(H) with norm ‖·‖1 is a Banach space
(Parthasarathy, 1992, Prop 9.13). Using the metric in-
duced by the norm d(ρA, ρB) ≡ ‖ρA − ρB‖1, we define
a closed ball with center ρ∗ and radius ǫ by the set
(6)Bǫ(ρ∗) = {ρ ∈S(H) : ‖ρ− ρ∗‖1 ≤ ǫ}.
The normalized version of the distance d(ρA, ρB) is also
known as the Kolmogorov distance in the quantum in-
formation community (Fuchs and van de Graaf, 1999;
Michael A. Nielsen, 2001; Ingemar Bengtsson, 2017);
see Figure 1 for an illustration of Bǫ(ρ∗) for a qubit
system with center ρ∗ =
1
2
[
1 0
0 1
]
.
We will also define a neighborhood N of ρ∗ as a union
of balls (6) with various center points and Bǫ(ρ∗) ⊆ N
for some ǫ. The following proposition shows a basic fact
regarding the closedness of the class of density operators.
Proposition 3 The class of density operators on the
Hilbert space H, S(H) is a closed subset of the Banach
space (I1(H), ‖·‖1).
PROOF. First we recall that a subset of a complete
metric space is closed if and only if it is complete (Morris,
2016, Prop 6.3.13). Therefore, we need to show that ev-
ery Cauchy sequence of density operators {ρn} converges
to a density operator ρ∗. Since S(H) ⊆ I1(H), which
is a Banach space with respect to the norm ‖·‖1, then{ρn} converges to an element in I1(H); i.e., ρ∗ ∈ I1(H).
Therefore according to the definition of the class of den-
sity operators, it remains to show that ρ∗ is positive and
has unity trace. The limit ρ∗ is positive, since if it is
4
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Fig. 1. Illustration of a ball in (6) for a qubit system, drawn
in the Bloch sphere.
non-positive, then there exists ǫ > 0 such that for all n,
0 < ǫ < ‖ρn − ρ∗‖∞. However, as n→∞,
0 < ǫ < ‖ρn − ρ∗‖∞ ≤ ‖ρn − ρ∗‖1 = 0,
which is a contradiction. The limit ρ∗ also has unit trace
by the following argument. Since ρn converges to ρ∗,
then for any ǫ > 0 there is an n such that
1 = ‖ρn‖1 ≤ ‖ρn − ρ∗‖1 + ‖ρ∗‖1 ≤ ǫ+ ‖ρ∗‖1.
However, we notice also that for any ǫ > 0, there is an
Nǫ ∈ N, such that for every n,m ≥ Nǫ, ‖ρn − ρm‖1 < ǫ.
Fix n. Then we have ‖ρn‖1 ≤ ‖ρn − ρNǫ‖1 + ‖ρNǫ‖1.
Taking the limit as n approaches infinity, we obtain
‖ρ∗‖1 ≤ limn→∞ ‖ρn‖1 + ‖ρn − ρ∗‖1
≤ lim
n→∞
‖ρn − ρNǫ‖1 + ‖ρNǫ‖1 + ‖ρn − ρ∗‖1
≤ ǫ+ 1.
Since ǫ can be chosen arbitrarily, then ‖ρ∗‖1 = 1. There-
fore, ρ∗ is indeed a density operator. ✷
3 Stability of Quantum Systems I: A Lyapunov
Criterion
In this section, we will introduce a Lyapunov stability
concept for quantum system invariant density operators.
Before we define the stability condition, we first show
that the set of invariant density operators of the QDS
(2) is both closed and convex.
Proposition 4 If the set of invariant density operators
C∗ for a QDS of the form (2) is non-empty, then it is
convex and closed in (I1(H), ‖·‖1).
PROOF. The convexity of C∗ follows directly from
the fact that for any ρ1, ρ2 ∈ C∗, then for any λ ∈ [0, 1],
tr ((St(λρ1 + (1− λ)ρ2)− (λρ1 + (1− λ)ρ2))A) = 0,
for all A ∈ B(H), and t ≥ 0. Notice that since C∗ is con-
vex, the closedness of C∗ on (I1(H), ‖·‖1) is equivalent
to the closedness of C∗ in the weak topology (Conway,
1985, Thm III.1.4 ). To show that C∗ is closed in the
weak topology, suppose that {ρn} is a net in C∗ that
converges weakly to ρ∗, ρn
w−⇁ ρ∗. Then we have to
show that ρ∗ ∈ C∗. We observe that the linearity of the
semi-group St implies that for all A ∈ B(H), ρn in the
net {ρn}, and t ≥ 0
tr ((St(ρ∗)− ρ∗)A) = tr ((St(ρ∗ − ρn))A)
+ tr ((St(ρn)− ρn)A)
+ tr ((ρn − ρ∗)A)
= tr ((St(ρ∗ − ρn))A)
+ tr ((ρn − ρ∗)A)
= tr ((ρ∗ − ρn)(Tt(A)−A)).
Since Tt(A) ∈ B(H), then for any ǫ > 0, there exists
a ρm ∈ {ρn} such that |tr((ρ∗ − ρm)(Tt(A)−A))| < ǫ.
However, ǫ > 0 can be selected arbitrarily. Therefore,
ρ∗ ∈ C∗. ✷
The convexity of C∗ has been previously mentioned in
(Schirmer and Wang, 2010) for the finite dimensional
case. The last proposition also tells us that it is irrele-
vant to ask about the convergence of a density operator
evolution to a particular point insideC∗ when it consists
more than one density operator, since every neighbor-
hoodN of ρ∗ ∈ C∗ must contain other invariant density
operators for which a trajectory can eventually converge
to. In what follows, we will examine the convergence
to set of invariant density operators in a Banach space
(I1(H), ‖·‖1). The distance between a point σ ∈ S(H)
and the closed convex set C∗ ⊆ S(H) can be naturally
defined by
(7)d(σ,C∗) = inf
ρ∈C∗
‖σ − ρ‖1.
We define the following stability notions:
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Definition 5 Let C∗ ⊂ S(H) be a non-empty convex
set of invariant density operators of a QDS (2). Suppose
thatN ⊂ S(H), whereC∗ is a strict subset ofN, and the
system is initially at density operator ρ ∈ N. Then, we
say the closed convex set of invariant density operators
C∗ is,
(1) Lyapunov stable if for every ε > 0, there ex-
ists δ(ε) > 0 such that d(ρ,C∗) < δ(ε) implies
d(ρt,C∗) < ε for all t ≥ 0.
(2) Locally asymptotically stable, if it is Lyapunov sta-
ble, and there exists δ > 0, such that d(ρ,C∗) < δ
implies lim
t→∞
d(ρt,C∗) = 0.
(3) Locally exponentially stable, if there exists β, γ, δ >
0 such that d(ρ,C∗) < δ implies, d(ρt,C∗) ≤
βd(ρ,C∗) exp (−γt) for all t ≥ 0.
If N = S(H), such that δ can be chosen arbitrarily in
2) and 3), we say C∗ is a globally asymptotically, or
exponentially stable respectively.
Before we prove our first main result, we need to estab-
lish the following facts. Let A ∈ B(H) be a self-adjoint
operator where the spectrum of A is strictly increasing,
that is A =
∑∞
i=0 piPi, where {Pi} is a set of orthogo-
nal projection operators (not necessarily of rank one),
and the spectrum values of A satisfy p0 < p1 < p2 <
· · · < pn < · · ·. The set of ground states of A, is given by
WA = {ρ ∈S(H) : tr(ρA) = p0} (Pan et al., 2016).
Lemma 6 Let two unit vectors |ψi〉 ∈ H, i = 1, 2,
〈ψ2|ψ1〉 = 0 be eigen-vectors of a self-adjoint operator
A corresponding to the same spectrum value p; i.e.,
A |ψi〉 = p |ψi〉 , i = 1, 2. Then any superposition vector
of |ψ1〉 and |ψ2〉 is also an eigen-vector of A correspond-
ing to p. In particular, if |ψi〉 〈ψi| , i = 1, 2 are ground
states of A, then if |ψ〉 is a superposition of |ψ1〉 and
|ψ2〉, then |ψ〉 〈ψ| is a also ground state of A.
PROOF. Immediate; see also (Gantmacher, 1959, p.
71). ✷
Lemma 7 Suppose there exists a self-adjoint operator
A ∈ B(H) where the spectrum of A is strictly increasing
such that for a non-empty closed convex set of density
operators C∗, and a neighborhood N of C∗,
inf
ρ∗∈C∗
tr (A(ρ− ρ∗)) > 0, ∀ρ ∈ N\C∗. (8)
Then tr (A(ρ∗)) is constant for all ρ∗ ∈ C∗. Moreover,
C∗ = WA.
PROOF. Let the operator A =
∑∞
i=0 piPi, where
the spectrum values of A satisfy p0 < p1 < p2 <
· · · < pn < · · ·. Suppose supρ∗∈C∗ tr (Aρ∗) = α¯, and
infρ∗∈C∗ tr (Aρ∗) = α
¯
, where α
¯
< α¯. Consider the
topology onS(H) induced by norm ‖·‖1. By definition,
C∗ ⊂ S(H), and from Propositions 3 and 4, C∗ is not
a clopen set (a set that is both closed and open at the
same time) in S(H). Hence, it is clear that the bound-
ary of C∗ is non-empty in S(H); see (Mendelson, 2003,
103, exercise 7). Therefore, pick any ρ∗∗ at the bound-
ary surface of C∗ and choose ρ
′ ∈ N\C∗ such that for
any λ ∈ (0, 1], λρ′ + (1 − λ)ρ∗∗ does not belong to C∗.
Let δ = α¯ − α
¯
, tr(Aρ′) = α¯ + ε0, tr(Aρ∗∗) = α
¯
+ ε1
where ε0 > 0, and ε1 ∈ [0, δ]. Therefore, setting
λ ≤ (δ − ε1)/(δ + ε0 − ε1), we obtain
tr(A(λρ′ + (1 − λ)ρ∗∗)) ≤ α¯, (9)
which violates the inequality (8).
Now we will show that C∗ ⊆ WA, which means that
tr (Aρ∗) = p0, for any ρ∗ ∈ C∗. To see this, supposeC∗ *
WA. Then, there exists a ρ∗ ∈ C∗ such that tr (Aρ∗) =
pˆ > p0. But since tr (Aρ∗) has to be constant across all
ρ∗ ∈ C∗, then tr (Aρ∗) = pˆ > p0 for all ρ∗ ∈ C∗. Select
ρ′ ∈ WA\C∗. Then for any ρ∗ ∈ C∗, there exists λ′ ∈
(0, 1) such that , ρ = λ′ρ∗+(1−λ′)ρ′ ∈ N\C∗. However,
if this is the case, then tr(Aρ) = (1 − λ′)p0 + λ′pˆ ≤ pˆ
which contradicts (8).
Next since C∗ ⊆ WA, suppose there exists ρ′ ∈ WA\C∗.
Then for an arbitrary ρ∗ ∈ C∗, there also exists a λ′ ∈
(0, 1) such that, ρ = λ′ρ∗+(1−λ′)ρ′ ∈N\C∗. However,
if this is the case, then tr(Aρ) = p0, which contradicts
(8). ✷
Lemma 8 Suppose the condition in Lemma 7 is satis-
fied. Then there exists κ > 0 such that
κd(ρ,C∗)
2 ≤ inf
ρ∗∈C∗
tr (A(ρ− ρ∗)),
for all ρ ∈ N\C∗.
PROOF. Let the operator A be as in the proof of
Lemma 7. By Lemma 7, C∗ = WA. Without loss of
generality, we can assume that p0 = 0 (otherwise we
can consider A′ = A − po1) and there exists a col-
lection of rp unit vectors {|j〉} such that 〈i|j〉 = δij ,
and 〈j|A |j〉 = p0 for all j = 0, · · · , rp − 1. Without
loss of generality, we can assume that |j〉 is a number
vector, where |0〉 = (1, 0, · · ·); |1〉 = (0, 1, · · ·); etc. Oth-
erwise there is a unitary transformation W such that
A′ = W †AW is diagonal. Therefore, by Lemma 6, any
invariant density operator ρ∗ is a convex combination
of unit vectors {|sj〉} that are superpositions of {|j〉}.
Let us consider a unitary vector |ψi〉 = (ai0, ai1, · · ·),
where aij ∈ C, and
∑∞
j=0 |aij |2 = 1. Select ρ =∑
i λi |ψi〉 〈ψi|, where λi > 0, 〈ψi|ψj〉 = δij and∑
i λi = 1. Notice that, we can also write any ρ∗ ∈ C∗
in the form ρ∗ =
∑
i λiρˆi, where {ρˆi} ∈ C∗.
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Using the convexity of the norm ‖·‖1, we observe that
d(ρ,C∗) = inf
ρ∗∈C∗
d(ρ, ρ∗)
= inf
{ρˆi}∈C∗
d
(∑
i
λi |ψi〉 〈ψi| ,
∑
i
λiρˆi
)
= inf
{ρˆi}∈C∗
∥∥∥∥∥
∑
i
λi (|ψi〉 〈ψi| − ρˆi)
∥∥∥∥∥
1
= inf
{ρˆi}∈WA
∥∥∥∥∥
∑
i
λi (|ψi〉 〈ψi| − ρˆi)
∥∥∥∥∥
1
≤ inf
{ρˆi}∈WA
∑
i
λi‖|ψi〉 〈ψi| − ρˆi‖1
=
∑
i
λi inf
ρˆi∈WA
‖|ψi〉 〈ψi| − ρˆi‖1
=
∑
i
λid(|ψi〉 〈ψi| ,WA).
Moreover, due to the convexity of the quadratic function,
we further obtain
d(ρ,C∗)
2 ≤
(∑
i
λid(|ψi〉 〈ψi| ,WA)
)2
≤
∑
i
λid(|ψi〉 〈ψi| ,WA)2.
Now, for any |ψ〉 and |φ〉 ∈H, we have (Michael A. Nielsen,
2001, §9.2.3)
‖|ψ〉 〈ψ| − |φ〉 〈φ|‖1 =2
√
1− |〈ψ|φ〉|2.
Therefore
d(|ψi〉 〈ψi| ,WA)2 =
(
inf
ρˆi∈WA
‖|ψi〉 〈ψi| − ρˆi‖1
)2
≤ 4

1− rp−1∑
j=0
|〈ψi|j〉|2


= 4
∑
j=rp
|aij |2.
Now we also observe that
tr (A(ρ− ρ∗)) =
∑
i
λi
∑
j=rp
pj |aij |2, j > 0.
Hence
tr (A(ρ− ρ∗))
d(ρ,C∗)
2 ≥
∑
i λi
∑
j=rp
pj |aij |2
4
∑
i λi
∑
j=rp
|aij |2
≥ p1
4
> 0.
This completes the proof. ✷
Corollary 9 Let C∗ be a closed convex set of invariant
density operators and N be a neighborhood of C∗. Sup-
pose {ρn} is a sequence of density operators in N\C∗. If
there exists a self-adjoint operator A ∈ B(H) satisfying
the condition in Lemma 7 and lim
n→∞
tr (A(ρn − ρ∗)) = 0
for a ρ∗ ∈ C∗, then lim
n→∞
d(ρn,C∗) = 0.
PROOF. Let lim
n→∞
tr (A(ρn − ρ∗)) = 0 for some A ∈
B(H) satisfying Lemma 7. By Lemma 8 there exists a
κ > 0, such that κd(ρ,C∗)
2 ≤ infρ∗∈C∗ tr (A(ρn − ρ∗)).
Therefore as n goes to infinity, lim
n→∞
d(ρn,C∗) = 0, which
completes the proof. ✷
The following theorem is the first main result of this arti-
cle, which relates the stability notions in Definition 5 to
inequalities for the generator of a candidate Lyapunov
operator.
As a reminder, we notice that by (3) we have the follow-
ing equality P (G(Vt)) = tr (L(V )ρt).
Theorem 10 Let V ∈ B(H) be a self-adjoint operator
with strictly increasing spectrum values such that
(10)inf
ρ∗ ∈C∗
tr (V (ρ− ρ∗)) > 0, ∀ρ ∈ S(H)\C∗.
Using the notation of Definition 5, the following proper-
ties hold:
(1) If
(11)tr (L(V )ρ) ≤ 0, ∀ρ ∈ S(H)\C∗,
then C∗ is Lyapunov stable.
(2) If
(12)tr (L(V )ρ) < 0, ∀ρ ∈ S(H)\C∗,
then C∗ is globally asymptotically stable.
(3) If there exists γ > 0 and ζ ∈ R such that
(13)tr (L(V )ρ) ≤ −γ tr (V ρ) + ζ
< 0 ∀ρ ∈S(H)\C∗,
then C∗ is globally exponentially stable.
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PROOF. Let N = S(H). Let us begin by proving the
first part. Suppose ε > 0 is selected. Then, we can take
ε′ ∈ (0, ε] such thatBε′(C∗) ⊆N. Observe that by (10)
and Lemma 8, there exists a κ > 0 such that for any
ρ ∈Bε′(C∗)
(14)κd(ρ,C∗)
2 ≤ inf
ρ∗∈C∗
tr (V (ρ− ρ∗)).
Let V∗ = supρ∗∈C∗ tr (V ρ∗). Therefore if we se-
lect V∗ < β < V∗ + κ(ǫ
′)2, then the set Nβ =
{ρ ∈ N : tr (V ρ) ≤ β} is a strict subset of Bε′(ρ∗).
Furthermore, since β > V∗ and tr (V ρ) ≤ V∗ +
‖V ‖∞d(ρ,C∗), selecting δ < (β − V∗)/‖V ‖∞ implies
tr (V ρ) < β for all ρ ∈ Bδ(C∗). Therefore, we have the
following relation
Bδ(C∗) ⊂ Nβ ⊂Bε′(C∗).
Hence, ρ ∈ Bδ(C∗) implies ρ ∈Nβ . Since tr (L(V )ρ) ≤ 0
for all ρ ∈ N\C∗, if system density operator ρ is ini-
tially in Nβ , then the expected value of operator V will
be non-increasing, tr (V ρt) ≤ tr (V ρ) ≤ β, ∀t ≥ 0. This
implies that ρt ∈ Nβ, ∀t ≥ 0, which shows ρt ∈Bε′(C∗).
Furthermore, this last implication implies that if ini-
tially d(ρ,C∗) < δ(ε), then d(ρt,C∗) < ε for all t ≥ 0.
For the second part, using the same argument as
in the previous part, we may choose δ > 0 such
that initially ρ ∈ Bδ(C∗) ⊂ Nβ ⊂ N, for some
β > V∗. Therefore, since tr (L(V )ρ) < 0 for all
ρ ∈N\C∗, tr (V ρt) is monotonically decreasing. There-
fore tr (V ρt) < tr (V ρs) < tr (V ρ) < β for any 0 < s < t.
Hence ρs, ρt also belong to Nβ . This implies that there
exists a sequence of density operators {ρn}, such that
tr (V (ρm − ρn)) < 0 for any m > n, where ρn ≡ Stn(ρ)
and 0 ≤ t0 < t1 < · · · < tn, tn → ∞ as n → ∞.
Since the spectrum of V is non-decreasing, tr (V ρn)
is lower bounded. Hence, there exists a ρc ∈ Nβ such
that lim
n→∞
tr (V (ρn − ρc)) = 0 and tr (V (ρc − ρn)) < 0
for all n. Suppose ρc /∈ C∗. Then for any s > 0,
tr (V Ss(ρc)) < tr (V ρc). Therefore, there exists an n
such that tr (V (ρc − ρn)) > 0, which is a contradiction.
Therefore, ρc ∈ C∗. Corollary 9 and (7) then imply that
lim
n→∞
d(ρn,C∗) ≤ lim
n→∞
‖ρn − ρc‖1 = 0.
For the global exponentially stable condition, the pre-
vious part shows that the negativity of tr (L(V )ρ)
for all ρ ∈ N\C∗ implies the existence of a ρc ∈ C∗
such that lim
t→∞
‖ρt − ρc‖1 = 0. Using the First Fun-
damental Lemma of Quantum Stochastic Calculus
(Parthasarathy, 1992, Prop 25.1,Prop 26.6) to switch
the order of the integration and quantum expectation,
we obtain
tr (V ρt)− tr (V ρs) = P (Vt)− P (Vs)
= P
(∫ t
s
G(Vτ )dτ
)
=
∫ t
s
P (G(Vτ )) dτ.
Therefore, by (13) we obtain
tr (V ρt) ≤
(
tr (V ρs)− ζ
γ
)
eγ(s−t) +
ζ
γ
.
Taking s = 0, there exists κ > 0 such that κd(ρt,C∗)
2 ≤
κ‖ρt − ρc‖21 ≤ tr (V (ρt − ρc)) ≤ tr(V ρt) − ζγ ≤(
tr(V ρ)− ζ
γ
)
e−γt. Consequently, we obtain
kd(ρt,C∗)
2 ≤
(
tr(V ρ)− ζ
γ
)
e−γt,
which completes the proof. ✷
Theorem 10 establishes sufficient conditions for the
stability notions given in Definition 5 in global set-
tings. Observe that we cannot make a localized version
of Theorem 10 by interchanging S(H) in (10) with a
smaller neighborhood N of C∗. This is the consequence
of Lemma 7, that states C∗ = WV when (10) is satis-
fied for a neighborhood N of C∗. Therefore (10) will
hold globally once it holds for a neighborhood N of C∗,
which leads to global stability condition.
We have seen in Proposition 4 that the convexity of the
set of the invariant density operators prevents the pos-
sibility of multiple isolated invariant density operators.
There is still a question whether in a uniformly con-
tinuous QDS, there is a local asymptotic stability phe-
nomenon that does not hold globally? In the following
theorem, we will see that the answer is negative.
Theorem 11 The set of invariant density operators of
a QDS (2) is globally asymptotically stable if and only if
it is locally asymptotically stable.
PROOF. It is obvious that the global asymptotic sta-
bility implies local asymptotic stability. Now suppose
that the set of invariant density operators C∗ is locally
asymptotically stable. Assume that the stability of C∗
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Fig. 2. Illustration of the set of invariant density operators
in the context of the proof of Theorem 11
.
does not hold globally. Then there exists ρ′ ∈S(H), such
that d(St(ρ′),C∗) does not converge to zero as t → ∞.
This means that there exists an ǫ′ > 0, such that for any
t ≥ 0, there is a tǫ′ ≥ t such that d
(Stǫ′ (ρ′),C∗) ≥ ǫ′.
This is equivalent to the existence of a sequence of times
{tn}, 0 ≤ t0 < t1 · · · < tn, tn →∞, such that for any n,
d(Stn(ρ′),C∗) ≥ ǫ′.
Now, let us examine the following convex set
W = {ρ ∈S(H) : ρ = λρ′ + (1− λ)ρ∗, ρ∗ ∈ C∗,
λ ∈ (0, 1)} . (15)
For any δ > 0, Bδ(C∗) ∩W 6= ∅. The local asymptotic
stability property ofC∗ implies that for some δ > 0, any
ρm ∈Bδ(C∗)∩W will converge to C∗; i.e., for all ǫ > 0
there exists a tǫ such that for all t ≥ tǫ, d(St(ρm),C∗) <
ǫ. Also, there exists a 0 < λ¯ < 1 such that for any
ρ∗ ∈ C∗,
(
λ¯ρ′ +
(
1− λ¯)ρ∗) belongs toBδ(C∗)∩W. Now
we can choose ǫ =
(
λ¯ǫ′
)
/2, and select tn ≥ tǫ. Therefore,
for this tn we have d(Stn(ρ′),C∗) ≥ ǫ′ and
d
(Stn(λ¯ρ′ + (1− λ¯)ρ∗),C∗) < (λ¯ǫ′)/2,∀ρ∗ ∈ C∗.
(16)
For the sake of simplicity let us define for any ρe belong-
ing to C∗:
d0 ≡d(Stn(ρ′),C∗), (17)
d1(ρe) ≡d
(
λ¯Stn(ρ′) +
(
1− λ¯)ρe,C∗) < (λ¯ǫ′)/2, (18)
where we use the inequality (16) to obtain (18). Next,
we claim that there exists a ρe ∈ C∗ such that:
λ¯d0 ≤d1(ρe) + λ¯ǫ
′
2
. (19)
To see this, let ǫ1 =
¯
λǫ′
4(1−
¯
λ)
and ǫ2 =
¯
λǫ′
4 . By definition,
there exist density operators ρ1, ρ2 ∈ C∗ such that
d(Stn(ρ′), ρ1) ≤d0 + ǫ1, (20)
d
(
λ¯Stn(ρ′) +
(
1− λ¯)ρ1, ρ2) ≤d1(ρ1) + ǫ2. (21)
Therefore, we can write
d0 ≤‖Stn(ρ′)− ρ2‖1
≤
∥∥Stn(ρ′)− (λ¯Stn(ρ′) + (1− λ¯)ρ1)∥∥1
+
∥∥(λ¯Stn(ρ′) + (1− λ¯)ρ1)− ρ2∥∥1
≤(1− λ¯)(d0 + ǫ1) + d1(ρ1) + ǫ2
=
(
1− λ¯)d0 + d1(ρ1) + λ¯ǫ′
2
.
Hence with ρe = ρ1, the inequality (19) is satisfied. No-
tice that if St(ρ) ∈ C∗, then ρ ∈ C∗; see Proposition 16.
Therefore, since ρe ∈ C∗, there exists ρc ∈ C∗ such that
ρe = Stn(ρc) ∈ C∗. Now with ρm = λ¯ρ′+
(
1− λ¯)ρc, the
inequalities (18) and (19) imply that
0 < λ¯ǫ′ ≤ λ¯d(Stn(ρ′),C∗) ≤ d(Stn(ρm),C∗) +
λ¯ǫ′
2
< λ¯ǫ′.
(22)
Therefore we have arrived at a contradiction, which com-
pletes the proof; see also Figure 2 for an illustration of
the key ideas of this proof. ✷
To this end, we can also highlight the following remarks:
Remark 12 In contrast to the stability conditions given
in (Pan et al., 2014), we do not require V to be coercive,
nor we demand that it commutes with the Hamiltonian
of the system (Pan et al., 2016). We show in Theorem
10 that less restrictive conditions on both V and L(V ),
(10),(12) are sufficient to guarantee the convergence of
the density operator evolution to the set of invariant den-
sity operators.
Remark 13 We can use Theorem 10 to strengthen
many results in the coherent control of quantum sys-
tems. In fact, the differential dissipative inequality given
in (James and Gough, 2010, Theorem 3.5) and those
which is given as an linear matrix inequality (LMI) in
(James et al., 2008, Theorem 4.2) explicitly imply global
exponential and asymptotic stability conditions, provided
that the storage function in (James and Gough, 2010)
and in (James et al., 2008) have global minima at the
invariant density operator ρ∗.
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4 Stability of Quantum Systems II: An Invari-
ance Principle
In this section, we continue our discussion on the sta-
bility of the invariant density operator. This time we
address the issue of analyzing the asymptotic stability
condition of the set of invariant density operators when
the generator of the Lyapunov observable fails to have
a strict negative value in the neighborhood of the set of
invariant density operators. This situation is similar to
the Barbashin-Krasovskii-La Salle stability criteria for
classical systems; see (Krasovsky, 1963; Khalil, 2002).
In this section, we will use the weak topology to ana-
lyze the convergence of the density operator to the in-
variant density operators set. This choice is made since
in the absence of the Lyapunov observable, we cannot
use Corollary 9 to infer convergence in ‖·‖1. We will rely
in our analysis on some facts from functional analysis,
to replace the compactness condition used in the invari-
ance principle lemma by a more general condition in the
context of a Banach space in the weak topology.
Let us define a monotonically increasing sequence of
times (MIST) {tn} to be a sequence of times such that
0 ≤ t0 < t1 < · · · < tn < · · ·, and tn →∞ as n→∞. In
addition, we need the following definitions to establish
the invariance principle.
Definition 14 Let ρt = St(ρ), where St is the predual
semi-group (4). An element σ ∈ S(H) is said to be a
positive limit of ρt, if there is an MIST {tn}, so that if
ρn ≡ Stn(ρ), ρn w−⇁ σ. We call the set M+ of all positive
limits of ρt the positive limit set of ρt.
Definition 15 A set of density operators M is said to
be invariant with respect to the QDS Tt (2), if for some
t ≥ 0, ρt ∈ M implies that ρt′ ∈ M for any t′ ≥ t.
Moreover, a set of density operators M′ is said to be
two-side invariant with respect to the QDS Tt if for some
t ≥ 0, ρt ∈M′, implies that ρt′ ∈M for any t′ ≥ 0.
Notice the difference between an invariant set M′, and
a two-side invariant set M. If M′ is invariant then if
ρt ∈ M′ at time t, it will be contained in this set in
the future. Moreover, a two-side invariant set M is an
invariant set which also guarantees that ρt′ lies inside
M for all the previous positive times before t. A set of
invariant density operatorsC∗ is by definition invariant,
but it is also two-side invariant as shown by the following
proposition.
Proposition 16 The set C∗ of invariant density oper-
ators of a semi-group Tt is two-side invariant.
PROOF. Let St(ρ) ∈ C∗, and let t′ ≥ t. By definition,
for any s ≥ 0 and any A ∈ B(H), tr (St+s(ρ)A) =
tr (St(ρ)A). Therefore, for any s ≥ 0, t′ + s = t + (t′ −
t) + s where (t′ − t) + s ≥ 0. Since tr (St+(t′−t)(ρ)A) =
tr (St(ρ)A), we obtain for any s ≥ 0, and any A ∈ B(H)
tr ((St′+s(ρ)− St′(ρ))A) = 0.
Now let t′ < t. First, we claim that the semi-group Tt is
a surjective mapping from B(H) onto B(H). To show
this, for any Y ∈ B(H), there should be an X ∈ B(H)
such that Tt(X) = Y . However,
Y = Tt(X) =E0]
[
U †t (X ⊗ 1)Ut
]
,
Y ⊗ 1 =U †t (X ⊗ 1)Ut,
E0]
[
Ut(Y ⊗ 1)U †t
]
=X.
Therefore, since St(ρ) ∈ C∗, we can write for any s ≥ 0
and any A ∈ B(H)
0 = tr ((St+s(ρ)− St(ρ))A)
= tr
((S(t−t′)+t′+s(ρ)− S(t−t′)+t′(ρ))A)
=tr ((St′+s(ρ)− St′(ρ))Tt−t′(A)).
Due to the surjectivity of Tt; i.e., Tt(B(H)) =
B(H), then tr ((St′+s(ρ)− St′(ρ))Tt−t′(A)) = 0 for
any s ≥ 0 and any A ∈ B(H) is equivalent to
tr ((St′+s(ρ)− St′(ρ))B) = 0, for any s ≥ 0 and any
B ∈ B(H). This completes the proof. ✷
Before we begin to present the main result of this sec-
tion, we first notice that in the classical invariance prin-
ciple, the main asymptotic stability result was estab-
lished via an invariance principle lemma, (Khalil, 2002,
Lemma 4.1). Roughly, it states that for any solution
of a system of nonlinear differential equations which is
bounded and belongs to some domain D ⊆ Rn, then its
positive limit set M+ is non empty, compact and two-
side invariant. Moreover, the solution approachesM+ as
time goes to infinity. The proof of this lemma depends
on the Bolzano-Weierstraß Theorem, which states that
each bounded sequence in Rn has a convergent subse-
quence; see for example (Sutherland, 2009, Thm 4.19).
In what follow, we will discuss an equivalent condition
of this theorem in the context of QDS in the weak topol-
ogy. See Appendix for details on the weak topology used
in this section. For an A ∈ B(H), and a ρ ∈ S(H) we
define a semi-norm
pA(ρ) = |tr (ρA)|. (23)
It is obvious that a sequence of density operators
{ρn} weakly converges to ρ, if and only if the limit
lim
n→∞
pA(ρn − ρ) = 0 for all A ∈ B(H). To examine the
weak convergence of a sequence of density operators
to a particular subset of S(H) we need to define the
following. Let C ⊂ S(H). We define ρn w−⇁ C, if for all
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A ∈ B(H), lim
n→∞
infσ∈C pA(ρn − σ) = 0.
Now, we are ready to state the first result of this section.
The following lemma is modification of the invariance
principle lemma for quantum density operators.
Lemma 17 Suppose ρt = St(ρ) where St is the pre-
dual semi-group (4). The positive limit set M+ of ρt
is nonempty, two-sided invariant, and weakly compact.
Moreover, ρt
w−⇁ M+.
PROOF. Fix an initial density operator ρ ∈ S(H).
Since S(H) is a weakly compact subset of I1(H), by
Lemma 24 in the Appendix, every sequence in S(H)
has a subsequence converging weakly to an element
of S(H). Therefore, for any MIST {tn}, by defining
ρn ≡ Stn(ρ), then {ρn} is a sequence in S(H), which
has a weakly convergent subsequence {ρnk} converging
to an element ρc ∈S(H); i.e., ρnk w−⇁ ρc. Therefore, the
positive limit set M+ is nonempty.
To show that M+ is a two-side invariant set, let us first
assume that t′ ≥ t. Suppose St(ρ) ∈ M+, then there
exists an MIST {tn} such that Stn w−⇁ St(ρ). Therefore,
by the semi-group property, we may write, St′(ρ) =
S(t′−t)(St(ρ)) = w − lim
n→∞
S(t′−t)(Stn(ρ)). Therefore
there exists an MIST {τn}, where τn = (t′− t)+ tn such
that w − lim
n→∞
Sτn(ρ) = St′(ρ). Therefore St′(ρ) ∈M+.
Now assume that t′ < t, t′ ≥ 0. Suppose St(ρ) =
w − lim
n→∞
Stn(ρ). Then St′(ρ) = St′−t(St(ρ)) =
w − lim
n→∞
St′−t(Stn(ρ)). As tn → ∞, we always have a
subsequence {tm} of {tn} such that (t′ − t) + tm ≥ 0.
Therefore, starting at a sufficiently large n as the
first element of the subsequence {tm}, there exists
an MIST {τm}, where τm = (t′ − t) + tm such that
w− lim
m→∞
Sτm(ρ) = St′(ρ). It follows that St′(ρ) ∈M+.
Hence, we conclude that M+ is a two-side invariant set.
To show thatM+ is a weakly compact set, it is sufficient
to show that M+ is a weakly closed subset of S(H).
Suppose that there exists a net of density operators
{ρi,c} ∈ M+, weakly converging to a density operator
ρc ∈S(H), ρi,c w−⇁ ρc. Let {ti,n} be an MIST such that
ρi,n = Sti,n(ρ) weakly converges to ρi,c. Then we have to
show that there exists anMIST {τi} such that ρi = Sτi(ρ)
weakly converges to ρc. Suppose that this statement is
false. Then for anyMIST {tn} there exists a subsequence
{tm} of {tn} such that for any m, pA(Stm(ρ)− ρc) ≥ ǫ
for ǫ > 0 and A ∈ B(H). However, for the subse-
quence {tm}, there exists an element ρi,c ∈ M+ such
that Stm(ρ) w−⇁ ρi,c. We can write for any m, 0 < ǫ ≤
pA(Stm(ρ)− ρc) ≤ pA(Stm(ρ)− ρi,c) + pA(ρi,c − ρc).
Since the net ρi,c
w−⇁ ρc and Stm(ρ) w−⇁ ρi,c the right
hand side of the above equation will go to zero. Hence
we establish a contradiction.
Finally, we want to show that ρt
w−⇁ M+. Again, we
will prove this by a contradiction. Suppose this state-
ment is false. Then there exists an MIST {tn} such
that infσ∈M+ pA(Stn(ρ), σ) ≥ ǫ for any n and some
ǫ > 0, and an A ∈ B(H). ButS(H) is weakly compact.
Therefore, Stn(ρ) contains a weakly convergent subse-
quence Stm(ρ). Hence, there exists ρc ∈ S(H) such that
w − lim
n→∞
Stm(ρ) = ρc. Therefore, ρc must be an ele-
ment of M+, but at the same time, for some ǫ > 0 and
A ∈ B(H), we have ǫ < lim
m→∞
infσ∈M+ pA(Stm(ρ), σ) ≤
lim
m→∞
pA(Stm(ρ), ρc) = 0, which is a contradiction.
Therefore
lim
n→∞
inf
σ∈M+
pA (Stn(ρ), σ) = 0,
for A ∈ B(H) which completes the proof. ✷
Remark 18 If the positive limit set M+ consists only a
unique element of S(H), then this element is an invari-
ant density operator and it is weakly attractive globally;
see also (Schirmer and Wang, 2010, Thm 1).
Using Lemma 17, we are ready to state a quantum ver-
sion of Barbashin-Krasovskii-La Salle’s Theorem for in-
variant density operators.
Theorem 19 Let V ∈ B(H) be a self-adjoint opera-
tor such that for some neighborhood N, tr (L(V )ρ) ≤
0, ∀ρ ∈ N. Also, let C be a weakly compact subset of N
that is invariant. Define a set E as follows:
E = {ρ ∈ C : tr (L(V )ρ) = 0}. (24)
In addition, let M be the largest two-side invariant set
in E. Then for any ρ ∈ C, St(ρ) w−⇁ M.
PROOF. Let ρt = St(ρ), where initially ρ ∈ C. Since
C is invariant, any ρt starting in it, will remain inside
it in the future. Therefore, the positive limit set M+
of ρt lies inside C since C is weakly compact. Observe
that tr (L(V )ρ) ≤ 0 on N. Therefore, tr (V ρt) is non-
increasing; that is for any s < t, tr (V ρt) ≤ tr (V ρs).
Since tr (V ρt) : I1(H) → C is weakly continuous and
C is weakly compact, then tr (V ρt) is bounded from
below on C. Therefore, there is a v ∈ R such that
lim
t→∞
tr (V ρt) = v. For any ρc ∈ M+, there is an MIST
such that w− lim
n→∞
Stn(ρ) = ρc. Since tr (V ρt) is weakly
continuous, then lim
n→∞
P (Vtn) = lim
n→∞
tr (V Stn(ρ)) =
tr (V ρc) = v. Therefore, on M
+, tr (V ρt) = v. By
Lemma 17, M+ is a two-side invariant set. Therefore,
tr (L(V )ρ) = 0 on M+. Consequently, we conclude that
M
+ ⊂ M ⊂E ⊂ C.
Since C is by definition weakly compact, then Lemma
17 implies that ρt
w−⇁ M+. Therefore, ρt w−⇁ M. ✷
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The following corollary of Theorem 19 shows that in
the case that the generator of a Lyapunov candidate
operator V fails to have a strictly negative value, as long
as the invariant density operator C∗ is the largest two-
sided invariant set having tr (L(V )ρ) = 0, then we can
still infer weak asymptotic stability.
Corollary 20 Suppose the set of invariant density op-
erators of the QDS Tt (2) is given by C∗. Let V ∈ B(H)
be a self-adjoint operator such that for some weakly com-
pact invariant set C for which C∗ ⊂ C, tr (L(V )ρ) ≤
0, ∀ρ ∈ C. Define a set E as follows:
E = {ρ ∈ C : tr (L(V )ρ) = 0}. (25)
Suppose that the largest two-side invariant set inE isC∗.
Then for any ρ ∈ C, ρt w−⇁ C∗.
5 Examples
To give an indication of the applications of the Lyapunov
stability and the invariance principle conditions we have
derived, we consider the following examples.
5.1 Displaced Linear Quantum System
Consider a linear quantum system P , with H = (a −
α1)†(a−α1), α ∈ C, L = √κ(a− α1), and S = 1. Eval-
uating the steady state of (5) we know that the invariant
density operator is a coherent density operator with am-
plitude α; i.e., ρ∗ = |α〉 〈α|. Now, choose the Lyapunov
observable V = H. Straightforward calculation of L(V )
(Gough and James, 2009) gives,
L(V ) = −κ(N − 1
2
(
αa† + α∗a
)
+ |α|21).
Notice that tr (L(V )ρ) < 0 for all density operators
other than ρ∗ = |α〉 〈α|. To verify this inequality, it is
sufficient to take ρt = |β〉 〈β| with β 6= α. Therefore,
for ρt = |β〉 〈β|, we obtain tr (L(V )ρt) = |β|2 + |α|2 −
(α∗β + β∗α). Therefore, tr (L(V )ρt) = −κ tr (V ρt) +
κ/2(α∗β + β∗α) < 0. Hence, Theorem 10 indicates that
the invariant density operator is exponentially stable.
5.2 Displaced Linear Quantum System, with Alterna-
tive Lyapunov Operators
Consider again the linear quantum systemP in Example
5.1, where this time we set α = 0 and κ = 1. From
the previous example, the invariant density operator is
the vacuum state; i.e., ρ∗ = |0〉 〈0| . Suppose instead
of selecting the Lyapunov operator as in the previous
example, we select V = N2 −N . We then obtain
L(V ) = −(2N(N − 1)).
Using number state |n〉, we obtain tr (L(V )ρ) =
−(2n(n− 1)) ≤ 0. For any |n〉, the generator of the Lya-
punov observable will be zero when n = 0 and n = 1.We
further notice that if we choose the neighborhood of ρ∗ to
be the whole space of density operators; i.e.,N =S(H),
the strict minima condition in (10) is not satisfied
since when ρt ∈ R ≡ {λρ∗ + (1− λ) |1〉 〈1| : λ ∈ (0, 1]},
tr (V ρ) = 0 and tr (L(V )ρ) = 0. Reducing the neighbor-
hood of ρ∗ so that the strict minima condition in (10) is
satisfied is also impossible, since for any ǫ > 0, selecting
N = Bǫ(ρ∗) will have intersection with R. Therefore,
with this Lyapunov candidate we cannot use Theorem
10 to analyze the stability of this invariant density op-
erator. However, we can use our invariance principle to
infer the global weak asymptotic stable property of ρ∗.
Suppose we choose C = S(H) in Corollary 20. Accord-
ing to this corollary, since the largest two-side invariant
set on the set E = {ρ ∈ C : tr (L(V )ρ) = 0}, is given
by ρ∗. Therefore, ρ∗ is globally weakly asymptotically
stable.
5.3 Nonlinear Quantum System With Non Unique
Equilibrium Points
In this example, we consider a quantum system where
the set of invariant states contain more than one state.
Experimental stabilization of such a system has been
reported recently in (Leghtas et al., 2015). Consider
a nonlinear quantum system with zero Hamiltonian
and a coupling operator L = (a2 − α21), where α is
a complex constant; see also (Mirrahimi et al., 2014).
To find the invariant density operators of this quan-
tum system we need to find the eigenvectors of a2.
Without loss of generality, let |z〉 be one of the eigen-
vectors of a2, such that a2 |z〉 = α2 |z〉. Expanding
|z〉 in the number state orthogonal basis, we can
write, a2 |z〉 = ∑∞n=0 a2cn |n〉. Therefore, we find that,
α2cn−2 = cn
√
n(n− 1). By mathematical induction,
we have for n even, cn = c0α
n/
√
n!, and for n odd,
cn = c1α
n/
√
n!. Therefore, we can write the eigenvector
of a2 as,
|z〉 =c0
∞∑
n=0,neven
αn√
n!
|n〉+ c1
∞∑
n=1,nodd
αn√
n!
|n〉 .
By observing that a coherent vector with magnitude α,
is given by
|α〉 = exp
(
−|α|
2
2
)
∞∑
n=0
αn√
n!
|n〉 ,
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we can write
|z〉 =c0 exp
(
|α|2
2
)
(|α〉 + |−α〉)
2
+c1 exp
(
|α|2
2
)
(|α〉 − |−α〉)
2
.
Normalization of |z〉 shows that c0 and c1 satisfy an
elliptic equation,
|c0|2 cosh
(
|α|2
)
+ |c1|2 sinh
(
|α|2
)
= 1.
Therefore, we can construct the set of solutions ofL |z〉 =
0 |z〉 as the following set:
Z∗ =
{
|z〉 ∈H : |z〉 = C0 (|α〉+ |−α〉)
2
+ C1
(|α〉 − |−α〉)
2
}
,
(26)
where C0 = c0 exp
(
|α|2
2
)
and C1 = c1 exp
(
|α|2
2
)
. The
set of invariant density operators of this quantum system
is a convex set C∗ which is given by
C∗ =
{∑
i
λi |βi〉 〈βi| : |βi〉 ∈Z∗
}
, (27)
where λi ≥ 0,
∑
i λi = 1. Suppose we select a Lyapunov
candidate V = L†L. One can verify that tr (ρV ) = 0 for
all ρ belonging to C∗, and has a positive value outside
of this set.
Straightforward calculation of the quantum Markovian
generator of V gives us the following
L(V ) = −(4L†NL + 2V ). (28)
Outside the set C∗, the generator L(V ) has a negative
value. Therefore, Theorem 10 implies that the set C∗
is globally exponentially stable. Convergence analysis of
quantum system in this example has also been analyzed
in (Azouit et al., 2015) using different metric, assuming
that initially the system’s density operator is spanned
by a finite collection of number states |n〉.
Figure 3 illustrates the phase-space of the system corre-
sponding to various initial density operators. It reveals
that each distinct trajectory converges to a different in-
variant density operator, all belonging to the set of in-
variant density operators C∗. We can also calculate the
quantum Markovian generator of qt and pt as below
G(xt) =− 1
4
[
2q3t + p
2
t qt + qtp
2
t − 4qt
2p3t + q
2
t pt + ptq
2
t − 4pt
]
+
[
Re
(
α2
)
Im
(
α2
)
− Im (α2) −Re (α2)
][
qt
pt
]
(29)
Moreover, Figure 4 shows the Lyapunov operator ex-
pected values. It also explains that although each tra-
jectory converges to a distinct invariant density opera-
tor, their Lyapunov expected values do converge to zero.
Such a convergence indicates once more that the invari-
ant density operators are in the set C∗.
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
〈qt〉
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
〈p
t
〉
Fig. 3. Illustration of trajectories of the quantum system in
Example 5.3 which are simulated using the corresponding
master equation. Each curve corresponds to a different initial
coherent density operator.
0 1 2 3 4 5 6 7 8 9 10
t
10-10
10-8
10-6
10-4
10-2
100
102
〈V
t
〉
Expected value of Lyapunov candidate operator Vt
Fig. 4. Lyapunov operator expected value of the quantum
system in Example 5.3.
6 Conclusion
In this article, we have proposed a Lyapunov stability
notion for open quantum systems, which enables the
analysis of the convergence of the system’s density op-
erator in ‖·‖1. Under a uniform continuity assumption,
this stability notion is stronger compared to the weak
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convergence and finite moment convergence that have
been considered for quantum systems previously.
We have shown how to analyze the stability of this set via
a candidate Lyapunov operator.We have also shown that
in uniformly continuous QDS, local asymptotic stability
is equivalent to global asymptotic stability. Lastly, we
have introduced an analog of the Barbashin-Krasovskii-
La Salle Theorem on the dynamics of quantum systems,
which brings the possibility to infer asymptotic stability
using a Lyapunov candidate operator, even if its gener-
ator fails to have a strictly negative value in a neighbor-
hood of the invariant density operators.
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Appendix
Weak Topology
The topology of a set determines how each member of
this set relates to the others. It determines whether a set
is open, or closed. In this subsection, we will be inter-
ested in a type of topology known as the weak topology.
First, we observe that the collection of all bounded linear
functionals on a vector space X, B(X,C) is also a vec-
tor space. For this collection, we write X∗ = B(X,C).
We also say that X∗ is the dual of X. We use the same
asterisk symbol ∗ here to denote the dual X. We notice
that by using the Riez representation theorem (Conway,
1985, Thm I.3.4), for the case of a Hilbert space, any
bounded linear functional φ(|ψ〉) always corresponds to
a vector 〈φ|, such that φ(|ψ〉) = 〈φ, ψ〉. It is well known
that if X is a normed space (not necessarily complete)
thenX∗ is a Banach space (Conway, 1985, Prop III.5.4).
The weak topology on X or σ(X,X∗) is defined as the
weakest topology on X that makes all elements in X∗
continuous. We observe that for x ∈ X, and l ∈ X∗,
then the element x itself can be considered as a linear
functional in X∗ by defining x(l) ≡ l(x). Hence, we also
have a weak -∗ topology or σ(X∗,X), the topology on
X
∗ such that the functional l(x) is continuous, for all
x ∈ X, and l ∈ X∗.
The convergence of a net {xi} to an element xo in the
weak topology can be characterized by the convergence
of l(xi) → l(xo) for all l ∈ X∗. Every element Y in the
set of bounded operators B(H) defines a linear func-
tional ωY on the set of trace bounded operators I1(H)
where ωY (X) = tr (XY ). Since B(H) is the dual of
I1(H), (or similarly I1(H) is the predual of B(H))
(Conway, 2000, Thm III.19.2), then lettingX = I1(H),
and X∗ = B(H), then the topology on B(H) defined
by I1(H), σ(B(H),I1(H)) is a weak
∗ topology on
X
∗ = B(H). This topology has also been referred to
with many different names, such as the ultraweak, or
σ weak, or weak ∗ operator or normal topologies; see
(Reed and Simon, 1972, §VI.6 p. 213), (Conway, 2000,
§III.20), (Meyer, 1993, Appendix 1 p. 214). In this arti-
cle, we will refer to σ(B(H),I1(H)) as the normal topol-
ogy.We will also use the topology σ(I1(H),B(H)). This
topology is the weak topology on I1(H). Therefore, to
avoid an unnecessary notational complexity, we will use
the weak topology notion for σ(I1(H),B(H)).
Definition 21 Let {Xn} be a sequence inB(H). We say
{Xn} converges normally to X if for every ρ in I1(H),
(30)lim
i→∞
tr (Xiρ) = tr (Xρ).
Definition 22 (Fagnola and Rebolledo, 2003) A se-
quence of density operators {ρi} is said to converge
weakly to ρ ∈ S(H) if for all A ∈ B(H)
(31)lim
i →∞
tr (ρiA) = tr (ρA).
We write the limit of a weakly-convergent sequence {ρi}
to ρ as w− lim
i→∞
ρi = ρ, or ρi
w−⇁ ρ. These various conver-
gences also apply directly without modification to gen-
eralized sequences (nets), which are not necessary unless
if we consider non-separable Hilbert spaces. This rarely
happens in mathematical physics, (Davies, 1976). In the
case thatX is a normed space (not necessarily complete),
then the norm and the weak topologies on X are equiv-
alent if and only if X is finite-dimensional, (Megginson,
1998, Prop 2.5.13). For a Banach spaceX, let us denote
the closed unit ball in X by BX ≡ {x ∈ X : ‖x‖ ≤ 1}.
Generally, for an infinite dimensional Banach space X,
the unit ballBX is not compact in the topology induced
by its norm. However, there are some results in analy-
sis that imply the compactness of the unit ball in the
weak topology. One such result is known as the Banach-
Alaoglu Theorem. We will use this theorem as well as
the Eberlein-Sˇmulian Theorem to establish a positive in-
variance principle for QDS. Using the Banach-Alaoglu
Theorem (Conway, 1985, Thm III.3.1 ), we obtain the
following weak compactness result for S(H).
Corollary 23 The set of density operators S(H) is
weakly compact.
PROOF. LetX be I1(H). Then according to Banach-
Alaoglu Theorem, the ball BX∗∗ is weakly compact in
the σ(X∗∗,X∗) topology. In this case, X∗∗ = B(H)
∗
.
For each x ∈ X, we can define a linear functional
ωx(·) = tr (x·). Therefore, there exists a mapping
ι : x → ωx which is a linear isometry (Wojtaszczyk,
1991, II.A.10). We can identify σ(X,X∗) as a restric-
tion of σ(X∗∗,X∗) to ι(X); i.e., ι is a homeomorphism
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from X in the σ(X,X∗) topology onto ι(X) in the
σ(X∗∗,X∗) topology (Wojtaszczyk, 1991, II.A.10). Ob-
serve that S(H) ⊂ X, and therefore, ι(S(H)) ⊂BX∗∗ ,
since for any ρ ∈S(H), ‖ωρ‖ ≤ 1. According to Propo-
sition 3, S(H) is closed in the Banach space (X, ‖·‖1).
Since S(H) is convex, S(H) is also weakly closed. This
implies that ι(S(H)) is closed in σ(X∗∗,X∗), which
implies that ι(S(H)) is compact in the σ(X∗∗,X∗)
topology, so is S(H) in the σ(X,X∗) topology. ✷
Let us recall some notions on compactness (Albiac and Kalton,
2006, §1.6). If X is a topological space and A ⊆ X, A
is said to be sequentially compact if every sequence in A
has a subsequence that converges to a point in A (to a
point inX, respectively). While sequential compactness
is equivalent to compactness in a metric space, since the
weak topology of an infinite dimensional vector space is
not metrizable, the equivalence is no longer preserved.
However, the following Lemma asserts that a Banach
space in the weak topology behaves like a metric space,
although it does not have to be metrizable. This result
also shows that every sequence in S(H) has a weakly
convergent subsequence.
Lemma 24 (Eberlein-Sˇmulian Theorem) (Albiac and Kalton,
2006, Thm 1.6.3) Let X be a Banach space. and let
A ⊆ X. The following conditions are then equivalent:
(1) A is weakly compact.
(2) A is weakly sequentially compact.
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