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В табл. 3 приводятся не масштабированные
суммы устойчивых значений, полученные на тесто
вой выборки данных.
Выводы
1. В нейронной сети прямого распространения
возможна реализация точечных отображений
входных значений на активационных функциях
её нейронов.
2. Модель сети, основанной на точечных отобра
жениях, позволяет рассчитывать коэффициен
ты наклона α и смещения β для нейронов сети
и число нейронов в различных слоях сети. Веса
синапсов являются значениями весовой функ
ции W(ζ), рассчитанными для определённых
значений её аргумента. Вид W(ζ) определяется
желаемыми характеристиками низкочастотной
фильтрации входного сигнала и задает форму
окна фильтрации в частотной области.
3. Наличие точечных отображений позволяет ис
пользовать сеть в качестве классификатора,
определяющего принадлежность входного сиг
нала к одному из заранее известных классов.
4. Нейронная сеть, рассчитанная для определения
принадлежности объектов к одному заранее из
вестных классов, позволила в эксперименталь
ной проверке достичь точности классификации
свыше 96 %.
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Введение
В настоящее время наблюдается устойчивая тен
денция роста объема перерабатываемой визуальной
информации в современных информационных си
стемах. Вместе с этим возрастают и требования к
производительности таких систем. Одним из наи
более перспективных направлений в решении этой
проблемы является использование нейрокомпью
терных технологий обработки изображений [1, 2]. В
качестве преимущества такого рода технологий
можно выделить возможность в рамках единого ме
тодикоалгоритмического базиса решать самые раз
личные задачи обработки изображений. Кроме то
го, следует отметить, что большинство задач обра
ботки изображений допускают естественный па
раллелизм вычислений в реализации соответствую
щих вычислительных процедур в силу специфики
представления самого цифрового изображения (как
двумерного или многомерного массива чисел).
Элемент нейронной сети (нейрон) реализует
преобразование вида y=f((w,x)), где (w,x) – скаляр
ное произведение вектора входных сигналов x на
вектор весовых коэффициентов нейрона, f – нели
нейная функция. Каждый весовой коэффициент со
ответствует одному входу (синапсу) нейрона. Мно
жество нейронов, обрабатывающих один и тот же
вектор входных сигналов x, образует слой нейронов.
Функционирование слоя описывается формулой
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(1)
где W – матрица, строки которой являются весовы
ми векторами нейронов слоя, Y – вектор выходных
сигналов слоя. Основную часть вычислений в ней
ронной сети [1] образуют операции умножения ма
трицы весовых коэффициентов слоя нейронов на
вектор, элементы которого однозначно соответ
ствуют пикселям обрабатываемого изображения,
что приводит к большому объему вычислений и
необходимости использования высокопараллель
ных вычислительных систем [3, 4]. Максимально
достижимая степень параллелизма вычислений
равна числу пикселей изображения.
Распределенная вычислительная система (ВС)
представляет собой совокупность элементарных
машин (ЭМ), соединенных между собой сетью ли
ний связи, управляемой из этих машин. Структура
распределенной ВС описывается графом, вершины
которого соответствуют ЭМ, а ребра – межмашин
ным соединениям. В современных суперкомпью
терах с распределенной памятью в качестве графа
межмашинных соединений наиболее часто ис
пользуется трехмерный тор [3, 4] (E3 – граф). Класс
Ek – графов вычислительных систем составляют
kмерные евклидовы решетки с замкнутыми гра
ницами (тороидальные решетки). Группа автомор
физмов Ek такой структуры есть прямое произведе
ние циклических подгрупп Cpk: Ek=⊗ki=1Cpi, где pi –
порядок подгруппы Cpi, ⊗– символ прямого произ
ведения. Размер решетки определяется набором
образующих pi, i=1,...,k, по каждому из k измере
ний. В структурах этого класса каждый узел соеди
нен с 2k другими узлами при значениях образую
щих pi>2.
Предварительным этапом обработки изображе
ния является фильтрация [5], которая зачастую
описывается сверткой изображения с множеством
весовых коэффициентов фильтра. Фильтрация
обычно предшествует другим преобразованиям,
например, преобразованию вида (1). В этом случае
результат фильтрации (изображение) представлен в
преобразовании (1) вектором x. Для вычисления
свертки обычно используется квадратное окно раз
мером (2M+1)×(2M+1), M<<min(N1,N2), где N1 и N2
– размеры изображения. Вычисление значения в
точке изображения связано с обработкой малой
окрестности этой точки, т.е. алгоритмы фильтра
ции являются локальными. Из локальности сверт
ки следует, что: 1) соседство процессоров в системе
должно соответствовать соседству пикселей изо
бражения; 2) отображение фрагментов данных, об
рабатываемых алгоритмами свертки, на процессо
ры должно сохранять соседство фрагментов; 3) в
качестве графа системы параллельных процессов,
реализующих фильтрацию изображения, целесо
образно использовать евклидову решетку, которая
естественным образом вкладывается в тороидаль
ную структуру ВС.
Далее всюду полагаем, что компоненты изобра
жения равномерно распределены по машинам си
стемы так, что соседние пиксели всегда располага
ются либо в одной ЭМ, либо в соседних машинах
решетки.
Cпособ организации межмашинных обменов
при параллельном выполнении операции (1) будет
определяться распределением по машинам коэф
фициентов матрицы весов W. В настоящее время
разработано много методов отображения нейрон
ных сетей на параллельные вычислительные систе
мы [6, 7], но эти методы не учитывают специфики
вышеописанного геометрического параллелизма
алгоритмов предварительной обработки изображе
ний. Решение этой проблемы является целью дан
ной работы, в которой рассматривается два спосо
ба вложения слоя нейронов в структуру распреде
ленной ВС: 1) размещение строк матрицы весовых
коэффициентов по машинам системы (паралле
лизм нейронов); 2) размещение столбцов матрицы
весов по машинам системы (параллелизм синап
сов).
1.  Вложение слоя нейронной сети путем размещении
строк матрицы весов по машинам
Рассмотрим организацию межмашинных обме
нов при распределении строк матрицы весов W по
машинам. Так как каждая строка матрицы весов
соответствует одному нейрону сети, то распределе
ние строк матрицы весов описывает размещение
нейронов сети по машинам. Чтобы выполнить вы
числения для всех нейронов по формуле (1),
необходимо собрать в каждой машине компоненты
изображения x, т. е. выполнить трансляционноци
клический обмен («все со всеми») компонентами
вектора x. В результате умножение строк матрицы
весов на этот вектор можно выполнить во всех ма
шинах параллельно (количество одновременно вы
полняемых умножений пар векторов равно числу
машин).
Трансляционоциклический обмен в k?мерном
торе сводится к выполнению трансляционноци
клических обменов в кольцах тора, т. е. структурах,
описываемых циклическими подгруппами. В каж
дом кольце обмены выполняются следующим об
разом. Каждая машина Mj, j=1,...,pi передает свой
массив пикселей машине M(j–1)modpi, j=1,...,pi, а затем
получает массив от машины M(j+1)modpi, j=1,...,pi.
Предполагается, что линии связи кольца могут ра
ботать одновременно. Описанные действия про
должаются до тех пор, пока каждая машина кольца
не получит всех пикселей, распределенных по его
машинам. Обмены выполняются параллельно для
всех колец iизмерения и последовательно по всем
i=1,2,...,k измерениям. Для двумерного тора
(рис. 1) обмены, например, могут быть выполнены
параллельно в горизонтальных кольцах, а затем па
раллельно во всех вертикальных кольцах.
( ),Y f Wx=
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Рис. 1. Пример 2мерного тора
Пусть n – число пикселей изображения, m – чи
сло нейронов в слое, p – число машин в системе, to –
время выполнения одной арифметической опера
ции, tw – время передачи одного элемента данных,
pi – порядок iй образующей тора. Тогда по заверше
нии lго шага обмена, l∈1,2,...k, каждая машина со
держит элементов данных, и соответствен
но после k шагов – n элементов, т. к. 
При этом время выполнения l шагов обмена
равно
(2)
При l=k, преобразуя формулу (2), получаем
Утверждение 1. Время Tex=Te(k) трансляционно
циклического обмена данными не зависит от раз
мерности тора k и равно
(3)
С учетом того, что число пикселей изображения
n>>1, получаем время последовательного выпол
нения операции умножения Wx в слое
(4)
Пусть число нейронов m=kp и число пикселей
n=knp, где k≥1 и kn≥1 – целые числа. При равномер
ном распределении нейронов по машинам для тора
из p машин, получаем время параллельной реали
зации вычислений в слое (в силу n>>1 временем
вычисления нелинейной функции f пренебрегаем)
(5)
Из (4) и (5) следует
Утверждение 2. При распределении строк ма
трицы W по процессорам (параллелизм нейронов)
коэффициент ускорения не зависит от числа пик
селей изображения и равен
(6)
2. Вложение слоя нейронной сети при размещении
столбцов матрицы весов по машинам
При размещении столбцов матрицы весов W по
машинам системы параллельное вычисление про
изведения Wx можно организовать следующим об
разом:
1. Параллельно выполнить поэлементное умно
жение коэффициентов матрицы W на соответ
ствующие компоненты вектора x и для каждого
нейрона выполнить суммирование получив
шихся произведений. При n=2d=kp в p машинах
системы параллельно вычисляются частичные
суммы.
2. Для вычисления полных сумм для каждого ней
рона необходимо произвести обмены, исполь
зуя двоичное дерево межмашинных соедине
ний, вложенное в граф вычислительной систе
мы. Количество вычисляемых таким образом
сумм равно числу нейронов m, которое может
быть произвольным и, в частности, кратным
числу машин.
Чтобы максимально загрузить машины систе
мы, необходимо обеспечить одновременность вы
полнения максимального числа операций сумми
рования. Этому требованию удовлетворяет схема
суммирования, называемая «бабочкой», которая
позволяет на каждом этапе одновременно вычи
слять несколько сумм и, если слагаемых достаточ
но, то число одновременно выполняемых опера
ций сложения равно числу машин системы. На
рис. 2 представлен пример бабочки при p=8. Здесь
xi, i=0,1,...,7 – массивы частичных сумм, вычислен
ных на шаге 1.
Так как не все процессы бабочки работают од
новременно, то следует объединить операции тех
процессов, которые не могут выполняться парал
лельно. На рис. 2 объединяемые процессы (опера
ции) лежат на одной вертикальной линии. В ре
зультате слияния процессов бабочки образуется ги
перкуб (рис. 3). Здесь числа в скобках показывают
номер шага взаимодействий между вершинами ги
перкуба.
Двунаправленные стрелки на рис. 3 показывают,
что линии связи между вершинами гиперкуба явля
ются дуплексными, т. е. позволяют выполнять пере
дачу сообщений в обоих направлениях. Благодаря
этому свойству, можно на каждом этапе «бабочки»
(на рис. 2 – этапы (1)–(3)) выполнять независимое
суммирование компонент для двух разных массивов.
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Рис. 2. Бабочка при d=3
Полученный слиянием процессов бабочки ги
перкуб может быть вложен в тор [8, 9]. При этом не
избежны растяжения ребер гиперкуба. Показано
[8], что dмерный гиперкуб может быть вложен в
тор Ek(2d1,...,2dk), где Σk
i=1
di=d, со средним растяжением
Время перемножения соответствующих компо
нент вектора весов и изображения равно
Время суммирования получившихся произве
дений
Тогда время вычисления всех частных сумм в
работающих параллельно машинах равно
(7)
Далее для каждого из m нейронов вычисляются
полные суммы на вложенном в тор гиперкубе из p
процессоров за log2p этапов. На каждом из этих эта
пов могут выполняться операции суммирования не
более чем для двух нейронов. Поскольку при пере
ходе от этапа к этапу количество слагаемых умень
шается вдвое и минимально возможное число
сумм, вычисляемых на каждом этапе, равно 1, то
время вычисления всех полных сумм для m нейро
нов равно
(8)
Полное время параллельной реализации
(9)
Рис. 3. Гиперкуб, полученный слиянием процессов бабочки
При m=kp, где k≥1 – целое число, и n>>1 с уче
том (4) из (7)–(9) получаем
Утверждение 3. При распределении столбцов
матрицы W по процессорам (параллелизм синап
сов) коэффициент ускорения Sc не зависит от числа
m нейронов в слое и равен
(10)
Из (6) и (10) следует
Утверждение 4. Если m>n/D, то Sr>Sc, иначе
Sr≤Sc, то есть, если число нейронов больше, чем от
ношение числа синапсов нейрона (пикселей изо
бражения) к среднему растяжению D ребер гипер
куба на торе, то распределение по машинам строк
матрицы весов W (параллелизм нейронов) являет
ся более эффективным, чем распределение ее
столбцов (параллелизм синапсов), и наоборот.
Для получения численных значений ускорения
используем параметры суперкомпьютера Cray T3E
[2]: производительность процессора (1200 мега
флопс) и пропускную способность канала связи
(480 Мб/с). Предположим, что размер элемента
данных равен 4 байтам. Тогда 
Полагая p=1024, получаем по вышеприведен
ным формулам коэффициенты ускорения Sr и Sc,
приведенные в таблице.
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Таблица. Пример зависимости коэффициента ускорения от
числа нейронов
Из таблицы следует, что при большом числе
нейронов в слое (m=16384,32768,65536) выгоднее
производить распараллеливание по нейронам, а
при значениях m≤8192 целесообразно производить
распараллеливание по синапсам.
3. Вложение сети Хопфилда
Нейронная сеть Хопфилда представляет собой
однослойную сеть с обратной связью. Ее функцио
нирование описывается рекуррентной формулой
Соответствующая матрица весовых коэффици
ентов W в данном случае является квадратной, т. е.
число нейронов m равно числу синапсов (числу
пикселей изображения) n. С учетом этого из (6) по
лучаем
(11)
Из сравнения (10) и (11) следует
Утверждение 5. При D>1 и любых значениях па
раметров изображения и вычислительной системы
для отображения сети Хопфилда распараллелива
ние по нейронам является более эффективным,
чем распараллеливание по синапсам, т. е. Sr>Sc.
Заключение
Рассмотрены методы отображения слоя нейронов
на распределенные вычислительные системы с то
роидальной структурой при обработке изображений:
• распределение строк матрицы весовых коэффи
циентов по машинам (параллелизм нейронов);
• распределение столбцов матрицы весов (парал
лелизм синапсов).
Показано, что выбор способа отображения зави
сит от отношения числа нейронов в слое и числа ве
совых коэффициентов нейрона (числа пикселей
изображения): если число нейронов относительно
мало, то более эффективным является метод ра
спределения по столбцам, иначе более эффектив
ным является распределение по строкам. В частно
сти, для сети Хопфилда, для которой характерно ра
венство числа нейронов и числа весовых коэффици
ентов нейрона, лучший результат дает распределе
ние по строкам при любом числе машин в системе.
Предложенные методы отображения дают рав
номерное распределение по машинам тороидаль
ной ВС результатов преобразования (1). Следова
тельно, отображение матрицы весов второго слоя
нейронов может быть реализовано аналогично ото
бражению первого слоя. При этом способ отобра
жения (по строкам или по столбцам) также опреде
ляется отношением числа нейронов второго слоя к
числу его входных сигналов.
1 .( 1)1
2
r
w
o
S p p t
nt
= −+
1 ( ).k kx f Wx+ =
m 1024 2048 4096 8192 16384 32768 65536
Sr 171 293 455 630 780 885 949
Sc 753 753 753 753 753 753 753
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