Asymptotically linear Schrödinger equation with potential vanishing at infinity  by Liu, Chuangye et al.
J. Differential Equations 245 (2008) 201–222
www.elsevier.com/locate/jde
Asymptotically linear Schrödinger equation
with potential vanishing at infinity
Chuangye Liu, Zhengping Wang, Huan-Song Zhou ∗
Wuhan Institute of Physics and Mathematics, Chinese Academy of Sciences, PO Box 71010, Wuhan 430071, PR China
Received 5 July 2007; revised 10 September 2007
Available online 11 February 2008
Abstract
We are concerned with the existence of bound states and ground states of the following nonlinear
Schrödinger equation
{
−u(x)+ V (x)u(x) = K(x)f (u), x ∈RN,
u ∈ H 1(RN ), u(x) > 0, N  3, (0.1)
where the potential V (x) may vanish at infinity, f (s) is asymptotically linear at infinity, that is, f (s) ∼
O(s) as s → +∞. For this kind of potential, it seems difficult to find solutions in H 1(RN), i.e. bound
states of (0.1). If f (s) = sp and p ∈ (σ, (N + 2)/(N − 2)) with σ  1, Ambrosetti, Felli and Malchiodi
[A. Ambrosetti, V. Felli, A. Malchiodi, Ground states of nonlinear Schrödinger equations with potentials
vanishing at infinity, J. Eur. Math. Soc. 7 (2005) 117–144] showed that (0.1) has a solution in H 1(RN) and
(0.1) has no ground states if p is out of the above range. In this paper, we are interested in what happens if
f (s) is asymptotically linear. Under appropriate assumptions on K , we prove that (0.1) has a bound state
and a ground state.
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In this paper, we consider the following stationary nonlinear Schrödinger equation
−u(x)+ V (x)u(x) = K(x)f (u), x ∈RN, N  3, (1.1)
where the functions V , f and K satisfy the following conditions:
(V1) V : RN → R is continuous and there exist a,A,α > 0 such that
a
1 + |x|α  V (x)A.
(F1) f ∈ C(R,R+), f (s) ≡ 0 for all s  0 and f (s)s−1 → 0 as s → 0+.
(F2) There exists l ∈ (0,+∞) such that f (s)s−1 → l as s → ∞.
(K1) K is a positive continuous function and there exists R0 > 0 such that
sup
{
f (s)
s
: s > 0
}
< inf
{
V (x)
K(x)
: |x|R0
}
.
It is easy to see that the condition (K1) can be obtained by assuming that
sup
{
f (s)
s
: s > 0
}
< lim inf|x|→+∞
{
V (x)/K(x)
}
. (1.2)
Remark 1.1. In paper [1], the condition (V1) is also assumed, but the condition on K is as
follows
(K2) K :RN → R is smooth and there exist k,β > 0 such that
0 < K(x) k
1 + |x|β . (1.3)
Clearly, if (K2) holds with 0 < α < β , then lim|x|→+∞ V (x)/K(x) = +∞. By (1.2), we see that
the condition (K2) with α ∈ (0, β) leads to the condition (K1).
Here are two examples, in which our conditions (V1), (F1), (F2) and (K1) are satisfied, but
(K2) fails.
Example 1.1. Let V (x) = 1ln ln(3+|x|) and K(x) = 1ln(3+|x|2) , we see that (V1) holds and
lim|x|→+∞ V (x)K(x) = +∞, then it is easy to see there is f such that (F1), (F2) and (K1) hold.
But in this case, K does not satisfy (K2).
Example 1.2. For any fixed R0 > 0, let V (x) = 1/ln(3 + |x|) and
K(x) =
{
V (x)/(1 + |x|), if |x| < R0,
V (x)/(1 +R ), if |x|R , f (s) =
{
R0s2/(1 + s), if s > 0,0 0 0, if s  0.
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exists a > 0 such that (V1) holds, but (K2) is false. Note that
sup
{
f (s)
s
: s > 0
}
= R0 < R0 + 1 = inf
{
V (x)
K(x)
: |x|R0
}
,
then (K1) holds. Moreover, by the definition of f , (F1) and (F2) are satisfied.
Throughout this paper, we define the following weighted Sobolev space
H =
{
u ∈D1,2(RN ): ∫
RN
[|∇u|2 + V (x)u2]dx < ∞}.
Clearly, H 1(RN) ⊂ H . H is a Hilbert space, its scalar product and norm are given by
(u, v) =
∫
RN
[∇u∇v + V (x)uv]dx and ‖u‖2H =
∫
RN
[|∇u|2 + V (x)u2]dx.
Furthermore, we define the energy functional I : H → R by
I (u) = 1
2
∫
RN
[|∇u|2 + V (x)u2]dx − ∫
RN
K(x)F (u)dx, F (u) =
u∫
0
f (t) dt. (1.4)
By (V1) and (K1), there exists C1 > 0 such that
K(x)C1V (x), for all x ∈ RN. (1.5)
So, I is well defined on H and I ∈ C1(H,R) with
〈
I ′(u), v
〉= ∫
RN
[∇u∇v + V (x)uv]dx − ∫
RN
K(x)f (u)v dx, for all v ∈ H.
Definition 1.1. A function u ∈ H is said to be a solution of problem (1.1) provided u ≡ 0 and
satisfies ∫
RN
[∇u∇φ + V (x)uφ]dx = ∫
RN
K(x)f (u)φ dx, for all φ ∈ H. (1.6)
If a solution u of (1.1) is in L2(RN), we call it as a bounded state of (1.1). Moreover, a function
u is a ground state of problem (1.1) we mean that u is such a solution of (1.1) which has the
least energy among all solutions of (1.1), that is, I ′(u) = 0 and I (u) = inf{I (v): v ∈ H \ {0} and
I ′(v) = 0}.
In the past two decades, much attention has been paid to the existence of the bound states for
superlinear problem (1.1) under various assumptions on V (x). For example, if V (x) satisfies
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(V3) lim|x|→+∞ V (x) = V (∞) ∈ (0,+∞),
then, by the well-known concentration compactness principle [17], it is shown that there is a
bound state for problem (1.1), see [2,13,14,16,19,20] and the references therein. If V (x) satisfies
(V2) and lim|x|→+∞ V (x) = +∞, Rabinowitz [22] proved that (1.1) has also a bound state by a
variant version of mountain pass theorem.
Recently, under the assumptions (V1) with 0 < α < 2 and (K2) given by (1.3), Ambrosetti,
Felli and Malchiodi in [1] proved that problem (1.1) has a bound state for f (u) = up with
σ < p < N+2
N−2 and
σ =
{
N+2
N−2 − 4βα(N−2) > 1, 0 < β < α,
1, β  α.
(1.7)
Moreover, it is also proved in [1] that, if f (u) = up in (1.1), then the restriction of p ∈ (σ, N+2
N−2 )
is necessary to get a ground state (i.e. a least energy solution) of (1.1). A nature question is to ask
what would happen if f (s)/s tends to a constant as s → +∞, that is, f is asymptotically linear in
s at infinity. In this paper, we show that (1.1) still has a ground state if f is asymptotically linear
at infinity. This phenomenon is quite different from the superlinear case or the asymptotically
linear with constant potential case.
Since the work of Ambrosetti, Felli and Malchiodi [1], there are many papers on problem
(1.1) with potential V (x) vanishing at infinity, see, for example, [3–7,26]. However, in those
papers, f (s) is always supposed to be the form of sp with p ∈ (1, N+2
N−2 ) and − is replaced
by −ε2, and the authors were more interested in the semi-classical states to (1.1) for ε > 0
small, less interested in the existence of solutions, because under that situation it is trivial to
find a mountain pass type solution in a suitable weighted Sobolev space with the help of the
compactness of Sobolev embedding. However, until the paper [1] appeared it is not clear whether
or not the mountain pass solution found in the weighted Sobolev space is in L2, that is, whether
the solution is a bound state. Furthermore, we should mention that it is very easy to check that
a mountain pass type solution of (1.1) is indeed a ground state if f (s) is superlinear. But this
seems very difficult to see in the asymptotically linear case.
If V (x) ≡ constant or V (x) has property (V2), problem (1.1) with asymptotically linear non-
linearities has been studied widely in recent years, see, for example, [8,9,11–13,16,18,20,23–25,
27,28], etc. To our best knowledge, it seems that there are few results on problem (1.1) in the
case where f is asymptotically linear and V (x) may decay to zero at infinity. So, the main aim
of this paper is to find a bound state and a ground state to (1.1) in this case. Motivated by [1],
we seek first a solution of (1.1) in the weighted Sobolev space H by the mountain pass theorem,
then try to prove this solution is a bound state, i.e., it is in L2. However, as mentioned above, if f
is asymptotically linear, it is difficult to know whether a mountain pass solution is a ground state.
So, in order to get a ground state of (1.1) we use a constrained minimization technique instead
of the mountain pass theorem, see the proof of Theorem 1.2.
As is known, to seek a weak solution of (1.1) is equivalent to finding a nonzero critical point
of I in H . If f (u) = up with p > 1, it is easy to use the mountain pass theorem to get a (PS)
sequence of I , which is bounded in H . Furthermore, if the conditions (V1) and (K2) are satisfied,
[1, Theorem 5] shows that the embedding H ↪→ Lp+1 is compact for σ < p < N+2 , where σK N−2
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satisfying
|u|p+1,K =
[ ∫
RN
K(x)|u|p+1 dx
] 1
p+1
< ∞.
This ensures that the (PS) sequence converges strongly to a nontrivial solution of (1.1). However,
unlike the superlinear case, to get a bounded (PS) sequence in our situation, we have to over-
come simultaneously the difficulties of verifying that I satisfies the mountain pass properties
and showing that the (PS) sequence is bounded in H . On the other hand, under our conditions
(V1) and (K1), the condition (K2) is not always satisfied, see Examples 1.1 and 1.2. So, in this
paper we cannot use the above compact embedding theorem as in [1]. Motivated by [21], we
establish a compactness result, see Lemma 2.7, which ensures that the (PS) sequence converges
to a nontrivial solution u ∈ H . As we know, this solution is not obviously in L2(RN). To show
u is a bound state, we have to prove that u ∈ L2(RN). For this purpose, we need an integration
estimate as [1, Lemma 17]. However, in our situation it seems hard to establish the desired esti-
mate by choosing Rn = n2/(2−α) as it was done in [1, Lemma 17]. In this paper, by technically
taking Rn = bn for some b > 0, we obtain an estimate in Lemma 3.1, which makes it possible to
get a bound state for problem (1.1). Finally, as we have mentioned, in the asymptotically linear
case we do not know whether the mountain pass solution is a ground state. So, we seek a ground
state by looking for the minimizer of I over a related manifold.
The main results of this paper are as follows:
Theorem 1.1. Assume that (V1), (F1), (F2), (K1) hold and α ∈ (0,2) in (V1). Let l > μ∗ with
μ∗ = inf
{ ∫
RN
[|∇u|2 + V (x)u2]dx: u ∈ H, ∫
RN
K(x)u2 dx = 1
}
. (1.8)
Then problem (1.1) has a solution u ∈ H and it is a bound state, i.e. u ∈ H 1(RN).
If the functions V and K satisfy (V1) and (K2) with 0 < α < β , it follows from Re-
mark 1.1 and (1.2) that lim|x|→+∞ V (x)/K(x) = +∞ and (K1) holds. Using (K2), we see that
μ∗ ∈ (0,+∞) and it can be achieved. Then, it is not difficult to find a function f satisfying
(F1), (F2) such that l > μ∗. Hence, V , K and f satisfy all the assumptions of Theorem 1.1. We
mention that to prove, in this situation, that a bounded (PS) sequence of the functional I con-
verges to a nontrivial solution, we can simply use the compactness of the embedding H ↪→ Lp+1K ,
σ < p < N+2
N−2 , i.e. [1, Theorem 5], and our compactness result of Lemma 2.7 seems not neces-
sary. However, if we have only the condition (K1), Lemma 2.7 is necessary since in this case
(K2) may not be true, see our Examples 1.1 and 1.2.
Now, we give another example such that all the assumptions of Theorem 1.1 are satisfied, but
lim|x|→+∞V (x)/K(x) < +∞,
and (K2) fails.
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and (K1) are satisfied for any R0 > 0. Moreover, l = R0 in (F2). To verify l > μ∗, we have to
choose a special R0 > 0. Indeed, for R > 0, taking φ ∈ C∞0 (RN) such that φ(x) = 1 if |x| R,
φ(x) = 0 if |x| 2R and |∇φ(x)|C/R for all x ∈RN , where C > 0 is a constant independent
of x, then by suppφ ⊂ B2R we have, for R0 > 2R,
∫
RN
V (x)φ2 dx∫
RN
K(x)φ2 dx

∫
RN
V (x)φ2 dx∫
RN
1
1+2RV (x)φ2 dx
= 1 + 2R and
∫
RN
|∇φ|2 dx∫
RN
K(x)φ2 dx

C2
R2
|B2R|∫
BR
K(x)dx

C2
R2
|B2R|
1
(1+R) ln(3+R) |BR|
= C1(1 +R) ln(3 +R)
R2
,
where C1 > 0 is a constant independent of R. Let R > 0 large enough such that
C1(1 +R) ln(3 + R)/R2  1. Then for μ∗ defined in (1.8), we have μ∗  2R + 2. Taking
R0 = 2R + 3, we see that
lim
s→+∞
f (s)
s
= l = R0 > μ∗.
Remark 1.2. (i) If K(x) ≡ 1 and (V2), (V3) hold, then (K1) is equivalent to
sup
{
f (s)
s
: s > 0
}
< V (∞) := lim inf|x|→+∞V (x).
In this situation, our result is similar to that of [13], or [20].
(ii) If V (x) ≡ λ > 0 and lim|x|→+∞ K(x) = K(∞) = 0, Theorem 1.1 becomes Theorem 2.4
of [8], but K(∞) cannot be zero in [8] and the monotonicity of f (s)/s is also required there.
As pointed out in [1], if we want to find a ground state for problem (1.1) with f (u) = up , then
σ < p < N+2
N−2 is a necessary condition. However, the following theorem shows that if f is not
superlinear at infinity, problem (1.1) may have a ground state.
Theorem 1.2. Under the assumptions of Theorem 1.1, problem (1.1) has a ground state
u˜ ∈ H 1(RN).
Notation. Throughout this paper, |u|p denotes the standard norm of Lp(RN) for 1  p ∞.
|E| denotes the Lebesgue measure of E ⊂ RN . BR = {x ∈ RN : |x| < R}, BR(y) = {x ∈ RN :
|x − y| < R} and kBR(y) = {kx: x ∈ BR(y)} for any constant k > 0.
2. Critical point in the weighted Sobolev space
In this section, our aim is to get a nonzero critical point of the functional I defined by (1.4).
For this purpose, we use a variant version of the mountain pass theorem, which allows us to find
a so-called Cerami type (PS) sequence. The properties of this kind of (PS) sequence are very
helpful in showing the boundedness of the sequence in the asymptotically linear case. Let us
recall this theorem, its proof can be found in Chapter IV of [10].
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and suppose that I ∈ C1(E,R) satisfies
max
{
I (0), I (e)
}
 μ < η inf‖u‖=ρ I (u),
for some μ < η, ρ > 0 and e ∈ E with ‖e‖ > ρ. Let c η be characterized by
c = inf
γ∈Γ max0τ1
I
(
γ (τ)
)
,
where Γ = {γ ∈ C([0,1],E): γ (0) = 0, γ (1) = e} is the set of continuous paths joining 0 and e,
then there exists a sequence {un} ⊂ E such that
I (un)
n−→ c η and (1 + ‖un‖)∥∥I ′(un)∥∥E∗ n−→ 0.
This kind of sequence is usually called a Cerami sequence.
In what follows, we give first Lemmas 2.1 and 2.2 which ensure that the functional I has what
is called the mountain pass geometry.
Lemma 2.1. If the conditions (V1), (F1), (F2), (K1) hold, then there exist ρ > 0, η > 0 such that
inf{I (u): u ∈ H with ‖u‖H = ρ} > η.
Proof. For any ε > 0, it follows from (F1), (F2) that there exists Cε > 0 such that∣∣f (s)∣∣ ε|s| +Cε|s|2∗−1, for all s ∈ R,
where 2∗ := 2N
N−2 , and then,
∣∣F(s)∣∣ ε
2
|s|2 + Cε
2∗
|s|2∗ , for all s ∈R. (2.1)
From (1.5), (2.1) and the Sobolev inequality, we have for any u ∈ H ,
∣∣∣∣
∫
RN
K(x)F (u)dx
∣∣∣∣ C1ε2
∫
RN
V (x)u2 dx + AC1Cε
2∗
∫
RN
|u|2∗ dx
 C1ε
2
‖u‖2H + C˜ε‖u‖2
∗
H . (2.2)
This yields
I (u) 1 −C1ε
2
‖u‖2H − C˜ε‖u‖2
∗
H .
So, by fixing ε ∈ (0,C−11 ) and letting ‖u‖H = ρ > 0 small enough, it is easy to see that there is
η > 0 such that this lemma holds. 
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such that I (v) < 0, where ρ is given by Lemma 2.1.
Proof. By the definition of μ∗ and l > μ∗, there is φ ∈ H such that φ  0, ∫
RN
K(x)φ2 dx = 1
and μ∗  ‖φ‖2H < l.
Then, by (F2) and Fatou’s lemma we deduce that
lim
t→∞
I (tφ)
t2
= 1
2
‖φ‖2H − limt→∞
∫
RN
K(x)
F (tφ)
t2
dx  1
2
(‖φ‖2H − l)< 0,
and the lemma is proved by taking v = t0φ with t0 > 0 large. 
Based on Lemmas 2.1 and 2.2, Proposition 2.1 implies that there is a sequence {un} ⊂ H such
that
I (un)
n−→ c > 0 and ∥∥I ′(un)∥∥H−1(1 + ‖un‖H ) n−→ 0, (2.3)
where H−1 denotes the dual space of H .
Next, we establish some preliminary results, i.e. Lemmas 2.3 to 2.5, which are used to prove
that the above sequence {un} is bounded in H .
Lemma 2.3. Suppose that V (x) satisfies (V1) and 0 < α  2. Then C∞0 (RN) is dense in
(H,‖ .‖H ).
Proof. Motivated by the proof of Theorem 7.22 in [15], we show first that C∞0 (RN) is dense
in H0 := {f ∈ H : f has a compact support}, where we mean that a function f has a compact
support if there is Rf > 0 such that f (x) = 0 a.e. for |x| Rf . Then, for any f ∈ H0, we have
f ∈ H 1(RN). Since C∞0 (RN) is dense in H 1(RN), then for any  > 0, there is ϕ ∈ C∞0 (RN)
such that
‖f − ϕ‖H 1  ,
where ‖ .‖H 1 denotes the standard norm of H 1(RN). By (V1), there exists C > 0 such that
‖f − ϕ‖H C‖f − ϕ‖H 1  C.
Thus, C∞0 (RN) is dense in (H0,‖ .‖H ).
Next, we claim that H0 is dense in H . Choose g ∈ C∞0 (RN) such that 0  g(x)  1 for all
x ∈ RN , g(x) ≡ 1 for |x|  1, and g ≡ 0 for |x|  2. Let gm(x) = g( xm) for m ∈ N. Then it is
easy to see that for any f ∈ H , we have∫
RN
(
gm(x)− 1
)2
f 2(x)V (x) dx
m−→ 0.
Since
∇(gmf ) = f∇gm + gm∇f,
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∥∥∇(gmf )− ∇f ∥∥L2(RN)  ∥∥(gm − 1)∇f ∥∥L2(RN) + ‖f∇gm‖L2(RN).
Clearly,
∥∥(gm − 1)∇f ∥∥L2(RN) m−→ 0.
From the definition of gm(x), we have
∣∣f (x)∇gm(x)∣∣2  C2∣∣f (x)∣∣2V (x), for all x ∈ RN,
where C2 = supm1 1+(2m)
α
m2
|∇g(x)|2∞. Note that 0 < α  2, then C2 < +∞. Hence, by the
dominated convergence theorem we get
f∇gm m−→ 0 strongly in L2
(
R
N
)
.
So,
gmf
m−→ f strongly in H,
and H0 is dense in H . 
Let {un} be given by (2.3), and define wn := un‖un‖−1H . Clearly, wn is bounded in H and
there is w ∈ H such that, up to a subsequence,
wn
n−⇀ w weakly in H, wn n−→ w a.e. in RN,
wn
n−→ w strongly in L2loc
(
R
N
)
. (2.4)
For the above w we have the following lemma.
Lemma 2.4. Assume that (V1), (F1), (F2), (K1) hold and α ∈ (0,2], l > μ∗. If ‖un‖H n−→ +∞,
then w given by (2.4) is a nontrivial non-negative solution of
−u(x)+ V (x)u(x) = lK(x)u, u ∈ H. (2.5)
Proof. We prove this lemma through the following three steps.
Step 1. w ≡ 0.
By contradiction, if w ≡ 0, we claim that
lim sup
n→∞
∫
N
K(x)
f (un)
un
w2n dx < 1. (2.6)R
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follows from (2.3) that 〈
I ′(un), un
〉
/‖un‖2H = o(1),
that is,
o(1) = ‖wn‖2H −
∫
RN
K(x)
f (un)
un
w2n dx = 1 −
∫
RN
K(x)
f (un)
un
w2n dx,
where, and in what follows, o(1) denotes a quantity which goes to zero as n → +∞. Clearly,
this contradicts (2.6). Hence w ≡ 0 and step 1 is proved.
Now, we turn to showing that (2.6) holds. By (K1), there is a constant η ∈ (0,1) such that
sup
{
f (s)
s
: s > 0
}
< η inf
{
V (x)
K(x)
: |x|R0
}
. (2.7)
This yields, for all n ∈N,∫
|x|R0
K(x)
f (un)
un
|wn|2 dx  η
∫
|x|R0
V (x)|wn|2 dx  η < 1. (2.8)
On the other hand, since the embedding H 1(BR0) ↪→ L2(BR0) is compact, wn n−→ w strongly
in L2(BR0). Passing to a subsequence, there exists h ∈ L2(BR0) such that, for all n ∈N,∣∣wn(x)∣∣ h(x) a.e. in BR0 .
By (F1), (F2), there exists C3 > 0 such that
f (t)
t
 C3, for all t ∈ R. (2.9)
Then, for all n ∈N,
0K(x)f (un)
un
w2n  C3K(x)w2n(x) C3|K|∞h2(x) a.e. in BR0 . (2.10)
Noting that wn
n−→ w ≡ 0 a.e. in RN , we get
K(x)
f (un)
un
w2n
n−→ 0 a.e. in BR0 . (2.11)
It follows from (2.10), (2.11) and the dominated convergence theorem that
lim
n→∞
∫
|x|<R0
K(x)
f (un)
un
w2n dx = 0. (2.12)
Hence, (2.6) is deduced from (2.8) and (2.12).
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Let w−n (x) = max{−wn(x),0}, w−n is also bounded in H . If ‖un‖H n−→ ∞, then
〈I ′(un),w−n 〉
‖un‖H = o(1),
that is,
−∥∥w−n ∥∥2H =
∫
RN
K(x)
f (un)
‖un‖H w
−
n dx + o(1). (2.13)
By (F1), f (t) ≡ 0 for all t  0. It follows from (2.13) that ‖w−n ‖H = o(1). Thus w− = 0 a.e. in
x ∈ RN and w  0.
Step 3. w solves (2.5).
By Lemma 2.3, it is sufficient to prove that for any φ ∈ C∞0 (RN),∫
RN
[∇w(x)∇φ(x)+ V (x)w(x)φ(x)]dx = ∫
RN
lK(x)w(x)φ(x) dx. (2.14)
Using (2.3) and ‖un‖H n−→ ∞, we have
〈I ′(un),φ〉
‖un‖H = o(1), for any φ ∈ C
∞
0
(
R
N
)
,
that is, ∫
RN
[∇wn∇φ + V (x)wnφ]dx =
∫
RN
K(x)
f (un)
un
wnφ dx + o(1). (2.15)
Since wn
n−⇀ w weakly in H , we see that∫
RN
[∇w∇φ + V (x)wφ]dx = ∫
RN
K(x)
f (un)
un
wnφ dx + o(1). (2.16)
So, step 3 is complete provided that∫
RN
K(x)
f (un)
un
wn(x)φ(x) dx
n−→
∫
RN
lK(x)w(x)φ(x) dx. (2.17)
In fact, by (2.9) and (1.5) we have
∫
RN
∣∣∣∣K 12 (x)f (un)un wn(x)
∣∣∣∣
2
dx C
∫
RN
V (x)w2n dx  C‖wn‖2H C, (2.18)
that is, {K 12 (x)f (un)wn(x)} is bounded in L2(RN).un
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Ω+ =
{
x ∈ RN : w(x) > 0} and Ω0 = {x ∈RN : w(x) = 0}.
Noting that
wn(x) = un(x)‖un‖H
n−→ w(x) a.e. x ∈ RN and ‖un‖H n−→ +∞,
then un(x)
n−→ +∞ a.e. in x ∈ Ω+. Hence by (F2), we have
K
1
2 (x)
f (un)
un
wn(x)
n−→ lK 12 (x)w(x) a.e. in x ∈ Ω+.
Since wn(x)
n−→ 0 a.e. in x ∈ Ω0, it follows from (2.9) that
K
1
2 (x)
f (un)
un
wn(x)
n−→ 0 ≡ lK 12 (x)w(x) a.e. in x ∈ Ω0.
These and (2.18) imply that
K
1
2 (x)
f (un)
un
wn(x)
n−⇀ lK 12 (x)w(x) weakly in L2(RN ). (2.19)
From φ ∈ C∞0 (RN) and K ∈ L∞(RN), we know that K
1
2 (x)φ ∈ L2(RN), then (2.19) leads to
(2.17). 
Lemma 2.5. If 0 < α  2, l > μ∗ and (V1), (K1) hold, then problem (2.5) has no nontrivial
non-negative solutions.
Proof. Since l > μ∗, there is a constant δ > 0 such that μ∗ < μ∗ + δ < l. By the definition of
μ∗ in (1.8), there exists vδ ∈ H such that
∫
RN
K(x)v2δ (x) dx = 1 and
μ∗  ‖vδ‖2H < μ∗ + δ.
Since C∞0 (RN) is dense in H by Lemma 2.3, we may assume vδ ∈ C∞0 (RN). Motivated by [13],
let R > 0 be such that suppvδ ⊂ BR and define
μR = inf
{∫
BR
[|∇u|2(x)+ V (x)u2(x)]dx: ∫
BR
K(x)u2(x) dx = 1, u ∈ H 10 (BR)
}
.
Then, vδ ∈ H 10 (BR) and
μR  ‖vδ‖2 < μ∗ + δ < l. (2.20)H
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exists wR ∈ H 10 (BR) \ {0} with wR  0 and
∫
BR
K(x)w2R(x)dx = 1 such that
−wR + V (x)wR = μRK(x)wR, x ∈ BR. (2.21)
It follows from the strong maximum principle that
wR(x) > 0, ∀x ∈ BR, ∂wR(x)
∂ν
< 0, ∀|x| = R.
Therefore, if 0 ≡ u ∈ H is a non-negative solution of (2.5), then
μR
∫
BR
K(x)wRudx =
∫
BR
(−wR + V (x)wR)udx
=
∫
BR
∇u∇wR +
∫
BR
V (x)uwR dx −
∫
∂BR
∂wR
∂ν
udσ
=
∫
BR
lK(x)uwR dx −
∫
∂BR
∂wR
∂ν
udσ
 l
∫
BR
K(x)uwR dx. (2.22)
Using u 0 and u ≡ 0, we may choose R > 0 large enough such that ∫
BR
K(x)uwR dx > 0. So,
(2.22) implies that μR  l. This contradicts (2.20). 
Now, we can prove that the Cerami sequence {un} in (2.3) is bounded in H . In fact, if {un} is
not bounded in H , we may assume that ‖un‖H n−→ +∞. Define wn as in (2.4), then it is easy to
get a contradiction by simply using Lemmas 2.4 and 2.5. So we have
Lemma 2.6. Under conditions (V1), (F1), (F2), (K1) and 0 < α  2, then the sequence {un}
given in (2.3) is bounded in H if l > μ∗.
To prove that the Cerami sequence {un} in (2.3) converges to a nonzero critical point of I , the
following compactness lemma is useful.
Lemma 2.7. Let (V1), (F1), (F2), (K1) hold and 0 < α < 2. Then for any  > 0, there exist
R() > R0 and n() > 0 such that∫
|x|R
[|∇un|2 + V (x)u2n]dx  , (2.23)
for all R  R() and n  n(), where R0 is given by (K1) and the sequence {un} is given by
(2.3).
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C1(R0, α, a) := sup
{
1 + (2R)α
aR2
: R R0
}
= 1 + (2R0)
α
aR20
and (2.24)
C2(R0, α, a) := sup
{
1 + (2R)α
aRα
: R R0
}
= 1 + (2R0)
α
aRα0
, (2.25)
where α and a are given by (V1). Then, by (V1), (2.24) and (2.25), we have, for all R R0,
1/R2 C1(R0, α, a)V (x), for all |x| 2R, (2.26)
and
1/Rα  C2(R0, α, a)V (x), for all |x| 2R. (2.27)
Let ξR :RN → [0,1] be a smooth function such that
ξR(x) =
{
0, 0 |x|R,
1, |x| 2R, (2.28)
and, for some constant C0 > 0 (independent of R),
∣∣∇ξR(x)∣∣ C0
R
, for all x ∈RN. (2.29)
Then, by (2.26), for all n ∈ N and R R0, we have
∫
RN
∣∣∇(unξR)∣∣2 dx  2
∫
RN
|∇un|2 dx + 2C
2
0
R2
∫
R|x|2R
|un|2 dx

[
2 + 2C20C1(R0, α, a)
]‖un‖2H . (2.30)
This implies that
‖unξR‖H 
[
3 + 2C20C1(R0, α, a)
] 1
2 ‖un‖H , (2.31)
for all n ∈ N and R R0. By 0 < α < 2, for any  > 0, there exists R()R0 such that
Rα−2  4
2
C20C2(R0, α, a)
, for all R R(). (2.32)
By (2.3), ‖I ′(un)‖H−1‖un‖H n−→ 0, so for any  > 0, there exists n() > 0 such that
‖un‖H
∥∥I ′(un)∥∥H−1  [3 + 2C2C (R ,α,a)] 12 , for all n n(). (2.33)0 1 0
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for all n n(ε) and R R0. Note that
〈
I ′(un), unξR
〉= ∫
RN
|∇un|2ξR dx +
∫
RN
V (x)u2nξR dx
+
∫
RN
un∇un∇ξR dx −
∫
RN
K(x)f (un)unξR dx. (2.35)
For R R(), using (2.27) and (2.32), we have,
C20C2(R0, α, a)
R2
 42 1
Rα
 42C2(R0, α, a)V (x), for all |x| 2R,
that is,
C20
R2
 42V (x), for all |x| 2R. (2.36)
Therefore, from (2.29) and (2.36), we get, for all n ∈N and R R(),∫
RN
|un∇un∇ξR|dx  
∫
RN
|∇un|2 dx + 14
∫
|x|2R
u2n
C20
R2
dx
 
∫
RN
|∇un|2 dx + 
∫
|x|2R
V (x)u2n dx
 ‖un‖2H . (2.37)
By (F1), (K1) and (2.28), there exists η ∈ (0,1) such that, for all n ∈ N and R R0∫
RN
∣∣K(x)f (un)unξR∣∣dx  η
∫
RN
V (x)u2nξR dx. (2.38)
Combining (2.35), (2.37) and (2.38), for all n ∈N and R R()R0, we see that∣∣〈I ′(un), unξR 〉∣∣
∫
RN
|∇un|2ξR dx + (1 − η)
∫
RN
V (x)u2nξR dx − ‖un‖2H . (2.39)
Since {‖un‖H } is bounded by Lemma 2.6, it follows from (2.34) and (2.39) that there exists
C3 > 0 such that, for all n n() and R R(),∫
RN
|∇un|2ξR dx + (1 − η)
∫
RN
V (x)u2nξR dx  C3. (2.40)
from η ∈ (0,1) and (2.28), it is easy to see that (2.40) implies (2.23). 
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Theorem 2.1. Let 0 < α < 2, l > μ∗ and (V1), (F1), (F2), (K1) hold. Then I has a nonzero
critical point in H .
Proof. By Lemma 2.6, the sequence {un} in (2.3) is bounded in H . We may assume that, up to
a subsequence, un
n−⇀ u weakly in H for some u ∈ H . In order to prove our theorem, it is now
sufficient to show that ‖un‖H n−→ ‖u‖H . By (2.3),
〈
I ′(un), un
〉= ∫
RN
|∇un|2 + V (x)|un|2 dx −
∫
RN
Kf (un)un = o(1)
and
〈
I ′(un), u
〉= ∫
RN
∇un∇u+ V (x)unudx −
∫
RN
Kf (un)u = o(1),
so to show ‖un‖H n−→ ‖u‖H is equivalent to proving that∫
RN
K(x)f (un)(un − u)dx = o(1). (2.41)
For any  > 0, by Lemma 2.7 and for n large enough, we have
∫
|x|R()
K(x)f (un)(un − u)dx

( ∫
|x|R()
K(x)|un − u|2 dx
) 1
2
( ∫
|x|R()
K(x)
∣∣f (un)∣∣2 dx
) 1
2
 C
( ∫
|x|R()
V (x)|un − u|2 dx
) 1
2
( ∫
|x|R()
V (x)|un|2 dx
) 1
2
 C. (2.42)
This and the compactness of the embedding H ↪→ L2loc(RN) imply (2.41). 
3. Existence of a bound state and a ground state
The aim of this section is to prove Theorems 1.1 and 1.2. For Theorem 1.1, it is sufficient
to show that the nonzero critical point, u ∈ H , of I obtained by Theorem 2.1 is a bound state,
that is, u ∈ L2(RN). For this purpose, we need to establish some integration estimates on u,
which are essentially motivated by [1]. However, we should mention that in the proof of the
following Lemma 3.1, it is crucial to choose Rn properly. It seems very difficult to get the desired
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minimization technique.
Lemma 3.1. Suppose that (V1), (F1), (F2), (K1) hold. Let 0 < α < 2 and u ∈ H be the critical
point obtained in Theorem 2.1. Then there exist η0, δ ∈ (0,1) and n(α) > 0 such that, for all
n n(α), ∫
Ωn+1
|∇u|2 + V (x)u2 dx  [η0 + δ(1 − η0)]
∫
Ωn
|∇u|2 + V (x)u2 dx, (3.1)
where
Ωn =RN \BRn, Rn = bn, b =
(
1
η0
) 1
3
. (3.2)
Proof. Since 0 < α < 2, there is δ ∈ (0,1) such that α+13 < 1 − δ. Noting that
lim
η→1−
ln[η + δ(1 − η)]
1
3 ln
1
η
= −3(1 − δ) < −α − 1, (3.3)
then, by (K1), we may choose η0 ∈ (0,1) such that
sup
{
f (s)
s
: s > 0
}
< η0 inf
{
V (x)
K(x)
: |x|R0
}
(3.4)
and
ln[η0 + δ(1 − η0)]
1
3 ln
1
η0
< −α − 1.
Hence, there exists θ ∈ (0,1) such that
C(δ,η0, θ) := θ ln[η0 + δ(1 − η0)]1
3 ln
1
η0
< −α − 1. (3.5)
Let ξn :RN → [0,1] be a smooth function such that
ξn(x) =
{
0, 0 |x|Rn,
1, |x|Rn+1, (3.6)
where Rn is given by (3.2). Moreover, there exists A0 > 0, independent of n, such that
|∇ξn(x)|  A0Rn+1−Rn , for all x ∈ RN . Noting that 0 < α < 2 and b > 1 (b is given by (3.2)),
we see that
lim
n→∞
1 + bα(n+1)
2(n+1)
(
A0b
)2
= 0.b b − 1
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1 + bα(n+1)
b2(n+1)
(
A0b
b − 1
)2

[
2δ(1 − η0)
]2
a, (3.7)
where a is given by (V1). From (3.7) and (V1), for Rn  |x|Rn+1 and n n(α), we have
∣∣∇ξn(x)∣∣2 A20|Rn+1 − Rn|−2 = b−2(n+1)
(
A0b
b − 1
)2
 a
1 + (Rn+1)α
[
2δ(1 − η0)
]2  V (x)[2δ(1 − η0)]2.
Then by the definition of ξn(x), we get, for all n n(α) and x ∈RN ,
∣∣∇ξn(x)∣∣2  V (x)[2δ(1 − η0)]2. (3.8)
Since 〈I ′(u),uξn〉 = 0, by Young inequality, we have
∫
RN
ξn
[|∇u|2 + V (x)u2]dx = ∫
RN
K(x)f (u)uξn dx −
∫
RN
u∇u∇ξn dx

∫
Ωn
∣∣K(x)f (u)u∣∣dx + ∫
Ωn
|∇u|2 dx
+
∫
Ωn
1
4
|∇ξn|2u2 dx. (3.9)
Taking  = δ(1 − η0), then by (3.4) (3.8) and (3.9), we deduce that, for all n n(α),
∫
Ωn+1
[|∇u|2 + V (x)u2]dx = ∫
Ωn+1
ξn
[|∇u|2 + V (x)u2]dx

∫
Ωn
ξn
[|∇u|2 + V (x)u2]dx

∫
Ωn
∣∣K(x)f (u)u∣∣dx + δ(1 − η0)
∫
Ωn
[|∇u|2 + V (x)u2]dx

[
η0 + δ(1 − η0)
] ∫
Ωn
[|∇u|2 + V (x)u2]dx.
This implies that (3.1) holds. 
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ρ > R(α),
∫
|x|>ρ
[|∇u|2 + V (x)u2]dx  ‖u‖2H exp{C(δ,η0, θ) lnρ}, (3.10)
where C(δ,η0, θ) is given by (3.5).
Proof. Since
lim
R→+∞
[
lnR − lnn(α)
lnb
− 2
]/(θ lnR
lnb
)
= 1
θ
> 1,
there exists a constant R(α) > n(α) such that
lnR(α) − lnn(α) > 2 lnb
and
lnρ − lnn(α)
lnb
− 2 θ lnρ
lnb
> 0, for all ρ > R(α). (3.11)
Given ρ > R(α), there exist two integers n¯ and n˜ such that
Rn¯  n(α) < Rn¯+1, Rn˜−1  ρ < Rn˜.
Thus
n˜− n¯ > lnρ − lnn(α)
lnb
> 2. (3.12)
By Lemma 3.1, (3.11) and (3.12), we deduce that
∫
|x|>ρ
[|∇u|2 + V (x)u2]dx  ∫
|x|>Rn˜−1
[|∇u|2 + V (x)u2]dx

[
η0 + δ(1 − η0)
]n˜−n¯−2 ∫
|x|>Rn¯+1
[|∇u|2 + V (x)u2]dx
 ‖u‖2H exp
{
ln
[
η0 + δ(1 − η0)
]( lnρ − lnn(α)
lnb
− 2
)}
 ‖u‖2H exp
{
C(δ,η0, θ) lnρ
}
,
that is, (3.10) holds. 
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sup
{
1 + |x|α
a|y|α : x ∈ Br(y)
}
 1 + (r + |y|)
α
a|y|α
 sup
{1 + ( 32 |y|)α
a|y|α : |y| 4
}
.
Denote
C3(α) = sup
{1 + ( 32 |y|)α
a|y|α : |y| 4
}
= 1
4αa
+ 3
α
2αa
.
Then
sup
{
1 + |x|α
a
: x ∈ Br(y)
}
 C3(α)|y|α. (3.13)
Since Br(y) ⊂ {x ∈RN : |x| |y|2 }, by Lemma 3.2 and (3.13) we have, for all |y| > 2R(α),
∫
Br (y)
u2 dx 
∫
Br(y)
1 + |x|α
a
V (x)u2 dx  C3(α)|y|α
∫
Br(y)
V (x)u2 dx
 C3(α) |y|α
∫
|x| |y|2
V (x)u2 dx
 C3(α)2−C(δ,η0,θ)|y|α‖u‖2H |y|C(δ,η0,θ)
= C4‖u‖2H |y|α+C(δ,η0,θ), (3.14)
where C4 = C3(α)2−C(δ,η0,θ). Let m ∈N+ with |yi | 2 (i = 1,2, . . . ,m) be such that
B5 \B2 ⊂
m⋃
i=1
B1(yi).
Let K0 denote a positive integer such that 2K0 > R(α). Since |2kyi | 2k+1 for k  1, by (3.14)
we deduce that
∫
|x|2
u2 dx 
∞∑
k=0
∫
2k(B5\B2)
u2 dx 
m∑
i=1
∞∑
k=0
∫
B2k (2
kyi )
u2 dx

m∑
i=1
K0−1∑
k=0
∫
B (2ky )
u2 dx +C4‖u‖2H
m∑
i=1
∞∑
k=K0
∣∣2kyi∣∣α+C(δ,η0,θ).
2k i
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∫
|x|2 u
2 dx < +∞ and
u ∈ L2(RN). Thus u ∈ H 1(RN) is a bound state of problem (1.1). 
Finally, we prove Theorem 1.2, that is, problem (1.1) has a ground state.
Proof of Theorem 1.2. Set
N = {u ∈ H \ {0}: I ′(u) = 0}.
By Theorem 1.1, N = ∅. We claim that there exists M > 0 such that
I (u)−M, for all u ∈N .
Otherwise, there exists {un} ⊂N such that
I (un) < −n, for any n ∈N. (3.15)
It follows from (2.2) that
I (un)
1
4
‖un‖2H −C‖un‖2
∗
H . (3.16)
This and (3.15) imply that ‖un‖H n−→ +∞. Let wn = un‖un‖−1H , then there is w ∈ H such that,
up to a subsequence, (2.4) holds. Note that I ′(un) = 0 by un ∈N , as in the proof of Lemma 2.4,
we see that w should be a nontrivial non-negative solution of (2.5), which is impossible by
Lemma 2.5. Then, I is bounded from below on N . So, we may define
c˜ = inf{I (u): u ∈N },
and c˜  −M . Let {u˜n} ⊂ N be such that I (u˜n) n−→ c˜. It follows from (1.5) (F1), (F2) and
〈I ′(u˜n), u˜n〉 = 0 that there exists ρ˜ > 0 such that
lim inf
n→+∞‖u˜n‖H  ρ˜ > 0. (3.17)
Following almost the same procedures as the proofs of Lemma 2.6 and Theorem 2.1 in Section 2,
we can show that {u˜n} is bounded in H and it has a strongly convergent subsequence. By (3.17),
there exists u˜ ∈ H \ {0} such that u˜n n−→ u˜ strongly in H . Thus I (u˜) = c˜ and I ′(u˜) = 0. Similar
to the proof of Theorem 1.1, we may prove that u˜ ∈ L2(RN). Therefore, u˜ ∈ H 1(RN) is a ground
state of problem (1.1). 
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