A Time-Freezing Approach for Numerical Optimal Control of Nonsmooth
  Differential Equations with State Jumps by Nurkanović, Armin et al.
A Time-Freezing Approach for Numerical Optimal Control of
Nonsmooth Differential Equations with State Jumps
Armin Nurkanovic´, Tommaso Sartor, Sebastian Albrecht, Moritz Diehl
Abstract— We present a novel reformulation of nonsmooth
differential equations with state jumps enabling their easier
simulation and use in optimal control problems without the
need for integer variables. The main idea is to introduce an
auxiliary differential equation to mimic the state jump map.
Thereby, a clock state is introduced which does not evolve
during the runtime of the auxiliary system. The pieces of
the trajectory that correspond to the parts when the clock
state was evolving recover the solution of the original system
with jumps. Our reformulation results in nonsmooth ordinary
differential equations where the discontinuity is in the first time
derivative of the trajectory, rather than in the trajectory itself.
This class of systems is easier to handle both theoretically and
numerically. We provide numerical examples demonstrating the
ease of use of this reformulation in both simulation and optimal
control. In the optimal control example, we solve a sequence
of nonlinear programming problems (NLPs) in a homotopy
penalization approach and recover a time-optimal trajectory
with state jumps.
I. PROBLEM DESCRIPTION
This paper regards the numerical treatment of nonsmooth
differential equations in optimal control. The nonsmoothness
of x˙(t) = f(x(t)) can be classified depending on the classes
into which the solution x(t;x0) and right hand side (r.h.s.)
f(x(t)) fall: 1) Ordinary Differential Equations (ODEs) with
nonsmooth but Lipschitz r.h.s. and C1 solutions; 2) discontin-
uous but one-sided Lipschitz r.h.s. with absolutely continuous
(AC) solutions; 3) solutions that contain state jumps and
are functions of bounded variations. This paper focuses on
case 3. Since x(t;x0) jumps, f(x(t)) has to contain Dirac-δ
impulses. In such cases we cannot in general speak of ODEs
and we have to use tools such as Measure Differential Inclu-
sions (MDIs) [1]. These differential equations arise in: rigid-
bodies with friction and impact, electronics, traffic flows,
biological systems, economical systems, energy systems, cf.
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There are many different formalisms to model nonsmooth
dynamic phenomena, for an overview the reader is referred
to the excellent monographs [2], [3], [4]. Despite the very
good and solid developments both in theory (e.g., existence
and uniqueness of solutions for various formalisms [2],
[4]) and numerical simulation methods [3], there is still
a lack of practical numerical optimal control methods for
the three mentioned classes of dynamics systems. While the
first class poses no major obstacle to practical solution, e.g.
with smoothing, the second and third classes are difficult.
To mitigate the difficulties caused by the state jumps, two
common approaches are: (a) to use some coordinate trans-
formations [5], [6] and (b) to use smoothing/penalization
[7] or some compliant impact model [8]. The goal is to
obtain dynamics which fall into case 2 or even 1. Coordinate
transformation can be very efficient for some special settings.
The Zhuravlev-Ivanov transformations [6], [8, Sec. 1.4.3]
are restricted to mechanical systems and to constraints of
co-dimension one. A more general approach is the use
of gluing functions within the hybrid systems formalism
[5]. However, this approach regards also only co-dimension
one constraints and there is no algorithm for finding the
needed gluing function. To obtain realistic approximations
with smoothing/penalization one has to deal with very stiff
differential equations, and compliant models can yield non-
physical effects [8, Sec. 2.2]. The method introduced in this
paper falls somewhat in between these two approaches, as we
also transform the system into an equivalent system which
has AC solutions on a different time domain, and since it
can use complaint models to emulate state jump laws.
Modeling switched systems with complementarity conditions
(CC) is gaining more popularity [9]. Walking, running and
manipulation problems are rich sources of Optimal Control
Problems (OCPs) with nonsmooth dynamics in robotics
[10]. Rigid-body impact problems with friction are often
modeled via Dynamic Complementarity Systems (DCSs).
In few recent papers [11], [12] the authors study necessary
and sufficient conditions in function spaces for OCPs with
DCSs with AC solutions. Discretization of OCPs with CCs
results in Mathematical Programs with Complementarity
Constraints (MPCCs). Unfortunately, difficulties with numer-
ical sensitivities arise when one discretizes the CCs within
direct methods. Conditions for obtaining the right numerical
sensitivities with smoothing of differential equations with
a discontinuous r.h.s. are provided in the excellent paper
by Stewart and Anitescu [13]. Their result is extended
to MPCCs originating from OCPs in [14]. Many MPCC
algorithms use smoothing, relaxation or penalty methods
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[15]. The main conclusion from these papers is: in direct
collocation for the case 2 of dynamic systems one has to
use a sufficiently small step size in comparison with the
smoothing parameter, so that the sensitivities of the smoothed
system approach the sensitivities of the nonsmooth dynamic
system.
Contributions: In this paper we present a novel formu-
lation of restitution laws for nonsmooth differential equations
with state jumps. The main idea is to introduce an auxiliary
dynamic system, where the initial and endpoint of the solu-
tion on some interval satisfy the restitution law. Furthermore,
a clock state is introduced which does not evolve when
the auxiliary dynamic system is active. Finally, we take the
pieces of the trajectories corresponding to the time intervals
where the clock state is evolving and thereby we recover the
solution of the original dynamic system with state jumps. The
efficacy of this approach is demonstrated in both simulation
and optimal control experiments.
Outline: The paper is structured as follows: Section II
introduces the main ideas and all terminology, followed by
Section III where all concepts are illustrated on a simple
example. In Section IV we relate the solutions of the original
dynamic system and our reformulation and show how to
recover the original solution in the general case. Section V
provides both simulation and optimal control examples. We
solve a time-optimal control problem of a moving particle
where the optimal solution considers multiple simultaneous
impacts. The paper concludes and discusses further exten-
sions in Section VI.
Notation: For the time derivative of a function x(t)
we use x˙(t) := dx(t)dt and for y(τ) we use y
′(τ) :=
dy(τ)
dτ . For the left and right limit, we use the notation
x(t+s ) = lim
t→ts, t>ts
x(t) and x(t−s ) = lim
t→ts, t<ts
x(t), respec-
tively. The matrix 1n,n ∈ Rn×n is the identity matrix, and
0m,n ∈ Rm×n is the zero matrix. A column vector in Rk with
all ones is denote as ek. The concatenation of two column
vectors a ∈ Rm, b ∈ Rn is denoted as (a, b) := [a>, b>]>.
II. TIME-FREEZING OF DIFFERENTIAL EQUATIONS WITH
STATE JUMPS
We regard differential equations with unilateral constraints
and state jumps: x˙(t) = f(x(t)), ψ(x(t)) ≥ 0. The
switching manifold S is defined as S := {x | ψ(x) = 0} and
splits the state space Rnx into two pieces: the feasible region
V + := {x | ψ(x) ≥ 0} and the prohibited region V − :=
{x | ψ(x) < 0}. Moreover, depending in which direction
the trajectory points, and using ψ˙(x) := ∇ψ(x)>f(x), the
switching manifold can be split into the following subsets:
S+ := {x | x ∈ S, ψ˙(x) > 0}, S− := {x | x ∈ S, ψ˙(x) <
0} and S0 := {x | x ∈ S, ψ˙(x) = 0}. At time of impact ts,
just before the impact x(t−s ) ∈ S− and the trajectory points
outside the feasible region V + (∇ψ(x(t−s )>f(x(t−s )) < 0).
To keep the trajectory feasible, a state jump has to occur so
that the trajectory points again into V +, i.e. x(t+s ) ∈ S+.
This is achieved with the restitution law Γ : S− → S+. We
collect these properties in the following definition:
Definition 1 (Ordinary Differential Equation with State
Jumps). We define the time t ∈ R and the differential states
x(t) ∈ Rnx . A system of differential equations with state
jumps describes the dynamic evolution of the state vector
x(t) as
x˙(t) = f(x(t)), x(t) ∈ V +, (1a)
x(t+) = Γ(x(t−)), if ψ(x(t)) = 0 and x(t−) ∈ S−, (1b)
where ψ(x(t)) : Rnx → R describes a constraint on the
dynamics f : Rnx → Rnx . The function Γ : S− → S+ is the
restitution law and is used at all t where x(t) ∈ S−.
In case of mechanical impact problems, such systems are
sometimes called vibro-impact systems [8]. As an example
of such systems we consider the dynamics of a ball bouncing
on a table, which is given by:
mv˙(t) = −mg, q˙(t) = v(t), if q(t) ≥ 0 (2a)
v(t+) = −γv(t−), whenever q(t) = 0 ∧ v(t) < 0, (2b)
where q(t) is the height of the ball, v(t) is the velocity of
the ball, m is the mass of the ball and g is the gravitational
acceleration. Equation (2b) is Newton’s restitution law for
impact dynamics, where γ ∈ [0, 1] is the coefficient of
restitution. Several other restitution laws can be found in
the literature, cf. [8].
Since in the general case, the time of impact t is not known
a priori, simulating and incorporating such models with
additional algebraic conditions into optimization problems
is difficult. To alleviate all these difficulties we propose the
following approach. First, we relax the constraint ψ(t) ≥ 0
and define an auxiliary dynamic system on V − to mimic
the restitution law. Second, we introduce a clock state t
that evolves according to t′(τ) = 1. The time τ , denoted
as pseudo time is now the time of the differential equation.
The state evolution of x(·) from Definition 1 in pseudo time
is denoted as x˜(τ). Third, we ”freeze” the time whenever
x˜(τ) ∈ V −, i.e. t′(τ) = 0. To mimic the restitution law,
we assume there exists an auxiliary ODE, whose endpoints
satisfy the restitution law on a finite time interval:
Assumption 1. There exists an auxiliary dynamic sys-
tem x˜′(τ) = ϕ(x˜(τ)) such that for every initial
value x˜(τs) = x˜0 ∈ S−, the following properties hold on
a finite and well-defined time interval (τs, τr), (with
τjump := τr − τs) : x˜(τ) ∈ V −, ∀τ ∈ (τs, τr), the dynamics
has its first intersection with S after τjump with x˜(τr) ∈ S+
and x˜(τr) = Γ(x˜(τs)).
The introduced ideas are collected in the following definition.
Definition 2 (Time-Frozen Differential Equations). We
define the pseudo-time τ ∈ R, the differential states
y(τ) := (x˜(τ), t(τ)) ∈ Rnx+1. A system of differential equa-
tions describes the dynamic evolution of the state vector y(τ)
as
y′(τ) =
{
f˜(y(τ)), ψ˜(y(τ)) ≥ 0,
ϕ˜(y(τ)), ψ˜(y(τ)) < 0,
(3a)
(3b)
with f˜(y(τ)) := (f(x˜(τ)), 1), ϕ˜(y(τ)) := (ϕ(x˜(τ)), 0) and
ψ˜(y(τ)) := ψ(x˜(τ)). It is assumed that Assumption 1 is
satisfied.
In the next section we illustrate the ideas and terminology
on the example of the bouncing ball and provide some
examples how to fulfill Assumption 1.
III. AN ILLUSTRATING EXAMPLE
We consider the dynamics of a ball bouncing on a ta-
ble given by (2). To mimic the restitution law, whenever
q˜(τ) < 0, we use the following linear ODE for the time
interval (τs, τr):
q˜′(τ) = v˜(τ), v˜′(τ) = −kq˜(τ)− cv˜(τ), t′(τ) = 0, (4)
The initial values are q˜(τs) = 0, t(τs) = τs and v˜(τs) has
the value of v(·) corresponding to the solution of (2) at τs,
k, c ∈ R are parameters. The first two equations in (4) are
a second-order linear ODE and can be solved analytically.
Using so-called spring-damper systems to model mechanic
impact is an old idea, cf. Chapter 2 in [8]. However, to
recover the rigid-body impact dynamics as in (2), the system
needs to get infinitely stiff, which makes it impractical in
numerical computations [8, Sec 2.4 ]. Moreover, spring-
damper models can cause negative contact forces [8, Remark
2.3]. Our approach does not suffer from these difficulties.
The key difference here is the introduction of the clock state
with time-freezing. As we will see below, this enables us
to use even rather small values for k to recover the exact
impact law (2b). We discard all pieces of the trajectory
which correspond to the time-evolution of (4) and use just
its end points, therefore the difficulties coming from standard
compliant models are not part of the final trajectory of a time-
frozen dynamic system. Since v˜(τs) < 0 and q˜(τs) = 0, with
the right choice of the parameters k and c in (4), we have
v˜(τr) > 0 and q˜(τr) = 0. Afterwards we switch back to the
dynamic system defined for q˜(τ) ≥ 0, which is discussed
below. For the solution of (4) we require it to satisfy
v˜(τr) = −γv˜(τs), q˜(τr) = 0. (5)
If γ = 1 we simply pick some k > 0 and set c = 0. In the
case γ ∈ (0, 1), using the analytic solution of the ODE (4)
and assuming c2− 4k < 0 we can select k and c so that the
conditions (5) are satisfied. For a fixed k > 0 we can easily
derive the following formula for c
c = 2| ln(γ)|
√
k/(ln(γ)2+pi2). (6)
As already mentioned, after τr we switch back to the
initial model with some modifications. Since q(τr) > 0
(ball not in contact anymore) we can locally ignore equation
(2b). Furthermore, we add the dynamics of the clock state
t′(τ) = 1, thus we get the following ODE:
q˜′(τ) = v˜(t), mv˜′(τ) = −mg, t′(τ) = 1, (7)
Using the compact notation y(τ) := (q˜(τ), v˜(τ), t(τ)) and
denoting the r.h.s. of (7) in compact form as f1(y(τ))
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Fig. 1. The state space and phase plot of the time-frozen dynamic system
(8). The red shaded area V − is the prohibited region where the auxiliary
dynamic flows and mimics the state jump so that the start point of every
arc is in S− and end point in S+. The green curve shows the resulting
trajectory after discarding the ”time-frozen parts”, cf. Theorem 1.
and analogously the r.h.s. of (4) as f2(y(τ)), and defining
ψ˜(y(τ)) := q˜(τ), we can write the combined dynamics in
compact form as
y′(τ) ∈ f1(y)α(ψ˜(y)) + f2(y)(1− α(ψ˜(y))), (8)
where α(z) is a set-valued step function such that α(z) = 1
if z > 0, α(z) = 0 if z < 0, and α(z) ∈ [0, 1] if z = 0. The
inclusion in (8) accounts for the case if the dynamics stays
on the manifold ψ˜(y(τ)) = 0, which does not happen in our
case. For more details see the concept of Filippov inclusions
[16]. The equation (8) is an example of Definition 2 and
the auxiliary dynamic system y′(τ) = f2(y(τ)) satisfies all
conditions of Assumption 1 by construction. Figure 1 depicts
the phase plot of (8).
The set-valued step function α(z) can be represented as
the solution of a parametric linear program (LP) [9]
α(z) = argmin
w
− zw s.t. 0 ≤ w ≤ 1. (9)
Using the KKT conditions of this LP combined with (8), we
obtain a DCS.
Observe that we got rid of the conditional algebraic
restitution law (2b). We have in fact a simpler nonsmooth
dynamic system than (2), since the solution of (8) is AC [16]
and contains no jumps. We have in fact reduced the difficult
case 3 with jumps to the simpler case 2 without jumps.
Hence, there is no need to use measures, which simplifies the
theoretical analysis as well as the numerical computation.
After getting rid of the state jump, the question is how to
recover the true solution with state jumps? For illustration,
we simulate (8) with q˜(0) = 10, v˜(0) = 0 and t(0) = 0. We
take γ = 0.9, where for a fixed k = 20, we obtain c = 0.2998
via (6). Figure 2 depicts the evolution of the clock state t(τ).
We distinguish between three time concepts: 1) the pseudo
time τ , which is the time of the nonsmooth dynamic system;
2) the physical time t, the part of the pseudo time whenever
t′(τ) > 0; 3) the virtual time tV, the part of the pseudo
time τ whenever t′(τ) = 0 (restitution phases). The top plot
in Figure 3 depicts the state trajectories q˜(τ) and v˜(τ) in
pseudo time τ and the bottom plot show the state trajectories
in physical time q(t(τ)) and v(t(τ)). Obviously, we recover
the true trajectories of the model in (2). The formal proof
for this observation in a more general setting is provided in
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Fig. 2. The clock state t(τ), with an illustration of the pseudo time, virtual
time and physical time. The length of the pseudo time intervals is always
the same τjump.
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Fig. 3. The velocity v(τ) and position q(τ) of the bouncing ball in pseudo
time τ (top), and physical time t(τ) (bottom). The red shaded area in the
top plot marks the intervals where the auxiliary dynamic system is active.
Section IV. Using the analytic solution of (4) and equation
(6), the length of the restitution phase τjump can found to be
τjump =
√
(pi2+ln(γ)2)/k. (10)
The dynamic system from Definition 1 excludes motion on
the manifold S [8], i.e. inelastic and persistent contacts (γ =
0). The analysis of this case is different and beyond the scope
of this paper.
The difficult part in constructing a system from Definition
2 is to fulfill Assumption 1. In general any kind of compliant
model can be used as long as its initial and final point satisfy
the conditions in Assumption 1. We discuss briefly how to
construct such systems for mechanical impact problems. Let
q ∈ Rm be the generalized coordinates and v ∈ Rm the
generalized velocity of a rigid body. Consider an affine uni-
lateral constraint ψi(q) = n>i q+ bi ≥ 0. If the body collides
with this constraint, then according to Newton’s restitution
law the post-impact velocity is: v(t+) = −γn>i v(t−). As
the velocity change happens only along the normal, we can
project the system on the normal and perform the state jump
law with the spring-damper model along this line and add the
result back to the normal. This provides an auxiliary dynamic
system satisfying Assumption 1:
ϕi(x˜) = NiKN
>
i (q˜, v˜), Ni :=
[
ni 0m,1
0m,1 ni
]
, (11)
where K :=
[
0 1
−k −c
]
defines the two-dimensional linear
spring-damper dynamics. Therefore, we can use for every
affine constraint ψi(q) an auxiliary dynamic of this form.
For multiple constraints the Filippov convexification via step
functions α(·) (as generalization of (8)) can be written using
equation (4.1) in [17]. In case of activation of multiple
perfect fiction-less constraints the negative reaction force is
in the normal cone to the feasible set at this point [3], and
hence the auxiliary dynamic has to evolve in this part of
the state space. In case the constraints are orthogonal, the
desired vector field is simply the sum of the neighboring
fields, otherwise the analysis is a bit more involved.
IV. SOLUTION RELATIONSHIP
In this section we show how the solutions of the initial
nonsmooth differential equation with a state jump law (1)
and the corresponding time-frozen system (3) are related.
Note that the function t(τ ;x0) is monotone by construction,
e.g. Figure 2. Using the definitions from Section II we can
state the main theoretical result.
Theorem 1. Suppose that Assumption 1 holds. Consider the
initial value problem (IVP) corresponding to Definition 2
with a given y0 = (x0, 0) and x0 ∈ V + on a time interval
(0, τf), and the IVP corresponding to Definition 1 with the
initial value x0 on a time interval (0, tf) := (0, t(τf)), with
x˜(τf) ∈ V +. Suppose that we have at most one time point
ts where ψ(x(ts)) = 0 on the time interval (0, tf). Then the
solution of the two IVPs: x(t;x0) and y(τ ; y0) fulfill at any
t 6= ts
x(t(τ)) = Ry(τ), with R =
[
1nx,nx 0nx,1
01,nx 0
]
. (12)
Proof.: Denote the solution of IVP given by (3a) and y0
as y1(τ ; y0) for some τ ∈ (0, τˆ). Similarly, for (1a) and
x0 ∈ V + for some t(τ) ∈ (0, t(τˆ)) as x1(t(τ);x0). Note
that if there is no ts ∈ (0, tf) such that ψ(x(ts)) = 0 on this
interval, then t(τ) =
∫ τ
0
dτ1 = τ . Then setting τˆ = τf, it
follows that (12) holds, since due to Definitions 1 and 2 it
follows x1(t;x0) = x(t;x0) and y1(τ ;x0) = y(τ ; y0).
If we have some ts ∈ (0, tf) so that ψ(x(ts)) = 0, then
from the first part of the proof we have that (12) holds for
all τ ∈ (0, τ−s ) and hence for all t(τ) ∈ (0, t−s ), with ts =
τs. Its only left to prove that (12) holds for τ ∈ (τ+s , τf)
and the respective t(τ). Due to Assumption 1 there exists a
dynamic system x˜′(τ) = ϕ(x˜(τ)) that satisfies the restitution
law and we have that y(τr; y0) = Γ(y(τs; y0)) = ys. Note
that t′(τ) = 0 with τ ∈ (τs, τr), hence t(τr) = t(τs) =
ts. Using this we have y1(τ − τr, ys) = y(τ, y0) for τ ∈
(τr, τf) and with denoting xs = Rys, we see that x1(t(τ)−
ts;xs) = x(t(τ), x0) for t(τ) ∈ (t+s , tf). Since the intervals
(ts, tf) and (τr, τf) have the same length and xs = Rys, from
the definitions of the corresponding IVPs, we conclude that
relation (12) holds. This completes the proof.
The assumptions that we have at most one state jump on
the time interval (0, tf) can be always satisfied by shortening
the regarded time interval and simplifies the proof without
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Fig. 4. Accuracy of the explicit Euler scheme and Runge-Kutta 4 for
different number of function evaluations for the time-freezing reformulation.
loss of generality. Furthermore, we avoid the analysis of the
case with infinite switches in finite time (Zeno behavior).
For a desired physical simulation tf we always have to take
a longer pseudo simulation time τf = tf + NJτjump where
NJ is the number of state jumps on (0, tf) for the original
system. Obviously, we do not know a priori the number NJ.
However, in OCPs this can be easily overcome with the use
of a time transformation, which is shown in the next section.
V. NUMERICAL EXAMPLES
A. Numerical Simulation
We first demonstrate the ease of use of the time-freezing
in simulation problems. Consider again the example from
Section III. The initial value is set to x(0) = (0.5, 0) and
we simulate the original system for tf = 1 s. For the time-
freezing reformulation we take the compact form of (8) and
use the step function α(z) = (1+sign(z))/2. In this example
the restitution coefficient is picked to be γ = 0.9, and for
k = 5 we calculate c = 0.1499 via (6). The analytical
solution has two jumps during the considered time interval.
The pseudo simulation time is set to τf = 1 + 2τjump, where
τjump = 1.4058 and is obtained with equation (10). In this
numerical experiment we use the explicit Euler and Runge-
Kutta 4 (RK4) schemes with equidistant steps. The terminal
numerical error, denoted as E(1) = ‖x(1) − x˜(t(τf))‖2
is plotted over the number of function evaluations M in
the integrator, see Figure 4. We clearly see that the error
decreases for both methods with a smaller step size and
that the numerical time-freezing solution converges to the
analytic solution, which also confirms the result of Theorem
1. Due to the remaining nonsmoothness (case 2), the RK4
method does only achieve an order of one, as the Euler
method. Opposed to standard spring-damper impact models,
the most notable observation for our reformulation is that
we do not need a large k (which makes the system very
stiff and costly to integrate) to get a very accurate numerical
approximation.
B. Numerical Optimal Control
We consider a time-optimal control problem of a moving
3D particle. The particle is represented via its position
q := (qx, qy, qz) and velocity v := (vx, vy, vz). The mass
of the particle is m = 1 kg and it is controlled via a
bounded magnetic force u := (Fx, Fy, Fz). The particle’s
initial position is q(0) = (4, 4, 1) and the initial velocity
0123
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Fig. 5. Simulation of the particle trajectory with the given initial conditions
and u = 03,1. The black dashed curve is the position q(τ) in pseudo time,
the black circles show the particle in physical time q(t).
is v(0) = (−3,−3.5, 0). The free flight dynamics of the
particle with the clock state are given by y′ = f˜(y, u) :=
(v˜x, v˜y, v˜y, Fx/m,Fx/m, (Fy − g)/m, 1). We have three
unilateral constraints given by ψ1(x) = (1, 0, 0)>q, ψ2(y) =
(0, 1, 0)>q and ψ3(y) = (0, 0, 1)>q. For every constraint we
define an auxiliary dynamic system according to equation
(11). Since the angle between every two constraints is pi/2,
the auxiliary dynamics for multiple active constraint at the
corners (evolving in the normal cones of the feasible set at
corners) is the sum of the vector fields of each active con-
straint. We exploit this to simplify the Filippov representation
(see equation (4.1.) in [17]) via step functions and avoid all
possible combinations. This yields the following dynamics
y′ ∈
3∏
i=1
α(ψ˜i(y))f˜(y, u) +
3∑
i=1
(1− α(ψ˜i(y))ϕ˜i(y) (13)
The r.h.s. of the last equation is compactly denoted as
F (y, u). The trajectory of the unactuated particle (u = 03,1)
is depicted in Figure 5. The particle firsts hits the wall in the
x-z plane, then the wall in the y-z plane and moves away
from the corner. The goal in the OCP is to have the particle in
minimum time at the final position qtraget = (5, 5, 1), on the
same line connecting the corner and q(0) in the x-y plane.
The time-optimal control problem reads as
min
y(·), u(·), w
t(1) + ρ||q(1)− qtarget||22 (14a)
s.t. y(0)− y0 = 0, (14b)
y′(s) ∈ wF (y(s), u(s)), s ∈ [0, 1], (14c)
−mge3 ≤ u(s) ≤ mge3, s ∈ [0, 1], (14d)
w−1max ≤ w(s) ≤ wmax, s ∈ [0, 1]. (14e)
where y0 = (q(0), v(0), 0). To achieve a time-optimal
formulation, in this OCP another time transformation τ = ws
is used, where w is a parameter (the ”speed of pseudo-time”)
and s is the new pseudo-time. Moreover, we also have an
upper and lower bound on w ∈ [w−1max, wmax] with wmax = 20,
to avoid numerical difficulties. All time-derivatives are now
w.r.t. s, hence all differential equations are scaled by w.
For an initial guess for w we set 2T (with T = 1) as it
is likely to be greater than T since the auxiliary dynamics
take some of the ”time budget”. The penalty parameter ρ
is set to 102. In the dynamics (14c) we replace all step
functions α(ψ˜i(y(s))), i = 1, 2, 3, with the KKT conditions
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Fig. 6. Resulting trajectory after solving the time-optimal control problem
with final time t(1) = 0.87 s. The black dashed curve is the position q(τ)
in pseudo time, the black circles show the particle in physical time q(t).
of the parametric LP formulation (9) and obtain a DCP. We
use a fully simultaneous approach and discretize the infinite-
dimensional OCP (14) using the implicit Euler scheme with a
step size h = 0.005. The discretized control inputs are taken
to be constant over the finite elements. Since we discretize
a DCP, the discretized OCP yields an NLP which is an
MPCC. To solve this MPCC we use a homotopy penalization
approach, which works as follows. The complementarity
constraints are penalized with a positive parameter µ > 0
and added to the objective (e.g. a>b = 0 is added as µa>b),
hence we obtain a smooth NLP. Furthermore, if µ is larger
than a critical value of the penalty parameter, then the CCs
will be satisfied at the solution [15], which means one needs
only to solve a single NLP. To solve an MPCC originating
from an OCP, special care has to be taken. In [14] it was
shown that in discretized OCPs resulting in MPCCs, we
have to take a step size h = o(σ), where σ is a relaxation
parameter for the complementarity conditions, e.g. a>b ≤ σ.
This is needed to obtain the right numerical sensitivities
and avoid getting stuck in spurious local solutions close to
the initial guess. In general, a one-to-one relation between
KKT points of relaxation and penalization schemes can be
established [18]. Therefore, we solve a sequence of NLPs for
a varying penalty parameter to avoid convergence to spurious
solutions. The parameter µ is updated by the following rule:
µi+1 = 10µi with µ0 = 10−3, where i is the number of the
problem in the sequence. The primal solution of the previous
problem is used as a solution guess for the next problem in
the sequence and we solve in this example in total 7 problems
with IPOPT [19] via its CasADi [20] interface. The solution
trajectory q(·) of the OCP is given in Figure 6. The algorithm
finds a trajectory with multiple simultaneous impacts. This
is the solution one would intuitively expect, since the target
point lies on the line connecting the corner and initial point.
There is no need for integer variables, nor for a good solution
guess, nor the need to incorporate the algebraic restitution
law explicitly (it is not even clear how this could be done
in a smooth optimization problem formulation). Moreover,
the CC are satisfied at the solution, hence no ”smoothing
effects” are left at the solution.
VI. CONCLUSIONS AND OUTLOOK
In this paper we proposed a novel reformulation for differ-
ential equations with state jumps into a significantly easier
class of problems. We also provide a proof that the solutions
of the two systems are related and how to recover the
solution of the original system. The proposed reformulation
significantly simplifies to use differential equations with state
jumps in numerical optimal control. The efficacy of the
approach is illustrated on a simulation example and a time-
optimal control problem where we obtain a solution with
multiple simultaneous impacts. The hard part, in general, is
to find an auxiliary dynamic system satisfying Assumption
1. Depending on the application, a good starting point are
existing compliant models. A systematic way to obtain such
differential equations is subject of future research.
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