





























































以下では企業数を H とし、J 段階の格付けがなされているものとする。信用力は 1 が最も高
く、J が最も低い。また、各企業は K 種類の財務データ xi(i = 1;    ;K) で特徴付けられて
いるものとし、格付け j 2 f1; :::; Jg に含まれる企業の集合を Mj と表すことにする。つまり、
f1; :::; Hg =M1 [M2 [ ::: [MJ かつ、Mk \Ml = ;(k 6= l)とする 。
2.1 ロジットモデルによる格付判別モデル
信用スコアを表現するパラメータである係数ベクトルを ai = (ai;1; :::; ai;K)T 2 Rとし、判別に
用いる閾値を  = (1; :::; J 1) 2 RJ 1、i 1  i; i 2 f1; :::; J   1g、hがMj に属するか否か
を判別するための信用スコアを Ri(xh) = taixh とする。このパラメータ ai;  を推定するために
最尤推定法を用いる。
まず、企業 hが格付 j 以下に判別する確率 Pj は
Pj  pj(xh) = 1
1 + exp( (taixh + i)) ; i 2 f1; :::; J   1g; j 2 f1; ::::; Jg
で与えられる。
これを用いて、尤度関数 L(ai;  ji;j)は、ph;j  pj(xh)とおくと、









なお、h;j はクロネッカーの  を表し、企業 hが格付けMj に属する場合は 1、属さない場合は
0を表す。上記を用いて、対数尤度関数 logL(ai;  ji;j)を最大化したものをロジットモデルと呼
ぶ。つまり










h)の係数パラメータ a1 と判別閾値 1 を推定し、M1 に属するか判別する。次にM1 に属さ
ないと判別した企業に対して再び二項ロジットモデルを用いて R2(xh)の係数パラメータ a2 と判
2
別閾値 2 を推定し、M2 に属するか否かを判別する。この手順を一般化したものが以下である。
phj =
8>>>>>><>>>>>>:




(1  Pm))Pj ; if j = 2; :::; J   1
j 1Y
m=1
(1  Pm); if j = J
2.2 サポートベクターマシンによる格付判別モデル
企業 h の格付 j 2 f1; :::; Jg に対して、格付けが j 以下か j より大きいかに注目し、集合
M jU = [ip=1Mp を以下のように定義する。(
a1x
h
1 +・・・+ akxhk + b  0 ⇒ h 2M jU
a1x
h
1 +・・・+ akxhk + b < 0 ⇒ h =2M jU　 (M jL)





1 +・・・+ akxhk + b
これより、h 2 f1; 2; :::; Hgに対して
yh =
8>>>>>><>>>>>>:
1 h 2M jU
1 h 2M jU




1 +・・・+ akxhk + b)  0 ⇒正しい判断
yh(a1x
h




1 +・・・+ akxhk + b)  1; k = 1; :::; H
全ての点が正しい判断ができるとき、線形分離可能と呼ぶ。





















jaj j2 g : yh(< aj ;x
h > +b)  1; h = 1; :::;Hg
これは、以下の凸二次計画問題に書き下せる。
min　jaj j2
s:t:　ajxh + b  1; h 2M jU
ajx
h + b   1; h =2M jU
一方、財務情報による格付が常に線型分離可能であるとは限らない。正しく判別できない企業
が含まれるデータを取り扱う前提でのモデル上の工夫が必要となる。そのため、スラック変数








s:t:　ajxh + b+ h  1; h 2M jU
ajx
h + b  h   1; h =2M jU
h  0; h 2 f1; :::;Hg
このような二次計画問題に対しては双対問題を考えることが自然である。; 2 RH を双対変
























hyh = 0 (5)
rhL(a; b;;) = C   h   h = 0 (6)
yh(< aj ;x
h > +b)  1 + h)  0 (7)
h(yh(< aj ;x
h > +b)  1 + h) = 0 (8)
hh = 0 (9)
h  0; ah  0; h  0 (10)
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変数 x1; x2 によって表される信用スコアを格付 A、Bによって分類されている場合に 3次元に埋
め込むことで線形分離を可能とする例である。













s:t:　　 0  h  C; h = 1;    ;H
ただし、カーネル関数は以下の定理を満たす必要がある [7]。
定理 2.1（Mercerの定理） X を RN のコンパクトな部分集合、K : X X ! Rを連続かつ対称
(K(x;y) = K(y;x)な関数とする。この時、L2 を二乗可積分な集合とし 8f 2 L2(X)に対して、








と仮定する。すると、K(x;z)は、「jhjL2 = 1と正規化した TK の固有関数 j 2 L2(X)」と「関








つ多項式、A 2 R; B 2 Rとする。
K(x;z) = (txz +A)B (13)
K(x; z) = exp( Ajx  zj2) (14)

















財務情報については Financial Quest 2.0 より 2015 年 12 月時点における 2010 年度から 2014
年度のデータを取得した。対象の企業は上場している正常企業 354 社に加え、2011 年から 2015






















まず、モデルで任意に選択する説明変数の数を S( K)、0,1整数変数 zk 2 f0; 1g; k 2 f1; :::;Kg、
回帰係数の下限及び上限を表す任意の数を zk ; zk とし、以下の式を満たすとする。
zk  k  zk for k 2 f1; :::;Kg;
KX
k=1






zl + zn  1; if jCorlnj  ; l 6= n (17)
上記が田中、中川 [3]で用いた変数選択方法である。当選択方法は固定した S または (zk ; zk)
に対して複数の変数のとり方があることがわかる。例として S = 3の場合を説明する。この時の
説明変数を xk(k = 1; 2; 3)とおく。ある に対して jCorlnj  ; l 6= n; 1  l; n  3が成立すると





logL(ai;  ji;j) の最大値が増加することを意味する。固定して具体的な手順を以下に記載する。
ただし、各説明変数間の相関係数を絶対値換算し、昇順に Cor1; Cor2;    とおく。
Step1
Cork とは無関係に、個々の説明変数のみで信用スコアを表現した場合の対数尤度の最大値
を算出し、対数尤度の昇順に各説明変数 x1; x2;    とおく。説明変数ごとに算出した尤度を
信用スコアに対する寄与度と考え、説明変数の対数尤度に対し Step2以降を実施する。
Step2
説明変数 xk(k  1)に対して各説明変数の相関係数 xl(l > k)が jCorklj  を満たすか判
断する。jCorklj  である場合、xk を選択し、該当の説明変数は選択しないものとする。
また、jCorklj < を満たす説明変数 xl1 ; xl2 :::については xk を選択し、説明変数 xl1 ; xl2 :::
に対しては Step3を実施して、選択／非選択を判断する。
Step3
xlm ; xln(m 6= n)に対して、jCorlmln j < を満たす場合、xlm ; xln を選択する。jCorlmln j 
の場合、Step4を実施する。
Step4
xlm ; xln に対して jCorkln j < jCorklm jを満たす場合、xn を選択し、xm を選択しない。た
だし、xk 1 にて、xm が選択されていた場合は xn を選択せず、xm を選択した状態とする。
また、jCorkln j  jCorklm jを満たす場合、xm を選択し、xn を選択しない。同様に、xk 1
にて、xn が選択されていた場合は xm を選択せず、xn を選択した状態とする。
Step5
Step4までに選択した説明変数で最尤推定法もしくはサポートベクターマシンにより判別を









を以下に示す。格付 Aの最大の尤度は図 1より財務レバレッジであり、格付 Bでは売上高利払後
事業利益率であることがわかる。各格付において、該当の項目を x1 とする。
4.3.2 Step2の手順
式 (17)により が 0に近ければ選択される説明変数が少なく、1に近ければ選択される説明変
数が多くなることに留意する。k = 1の場合は式 (17)により、x1 以外のどの説明変数も選択され
ることはない。以下では格付 Aにおける例で説明する。
まず、絶対値が最小の Cor1 = 0:000217について説明する。x1 の次に尤度が大きい説明変数 1
株当り配当金 (= x2)との相関係数を確認する。jC1;2j = j   0:10037j  Cor1 により、x1 が説明
変数として選択され x2 は選択しない。同様に他の説明変数も選択されないことになる。
次に、許容値 Cork =  0:10037(= Cor1;2)の時を考える。財務レバレッジと財務比率の相関係
数 C1;3 = 0:526239より C1;3 > Cork を満たす。この時、x1 の変数は選択するものとし、x3 につ
ては Step3以降で選択を決定する。このとき、x1 との関係で同様の関係を満たす説明変数を xlmln
とする。Step3では lm = 3; ln = 4(Cor1;4 =  0:26281)として説明する。
4.3.3 Step3の手順
x3; x4 に対して、jCor3;4j = j   0:14447j  jCorkjを満たすことから Step4で選択を決定する。
4.3.4 Step4の手順




Cork の次に大きい相関係数に対して Step1から Step4を行う。
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断し正当率を見る。モデルをMn と置く。まず、n = 1とし 2012年度の情報から構築したモデル
を 2013年度の財務情報に当てはめ 2013年を判別する。n = 2では 2010年、2011年の財務情報
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