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the modulus of the Brownian bridge
Martin Grothaus ∗†‡ Robert Voßhall ∗†§
June 23, 2017
Abstract
We prove an infinite dimensional integration by parts formula on the law of the modulus
of the Brownian bridge BB = (BBt)0≤t≤1 from 0 to 0 in use of methods from white noise
analysis and Dirichlet form theory. Additionally to the usual drift term, this formula contains
a distribution which is constructed in the space of Hida distributions by means of a Wick
product with Donsker’s delta (which correlates with the local time of |BB| at zero). This
additional distribution corresponds to the reflection at zero caused by the modulus.
Mathematics Subject Classification 2010: 60H07, 60H40, 46F25, 31C25
Keywords: reflected Brownian bridge, integration by parts formula in infinite dimensions,
stochastic heat equation with reflection, white noise analysis, Dirichlet forms
1 Introduction
Integration by parts formulas are of particular importance with regard to the characterization
of stochastic processes constructed in use of Dirichlet form methods in terms of a Fukushima
decomposition. This construction and decomposition of stochastic processes provides a useful tool
in order to identify solutions to SDEs and SPDEs. In finite dimensions the corresponding generator
has been characterized in very general settings with various boundary behaviors. In the case of
infinite dimensional processes with a non-trivial boundary behavior the results are less numerous,
but of special interest with regard to infinite dimensional stochastic reflection problems. E.g. L.
Zambotti proved in [Zam02] an integration by parts formula on the law of the Bessel bridge of
dimension δ = 3 on the set of continuous, non-negative paths and solved an associated infinite
dimensional stochastic reflection problem of Nualart-Pardoux type. Results for δ > 3 can be found
in the follow-up paper [Zam03]. In [RZZ12] this strategy was formulated in a much more general
setting in terms of general Gaussian measures on Hilbert spaces, convex sets and BV functions in a
Gelfand triple. Furthermore, a general integration by parts formula for Wiener measures restricted
to bounded open subsets Ω of Rd with sufficiently regular boundary can be found in [Har06]. In
particular, this result generalizes the formula stated in [Zam02]. In [Zam05] an integration by
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parts formula on the law of the reflecting Brownian motion has been shown.
Our considerations are motivated by the aim to prove an infinite dimensional Itô-Tanaka formula
for the modulus (|ut|)t≥0 of the solution (ut)t≥0 of the stochastic heat equation with Dirichlet
boundary conditions as well as convergence of finite dimensional approximations. The law of the
Brownian bridge BB = (BBt)0≤t≤1 from 0 to 0 is the invariant measure for the solution of the
stochastic heat equation on (0, 1) with Dirichlet boundary conditions. Consequently, the law of the
modulus of BB is the invariant measure for v := (vt)t≥0 with vt := |ut|, t ≥ 0. A natural idea is to
identify (vt)t≥0 as the weak solution of an SPDE with reflection (which is different from the SPDE
of Nualart-Pardoux type). This corresponds to an infinite dimensional Itô-Tanaka formula for
(ut)t≥0. Related results in use of Malliavin calculus and regularization can be found in [GNT05] and
[Zam06]. In order to investigate this problem in terms of Dirichlet form techniques an integration
by parts formula on the law of the modulus of the Brownian bridge is essential. The Dirichlet
form method has the important advantage that it allows to investigate additionally convergence of
finite dimensional approximations in terms of Mosco convergence. The approximation by so-called
sticky reflected distorted Brownian motions as constructed in [FGV16] seems likely due to the
convergence result in [DGZ05]. Heuristically, our integration by parts formula (see Theorem 1.1
and the regularization in Remark 1.3) implies that v = (vt)t≥0 is a weak solution of the SPDE
∂v
∂t
=
1
2
∂2v
∂x2
+
∂2W
∂t∂x
−
(
:
(∂v
∂x
)2
: −1
) ∂
∂t
l0,vt
with Dirichlet boundary conditions on (0, 1), where ∂
2W
∂t∂x
denotes space-time white noise, :
(
∂v
∂x
)2
:
means a renormalization (Wick ordering) and (l0,vt )t≥0 = (l
0,v
t (x))t≥0, x∈(0,1) is a family of local
times of v at 0. The last term of the equation is ill-defined and represents a reflection term which
is caused by the modulus. We would like to emphasize the similarity to the one dimensional KPZ
equation.
The Bessel bridge is a [0,∞)-valued process due to a repulsive drift term and for this reason this
reflection is regular in a certain sense, whereas the reflection caused by the modulus is singular
and can only be expressed in terms of local times. For this reason, additional difficulties occur.
The integration by parts formula on the law of the reflecting Brownian motion in [Zam05] states
that for a suitable class of Fréchet differentiable functions F on L2(0, 1) and h ∈ C2c (0, 1) holds
E
(
∂hF (|B|)
)
= −E(F (|B|) ∫ 1
0
h′′t |Bt| dt
)
+ E
(
F (|B|)
∫ 1
0
ht : B˙
2
t : dl
0
t
)
, (1.1)
where (l0t )t≥0 is the right local time of (|Bt|)t≥0 at zero (which equals two times the right local time
of (Bt)t≥0 at zero) , i.e., it holds a.s.
l0t = lim
ε→0
1
ε
∫ t
0
1[0,ε)(|Bs|) ds,
and the reflection term is defined by
E
(
F (|B|)
∫ 1
0
ht : B˙
2
t : dl
0
t
)
:= lim
ε→0
E
(
F (|B|)
∫ 1
0
ht : B˙
2
ε,t : dl
0
t
)
for a pathwise regularization (Bε,t)t≥0 of the Brownian motion and (: B˙
2
ε,t :)t≥0 the renormalization
of the square of its derivative (similar to the definitions for the case of the Brownian bridge given
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in Section 3). The disadvantage of this result is the fact that the expression
∫ 1
0
ht : B˙
2
t : dl
0
t is
not constructed explicitly. In the following, we use the main ideas of the first part of [Zam05],
methods from white noise analysis and the theory of Dirichlet forms in order to prove an analogous
result for the modulus of the Brownian bridge with the essential difference that the corresponding
reflection term is not only given as a limit of expectations, but even in terms of a distribution which
is constructed by an integral in the space of Hida distributions. This integral of Hida distributions
uniquely determines an element in the dual of the Sobolev space W 1,2(L2(0, 1);µBB), where µBB
denotes the law of the Brownian bridge on L2(0, 1). We would like to remark that our methods
can easily be modified in order to improve the results of [Zam05] correspondingly.
Let qt := 1[0,t) − t 1[0,1) for 0 < t ≤ 1, q0 := 0 and define for η ∈ L := L2(0, 1) and 0 ≤ t ≤ 1
(Hη)t := H
η
t :=
∫ 1
0
qt(s)ηs ds =
∫ t
0
ηs ds− t
∫ 1
0
ηs ds. (1.2)
Moreover, define
FC∞b (L) :=
{
g
(
(η1, ·)L, . . . , (ηk, ·)L
)∣∣ k ∈ N, g ∈ C∞b (Rk), ηi ∈ L, i = 1, . . . , k}
and
exp(C∞) := span
{
sin((η, ·)L), cos((η, ·)L)
∣∣ η ∈ C∞[0, 1]}.
In use of this definitions, Donsker’s delta δ0(|BBt|) (see Definition 2.7) and the so-called Wick
product of Hida distributions (denoted by ⋄; see Definition 2.10), our main result states as follows:
Theorem 1.1. Let h ∈ C2c (0, 1) and F ∈ FC∞b (L). Then, it holds
E
(
∂hF (|BB|)
)
= −E(F (|BB|)∫ 1
0
h′′t |BBt| dt
)
(1.3)
+
〈〈
F (|BB|), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
,
where Γt, 0 < t < 1, is the Hida distribution with S-transform given by
S(Γt)(ϕ) = λ(H˙
ϕ
t ,−Hϕt , t)
and
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt is a Hida distribution-valued integral with S-transform given by
S
(∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
)
(ϕ) =
∫ 1
0
ht
λ(H˙ϕt ,−Hϕt , t)√
2pi(t− t2) exp
(
− (H
ϕ
t )
2
2(t− t2)
)
dt
for ϕ ∈ S(R) with
λ(x, y, t) =
(
x+
1
2
y
1− 2t
t− t2
)2
− 1
4
1
t− t2 for x, y ∈ R, 0 < t < 1.
The expression 〈〈
G(BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
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is well-defined for G ∈ exp(C∞) via the S-transform and yields a continuous linear functional on
exp(C∞) with respect to the W 1,2(L;µBB)-norm. Furthermore, exp(C∞) is dense in the Sobolev
spaceW 1,2(L;µBB) and thus,
∫ 1
0
ht Γt⋄δ0(|BBt|) dt extends uniquely to an element in (W 1,2(L;µBB))′.
F ◦ | · | ∈ W 1,2(L;µBB) and hence, the dual paring in (1.3) is well-defined by the continuous exten-
sion.
Remark 1.2. Let L+ :=
{
f ∈ L ∣∣ f ≥ 0}, µ|BB| := µBB ◦ | · |−1 and define
W 1,2(L+;µ
|BB|) :=
{
F ∈ L2(L+;µ|BB|)
∣∣ F ◦ | · | ∈ W 1,2(L;µBB)}
with norm ‖F‖W 1,2(L+;µ|BB|) := ‖F ◦ | · |‖W 1,2(L;µBB) for F ∈ W 1,2(L+;µ|BB|). W 1,2(L+;µ|BB|) is a
Hilbert space by [MR92, Chapter VI, Exercise 1.1]. The statement of Theorem 1.1 implies that
F˜C∞b (L) ⊂ W 1,2(L+;µ|BB|), where F˜C∞b (L) denotes the space of equivalence classes of FC∞b (L)
in L2(L+;µ
|BB|)), and
‖F‖2
W 1,2(L+;µ|BB|)
= ‖F‖2
L2(L+;µ|BB|)
+ ‖∇F‖2
L2(L+;µ|BB|)
for F ∈ F˜C∞b (L). (1.4)
Moreover, F˜C∞b (L) is dense in L2(L+;µ|BB|) by the monotone class theorem. Hence, in view of
[MR92, Chapter VI, Exercise 1.1] the space W 1,2(L+;µ
|BB|) is the domain of the image Dirichlet
form of the Gaussian gradient Dirichlet form (G,W 1,2(L;µBB)) defined in Section 5 under the
modulus.
Let H1,2(L+;µ
|BB|) be the closure of F˜C∞b (L) in W 1,2(L+;µ|BB|). By (1.3) it holds〈〈
F (|BB|), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= E
(
∂hF (|BB|)
)
+ E
(
F (|BB|)
∫ 1
0
h′′t |BBt| dt
)
for F ∈ F˜C∞b (L) and the right hand side is continuous on F˜C∞b (L) with respect to theW 1,2(L+;µ|BB|)-
norm in use of (1.4) (see also the proof of Theorem 1.1). Therefore, the functional
∫ 1
0
ht Γt ⋄
δ0(|BBt|) dt can also be considered as an element in
(
H1,2(L+;µ
|BB|)
)′
.
Remark 1.3. Γt, 0 < t < 1, is the limit in the Hida space (S)′ of (Γε,t)ε>0 for ε→ 0, where
Γε,t := : ˙BB
2
ε,t :
(
· −〈qt, ·〉 qt‖qt‖2L2(R)
)
− 1 (1.5)
with the renormalization (: ˙BB2ε,t :)t≥0 of the squared derivative of the pathwise regularization
(BBε,t)t≥0 of the Brownian bridge given in Section 3. In use of the Wick product formula stated
in Proposition 2.11 it follows that for every 0 < t < 1 and ε > 0 holds
Γε,t ⋄ δ0(|BBt|) =
(
: ˙BB2ε,t : −1
) · δ0(|BBt|),
where the product on the right hand side is defined pointwisely for the regular distribution δ0(|BBt|)
(see (2.9)). For ε > 0 such that supp(h) ⊂ (ε, 1− ε) it holds
2
∫ 1
0
ht Γε,t ⋄ δ0(|BBt|) dt = 2
∫ 1
0
ht
(
: ˙BB2ε,t : −1
) · δ0(|BBt|) dt =
∫ 1
0
ht
(
: ˙BB2ε,t : −1
)
dL0t
with L0t = 2
∫ t
0
δ0(|BBs|) ds the right local time of the modulus of Brownian bridge at zero (see
Example 2.6). Here, the equality holds in the sense of Hida distrubtions (see Remark 3.3). Hence,
this approximation is in analogy to the result for the modulus of the Brownian motion in (1.1).
Furthermore, in the limit ε → 0 we obtain the distributions stated in Theorem 1.1 (see Theorem
3.2).
4
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Our paper is organzied as follows:
• Section 2 briefly introduces the main concepts and results on white noise analysis.
• In Section 3 the Hida distributions Γt, 0 < t < 1, and
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt are constructed
and approximated by regular distributions.
• In Section 4 the connection of the distributions constructed in Section 3 to the integration
by parts formula is presented for nice exponential functions which depend on BB (not on
|BB|).
• We investigate properties of the Gaussian gradient Dirichlet form on L2(L;µBB) in Section
5, where µBB is the law of BB on L. In particular, we proof F ◦ | · | ∈ W 1,2(L;µBB) for
F ∈ FC∞b (L).
• Section 6 contains the proof of Theorem 1.1. We use the results of Section 5 in order to extend
the results of Section 4. Additionally, we calculate the constructed distribution applied to
elements in exp(C∞) explicitly.
2 White noise analysis
2.1 White noise measure and Hida spaces
In the following, we briefly introduce the main concepts of white noise analysis. For further read-
ing, we refer to [HKPS93], [Kuo96] and [Oba94]. The results are of particular use in Section 3.
Consider the Gelfand triple
S(R) ⊂ L2(R) ⊂ S ′(R), (2.1)
where S(R) denotes the space of smooth, rapidly decreasing functions (which is the projective
limit of Hilbert spaces (Hp, ‖ · ‖p), p ∈ N0) and S ′(R) is the topological dual of S(R), called the
space of tempered distributions. As usual, in (2.1) we identify L2(R) with its dual space. The dual
pairing on S(R) × S ′(R) is denoted by 〈·, ·〉. We also use the corresponding complexified spaces
SC(R), L2C(R) as well as S ′C(R) and the corresponding bilinear extension of the dual paring.
The white noise measure µ is given by the Bochner-Minlos theorem as the unique probability
measure on (S ′(R),B) satisfying∫
S′(R)
exp(i〈ϕ, ω〉) dµ(ω) = exp
(
− 1
2
∫
R
ϕ2 dx
)
for every ϕ ∈ S(R). Consequently, we define L2(µ) := L2(S ′(R);C;µ).
Using the isometry∫
S′(R)
|〈η, ω〉|2 dµ(ω) =
∫
R
|η|2 dx = ‖η‖2L2
C
(R) for all η ∈ SC(R) (2.2)
it is possible to define 〈f, ·〉 as an element of L2(µ) for f ∈ L2C(R). In this sense, the dual pairing
〈·, ·〉 extends from SC(R)× S ′C(R) to L2C(R)× S ′C(R).
Hence, the definition 〈1[0,t), ·〉 for t > 0 is well-defined as an element of L2(µ). In use of the
5
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Kolmogorov-C˘ensov-Loève theorem it follows the existence of a continuous modification with surely
continuous paths which are locally γ-Hölder continuous for γ ∈ (0, 1/2). This modification yields a
standard Brownian motion on (S ′(R),B, µ). In the following, we fix this modification and denote
it by (Bt)t≥0, where B0 := 0. Nevertheless, we may occasionally consider Bt = 〈1[0,t), ·〉 as an
element of L2(µ). In this way, for 0 < t ≤ 1
BBt := Bt − tB1 and BB0 := 0 (2.3)
defines a Brownian bridge BB = (BBt)0≤t≤1 from 0 to 0. In particular, it holds for 0 < t ≤ 1
BBt = 〈1[0,t) − t 1[0,1), ·〉 = 〈qt, ·〉 and BB0 = 〈q0, ·〉 (2.4)
as an element of L2(µ) with qt = 1[0,t) − t 1[0,1) for 0 < t ≤ 1, q0 := 0.
The following result is very useful in later use:
Proposition 2.1 (Cameron-Martin formula). For η ∈ L2(R) we define
T+η : S ′(R)→ S ′(R), ω 7→ T+η(ω) := ω + η.
Then, the image measure of µ under T+η has the density exp(〈η, ·〉 − 12〈η, η〉) with respect to µ.
In analogy to (2.1), the Gelfand triple
(S) ⊂ L2(µ) ⊂ (S)′
can be constructed, where (S) denotes the space of Hida test functions (which is the projective
limit of Hilbert spaces ((Hp), ||| · |||p), p ∈ N0) and (S)′ is its dual space, called the space of Hida
distributions. The S- and T -transform of Φ ∈ (S)′ are defined by
SΦ(ϕ) :=
〈
: exp(〈ϕ, ·〉) :,Φ〉 and TΦ(ϕ) := 〈 exp(i〈ϕ, ·〉),Φ〉 for ϕ ∈ SC(R)
respectively, where
〈 ·, ·〉 denotes the dual paring on (S)× (S)′ and
: exp(〈ϕ, ·〉) : := exp (〈ϕ, ·〉 − 1
2
〈ϕ, ϕ〉)
is the Wick exponential. S- and T -transform are connected by the relation
TΦ(ϕ) = exp
(− 1
2
〈ϕ, ϕ〉)SΦ(iϕ)
and the generalized expectation is defined by E(Φ) :=
〈
1,Φ
〉
= SΦ(0) = TΦ(0).
The space of Hida distributions can be characterized in terms of so-called U -functionals:
Definition 2.2. A function F : S(R)→ C is a U-functional if and only if
(i) F is ray-analytic, i.e., for all ϕ, ψ ∈ S(R) the mapping R ∋ x 7→ F (ϕ+ xψ) ∈ C is analytic
and therefore, extends to an entire function on C,
(ii) F is uniformly bounded of exponential order 2, i.e., there exist 0 ≤ A,B < ∞ and p ∈ N0
such that
|F (zϕ)| ≤ A exp(B |z|2‖ϕ‖2p) for all z ∈ C, ϕ ∈ S(R).
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The following theorems can be found in [HKPS93, Section 4.C].
Theorem 2.3 (Characterization of Hida distributions). A mapping F : S(R) → C is a U-
functional if and only if F = SΦ for some Φ ∈ (S)′ (respectively F = TΨ for some Ψ ∈ (S)′).
Furthermore, we state the following results on the convergence and integration of Hida distribu-
tions:
Theorem 2.4. Let (Fn)n∈N be a sequence of U-functionals such that
(i) (Fn(ϕ))n∈N is a Cauchy sequence in C for every ϕ ∈ S(R),
(ii) there exist p ∈ N0, N ∈ N0 and 0 ≤ A,B <∞ such that
|Fn(zϕ)| ≤ A exp(B |z|2‖ϕ‖2p) for all ϕ ∈ S(R), z ∈ C, n ≥ N.
Then, (S−1Fn)n∈N
(
(T−1Fn)n∈N
)
converges in (S)′. Moreover, the S-transform (T -transform) of
the limit is given by limn→∞ Fn(ϕ) for ϕ ∈ S(R).
Theorem 2.5. Let (Ω,F , m) be a measure space and Φ : Ω → (S)′. Set F (λ, ϕ) := S(Φ(λ))(ϕ)
and assume that
(i) for every ϕ ∈ S(R) the mapping
Ω ∋ λ 7→ F (λ, ϕ) ∈ C is measurable,
(ii) there exist p ∈ N0 and A,B : Ω→ [0,∞) with A ∈ L1(Ω;m), B ∈ L∞(Ω;m) such that
|F (λ, zϕ)| ≤ A(λ) exp(B(λ) |z|2‖ϕ‖2p) for all λ ∈ Ω, z ∈ C, ϕ ∈ S(R).
Then, there exists p′ ∈ N0 such that Φ ∈ L1(Ω; (H−p′);m). In particular,∫
Ω
Φ(λ) dm(λ) ∈ H−p′ ⊂ (S)′
and
S
( ∫
Ω
Φ(λ) dm(λ)
)
(ϕ) =
∫
Ω
S(Φ(λ))(ϕ) dm(λ) for all ϕ ∈ S(R)
(similarly for the T -transform).
Example 2.6 (Donsker’s delta). For a ∈ R and 0 6= η ∈ L2(R) we define
δa(〈η, ·〉) := 1
2pi
∫
R
exp(i(〈η, ·〉 − a)x) dx ∈ (S)′.
This definition is motivated by the Fourier representation of the Dirac measure δa and well-defined
by Theorem 2.5 with (Ω,F , m) = (R,B(R), dx).
Consider again the Brownian motion (Bt)t≥0 and the Brownian bridge (BBt)0≤t≤1. It holds for
0 < t <∞
Sδa(Bt)(ϕ) =
1√
2pit
exp
(
− 1
2t
( ∫ t
0
ϕs ds− a
)2)
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and for 0 < t < 1
Sδa(BBt)(ϕ) =
1√
2pi(t− t2) exp
(
− 1
2(t− t2)
( ∫ t
0
ϕs ds− t
∫ 1
0
ϕs ds− a
)2)
for ϕ ∈ S(R).
In use of Theorem 2.4 it can be shown that ϕε(〈η, ·〉 − a) converges in (S)′ to δa(〈η, ·〉) as ε → 0
for a ∈ R, 0 6= η ∈ L2(R) and a Dirac sequence (ϕε)ε>0, e.g.
ϕε(x) :=
1√
2piε
exp
(− x2
2ε
)
(2.5)
for x ∈ R and ε > 0. In this case, it holds by symmetry
ϕε(|BBt|) = ϕε(|〈qt, ·〉|) = ϕε(〈qt, ·〉) = ϕε(BBt)
as an element in L2(µ). It is natural to define δ0(|BBt|), 0 < t < 1, as the limit of ϕε(|BBt|) in
(S)′ for ε→ 0. In particular, it holds δ0(|BBt|) = δ0(BBt). Moreover,
L0t = 2
∫ t
0
δ0(|BBs|) ds = 2
∫ t
0
δ0(BBs) ds = 2 l
0
t (2.6)
for 0 ≤ t ≤ 1 in the sense of Hida distributions, where (Lat )0≤t≤1 denotes the right local time of
the modulus of the Brownian bridge and (lat )0≤t≤1 denotes the central local time of the Brownian
bridge at a ∈ R in the sense of [RY91, Chapter VI, Corollary 1.9], i.e., it holds a.s.
Lat = lim
ε→0
1
ε
∫ t
0
1[a,a+ε)(|BBs|) ds, lat = lim
ε→0
1
2ε
∫ t
0
1(a−ε,a+ε)(BBs) ds for 0 ≤ t ≤ 1, a ∈ R.
(2.6) follows by a computation in analogy to the approach in the proof of [Zam05, Proposition 3.1]
in use of the occupation times formula∫ t
0
h(s, BBs)ds =
∫
R
∫ t
0
h(s, a) dlas da
for Borel measurable h : [0, 1] × R → [0,∞) (see [RY91, Chapter VI, Exercise 1.15]. Indeed, in
this way it possible to show that the expectation E(: exp(〈ϕ, ·〉) : l0t ) equals the S-transform of the
(S)′-valued Bochner integral ∫ t
0
δ0(BBs) ds at ϕ ∈ S(R). Note that l0t ∈ L2(µ) in view of [RY91,
Chapter VI, Exercise 2.35]. In the case of a Brownian motion the representation of the local time
corresponding to (2.6) is also discussed in [Kuo96, Example 13.24].
We recapitulate the definition of δ0(|BBt|), 0 < t < 1, given in Example 2.6:
Definition 2.7. δ0(|BBt|), 0 < t < 1, is defined as the limit of ϕε(|BBt|) in (S)′ for ε→ 0, where
ϕε is given by (2.5).
Due to the equality BBt = 〈qt, ·〉 in L2(µ) the statement of the following lemma seems natural.
However, (BBt)0≤t≤1 is only a continuous modification of (〈qt, ·〉)0≤t≤1, i.e., BBt(ω) = 〈qt, ω〉 for
ω ∈ S ′(R)\Nt and some µ-null set Nt (depending on t). Therefore, the proof requires caution.
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Lemma 2.8. For h ∈ C[0, 1] and µ-a.e. ω ∈ S ′(R) it holds∫ 1
0
ht BBt(ω) dt =
〈∫ 1
0
ht qt dt, ω
〉
,
where
∫ 1
0
ht qt dt ∈ L2(R) defined as a Bochner integral.
Proof. The sequence (gk)k∈N given by
[0, 1] ∋ t 7→ gkt :=
k∑
i=1
h i
k
q i
k
1[ i−1
k
, i
k
](t) ∈ L2(R)
is a Riemann approximation of the continuous function given by [0, 1] ∋ t 7→ ht qt ∈ L2(R). In
particular, Riemann and Bochner integral coincide and we have∫ 1
0
gkt dt→
∫ 1
0
ht qt dt in L
2(R) as k →∞. (2.7)
Moreover,
[0, 1] ∋ t 7→ gk,ωt :=
k∑
i=1
h i
k
BB i
k
(ω) 1[ i−1
k
, i
k
](t) ∈ R
is a Riemann approximation of [0, 1] ∋ t 7→ ht BBt(ω) ∈ R for every ω ∈ S ′(R), since (BBt)0≤t≤1
has surely continuous paths. Thus, by possibly switching to a subsequence we get
∫ 1
0
ht BBt(ω) dt = lim
k→∞
∫ 1
0
gk,ωt dt = lim
k→∞
k∑
i=1
h i
k
BB i
k
(ω)
1
k
= lim
k→∞
k∑
i=1
h i
k
〈q i
k
, ω〉 1
k
= lim
k→∞
〈 k∑
i=1
h i
k
q i
k
1
k
, ω
〉
= lim
k→∞
〈∫ 1
0
gkt dt, ω
〉
=
〈∫ 1
0
ht qt dt, ω
〉
for µ-a.e. ω ∈ S ′(R) in use of (2.4), the isometry (2.2) and (2.7).
Lemma 2.9. For h ∈ C[0, 1] and a.e. s ∈ R it holds
∫ 1
0
ht qt dt (s) =
{∫ 1
0
ht qt(s) dt for s ∈ [0, 1]
0 for s ∈ R\[0, 1]
and the function [0, 1] ∋ s 7→ ∫ 1
0
ht qt(s) dt =
∫ 1
s
ht dt−
∫ 1
0
ht t dt is continuous.
Proof. Let (gk)k∈N be the sequence defined in the proof of Lemma 3.1. It holds for a.e. s ∈ [0, 1]
by possibly switching to a subsequence
∫ 1
0
ht qt dt (s) = lim
k→∞
∫ 1
0
gkt dt(s) = lim
k→∞
k∑
i=1
h i
k
q i
k
(s)
1
k
=
∫ 1
0
ht qt(s) dt
=
∫ 1
s
ht dt−
∫ 1
0
ht t dt
and the last expression is continuous in s. Similarly, it follows
∫ 1
0
ht qt dt (s) = 0 for a.e. s ∈
R\[0, 1], since supp(qt) ⊂ [0, 1] for every 0 ≤ t ≤ 1.
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2.2 The Wick product
Since the space of U -functionals is closed under pointwise multiplication, we can define the following
in view of Theorem 2.3:
Definition 2.10. For Φ,Ψ ∈ (S)′ the Wick product Φ ⋄ Ψ ∈ (S)′ is given via the S-transform
S(Φ ⋄Ψ) = SΦ · SΨ.
We additionally introduce the space of test functions G and its dual G ′. A similar construction as
in the case of Hida distributions yields the Gelfand triple G ⊂ L2(µ) ⊂ G ′ such that
(S) ⊂ G ⊂ L2(µ) ⊂ G ′ ⊂ (S)′.
These spaces were was first introduced and analyzed in [PT95]. A characterization is given in
[GKS97]. We would like to remark that elements in L2(µ) of the form
F = 〈f, ·〉2 − ‖f‖2L2(R) = 〈f⊗2, : ·⊗2 :〉 for f ∈ L2(R) (2.8)
are contained in G, where : ·⊗n :, n ∈ N, denotes the Wick ordering. The elements in G ′ are called
regular distributions and have the property that each chaos of the generalized chaos decomposition
is an element in L2(µ). For example, δa(〈η, ·〉) ∈ G ′ for a ∈ R and 0 6= η ∈ L2(R). Moreover,
G is closed under pointwise multiplication. This mulitplication yields a continuous mapping from
G × G to G and can be extended to a continuous mapping from G × G ′ to G ′ by〈
G,F · Φ〉 := 〈F ·G,Φ〉 for F,G ∈ G and Φ ∈ G ′, see [PT95]. (2.9)
In particular, the multiplication of Donsker’s delta and an element in G is well-defined. For a
presentation of the concepts of regular distributions of white noise analysis see [GKS99].
The following result yields a useful method in order to determine the S-transform of this product.
For a proof we refer to [Vog10, Section 4.4], see also [GRS14] and [GR15] for a refinement giving
a pointwise meaning.
Proposition 2.11 (Wick product formula). Let F ∈ G, 0 6= η ∈ L2(R) and a ∈ R. Then,
F · δa(〈η, ·〉) = F
(
·+(a− 〈 η‖η‖L2(R) , ·
〉) η
‖η‖L2(R)
)
⋄ δa(〈η, ·〉) ∈ G ′. (2.10)
3 Construction and approximation of the distributions
Let ρ ∈ C∞c (−1, 1) such that ρ ≥ 0,
∫ 1
−1
ρ dx = 1 and ρ(x) = ρ(−x) for every x ∈ R. Then, the
family (ρε)ε>0 of smooth, symmetric mollifiers is defined by
ρε(x) :=
1
ε
ρ(
x
ε
) for x ∈ R and ε > 0.
For g ∈ L2(0, 1) and 0 ≤ t ≤ 1 define
gε,t := (ρε ∗ g)t :=
∫ t
0
ρε(s− t)gs ds
with derivative
g˙ε,t =
d
dt
gε,t = −
∫ t
0
ρ′ε(s− t)gs ds.
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Let BB = (BBt)0≤t≤1 be the Brownian bridge from 0 to 0 as defined in (2.3). In particular,
BBt = 〈qt, ·〉 in L2(µ) for 0 ≤ t ≤ 1. Then, the pathwise smoothing of BB is given by
BBε,t = (ρε ∗BB)t =
∫ t
0
ρε(s− t)BBs ds (3.1)
for 0 ≤ t ≤ 1 and consequently, the pathwise derivative of (BBε,t)0≤t≤1 with respect to t is given
by
˙BBε,t :=
d
dt
BBε,t = (−ρ′ε ∗BB)t = −
∫ 1
0
ρ′ε(s− t)BBs ds. (3.2)
Define
: ˙BB2ε,t : :=
˙BB2ε,t−E( ˙BB2ε,t) and Γε,t := : ˙BB2ε,t :
(
·−〈qt, ·〉 qt‖qt‖2L2(R)
)
−1 for 0 < t < 1, ε > 0.
Note that E( ˙BB2ε,t) =
‖ρ‖2
L2(R)
ε
− 1 for t ∈ (ε, 1 − ε) and hence, : ˙BB2ε,t : −1 = ˙BB2ε,t −
‖ρ‖2
L2(R)
ε
(which is in analogy to the definition of : B˙2ε,t : in [Zam05] in the case of a Brownian motion). In
particular, it holds
˙BBε,t(ω) = −
∫ 1
0
ρ′ε(s− t)BBs(ω) ds =
〈
−
∫ 1
0
ρ′ε(s− t)qs ds, ω
〉
for µ-a.e. ω ∈ S ′(R) by Lemma 2.8, where the integral on the right hand side is defined in the
sense of a Bochner integral with values in L2(R). Thus, by (2.8) it follows : ˙BB2ε,t : −1 ∈ G, since
: ˙BB2ε,t : (ω) =
〈(
−
∫ 1
0
ρ′ε(s− t)qs ds
)⊗2
, : ω⊗2 :
〉
for µ-a.e. ω ∈ S ′(R).
Lemma 3.1. Let 0 < t < 1, ε > 0 and ϕ ∈ S(R). Then,
Γε,t ⋄ δ0(|BBt|) =
(
: ˙BB2ε,t : −1
) · δ0(|BBt|) ∈ G ′.
Furthermore, for t ∈ (ε, 1− ε) the S-transform of Γε,t is given by
S(Γε,t)(ϕ) = λ(H˙
ϕ
ε,t,−Hϕt , t),
where Hϕt :=
∫ 1
0
qt(s)ϕs ds (see (1.2)) and
λ(x, y, t) :=
(
x+
1
2
y
1− 2t
t− t2
)2
− 1
4
1
t− t2 for x, y ∈ R, 0 < t < 1.
Proof. Define
F := : ˙BB2ε,t : −1 ∈ G for 0 < t < 1, ε > 0.
The first part of the assertion follows by Proposition 2.11.
It remains to determine the S-transforms of Γε,t = F (· − 〈qt, ·〉 qt‖qt‖2
L2(R)
) for t ∈ (ε, 1 − ε). In this
case, it holds F = ˙BB2ε,t −
‖ρ‖2
L2(R)
ε
and calculation yields for µ-a.e. ω ∈ S ′(R)
F
(
ω − 〈qt, ω〉 qt‖qt‖2L2(R)
)
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=
〈
−
∫ 1
0
ρ′ε(s− t)qs ds, ω − 〈qt, ω〉
qt
‖qt‖2L2(R)
〉2
−
‖ρ‖2
L2(R)
ε
=
〈(
−
∫ 1
0
ρ′ε(s− t)qs ds
)⊗2
, : ω⊗2 :
〉
− 2γ(t)
〈(
−
∫ 1
0
ρ′ε(s− t)qs ds
)
⊗ qt, : ω⊗2 :
〉
+ γ(t)2
〈
q⊗2t , : ω
⊗2 :
〉− (t− t2) γ(t)2 − 1,
where
γ(t) :=
1
‖qt‖2L2(R)
∫ 1
0
−
∫ 1
0
ρε(s− t)qs(u)ds qt(u) du = 1
2
1− 2t
t− t2
with ‖qt‖2L2(R) = t− t2. Thus, for ϕ ∈ S(R) holds in use of Lemma 2.9
S
(
F
( · −〈qt, ·〉 qt‖qt‖2L2(R)
))
(ϕ) =
(∫ 1
0
−
∫ 1
0
ρ′ε(t− s)qs(u) ds ϕudu
)2
− 2γ(t)
(∫ 1
0
−
∫ 1
0
ρ′ε(t− s)qs(u) ds ϕu du
)( ∫ 1
0
qt(u)ϕu du
)
+ γ(t)2
(∫ 1
0
qt(u)ϕu du
)2
− (t− t2) γ(t)2 − 1
= (H˙ϕε,t)
2 − 2γ(t)H˙ϕε,t Hϕt + γ(t)2 (Hϕt )2 − (t− t2) γ(t)2 − 1
= λ(H˙ϕε,t,−Hϕt , t).
Theorem 3.2. For each 0 < t < 1 (Γε,t)ε>0 with Γε,t ∈ G ′ for each ε > 0 converges in (S)′ as
ε→ 0 to the Hida distribution Γt with S-transform given by
S(Γt)(ϕ) = λ(H˙
ϕ
t ,−Hϕt , t) for ϕ ∈ S ′(R).
Let h ∈ C2c (0, 1) and ε > 0 such that supp(h) ⊂ (ε, 1− ε). Then, it exists the integral
Φε,h :=
∫ 1
0
ht Γε,t ⋄ δ0(|BBt|) dt
in (S)′ with S-transform
S(Φε,h)(ϕ) =
∫ 1
0
ht
λ(H˙ϕε,t,−Hϕt , t)√
2pi(t− t2) exp
(
− (H
ϕ
t )
2
2(t− t2)
)
dt for ϕ ∈ S(R),
where H, λ are given as in Lemma 3.1. Moreover, the integral
Φh :=
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
exists in (S)′ with S-transform given by
S(Φh)(ϕ) =
∫ 1
0
ht
λ(H˙ϕt ,−Hϕt , t)√
2pi(t− t2) exp
(
− (H
ϕ
t )
2
2(t− t2)
)
dt for ϕ ∈ S(R)
and (Φε,h)ε>0 converges in (S)′ to Φh as ε→ 0.
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Proof. Note that ‖ϕ‖∞ ≤ C‖ϕ‖p for some p ∈ N, a constant 0 < C < ∞ and every ϕ ∈ S(R),
since ‖ · ‖∞ is continuous on S(R). Thus, it is sufficient to estimate the involved S-transforms in
use of the norm ‖ · ‖∞.
For the first part of the claim, we apply Theorem 2.4. For ϕ ∈ S(R), 0 < t < 1 and ε small enough
such that t ∈ (ε, 1− ε) we conclude by Lemma 3.1, the continuity of λ and the definition of H and
its regularization that
S(Γε,t)(ϕ) = λ(H˙
ϕ
ε,t,−Hϕt , t)→ λ(H˙ϕt ,−Hϕt , t) as ε→ 0.
Furthermore, for z ∈ C holds
∣∣∣λ(H˙zϕε,t ,−Hzϕt , t)∣∣∣ = ∣∣∣λ(zH˙ϕε,t,−zHϕt , t)∣∣∣ ≤ (8 + 2t2 (1− 2t)2(t− t2)2 + 14 1t− t2
)
exp
(|z|2 ‖ϕ‖2∞),
where we used |Hϕt | ≤ 2t ‖ϕ‖∞, |H˙ϕε,t| ≤ 2‖ϕ‖∞ and the inequalities (a+ b)2 ≤ 2a2 +2b2, a, b ∈ R,
max{1, c} ≤ exp(c), c ∈ (0,∞).
For the second assertion, we apply Theorem 2.5 with (Ω,F , m) = ((0, 1),B(0, 1), dx). Clearly, in
use of Lemma 3.1 the mapping
(0, 1) ∋ t 7→ S(ht Γε,t ⋄ δ0(|BBt|))(ϕ) = ht
λ(H˙ϕε,t,−Hϕt , t)√
2pi(t− t2) exp
(
− (H
ϕ
t )
2
2(t− t2)
)
is measurable for every ϕ ∈ S(R). Moreover, for z = z1 + iz2 ∈ C, z1, z2 ∈ R, holds∣∣∣∣∣ht λ(H˙
zϕ
ε,t ,−Hzϕt , t)√
2pi(t− t2) exp
(
− (H
zϕ
t )
2
2(t− t2)
)∣∣∣∣∣
=
∣∣∣∣∣ht λ(zH˙
ϕ
ε,t,−zHϕt , t)√
2pi(t− t2)
∣∣∣∣∣
∣∣∣∣exp (− z2 (Hϕt )22(t− t2)
)∣∣∣∣ ≤
∣∣∣∣∣ht λ(zH˙
ϕ
ε,t,−zHϕt , t)√
2pi(t− t2)
∣∣∣∣∣ exp
(
|z|2 (H
ϕ
t )
2
2(t− t2)
)
≤ A(t) exp
(
|z|2 ‖ϕ‖2∞B(t)
)
with
A(t) := |ht| 1√
2pi(t− t2)
(
8 + 2t2
(1− 2t)2
(t− t2)2 +
1
4
1
t− t2
)
and B(t) :=
2t2
t− t2 + 1
similarly as above. Since h has compact support in (0, 1), we can assume that t ∈ (δ, 1 − δ) for
some δ > 0 and adapt A, B such that A ∈ L1(0, 1) and B ∈ L∞(0, 1). Note that the estimate is
independent of ε and holds also for the limit case with Γε,t replaced by Γt, since H˙
ϕ
t = ϕt−
∫ 1
0
ϕs ds
fufills also the estimate |H˙ϕt | ≤ 2‖ϕ‖∞.
For the last assertion, we use again Theorem 2.4. It holds
S(Φε,h)(ϕ) =
∫ 1
0
ht
λ(H˙ϕε,t,−Hϕt , t)√
2pi(t− t2) exp
(
− (H
ϕ
t )
2
2(t− t2)
)
dt
for ϕ ∈ S(R) and ε > 0. By the previous part of the proof, for every 0 < t < 1 the modulus
of the integrand is bounded by A(t) exp(‖ϕ‖∞B(t)), which defines an element of L1(0, 1), since
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A ∈ L1(0, 1) and B ∈ L∞(0, 1). Moreover, H˙ϕε,t → H˙ϕt as ε → 0 for every 0 < t < 1. Hence, by
Lebesgue dominated convergence follows
S(Φε,h)(ϕ)→
∫ 1
0
ht
λ(H˙ϕt ,−Hϕt , t)√
2pi(t− t2) exp
(
− (H
ϕ
t )
2
2(t− t2)
)
dt as ε→ 0.
Finally, the same bound yields the estimate
|S(Φε,h)(zϕ)| ≤ ‖A‖L1(0,1) exp(|z|2‖ϕ‖∞‖B‖L∞(0,1)) for z ∈ C.
Remark 3.3. Note that in Theorem 3.2 the involved S-transforms at ϕ ∈ S(R) only depend on the
values of the test function on [0, 1].
Moreover,
Φε,h =
∫ 1
0
ht (: ˙BB
2
ε,t : −1) · δ0(|BBt|) dt =
∫ 1
0
ht (: ˙BB
2
ε,t : −1) dl0t
for ε > 0 such that supp(h) ⊂ (ε, 1− ε) with (l0t )0≤t≤1 the central local time of the modulus of the
Brownian bridge (as introduced in Example 2.6). This equality holds in the space (S)′, where
S(R) ∋ ϕ 7→ E( : exp(〈ϕ, ·〉) : ∫ 1
0
ht (: ˙BB
2
ε,t : −1) dl0t
)
defines a Hida distribution, and as explained in Example 2.6 the proof of [Zam05, Proposition 3.1]
shows that this expectation equals S(Φε,h)(ϕ) for ε > 0 such that supp(h) ⊂ (ε, 1− ε).
4 A first step towards the integration by parts formula
In this section, we use Itô’s formula in order to connect the distribution constructed in Section
3 with the expectation of the directional derivative in the directions h · sgn(BB), h ∈ C2c (0, 1),
for exponential functions depending on the Brownian bridge BB. Note that in general the above
directions are not from the Cameron-Martin space of the Brownian bridge. Therefore, the corre-
sponding divergence on the Wiener space can not be computed with the classical theory of the
Malliavin calculus. We apply the ideas of [Zam05, Section 3] to BB which causes additional prob-
lems due to the more complicated semimartingale structure.
Define the covariance operator Q : L→ L by
(Qη)t :=
∫ 1
0
(t ∧ s− ts) ηs ds for η ∈ L = L2(0, 1) (4.1)
and moreover, K : L → L, η 7→ Kη by (Kη)t :=
∫ 1
t
ηs ds−
∫ 1
0
s ηs ds for 0 ≤ t ≤ 1 (compare to
Lemma 2.9 for the special case η ∈ C[0, 1]).
Let h ∈ C2c (0, 1), η ∈ C[0, 1] and Φη := exp(−12(Qη, η)L) exp((η, ·)L). We have for µ-a.e. ω ∈ S ′(R)
∂h·sgn(BB(ω))Φη(BB(ω)) := lim
ε→0
Φη(BB(ω) + ε h sgn(BB(ω)))− Φη(BB(ω))
ε
(4.2)
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= (η, h sgn(BB(ω)))L Φη(BB(ω)),
where sgn := 1(0,∞) − 1(−∞,0]. Moreover, we can conclude by Lemma 2.8 and Lemma 2.9 that
(η, BB(ω))L = 〈Kη, ω〉 for µ-a.e. ω ∈ S ′(R) by extending Kη to R by zero. Furthermore,
(Qη, η)L = (Kη,Kη)L, since (Kη)
′ = −η and ∫ 1
0
(Kη)t dt = 0. Thus, for µ-a.e. ω ∈ S ′(R) holds
Φη(BB(ω)) = exp(−1
2
(Kη,Kη)L) exp(〈Kη, ω〉) = : exp(〈Kη, ω〉) : . (4.3)
Consequently, by Proposition 2.1 and the equality (HKη)t = (qt, Kη)L = (Qη)t, where H is
defined in (1.2), it follows
E
(
∂h·sgn(BB)Φη(BB)
)
= E
(
: exp(〈Kη, ·〉) :
∫ 1
0
ht ηt sgn(〈qt, ·〉) dt
)
=
∫ 1
0
ht ηt E
(
sgn(〈qt, ·+Kη〉)
)
dt =
∫ 1
0
ht ηt E
(
sgn(BBt + (Qη)t)
)
dt.
Since sgn is the weak derivative of the modulus, we are interested in expressions of the form
ηt E
(
φ′(BBt + (Qη)t)
)
. This motivates the following lemma:
Lemma 4.1. Let φ ∈ C2b (R), η ∈ C[0, 1] and 0 < t < 1. Then,
ηt E
(
φ′(BBt + (Qη)t)
)
= − d
2
dt2
E
(
φ(BBt + (Qη)t)
)
+ E
(
φ′′(BBt + (Qη)t) λ((Qη)
′
t, BBt, t)
)
= − d
2
dt2
E
(
Φη(BB) φ(BBt)
)
+ E
(
φ′′(BBt + (Qη)t) λ((Qη)
′
t, BBt, t)
)
Proof. As in the proof of [Zam05, Lemma 3.5], by approximation it is enough to consider φ ∈ C4b (R)
and the idea is to use Itô’s formula in order to prove the assertion. By [RY91, Chapter IV, Exercise
3.18] the Brownian bridge (BBt)0≤t≤1 defined in (2.3) is a solution to the SDE
dXt = − Xt
1− t dt+ dBt, (4.4)
X0 = X1 = 0,
where (Bt)t≥0 is a standard Brownian motion. Hence, in the following we consider a semimartingale
(Xt)0≤t≤1 solving (4.4).
Set Ht := H(Kη)t = (Qη)t and define Yt := Xt +Ht for 0 ≤ t ≤ 1 such that
dYt = dXt + dHt =
(
H ′t −
Yt −Ht
1− t
)
dt+ dBt and 〈Y 〉t = 〈B〉t = t.
Let φ˜ : R>0 × R→ R, (t, x) 7→ φ˜(t, x) be continuously differentiable in the first variable and twice
continuously differentiable in the second variable. Then, Itô’s formula yields for 0 ≤ t ≤ 1
φ˜(t, Yt) = φ˜(0, 0) +
∫ t
0
(∂φ˜
∂t
(s, Ys) +
∂φ˜
∂x
(s, Ys)
(
H ′s −
Ys −Hs
1− s
)
+
1
2
∂2φ˜
∂x2
(s, Ys)
)
ds (4.5)
+
∫ t
0
∂φ˜
∂x
(s, Ys) dBs.
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Therefore,
d
dt
E
(
φ(Yt)
)
= E
(
φ′(Yt)
(
H ′t −
Yt −Ht
1− t
)
+
1
2
φ′′(Yt)
)
and
d2
dt2
E
(
φ(Yt)
)
=
d
dt
E
(
φ′(Yt)
)
H ′t + E
(
φ′(Yt)
)
H ′′t −
d
dt
E
(
φ′(Yt)
Yt −Ht
1− t
)
+
1
2
d
dt
E
(
φ′′(Yt)
)
.
By applying (4.5) again (in particular to φ˜(t, x) := φ′(x) x−Ht
1−t
for 0 < t < 1) it follows
−E(φ′(Yt)) H ′′t = − d2dt2E(φ(Yt))+ E
(
φ′′(Yt)
(
(H ′t)
2 +
(Yt −Ht)2
(1− t)2 − 2
Yt −Ht
1− t H
′
t −
1
1− t
))
+ E
(
φ′′′(Yt)
(
H ′t −
Yt −Ht
1− t
))
+
1
4
E
(
φ′′′′(Yt)
)
, (4.6)
since the first order terms on the right hand side cancel. Xt, 0 < t < 1, is N (0, t− t2)-distributed
and we have the integration by parts formulas
(t− t2)
∫
R
ψ′(y +Ht) N (0, t− t2)(dy) =
∫
R
y ψ(y +Ht) N (0, t− t2)(dy),∫
R
y ψ′(y +Ht) N (0, t− t2)(dy) =
∫
R
( y2
t− t2 − 1
)
ψ(y +Ht) N (0, t− t2)(dy),
(t− t2)2
∫
R
ψ′′(y +Ht) N (0, t− t2)(dy) =
∫
R
(y2 − (t− t2)) ψ(y +Ht) N (0, t− t2)(dy).
Thus, we can replace the third and fourth order terms in (4.6) by terms of second order. Finally,
we obtain the representation
−E(φ′(Xt +Ht)) H ′′t = −E(φ′(Yt)) H ′′t
=− d
2
dt2
E
(
φ(Yt)
)
+ E
(
φ′′(Yt) λ˜(H
′
t,−(Yt −Ht), t)
)
=− d
2
dt2
E
(
φ(Xt +Ht)
)
+ E
(
φ′′(Xt +Ht)λ˜(H
′
t,−Xt, t)
)
,
where
λ˜(x, y, t) := x2 + y2
( 1
(1− t)2 −
1
(1− t)(t− t2) +
1
4
1
(t− t2)2
)
− x y
( 1
t− t2 −
2
1− t
)
− 1
4
1
t− t2 .
Calculation yields λ˜ = λ. The statement follows by the relationsHt = (Qη)t and −H ′′t = −(Qη)′′t =
ηt as well as the Cameron-Martin formula in Proposition 2.1.
Proposition 4.2. Let h ∈ C2c (0, 1) and η ∈ C∞[0, 1]. Then, it holds
E
(
∂h·sgn(BB)Φη(BB)
)
= −E(Φη(BB)
∫ 1
0
h′′t |BBt| dt
)
+
〈〈
Φη(BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
.
Proof. For φ ∈ C2b (R) holds in use of Lemma 4.1∫ 1
0
ht ηt E
(
φ′(BBt + (Qη)t)
)
dt
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=− E(Φη(BB)
∫ 1
0
h′′t φ(BBt) dt
)
+
∫ 1
0
ht E
(
φ′′(BBt + (Qη)t) λ((Qη)
′
t, BBt, t)
)
dt.
Moreover, let (φk)k∈N be a C
2
b (R)-approximation of the modulus such that φk → | · |, φ′k → sgn
and φ′′k → 2 δ0 as k →∞ in S ′(R). Then,∫ 1
0
ht E
(
φ′′k(BBt + (Qη)t) λ((Qη)
′
t, BBt, t)
)
dt
=
∫ 1
0
ht
∫
R
φ′′k(y + (Qη)t)
λ((Qη)′t, y, t)√
2pi(t− t2) exp
(
− y
2
2(t− t2)
)
dy dt
=
∫
R
φ′′k(y)
∫ 1
0
ht
λ((Qη)′t, y − (Qη)t, t)√
2pi(t− t2) exp
(
− (y − (Qη)t)
2
2(t− t2)
)
dt dy
−→ 2
∫ 1
0
ht
λ((Qη)′t,−(Qη)t, t)√
2pi(t− t2) exp
(
− (Qη)t)
2
2(t− t2)
)
as k →∞,
since ϕ ∈ S(R) with
ϕ(y) :=
∫ 1
0
ht
λ((Qη)′t, y − (Qη)t, t)√
2pi(t− t2) exp
(
− (y − (Qη)t)
2
2(t− t2)
)
dt for y ∈ R.
Similarly, the convergence of the remaining two terms follows. Hence, using this approximation
and Theorem 3.2 we can conclude that
E
(
∂h·sgn(BB)Φη(BB)
)
=
∫ 1
0
ht ηt E
(
sgn(BBt + (Qη)t)
)
dt
=− E(Φη(BB)
∫ 1
0
h′′t |BBt| dt
)
+ 2
∫ 1
0
ht
λ((Qη)′t,−(Qη)t, t)√
2pi(t− t2) exp
(
− (Qη)t)
2
2(t− t2)
)
dt
=− E(Φη(BB)
∫ 1
0
h′′t |BBt| dt
)
+
〈〈
Φη(BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
.
Here, we used again H(Kη)t = (Qη)t and the relation (4.3). Moreover, we can assume that Kη is
the restriction of an element in S(R) in view of Remark 3.3.
5 Gaussian gradient Dirichlet form with reference measure µBB
We consider the Gaussian gradient Dirichlet form (G,W 1,2(L;µBB)) on L2(L;µBB) and prove by
approximation that its domain contains FC∞b (L)-functions composed with the modulus. This
result will be useful in order to conclude Theorem 1.1 in use of the results of Section 4.
Similarly to exp(C) we define
exp(L) := span
{
sin((η, ·)L), cos((η, ·)L)
∣∣ η ∈ L}.
It holds exp(C∞) ⊂ exp(L) ⊂ FC∞b (L), where exp(C) and FC∞b (L) are defined in Section 1.
For F ∈ exp(L), and f, h ∈ L, define in analogy to (4.2) the directional derivative
∂hF (f) := lim
ε→0
F (f + εh)− F (f)
ε
.
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The Fréchet derivative ∇F : L→ L is given such that
(∇F (f), h)L2 = ∂hF (f).
Hence, for η ∈ L holds
∂h sin((η, ·)L) = (η, h)L cos((η, ·)L), ∇ sin((η, ·)L) = η cos((η, ·)L).
Denote by µBB the image measure of the white noise measure µ under the map
BB : S ′(R)→ L, ω 7→ BB(ω) := (BBt(ω))0≤t≤1,
i.e., µBB is the law of a Brownian bridge from 0 to 0 on L = L2(0, 1) or equivalently, a centered
Gaussian measure on L with covariance operator Q as defined in (4.1). Note that µBB is well-
defined, since (BBt)0≤t≤1 has surely continuous paths. Moreover, BB is measurable with respect to
B(L). This fact follows, since BB is also well-defined as a C[0, 1]-valued mapping, the embedding
C[0, 1] ⊂ L2(0, 1) is continuous and C[0, 1]-valued random variables are exactly given by real-
valued processes on [0, 1] with continuous paths by [Kal97, Lemma 14.1].
Then, the symmetric bilinear form (G, exp(L)) is given by
G(F,G) := 1
2
∫
L
(∇F (f),∇G(f))
L
dµBB(f)
=
1
2
∫
S′(R)
(∇F (BB(ω)),∇G(BB(ω)))
L
dµ(ω) for F,G ∈ exp(L).
(G, exp(L)) is closable on L2(L;µBB) by [DP06, Chapter 10] and its closure is a quasi-regular local
Dirichlet form, which we denote by (G,W 1,2(L;µBB)). Moreover, the space C1b (L) of continuous,
bounded functions on L with continuous, bounded Fréchet derivative is contained in W 1,2(L;µBB)
and also
G(F,G) = 1
2
∫
L
(∇F (f),∇G(f))
L
dµBB(f) for F,G ∈ C1b (L)
in view of [DP06, Proposition 10.6], where ∇F and ∇G denote the Fréchet derivatives of F and
G respectively.
Due to the behavior of the modulus at zero the zeros of the Brownian bridge are of particular
interest regarding a further analysis. The following result states some properties of the zero level
set of the Brownian bridge form zero to zero and can be found in [Pet89, Lemma 2.2] (see also
[MP10, Theorem 2.28] for the corresponding result for Brownian motion):
Lemma 5.1. Denote by the random set
zω := {t ∈ [0, 1]
∣∣ BBt(ω) = 0}
the zero-level set of the Brownian bridge. zω almost surely
(i) has Lebesgue measure zero,
(ii) is closed,
(iii) has accumulation points at t = 0 and t = 1,
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(iv) has no isolated points in (0, 1).
Using these properties we can prove the following:
Theorem 5.2. F ◦ | · | ∈ W 1,2(L;µBB) for every F ∈ FC∞b (L) with weak derivative given by
∇(F ◦ | · |) = sgn(·) ∇F ◦ | · | and exp(C∞) is dense in W 1,2(L;µBB).
Proof. Assume that F ∈ FC∞b (L), i.e., F = g
(
(η1, ·)L, . . . , (ηk, ·)L
)
for k ∈ N, g ∈ C∞b (Rk) and
ηi ∈ L for i = 1, . . . , k. Define G := F ◦|· |. By closedness and C1b (L) ⊂W 1,2(L;µBB) it is sufficient
to construct a sequence (Gn)n∈N in C
1
b (L) with limit G in L
2(L;µBB) such that the sequence of
derivatives converges in L2(L;µBB;L) to ∇G defined by
∇G(f) := sgn(f) ∇F (|f |) = sgn(f)
k∑
i=1
ηi ∂ig((η1, |f |)L, . . . , (ηk, |f |)L) for f ∈ L.
Let Bn : R→ [0,∞), n ∈ N, be given by
Bn(x) :=


−x − 1
2n
for x ≤ − 1
n
n
2
x2 for − 1
n
< x < 1
n
x− 1
2n
for x ≥ 1
n
.
In particular, Bn converges uniformly to | · | (note that ‖Bn − | · |‖∞ = 12n and |Bn(x)| ≤ |x| for
every x ∈ R), Bn is continuously differentiable and its first derivative converges pointwisely to sgn
for all points x 6= 0. Define
Gn := F ◦Bn for n ∈ N.
Furthermore, for i = 1, . . . , k let (ηni )n∈N be the sequence in L
∞(0, 1) given by
ηni := (ηi ∧ n) ∨ (−n) := max{min{ηi, n},−n}
which converges to ηi in L by dominated convergence. In particular, it holds |ηni | ≤ n as well as
|ηni | ≤ |ηi| dx-a.e. and ηni → ηi dx-a.e.. Set
Fn := g
(
(ηn1 , ·)L, . . . , (ηnk , ·)L
)
as well as
Gn(f) := Fn ◦Bn(f) = g
(
(ηn1 , Bn(f))L, . . . , (η
n
k , Bn(f))L
)
for f ∈ L.
Note that Fn ∈ C1b (L) with Fréchet derivative ∇Fn =
∑k
i=1 η
n
i J
n
i , where for i = 1, . . . , k J
n
i :=
∂ig((η
n
1 , ·)L, . . . , (ηnk , ·)L). For f, h ∈ L holds
Bn(f + εh)−Bn(f)
ε
→ h B′n(f) pointwisely dx-a.e. as ε→ 0.
The absolute value of the left hand side is bounded by |h|, since |B′n| ≤ 1. Thus, by dominated
convergence holds for i = 1, . . . , k
lim
ε→0
1
ε
(ηni , Bn(f + εh)− Bn(f))L = (ηni , B′n(f) h)L = (B′n(f) ηni , h)L
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which implies in use of the differentiability of g that
lim
ε→0
1
ε
(Gn(f + εh)−Gn(f)) =
k∑
i=1
Jni (Bn(f)) (B
′
n(f) η
n
i , h)L.
Hence, Gn is Gâteaux differentiable at every point f ∈ L with derivative
B′n(f)
k∑
i=1
ηni J
n
i (Bn(f)) = B
′
n(f) ∇Fn(Bn(f)).
Moreover,
‖B′n(f) ∇Fn(Bn(f))− B′n(h) ∇Fn(Bn(h))‖L
≤‖(B′n(f)− B′n(h)) ∇Fn(Bn(f))‖L + ‖B′n(h) (∇Fn(Bn(f))−∇Fn(Bn(h)))‖L
≤C(n) ‖B′n(f)−B′n(h)‖L + ‖∇Fn(Bn(f))−∇Fn(Bn(h))‖L
≤C(n) n ‖f − h‖L + ‖∇Fn(Bn(f))−∇Fn(Bn(h))‖L
for a real constant C(n) depending on n, since ηni ∈ L∞(0, 1) for i = 1, . . . , k and every n ∈ N.
Moreover, we used |B′n(h)| ≤ 1 and the Lipschitz continuity of B′n with Lipschitz constant n. Note
that by the mean value theorem
|(ηni , Bn(f))L − (ηni , Bn(h))L| ≤ ‖ηni ‖L ‖Bn(f)−Bn(h)‖L ≤ ‖ηni ‖L ‖f − h‖L
for i = 1, . . . , k. This implies the continuity of ∇Fn ◦Bn and thus, the Gâteaux derivative of Gn is
continuous at f ∈ L. Hence, Gn ∈ C1b (L) with bounded Fréchet derivative ∇Gn = B′n ∇Fn ◦Bn.
(Gn)n∈N converges to G = F ◦ | · | in L2(L;µBB). Indeed, for fixed f ∈ L holds
∣∣Gn(f)−G(f)∣∣ ≤ ‖∇g‖∞
√√√√ k∑
i=1
(
ηni , Bn(f)− |f |
)2
L
→ 0 as n→∞,
since ηn(Bn(f)− |f |)→ 0 pointwisely as n→∞ and |Bn(f)− |f || ≤ 2|f | ∈ L. Note that it even
holds |Bn(f) − |f || ≤ 12n . Furthermore, |Gn(f) − G(f)| ≤ 2‖g‖∞ for every f ∈ L. Therefore, we
obtain again by dominated convergence∫
L
∣∣Gn(f)−G(f)∣∣2 dµBB(f)→ 0 as n→∞.
Similarly to Jni define Ji := ∂ig((η1, ·)L, . . . , (ηk, ·)L) for i = 1, . . . , k such that ∇F =
∑k
i=1 ηiJi.
It rests to show that (∇Gn)n∈N converges to ∇G in L2(L;µBB;L) with ∇G(f) = sgn(f) ∇F (|f |)
= sgn(f)
∑k
i=1 ηi Ji(|f |) for f ∈ L. Indeed,
‖∇Gn(f)−∇G(f)‖L ≤
k∑
i=1
‖B′n(f) ηni Jni (Bn(f))− sgn(f) ηi Ji(|f |)‖L
and for i = 1, . . . , k it holds
‖B′n(f) ηni Jni (Bn(f))− sgn(f) ηi Ji(|f |)‖L
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≤ ‖(B′n(f)− sgn(f)) ηni Jni (Bn(f))‖L + ‖sgn(f)(ηni Jni (Bn(f))− ηi Ji(|f |)‖L
≤ ‖∂ig‖∞‖(B′n(f)− sgn(f)) ηni ‖L + ‖ηni Jni (Bn(f))− ηi Ji(|f |)‖L
≤ ‖∂ig‖∞‖(B′n(f)− sgn(f)) ηni ‖L + ‖ηni (Jni (Bn(f))− Ji(|f |))‖L + ‖(ηni − ηi) Ji(|f |)‖L
≤ ‖∂ig‖∞‖(B′n(f)− sgn(f)) ηni ‖L + ‖ηni ‖L ‖∇(∂ig)‖∞
√√√√ k∑
j=1
|(ηjn, Bn(f)− |f |)L|
+ ‖∂ig‖∞ ‖ηni − ηi‖L
−→ 0 as n→∞
for every f ∈ L such that dx({x ∈ [0, 1]| f(x) = 0}) = 0 by dominated convergence, since in this
case we have that (B′n(f)− sgn(f)) ηni → 0 dx-a.e. as n→∞ as well as |(B′n(f)− sgn(f)) ηni | ≤
2|ηni | ≤ 2|ηi| ∈ L. Since it holds that dx({x ∈ [0, 1]| f(x) = 0}) = 0 for µBB-a.e. f ∈ L due to
Lemma 5.1(i), it follows that
∇Gn(f)→∇G(f) in L for µBB-a.e. f ∈ L.
Furthermore,
‖∇Gn(f)−∇G(f)‖2L ≤ 2‖∇Gn(f)‖2L + 2‖∇G(f)‖2L ≤ 2‖∇g‖2∞
k∑
i=1
(‖ηni ‖2L + ‖ηi‖2L)
≤ 4‖∇g‖2∞
k∑
i=1
‖ηi‖2L ∈ L1(L;µBB).
This implies
∫
L
‖∇Gn(f)−∇G(f)‖2 dµBB(f)→ 0 as n→∞. Hence, G = F ◦ | · | ∈ W 1,2(L;µBB)
and ∇G = sgn(·) ∇F ◦ | · |.
Furthermore, we know that exp(L) is dense in W 1,2(L;µBB). Hence, in order to conclude density
of exp(C∞) it is sufficient to approximate F = g((η, ·)L), η ∈ L, g ∈ {sin, cos}, by a sequence in
exp(C∞). This follows in use of the sequence given by Fn := g((ηn, ·)L2), ηn ∈ C∞[0, 1], n ∈ N,
such that ηn → η in L by Lebesgue dominated convergence, boundedness of g, g′ and the fact that∫
L
‖f‖2L dµBB(f) <∞.
6 Proof of the main result
Proof of Theorem 1.1. First, let F = g((η, ·)L) ∈ exp(C∞) for η ∈ C∞[0, 1], g ∈ {sin, cos}. Con-
sider the exponential Φzη := exp(−12z2(Qη, η)L) exp(z(η, ·)L) as defined at the beginning of Section
4 and Φ˜zη := exp(z(η, ·)L) = exp(12z2(Qη, η)L) Φzη with z ∈ R. By Proposition 4.2 holds
E
(
∂h·sgn(BB)Φ˜zη(BB)
)
=− E
(
Φ˜zη
∫ 1
0
h′′t |BBt| dt
)
+
〈〈
Φ˜zη(BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
,
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where the normalization factor is omitted. All terms are analytic in the variable z and therefore,
they extend in the natural way to an entire function on C. In particular, for z = i we can conclude
that
E
(
∂h·sgn(BB)F (BB)
)
=− E
(
F (BB)
∫ 1
0
h′′t |BBt| dt
)
+
〈〈
F (BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
by comparing real and imaginary part. By linearity the statement extends to arbitrary elements
in exp(C∞). In particular,
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt is well-defined on exp(C∞) (see also Corollary
6.1). Moreover,〈〈
F (BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= E
(
∂h·sgn(BB)F (BB)
)
+ E
(
F (BB)
∫ 1
0
h′′t |BBt| dt
)
(6.1)
for every F ∈ exp(C∞). It holds∣∣E(∂h·sgn(BB)F (BB))∣∣ ≤ ‖h‖L E(‖∇F (BB)‖L),
since ∂h·sgn(BB)F (BB) = (h · sgn(BB),∇F (BB))L µBB-a.e. and |sgn(BB)| = 1. Similarly,∣∣∣∣E(F (BB)
∫ 1
0
h′′t |BBt| dt
)∣∣∣∣
2
≤ E
((∫ 1
0
h′′t |BBt| dt
)2)
E
(
F (BB)2
) ≤ 1
6
‖h′′‖2∞ E
(
F (BB)2
)
.
Thus, by density of exp(C∞) in W 1,2(L;µBB) and continuity of the right hand side of (6.1), the
linear map
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt extends uniquely to an element in (W 1,2(L;µBB)′.
Let h ∈ C2c (0, 1) and F ∈ FC∞b (L). By Theorem 5.2 it exists a sequence (Fn)n∈N in exp(C∞)
which converges in W 1,2(L;µBB) to F ◦ | · |. Hence, the limit〈〈
F (|BB|), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= lim
n→∞
〈〈
Fn(BB), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
(6.2)
is well-defined and also independent of the sequence (Fn)n∈N. Moreover, (1.3) follows in use of
E
(
∂h·sgn(BB)Fn(BB)
)
= E
((
h · sgn(BB),∇Fn(BB)
)
L
)
→ E((h · sgn(BB),∇(F ◦ | · |)(BB))
L
)
= E
(
∂hF (|BB|)
)
as n→∞.
As a consequence of the first part of the proof of Theorem 1.1 we obtain the following corollary:
Corollary 6.1. Let η ∈ C∞[0, 1]. Then, it holds〈〈
sin((η, BB)L), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= ℑ
〈〈
: exp(〈iKη, ·〉) :, 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= 0
as well as 〈〈
cos((η, BB)L), 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= ℜ
〈〈
: exp(〈iKη, ·〉) : , 2
∫ 1
0
ht Γt ⋄ δ0(|BBt|) dt
〉〉
= −2
∫ 1
0
ht
(
(Qη)′t − 12(Qη)t 1−2tt−t2
)2
+ 1
4
1
t−t2√
2pi(t− t2) exp
( ((Qη)t)2
2(t− t2)
)
dt.
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