Abstract. In this paper, we deal with sequence spaces inclusion equations (SSIE), which are determined by an inclusion where each term is a sum or a sum of products of sets of the form χa (T ) and χ f (x) (T ) where f maps U + to itself, and χ ∈ s 0 , s (c) , s , the sequence x is the unknown and T is a given triangle. Here, we determine the set of all sequences x with positive entries such that χ b ⊂ χa + χ x , and χa + χ x ⊂ χ b where χ, χ , χ ∈ s 0 , s (c) , s . We are led to study, among other things, the inclusion equations
Introduction
In the book entitled Summability through Functional Analysis, [14] Wilansky introduced sets of the form a −1 * E where E is a BK space, and a = (a n ) n≥1 is a sequence satisfying a n = 0 for all n. Recall that ξ = (ξ n ) n≥1 belongs to a −1 * E if aξ ∈ E. In [5] , the sets s a , s 0 a and s (c) a were defined for positive sequences a by (1/a) −1 * χ and χ = ∞ , c 0 , c, respectively; if r > 0 and a n = r n for all n, then we write s r , s 0 r and s (c) r . The aim was to study an infinite linear system represented by the matrix equation Aξ = b where ξ was the unknown and ξ, b were column matrices, and A = (λ nm ) n,m≥1 was an infinite matrix mapping from (1/a) −1 * E to itself, (cf. [4] ). In [4, 8] , the sum χ a + χ b and the product χ a * χ b were defined, where χ, χ are any of the symbols s, s 0 , or s (c) . Among other things, characterizations of matrix transformations mapping in the sets s a + s 0 b (∆ q ) and s a + s b (∆ q ) were given, where ∆ is the operator of the first difference. In [9] , de Malafosse and Malkowsky gave, among other things, properties of the matrix of weighted means considered as an operator in the set s a . In [10] , the characterisations of the sets (s a (∆ q ) , F ) can be found where F is any of the sets c 0 , c and ∞ . We also cite Hardy's results [2] extended by Móricz and Rhoades, (cf. [12, 13] ), de Malafosse and Rakočević (cf. [7] ) and formulated as follows: in [2] it is said that a series On the other hand, Hardy's Tauberian theorem for Cesàro means states that if (y n ) n ∈ s (1/n) (∆), then n −1 s n → l implies y n → l for some l ∈ C. This problem is a consequence of the following one: what are the sequences x such that
where C 1 is the Cesàro operator ?
In this paper, among other things, we determine the set of all sequences x ∈ U + such that y n /a n → 0 and z n /x n → 0 imply (y n + z n ) /b n → 0 as n tends to infinity, for given sequences a and b and for all sequences y and z. This statement means s 0 a + s 0 x ⊂ s 0 b . We also deal with the set of all x ∈ U + such that y n /b n → l implies that there are sequences u, v with y = u + v and u n /a n → l and v n /x n = O (1) as n tends to infinity for all y ∈ s and for some scalars l, l . This statement reduces to the solvability of the inclusion equation s
a + s x . So we are led to deal with special sequence spaces inclusion equations (SSIE), (resp. sequence spaces equations (SSE)), which are determined by an inclusion, (resp. identity), where each term is a sum or a sum of products of sets of the form χ a (T ) and χ f (x) (T ), where f maps U + to itself, χ is any of the symbols s, s 0 , or s (c) , x is the unknown and T is a triangle. This paper is organized as follows. In Section 2, we recall some wellknown results on sequence spaces and matrix transformations. In Section 3, we deal with the multiplier of new sequence spaces. In Section 4, we recall some results on the sum and the product of some special spaces. The main results are given in Section 5 where we consider inclusion equations of the form χ b ⊂ χ a + χ x where χ, χ , χ ∈ s 0 , s (c) , s and give applications to sequence spaces inclusions with operators. Then we consider the case of χ a + χ x ⊂ χ b . Finally, we deduce from the previous results the solution of the sequence spaces equations χ a + χ x = χ b .
Notations and preliminary results
For a given infinite matrix A = (λ nm ) n,m≥1 , we define the operators A n for any integer n ≥ 1, by
where ξ = (ξ m ) m≥1 , and the series are assumed convergent for all n. So we are led to the study of the operator A defined by Aξ = (A n (ξ)) n≥1 , mapping a sequence space into another sequence space. A Banach space E of complex sequences with the norm E is a BK space if each projection P n :E → C with P n ξ = ξ n is continuous. A BK space E is said to have AK if every sequence ξ = (ξ m ) m≥1 ∈ E has a unique representation ξ = ∞ n=1 ξ n e n where e n is the sequence with 1 in the n-th position and 0, otherwise.
We will denote by s, c 0 , c, ∞ the sets of all sequences, the sets of sequences that converge to zero, that are convergent and that are bounded, respectively. If ξ and η are sequences and E and F are two subsets of s, then we write ξη = (ξ n η n ) n and
M (E, F ) is called the multiplier space of E and F . We shall use the set U + = (u n ) n≥1 ∈ s : u n > 0 for all n . Using Wilansky's notations [14] , we define, for any sequence a = (a n ) n≥1 ∈ U + and for any set of sequences E, the set (1/a) −1 * E = {(ξ n ) n≥1 ∈ s : (ξ n /a n ) n ∈ E}. To simplify, we use the diagonal matrix D a defined by [D a ] nn = a n for all n and write [6, 5, 11] . Each of the spaces D α * χ, where χ ∈ { ∞ , c 0 , c} is a BK space normed by ξ sa = sup n≥1 (|ξ n | /a n ) and s 0 a , has AK. Now, let a = (a n ) n≥1 , b = (b n ) n≥1 ∈ U + . By S a,b , we denote the set of infinite matrices A = (λ nm ) n,m≥1 such that
The set S a,b is a Banach space with the norm S α,β . Let E and F be any subsets of s. When A maps E into F , we write A ∈ (E, F ), see [3] . So we have Aξ ∈ F for all ξ ∈ E, (Aξ ∈ F means that for each n ≥ 1 the series A n (ξ) = ∞ m=1 λ nm ξ m is convergent and (A n (ξ)) n≥1 ∈ F ). It was proved in [9] that A ∈ (s a , s b ) if and only if A ∈ S a,b . So we can write that (s a , s b ) = S a,b .
When s a = s b , we obtain the Banach algebra with identity S a,b = S a , (see [5] ) normed by A Sa = A Sa,a . We also have A ∈ (s a , s a ) if and only if A ∈ S a .
B. de Malafosse
If a = (r n ) n≥1 , the sets S a , s a , s 0 a and s r , respectively (see [4] ). When r = 1, we obtain s 1 = ∞ , s 0 1 = c 0 and s (c) 1 = c, and putting e = (1, 1, . . . ) we have S 1 = S e . It is well known, see [3] , that (s 1 , s 1 ) = (c 0 , s 1 ) = (c, s 1 ) = S 1 . We also have A ∈ (c 0 , c 0 ) if and only if A ∈ S 1 and lim n→∞ a nm = 0 for all m ≥ 1.
In the sequel, we will frequently use the fact that A ∈ (χ a , χ b ) if and only if D 1/b AD a ∈ (χ e , χ e ), where χ, χ are any of the symbols s 0 , s (c) , or s, see [9] .
For any subset E of s, we put AE = {η ∈ s : η = Aξ for some ξ ∈ E} . If F is a subset of s, we will write F (A) = F A = {ξ ∈ s : Aξ ∈ F }.
The multiplier of certain sets of sequences
First, we need to recall some well known results. We have Lemma 1. Let E and F be arbitrary subsets of s. Then
We also have, see [6, 
Remark 3. Since c 0 ⊂ c ⊂ l ∞ , it can easily be deduced from Lemma 1 and Lemma 2 that
We deduce, from the preceding, the next corollary.
where χ is any of the symbols s 0 , s (c) , or s,
where χ is any of the symbols s (c) , or s,
b/a . Proof. This result comes from Lemma 2 and the fact that for any given subspaces χ, χ of s, and for any sequences a, b ∈ U + , we have
We conclude from Lemma 2 and Remark 3, by replacing χ and χ by any of the symbols s, s 0 , or s (c) in (3).
In the sequel, we will use the elementary fact that D a ∈ (E, F ) if and only if a ∈ M (E, F ) where E, F ⊂ s and a ∈ s.
4. Sum of sets of the form χ a , where χ is any of the symbols s 0 , s (c) , or s In this section, we recall some properties of the sum χ a + χ b where χ and χ are any of the symbols s 0 , s (c) , or s.
4.1. Sum E + F of sets of sequences. We can state some results concerning the sum of particular interesting sequence spaces.
Let E, F ⊂ s be two linear spaces. The set E + F is defined by
It can easily be seen that E + F = F if and only if E ⊂ F . This permits us to show some of the next results. f) The condition a n /b n → l = 0 for some l ∈ C, is equivalent to
b , and if a n /b n → l = 0, then
The conditions a/ (a + b) and b/ (a + b) ∈ c are equivalent to
b is equivalent to a/b ∈ ∞ , and the condition b/a ∈ c 0 implies s 0 a + s
a is equivalent to b/a ∈ c. As a direct consequence of the preceding, we get Corollary 6. [6, 8] The following properties are equivalent,
The converse is false. Indeed, if a = (n) n≥1 and b = e, we get a/ (a + b),
4.2. Product of sets of the form χ ξ where χ is any of the symbols s, s 0 , or s (c) . In this subsection, we will deal with some properties of the product E * F of particular subsets E and F of s. These results generalize some of those given in [4, 6, 10] . For any given sets of sequences E and F , we will write
We immediately have the following results,
implies that there are u, v ∈ s such that y = u + v and u n a n → l 1 and
Conversely, we deal with the sequence spaces inclusion s
b . This one means that for every y, z ∈ s the conditions y n a n → l 1 (n → ∞) and z n x n = O (1) (n → ∞) imply y n + z n b n → l 2 (n → ∞) for some scalars l 1 and l 2 .
Inclusion equations of the form χ
(i) Assume a/b ∈ c 0 . Each of the next (SSIE) where χ, χ are any of the symbols
is equivalent to s x ⊃ s b that is x n ≥ Kb n for all n and for some K > 0. 
So there is K > 0 such that
Since a/b ∈ c 0 and x/b ∈ U + , we deduce there is K > 0 such that So we have (a n + x n ) /b n → ∞ (n → ∞) and since a/b ∈ ∞ , we deduce x n /b n → ∞ (n → ∞), that is b n /x n → 0 and b ∈ s 0 x . So we have s b ⊂ s 0 x . This shows the necessity. Conversely, if
This completes the proof of (ii).
(iii) a) We have b/a ∈ ∞ implies s b ⊂ s a and s 0 b ⊂ s 0 a . Since s 0 a ⊂ χ a for χ = s 0 , s (c) , or s, we deduce s 0 a ⊂ χ a + χ x with χ, χ = s 0 , s (c) , or s. This shows (iii) a).
For (iii) b) it is enough to notice that b/a ∈ ∞ implies b/a ∈ M (χ 1 , ∞ ) = ∞ , where χ = s (c) , or x = s that is χ b ⊂ s a . We conclude that χ b ⊂ s a +s x for all x.
These results lead to solve (SSIE) with operators. We use here the wellknown operator of first-differences ∆ ∈ (s, s) defined by ∆ξ n = ξ n − ξ n−1 for all n ≥ 1 with ξ 0 = 0 and the triangle C (a) where a n = 0 for all n defined by [C (a)] nm = 1/a n for m ≤ n and [C (a)] nm = 0, otherwise. We will use the sets
lim n→∞ a n−1 a n < 1 , and Γ = a ∈ U + : lim sup n→∞ a n−1 a n < 1 .
By [5, Proposition 2.1, p. 1786] we have (7)
Γ ⊂ C 1 .
Note that, if a, b ∈ C 1 then the sum a + b and the product ab are in C 1 . From (7), it can easily be seen that any sequence of the form (R n ) n , with R > 1, belongs to C 1 . In the sequel, we will also use the next lemma which is a consequence of [6] .
Lemma 10. The following statements are equivalent
Lemma 11. [6, Proposition 9, p. 300] For each a ∈ s, we have a ∈ Γ if and only if s We are led to state the next application which is a direct application of the preceding.
Example 13. Let r, u > 0 with r > 1 and u < r. Consider the set Υ of all x ∈ U + such that
for some l ∈ C and for all y ∈ s.
Υ is determined by the solutions of the equation r and as we have just seen, we easily deduce that Υ is the set of all sequences x such that x n ≥ Kr n for all n.
Inclusion equations of the form
In this subsection, we give characterizations of the (SSIE) defined by χ a + χ x ⊂ χ b where χ, χ , χ are any of the symbols s 0 , s (c) , or s. These results are based on the elementary fact that if E, F and G are sublinear spaces of s, the inclusion E + F ⊂ G is equivalent to E ⊂ G and F ⊂ G.
We can state the next theorem.
Theorem 14. The next statements are equivalent, where
Proof. We show that each of the inclusions (i) and (ii) is equivalent to (iii). We obtain the following results using similar arguments.
Theorem 15. The next statements are equivalent, where
The remainder of the proof can be shown similarly and is left to the reader.
We also have the next results.
Theorem 16. The following statements are equivalent,
Theorem
We also have the next results where the second member of the inclusion equation is of the form s is equivalent to a/b ∈ c 0 and
is equivalent to a n /b n → l for some scalar l and
is equivalent to a/b ∈ c 0 and
is equivalent to a n /b n → l and x n /b n → L (n → ∞) for some scalars l and L .
We deduce the next corollary
x where χ is any of the symbols s 0 , s (c) , or s has no solution; (ii) the (SSIE) (15) s
is equivalent to x ∈ C 1 and a n /x n → l ∈ R + ; (iii) the (SSIE)
is equivalent to x ∈ Γ and x n /a n → ∞;
x is equivalent to x ∈ Γ and x n ≥ Ka n for some K > 0;
x is equivalent to x ∈ Γ and a n /x n → l ∈ R + .
Proof. (i) The inclusion
x , where χ is any of the symbols s 0 , s (c) , or s, implies s x (∆) ⊂ s (ii) The (SSIE) (15) implies s 0
Since (c 0 , ∞ ) = S 1 , we deduce x ∈ C 1 . By Lemma 10, we have s 0
x (∆) = s 0 x and (15) is equivalent to (11) and by Theorem 18 (iii), we deduce a n /x n → l ∈ R + .
Conversely, assume x ∈ C 1 and a n /x n → l ∈ R + . Then s 0 x (∆) = s 0 x and by Theorem 18 (iii), the condition a n /x n → l ∈ R + implies
x . This concludes the proof of (ii).
(iii) The (SSIE) (16) successively implies s (c)
x , D 1/x ΣD x ∈ (c, c) and x ∈ Γ. So we have s (c)
x and (16) is equivalent to (12) . Then by Theorem 18 (iv), we deduce a/x ∈ c 0 and x n /a n → ∞ (n → ∞).
Conversely, assume x ∈ Γ and x n /a n → ∞ (n → ∞). Then s (c)
x and by Theorem 18 (iii), the condition x n /a n → ∞ (n → ∞) implies s a + s (c)
x . This concludes the proof of (iii). The proofs of (iv) and (v) follow the same lines as above and are left to the reader.
From the previous results, we deduce the next applications where we consider the next inclusion equations with operators (17) s
for all y, z ∈ s and for some l ∈ C. We obtain the following. b . This concludes the proof for the (SSIE) defined by (18).
We deduce the next application of Theorem 9 and Theorem 15 which can be regarded as a proposition.
is equivalent to x n ≥ Kb n and x n /d n → 0 (n → ∞) . 
5.3.
On the (SSE) χ a +χ x = χ b . Recall [1] that for x, y ∈ U + , the relation xRy if s x = s y is an equivalence relation, so for any b ∈ U + , the equivalence class of b is determined by
Combining Theorem 9, Theorem 16, Theorem 17 and Theorem 18, we obtain the next results. where χ is any of the symbols s 0 , s (c) , or s, and χ is any of the symbols s 0 , or s are given by x ∈ cl (b).
This result generalizes a part of [1, Theorem 11, where χ and χ were equal to the symbol s.
These results lead to the next study. Let a/b ∈ c 0 and consider the following statement where x is the unknown. For every y ∈ s, the condition ∆y n b n → 0 implies that there are u, v ∈ s such that y = u + v and (20) u n a n → l, v n x n → 0;
for some l ∈ C; and condition (20) Proof. It is enough to notice that (21) implies χ a ⊂ χ a + χ x = χ b .
B. de Malafosse
Then χ a ⊂ χ b and a/b ∈ M (χ 1 , χ 1 ), where χ, χ are any of the symbols s 0 , s (c) , or s. So a/b / ∈ M (χ 1 , χ 1 ) implies that (21) has no solution.
Remark 26. We deduce that the previous result is also true for the (SSIE) defined by χ a + χ x ⊂ χ b where χ, χ , χ are any of the symbols s 0 , s (c) , or s.
