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CHAPTER I

INTRODUCTION

The World Wide Web has evolved from its early simple HTML-based beginnings
to the new semantic web, which examines both structure and meaning. Ontologies play an
important role in the semantic web because they make the extraction and formalization of
semantics possible. Thus, there is a need to not only design and develop ontologies, but
also to map or match ontologies from different sources. For example, consider semantic
web service matching. Web service interfaces from different developers can use different
ontologies to describe their individual interfaces. This means that good ontology matching
is necessary to achieving workable semantic web service matching.
Ontology matching refers to the matching of both concepts and relations from one
ontology to another so that the relations and concepts that are present in both ontologies
are evident. The basic assumption of this research, which is the basic assumption that
predominates ontology research today, is that the ontologies are stored in graph format
and are machine-readable.
There are five main categories [Levy et al. 2010] for matching between ontologies:
1. Graph-based matching or structural matching: Graphs are used to represent
ontologies, and the structural similarities of graphs are computed. The main
examples of graph-based matching are GMO [Hu et al. 2005], Anchor-Prompt
1

[Noy and Musen 2001], and Similarity Flooding [Melnik, Garcia-Molina and
Rahm 2002].


In GMO, Resource Description Framework (RDF) bipartite graphs
represent ontologies, and structural similarities are computed between
entities by recursively propagating their similarities in the bipartite graphs.



In Anchor-Prompt, ontologies are treated as directed labeled graphs. If two
pairs of entities are similar and there are paths connecting them, then the
entities in these paths are likely to be similar as well.



In Similarity Flooding, fixpoint computation is used to determine
corresponding nodes in the graphs. The similarity between two nodes
depends on the similarity between their adjacent nodes, and similarities of
nodes can propagate to their respective neighbors.

2. Linguistic matching: This method is based on virtual documents. For example,
the virtual document of an entity inside an ontology contains the local
descriptions as well as neighboring information that contains the meaning of
the entity. The method then computes similarities between entities by
calculating document similarities using vector space techniques. One example
of a linguistic matcher is V-Doc [Qu, Hu, and Cheng 2006], which uses an RDF
graph to extract the description information from three types of neighboring
entities: subject neighbors, predicate neighbors and object neighbors.
3. Hybrid matching: This method uses both linguistic information, such as name,
label and description as well as structural information, such as key properties
and taxonomic structure, when matching between entities.

2

4. Learning-based matching:

This method is efficient when instances are

available in ontologies. The procedure for a learning-based matching system is
as follows: (1) Apply statistical analysis to the available data and use multiple
learners (i.e., software systems that employ a machine learning algorithm) to
exploit information from the concept instances and taxonomic structure of
ontologies. (2) Use a probabilistic model to combine the results from different
learners. (3) Adopt a relaxation labeling approach to search for the matching
that best satisfies the domain constraints and the common knowledge.
5. Probabilistic matching: This method uses probability information related to
the instance level in ontology matching and infers new matchings by means of
Bayesian Network inference [Levy et al. 2010].
Finding good starting points can be useful for good ontology matching. Especially
in ontologies that are stored in the formats used in the semantic web (primarily the
Resource Description Framework (RDF)/Web Ontology Language (OWL) formats or the
conceptual graph format), node-based matching can be performed more efficiently if a
good starting node is known. It should be noted that since typically one kind of graph
representation, (including graphs that represent ontologies) can be converted into another
representation, other possible graph representations should also be taken into account.
Thus, although they are not normally used in the semantic web, other kinds of ontology
representations are possible, including stored in matrices, or stored in graph formats where
the edge information is a significant part of the overall knowledge information. In these
representations, other kinds of matching, for example, edge matching, might be more
appropriate than node matching.
3

This starting point is referred to as an anchor node. An anchor node can be defined
as a node that is basically the same in both ontologies being matched, and that can, thus,
serve as a good starting point for matching those ontologies:
After all, the participants have a desire to communicate so it’s
likely they have some overlapping terms in their ontologies. We
will later refer to these overlapping terms as anchors….
Even if domains do not want to fully disclose their ontologies,
they can agree on certain concepts that they share and can
disclose. These concepts would manually be determined by
human representatives of the domains. In order to be consistent
with nomenclature used in previous literature [Hu, Qu and
Cheng 2008], we call these concepts anchors. [Levy et al. 2010]
For node-based ontology matching to be efficient, good anchor nodes must be
defined. In the case of Anchor-PROMPT (a structural matching technique, see above),
Noy and Musen [2001] claim that, by using anchor nodes, their results are 75% correct in
automatically finding semantically similar terms by taking a set of anchors as input—i.e.,
pairs of related terms defined by the user or automatically identified by lexical matching.
(Here, the anchor nodes were defined by the user or were generated by lexical matching,
but how the lexical matching worked was described only in general terms [Noy and Musen
2001]).
Unfortunately, ontology-matching methods require considerable computation to
determine structural similarities. If a good starting point (anchor node) for node-based
structural matching can be found on both source ontology and target ontology at an early
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stage, this helps considerably; otherwise, different matches would have to start at different
nodes, and the best match would be determined by trial and error, which is obviously time
consuming. Automatically trying one node after another to determine the anchor node in
large ontologies is computationally impractical. Therefore, finding good anchor nodes to
use as starting points can be useful for good ontology matching. A mentioned before,
especially in ontologies that are stored in the formats used in the semantic web (primarily
the Resource Description Framework (RDF)/Web Ontology Language (OWL) formats or
the conceptual graph format), node-based matching can be performed more efficiently if a
good starting node is known. It should be noted that since typically one kind of graph
representation, (including graphs that represent ontologies) can be converted into another
representation, other possible graph representations should also be taken into account.
Thus, although they are not normally used in the semantic web, other kinds of ontology
representations are possible, including stored in matrices, or stored in graph formats where
the edge information is a significant part of the overall knowledge information. In these
representations, other kinds of matching, for example, edge matching, might be more
appropriate than node matching.
As discussed earlier [Levy et al. 2010], in the past, humans have provided the
anchor nodes based on their own judgment [Hsi, Potts, and Moore 2003].
exceptionally time consuming.

This is

For a fully automated semantic web that employs

arbitrarily chosen ontologies at runtime, however, having humans provide the anchor nodes
is not practical, particularly when using arbitrarily chosen ontologies. Different pairs of
ontologies would use different anchor nodes, and all possible pairs would not be known
before operation.

5

The problem of choosing anchor nodes is more complicated than it may first appear,
as Levy et al. suggested in 2010:
It is unclear how good anchor concepts are selected. There are
certain requirements, such as them being sharable and general
enough to facilitate successful ontology matching. What makes
a good anchor is however unclear and will require evaluation of
real world scenarios. A methodology to select good anchor
points is needed.
Note that Levy et al.’s [2010] comment applies to both human matching and
automated machine matching on ontologies stored in graph format. However, the current
focus of most research in this area assumes the use of machine-readable ontologies, stored
in graph format.
There are notable difficulties in ontology matching. For example, during matching,
when two nodes match, it is not simply a case of two nodes having the same name. First,
a node found with the same name does not guarantee that all the other nodes around it will
have similar structures (relationships with other nodes), and the search for a good
beginning spot (an anchor node) may need to continue. For example, the node “fly” could
be surrounded by descriptor nodes that indicate the node’s reference to an insect; however,
surrounding descriptor nodes could also indicate the node’s reference to an action done by
an airplane.
A second difficulty is that, if a node in one ontology does not have a 100% match
with a node in the other ontology, it is still possible that, semantically, the nodes did match,
although possibly with some fault, in which case the comparison should continue.

6

If a

node with the same name appears on both the source ontology and the target ontology but
one of them has an attribute that the other does not have, it is likely that the two nodes
match.
In spite of these difficulties, the problem of automatically identifying anchor nodes
still exists, and finding good anchor nodes to use as starting points can be useful for good
node-based ontology matching. Our research, as mentioned above, targets machinereadable ontologies stored in graph format. We focus on a using a heuristic approach to
identify good anchor nodes. To create this heuristic approach, our research has focused on
identifying metrics with which to identify anchor nodes based on typical anchor node
characteristics. We conducted a study of the characteristics of nodes in ontologies to
determine which node characteristics are specific to anchor nodes, thereby allowing us to
identify probable anchor nodes based on their adherence to these characteristics.
The main idea of our research was that good anchor node candidates should be
vitally important nodes within the domain of that ontology. That is, in comparison with
other nodes in the ontology, an anchor node would be structurally and semantically
important due to the characteristics and quantity of its properties and relations.
In structural terms, this would mean that the node had many connections to other
nodes in the same ontology. In semantic terms, the node should have a general definition
that could allow its use within different ontologies, thus, making it shareable between
ontologies. This is based on what Levy et al. [2010] said, as previously referenced:
Anchor nodes should be shareable and general enough to
facilitate successful ontology matching.

7

For example, for determining generality, the level in the inheritance hierarchy is a
possible metric; for determining shareability, the commonality of a word in a dictionary
(or in WordNet) is a possible measuring tool.
In this research, we defined various metrics that could be used automatically, on
the fly, to find anchor nodes in an ontology by measuring the structure and the semantics
of that ontology [Wu and Etzkorn 2014].
We also assumed that human observers were the acceptable standard for
comparison. Humans may or may not identify the best anchor nodes, i.e., the starting points
for graph matching that result in the quickest match. However, there were two choices
available to use as an acceptable standard for comparison.

One choice would use

exhaustive graph matching between two graphs to determine which anchor nodes gave the
best answer. This is NP-hard and is, thus, impractical for larger ontologies. Since we wish
to have our methodology work on larger ontologies, this standard for comparison was not
appealing. The other choice, the one we selected, is to use human observers. This works
on large ontologies, but is not guaranteed to find the quickest match. However, it has the
advantage that humans would agree with our results, which can be important in having this
methodology adapted for actual use.
We performed two pilot studies using these metrics [Wu and Etzkorn 2014; Wu
and Etzkorn 2015]. In the first pilot study, we used a single human observer to rate nodes
in several ontologies relative to how likely those nodes were to be anchor nodes. Then, on
four ontologies, we created regression equations that predicted the ratings of that single
human observer. These equations were then successfully used to identify anchor nodes in
three additional ontologies. In the second pilot study [Wu and Etzkorn 2015], we expanded
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the original study by recruiting fifteen human observers, all with extensive computing
backgrounds. These human observers rated nodes in several ontologies based on the
degree to which those nodes were anchor nodes.
In the second pilot study, the use of several human observers improved our previous
work by making the ratings more realistic and by removing the bias based on using an
individual human observer. We then used our equations from the first pilot study and
compared the values from these equations to the ratings of the human observers. The
overall results of the second pilot study were also successful.
Although our two pilot studies resulted in fairly good results, for our major, final
study in this dissertation, we developed a more “real world” approach that is not subject to
the main limitation of our previous pilot studies (that the equations were developed from a
single human observer) using the following methodology:
Step 1) Choose one of a group of ontologies that is considered to be a good
representative of that group (probably not the largest of the group of
ontologies nor the smallest of that group of ontologies).
Step 2) Collect human ratings on that one representative ontology. If there is
good inter-rater agreement, then calculate the averages of those human
ratings.
Step 3) Create various regression models over that one representative ontology
by comparing the various metrics to the averages of the human ratings.
Step 4) Choose the best collection of regression models that were developed over
that one representative ontology.
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Step 5) Compare the results of those chosen regression models to the results of the
human ratings (where there is acceptable inter-rater agreement) over all the
other ontologies in that group.
In this final study, we chose the second biggest ontology from our group as our
representative ontology and created regression models of our metrics versus the human
observer ratings using that ontology. Then we used these models to successfully identify
anchor nodes in the other ontologies.
In summary, the limitations of our work are as follows:
a) Our methodology applies to a single ontology domain.
b) We used human observers as our standard to determine whether our results were
acceptable. Human observers may not always be able to accurately identify the
best anchor nodes. However, human observers can identify good anchor nodes
in large ontologies, whereas our other possible standard, using exhaustive graph
matching to find the best anchor nodes, is NP-hard and thus applicable to only
small ontologies.
c) Our methodology is heuristic in that it uses an indirect method (metrics) to
identify good anchor nodes.
This dissertation is organized in the following way. In Chapter 2, we provide
background information to facilitate understanding of the work being described.

Chapter

3 provides research descriptions of our various studies: our first preliminary study, our
second (expanded) preliminary study, and our final study. Chapter 4 provides research
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results of our various studies, and Chapter 5 provides conclusions and future research
topics.

11

CHAPTER II

BACKGROUND

Ontology is a term originally used in philosophy and stands for a systematic account
of existence. Later, it was defined in computer science as a term representing an explicit
specification of a conceptualization. Recently, much research has been done examining
both the structural and semantic metrics used to measure ontologies. In this chapter, we
will examine prior research related to the topic of ontology metrics.

2.1

General Background on Ontologies
This section defines what is meant by the term “ontology” and by “ontology

matching.”

2.1.1

What is an Ontology?
A short definition of an ontology, as previously mentioned above, is,

“a

specification of a conceptualization” [Gruber 1993]. A more formal definition with a more
clear and precise meaning states that “an ontology is defined as a formal, explicit
specification of a shared conceptualization” [Gruber 1993].
definition of an ontology sets forth the following:

12

Further, the expanded

First, an ontology is an abstract model of a phenomenon.
Second, an ontology should have a precise mathematical
description. Third, the concepts in an ontology must be defined
precisely and the relationships also must be clearly defined.
Fourth, ontologies must be sharable between different users. [J.
Xu, Z. Xu, and Chen 2006]
Ontologies may be used for reusing, sharing and interchanging domain knowledge.
Ontologies are explicitly defined and have been made machine-processable through the
use of multiple ontology representation languages, including conceptual graphs and
RDF/OWL.

The Web Ontology Language (OWL), for example, is the ontology

representation language that is most used for the World Wide Web. It is considered to be
“an important step for making data on the Web more machine processable and reusable
across applications” [J. Xu, Z. Xu, and Chen 2006].
The W3C Web Ontology Working Group developed OWL to be used as a
knowledge modeling language for ontologies used on the web [McGuinness and van
Harmelen 2003]. In this research, we focus on ontologies stored in RDF/OWL.

2.1.2

What Does Ontology Matching Mean?
Ontology matching consists of matching concepts and the relations associated with

those concepts from one ontology to another ontology so that it is possible to see which of
the concepts and which of the relations are present in both ontologies [Li and Xia 2010].
This ensures that both ontologies (at least those particular sections of the two ontologies)
are talking about the same thing [Li and Xia 2010].
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In the context of the semantic web, “Matching can be described as sets of
conditional rules, functions, logics or tables and relations, and so on” [Li and Xia 2010].
Ontology matching can be viewed from five different perspectives (as discussed earlier in
the introduction) based on the methodologies that are employed [Li and Xia 2010],
including the following: 1) graph-based or structural, which is based on graph similarities
[Hu et al. 2005; Noy and Musen 2001; Melnik, Garcia-Molina and Rahm 2002]; 2)
linguistic matching, which is based on entity descriptions (name, label and description) and
neighboring information providing the meaning of each entity [Qu, Hu, and Cheng 2006];
3) hybrid matching, which uses both graph-based and linguistic-based information [Levy
et al. 2010; Li and Xia 2010]; 4) learning-based matching, which examines conceptinstances and taxonomic structure [Levy et al. 2010] and 5) probabilistic matching based
on probability information related to which instances appear together, etc. [Levy et al.
2010].

2.2

Previous Work in Ontology Metrics
In order to help define our anchor node metrics, we defined the following Ontology

Anchor Node Metric Requirements:
Requirement 1.

Must

indicate

importance

through

the

quantity

and

characteristics of its properties and its relations
Requirement 2.

Must be sharable and general enough to facilitate successful
ontology matching

14

Requirement 3.

Must accurately indicate, within reason, the same anchor nodes
that

humans

would

select

(human

selection

is

the

acceptable standard since that is now what is commonly used)
Requirements 1 and 2 are based on our research’s main idea: that good anchor node
candidates should be vitally important nodes within the domain of that ontology. That is,
in comparison with other nodes in the ontology, an anchor node would be a node that is
structurally and semantically important due to the characteristics and quantity of its
properties and relations. In structural terms, this would mean that the node had many
connections to other nodes in the same ontology. In semantic terms, the node should have
a general definition that could allow its use within different ontologies, thus, making it
shareable between ontologies. This is based on what Levy et al. [2010] previously stated
(also put forth in the Introduction of this work), that “anchor nodes should be shareable
and general enough to facilitate successful ontology matching.”
We chose Requirement 3 because, as discussed in the Introduction, although human
observers may not always be able to accurately identify the best anchor nodes, human
observers can identify good anchor nodes in large ontologies. The only other standard that
has been used before to find the best anchor nodes, exhaustive graph matching, is NP-hard
and, thus, is applicable only to small ontologies.
Various metrics used to measure the quality of ontologies have been previously
defined. In the discussion below, “Oi” refers to “the ontology of current interest.” We
used the notation “Oi” because it is used by Yao, Orme, and Etzkorn [2005] and Orme,
Yao, and Etzkorn [2006], both of whom are quoted below. Therefore, using the same
notation in this work improves readability.
15

2.2.1

Structural Ontology Metrics Applicable to Anchor Node Searches
When referring to the use of structural metrics to measure an ontology, we mean

that we are examining structural characteristics of an ontology. This idea treats the
ontology more or less as a graph, measuring the ontology’s graph-like characteristics.
Since the ontology graphs describe a particular domain, our results will be interpreted on a
per-domain basis. However, we believe that our overall methodology, as described in this
dissertation, is applicable to all domains.
In this research, we have focused on centrality metrics, that is, metrics that indicate
which nodes show some kind of structural importance (for example, a large number of
connections to a node). Various ontology coupling [Orme, Yao, and Etzkorn 2006] and
cohesion [Yao, Orme, and Etzkorn 2005] metrics could potentially be applied to searching
for anchor nodes, as it can be argued that the importance of a particular anchor node within
its domain relates to how many other nodes it connects to within that domain (cohesion) or
how many other outside entities it might be connected to (coupling). Note that, as
mentioned earlier, this is true within our research context, which is focused on ontologies
stored in machine-readable graph format.
For example, cohesion metrics could have some potential in this area by measuring
the relatedness of nodes. However, cohesion metrics could be difficult to use, as they are
not per-node measurements, so it would be necessary to find some way to relate individual
nodes to the cohesion metrics. This begins to look a lot like a centrality metric. Since the
distinction is not clear, we believe, at that point, we may be inventing new centrality
metrics. This is a possible future research topic.
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Coupling metrics might have potential as a kind of indicator that an anchor node
might be hard to find. For example, if an ontology has a large degree of coupling to another
ontology, it might be more difficult to find an anchor node in the current ontology. How
these could be used in practice as part of a methodology to find anchor nodes is currently
unclear. However, this is also a possible future research topic.
In the discussion below, “Oi” refers to “the ontology of current interest.” The
terminology below is drawn from RDF/OWL notation, which is used in the semantic web
to store an ontology in a graph-type format [Yao, Orme, and Etzkorn 2005]. In RDF/OWL
notation, “a class” is an important concept within the ontology of interest. A “property” is
an attribute of a class, i.e., something that describes the class. An “include” is a reference
to an ontology stored externally in another file; the include statement shows that such an
external ontology is intended to be treated as part of the ontology in the current file. A
“super class” is a class from which the current class under examination inherits its
properties (another possible name would be “parent class”). A “path” refers to a series of
connections between portions of the ontology graph.
Possible coupling metrics [Orme, Yao, and Etzkorn 2006] include the following:
1.

“The number of external classes (NEC) is the number of distinct
external classes defined outside Oi but used to define new
classes and properties in the ontology. The external classes can
include standard classes defined as ontology language
primitives and user-defined classes from other ontologies.”

2.

“References to external classes (REC) is simply the number of
references to external classes in the ontology Oi.”
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3.

“Referenced includes (RI) is the number of includes at the top
of the ontology definition file Oi. These includes are used by
ontologies such as academia.ont to define ontology language
primitives and access ontology information defined by other
ontology developers.”

In addition, possible cohesion metrics [Yao, Orme, and Etzkorn 2005] are as
follows:
1.

“Number of Root Classes (NoR) is the number of root classes
explicitly defined in the ontology Oi.

A root class in an

ontology means the class has no semantic super class explicitly
defined in the ontology Oi.”
2.

“Number of Leaf Classes (NoL) is the number of leaf classes
explicitly defined in the ontology Oi.

A leaf class in an

ontology means the class has no semantic subclass explicitly
defined in the ontology Oi.”
3.

“Average Depth of Inheritance Tree of all Leaf Nodes (ADITLN) is the sum of depths of all paths divided by the total number
of paths. A depth is the total number of nodes starting from the
root node to a leaf node in the path. The total number of paths
in an ontology is all distinct paths from each root node to each
leaf node if there exists an inheritance path from the root node
to the leaf node.”
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These coupling and cohesion metrics were the first structural coupling and cohesion
metrics ever defined to measure ontologies [Melnik, Garcia-Molina and Rahm 2002; Orme,
Yao, and Etzkorn 2006], which is why we examined them.
For this work, however, as we mentioned above, we focus primarily on centrality
metrics, as it is a reasonable assumption that a node that exhibits a good degree of centrality
is likely to be a good anchor node. The theory is that more links indicate greater and
different uses of the node, thereby meeting Ontology Anchor Node Metric Requirement 1.
These kinds of measures can also be used on many different ontologies, which makes them
sharable and general enough to meet Ontology Anchor Node Metric Requirement 2. For
example, according to Hsi, Potts, and Moore [2003] centrality metrics “assess the
importance of a node to the rest of the graph.”
Some examples of centrality metrics include the following [Hsi, Potts, and Moore
2003]:
•

“Degree Centrality” , which “measures the number of edges on a
node. The more edges on a node, the higher the centrality.”

•

“Closeness Centrality” , which “measures the average distance
from that node to all other nodes.”

•

“Betweenness Centrality” , which “measures the number of shortest
paths between all pairs of nodes in the graph that use a particular
node. The higher the centrality measure, the more dependencies on
that node. Because leaf nodes only serve as start and end points for
paths, they automatically have a betweenness value of 0.”
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•

“Information Centrality” , which “measures the information
contained in all paths originating with a specific node.”

•

“Eigenvector Centrality” , which “measures the centrality of a node
relative to the importance of its surrounding nodes.”

2.2.2

Semantic Ontology Metrics Applicable to Anchor Node Searches
In regard to using semantic metrics to measure an ontology, we primarily

referenced semantic weight, which we defined as the number of definitions in WordNet for
a particular concept (node) within the ontology.
We favored this metric because of the number of concept definitions, believing that
they can show the importance of a particular concept since more definitions could indicate
more and different uses of that concept, again meeting Ontology Anchor Node Metric
Requirement 1.

This kind of measure also meets Ontology Anchor Node Metric

Requirement 2, as it can be used on many different concepts in many different ontologies,
making it adequately sharable and general.

2.2.3

A General Survey of Other Ontology Metrics
As part of our literature review, we performed a general survey of ontology metrics.

Other metrics we considered prior to choosing centrality metrics for our experiments
include size and structural metrics [Cross and Pal 2005], schema metrics [Tartir et al.
2005], knowledgebase metrics [Tartir et al. 2006], stable semantic metrics [Ma et al. 2009],
ontology module metrics [Oh and Ahn 2009], topic-based audience metrics [Norguet and
Zimanyi 2005], ontometrics [Lozano-Tello and Gomez-Perez 2004], approximate metrics
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[Richardson and Mazlack 2005] and relationship deviation metrics [Sathya and Uthayan
2011]. However, all of these metrics measure the whole ontology and not any specific
node. Therefore, we do not currently consider them to be suitable for indicating anchor
nodes since developing an argument in each case for relating the overall measure to
individual nodes is fairly difficult.
Below we review each of these metric suites. The names given to these suites are
the names given by the authors of the cited papers [Cross and Pal 2005; Lozano-Tello and
Gómez-Pérez 2004; Y. Ma et al. 2009; Norguet and Zimanyi 2005; Oh and Ahn 2009;
Richardson and Mazlack 2005; Sathya and Uthayan 2011; Tartir et al. 2005]. The notation
describing the metrics was in each case drawn from the original paper where the metrics
suites were originally defined. We provide the notation definitions for each separate suite
of metrics as given by the original authors.
Because there are so many metrics notations from different reference papers, we
created a big notation table (Table 2.2) as follows to make the notations consistent
everywhere in the dissertation to avoid confusion and to give convenience to readers.

2.2.3.1 Size Metrics
Size metrics include size intentional metrics and size extensional metrics. Size
intentional refers to the definition of an item, whereas size extensional refers to instances
of an item.
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Table 2.2 Metrics Notation
Notation
AP
Att
AttR
Av
BWR
C
Cnt
Coh
Conn
CST
CR
DWR
e
F
Fct
Φ(Ii,Ij)
Φ(Ci,Cj)
G
C

H

i
I
IRs
IRc
Per
Prpt
Rd
Rel

Meaning
Average Population.
Attribute.
Attribute Richness.
Average
Breadth-wise Relationships
Class.
Count.
Cohesion.
Connectivity.
Class in a subtree.
Class Richness.
Depth-Wise Relationships.
( as in (eCnt(Ci)) indicates it’s an extensional metric.
Fullness of a class Ci .
Facet. Facets constrain the values taken on by properties.
Instance level. Defined as the relationships that are being used by
instances that belong to a class
Schema level. Defined as the relationships between classes in an ontology
(schema) defined at design phase.
Discrete Scale.
C

Concept Hierarchy. It is a directed, transitive relation H ⊆ C × C which
C
is also called concept taxonomy. H⊆ (C1, C2) means that C1 is a subconcept of C2.
(as in iCnt(Ci)) indicates it’s an intensional metric where i appears on the
first position. It’s a counter when it appears anywhere else.
Instance.
Inheritance Richness of the schema.
Inheritance Richness of the class.
For each. It gives a ratio and the physical meaning depends on what’s put
in the braces after “Per”.
Property.
Readability.
Relation.
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The notation here was drawn from Cross and Pal [2005] with minor changes and
please reference Table 2.2.
Size intentional notations include the following:


iCnt(C) = the number of classes defined



iCnt(Prpt) = the number of properties defined



iCnt(Att) = the number of properties that are attributes



iCnt(Rel) = the number of properties that are relations



iCnt(Fct) = the number of facets that are defined



iMaxProperties(Prpt to C) = maximum (Max) number of properties defined
for a class



iMaxClasses(Prpt to C) = classes with maximum number of properties



iMinProperties(Prpt to C) = minimum (Min) number of properties defined for
a class



iMinClasses(Prpt to C) = classes with minimum number of properties



iAv(Prpt to C)= Cnt(Prpt)/Cnt(C), similarly for Att and Rel



iAv(Fct to Prpt) = Cnt(Fct)/Cnt(Prpt)



iPer(Att of Prpt) = Cnt(Att)/Cnt(Prpt)



iPer(Rel of Prpt) = Cnt(Rel)/Cnt(Prpt)

In contrast, size extensional notation are as follows:


eCnt(Ci) = the number of occurrences of class Ci



eCnt(C) = ∑i Cnt(Ci) total number of object occurrences



eAvCnt(C) = eCnt(C)/iCnt(C)
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eMaxCnt(C) = maxi[eCnt(Ci)] and identify eMaxCntClass



eMinCnt(C) = mini[eCnt(Ci)] and identify eMinCntClass



eCnt(Relj) = the number of occurrences of relation Relj



eCnt(Rel) = ∑i Cnt(Relj) total number of relation occurrences



eAv(Rel to C) = eCnt(Rel)/eCnt(C)



eAv(Relj to Ci) = eCnt(Relj)/eCnt(Ci), where Relj is defined for Ci



eMaxCnt(Rel) = maxj[eCnt(Relj)] and identify eMaxCntRelation



eMinCnt(Rel) = mini[eCnt(Relj)] and identify eMinCntRelation

2.2.3.2 Structural Metrics
According to Cross and Pal [2005], the following structural metrics can provide
possible measures of external quality features, such as understandability and modifiability:


iCnt(roots) = number of root classes; same as NOR [Yao, Orme, and Etzkorn
2005]



iCnt(classes(rooti)) = number of total classes for rooti = number of nodes in
tree at rooti



iCnt(leaves(rooti)) = number of leaf classes of rooti



iCnt(leaves) = ∑j iCnt(leaves( rooti))= iCnt(paths); same as NOL [Yao, Orme,
and Etzkorn 2005]



iPer(leaves of classes(rooti)) = iCnt(leaves(rooti))/iCnt(classes(rooti))



iAv(leaves) = iCnt(leaves)/iCnt(roots)



iMinDepth(rooti) = minj [depth(leafij)] and Class((leafij ) and Class(rooti)



iMinDepth() = mini [iMinDepth((rooti)] and Class((leafij ) and Class(rooti)
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iMaxDepth( rooti) = maxj [depth(leafij)] and Class((leafij ) and Class(rooti)



iMaxDepth() = maxi [iMaxDepth( rooti)] and Class((leafij ) and Class(rooti)



iAvDepth(rooti) = (∑j depth (leafij ))/iCnt(leaves(rooti))



iMaxAvDepth() = maxi [iAvDepth(rooti)]



iMinAvDepth() = mini [iAvDepth(rooti)]



iAvDepth() = (∑i ∑j depth (leafij ))/iCnt(leaves); same as ADIT-LN [Yao,
Orme, and Etzkorn 2005]



iAvAvDepth() = (∑i iAvDepth(leaves( rooti)))/iCnt(roots)

2.2.3.3 Schema Metrics
According to Tartir et al. [2005], the following metrics can be used to measure the
reusability of existing ontologies. Please reference Table 2.2 for a notation summary.
1) Relationship richness: The relationship richness (RR) of a schema is defined as
the ratio of the number of relationships (Rel) defined in the schema, divided by the
sum of the number of subclasses (SC) (which is the same as the number of
inheritance relationships) plus the number of relationships, which is represented in
the following equation:
RR = Cnt(Rel)/(Cnt(SC) + Cnt(Rel)).
2) Attribute richness: The attribute richness (AttR) is defined as the average number
of attributes (slots) per class. It is computed as the number of attributes for all
classes (Att) divided by the number of classes (C):
AttR = Cnt(Att)/Cnt(C).
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3) Inheritance richness: The inheritance richness of the schema (IRs) is defined as
the average number of subclasses per class. The number of subclasses (SC) for aa
class Ci is defined as Cnt(HC(SC, Ci)). Therefore, the inheritance richness is
computed by the following:



IRs =

Ci C

Cnt ( H C ( SC , Ci ))
Cnt (C )

.

Note that these metrics are similar to some of the cohesion metrics and could, in
the future, be considered useful in identifying anchor nodes, with the same caveat as before
(that we may actually, at that point, be trying to create new centrality metrics). However,
they are more complicated than the original ontology cohesion metrics, making this a
distant future research area.

2.2.3.4 Knowledgebase Metrics
Again, according to Tartir et al. [2005], the following metrics can be used to
measure the reusability of existing ontologies (reference Table 2.2):
1) Class richness: The Class Richness (CR) of a Knowledgbase (KB) is defined as
the ratio of the number of classes used in the base (C in KB) over the number of
classes in the ontology schema (the ontology “schema” is another way of referring
to the ontology itself, this terminology is used here because Tartir et al. [2005] call
the ontologies schemas ) (C):
CR = Cnt(C in KB)/Cnt(C in schema).
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2) Average population: The Average Population (AP) of classes in a KB is defined
as the number of instances of the KB (I) divided by the number of classes defined
in the ontology itself (C), as shown in the equation below:
AP = Cnt(KB(I))/Cnt(C in schema).
3) Cohesion: The Cohesion (Coh) of a KB is defined as the number of separate
connected components (SCC) of the graph representing the KB:
Coh = Cnt(SCC).
This is really the same metric as the Number of Root Classes defined earlier [Yao,
Orme, and Etzkorn 2005].
4) Fullness: The Fullness (F) of a class Ci is defined as the actual number of
instances that belong to the subtree rooted at Ci (Ci(I)) compared to the expected
number of instances that belong to the subtree rooted at Ci (Ci(I)), as shown in the
following equation:
F = Cnt(Ci (I))/Cnt(expected Ci (I)).
5) Inheritance Richness: The Inheritance Richness (IRc) is defined as the average
number of subclasses per class in the subtree:



IRc =

Ci C ST

Cnt ( H C ( SC , Ci ))
`

Cnt (C ST )

.

6) Relationship Richness: This is an instance-based version of the schema metrics
defined earlier. Here Φ(Ii,Ij), the instance level, is defined as the relationships that
are being used by instances Ii that belong to Ci . The schema level (Φ(Ci,Cj)) is
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defined as the relationships between classes in an ontology(schema) defined at
design phase. Then Relationship Richness (RR) of a class Ci is defined as follows:
RRc =

Cnt (( I i , I j ), I i  Ci ( I ))
Cnt ((Ci , C j ))

.

7) Connectivity: The connectivity (Conn) of a class Ci is defined as the number of
instances of other classes that are connected to instances of that class (Ij):
Conn = Cnt ( I j , ( I i , I j )  I i  Ci ( I )) .
8) Readability: The readability (Rd) of a class Ci is defined as the sum of the number
of attributes that are comments and the number of attributes that are labels within
the class:
Rd = Cnt(Att(rdfs:comment) to Ci) + Cnt(Att(rdfs:label) to Ci).
Here, both ‘rdfs:comment’ and ‘rdfs:label’ are an instance of ‘rdf:Property’ that
may be used to provide a human-readable description of a resource, with
‘rdf:Property’ referring to the class of RDF properties.
Note that the inheritance richness, relationship richness, and connectivity metrics
are similar to some of the cohesion metrics and could be considered helpful in identifying
anchor nodes in the future (again, with the same caveat as before: that we would probably
be trying to create new centrality metrics at that point). However, like the schema metrics,
they are more complicated than the original ontology cohesion metrics and, thus, a possible
future research area.
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2.2.3.5 Intrinsic Information Content Metric
According to Seco, Veale, and Hayes [2004], the intrinsic information content
metric measures the semantic similarity to WordNet, using the following equation:

ic wn  1 

log( hypo(c)  1
.
log(max wn )

In the equation above, the function hypo returns the number of hyponyms of a given
concept, while max

wn

is a constant that is set to the maximum number of concepts that

exist in the taxonomy. A hyponym is a linguistic term that means a sub-concept; in other
words, there is a gen-spec relationship between the hyponym (child) and its parent concept.
The basis of this metric is the assumption that the more WordNet definitions there
are, the less specific the information will be that is carried by the word. The fewer the
definitions, the more specific the information that is carried by the word will be. Further,
the more specific the information is, the more informative the word is, i.e., the more
information it carries.

2.2.3.6 Stable Semantic Metrics
According to Y. Ma et al. [2009], the following metrics can be used to assess the
quality of evolving ontologies:
1. Average Axiom Fanouts per Class (AAFC)
2. Number of Minimally Inconsistent subsets
3. Average Value of Axiom Inconsistencies
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2.2.3.7 Ontology Module Metrics
According to Oh and Ahn [2009], the following ontology module metrics are used
to measure modularity of the ontology:
1. Number of Relations (NR), which measures the number of all the relations
between classes in the ontology module M. This is defined as follows:
Where
distance(ci,cj)
refers to the number of links between ci and cj.
Then
nrbtw(ci,cj) =

1
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐶𝑖,𝐶𝑗)

,

if links exist between ci and cj;
otherwise,
nrbtw(ci,cj) = 0.
leading to:

NR( M )  
i

nrbtw(ci , c j )
Cnt (ci )

j

for class ci  M .c j  M . M: Module.
2.

Number of Separated Hierarchical Links (NSHL) is defined as follows.
Where
nshlbtw (ci, cj ) = 1,
if a hierarchical relation between ci and cj is disconnected;
otherwise,
nshlbtw (ci, cj ) = 0
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leading to:
NSHL(M) =

 nshlbtw(c , c
i

i

j

),

j

for ci  M , c j {O  M } ,
where O is the original ontology, M is the Module, and ‘–‘
is the difference operation.
3.

Number of Separated Relational Links (NSRL) is defined as follows.
Where
nsrlbtw(ci, cj ) = 1,
if a relation between ci and cj is disconnected;
otherwise,
nsrlbtw(ci, cj ) = 0,
leading to:
NSRL(M) =

 nsrlbtw(c , c
i

i

j

),

j

for ci  M , c j {O  M } , where O is the original ontology,
M is the Module, and ‘–‘ is the difference operation.

2.2.3.8 String Metric
The following string metric [Stoilos, Stamou, and Kollias 2005], Sim, can be used
to determine string matching and text similarity:
Sim(s1, s2) = Comm(s1, s2) − Diff(s1, s2) + Winkler(s1, s2),
where Comm(s1, s2) stands for the Commonality between s1 and s2, Diff(s1, s2) for the
Difference and Winkler(s1, s2) for the improvement of the result using the method
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introduced by Winkler and described by Stoilos, Stamou, and Kollias [2005]. The Winkler
function is available in Oracle databases for identifying how closely two strings agree with
each other to determine if there is a possibility of a data entry error. Accordingly,
Comm(s1, s2) is defined as
Comm(s1,s2) =

2 * i length (max ComSubString i )
length ( s1 )  length ( s2 )

,

where ComSubStringi is the substring appears in both s1 and s2 and Diff(s1, s2) is
defined as
Diff(s1, s2) =

uLen _ s1 * uLen _ s 2
  (1   ) * (uLen _ s1  uLen _ s 2  uLen _ s1 * uLen _ s 2) ,

where λ ∈ [0, ∞] and λ can be adjusted at will, and uLen_s1, uLen_s2 represent the length
of the unmatched substring from the initial strings s1 and s2 scaled with the string length,
respectively. Here “max” means “maximum.”

2.2.3.9 Topic-Based Audience Metrics
The following represent relevant topic-based audience metrics [Norguet and
Zimanyi 2005]:
1.

Consultation metrics: Term counting in Web pages gives a term frequency
vector representing the term consultation over the mining period.

2.

Frequency metrics: These metrics count the number of times each term
appeared over the mining period (for instance, a week or a month) forms the
term frequency metrics.
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3.

Presence metrics: If the Web site pages are static, the number of term
occurrences in the online pages gives another term frequency vector
representing the term presence in the Web site.

4.

Interest metrics: This refers to the consultation-to-presence ratio.

5.

Detailed information: This is a method to obtain a web page topic by using
both ontology and metrics information. The three metrics are formed by
counting the total number of times each term appears (consultation metrics),
the total number of pages on which each term occurs (presence metrics) and
the consultation-to-presence ratio (interest metrics).

Figure 2.1 below provides a visual representation of these topic-based audience metrics.

Figure 2.1 Hierarchical Aggregation [Norguet and Zimanyi 2005]

2.2.3.10 Ontometric
This approach [Lozano-Tello and Gómez-Pérez 2004] is intended to choose the
appropriate ontology for a task. The content, language, methodology, tool and costs are
33

metrics (some are collected through human-oriented analysis). The steps in this approach
are as follows:
1. The objective is placed at the root node.
2. The dimensions (content, language, methodology, tool and costs) are placed at
the first level.
3. The factors of each dimension are placed at the second level.
4. The lower levels are underneath these factors, i.e., the sub-trees of specific
characteristics of the particular evaluation project.

2.2.3.11 Approximate Metrics
The Richardson and Mazlack [2005] metrics are intended for use in merging
ontologies. The probabilities for each attribute of the first ontology related to each attribute
of the second ontology are calculated. The first step is to use Bayesian learning, one of the
well-known methods of machine learning techniques used in the ontology learning area.
Bayesian learning is based on Bayes’ theorem as shown in formula (1) to calculate the
probabilities of the attributes:

P( A | B) 

P( B | A)  P( A)
P( B)

.

(1)

Then the second step is to compute the cosine measure for those whose probabilities meet
the threshold value using formula (2):

x y

Cos(x,y) =

xX , yY

.

 x2  y2

xX

yY
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(2)

Finally, calculate the Kullback Leibler (KL) number using formula (3) with the results
calculated from the first step; this measures the divergence or difference between the
attributes:
D(p||q) =

p ( x)

 p( x).log( q( x) )

.

(3)

xX

According to Richardson and Mazlack [2005], for merging two ontologies, two
thresholds can be set, one for the cosine measure and the other for the KL divergence
values. Then the pairs whose cosine measure values are equal to or larger than the
threshold value and whose KL divergence values are smaller than the threshold value will
be selected for merger.

2.2.3.12 Relationship Deviation Metric (RDM)
This metric is intended to measure the quality of an ontology. Sathya and Uthayan
[2011] feel that this quality measurement should be repeated every time an ontology
changes (such as during a merger) in order to maintain ontology quality and also that this
kind of measurement should be performed during ontology selection. Relevant definitions
are as follows:
1. BWR: The Breadth Wise Relationships (BWR) metric counts the number of
relationships that exist between the concepts at each level (left-right).
2. DWR: The Depth wise Relationships (DWR) metric counts the number of
relationships that exist between the concepts in a hierarchical manner (topdown).
3. SRO: The Semantic Relationships in Ontology (SRO) metric counts the sum of
BWR and DWR.
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4. RDM: The Relationship Deviation Metric (RDM) metric counts the percentage
of division of BWR and SRO.
The following formula is used to measure the quality of an ontology:

RDM = (BWR / SRO)*100.

The breadth-wise relationship between the concepts (classes) of an ontology has
been calculated based on the relationships that exist between the sub-concepts of a concept.
Depth-wise relationships between the concepts of an ontology have been calculated based
on the relationships that exist between individual concepts and the root/base concept.
Semantic relationships in the ontology are the sum of BWR and DWR.

2.3

Previous Research in Ontology Matching Using Anchor Nodes
In our literature review in this area, we found only two groups besides our own who

specifically are researching how best to find anchor nodes for ontology matching. (Other
groups who study ontologies are not researching the best ways to find anchor nodes.
Instead, they use humans to select anchor nodes because that is the current accepted method
for finding anchor nodes.) To our knowledge, we are the only researchers who are
examining an automated way to do this). They expressed how methodologies for finding
anchor nodes are needed but listed this as an area of future research. We provide the
following quotes here so that we can illustrate the need for the methodology described in
our research. According to Levy et al. [2010],
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It is unclear how good anchor concepts are selected. There are certain
requirements, such as them being sharable and general enough to facilitate
successful ontology matching. What makes a good anchor is however
unclear and will require evaluation of real world scenarios. A methodology
to select good anchor points is needed.
In addition, Noy and Musen [2001] say,
The goal of the Anchor-PROMPT algorithm is to produce automatically a
set of semantically related concepts from the source ontologies using a set of
anchor matches identified earlier (manually or automatically) as its input….
A user can identify the anchors manually. An automated system can
identify them by comparing the names of the terms. For example, we can
assume that if the source ontologies cover the same domain, the terms with
the same names are likely to represent the same concepts. We can also use
a combination of system-determined and user-defined anchors.
Currently, these previous researchers used humans to identify anchor nodes. Our
research expands this to investigate automated identification and ranking of potential
anchor nodes.

2.4

Inter-rater Agreement
In this research, we used multiple human observers to rate nodes based on the

degree to which they could be considered an anchor node. In this situation, in order to
average the ratings provided by the human observers, it was first necessary to measure their
inter-rater agreement.
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In this work, we checked inter-rater agreement using the following formula [James,
Demaree, and Wolf 1984]:
rwg(J) = J[1 – (Sxj2 /σEU2 )]/(J [1– (Sxj2 /σEU2 )] + (Sxj2 /σEU2 ) ),
where rwg(J) is called the within-group inter-rater reliability for judges’ mean scores based
on J items, J is the number of items, Sxj2 is the mean of the observed variances on the J
items and σEU2 = (G2 – 1) / 12. Because our discrete rankings are from 1 to 5, therefore G
= 5 in our case and σEU2 = (52 - 1)/12 = 24/12=2.
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CHAPTER III

RESEARCH DESCRIPTION

To reiterate, the purpose of our research is to define anchor nodes based on their
typical characteristics. To do this, we examine different kinds of node characteristics and
try to determine whether those characteristics are specific to anchor nodes. That way, if
we can find a node possessing those types of characteristics, then we could say with
reasonable confidence that the node in question is an anchor node.
Our initial reasoning is as follows. First, even though it is unclear how good anchor
concepts/nodes are selected, we think good candidates for anchor nodes should be vital
nodes in the anchor node’s domain. That is, an anchor node would be a node that indicates
importance through the quantity and characteristics of its properties and its relations with
the other nodes in the ontology. For this, we will look at structural metrics. Second, in a
general sense, as Levy et al. [2010] previously said, “Anchor nodes should be sharable and
general enough to facilitate successful ontology matching.” To determine generality, the
inheritance hierarchy level is a possible metric.

To determine shareability, the

commonality of a word in a dictionary (or in WordNet) is a possibility.
Finally, using common sense, good anchor node candidates should comply with
most people’s judgment. That is, the acceptable standard for selecting anchor nodes in the
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past was human opinion. Any anchor nodes that we detect should, therefore, be the same
as those that a human would identify as being anchor nodes.
In this research, we considered only individual ontology matching to an arbitrary
unknown future ontology. Another way to conduct this study would be to consider
matching between pairs of ontologies. We have reserved that work for future research.

3.1

Overall General Research Methodology
An outline of our overall research methodology is shown below.
A. Derive Metrics. This is described further in Section 3.2.
a. Examine structural metrics, specifically centrality metrics.
b. Examine semantic metrics based on WordNet.
B. Collect data on real-world ontologies and rank nodes. This is described further
in Section 3.3.
a. Examine real ontologies downloaded from the web.
b. Collect centrality metrics on these ontologies.
c. Rank anchor nodes based on individual and combined metrics values.
C. Collect expert analyses—determine whether anchor nodes detected by our
methodology match the acceptable standard of human selection.

This is

described further in Section 3.5.
a. Give experts the ontology.
b. Ask experts to grade each node in the ontology for its likely use as an anchor
node when considering possible matching of this given ontology to one or
more arbitrary ontologies.
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D. Perform Statistical Analyses. Three different experiments were performed (the
first preliminary study, second expanded preliminary study and final study).
The statistical analyses performed for each experiment are described in the
section that describes that experiment (the first preliminary study is described
in Section 3.4, the second expanded preliminary study is described in Section
3.5 and the final study is described in Section 3.6).
a. Perform correlations.
b. Perform simple and multiple linear regression (used Mini-tab software).
Section 3.2 describes the centrality metrics that we used to identify anchor nodes,
while Section 3.3 describes the ontologies (the data) we examined in our research. Section
3.4 describes the research methodology employed in our first preliminary study, Section
3.5 describes the research methodology employed in our second (expanded) preliminary
study and Section 3.6 describes the research methodology we employed in our final study
that was intended to be a more realistic study.

3.2

Currently Defined Ontology Anchor Node Metrics
All of the structural ontology node metrics defined in Table 3.1 are centrality

metrics. The Cent_ metric is a combined metric that is a simple sum of the various
centrality metrics.
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Table 3.1 Structural and Semantic Ontology Anchor Node Metrics Definitions
Metric
Abbreviation

Metric Name

Metric Definition

Structural Ontology Anchor Node Metrics
Sub_
Super_

subClassScore

The number of its children classes

superClassScore The number of its parent classes

Domain_

domainScore

The number of domains it exists in

Range_

rangeScore

The number of value ranges it has

Cent_

Centrality

The sum of the values of subClassScore,
SuperClassScore, domainScore, rangeScore

Semantic Ontology Anchor Node Metrics
Def_

3.3

WordNet
Definition
Number

The number of definitions in WordNet

Ontology Data Employed in the Research
Seven ontologies arbitrarily downloaded from the internet were chosen. All of

these ontologies were drawn from the domain of travel/tourism. This domain was selected
since there are a reasonable quantity of ontologies available in the domain. Later in this
dissertation, we refer to each ontology by its number (for example, Ontology Number 1,
Ontology Number 2, etc.).


Ontology Number 1 - Tourism:
http://jxml2owl.projects.semwebcentral.org/sample/tourism.owl#



Ontology Number 2 - TravelAgencyFlightsOnly:
http://www.owl-ontologies.com/TravelOnt08#
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Ontology Number 3 - Travel:
http://www.owl-ontologies.com/travel.owl#



Ontology Number 4 - TravelAgency:
http://www.owl-ontologies.com/TravelOnt08#



Ontology Number 5 - Itinerary-ont:
http://www.daml.org/2001/06/itinerary/itinerary-ont#



Ontology Number 6 - ETP-tourism:
http://www.info.uqam.ca/Members/valtchev_p/mbox/ETP-tourism.owl#



Ontology Number 7 - Travelontology:
http://keg.cs.tsinghua.edu.cn/ontology/travel#

3.4

Preliminary Study
In our first preliminary study [Wu and Etzkorn 2014], we separated the seven

ontologies into two groups: a pilot group (Group 1), which includes the first four ontologies
and a verification group (Group 2), which includes the last three ontologies.
In this work, a single person (John Wu) served as the only human observer and
ranked nodes according to their “quality” as anchor nodes before ever collecting or
considering any metrics data. Therefore, any possible bias based on the human observer
specifically choosing the correct anchor nodes to make the methodology work was avoided.
The ranking scale used ranged from 1 to 5:
•

1 indicated least likely to be an anchor node

•

5 indicated most likely to be an anchor node
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We used the human observer’s ranking data as the acceptable standard for
regression. This meets Ontology Anchor Node Metric Requirement 3.
We also created separate regression models for each ontology using the main
structural centrality metric (Cent_) (see Table 3.1 ) only, then separate regression models
for each ontology using the semantic (WordNet) metric (Def_) (see Table 3.1 ) only, then
finally separate regression models using both the main structural centrality (Cent_) metric
and the semantic (WordNet) metric (Def_ ). The Cent_ metric is a new metric that we
created. It is a combination of Sub_, Super_, Domain_ and Range_ (see Table 3.1 ). This
metric and its sub parts are defined in Table 3.1. It is different from the [Hsi, Potts, and
Moore 2003] metrics. The Def_ metric is a new metric that we created. It is defined in
Table 3.1. In a different portion of our preliminary study, we separately used the various
metrics (all individual factors) that were originally included within the main Cent_ metric,
that is, we used Sub_, Super_, Domain_ and Range_ in separate regression equations for
each ontology, together with the semantic (WordNet) metric (Def_ ).
Finally, we developed separate overall regression equations using the data over all
of the ontologies. One of these overall equations employed the main centrality metric
(Cent_) and the semantic (WordNet) metric (Def_) together. The other overall equation
employed the Sub_, Super_, Domain_ and Range_ metrics (all individual factors) with the
semantic (WordNet) metric (Def_).

3.5

Preliminary (Expanded) Study
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This expanded (but still preliminary) study [Wu and Etzkorn 2015] is an
extension of our previous preliminary study. The research procedure expands our original
preliminary study by using the combined ratings of multiple human observers instead of
the ratings of a single human observer to better identify the nodes in an ontology that are
indeed anchor nodes.
For this task, we recruited fifteen human observers, all with extensive computing
backgrounds and at least five years of experience in Information Technology (IT). These
human observers rated nodes in several ontologies based on the degree to which those
nodes were anchor nodes. The use of several human observers improves our previous work
by making the ratings more realistic (in that the rankings do not depend on a single person
but reflect the opinions of many) and by removing bias resulting from using an individual
human observer. Our new team of human observers did not include the original observer
from the first pilot study.
The human observers were co-workers of John Wu. They were selected because
of their Information Technology (IT) experience, which would reasonably allow them to
understand an ontology graph. Each human observer had at least five years of experience.
Some had twenty-five years of experience.
The observers were isolated from each other and did not interact during the
experiment. The observers were given complete graphs of ontologies, printed on large
sheets so that they could view the entire graph. The ontology that the observers chose to
analyze first was completely up to the individual observer and, therefore, random in regard
to the experiment.
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We then used the same equations that we had previously developed during the first
preliminary study and compared the values from these equations to the ratings of the human
observers. The equations that we used were the two separate overall regression equations
using the data over all the ontologies. One of these overall equations employed the main
centrality metric (Cent_) and the semantic (WordNet) metric (Def_) together. The other
overall equation employed the Sub_, Super_, Domain_ and Range_ metrics (all individual
factors) with the semantic (WordNet) metric (Def_). The data sources are the same as that
of our first preliminary study.
To make sure it is valid to average the ranking values from the fifteen human
observers, we calculated the inter-rater agreement using the formula rwg(J) mentioned above.
Table 3.2 shows that the inter-rater agreement values are quite good.

Table 3.2 Inter-rater Agreement for the Human Observer Rankings
Ontology Number

rwg

Number of Nodes

1
2
3
4
5
6
7

0.87
0.79
0.98
0.99
0.58
0.99
0.96

8
9
34
72
11
193
75
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We used the following standard for inter-rater agreement [Fleiss 1981]:


0.75 and greater = excellent



0.40 to 0.7 = fair to good



Less than 0.40 = poor

Since the level of agreement was fairly high, we determined that it was possible to calculate
an average of their ratings and compare that to our regression models.
We correlated the averaged rankings provided by our team of human observers (see
Section 3.5) with the calculated values produced by the regression models found in Table
4.5 (as mentioned earlier, these regression models were created in our first preliminary
study [Wu and Etzkorn 2014], using a single human observer.). We checked the normality
of the

data prior to each correlation. If the data was normal, we used Pearson’s correlation.

If the data was not normal, we used Spearman’s correlation.

3.6

Final Study
Although our two preliminary studies resulted in fairly good results, they had

limitations since the equations used in both pilot studies were originally developed by
regressing against a single human observer’s ratings.
In this section, we report the results of a more generally applicable approach using
the following methodology:
Step 1. Choose one of a group of ontologies that is considered to be a good
representative of that group (probably not the largest nor the smallest of
the group of ontologies).
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Step 2. Collect human ratings on that one representative ontology; if there is good
inter-rater agreement, then calculate the averages of those human ratings.
Step 3. Create various regression models over that one representative ontology
by comparing the various metrics to the averages of the human ratings.
Step 4. Choose the best collection of regression models that were developed over
that one representative ontology.
Step 5. Compare the results of those chosen regression models to the results of
human ratings (where there is acceptable inter-rater agreement) over all
the other ontologies in that group of ontologies.
The human observers were determined to have good inter-rater agreement (see
Section 2.4); thus it was reasonable to average these ratings and to compare our metrics
versus those averages.
We obtained two regression models in a manner similar to what we did in our first
preliminary study. In this case, the first model (Model1) uses two predictors (Centrality
and the number of definitions in WordNet as predictors), whereas the second model
(Model2) uses all individual factors (Sub_, Super_, Domain_ and Range_) as predictors.
Compared with the original regression equations from the first preliminary study,
the regression formulas developed in this final study included fewer metrics, as we reduced
the number of metrics by two steps:
1.

We performed an inter-correlation check. When two metrics were highly intercorrelated, only one of the two metrics was included.

2.

After regression, we removed those metrics that were not significant (high pvalues).
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We chose the second largest ontology as being of a representative and reasonable
size. After we obtained these formulas from the second largest ontology, we applied them
to the remaining six ontologies.
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CHAPTER IV

RESEARCH RESULTS

In this chapter, we present the results from the first preliminary study, the second
(expanded) preliminary study and our final study.

4.1

Results from the First Preliminary Study
This study included separate regression models for each ontology using the main

structural centrality metric (Cent_) only, then separate regression models for each ontology
using the semantic (WordNet) metric (Def_) only and then separate regression models
using both the main structural centrality (Cent_) metric and the semantic (WordNet) metric
(Def_ ). In a different portion of our preliminary study, we used separately the various
metrics (all individual factors) that were originally included within the main Cent_ metric;
that is, we used Sub_, Super_, Domain_ and Range_ in separate regression equations for
each ontology, together with the semantic (WordNet) metric (Def_ ).
Also, in this study, we developed separate overall regression equations using the
data over all the ontologies. One of these overall equations employed the main centrality
metric (Cent_) and the semantic (WordNet) metric (Def_) together. The other overall
equation employed the Sub_, Super_, Domain_ and Range_ metrics (all individual factors)
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with the semantic (WordNet) metric (Def_). Note that the p-values for the individual
factors are shown in Appendix A.
We verified that the requirements for linear regression were met. These include a
lack of correlation of variables (independence) and normality of the error distribution.
Also note that the residual plots to show the conditions for normality are presented in
Appendix B.
In the following tables, we show the results of these different sub-parts of our case
study. In each of these tables, the Ont # is the Ontology index number from Section 3.3.
From the information in Table 4.1, three of the regressions are significant at

α

= 0.05; only the regression with Ont # 2 is not significant. The first regression has the best
result. Here, the R-Sq(adj) is slightly higher than 50%.

Table 4.1 Regressions Using Centralities Only
Ont #

Regression Model

P-value

R-Sq(adj)

Number of
Nodes

1

Rank=0.632+0.816 Cent_

0.028

51.2%

8

2

Rank=1.44+0.333 Cent_

0.344

0.4%

9

3

Rank=1.42+0.400 Cent_

<0.001

37.0%

34

4

Rank=1.29+0.212 Cent_

<0.001

20.4%

72

In Table 4.2, all of the regressions are significant at α =0.05. The second regression
gives the best result, although all regressions show good values, as the R-Sq(adj) for each
ontology is above 50%.
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Table 4.2 Regressions Using Definition Information in WordNet Only
Ont #

Regression Model

P-value

R-Sq(adj)

1

Rank=1.61+0.282 Def_

0.011

63.5%

Number of
Nodes
8

2

Rank=1.38+0.391 Def_

0.002

74.5%

9

3

Rank=1.46+0.322 Def_

<0.001

64.2%

34

4

Rank=1.29+0.267 Def_

<0.001

60.4%
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In Table 4.3, all of the regressions are significant at α =0.05. The first regression
gives the best result, although the remaining regressions are much better than the previous
results. This tells us that using both structural (centrality) and semantic (WordNet) metrics
provides a better result than either taken separately.
We also tried a similar regression using all of the individual structural factors as
separate metrics (sub-metrics of the centrality metric) together with the WordNet metric.
This is shown in Table 4.4.
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Table 4.3 Regressions Using Both Centralities and WordNet
Ont #

Regression Model

P-value

R-Sq(adj)

Number of
Nodes

1

Rank = 0.348 + 0.566 Cent_ +
0.216 Def_

0.011

90.1%

8

2

Rank = 0.543 + 0.316 Cent_ +
0.388 Def_

0.001

85.6%

9

3

Rank = 1.06 + 0.260 Cent_ +
0.270 Def_

<0.001

78.8%

34

4

Rank = 0.967 + 0.154 Cent_ +
0.247 Def_

<0.001

71.7%

72

Table 4.4 Regressions Using all Centrality Sub-factors Separately, Together with
WordNet

1

Rank = 1.61 + 0.282 Def_

0.011

63.5%

Number of
Nodes
8

2

Rank = 1.38 + 0.391 Def_

0.002

74.5%

9

3

Rank = 1.46 + 0.322 Def_

<0.001

64.2%

34

4

Rank = 1.20 + 0.663 Domain_
+ 0.224 Def_

<0.001

76.1%

72

Ont #

Regression Model

P-value

R-Sq(adj)
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In Table 4.4, all of the regressions are significant at α =0.05. Here, the second
regression gives the best result, and the rest of the regressions are similar or even better
than the previous results (using Cent_, the simple summation of the sub-centrality metrics)
that were shown in Table 4.2. Again, this tells us that using both structural (centrality) and
semantic (WordNet) metrics together provides a better result.
In this last regression analysis of our case study, we took all four ontologies and
treated them as one, within a larger study.
The overall regression model using both the simple sum of various sub-centrality
metrics (Cent_) as the structural metric and definition information from WordNet over all
four ontologies is Overall Model 1 (see Table 4.5). The overall regression model using all
centrality sub-factors separately, together with WordNet, is Overall Model 2 (see Table
4.5).

Table 4.5 Regression Models Over All Ontologies
P-value

R-Sq(adj)

Number of
Nodes

Overall Rank = 1.01 +0.177*Cent_ +
Model 1 0.272*Def_

<0.001

73.9%

123

Overall Rank = 1.26 + 0.654 Domain_ +
Model 2 0.258 Def_

<0.001

76.5%

123

Regression Model
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The R-Sq(adj) value of either model gives an accepted value (73.9% and 76.5%)
under the significant level α =0.05. This means that using either one can replace the
regression formula derived from any specific ontology in this domain.

4.1.1

Using the Regression Formula to Check the Matched Ratio
In the following tables, we examine the results of our overall regression model in a

different way, looking at how many nodes were identified as anchor nodes (using our
regression models) out of the total number of nodes in the different ontologies, for each
separate ontology.
In Tables 4.6 and 4.7, we examine how our overall formulas work over ontology
Group 1 (the pilot group). In Tables 4.8 and 4.9, we examine how our overall formulas
work over ontology Group 2 (the verification group).

Table 4.6 Results Using Overall Model 1 with Group 1
Ont #

Number of
Nodes

Matched
Nodes

Matched Ratio

1

8

6

0.75

2

9

5

0.55

3

34

22

0.647

4

72

49

0.681
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Table 4.7 Results Using Overall Model 2 with Group 1
Ont #

Number of
Nodes

Matched Nodes

Matched Ratio

1

8

6

0.750

2

9

6

0.667

3

34

24

0.706

4

72

60

0.833

Table 4.8 Results Using Overall Model 1 with Group 2
Ont #

Number of
Nodes

Matched Nodes

Matched Ratio

5

8

5

0.625

6

193

138

0.715

7

84

46

0.548

Table 4.9 Results Using Overall Model 2 with Group 2
Ont #

Total # of Nodes

Matched Nodes

Matched Ratio

5

8

3

0.375

6

193

148

0.767

7

84

44

0.523
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From the above four tables, we can see that both regression formulas have similar
results over the ontologies of Groups 1 and 2. The matched nodes ratio is low when the
number of ontology nodes is low, and the ratio increases when the number of nodes is
higher. The higher the number of nodes, the higher the match nodes ratio will be. This is
understandable because, for an ontology that contains fewer nodes, one miss can cause a
larger ratio percentage.

4.1.2

Comparing the Regression Models to Human Observer Ratings and to
Random Chance
In this study, we examined whether our regression models better matched human

observer ratings (in this case, a single human observer) than did random chance. Note that
this is a reasonable study since automatically identifying anchor nodes has not been done
before (to our knowledge), so there are no other competitive approaches. (Of course, we
are also interested in how well our models match the human observer ratings.)
We examined the correlations among the regression, human observer ratings and
random assignment (assigned by throwing a dice). Here the regression models were
“categorized” before the comparison; that is, they were mapped to integer values. If the
value was greater than 0.45, we rounded up; if it was less than 0.45, then we rounded down.
Tables 4.10 through 4.17 show these correlations over different ontologies. The
data was not normal, so a Spearman’s correlation was employed. Note that a correlation
between random chance and the regression models was included for completeness. For
Tables 4.10 through 4.13, Overall Model 1 was employed.
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In the tables of this chapter and later chapters, the numbers, whose corresponding
P-values are not significant are grayed out.

Table 4.10 Correlation among Different Methods for Ont # 1, Model 1 (# of Nodes = 8)
Human

P-value

Overall
Model 1

P-Value

Random

0.411

0.312

0.574

0.137

Overall
Model 1

0.842

0.009

N/A

N/A

Table 4.11 Correlation among Different Methods for Ont # 2, Model 1 (# of Nodes = 9)
Human

P-value

Overall
Model 1

P-Value

Random

0.128

0.744

0.074

0.850

Overall
Model 1

0.883

0.002

N/A

N/A

Table 4.12 Correlation among Different Methods for Ont # 3, Model 1 (# of Nodes = 34)

Human

P-value

Overall
Model 1

P-Value

Random

-0.214

0.225

-0.192

0.275

Overall
Model 1

0.893

<0.0001

N/A

N/A
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Table 4.13 Correlation among Different Methods for Ont #4, Model 1 (# of Nodes = 72)
Human

P-value

Overall
Model 1

P-Value

Random

-0.105

0.379

-0.108

0.367

Overall
Model 1

0.799

<0.0001

N/A

N/A

From Tables 4.10 through 4.13, we can tell that the human observer and Overall
Model 1 have good correlation coefficients and the P-value is significant at α =0.05.
However, the random selection method does not have a significant correlation with the
human observers. Therefore, Overall Model 1 performs much better than random chance
in identifying anchor nodes.
For Tables 4.14 through 4.17, Overall Model 2 was employed.

Table 4.14 Correlation among Different Methods for Ont # 1, Model 2 (# of Nodes = 8)
Human

P-value

Overall
Model 2

P-Value

Random

0.411

0.312

0.479

0.229

Overall
Model 2

0.953

0.001

N/A

N/A

59

Table 4.15 Correlation among Different Methods for Ont # 2, Model 2 (# of Nodes = 9)
Human

P-value

Overall
Model 2

P-Value

Random

0.128

0.744

0.268

0.486

Overall
Model 2

0.928

<0.0001

N/A

N/A

Table 4.16 Correlation among Different Methods for Ont # 3, Model 2 (# of Nodes = 34)
Human

P-value

Overall
Model 2

P-Value

Random

-0.214

0.225

-0.229

0.192

Overall
Model 2

0.928

<0.0001

N/A

N/A

Table 4.17 Correlation among Different Methods for Ont #4, Model 2 (# of Nodes = 72)
Human

P-value

Overall
Model 2

P-Value

Random

-0.105

0.379

-0.063

0.602

Overall
Model 2

0.908

<0.0001

N/A

N/A

The results from Tables 4.14 through 4.17 are similar to the results from Tables
4.10 through 4.13. Therefore, Overall Model 2 performs much better than random chance
in identifying anchor nodes.
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4.1.3

Summary of Results from the First Preliminary Study
This preliminary work indicated that combined structural and semantic ontology

metrics may reasonably be able to identify good anchor nodes for ontology matching.
However, the primary threats to validity in this initial work is that one single person
representing human opinion as an acceptable standard was not convincing. This led to our
second (expanded) preliminary study.

4.2

Results from the Expanded Preliminary Study
Here, as discussed earlier, we correlated the averaged rankings provided by our

team of human observers with the calculated values produced by the overall regression
models from Table 4.5. The equations that we used were the two separate overall
regression equations using the data over all the ontologies. One of these overall equations
employed the main centrality metric (Cent_) and the semantic (WordNet) metric (Def_)
together. The other overall equation employed the Sub_, Super_, Domain_ and Range_
metrics (all individual factors) with the semantic (WordNet) metric (Def_).
We checked the normality of the data prior to each correlation. If the data was
normal, we used Pearson’s correlation. If the data was not normal, we used Spearman’s
correlation.
In Table 4.18, the correlations between the averages of the human observers and
Overall Model 1 (see Table 4.5) are shown. The correlations for which the p-value was
not significant at α=0.05 are grayed out. Thus, three of the seven correlations were
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significant at α=0.05. Note that, if we increase α to α=0.10, the results are the same as with
α=0.05.
Table 4.18 Correlation between Human Observer Ratings and Overall Model 1
Ont #

Correlation
Coefficient

Correlation
P-value

Number of Nodes

1
2
3
4
5

0.177
0.502
0.227
0.359
0.177

0.676
0.168
0.197
0.002
0.602

8
9
34
72
11

6

0.241

0.001

193

7

0.242

0.037

75

In Table 4.19, the correlations between the averages of the human observers and
Overall Model 2 (see Table 4.5) are shown. As with Table 4.18, the correlations for which
the p-value was not significant at α=0.05 are grayed out, which indicates that two of the
seven correlations were significant at α=0.05. Also as with the previous table, if we
increase α to α=0.10, the results are the same as with α=0.05.
Using Cohen’s [1990] correlation magnitude scale, if the absolute value of the
correlation coefficient x is <0.1, then the correlation coefficient is considered to be trivial.
If the absolute value of x is between 0.1 and 0.3, then the correlation coefficient is
considered to be minor. If the absolute value of x is between 0.3 and 0.5, then the
correlation coefficient is considered to be moderate. If the absolute value of x is between
0.5 and 0.7, then the correlation coefficient is considered to be large. If the absolute value
of x is between 0.7 and 0.9, then the correlation coefficient is considered to be very large,
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and if the absolute value of x is between 0.9 and 1.0, then the correlation coefficient is
considered to be almost perfect. Based on Cohen’s scale, the correlation with Ontology 4
has a moderate correlation, and the correlations with Ontologies 6 and 7 have minor
correlations.

Table 4.19 Correlation between Human Observer Ratings and Overall Model 2
Ont #

Correlation
Coefficient

Correlation
P-value

Number of Nodes

1
2

0.414
0.395

0.308
0.293

8
9

3
4
5
6

0.209
0.300
0.177
0.225

0.235
0.010
0.602
0.002

34
72
11
193

7

0.189

0.104

75

It is interesting that two of the three ontologies that have significant correlations
are the same (and at the same level) using both Overall Model 1 and Overall Model 2.
In our previous research [Wu and Etzkorn 2014], we examined the results of our
overall regression models in a different way. First, we categorized the results of both the
human observer ratings and the regression models (Overall Model 1 and separately Overall
Model 2) in the following way: they were mapped to integer values so that x.45 rounded
up while x.44 rounded down. Then we looked at how many exact integer matches we
obtained and compared that to the total number of nodes in the individual ontologies.
These exact integer matches are useful because restricting values to an integer
makes it easy to choose which nodes are “acceptable.” For example, it would be possible
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to say that nodes with values of 4 or 5 are acceptable, whereas nodes with values below 4
are unacceptable.
The results comparing the categorized average human observer ratings to the
categorized values of Overall Model 1 are shown in Table 4.20.

Table 4.20 Correlation between Categorized Human Observer Ratings
and Categorized Overall Model 1
Ont #

Correlation
Coefficient

Correlation
P-value

Number of Nodes

1

0.041

0.923

8

2
3
4
5

0.668
0.255
0.422
0.553

0.049
0.145
<0.0001
0.078

9
34
72
11

6

0.191

0.008

193

7

0.182

0.117

75

In Table 4.20, the correlations between the averages of the human observers and
Overall Model 1 (see Table 4.5) are shown. The correlations for which the p-value was
not significant at α=0.10 are grayed out. Thus, four correlations were significant at α=0.10.
For this result, we used α=0.10, which is less strict than when we used α=0.05 in
our previous experiment. However, we did obtain more workable results, in that there are
now four ontologies for which the p-value is significant, and of those four ontologies, two
have large correlations, one has a moderate correlation and one has a minor correlation.
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In Table 4.21, the correlations between the averages of the human observers and
Overall Model 1 (see Table 4.5) are shown. The correlations for which the p-value was
not significant at α=0.10 are grayed out, indicating that four correlations were significant
at α=0.10.

Table 4.21 Correlation Between Categorized Human Observer Ratings and
Categorized Overall Model 2

1
2
3
4

Correlation
Coefficient
0.462
0.543
0.289
0.254

Correlation
P-value
0.250
0.131
0.097
0.032

5
6
7

0.482
0.204
0.197

0.133
0.004
0.090

Ont #

Number of Nodes
8
9
34
72
11
193
75

For this result, we used α=0.10, which is less strict than α=0.05 from our previous
experiment. However, we did obtain more workable results, finding four ontologies with
significant p-values. However, of those four, all have minor correlations.
It is interesting that, generally, the larger ontologies have significant correlations
with reasonable correlation coefficients.

4.2.1

Summary of Results from the Second (Expanded) Preliminary Study
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This second preliminary study was an extension of our first preliminary study in
which we used a single human observer and created various regression models by
comparing our metrics to that human observer’s ratings. However, in this expanded
preliminary study, we extended the previous work to include multiple human observers.
We checked the inter-rater agreement between these human observers, and since the level
of agreement was fairly high, we determined that it was possible to calculate an average of
their ratings and compare that to our regression models. The results compared to the
regression models were fairly good, making us hopeful that this approach could work.
However, the work we reported in this paper was still only an extended preliminary
study because we used the original regression equations (Overall Model 1 and Overall
Model 2) that we developed in our original preliminary study using only a single human
observer.
Although this resulted in fairly good results, a more realistic approach was
necessary. Our final study employed this more practical approach.

4.3

Results from the Final Study
Here we present the results from our final study that provides a methodology that

could be used for real-world applications, such as the semantic web, to identify anchor
nodes prior to performing ontology matching.

4.3.1

Research Results
Here we report the results of our more realistic, generally applicable approach that

used the following methodology:
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Step 1. Choose one of a group of ontologies that is considered to be a good
representative of that group (probably not the largest nor the smallest of
the group of ontologies).
Step 2. Collect human ratings on that one representative ontology; if there is good
inter-rater agreement, then calculate the averages of those human ratings.
Step 3. Create various regression models over that one representative ontology
by comparing the various metrics to the averages of the human ratings.
Step 4. Choose the best collection of regression models that were developed over
that one representative ontology.
Step 5. Compare the results of those chosen regression models to the results of
human ratings (where there is acceptable inter-rater agreement) over all
the other ontologies in that group of ontologies.
We chose the second largest ontology as being of a representative and reasonable
size. The regression models obtained from the second largest ontology are shown in Table
4.22. After we obtained these formulas from the second largest ontology, we applied them
to the remaining six ontologies. Note that the p-values for individual factors are shown in
Appendix A.
As mentioned above, we verified that the assumptions for linear regression were
met. These include a lack of correlation of variables (independence) and normality of the
error distribution. The residuals plots to show the conditions for normality are shown in
Appendix B.

Table 4.22 Regression Formulas (# of Nodes = 75)
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M
#

1

2

Type

Regression formula

R-Sq.

R-Sq(adj)

Based on Mean
1
of Score of
Importance

Y=2.40+0.116*Cent_

22.2%

21.1%

Based on Mean
2
of Score of
Importance

Y=2.52+0.114*Domain +
0.141*Range

24.8%

22.7%

For the two regression formulas, the R-Sq(adj) values are 21.1% and 22.7%,
respectively, which are not as high as those found in our preliminary studies. However,
this is to be expected since the human observer values for several observers are more
variable than that for a single observer. This is not really an issue for our overall results
from this study; even if our regression equations are unremarkable for the second largest
ontology, what we are actually interested in is how well these equations predict anchor
nodes in the remaining ontologies.
Table 4.23 gives the correlation information (p-values and correlation coefficients)
between the mean values and calculated values obtained from Model 1. Out of the six
ontologies, the p-values of the correlation of four of the ontologies are significant. Of
these, we have (according to Cohen’s scale) one very large correlation, one large
correlation and two moderate correlations. Therefore, using this equation, we were able to
fairly accurately identify anchor nodes.

Table 4.23 Correlation Information from Model 1 (Centralities & WordNet Definition)
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1

Correlation
Coefficient for
Model 1
0.862

2
3
4
5

0.207
0.628
0.456
*

0.593
<0.001
<0.001
*

9
34
72
11

6

0.406

< 0.001

193

Ont #

p-value for
Model 1

Number of
Nodes

0.006

8

* means ALL values used for correlation ended up identical and, thus, the Minitab software produced no results

Similarly to Table 4.23, Table 4.24 gives the correlation information (p-values and
correlation coefficients) between mean values and calculated values obtained from Model
2. Out of the six ontologies, the p-values of the correlation of four of the ontologies are
significant. These are the same four ontologies for which Model 1 was significant. Of
these, we have (according to Cohen’s scale), one very large correlation and three moderate
correlations. Therefore, as with Model 1, this equation was able to fairly accurately identify
anchor nodes.

Table 4.24 Correlation Information from Model 2 (All Factors)
Ont #

Correlation
Coefficient for
Model 2

Correlation
P-Value for
Model 2
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Number of Nodes

1

0.899

0.02

8

2
3
4
5
6

0.180
0.484
0.467
*
0.434

0.642
0.004
<0.001
*
0.001

9
34
72
11
193

* means ALL values used for correlation ended up identical and, thus, the Minitab software produced no results

4.3.2

Summary of the Results of the Final, More Realistic Study
Using the models developed through this more realistic methodology, we were able

to fairly accurately identify anchor nodes.

4.4

Overall Research Summary
Our research in this dissertation assumed that ontologies were stored in graph

format and were machine-readable. In this research, we performed the following studies.

4.4.1

Study 1: A Preliminary Study
This is a study that employed a single human observer. This allowed a full run-

through of the methodology, but suffered from potential bias associated with using a single
human rater.
In this preliminary study, we created the following individual regression equations
for each of the first four ontologies:


Equation using centrality metrics only



Equation using semantic metrics only



Equation using centrality metrics and semantic metrics
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Equation using individual factors that make up the centrality metric, plus the
semantic metrics

We also developed two overall regression models for the first four ontologies
taken as a group:


Equation using centrality metrics and semantic metrics



Equation using individual factors that make up the centrality metric, plus the
semantic metrics

The R-Sq(adj) value of the overall regression models gives the accepted values
(73.9% and 76.5%) under the significance level α =0.05.
We then applied the overall regression equations to the last three ontologies and
compared the node rankings provided by the regression equations to the human observer
ratings. The matched ratio values were quite good, ranging from 0.375 to 0.767, and all
but one was above 0.5.
Then we examined whether our regression models worked better at matching
human observer ratings (in this case, a single human observer) than did random chance.
To do this, we examined the correlations among the regression, human observer ratings
and random assignment (assigned by throwing a dice). Our models performed better than
random chance in all cases.
Since using a single human observer resulted in potential bias, we followed our
initial preliminary study with a second, expanded preliminary study.

4.4.2

Study 2: Expanded Preliminary Study
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In our expanded preliminary study, we recruited 15 human observers to rank the
anchor nodes in the travel ontologies. Each of the human observers had at least five years
of IT experience and, based on this background, was expected to reasonably be able to
understand an ontology graph.
We calculated inter-rater agreement of the human observers over each of the travel
ontologies. Inter-rater agreement was acceptable in all cases; therefore, we were able to
average the human observer ratings for each node in the ontology.
Using correlations (Pearson’s correlation when the data was normal and
Spearman’s correlation when the data was not normal), we then compared the overall
models developed in the first preliminary study to the human observer rankings over all
the travel ontologies. For Overall Model 1, we found three significant correlations, while
Overall Model 2 yielded two significant correlations. When working with categorized
values, we had four significant correlations for both Overall Model 1 and Overall Model
2.

4.4.3

Study 3: Final Study
In our final study, we used the methodology described in Section 4.3.1. Using

this methodology, we selected a representative ontology (in this case, the second largest
ontology) and used linear regression to develop two models: Model 1 using centrality
metrics and semantic metrics and Model 2 using the individual factors that were part of the
centrality metric, together with semantic metrics.
We then correlated the results of these two models with the human observer ratings
over the remaining ontologies. Using Model 1, four of the six ontologies displayed
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significant correlations. Using Model 2, four of the six ontologies showed significant
correlations. Note that the largest of these ontologies had significant correlations.

4.5

Analysis of Results
Since our methodology appeared to work in the domain of travel ontologies, the

choice of centrality and semantic metrics based on WordNet appears to be a good choice,
at least so far. Of course, additional studies in different domains and using different metrics
are required to further validate these results.
Our methodology appeared to work better on larger ontologies. Note that it makes
sense that using metrics on large ontologies would give better statistical results than using
metrics on small ontologies since metrics are empirically derived and, thus, are based on
statistical principles that hold for large populations. This gives hope that our methodology
can be used for real-world applications, such as the semantic web.
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CHAPTER V

CONCLUSIONS AND FUTURE RESEARCH

This research must be applied in the context of machine-readable ontologies stored
in graph format. In this context, our work indicates that combined structural and semantic
ontology metrics may reasonably be able to identify good anchor nodes for ontology
matching within a single domain. When our final full procedure was employed in the
domain of travel ontologies, results were quite successful, in that we identified two
equations that could reasonably be employed to identify anchor nodes. However, we do
not necessarily expect that the equations we developed for the travel ontology domain
would apply to other domains. One must re-apply the methodology in the different
domains to develop appropriate equations for each domain.
Therefore, under the assumption that all ontologies are stored in a machine-readable
graph format, the primary contribution of our research is our heuristic, metrics-based
methodology (described in this dissertation) for how one would use combined structural
and semantic ontology metrics to identify good anchor nodes for ontology matching within
a single domain.
However, our work as described in this dissertation focused only on the single
domain of tourism, so this was a threat to the validity of our work. Therefore, subsequent
work should extend this study over ontologies drawn from different domains. However,
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the fact that our methodology appeared to work better on the larger ontologies of the
tourism domain is promising, although studying even larger ontologies in other domains is
also necessary.
Other possibilities for future research would involve using different human
observers and different metrics. We have already identified several other metrics that could
potentially be used here, such as expansions of coupling and cohesion metrics; many others
are possible.
Another possible area of future study would be to actually run ontology matching
algorithms on various pairs of ontologies, starting with different nodes each time (i.e.,
starting with different nodes considered as the anchor node) and calculating the time
required to do the ontology matching. Then new equations could be created by regressing
various metrics against the actual time required for ontology matching algorithms to run.
This is impractical on large ontologies because graph matching is NP-hard; however,
performing this on small ontologies would at least serve as a comparison to our
methodology.
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APPENDIX A
Initial P-Values for Individual Factors
A.1

P-values for Individual Factors for Preliminary Study
Table A.1 P-values for Individual Factors for Regressions Using Centralities Only

Metric
Abbreviation
Cent_

Metric Name

Ont #1

Ont #2

Ont #3

Ont #4

Centrality

0.028

0.344

< 0.001

< 0.001

Table A.2 P-values for Individual Factors for Regressions Using WordNet Only
Metric
Abbreviation
Def_

Metric Name

Ont #1

Ont #2

Ont #3

Ont #4

WordNet Definition
Number

0.011

0.002

< 0.001

< 0.001

Table A.3 P-values for Individual Factors for Regressions Using Both Centralities and
WordNet
Metric
Abbreviation
Cent_
Def_

Metric Name

Ont #1

Ont #2

Ont #3

Ont #4

Centrality
WordNet Definition
Number

0.009
0.004

0.045
0.001

< 0.001
< 0.001

< 0.001
< 0.001

Table A.4 P-values for Individual Factors for Regressions Using all Individual Factors
Metric

Metric Name

Ont #1

Ont #2

Ont #3

Ont #4

Sub_

subClassScore

N/A

N/A

N/A

N/A

Super_

superClassScore

N/A

N/A

N/A

N/A

Domain_

domainScore

N/A

N/A

N/A

< 0.001

Range_

rangeScore

N/A

N/A

N/A

N/A

Def_

WordNet Definition
Number

0.011

0.002

< 0.001

< 0.001

Abbreviation
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Table A.5 P-values for Individual Factors for Regressions Using Both Centralities and
WordNet for Overall Model 1
Metric

Metric Name

Overall

Cent_

Centrality

< 0.001

Def_

WordNet Definition Number

< 0.001

Abbreviation

Table A.6 P-values for Individual Factors for Regressions Using all Factors for Overall
Model 2
Metric

Metric Name

Overall

Sub_

subClassScore

N/A

Super_

superClassScore

N/A

Domain_

domainScore

< 0.001

Range_

rangeScore

N/A

Def_

WordNet Definition
Number

< 0.001

Abbreviation

A.2

P-values for Individual Factors for Final Study

Table A.7 P-values for Individual Factors for Regressions Using Both Centralities and
WordNet for Model 1
Metric Abbreviation
Cent_
Def_

Metric Name
Centrality
WordNet
Definition
Number

Ont #7
< 0.001
< 0.001

Table A.8 P-values for Individual Factors for Regressions Using all Factors for Model 2
Metric Abbreviation
Sub_
Super_
Domain_
Range_
Def_

Metric Name
subClassScore
superClassScore
domainScore
rangeScore
WordNet
Definition
Number
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Overall
N/A
N/A
0.007
< 0.001
N/A

APPENDIX B
Residual Plots
B.1

Preliminary Study
Normal Probability Plot of the Residuals
(response is HumanRank)

99

95
90

Percent

80
70
60
50
40
30
20
10
5

1

-2

-1

0
Residual

1

2

Figure B.1 Normal Probability Plot of the Residuals for Ontology 1
Using Centralities Only
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.2 Normal Probability Plot of the Residuals for Ontology 2
Using Centralities Only

Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.3 Normal Probability Plot of the Residuals for Ontology 3
Using Centralities Only
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.4 Normal Probability Plot of the Residuals for Ontology 4
Using Centralities Only
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Figure B.5 Normal Probability Plot of the Residuals for Ontology 1
Using WordNet Only
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.6 Normal Probability Plot of the Residuals for Ontology 2
Using WordNet Only

Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.7 Normal Probability Plot of the Residuals for Ontology 3
Using WordNet Only
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.8 Normal Probability Plot of the Residuals for Ontology 4
Using WordNet Only

Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.9 Normal Probability Plot of the Residuals for Ontology 1 Using Both
Centralities and WordNet
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.10 Normal Probability Plot of the Residuals for Ontology 2
Using Both Centralities and WordNet

Normal Probability Plot of the Residuals
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Figure B.11 Normal Probability Plot of the Residuals for Ontology 3 Using Both
Centralities and WordNet
83

Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.12 Normal Probability Plot of the Residuals for Ontology 4
Using Both Centralities and WordNet

Normal Probability Plot of the Residuals
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Figure B.13 Normal Probability Plot of the Residuals for Ontology 1 Using All
Individual Factors
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.14 Normal Probability Plot of the Residuals for Ontology 2 Using All
Individual Factors
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Figure B.15 Normal Probability Plot of the Residuals for Ontology 3 Using All
Individual Factors
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Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.16 Normal Probability Plot of the Residuals for Ontology 4 Using All
Individual Factors
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Final Study
Normal Probability Plot of the Residuals
(response is HumanRank)
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Figure B.17 Normal Probability Plot of the Residuals for Overall Model 1
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Figure B.18 Normal Probability Plot of the Residuals for Overall Model 2
87

APPENDIX C
Example Ontology Graph

Figure C.1 Example of a Partial Ontology Graph
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APPENDIX D
IRB Approval Form
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