Abstract. If χm denotes any character of conductor p m , we prove the existence of global generic Newton slopes of L-functions associated to χm of
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From now on we assume f is regular with respect to ∆ in the sense of AdolphsonSperber [AS89] so that L * f (χ m , s) −1 is a polynomial of degree p n(m−1) n!V (∆) in variable s, where V (∆) is the volume of ∆ in R n . This is due to [AS89] when m = 1 and [LW07, Theorem 1.3]) when m > 1.
Main result in this paper is summarized in the following theorems. We write NP q (−) for the q-adic Newton polygon of a polynomial in variable s below if f is over v . It is known that for each prime p there exists a generic Newton polygon for all polynomials f in A ∆ (F p ) for the traditional L-function L * f (χ 1 , s). But these generic spaces over F p for different prime p have no known connection. In this paper we discover a global generic set in A ∆ whose special fiber gives the generic Newton polygon at almost all prime p. 
Description of GNP L (∆, t) can be found in Definition 2.3. In this paper we use to denote disjoint union of slopes with multiplicity in exponents. Given a set of rational numbers GNP L (∆, t) = 2d1d2 j=1 α j , its t m -adic weighted arithmetic progression for two-variable case is the following set
where
In the recent paper [DWX16] , zeta function of Artin-Shreier-Witt covers in one variable is studied, that is, f (x) is a 1-variable polynomial. To some extent, the above theorem is a two-dimensional generalization of the main theorem in [DWX16, Theorem 1.2], answering Question 1.8 of [DWX16] . There are some noted difference between our 2-variable result and their 1-variable one that we shall point out here. While Davis-Wan-Xiao proves that for any fixed prime p the p-adic Newton slopes form an arithmetic progression for all m large enough, our result fixes any positive integer m, and proves an arithmetic progress for all prime p large enough. Their result applies to all 1-variable polynomials, while our result is for generic 2-variable polynomials. Finally, their 1-variable case is arithmetic progression while for 2-variable case it is weighted arithmetic progression. Theorem 1.1 also yields a direct generalization of the main theorems in [Zh03] and [Zh04] .
Artin-Schreier-Witt cover A m (f ) has the following zeta function
If one writes it as
where the second product ranges over all characters of conductor equal to p k , it is not hard to derive an immediate application of Theorems 1.1 and 1.2: Corollary 1.3. Let f ∈ U ∆ (Q) and let p be large enough, then
Let A f be the eigencurve associated to the Artin-Schreier-Witt tower defined in [DWX16, Theorem 1.5]. For 1-variable polynomial f , it was shown by DavisWan-Xiao that when restricted to the boundary of the weight space, the eigencurve A f is an infinite disjoint union of subspaces which are finite and flat over the weight annulus; in particular, its Newton slopes are in arithmetic progressions. This property clearly mirrors that of Coleman-Mazur's eigencurve [CM98] . See also [BG15] for survey of other related recent progress and conjectures. Yet there is no available explicit conjecture upon similar properties for eigencurve over 2-dimensional case. Theorem 1.4. Let notation be as in Theorem 1.1. For f ∈ U ∆ (Q) and p large enough, the corresponding eigencurve A f at p is an infinite disjoint union of finite flat covers over the weight space with degree 1 and (2i − 1)
Research in 1-variable case has witnessed numerous progresses recently: Ouyang and Yang proved in [OY15] the one-variable case of Theorem 1.1 for f (x) = x d + ax. See also [OZ16] for result by Ouyang and Zhang on the family f (x) = x d + ax d−1 in a special congruence class of p. Ren-Wan-Xiao-Yu [RWXY] has given analogous generalization for higher rank Artin-Schreier-Witt towers, that is, when Z p -extension is generalized to Z p ℓ -extension; Kosters-Wan [KW16] has formulated an explicit class field theory's Schmidt-Witt symbol and a genus bound for an Artin-Schreier-Witt towers. On a parallel line of research, recent progresses made on the Newton slopes of eigencurves in [BP15] , [BP16] , [LWX14] , and [WXZ14] have also enriched our understanding of eigencurves in our Artin-Schreier-Witt setting.
Our paper is organized as follows: Section 2 recalls basic notations of Dwork-LiuWan's T -adic L-functions and produces a p-and T -adic interpolation of its Newton polygon for generic polynomial in two variables in A ∆ (F p ). As applications of these interpolations, we go on to prove the main results of this paper, Theorems 1.1 and 1.2 are proved in Theorem 3.11. Application to eigencurves relative to Artin-Schreier-Witt covers is discussed in Section 4, where Theorem 1.4 is proved.
Interpolating Newton slopes of character power series
We first recall L-functions L * f (−, s) and character power series C * f (−, s) (among other things) for any n-variable polynomial function f . In Section 2.2, we investigate polynomial functions (which will turn out to be coefficients of C * f later) and split it into a product of p-adic part and T -adic part, a key step for our interpolation of C * f . We apply this finding in p-adic and T -adic interpolation of Newton slopes of C * f and L * f in Section 2.3. 
. The T -adic characteristic power series of f over G m n is the generating function
We may verify the following straightforward relations of these above two power series
In particular, when f has two variables then
For any χ : Z p → C * p with χ(1) = ζ p mχ and for π χ = χ(1) − 1, the specialization of these functions at 
where V (∆) is the volume of the polytope ∆ in R n . We also denote NP T (−) as the T -adic Newton polygon with valuation ring obvious from context. Let
) and its slopes with multiplicity
Its vertices are at
). We denote ≥ for the partial order lies above or equal to in the set of lower convex Newton polygons. Adolphson-Sperber [AS89] and Wan [Wan93] have shown that for p ≡ 1 mod D * (∆) for some constant D * (∆) (depending only on ∆) the Newton polygon of L * f (χ, s) (for χ of conductor p) coincides with the Hodge polygon (see HP L (∆) in (6)). In this paper we shall take for granted of the following facts that are due to Liu-Wan (see [LW09] ):
2.2. Interpolating character series. For the rest of the paper we fix two integers d 1 , d 2 ≥ 3 that defines the Newton polytope ∆ in R 2 : namely ∆ is the region 0 ≤ x ≤ d 1 and 0 ≤ y ≤ d 2 . Let S(∆) be the set of all integral points in the cone of ∆. For some subset S of S(∆), there is the simplex partition S = S 1 S 2 according to 
For any n ≥ 0, let (4)). There is a natural increasing filtration { 0} = F 0 ⊆ · · · ⊆ F n−1 ⊆ F n ⊆ · · · and F n−1 = F n if and only if n ∈ I D . For our entire investigation in 2-variable case we shall fix a 2-dimensional
Of course each residue is in bijection with the residue mod lcm(d 1 , d 2 ). We denote p ∈ R. For any S ⊂ S(∆) let Sym(S) denote the set of all permutations of S. For any i ∈ S and σ ∈ Sym(S) let r σ = (r 1 , r 2 ) :
. Let K k be the set of all subsets S ⊂ S(∆) with k elements, and let K 0 k be its subset with i's with w( i) ≤ w( i ′ ) for any i ′ not in S. Then for p large enough min S,σ W (S, σ) is achieved at and only at S ∈ K 0 k for suitable k. We denote by Sym
We write
Let Q S1,σ be defined similarly by swapping subindices 1 and 2 in the above formula. Let a d1,d2 = a d1,0 = a 0,d2 = a 0,0 = 1 and let n ∈ I D . For any ℓ ≥ 0 define a polynomial function in (
Then we define a polynomial in Z[a v ]:
We shall use O(−) to denote higher order terms p-adically or π-adically below, which should be clear from context.
There exists a least nonnegative
(1) After some elementary cancellation, we notice by its very definition that (U kn,p Q (Fn)1,σ Q (Fn)2,σ mod p) is independent of p. Moreover the subindices r σ are also independent of p. This proves that G ℓ kn,R depends only on d 1 , d 2 , Sym 0 (F n ) and R. (2) Notice that for each permutation σ ∈ Sym(F n ), there is a corresponding monomial i∈F n a rσ in the sum of G kn,R by
For nonzero-ness of the polynomial G ℓ kn,R it suffices to find a monomial i∈Fn a rσ that is unique (namely, it can not be cancelled by other terms). To this end, we shall explicitly locate σ such that its corresponding monomial τ (σ) is unique.
Some preparation is in order: First of all, we define a total order Ξ on the residue set Z/d 1 Z⊕Z/d 2 Z as follows: first of all we order them in terms of weight (as defined in Section 2.1), namely, define
; for the subset of vectors with equal weight, we order them in lexicographic order with the first coordinate of higher order. This defines a total order, we write v > v ′ . This order Ξ defines a total order on the set of monomials r∈Z/d1⊕Z/d2 a t r r (index r is ordered by Ξ) as follows: r a t r r > r a s r r when (t r ) r > (s r ) r in lexicographic order. By abuse of notation we call this total order on Ξ as well. We shall locate the permutation σ ∈ Sym(F n ) that corresponds to the monomial of the unique highest Ξ-order. Let [R] be the where m r = #{ i ∈ F n |p i − σ( i) = r}. By construction it is of the highest Ξ-order in the two diagonal blocks, hence it is unique. (3) Each permutation σ constructed from part 2) above yields a specialization
where the two sums ranges over all entries (r 1 , r 2 ) picked in the residue matrix [R] from the above algorithm. Suppose the minimum M 
This is just the slope of the line connecting (k, W k ) and (k ′ , W k ′ ), the defining points for gNP. Suppose k n ≤ k < k n+1 for some n ∈ I D , since S ∈ K 0 k we have S = F n (S ∩ F n+1 ). So 
Consider sNP(∆, t) a function in t with domain consisting of all prime number p in the residue class R only. Then sNP(∆, p) is the lower convex hull of the points (k n , W kn ). Its slopes are n∈ID β n (p) W∆(n) and 0 ≤ β n (p) ≤ 1. Let gNP(∆, p) be the lower convex hull of the points (k,
Definition 2.3 (Formula for generic Newton polygon: classical character). Fix
where ε n = M Fn − M Fn−1 and β n (t) = n D + εn t−1 . Let GNP C (∆, t) be the product of GNP L (∆, t) and the algebraic polygon of
(2) These Newton polygons are defined in such a way that they depend on ∆ and the residue class R. Moreover,
Proposition 2.5.
(1) Let HP C (∆) be as in (5), we write NP [D] for the truncation of first D terms of a Newton polygon NP. Then
(2) The two Newton polygons gNP(∆, p) and sNP(∆, p) both have horizontal length equal to D. Proof. 1) That sNP(∆, p) ≥ gNP(∆, p) ≥ HP C (∆) for all p is immediate by their definitions.
2) We shall show that (k n , W kn ) is a vertex point for gNP(∆, p) for each n ∈ I D . Pick two positive integers k, k
By definition we have M S < D, and hence
For any k < k n , by the argument above and (11), we have
for some m ≥ n + 1 and m ∈ I D , we have similarly
Therefore,
By the definition of slope function s(−, −), this means that (k n , W kn ) is a vertex on gNP(∆, p).
For any k > 0, write (k, W ′ k ) for points on sNP(∆, p). We claim that for p large enough,
By (11) and (13), if
Let S ∈ K 0 k and k n ≤ k < k n+1 . By definition and Proposition 2.5 (1),
We have
Combining the above and (14), the difference in y-coordinates of gNP(∆, p) and
p−1 which approaches 0 as p → ∞. This proves that sNP(∆, p) = gNP(∆, p) for p large enough.
3) The vertices of HP C (∆) are at (k n , i∈F n w( i)), so the gap between HP C (∆) and gNP(∆) at x = k n is ε n /(p − 1). But ε n only depends on the residue class R. Hence it is bounded in terms of d 1 , d 2 . It follows from the definition of ε n that its denominator is the least common multiple of d 1 , d 2 .
3. Existence of global generic polynomials 3.1. Interpolating character series in p-and T -adically. For the p-adic ArtinHasse exponential E(x), write it in x-adic expansion E(x) = ∞ j=0 u j x j where
We define two polynomials in (
where the sum ranges over the set of all (j w ) w with j w j w w = v and j w ∈ Z ≥0 . For any k ≥ 1 define
where S ranges over all sets in S(∆) of cardinality k.
Lemma 3.1. Let n ∈ I D and k n−1 < k ≤ k n . Let i ∈ S ∈ K 0 k .
(1) Let i ∈ S 1 . Then for p large enough we have
d2 ⌋, and t 2 = ⌊ 
Proof. Restrict i, j in ∆ in the proof. For p large enough p i − j lies in wherever i is in the simplex partition of S(∆), without loss of generality we may assume i ∈ S 1 . Then among all j w such that v = j w j w w, the following sum
gives the unique minimal j w j w that is equal to ⌊ v1 d1 ⌋ + 1. Using our hypothesis that a d1,d2 = a d1,0 = a 0,d2 = 1 we conclude Part (1) and its π-adic valuation in Part (3). The other case i ∈ S 2 in Part (2) is similar which we omit.
For ease of notation we suppress ℓ in all W kn and G kn,R from Lemma 2.1 below whenever context allows.
Proposition 3.2. Let notation be as in Lemma 2.1. For any n ∈ I D ,
Proof. Let W (F n , σ) be as in (9). By Lemma 3.1 and generic facial decomposition from [Zh12] , the π-adic dominating σ-term occurs only if σ stabilizes (F n ) 1 and (F n ) 2 , namely σ(F n ) ℓ = (F n ) ℓ . By Lemma 2.1 there exists a least ℓ such that G ℓ kn,R is nonzero polynomial in the π-adic formal expansion of H kn . Write G kn,R = G ℓ kn,R ,
where the last equation follows from Lemma 2.1.
Let ψ denote the Dwork operator on the p-adic Banach space
for some small enough c ∈ R >0 . For i ∈ S(∆) Dwork operator ψ = ψ p · E f ( x) acts on the monomial basis x j of D as follows
With respect to the monomial basis {π
In particular, the first D terms of the character power series specialization at π = π χ are
where higher-terms contains all higher p-adic order monomials in each coefficients of s kn .
Proof. This statement follows directlyly from Proposition 3.2.
3.2. Generic slopes for classical character. Let A denote the coefficient space of all polynomials f = v∈∆∩Z 2 a v x v with a d1,d2 = a d1,0 = a 0,d2 = 1. For p ≡ (1, 1) mod (d 1 , d 2 ) the Newton polygons coincide with Hodge polygons (see [Wan93] ), we exclude this trivial residue classes for the rest of the paper. For any f in A(Q) we shall always assume its residue field mod p is F q for some q = p a and a ∈ Z ≥1 . Let
where R ranges over all nontrivial residue classes in Z/d 1 Z ⊕ Z/d 2 Z, and G kn,R = G ℓ kn,R is as in Lemma 2.1. (1) Let f in U(Q). For any character χ : Z p → C * p and for p large enough
In particular, if χ 1 has conductor p, then NP q C *
Proof. Our fist statement follows from that G is nonzero polynomial in Q[a v ] by Lemma 2.1.
(1) By hypothesis, v∈∆∩Z 2 a v = 0 and hence a v ∈ Z * p ∩ Q for all v ∈ ∆ ∩ Z 2 . This reduces to consider f ∈ U(Z) for p large enough by the Transformation Lemma of [Zh12, Section 5]. By Lemma 2.1 G is a nonzero polynomial with coefficients in Q, this shows that U is Zariski dense open subset of A defined over Q. Since each G kn,R is a nonzero polynomial with coefficients in Q, its specialization G kn,R (a v ) lies in Q for all a v ∈ Z. Without loss of generality, fix R below. Let p ∈ R be large enough,
(2) This part of the proof is similar to the first part, except that we do not need v∈∆∩Z 2 a v = 0 in hypothesis as we do not need the aforementioned Transformation Lemma.
Recall from above that
We shall see below that for the classical character χ 1 of conductor p, the asymptotic generic Newton polygons of L * f and C * f -functions are given by GNP L (∆, p) and GNP C (∆, p), respectively. Theorem 3.5. Let notation be as in Proposition 3.4.
(1) Suppose f ∈ U(Q) and for p large enough,
Proof.
(1) By (2) and (3),
by Proposition 3.4 (1). By symmetry of the Newton polygon NP q (L *
(2) Proof of this part is similar to the above by applying Proposition 3.4 (2).
Liu and Wan proved in [LW09] that if NP π a(p−1) C * f (χ, s) = HP C (∆) holds for one nontrivial χ implies that it holds for all non-trivial χ. Application of Theorem 3.5 yields a similar statement for GNP C (∆, p) in Theorem 3.6 below, which proves a 2-variable case of Liu-Wan's Conjectures 7.10 and 7.11 in [LW09] . (1) For any f ∈ U(Q) and for p large enough NP π
is independent of m χ , and
(2) For any f ∈ U o (Q) and for p large enough NP π
) is independent of m χ , and
Proof. Notice that for any nontrivial character χ, (1) For any f ∈ U(Q) we have lim p→∞ NP π
3.3. Generic slopes for higher characters and arithmetic progression. We will use the Independency of character theorem 3.6 to compute the q-adic Newton slopes for any character χ m of conductor p m .
Definition 3.8 (Formula for generic Newton polygons: higher order character). For any n, i ≥ 1 and t > 1 let β n,i (t) :=
.
Let GNP C (∆, m, t) be the product of GNP L (∆, m, t) and the algebraic polygon of
Remark 3.9.
(1) One observes β n,1 (t) = β n (t) and β n,i (t) =
(2) A direct computation shows that
In the following theorem, we prove the existence of global generic polynomials whose reduction at all but finitely many prime p is generic. (1) For any f ∈ U(Q), for p large enough we have
for any m ≥ 1 if and only if f ∈ U o (Q).
Proof. By Theorem 3.6(1) for f ∈ U(Q), NP π
By Remark 3.9, this proves Part (1). Proof of Part (2) follows the same argument and Theorem 3.6 (2).
Finally we shall prove our main theorems (Theorems 1.1 and Theorem 1.2) of this paper below.
. Let GNP L (∆, m, t) and GNP C (∆, m, t) be defined in Definition 3.8 for nontrivial residue class R.
(1) There is a Zariski dense open subset U ∆ in A ∆ defined over Q such that, for all f ∈ U ∆ (Q) and prime p large enough in R we have
for any character χ m :
Proof. Consider the natural projection map ι :
∆ are open dense subsets in A ∆ . Then our statement follows from that in Theorem 3.10.
Remark 3.12. One can prove this theorem for A ∆ directly via similiar argument as that for that of A above in Theorem 3.10, which would be able to give an explicit description of the set U ∆ in an analogous fashion as that in Proposition 3.4. We leave the details to the interested readers. Proposition 4.1. Let notation be as in Theorem 3.11. Let f ∈ U ∆ (Q) and let p be large enough. Suppose for any n ∈ I D we assume that ε n = 0.
(1) Then C * f (T, s) = ∞ i=1 n∈ID P n,i (s)P ∨ n,i (s) where P n,i (s) and P where each A f,n,i (and A ∨ f,n,i respectively) is of the zero locus of P n,i (s) (and P ∨ n,i (s) respectively).
Proof. By Theorem 3.11, the slopes for the eigencurves A f are NP T a(p−1) C * f (T, s) = GNP C (∆, p). Since ε n = 0 for all n ∈ I D , and p is large enough, all slopes in GNP C (∆, p) described in Remark 2.4 are distinct. By elementary p-adic Weierstrass preparation theorem, C * f (T, s) split accordingly. Let P n,i be its factor polynomial corresponding to slope-(i − 1 + β n (p)) segment, and P ∨ n,i to slope-(i + 1 − β n (p)) segment, both of degree iW ∆ (n). This proves Part (1). Part (2) follows formally by setting A f,n,i for the zero locus of P n,s (s) and A ∨ f,n,i for that of P ∨ n,i (s). The above splitting of A f depends on the shape of the T -adic Newton polygon of C * f (T, s). When f is not generic, the Newton polygon goes up in general and subsequently its breaking points will change accordingly. The only permanent vertex points in this situation are the right endpoint of the length-1 slope-0 segment, and the left endpoint of the length-1 slope-2 segment in L * f (T, s). Slopes in between are in the interval (0, 2). This observation gives rise to the following theorem: 
