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Abstract
In [4], for nonlinear models with sparse underlying linear structures, we
studied the error bounds of ℓ0-regularized estimation. In this note, we show
that ℓ1-regularized estimation in some important cases can achieve the same
order of error bounds as those in [4].
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1 Introduction
The models we consider are of the form
y = f(X⊤β) + ǫ, X ∈ Rn×p, β ∈ Rp, y, ǫ ∈ Rn, (1.1)
where f : R→ R is a known function, X a fixed design matrix, y and ǫ are vectors
of observations and errors, respectively. In (1.1) and henceforth, for x ∈ Rn, we
denote f(x) = (f(x1), . . . , f(xn))
⊤. The parameter β is sparse in the sense that the
number of its nonzero coordinates is much smaller than its dimension [9].
For a > 0 and v ∈ Rp, denote by ‖v‖a the ℓa-norm of v. The support of v is
defined to be spt(v) := {i : vi 6= 0}. Denote by |A| the cardinality of a set A. The
ℓ0-norm of v is ‖v‖0 = |spt(v)|. By an ℓa-regularized estimator of β we mean
β̂ = argmin
v∈D
[ℓ(y,Xv) + cr‖v‖a] , (1.2)
where D ⊂ Rp is a pre-selected search domain, ℓ(y,Xv) a loss function, and cr > 0
a tuning parameter. We are interested in the case where a = 1.
For models (1.1), much has been learned about the case where p is fixed or much
smaller than n (cf. [5; 6] and references therein). The note is concerned with the case
where p can be large, possibly much larger than n and, at the same time, |spt(β)|
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is much smaller than p. Under this setting, the case where f(x) = x has been a
subject of great interest recently (cf. [1; 2; 3; 8; 10; 11] and references therein).
The main purpose of the note is to establish general results on the estimator
(1.2) similar to Proposition 2.1 in [4]. Once established, the results allow the steps
in [4] to be followed, often word by word, to get error bounds for specific cases. In
(1.2), while the function being maximized only involves ‖v‖1, the search domain D
may be constrained in terms of ‖v‖0 as well as certain weighted ℓ1-norm of v. As a
result, we get two types of estimators, one being regularized by ‖v‖0 and (weighted)
ℓ1-norms of v, the other only by ℓ1-norms of v. Error bounds for both types of
estimators will be derived. The former type of estimators can attain the same order
of precision as their ℓ0-regularized counterparts studied in [4]. In contrast, although
the latter type of estimators are computationally more amenable, in some cases
they seem unable to attain the same order of precision, at least with the techniques
employed here.
To reduce repetition, we will omit most of results that can be established directly
following [4] and instead focus on those that require new ideas.
2 Main results
The row vectors and column vectors of X will be denoted by X⊤1 , . . . , X
⊤
n and
V1, . . . , Vp, respectively. We shall assume that Vj 6= 0. For g = (g1, . . . , gn) and
x ∈ Rn, where each gi : R→ R is a function, denote g(x) = (g1(x1), . . . , gn(xn))⊤.
As in [4], to bound the error of the ℓ1-regularized estimator in (1.2), our first
step is to show that β̂ belongs to a set of v that satisfy the following inequality,
G(ψ(Xv) − ψ(Xβ)) ≤ 2|〈ǫ, ϕ(Xv) − ϕ(Xβ)〉| − cr(‖v‖1 − ‖β‖1), (2.1)
where G : Rn → R is a function, ψ = (ψ1, . . . , ψn), ϕ = (ϕ1, . . . , ϕn), with ψi and
ϕi being functions from R to R. In many cases, it is not very hard to get (2.1) for
maximum likelihood estimators (MLE) or least square estimators (LSE). We will
illustrate this later. Our focus next is to use (2.1) to derive two error bounds for β̂.
2.1 Conditions and general error bounds
For both error bounds, we need the following condition.
Condition H1 Given q ∈ (0, 1), there is c1 = c1(X,β, ϕ, q) > 0, such that
Pr
{|〈ǫ, ϕ(Xv) − ϕ(Xβ)〉| ≤ c1√n‖v − β‖1, all v ∈ D} ≥ 1− c0q,
where c0 > 0 is an arbitrarily pre-selected constant, such as 1 or 2.
The same condition was used in [4], but with c0 = 2. As remarked in [4], c0 is
purely for notational ease when Condition H1 is verified for specific cases. To get
the first bound, we also need another condition used in [4].
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Condition H2 There is c2 = c2(X,β, ψ) > 0, such that for all v ∈ D,
G(ψ(Xv) − ψ(Xβ)) ≥ c2n‖v − β‖22.
We now can state the first error bound for β̂.
Proposition 2.1 Suppose Conditions H1 and H2 are satisfied. If β̂ ∈ D is a
random variable that always satisfies the inequality (2.1) with cr = 2c1
√
n, then,
letting κr = 4c1/c2, Pr{‖β̂ − β‖2 ≤ κr
√|spt(β)|/n} ≥ 1− c0q.
To get the second bound, we replace Condition H2 with the next one.
Condition H3 There is c3 = c3(X,β, ψ) > 0, such that for all z ∈ {Xv : v ∈ D},
G(ψ(z) − ψ(Xβ)) ≥ c3‖z −Xβ‖22.
We also need some conditions on the second moments of the column vectors of
X. Such conditions are sometimes referred to as coherence property [1; 2]. Let
µX = max
1≤i<j≤p
|V ⊤i Vj |
‖Vi‖2‖Vj‖2 , aX = min1≤i≤p
‖Vi‖22
n
, bX = max
1≤i≤p
‖Vi‖22
n
.
Proposition 2.2 Suppose Conditions H1 and H3 are satisfied and aX + bXµX >
6bX |spt(β)|µX . Fix τ > 0 such that
aX + bXµX > 2bX(3 + 4τ)|spt(β)|µX , (2.2)
and let cr = 2(1 + 1/τ)c1
√
n,
κr =
3(2 + 1/τ)
√
2 + (1 + 2τ)2
aX + bXµX
× c1
c3
.
If β̂ ∈ D is a random variable that always satisfies the inequality (2.1) with the
above cr as the tuning parameter, then Pr{‖β̂ − β‖2 ≤ κr
√
|spt(β)|/n} ≥ 1− c0q.
Since aX ≤ bX , (2.2) sets an upper bound on µX . To get a moderate value
of κr in Proposition 2.2, τ has to be moderate. If, say, τ = 1, then by (2.2),
aX/bX > (14|spt(β)| − 1)µX , which further limits the magnitude of µX . Under
certain conditions, one can get µX = O(
√
n−1 ln p) [2; 4], which is small for large
n, even when p is much larger than n, for example, p = nα with some α > 1.
We next make some comments on conditions used in specific cases to establish
Conditions H1 – H3. To establish Condition H1, the following tail condition on the
errors ǫi is useful: there are σ > 0 and cǫ ≥ 1, such that
Pr{|a⊤ǫ| > t‖a‖2} ≤ cǫe−t2/(2σ2), all t ≥ 0, a ∈ Rn. (2.3)
As remarked in [4], typically cǫ can be set at 2. At the end of the note, we will see
that in some cases cǫ has to be set at other values.
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To establish Condition H2 or H3, we usually need to put some restrictions on the
search domain D in (1.2). To establish Condition H3, which is the less restrictive
of the two, we typically choose
D ⊆ D(I) = T−1(In) = {v ∈ Rp : X⊤i v ∈ I, 1 ≤ i ≤ n}, (2.4)
where T is the mapping v → Xv and I is an interval in R. In general, we need
not put restrictions on |spt(v)|. On the other hand, to establish Condition H2, we
typically start with verifying Condition H3, and then proceed to get ‖X(v−β)‖2 ≥
c‖v − β‖2 for some constant c > 0. To do this, we need to put restrictions on
|spt(v)|, typically by requiring
D ⊆ D (I, h) = D(I) ∩ {u ∈ Rp : |spt(u)| ≤ h} ,
with h ≥ 1 being bounded in terms of µX (cf. [4]). Thus, though not directly used
in Proposition 2.1, coherence property of X is needed in specific applications of the
Proposition.
2.2 Proofs
For v ∈ Rp and S ⊂ {1, . . . , p}, denote vS = (x1, . . . , xp)T with xi = vi1 {i ∈ S}.
Let d = v − β. Then for any S ⊃ spt(β), we have v = β + dS + vSc and
‖v‖1 = ‖β + dS‖1 + ‖vSc‖1, ‖d‖aa = ‖dS‖aa + ‖vSc‖aa, for any a > 0. (2.5)
Proof of Proposition 2.1. Let d = β̂ − β. Because β̂ always satisfies (2.1), by
Conditions H1 and H2, with probability at least 1− c0q,
c2n‖d‖22 ≤ 2c1
√
n‖d‖1 − cr(‖β̂‖1 − ‖β‖1)
= 2c1
√
n(‖d‖1 + ‖β‖1 − ‖β̂‖1).
Let S = spt(β). Apply (2.5) to the right hand side of the above inequality to get
c2n‖d‖22 ≤ 2c1
√
n(‖dS‖1 + ‖β̂Sc‖1 + ‖β‖1 − ‖β + dS‖1 − ‖β̂Sc‖1)
= 2c1
√
n(‖dS‖1 + ‖β‖1 − ‖β + dS‖1).
Then by Minkowski inequality and Cauchy-Schwartz inequality,
‖d‖22 ≤ 4(c1/c2)‖dS‖1/
√
n ≤ κr
√
|S|/n ‖dS‖2.
Because ‖d‖22 = ‖dS‖22 + ‖β̂Sc‖22 by (2.5), the above inequalities imply
‖d‖22 ≤M := sup{x2 + y2 : x ≥ 0 and y ≥ 0 satisfy x2 + y2 ≤ κr
√
|S|/nx}.
To find M , first, in order that x2 + y2 ≤ κr
√
|S|/nx, there must be κ2r |S|/n ≥
4y2. Given y ≥ 0 satisfying the condition, the maximum possible x is
x0(y) = (1/2)[κr
√
|S|/n +
√
κ2r |S|/n − 4y2 ].
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It is seen that
x20(y) + y
2 =
κ2r |S|/n+ κr
√|S|/n√κ2r |S|/n − 4y2
2
≤ κ2r |S|/n.
Therefore, M = κ2r |S|/n, where the maximum is obtained if and only if x =
κr
√
|S|/n and y = 0. This yields ‖d‖2 ≤
√
M = κr
√
|S|/n, as desired. 
Proof of Proposition 2.2. It suffices to show that
Pr
{
‖v − β‖2 ≤ κr
√
|spt(β)|/n for all v ∈ D satisfying (2.1)
}
≥ 1− c0q. (2.6)
By Conditions H1 and H3, with probability at least 1− c0q, the inequality
c3‖X(v − β)‖22 ≤ 2c1
√
n‖v − β‖1 − 2c1(1 + 1/τ)
√
n(‖v‖1 − ‖β‖1)
holds for all v ∈ D satisfying (2.1). Fix one such v and an arbitrary S ⊃ spt(β).
Let d = v − β. By (2.5),
c3‖Xd‖22 ≤ 2c1
√
n(‖dS‖1 + ‖vSc‖1)
− 2c1(1 + 1/τ)
√
n(‖β + dS‖1 + ‖vSc‖1 − ‖β‖)
= 2c1
√
n‖dS‖1 − 2c1(1 + 1/τ)
√
n(‖β + dS‖1 − ‖β‖) − 2(c1/τ)
√
n‖vSc‖1.
For ease of notation, denote c˜1 = c1/c3 for now. By Minkowski inequality,
‖β + dS‖1 − ‖β‖1 ≥ −‖dS‖1, and so
‖Xd‖22 ≤ 2c˜1(2 + 1/τ)
√
n‖dS‖1 − (2c˜1/τ)
√
n‖vSc‖1. (2.7)
First of all, since the left hand side of (2.7) is nonnegative, it follows that
‖vSc‖1 ≤ (1 + 2τ)‖dS‖1. (2.8)
On the other hand, by Xd = XdS +XvSc ,
‖Xd‖22 = ‖XdS‖22 + ‖XvSc‖22 + 2 〈XdS ,XvSc〉 ≥ ‖XdS‖22 − 2 |〈XdS ,XvSc〉| .
We next derive a lower bound of ‖Xd‖22. First, by XdS =
∑
i∈S diVi,
‖XdS‖22 =
∑
i∈S
d2i ‖Vi‖22 +
∑
i,j∈S, i 6=j
didj(V
⊤
i Vj)
≥
∑
i∈S
d2i ‖Vi‖22 −
∑
i,j∈S, i 6=j
|didj||V ⊤i Vj |.
Because ‖Vi‖22 ≥ aX and for i 6= j, |V ⊤i Vj| ≤ µX‖Vi‖2‖Vj‖2 ≤ bXµXn, we get
‖XdS‖22 ≥ aXn
∑
i∈S
d2i − bXµXn
∑
i,j∈S, i 6=j
|didj |
= (aX + bXµX)n‖dS‖22 − bXµXn‖dS‖21.
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Second, by XvSc =
∑
j 6∈S vjVj ,
|〈XdS ,XvSc〉| =
∣∣∣∣∣∣
∑
i∈S, j 6∈S
divjV
⊤
i Vj
∣∣∣∣∣∣ ≤
∑
i∈S, j 6∈S
|divj||V ⊤i Vj |
≤ bXµXn
∑
i∈S, j 6∈S
|divj | = bXµXn‖dS‖1‖vSc‖1.
Therefore, putting the above inequalities together,
‖Xd‖22 ≥ (aX + bXµX)n‖dS‖22 − bXµXn‖dS‖21 − 2bXµXn‖dS‖1‖vSc‖1. (2.9)
Combining (2.7) and (2.9), and then grouping the terms, we get
(aX + bXµX)n‖dS‖22 ≤ bXµXn‖dS‖21 + 2c˜1(2 + 1/τ)
√
n‖dS‖1
+ 2
{
bXµX
√
n‖dS‖1 − c˜1/τ
}√
n‖vSc‖1. (2.10)
So far, other than the requirement that S ⊃ spt(β), the choice of S is arbitrary.
To continue, we need the next result that puts more constraints on S.
Lemma 2.3 Suppose S ⊃ spt(β) such that aX + bXµX > bXµX(3 + 4τ)|S|. Then
bXµX
√
n‖dS‖1 < c˜1/τ .
Assume the lemma is true for now. Let S ⊃ spt(β) such that aX + bXµX >
bXµX(3 + 4τ)|S|. Later we will see that such S indeed exists and make specific
choices for it. By (2.10), Lemma 2.3, and Cauchy-Schwartz inequality,
(aX + bXµX)n‖dS‖22 ≤ bXµXn‖dS‖21 + 2c˜1(2 + 1/τ)
√
n‖dS‖1
≤ bXµXn|S|‖dS‖22 + 2c˜1(2 + 1/τ)
√
n|S|‖dS‖2
≤ (aX + bXµX)n‖dS‖22/3 + 2c˜1(2 + 1/τ)
√
n|S|‖dS‖2,
where the last inequality is due to aX + bXµX > 3bXµX |S|. Thus
‖dS‖2 ≤ 3c˜1(2 + 1/τ)
√
|S|
(aX + bXµX)
√
n
. (2.11)
Let S1 be the union of spt(β) and the set of i 6∈ spt(β) with the |spt(β)| largest
di outside spt(β). By Lemma 3.1 of [3],
‖d‖22 ≤ ‖dS1‖22 +
‖dspt(β)c‖21
|spt(β)| . (2.12)
Since dspt(β)c = vspt(β)c , by (2.8) and Cauchy-Schwartz inequality,
‖dspt(β)c‖1 ≤ (1 + 2τ)‖dspt(β)‖1 ≤ (1 + 2τ)
√
|spt(β)|‖dspt(β)‖2,
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which together with (2.12) yields
‖d‖22 ≤ ‖dS1‖22 + (1 + 2τ)2‖dspt(β)‖22. (2.13)
Note |S1| = 2|spt(β)|. By the assumption in (2.2) and Lemma 2.3, it is seen
that (2.11) holds for S = S1 and for S = spt(β). Combine this with (2.13) to get
‖d‖2 ≤ 3c1(2 + 1/τ)
√
[2 + (1 + 2τ)2] |spt(β)|
c3(aX + bXµX)
√
n
,
where we have recovered c˜1 = c1/c3. The proof of (2.6) is then complete. 
Proof of Lemma 2.3. Assume the opposite were true, i.e. bXµX
√
n‖dS‖1 ≥ c˜1/τ .
Then clearly dS 6= 0. By (2.8), the right hand side of (2.10) is no greater than
2c˜1(2 + 1/τ)
√
n‖dS‖1 + 2
{
bXµX
√
n‖dS‖1 − c˜1/τ
}√
n(1 + 2τ)‖dS‖1
= 2bXµXn(1 + 2τ)‖dS‖21,
so (2.10) together with Cauchy-Schwartz inequality yields (aX + bXµX)‖dS‖22 ≤
bXµX(3 + 4τ)‖dS‖21 ≤ bXµX(3 + 4τ)|S|‖dS‖22. Since dS 6= 0, then aX + bXµX ≤
bXµX(3 + 4τ)|S|, which contradicts the assumption. 
3 MLE for exponential linear models and LSE for ana-
lytic models
In [4], by choosing suitable search domain D, we derived error bounds for the
ℓ0-regularized MLE and LSE for exponential linear models and analytic models,
respectively. Under the conditions in Proposition 2.1, similar error bounds can be
derived for the ℓ1-regularized MLE and LSE, by following almost verbatim the steps
in [4]. For brevity, we shall omit the detail. Instead, we shall focus on how to get
error bounds under the conditions in Proposition 2.2.
3.1 Exponential linear models
Let {p(x; t) : t ∈ I} be a family of probability densities with respect to a nonzero
Borel measure µ on R, where I ⊂ R is a closed interval, such that
p(x; t) = exp {ty − Λ(t)} , with Λ(t) = ln
[∫
ety µ(dy)
]
, t ∈ I.
Suppose y1, . . . , yn are independent, each with density p(x;X
⊤
i β). Let D =
D(I), where D(I) is defined in (2.4). Assume β ∈ D, i.e. X⊤i β ∈ I for each i. The
ℓ1-regularized MLE for β is
β̂ = argmax
v∈D(I)
[
y⊤Xv −
n∑
i=1
Λ(X⊤i v)− cr‖v‖1
]
.
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Let ǫi = yi− E(yi) = yi−Λ′(X⊤i β), G(x) =
∑n
i=1 xi, ψi(z) = Λ(z)−Λ′(X⊤i β)z,
and ϕi(z) = z/2. Then it can be been that β̂ satisfies the inequality (2.1).
Following almost verbatim the proof of Lemma 6.1 in [4], if ǫ satisfies the tail
condition (2.3), then Condition H1 is satisfied by setting c0 = cǫ and
c1 = σ
√
ln(p/q)
2n
max
1≤j≤p
‖Vj‖2.
On the other hand, in [4], it was actually also shown that for each v ∈ D(I),
G(ψ(Xv) − ψ(Xβ)) ≥ (1/2) inf t∈I Λ′′(t)× ‖X(v − β)‖22. As a result, we can set
c3 = (1/2) inf
t∈I
Λ′′(t).
If inft∈I Λ
′′(t) > 0, then, provided (2.2) in Proposition 2.2 is satisfied,
Pr
{
‖β̂ − β‖2 ≤ 3(2 + 1/τ)
√
2 + (1 + 2τ)2
aX + bXµX
×
√
2 ln(p/q)
× σ
√
|spt(β)|max1≤j≤p ‖Vj‖2
n inft∈I Λ′′(t)
}
≥ 1− cǫq.
In particular, for the logistic model, where Λ(t) = ln(1+et), since ǫi = yi−Λ′(X⊤i β)
with yi = 0 or 1, we can set σ = 1/2 by Hoeffding’s inequality [7]. Furthermore, by
Λ′′(t) = (2 cosh(t/2))−2, inft∈I Λ
′′(t) > 0 for bounded I.
3.2 Analytic models
Suppose y = f(X⊤β) + ǫ, where ǫ = (ǫ1, . . . , ǫn)
⊤ has mean 0 and f is defined on
a closed interval I ⊂ R with positive length. Also, suppose f can be continuously
extended into an analytic function on an open domain N ⊂ C that contains I. Now
let D ⊆ D(I) and assume β ∈ D. The ℓ1-regularized LSE estimator for β is
β̂ = argmin
v∈D
[‖y − f(Xv)‖22 + cr‖v‖1] .
If we set G(x) = ‖x‖22 and ψi(z) = ϕi(z) = f(z), then it can be seen that β̂ satisfies
(2.1), and for v ∈ I, G(ψ(Xv) − ψ(Xβ)) ≥ d(f, I)2‖X(v − β)‖22 [4], where
d(f, I) = inf
{ |f(x)− f(y)|
|x− y| : x ∈ I, y ∈ I, x 6= y
}
.
Therefore, if d(f, I) > 0, then we can set c3 = d(f, I)
2.
In order to apply Proposition 2.2, we also need to get c1 for Condition H1. We
consider two cases.
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In the first case, D = D(I) ∩ {v ∈ Rp : ‖v‖1,∞ ≤ θ̺/2} and is compact, where
θ ∈ (0, 1), ̺ > 0 such that {z ∈ C : |z| ≤ ̺} ⊂ N, and
‖v‖1,∞ =
p∑
j=1
|vj |‖Vj‖∞.
Let σ be as in the tail condition (2.3). Given q ∈ (0, 1), let λp = ln[p(1 + q−1)]. As
stated in Proposition 6.5 in [4], we can set
c1 = σ
√
2λp
∞∑
k=1
[√
k|f (k)(0)|
(k − 1)! (θ̺)
k−1 × n− 12k max
1≤j≤p
‖Vj‖2k
]
.
Then by Proposition 2.2, we get an error bound of the same order as the ℓ0-
regularized estimator in [4]. Note that the constraints on D include a bound on
the weighted ℓ1-norm ‖v‖1,∞ but no limits on |spt(v)|. As a result, the LSE is
purely regularized by ℓ1-norms ‖v‖1 and ‖v‖1,∞.
Second, D = D(I) and is compact, but not necessarily contained in a disc on
which f is analytic. Again, the LSE is purely regularized by ℓ1-norms of v. However,
it becomes harder to set c1. A relatively simple choice of c1 is as follows. Let ̺ > 0,
such that for any x ∈ I, {z ∈ C : |z − x| < ̺} ⊂ N. Let dk = supx∈I |f (k)(x)|/k!,
and δ(D) be the infimum of the radii of spheres under ‖ · ‖1,∞ that contain D, i.e.,
δ(D) = inf{a > 0 : there is u ∈ Rp such that ‖v − u‖1,∞ < a for all v ∈ D}.
Then, given ̺1 ∈ (0, ̺), we can set
c1 =
√
2σ
∞∑
k=1
[
k
√
2p ln(pQ) + kλp dk̺
k−1
1 × n−
1
2k max
1≤j≤p
‖Vj‖2k
]
, (3.1)
where Q = 4δ(D)/̺1 +1. This value of c1 results from Proposition 5.5 (2) in [4] by
noting the trivial bound |spt(v)| ≤ p, which is nevertheless the tightest we can get,
as no explicit constraints on |spt(v)| are available.
Unfortunately, if we use (3.1) to set c1, then, in order for the error bound in
Proposition 2.2 to be at most of order o(1), p cannot be very large. Indeed, as the
error bound is proportional to c1
√
|spt(β)|/n ≥ c
√
|spt(β)|p ln p/n for some c > 0,
p has to be of order o(n/ lnn).
3.3 Regression with noise-corrupted underlying linear structure
It is possible to generalize the treatment for analytic models to the following one
y = f(X⊤i β + ξ) + ǫ (3.2)
where ξ1, . . . , ξn, ǫ1, . . . , ǫn are independent with mean 0, and ξi’s are identically
distributed. The model reflects the point of view that noise can appear anywhere.
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For nonlinear f , in general, if the common distribution of ξi’s is unknown, then
E(yi) are unknown and regression becomes impossible. If, on the other hand, the
distribution is known, then E[f(z + ξi)] are known. Apprently, they are identical.
Denote g(z) = E[f(z + ξ1)] and let δi = f(X
⊤
i β + ξi)− g(X⊤i β) + ǫi. Then
y = g(X⊤β) + δ. (3.3)
Note that, in general, the distributions of δi depend Xiβ. Since the latter are
not identical, δ1, . . . , δn are not identically distributed. Furthermore, since β is
unknown, in general, even if the distributions of ǫi are known, the distributions of
δi are still unknown. Despite this, by only using the fact that δi are independent,
each with mean 0, it is possible to apply the results in previous sections to (3.3),
hence getting error bounds of estimation for (3.2).
To make this work, we need to check a few conditions, such as the analyticity of
g(z) and the tail condition (2.3) for δ. We next present a case where the necessary
conditions are satisfied.
Suppose we set D = D(I) with I = [−R,R]. Suppose ξi are bounded random
variables with |ξi| < r and there is R0 > R + r, such that f is continuous on
∆0 := {z ∈ C : |z| ≤ R0} and analytic within it. Let ∆ = {z ∈ C : |z| < R0 − r}.
For each z ∈ ∆, by z+ ξ1 ∈ ∆0, |f(z+ ξ1)| ≤ sup∆0 |f | <∞, so g(z) = E[f(z+ ξ1)]
is well defined. Clearly, I is contained within ∆.
Proposition 3.1 (1) g(z) is analytic on ∆ and d(g, I) ≥ d(f, [−R0, R0]).
(2) If ǫ1, . . . , ǫn satisfy (2.3) for some σ > 0 and cǫ > 0, then δ1, . . . , δn satisfy
(2.3) as well for possibly different values of σ and cǫ. Moreover, if ǫi are bounded,
then cǫ can always be set at 2.
Thus, the results on ℓ1-regularized LSE in previous sections can be applied to
(3.3). We omit the detail and will only prove the Proposition.
Proof. (1) Given z ∈ ∆, for every possible value of ξ1, we have f(z + ξ1) =∑∞
k=0 f
(k)(ξ1)z
k/k!. By Cauchy’s contour integral,
|f (k)(ξ1)|
k!
≤ 1
2π
∫
|ζ|=R0
|f(ζ)|dζ
|ζ − ξ1|k+1 ≤
R0 sup∆0 |f |
(R0 − r)k+1
Because R0 − r > |z|,
∞∑
k=0
E|f (k)(ξ1)|
k!
|z|k ≤ R0 sup∆0 |f |
R0 − r
∞∑
k=0
( |z|
R0 − r
)k
<∞.
Then by dominated convergence, it is seen that g(z) =
∑∞
k=0 E[f
(k)(ξ1)]z
k/k!, with
the power series being convergent on ∆. Therefore g(z) is analytic on ∆.
To get d(g, I) ≥ d(f, [−R0, R0]), let the right hand side be positive. Then f is
monotone on [−R0, R0], say, increasing. Then g(z) = E[f(z + ξ1)] is increasing on
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I and for x < y, g(y) − g(x) = E[f(y + ξ1) − f(x + ξ1)] ≥ d(f, [−R0, R0])(y − x),
finishing the proof of (1).
(2) Let ηi = f(X
⊤
i β + ξi) − g(X⊤i β). Then ess sup ηi − ess inf ηi ≤ 2 sup∆0 |f |
and δi = ηi + ǫi. Given t ≥ 0 and a ∈ Rn,
Pr{|a⊤δ| > t‖a‖2} ≤ Pr{|a⊤η| > t‖a‖2/2} + Pr{|a⊤ǫ| > t‖a‖2/2}
≤ 2 exp
{
− t
2
8 sup∆0 |f |2
}
+ cǫ exp
{
− t
2
8σ2
}
,
where the last inequality is due to Hoeffding’s inequality and the tail condition (2.3).
This implies the first claim of (2). If ǫi are bounded, then δi are bounded, and the
second claim follows from Hoeffding’s inequality. 
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