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Abstract--- Phase noise is a topic of theoretical and practical interest in electronic circuits. Although 
progress has been made in the characterization of its description, there are still considerable gaps in its 
effects especially on multi-carrier spreading systems. In this paper, we investigate the impact of a local 
oscillator phase noise on the multi-carrier 2 dimensional (2D) spreading systems based on a 
combination of orthogonal frequency division multiplexing (OFDM) and code division multiple access 
(CDMA) and known as OFDM-CDMA. The contribution of this paper is multifold. First, we use some 
properties of random matrix and free probability theory to give a simplified expression of signal to 
interference and noise ratio (SINR) obtained after equalization and despreading. This expression is 
independent of the actual value of the spreading codes and depends mainly on the complex amplitudes 
of estimated channel coefficients. Secondly, we use this expression to derive new weighting functions 
which are very interesting for the radio frequency (RF) engineers when they design the frequency 
synthesizer. Therefore, based on these asymptotic results, we adapt a new method to predict the bit 
error rate (BER) at the output of the channel decoder by using an effective SINR value. We show by 
simulations the validity of our models and that at a given BER, the required signal to noise ratio (SNR) 
may easily increase due to the carrier phase noise. 
Index Terms--- Multi-carrier spreading systems, large system analysis, phase noise, SINR, EESM. 
I. INTRODUCTION 
Recently, orthogonal frequency and code division multiplexing (OFCDM) access technology has been 
investigated for the next generation of mobile communication systems [1][2]. It is a combination of 
orthogonal frequency division multiplexing (OFDM) and code division multiple access (CDMA). The 
interest of the 2D spreading systems known as OFDM-CDMA is to optimize the trade-off between 
diversity gain and multiple access interference (MAI). 
To achieve high spectrum efficiency, OFDM-CDMA systems will implement a large number of sub-
carriers and, as a consequence, will be highly sensitive to the carrier phase noise (CPN) [3]. The effect 
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of the CPN could be similar to that caused by a constant carrier frequency offset (CFO) i.e. CPN 
introduces a phase rotation on the received symbols and generates inter-carrier interference (ICI). 
However, in contrast to the CFO, the CPN is a random process and needs a whole apart study. In the 
literature, several works could be found on the CFO effects in the mutli-carrier based systems [3][4][5]. 
We will restrict our study in this paper to the CPN effects and results in OFDM-CDMA systems.  
In a multi-carrier transmission scheme like OFDM-CDMA, the CPN creates two effects: common 
phase error (CPE) and ICI. The CPE alters equivalently different carriers by causing sub-carrier phase 
rotation while ICI introduces interference to any sub-carrier from all other sub-carriers. In literature, the 
CPN effect has been presented in some papers for OFDM [3][6][7] and MC-CDMA systems [8]. 
Nevertheless, for MC-CDMA systems, the analytical results of [8] have assumed independent 
identically distributed (i.i.d.) spreading codes. Moreover, their results are only suitable for additive 
white Gaussian noise (AWGN) and small angle approximation of the CPN. In [9], the performance of 
OFDM-CDMA systems is derived in terms of signal to interference and noise ratio (SINR) degradation 
at the detector output and the channel coding is not accounted for. Moreover, a small angle 
approximation is assumed. To the authors’ knowledge, no contribution has been presented without the 
assumption of a small angle approximation. 
In this paper, we propose a new approach to present the degradation caused by the CPN on the 
performance of the OFDM-CDMA systems. Our contribution extends the work of [9] which was done 
for a CPN in the MC-CDMA system. It is also based on our previous work done for different 
synchronization errors [10][11][12][13]. Contrarily to the previous works, we consider in this paper a 
CPN with small angle approximation but also with small variation approximation. 
The contribution of our work can be summarized as follows. 
1) Using some properties of random matrix (RM) and free probability (FP) theories, we develop a new 
analytical expression of the SINR in an asymptotic regime. This SINR formula is independent of the 
actual values of the spreading codes while taking into account their orthogonality. It depends only on 
the complex amplitudes of the channel coefficients, the average transmitted power of the interfering 
users and the affected power of the reference user.  
2) Using asymptotic SINRs, we are able to derive SINR degradations and new weighting functions, 
such as proposed by Stott for OFDM system [6]. These functions will give a better understanding of the 
CPN effect on the system performance. Indeed, using these functions, we show that the low frequency 
components of the CPN power spectral density (PSD) have more impact on the ICI while high 
frequency components have more impact on the inter-band interference (IBI). As a consequence, using 
these functions, RF engineers will adapt easily the oscillator and the phase locked-loop (PLL) 
specifications [14].  
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3) Using asymptotic SINRs, we adapt a technique initially used in OFDM system to predict the bit 
error rate (BER) at the output of the channel decoder in the OFDM-CDMA systems. This technique, 
called exponential effective SNR mapping (EESM) [15][16] provides a reliable link between link level 
simulations and system level simulations. We show that the EESM technique is independent of the 
spreading system and of the CPN value. It depends only on the modulation and coding scheme (MCS). 
This article is organised as follows. Section II describes the transmission model of the OFDM-CDMA 
system including transmitter, channel model with CPN, and receiver. Section III gives an asymptotical 
expression of the estimated SINR. In section IV, we derive new weighting functions for the OFDM-
CDMA systems while section V presents the system performance without channel coding. Section VI 
describes the EESM technique and its validation through simulations. Eventually, conclusions are 
drawn in section VII. 
II. SYSTEM MODEL WITH CARRIER PHASE NOISE 
     Figure 1 shows a generalized framework of the 2D spreading OFDM-CDMA transmitter/receiver 
chain for a downlink communication with Nu users. For each user m, information bits bm are first 
channel encoded with a convolutional encoder of coding rate R, randomly interleaved, and fed directly 
to a quadrature amplitude modulation (QAM) module which assigns B bits for each of the complex 
constellation points. Therefore, each complex symbol is spread by a Walsh-Hadamard (WH) sequence 
of Nc chips (Nu≤Nc), and scrambled by a portion of Nc chips of the cell specific long pseudo random 
sequence. This scrambling code is used to minimize multi-cell interference. The resulting chips are 
then allocated on a time/frequency grid as shown in Figure 2. Assuming an IFFT of N sub-carriers, 
each user transmits S=N/NF data symbols am[s] of the m
th
 user on the j
th
 OFDM-CDMA block 
composed of NT OFDM symbols. NF  and NT are respectively the frequency and time domain spreading 
factors. The system is thus a general case of the MC-CDMA [18] and MC-DS-CDMA [19] systems. 
The scheme is identical for other users using one specific WH sequence by user. For simplicity and 
without loss of generality, we will drop the index j in the sequel. The signal at the IFFT input is: 
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In (1), dq[sNF+n] is the spread symbol of all users transmitted on the nth sub-carrier of the sth sub-band 
during the q
th
 OFDM symbol. Pm is the transmitted power allocated to the m
th
 user’s signal and 
assumed identical in all sub-bands, cm,s represents its spreading sequence.  
At the output of the IFFT, a cyclic prefix (CP) of ν samples is inserted to discard the inter symbol 
interference (ISI). The signal is then converted to the transmit carrier frequency FTX by the RF unit and 
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qq zkgzh whose hq(z) is the z transform. gq[k] is the channel impulse response (CIR) and W 
is the delay spread which is assumed less than the cyclic prefix (W≤ν). The signal at the channel output 
is then corrupted by an AWGN with zero mean and variance equal to σ 2. At the receiving side, the 
signal is down converted by the receiver RF unit using the receiver carrier frequency FRX.  
In practice, carrier frequency oscillators are affected by phase noise. The term CPN is widely used to 
describe short term frequency fluctuations around the frequency f0 of the oscillator. In time domain, it 
can be described as a continuous Brownian motion process with zero mean and a variance equal to 2Dt 
where D is the CPN line-width commonly known as diffusion factor [17] and t is the time variable. It 
characterizes the 3-dB bandwidth of its Lorentzian PSD function [3]. Due to filtering and modelling 
problems, we are generally interested to the medium frequency part of the CPN PSD [9][14]. Then, the 
CPN is characterised by independent Gaussian increments in time domain represented as a finite-power 
Wiener phase noise. In discrete time representation, it can be obtained at each time sample k as: 
 
][][]1[ kkk ρεε +=+
 
(2) 
where ][kε is the sampled CPN and [ ]kρ  is a white Gaussian random variable with zero mean and 











In order to reduce the frequency fluctuations, the oscillator is integrated in a PLL controlled by an ultra 
stable oscillator working at low frequency. Since the VCO operates at high frequency, the PLL 
implements a low pass filter FB(z) used in a closed-loop scenario. As a consequence, the VCO Wiener 
phase noise is filtered by a high-pass filter F(z)=1- FB(z). At the output, the filtered phase noise PSD is: 
 
2
2 )()()( fjeFfSfS piεθ =
 
(4) 
In this paper, the high-pass PLL synthesizer is modelled by a second order filter whose coefficients are 



















where a0, a1, a2, b0, b1, and b2 are the PLL filter coefficients. 
Generally, the CPN occurs at the transmitter and receiver as a phase rotation around the respective 
carrier frequency. In this paper, both phase rotations of the CPN are superposed at the receiver. Their 
superposition can be represented by a random phase rotation of the samples at the input of the CP 
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remove module. After FFT demodulation, the signal carried by the (wNF+p)
th
 sub-carrier of the q
th
 
OFDM symbol can be written as [10]: 



















w is the desired sub-band index (w = 0,…, S-1) and p is the index of a sub-carrier in the w
th
 sub-band 
(p= 0,…, NF-1). φ(w,s,p,n,q) is the equivalent channel transfer function including IFFT, CIR, FFT and 































Equation (7) shows that for w=s and p=n, φ(w,w,p,p,q) characterizes the CPE altering in an equivalent 
manner the signal transmitted on each sub-carrier. In practice, the CPE is estimated conjointly with the 
frequency channel coefficients and corrected by the equalizer. 
Let us now describe the receiver modules. Without loss of generality, we assume that we are interested 
by the symbols of user 0. In order to write the received signal with matrix-vector notation, the 
following matrices are defined:  
- ( )0 1 1diag , ,..., uNP P P −=P  is the Nu×Nu diagonal matrix whose entries are the signal amplitudes 
allocated to each user. 
- ( )1 2 1diag , ,..., uNP P P −=Q  is the (Nu-1)×(Nu-1) diagonal matrix containing the signal amplitudes of 
the interfering users. 
- [ ] [ ] [ ] [ ]( )1 1, , ...,
u
N












1 2 N 1
U c c c  is the Nc×(Nu-1) matrix containing the codes of the interfering users in 
the s
th
 sub-band. Both matrices [ ]sC and [ ]sU  depend on the sub-band index s because of the long 
scrambling code. We also define the following vectors: 
-  [ ] [ ] [ ]( )0 1, ..., u TNs a s a s−=a corresponds to the symbols of all users transmitted in the sth sub-band. 
- [ ] [ ] [ ]( )1 1, ..., u TNs a s a s−=a% corresponds to the symbols of interfering users transmitted in the sth sub-
band. 
Let H[w,s] be a (Nc×Nc) matrix whose components represent the frequency channel coefficients 
depending on the CPN. H[w,s] can be written as: 
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Let also Z[w] be a (Nc×Nc) diagonal matrix which equalizes the diagonal elements of H[w,s]. 
The soft estimated symbol transmitted by the user 0 (reference user) on the sub-band w after 
equalization and despreading could be written as: 
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I0 represents the useful signal, I1 the MAI signal within sub-band w, I2 the interference generated by all 
users from other sub-bands (IBI) and I3 is the colored additive noise.  
III. SINR EVALUATION  
The data symbols are assumed i.i.d. having zero mean and unit variance. The SINR for each sub-band 
w for one channel realisation, noted instantaneous SINR, is deduced from (9) by computing the 
variances over I0, I1, I2, I3, and I4. Since the symbols transmitted over the different sub-bands are 
















The expectations values in (10) are given by: 
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where tr is the trace operator applied on matrices. 
Equations (10) and (11) show that the SINR depends in a complex way on the actual spreading codes. 
In order to get rid of this dependence, we will use the asymptotic regime. This asymptotic behavior has 
been initially applied by Tse and Hanly to the performance analysis of DS-CDMA systems with 
random spreading [21]. They found that the dependence of the SINR on the spreading codes was 
vanishing in an asymptotic behaviour (i.e. when Nc and Nu →∞ while the ratio α=Nu/Nc is kept 
constant). This work was then extended to a multipath fading channel in [22]. Unfortunately, the model 
with random sequence is not accurate for the downlink of CDMA or OFDM-CDMA systems, since it 
does not take into account the orthogonality between codes when using isometric sequences matrices 
like WH type. To solve this issue, the authors of [23] assume that the spreading matrix C[s] is extracted 
from a Haar distributed unitary matrix. Such a matrix is random and isometric. Moreover, it captures 
the orthogonality of the conventional spreading matrices. This assumption allows us to apply very 
powerful results from the properties of the FP theory. These assumptions are verified even for 
relatively small spreading factors (Nc ≥32) [23][24]. 
In order to evaluate the different terms of (11), independently of the spreading codes, we apply three 
properties from the RM and FP theories. The details of the computations are given in Appendix A. In 
(11), the FP theory is mainly used for the evaluation of 
2
1E I  where the orthogonality between [ ]wH0c  
and [ ]wU  must be taken into account. The RM theory is sufficient to compute the components of the 
other interferences. With these properties, (11) yields, for a given CPN value: 
( )
( ) ( )
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P is the average power of the interfering users.   
Equation (12) resumes the estimated SINR at the output of the detector. It is independent of the actual 
spreading codes but it includes the CPN. In contrast to other works [4][8], we consider the 
orthogonality of the spreading codes in our expression of the SINR value. To process ahead, we model 
the IBI due to the CPN and the MAI due to the loss of orthogonality between codes as additive 
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Gaussian noises [3][21]. In order to develop the different terms in (12), we consider in our study the 
conventional small angle approximation [9] but also we consider a small variation approximation. To 
the authors’ knowledge, no contribution has been presented without the assumption of a small angle 
approximation. 
Small angle assumption: with a small angle assumption, the CPN could be approximated by 
][1][ uje q
uqj θθ +≈ . The equivalent channel coefficients of (7) could then be written as: 
































where ( , )( , )w s p nδ = 1 if w=s and p=n and zero elsewhere.  
Small variation assumption: for small variation assumption, only the CPN variation is approximated by 
small angle in such a way that the module of the CPE is normalised i.e. 













. This assumption is more general than the Assumption 1 since the CPN could have 
large values but with a slow process variation. Of course, it is an interesting approach since in real 
applications the first assumption of small angle does not always hold. The assumption of a normalised 
CPE is to limit the values of the CPN in such a way that the module of their mean during one OFDM 
symbol is equal to one. In practice, the combination of both assumptions, i.e. small variation 
assumption and normalised CPE, is to restrain the huge values of the CPN during one OFDM symbol. 
This assumption gives higher flexibility in the choice of the RF synthesizer and the PLL properties. 
With these assumptions, let us now describe the receiver. We assume that a MMSE equalizer is used. 
In the absence of the CPN, (6) could be written in a simple form as: 
[ ] [ ] [ ]( , , , , )q F q F q FR wN p d wN p w w p p q N wN pϕ+ = + + +
 
(14) 
In our work, a single-user equalizer is used i.e. we don’t consider the MAI variance in the computation 
of the equalizer coefficients. Moreover, we don’t consider the variances of the different interferences in 
this computation. The reason of this assumption is to split the coefficients of the equalizer from the 
expressions of the interferences. Thus, the equalizer coefficients are given by [25]: 
  

















= . Expanding the expressions of 
(12) and computing the expectations over the CPN, an interesting result is obtained. For the two CPN 
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piψ = . This result is powerful because, with only small variation approximation 
(Assumption 2) the equalizer reduces the effect of the CPN to the small angle approximation i.e. to the 
Assumption 1. In other words, we can design the synthesizers without verifying the first assumption. 
The simulation results given in sections V and VI confirm this assumption. 
For a zero forcing (ZF) equalizer, (16) resumes to a compact expression for the engineers given by: 
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(17) 
Finally, we should note that the constant carrier frequency offset (CFO) is another source of 
interference in the multi-carrier based systems. The reader may refer to [5][13] for more details. 
IV. WEIGHTING FUNCTIONS 
For a MMSE equalizer, equation (16) shows that the interference power I[w] is composed of five 
expressions. The first three expressions are independent of the CPN. The last two depend on the CPN. 
A better understanding of the CPN is clearly needed. Therefore, we will define the weighting functions 





















































where W1(f) represents the effects of the ICI within the w
th
 sub-band and W2(f) represents the effect of 






























≤− . In other words, using some 
simplifications in our equations, we can define some useful functions [10], known as weighting 
functions, which help us in the interpretation of the physical effect of the CPN. Indeed, the interference 


































where the first term indicates the ICI interference within the sub-band w, the second term indicates the 
IBI and the third tem is the AWGN. The weighting functions versus the frequency f normalized to the 
sub-carrier spacing are presented in Figure 3-a and Figure 3-b respectively. These figures combined 
with equation (19) show the impact of the filtered CPN on the studied sub-band. Figure 3-a shows that 
the low frequency components (excepted DC component) of the CPN PSD have more impact on the 
ICI. Indeed, the small frequency components in S(f) imply a greater integration value in the first term of 
(19). These components are multiplied by large values of W1(f). The effect of the high frequency 
components in S(f) will be cancelled by the weighting function W1(f).  Figure 3-b shows that all 
frequency components of the CPN PSD have an equivalent impact on the IBI. Indeed, since W2(f) is 
constant in adjacent sub-bands, i.e. for n≥8, S(f) produces an equal integration value in the second term 
of  (19). Thus, to discard the CPN effect, the engineer designers have to choose PLL filters with high 
cut-off frequency (cf. (4)). Moreover, a PLL having a cut-off frequency greater than the sub-carrier 
spacing will definitively eliminate the ICI while the IBI obstinately persists.  
V. SYSTEM PERFORMANCE WITHOUT CHANNEL CODING 
In this section, we will validate our theoretical model, given previously, by means of simulations. We 
first compare the SINR computed with (10) and (16) with the instantaneous SINR measured via Monte 
Carlo simulations. However, for a frequency selective slow fading physical channel and due to the 
channel variations of the channel caused by the mobile speed, we give the comparison between the 
average SINRs. The simulation assumptions in the sequel are summarized in Table 1-a. 
Figure 4 illustrates the comparison between theoretical and simulated average SINRs for the BRAN A 
channel [27], a mean ratio Eb/N0= 20 dB and a PLL cut-off frequency of 1 MHz. The SINRs have been 
measured in the first sub-band (w=0). Figure 4 shows that our theoretical model matches perfectly with 
simulations, even for a relatively small spreading factor (Nc=32). Moreover, it shows that the SINR 
sensitivity to the CPN becomes noticeable for a diffusion factor D > 1 KHz. However, the superiority 
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of MC-DS-CDMA is not straightforward from this figure. Indeed, the comparison here is achieved in 
terms of average SINR which could hide the advantage of a system. Moreover, the channel coding is 
not considered in these results. The reader could refer to [13] (section IV) for more details about the 
comparison of the different systems without channel coding and could refer to the next section for the 
systems' comparison with channel coding.  
To give more insights of the CPN effect on the SINR, we define the instantaneous SINR degradation 
by [ ] max1010 log SINRDeg dB
SINR
 
= ⋅  
 
  where SINRmax is the SINR obtained for a perfectly synchronized 
system. The SINR degradation allows us to compare the sensitivity of the different spreading schemes 
to the CPN. Figure 5 gives the comparison between the average degradation, over channel realizations, 
of different spreading schemes for a BranA channel model with 18 paths [27], a mean ratio Eb/N0= 20 
dB, a full load and quarter load respectively. First, we can conclude from this figure that the 
degradation of the different spreading schemes increases with the system load and decreases with the 
PLL cut off frequency. It reaches 1 dB value for a diffusion factor D ≥ 1KHz depending on the 
simulation assumptions. Moreover, we can conclude that the sensitivity of the 3 spreading schemes to 
the CPN is comparable. This conclusion could be verified as follows. The 3 spreading systems are 
subject to the MAI due to the loss of orthogonality between the spreading codes and the IBI due to the 
CPN. For a given N and a given Nc, the IBI power increases when NF decreases since the number 
S=N/NF of total sub-bands increases (the number of interfering sub-bands increases as-well). However, 
when NF decreases the othorgonality between codes could be conserved since the channel becomes 
more flat over the considered sub-band. Then, the MAI power decreases when NF decreases. As a 
consequence, for any decrease of the frequency spreading factor NF, the IBI decreases and the MAI 
increases (and vice-versa). For a pure MC-CDMA system, the MAI is the dominant interference and 
for a pure MC-DS-CDMA, the IBI is the dominant interference. Then, the total interference power of a 
2D spreading system is a trade-off between MAI and IBI.  
VI. SYSTEM PERFORMANCE WITH CHANNEL CODING: APPLICATION OF THE EESM TECHNIQUE 
Based on the RM and FP theories, we derived in section III a simplified formula for the estimation of 
the instantaneous SINR at the output of the detector. However, it is desirable to evaluate the system 
level performance after channel decoding in terms of the BER. Therefore, an accurate relationship 
between the SINRs obtained at the output of the detector and the BER performance at the output of the 
channel decoder must be identified. Let SINR be the vector of J instantaneous SINRs received at the 
output of the detector. The problem of determining an accurate BER prediction method consists of 
finding an accurate relationship between an effective SINR value, called SINReff, computed in terms of 
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the different components of the SINR vector and the bit error probability (BEP) at the output of the 
channel decoder. In the literature, different solutions were proposed to evaluate the BER. In an OFDM 
system, [16] proposes the EESM technique which is based on the Chernoff Union bound [15] to find 
the effective SINR. The EESM technique expression relevant to an OFDM system yields [16][28]: 




















where N is the number of sub-carriers, SINR[n] is the SINR obtained over the n
th
 sub-carrier. The key 
point of this relation is that the parameter λ is unique for each pair of modulation size and channel 
coding rate or equivalently for each pair of MCS. It is estimated once from the link level simulations. 
In our study, the EESM technique must be adapted to the OFDM-CDMA systems. As shown in Figure 
6, a unique SINReff is first computed for each coded set of J "2D-symbols", each composed of S QAM 





















where SINRj[s] is the SINR of the s
th
 QAM symbol transmitted on the s
th
 sub-band of the j
th
 2D symbol.  
J is the number of 2D symbols fed together to the channel decoder.  
The BER at the output of the channel decoder is estimated from the SINReff by using a simple look-up 
table (LUT). This LUT is obtained analytically or by simulations for an AWGN channel. Due to the 
uniqueness of the result of the relation between the BER and the SNR for each MCS, the parameter λ is 
unique for each MCS. It is independent of the channel type and of the CPN value. Thus, using the 
asymptotic SINR formula given by (16) with the EESM formula given by (21), we are now able to 
predict the BER at the output of the channel decoder without achieving system level simulations. 
The adaptation of the EESM technique is now to be verified by system simulations. The simulation 
assumptions are the same of that given in Table 1-a to which we add those of Table 1-b. The calibration 
procedure gives respectively λ=1.8 and λ=5.5 for QPSK and 16-QAM modulations. 
In figures 8 till 10, the term "Sim" in the legend stands for Monte Carlo simulation results where the 
term "Asymp" stands for asymptotic results using the EESM results technique. For MC-CDMA system, 
Figure 7 gives the comparison between both BERs obtained, first with the EESM technique using 
asymptotic SINR and second by simulation, in a BranA channel, a full load system and different CPN 
diffusion factors. In this figure, we show that the simulation results match very well the asymptotic 
analytical results especially for a BER<10
-2
. It is a double check on the EESM technique and the 
asymptotic evaluation. The same conclusions are verified for other OFDM-CDMA systems. Figure 7 
shows that the BER at the output of the channel decoder can be accurately predicted. Also, we can 
conclude that the parameter λ is independent of the spreading system and of the diffusion factor D. 
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This is due to the fact that the AWGN results used as reference results do not depend on the spreading 
scheme. Eventually, we can conclude that at a BER=2×10-4, a loss of approximately 0.9 dB appears for 
a diffusion factor equal to 50 KHz. Figure 8 and Figure 9 compare between the BER obtained by 
simulation results and the BER obtained using the EESM technique for the OFDM-CDMA and MC-
DS-CDMA systems respectively. Once again, theses figures show the accuracy of our prediction 
through the EESM technique with a λ value equal to 5.5. Again, we conclude that the parameter λ is 
independent of the spreading system and from the diffusion factor D. Also, for a BER=2×10-4, a loss of 
1.5 dB and 1.1 dB are observed due a CPN having a diffusion factor D= 50 KHz. Moreover, the 
comparison between Figure 8 and Figure 9 shows that the OFDM-CDMA outperforms the MC-DS-
CDMA due to frequency diversity obtained through frequency spreading. This diversity gain depends 
on the channel properties as well as on the time and frequency spreading factors. 
VII. CONCLUSION 
In this article, we have investigated the effect of the CPN on the performance of the 2D OFDM-CDMA 
spreading schemes. Based on the RM and FP theories, we have determined an analytical asymptotical 
expression of the SINR independent of the spreading codes. We showed the accuracy of our analysis 
through Monte Carlo simulations for relatively small spreading factors (Nc ≥32). Also, we presented 
useful weighting functions for the RF engineers to design efficient frequency synthesizers. We showed 
that a PLL with high cut-off frequency is more efficient to reduce the ICI and the IBI values. We 
proposed an adaptation of the EESM technique to the OFDM-CDMA systems to predict the BER. 
Eventually, we conclude that the OFDM-CDMA systems are very sensitive to the CPN especially for 
large signal constellations. A loss of approximately 1 dB in terms of Eb/N0 is obtained after channel 
decoding. 
APPENDIX A 
In this section, the 3 properties from the RM and FP theories are first defined. Then their application 
for the computation of (11) is detailed. 
Property 1: First, we use a property initially applied in [22]. It assumes that each sequence is itself 
random. This assumption can be justified by the use of random scrambling codes conjointly with WH 
spreading sequences. Thus, if A is a (Nc×Nc), uniformly bounded, deterministic matrix and  
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= −mc where cm(l) are i.i.d. complex random variables with zero mean, unit 














mc  is obtained by the multiplication of a WH sequence with a long scrambling code. Hence, the 




Property 2: Let C be a Haar distributed unitary matrix of size (Nc×Nu) [23]. C can be decomposed into a 
vector c0 of size Nc and a matrix U of size (Nc×Nu-1). So, C can be written as C=(c0,U). Given these 
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P is the average power of the interfering users. The Haar 
distributed assumption is only technical and will not change in the final result. The simulation results 











[w,s]H[w,s]Z[w] are asymptotically free almost everywhere [26]. Based on this freeness, 
one can conclude: 
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(24) 
For definition of freeness, the reader may refer to [23] for more details. 
Since we use a long scrambling code, c0[w] and C[s] are independent for w≠s. Using (22), E|I2|2 
becomes: 
[ ] [ ]( )122
0
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(25) 
Assuming that [ ]w0c  is random, (22) is used to evaluate E|I0|2. Applying (23) for the computations of 
E|I1|
2
 and (24) for the computations of E|I2|2 in (25), (12) is obtained. 
APPENDIX B 
In this section, we derive the expectations values over the random CPN of the interferences powers.  
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 Using the Parseval’s identity, It can be verified that: 
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where E[x] is the expectation value over the random variable x and ψN(x) is the Dirichlet function. 
By substituting (27) in (26) and applying the expectation over the CPN in (26), (12) gives way easily to 
(16).  













. In practice, the assumption of small variation allows the RF engineer 
to have large values of CPN in such a way that its variation is small. For a MMSE equalizer, (15) 
yields: 
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(28) 
In simulations, we normalise the CPN values by their mean’s module during one OFDM symbol. This 
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Using the same computations as for the small angle approximation, (16) easily holds. 
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Figure 1- OFDM-CDMA Transceiver. 
 
 















































































































































































































































































Figure 3-a- Weighting function W1 (f ). Figure 3-b- Weighting function W2 (f ). 
 
Table 1-a- Simulation parameters 
FFT size (N) 64 sub-carriers 
Spreading Length (Nc) 32 chips 
System load α= 1/4 and α= 1 
Constellation QPSK 
Sub-carrier spacing 312.5 KHz 
Scrambling code Concatenation of 19 Gold codes of 128 chips 
MC-CDMA configuration NF =32, NT =1 
OFDM-CDMA configuration NF =8, NT =4 
MC-DS-CDMA configuration NF =1, NT =32 
PLL filter with Cut-off = 100KHz 
b=[0.9770 -1.9541 0.9770] 
a=[1 -1.9881 0.9882] 
PLL filter with Cut-off = 1MHz 
b=[0.9256 -1.8509 0.9256] 
a=[1 -1.8790 0.8876] 
Table 1-b- Additional simulation parameters 
Modulation QPSK, 16-QAM 
Coding Rate R of Convolutional code 1/2 
Polynomial code generator (133,171)o 
 










































Figure 4- Validation of theoretical model (BRAN A). 
 
Figure 5- Comparison between degradations of different spreading schemes. 











































Figure 6- Effective SINR computation scheme. 
 
Figure 7- Comparison between the EESM technique with simulation EESM technique and simulation, 
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Figure 8- Comparison between asymptotic with the EESM technique and simulation 
 OFDM-CDMA, 16QAM, full load, Bran A channel, λ=5.5. 
 
Figure 9- Comparison between asymptotic with EESM technique and simulation 
 MC-DS-CDMA, 16QAM, full load, Bran A channel, λ=5.5 
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