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In this paper,we analyze the relation between some classes ofmatri-
ces with variants of the diagonal dominance property. We
establish a sufficient condition for a generalized doubly diagonally
dominant matrix to be invertible. Sufficient conditions for a matrix
to be strictly generalized diagonally dominant are also presented.
We provide a sufficient condition for the invertibility of a cyclically
diagonally dominant matrix. These sufficient conditions do not as-
sume the irreducibility of the matrix.
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1. Introduction and notation
The equivalence between the Geršgorin eigenvalue inclusion theorem [10] and the Desplanques
Theorem [4], which asserts the invertibility of any strictly diagonally dominant matrix, was first ob-
served by Rohrbach [15]. Since then, new inclusion regions for the eigenvalues of a matrix have been
established, and new variants of the diagonal dominance property with sufficient conditions for the
invertibility of the matrix were introduced; see [1,2,17].
Graph theoryplaysan important role inadvancing the theoryofmatriceswithadiagonaldominance
property.WedenotebyMn the set of alln×n complexmatrices. LetA = (aij) ∈ Mn. Thedirected graph
G(A) of A is the directed graph on n distinct points, known as vertices, v1, . . . , vn such that there is a
directed arc vivj if and only if aij = 0.We denote the set of positive integers byN, and for every n ∈ N,
the set {1, . . . , n} is denoted by 〈n〉. If vi and vj are distinct vertices in G(A) and m ∈ N, we say that
there is a directed path  of lengthm from vi to vj if there existm+ 1 distinct vertices vi1 , . . . , vim+1 in
G(A) such that vi1 = vi, vim+1 = vj and vik vik+1 is a directed arc in G(A) from vik to vik+1 for all k ∈ 〈m〉.
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We write  as  = vi1vi2 , . . . , vimvim+1 , or simply, as  : vi −→ vj . The length of  is denoted by
(). The matrix A is called irreducible if and only if G(A) is strongly connected; see Chapter 6 of [11].
Several results in the literature that provide sufficient conditions for the invertibility ofmatriceswith a
diagonal dominance property require the irreducibility of the matrix; see [2,5–9,13,18]. If p ∈ N \ {1}
and there are p + 1 vertices vi1 , . . . , vip+1 such that vi1 , . . . , vip are distinct vertices, ip+1 = i1 and
vik vik+1 is a directed arc in G(A) for all k ∈ 〈p〉, we say that  = vi1vi2 , . . . , vipvip+1 is a cycle in G(A)
of length p. We do not consider cycles of length 1, known as trivial cycles or loops. The set of all cycles
in G(A) is denoted by C(A).
Definition 1.1. Let A = (aij) ∈ Mn, and let k ∈ 〈n〉. Define rk(A) by
rk(A) =
n∑
j=1,j =k
|akj|. (1.1)
In (1.1), it is understood that r1(A) = 0 if A is an 1 × 1 matrix. We also define the set J(A) by
J(A) = {i ∈ 〈n〉 : |aii| > ri(A)}. (1.2)
(i) We say that A is diagonally dominant if |ajj|  rj(A) for all j ∈ 〈n〉. If J(A) = 〈n〉, we call A strictly
diagonally dominant.
(ii) We say that A is strictly generalized diagonally dominant (or invertible H-matrix); see [7], if there
exists a diagonal matrix Y such that AY is strictly diagonally dominant.
(iii) WecallAdiagonally dominantwithnonzero elements chain; seeDefinition2of [7], ifA is diagonally
dominant, J(A) is nonempty and for every p /∈ J(A), there is q ∈ J(A) such that a directed path
 : vp −→ vq exists in G(A).
In the following terms, we assume that n ∈ N \ {1}:
(iv) Let S1 be a nonempty proper subset of 〈n〉. For each k ∈ 〈n〉, define rS1k (A) by
r
S1
k (A) =
∑
j∈S1,j =k
|akj|. (1.3)
In (1.3), if S1 = {k} then r{k}k (A) = 0.
(v) If S1 and S2 are nonempty proper disjoint subsets of 〈n〉with S1 ∪ S2 = 〈n〉, we say that (S1, S2)
is a separation of 〈n〉. If (S1, S2) is a separation of 〈n〉, we define the real-valued function f S1A with
domain of definition S1 × S2 by
f
S1
A (i, j) =
(
|aii| − rS1i (A)
) (
|ajj| − rS2j (A)
)
− rS2i (A) rS1j (A) (1.4)
for all i ∈ S1 and j ∈ S2. Wewill use the function f S1A frequently in Sections 2 and 3 of this paper.
(vi) The matrix A is called generalized doubly diagonally dominant; see [14], if J(A) is nonempty and
there exists a separation (S1, S2) of 〈n〉 such that f S1A  0, where f S1A is the function defined by
(1.4). If J(A) is nonempty and there exists a separation (S1, S2) of 〈n〉 such that f S1A > 0, we say
that A strictly generalized doubly diagonally dominant. (We would use the obvious convention
that a nonzero 1 × 1 matrix is strictly generalized doubly diagonally dominant.)
(vii) We call A cyclically diagonally dominant if for every cycle  ∈ C(A), we have vi∈ |aii| 
vi∈ ri(A). The notationmeans that if  = vi1vi2 , . . . , vipvip+1 is a cycle in G(A)with ip+1 = i1
then each of the two products in the inequality contains exactly p terms, and the index i takes
on the values i1, . . . , ip.
To simplify the terminology, we adopt the following abbreviated notations:
D = {A ∈ Mn : A is diagonally dominant},
SD = {A ∈ Mn : A is strictly diagonally dominant},
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SGD = {A ∈ Mn : A is strictly generalized diagonally dominant},
DC = {A ∈ Mn : A is diagonally dominant with nonzero elements chain},
GDD = {A ∈ Mn : A is generalized doubly diagonally dominant}
and
SGDD = {A ∈ Mn : A is strictly generalized doubly diagonally dominant}.
The identity matrix inMn is denoted by In. For a matrix A = (aij) ∈ Mn, we will sometimes use
the notation (A)kk to denote the entry akk . We denote byC the set of complex numbers. The set of all
complex eigenvalues of A ∈ Mn, also known as the spectrum of A, is denoted by σ(A). The elements
of the linear spaceCn are represented by n× 1 column vectors. The zero vector inCn is denoted by o.
The transpose of any 1× nmatrix X is denoted by Xt . Let n ∈ N \ {1} and x = (x1, . . . , xn)t ∈ Cn. For
every nonempty proper subset S = {τ1, . . . , τm} of 〈n〉, where τ1 < · · · < τm, we denote the vector
(xτ1 , . . . , xτm)
t by x(S).
The cardinality of a nonempty finite set S is denoted by card S. We denote the empty set by ∅.
Thepaper is organized as follows: In Section2,wediscuss the relationbetween thematrices defined
in terms (i)–(iii) and (vi) of Definition 1.1. We also use the fact about the invertibility of every strictly
generalized doubly diagonally dominant matrix (see Corollary 2.1) to provide an inclusion region for
the eigenvalues of any A ∈ Mn, n  2. We show that this eigenvalues inclusion region is the same as
the one given by Huang et al. (Theorem 2.1 in [12]). We present in Section 3 a sufficient condition for a
generalized doubly diagonally matrix to be invertible and establish sufficient conditions for a matrix
to be strictly generalized diagonally dominant. We also provide several examples that demonstrate
our results. Two of the examples compare the results of Theorem 3.1with some of the earlier results in
the literature. In Section 4, we discuss some properties of cyclically diagonally dominant matrices and
establish a sufficient condition for the invertibility of a cyclically diagonally dominant matrix. Unlike
some of the earlier results in the literature, our sufficient conditions in Sections 3 and 4 do not require
the irreducibility of the matrix.
2. Preliminary facts
The sets DC and SGDD play important roles in the development of the theory of matrices that have
variants of the strict diagonal dominance property; see, for example, Theorem 3 of [7] and Theorem
2 of [14]. The two sets are clearly linked to the other two sets D and GDD. Theorem 2.1 analyzes in
depth the relation between the four sets. The following remark outlines some known facts about the
sets defined in terms (i)–(iii) and (vi) of Definition 1.1.
Remark 2.1
(1) It is clear from terms (i), (iii) and (vi) of Definition 1.1 that
SD ⊂ D ∩ DC ∩ SGDD, DC ⊂ D ∩ GDD and SGDD ⊂ GDD. (2.1)
(2) It is known that DC ⊂ SGD; see [7,16], and SGDD ⊂ SGD; see Theorem 1 of [8]. It then follows
from SD ⊂ DC ∩ SGDD in (2.1) that
SD ⊂ DC ⊂ SGD and SD ⊂ SGDD ⊂ SGD. (2.2)
Theorem 2.1. The sets D, DC, GDD and SGDD satisfy the following properties:
(1) DC is a proper subset of D ∩ GDD.
(2) D ⊂ GDD and D ⊂ SGDD.
(3) SGDD ⊂ D, SGDD ⊂ DC and GDD ⊂ D.
(4) DC ⊂ SGDD and SGDD is a proper subset of GDD.
(5) D ∩ SGDD is a proper subset of DC.
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Proof. (1) From DC ⊂ D∩ GDD (in (2.1)), it suffices to show that there exists a matrix A1 ∈ D∩ GDD
such that A1 /∈ DC. Let A1 = (aij) ∈ M3 be such that |a11| = |a12|, |a22| = |a21|, |a33| > r3(A1) and
a13 = a23 = 0. Then A1 ∈ D and J(A1) = ∅. Thus A1 ∈ D ∩ GDD. Denote the vertices in the directed
graph G(A1) of A1 by v1, v2 and v3. Since ai3 = 0 for i = 1, 2, we deduce that there is no directed path
from v1 to v3. Hence from J(A1) = {3}, we see that A1 /∈ DC.
(2) It is clear from term (vi) in Definition 1.1 that anymatrix A ∈ Dwith J(A) = ∅ satisfies A ∈ GDD.
This shows that D ⊂ GDD. It then follows from SGDD ⊂ GDD (in (2.1)) that D ⊂ SGDD.
(3) We prove SGDD ⊂ D by a counter example. Let A2 =
⎛
⎜⎜⎜⎝
3 1 0
1 4 1
1 1 1
⎞
⎟⎟⎟⎠. Then A2 ∈ D. Let S1 = {1, 2}.
It can be easily seen that f
S1
A2
(1, 3) = 2 and f S1A2 (2, 3) = 1. Thus from the fact that J(A2) = ∅, we see
that A2 ∈ SGDD. This proves SGDD ⊂ D. It then follows fromDC ⊂ D (in (2.1)) that SGDD ⊂ DC. Also,
from SGDD ⊂ D and SGDD ⊂ GDD (in (2.1)), we get GDD ⊂ D.
(4) We prove DC ⊂ SGDD by a counter example. Let A3 = (aij) ∈ M3 be such that
|aii| = |ai,i+1| > 0 for i = 1, 2, (2.3)
a13 = a21 = 0 (2.4)
and
|a33| > r3(A3). (2.5)
It is clear from (2.3)–(2.5) and term (iii) of Definition 1.1 that
A3 ∈ DC. (2.6)
Now, we prove that A3 ∈ SGDD. Let (S1, S2) be a separation of 〈3〉. Then either
{1, 2} ∩ Sj = ∅ for j = 1, 2 (2.7)
or
there exists k ∈ {1, 2} such that Sk = {1, 2}. (2.8)
First, suppose that (2.7) holds. Some calculations reveal that
1 ∈ S1 ⇒ f S1A3 (1, 2) = 0
and
2 ∈ S1 ⇒ f S1A3 (2, 1) = 0.
So,
{1, 2} ∩ Sj = ∅ for j = 1, 2 ⇒ f S1A3 > 0. (2.9)
Now, suppose that (2.8) holds. It then follows that
S1 = {1, 2} ⇒ f S1A3 (1, 3) = 0
and
S2 = {1, 2} ⇒ S1 = {3} and f S1A3 (3, 1) = 0.
So, f
S1
A3
> 0 if (2.8) holds. Thus from (2.7)–(2.9), we see that A3 ∈ SGDD. Hence from (2.6), we get
DC ⊂ SGDD. It then follows from SGDD ⊂ GDD (in (2.1)) and term (1) that SGDD is a proper subset of
GDD.
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(5) Let A ∈ Mn be such that A ∈ D ∩ SGDD. If n = 1 then A ∈ DC. So, assume that n  2. Thus
from A ∈ SGDD, we see that
J(A) = ∅ (2.10)
and there exists a separation (S1, S2) of 〈n〉 such that the function f S1A is positive. Suppose that there
exists k ∈ 〈n〉 with |akk| = rk(A), and assume without loss of generality that k ∈ S1. Hence from
f
S1
A > 0, we deduce that |akk| − rS1k (A) = rS2k (A) > 0 and |ajj| > rj(A) for all j ∈ S2. Then there exists
l ∈ S2 such that akl = 0 and l ∈ J(A). Thus from A ∈ D, (2.10) and term (iii) of Definition 1.1, we see
that A ∈ DC. This provesD∩SGDD ⊂ DC. It then follows fromDC ⊂ SGDD (in term (4)) thatD∩SGDD
is a proper subset of DC. 
The following proposition provides sufficient conditions for a matrix A ∈ D to be in GDD and in the
smaller set DC; see terms (1) and (2) of Theorem 2.1.
Proposition 2.1. Let A = (aij) ∈ Mn be such that A ∈ D. Assume that there exist a separation (S1, S2)
of 〈n〉 and p ∈ S1 such that
f
S1
A (p, j) > 0 (2.11)
for all j ∈ S2. Then A ∈ GDD. Also,
(1) If A satisfies the following additional condition:
Condition (1): For every i ∈ S1 \ {p} there exists a directed path i : vi −→ vp in G(A), where vi,
i ∈ 〈n〉, denote the vertices in the directed graph G(A) of A, then A ∈ DC.
Proof. The proposition is established through the following five steps:
Step 1. If q ∈ S2 and |aqq| = rq(A), then rS1q (A) > 0 and p ∈ J(A). Since q ∈ S2, we deduce from
(2.11) that f
S1
A (p, q) > 0. Thus from |aqq| = rq(A), we see that |aqq| − rS2q (A) = rS1q (A) > 0 and
p ∈ J(A).
Step 2. If |app| = rp(A), then rS2p (A) > 0 and S2 ⊂ J(A). The step is proven in a similar way to step 1.
Step 3. J(A) = ∅. This clearly follows if |app| > rp(A). So, assume that |app| = rp(A). Then from step
2, the result follows.
Step 4. A ∈ GDD. This follows from A ∈ D and step 3.
Step 5. If condition (1) holds, then A ∈ DC. Since A ∈ D, we have either |app| > rp(A) or |app| = rp(A).
We consider each case separately.
Case 1: |app| > rp(A). It then follows from A ∈ D and condition (1) that to prove A ∈ DC, it suffices
to show that for every q ∈ S2 with |aqq| = rq(A) there is a directed path in G(A) from vq to vp. Let
q ∈ S2 be such that |aqq| = rq(A). Thus from step 1, we see that rS1q (A) > 0. Hence there exists
i ∈ S1 such that aqi = 0. Then from condition (1), the result follows.
Case 2: |app| = rp(A). It then follows from step 2 that S2 ⊂ J(A) and there exists j0 ∈ S2 such that
apj0 = 0. So, from A ∈ D and condition (1), we deduce that A ∈ DC. 
Remark 2.2. We observe that there exist a diagonally dominant matrix A ∈ Mn, n  2, and a
separation (S1, S2) of 〈n〉 with which Eq. (2.11) and condition (1) of Proposition 2.1 are satisfied, but
A is not strictly generalized doubly diagonally dominant. To see this, let A = (aij) ∈ M3 be such that
(2.3)–(2.5) are all satisfied. It follows from term (4) of Theorem 2.1 that A ∈ SGDD. It is clear that
A ∈ D. Also, with the separation (S1, S2) = ({1, 3}, {2}) and p = 3, it can be shown that Eq. (2.11)
and condition (1) of Proposition 2.1 are satisfied.
From term (5) of Theorem 2.1, we know that D ∩ SGDD is a proper subset of DC. The following
proposition provides a sufficient condition for a matrix A ∈ DC to be in D ∩ SGDD.
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Proposition 2.2. Let A = (aij) ∈ Mn, n  2, be such that A ∈ DC. In addition, suppose that A satisfies
the following condition:
Condition (1): If 〈n〉 \ J(A) is nonempty and k ∈ 〈n〉 \ J(A), then rJ(A)k (A) > 0.
Then A ∈ D ∩ SGDD.
Proof. Since A ∈ DC, we see from term (iii) of Definition 1.1 that
A ∈ D and J(A) = ∅. (2.12)
If J(A) = 〈n〉 then, from SD ⊂ D∩ SGDD (in (2.1)), the result follows. So, suppose that J(A) is a proper
subset of 〈n〉. Thus from J(A) = ∅ (in (2.12)), we deduce that (J(A), 〈n〉 \ J(A)) is a separation of 〈n〉.
For simplicity, write (J(A), 〈n〉 \ J(A)) as (S1, S2). Let j ∈ S2. Then from A ∈ D (in (2.12)) and condition
(1), we infer that |ajj| − rS2j (A) = rS1j (A) > 0. Thus f S1A (i, j) > 0 for all i ∈ S1 = J(A). Hence f S1A > 0.
Then from (2.12), we see that A ∈ D ∩ SGDD. 
We now present a few known facts about the invertibility of some special families of matrices
introduced in Definition 1.1. Unlike the set SD, the sets D and GDD both contain singular matrices. In
regard to the set SGD, we have:
Lemma 2.1. Every strictly generalized diagonally dominant matrix is invertible.
Proof. Let A ∈ Mn be strictly generalized diagonally dominant. Then there exists a diagonal matrix
Y ∈ Mn such that AY ∈ SD. Thus from the Desplanques Theorem [4], we deduce that AY is invertible.
Hence A is invertible. 
From Lemma 2.1 and SGDD ⊂ SGD (in (2.2)), we have:
Corollary 2.1. Every strictly generalized doubly diagonally dominant matrix is invertible.
Corollary 2.1 has an interesting connection with the formation of an inclusion region for the spec-
trumof a squarematrix. To see this,wefirst introduce the followinguseful characterization for amatrix
A ∈ Mn to be in SGDD.
Remark 2.3. Let A ∈ Mn, n  2. Then A ∈ SGDD if and only if there is a nonempty proper subset S1
of 〈n〉 such that f S1A > 0 and there exists k ∈ S1 with |akk| − rS1k (A) > 0.
We now introduce the following definition:
Definition 2.1. Let A = (aij) ∈ Mn, n  2. Suppose that (S1, S2) is a separation of 〈n〉. For all i ∈ S1
and j ∈ S2, define the setsDS1i (A) andVS1ij (A) by
D
S1
i (A) =
{
z ∈ C : |z − aii|  rS1i (A)
}
(2.13)
and
V
S1
ij (A) =
{
z ∈ C :
(
|z − aii| − rS1i (A)
) (
|z − ajj| − rS2j (A)
)
 rS2i (A) r
S1
j (A)
}
. (2.14)
(Using (1.4), we haveV
S1
ij (A) = {z ∈ C : f S1zI−A(i, j)  0}.)
From Remark 2.3 and Definition 2.1, it is clear that Corollary 2.1 is equivalent to the following
corollary:
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Corollary 2.2. Let A ∈ Mn, n  2. Then for every separation (S1, S2) of 〈n〉, we have
σ(A) ⊂ VS1(A) :=
⎛
⎝⋂
i∈S1
D
S1
i (A)
⎞
⎠⋃
⎛
⎝ ⋃
i∈S1, j∈S2
V
S1
ij (A)
⎞
⎠ . (2.15)
Theorem 3.12 in [17] provides an inclusion region for σ(A) that contains the regionVS1(A) given in
(2.15). The result in [17] utilizes the equivalence of Corollaries 2.1 and 2.2, and follows from Theorem
3.11 of [17]. The latter result shows (using different terminology) that SGDD ⊂ SGD, and is obtained
through the same technique used in Theorem 1 of [8].
Remark 2.4. Let A = (aij) ∈ Mn, n  2. Suppose that (S1, S2) is a separation of 〈n〉. We make the
following two observations:
(1) For i ∈ S1 and j ∈ S2, define the setWS1ij (A) by
W
S1
ij (A) =
{
z ∈ C : z ∈ DS1i (A) ∪ DS2j (A) and z ∈ VS1ij (A)
}
. (2.16)
Theorem 2.1 in [12] then shows that
σ(A) ⊂WS1(A) :=
⎛
⎝⋃
i∈S1
D
S1
i (A)
⎞
⎠⋃
⎛
⎝⋃
j∈S2
D
S2
j (A)
⎞
⎠⋃
⎛
⎝ ⋃
i∈S1, j∈S2
W
S1
ij (A)
⎞
⎠ . (2.17)
(2) We now show that the sets VS1(A) andWS1(A) defined in (2.15) and (2.17), respectively, are the
same.
(i) First, suppose that z ∈ VS1(A). It is clear that
z ∈ ⋂
i∈S1
D
S1
i (A) ⇒ z ∈WS1(A).
So, assume that z ∈ VS1(A) \
(⋂
i∈S1 D
S1
i (A)
)
. We have two cases:
Case (a) Either there exists i0 ∈ S1 with z ∈ DS1i0 (A) or there exists j0 ∈ S2 with z ∈ DS2j0 (A). It
then follows from the definition ofWS1(A) (in (2.17)) that z ∈WS1(A).
Case (b) For all i ∈ S1 and j ∈ S2, we have
z ∈ DS1i (A) and z ∈ DS2j (A). (2.18)
It then follows from z ∈ VS1(A) that there exist i1 ∈ S1 and j1 ∈ S2 such that z ∈ VS1i1j1(A). Thus from
(2.16) and (2.18), we deduce that z ∈ WS1i1j1(A). Hence from the definition ofWS1(A) (in (2.17)), we
infer that z ∈WS1(A).
(ii) Now, suppose that z ∈ VS1(A). Then from (2.15), we have
z ∈
⎛
⎝⋂
i∈S1
D
S1
i (A)
⎞
⎠⋃
⎛
⎝ ⋃
i∈S1, j∈S2
V
S1
ij (A)
⎞
⎠ . (2.19)
Thus from (2.14) and (2.16), we deduce that
z ∈ ⋃
i∈S1, j∈S2
W
S1
ij (A). (2.20)
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Also, it follows from (2.13) and z ∈ ⋂i∈S1 DS1i (A) (in (2.19)) that there exists k ∈ S1 such that |z−akk| >
r
S1
k (A). Hence from (2.14) and z ∈
⋃
i∈S1, j∈S2 V
S1
ij (A) (in (2.19)), we infer that
|z − ajj| > rS2j (A) (2.21)
for all j ∈ S2. Then from z ∈ ⋃i∈S1, j∈S2 VS1ij (A) (in (2.19)), we get |z − aii| > rS1i (A) for all i ∈ S1. Thus
from (2.13) and (2.21) we see that
z ∈
⎛
⎝⋃
i∈S1
D
S1
i (A)
⎞
⎠⋃
⎛
⎝⋃
j∈S2
D
S2
j (A)
⎞
⎠ .
Hence from the definition ofWS1(A) (in (2.17)) and (2.20), we get z ∈ WS1(A). This completes the
proof thatVS1(A) =WS1(A).
3. Matrices with a generalized type of diagonal dominance
For a matrix A = (aij) ∈ Mn, we denote, unless otherwise stated, the vertices of A in its directed
graph G(A) by v1, . . . , vn. We introduce in the following definition directed graphs in G(A) that are
characterized by a separation of 〈n〉.
Definition 3.1. Let A ∈ Mn, n  3, and let (S1, S2) be a separation of 〈n〉 such that card S1  2.
Suppose that  is a directed path in G(A).
(1) We say that  is an S1 − directed path if for every vertex vk in  we have k ∈ S1.
(2) The directed path  is called reducible S1 − directed path if  is an S1 − directed path and for
every vertex vk in  we have r
S2
k (A) = 0.
(3) If  is an S1 − directed path that is not reducible, we call it an irreducible S1 − directed path.
The following proposition provides a sufficient condition for a generalized doubly diagonally dom-
inant matrix to be invertible. If A ∈ Mn, n  2, and S is a nonempty proper subset of 〈n〉, we denote
the principal submatrix of A that lies in the rows and columns of A indexed by S as A(S); see p. 17
of [11].
Proposition 3.1. Let A = (aij) ∈ Mn, n  2. Assume that there exists a separation (S1, S2) of 〈n〉 such
that the following conditions hold
Condition (1): A(S1) ∈ D.
Condition (2): f
S1
A  0.
Condition (3):max f
S1
A > 0.
Then
(i) J(A) = ∅.
(ii) J(A(Si)) = ∅ for i = 1, 2.
(iii) A(S2) ∈ D.
(iv) If, in addition to conditions (1)–(3), A satisfies the following two conditions:
Condition (4): If i ∈ {1, 2}, ςi ∈ Si and |aςiςi | = rSiςi(A), then there exist ϑi ∈ J(A(Si)) and an irreducible
Si − directed path in G(A) from the vertex vςi to the vertex vϑi
and
Condition (5): If K(A) = {(i1, i2) ∈ S1 × S2 : f S1A (i1, i2) = 0, rS2i1 (A) rS1i2 (A) > 0} is nonempty and
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(ε1, ε2) ∈ K(A), then there exist (δ1, δ2) ∈ L(A) = {(k1, k2) ∈ S1 × S2 : f S1A (k1, k2) > 0} and
εi ∈ {ε1, ε2} \ {δ1, δ2} such that there are directed paths i : vεi −→ vδ1 andi : vεi −→ vδ2 in G(A),
then A is invertible.
Remarks
(a) Notice that if A ∈ GDD, then there exists a separation (S1, S2) of 〈n〉 such that A satisfies
conditions (1) and (2) of Proposition 3.1. Also, if A ∈ Mn satisfies conditions (1)–(3) of Proposition 3.1,
then A ∈ GDD.
(b) It follows from condition (3) that the set L(A) = {(i, j) ∈ S1 × S2 : f S1A (i, j) > 0} defined in
condition (5) is nonempty.
Proof of Proposition 3.1. It follows from condition (3) that there exist α1 ∈ S1 and α2 ∈ S2 such that(
|aα1α1 | − rS1α1(A)
) (
|aα2α2 | − rS2α2(A)
)
> rS2α1(A) r
S1
α2
(A).
Then from condition (1), we deduce that
|aαiαi | − rSiαi(A) > 0 (3.1)
for i = 1, 2, and
either |aα1α1 | − rS1α1(A) > rS2α1(A) or |aα2α2 | − rS2α2(A) > rS1α2(A).
Thus from rαi(A) = rS1αi (A) + rS2αi (A) for i = 1, 2, term (i) follows. From (3.1), term (ii) follows. Also,
from condition (2) and (3.1) (with i = 1), we infer that |ajj| − rS2j (A)  0 for all j ∈ S2. This proves
term (iii). The conclusion on the invertibility will be proved by contradiction. Assume that A is singular
and x = (x1, . . . , xn)t ∈ Cn is a nonzero vector in the null space of A. If conditions (1)–(4) hold, we
will show that A does not satisfy condition (5) by the following seven steps:
Step 1. A(S1) and A(S2) are both invertible. We prove that A(S2) is invertible. The other statement is
proven similarly. If card S2 = 1 then, from term (ii), we see that A(S2) is invertible. So, assume that
card S2 = m > 1. Denote the matrix A(S2) by B = (bικ ), and the vertices in the directed graph G(B)
by vˆ1, . . . , vˆm. It follows from term (ii) that B has a strictly diagonally dominant row. Let p ∈ 〈m〉 be
such that |bpp| = rp(B). Then from condition (4), there exists q ∈ 〈m〉 with |bqq| > rq(B) such that
there is a directed path in G(B) from vˆp to vˆq. Thus from term (iii), we deduce that B ∈ DC. Hence from
DC ⊂ SGD (in (2.2)) and Lemma 2.1, we see that A(S2) = B is invertible.
Step 2.min{‖x(S1)‖∞, ‖x(S2)‖∞} > 0. This follows from step 1, Ax = o and x = o.
Step 3. Let (ω1, ω2) ∈ {(α1, α2) ∈ S1 × S2 : |xαj | = ‖x(Sj)‖∞, j = 1, 2}. Then
|aωiωi |‖x(Si)‖∞ 
n∑
τ=1,τ =ωi
|aωiτ ||xτ |  ‖x(Si)‖∞ rSiωi(A) + ‖x(Sk)‖∞ rSkωi(A), (3.2)
where {i, k} = {1, 2}. Also, f S1A (ω1, ω2) = 0. Eq. (3.2) follows from Ax = o and the definitions of ω1
and ω2. It follows from condition (1), step 2 and (3.2) that f
S1
A (ω1, ω2)  0. Then from condition (2),
we get f
S1
A (ω1, ω2) = 0.
Step 4. If {i, k} = {1, 2} and ςi ∈ Si is such that |xςi | = ‖x(Si)‖∞ and rSkςi (A) = 0, then |aςiςi | = rSiςi(A)
and
∑
τ∈Si,τ =ςi |aςiτ |(‖x(Si)‖∞ −|xτ |) = 0. Since ςi ∈ Si and |xςi | = ‖x(Si)‖∞, we deduce from step
3 that (3.2) holds. Then from rSkςi (A) = 0 and step 2, we get |aςiςi |  rSiςi(A). Thus from condition (1)
or term (iii) (depending on the value of i), we obtain |aςiςi | = rSiςi(A). Hence from |xςi | = ‖x(Si)‖∞,
rSkςi (A) = 0 and (3.2), we obtain
∑
τ∈Si,τ =ςi |aςiτ |(‖x(Si)‖∞ − |xτ |) = 0.
Step 5. Let i ∈ {1, 2}. Then there exists ωi ∈ Si such that |xωi | = ‖x(Si)‖∞ and rωi(A) > rSiωi(A). Let
{k} = {1, 2} \ {i}. Choose ςi ∈ Si such that |xςi | = ‖x(Si)‖∞. If rSkςi (A) > 0 then, from rωi(A) =
rSiωi(A) + rSkωi(A), step 5 follows. So, assume that rSkςi (A) = 0. Thus from ςi ∈ Si, |xςi | = ‖x(Si)‖∞ and
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step 4, we see that |aςiςi | = rSiςi(A). Hence from condition (4), there is ϑi ∈ Si with |aϑiϑi | > rSiϑi(A)
such that there exists an irreducible Si − directed path  : vςi −→ vϑi . Choose the first vertex vς
in the directed path  that satisfies rSkς (A) > 0, and denote it by vωi . By induction, we deduce from
|xςi | = ‖x(Si)‖∞ and step 4 that all vertices vj in the Si − directed path  from vςi to vωi , including
vωi , satisfy j ∈ Si and |xj| = ‖x(Si)‖∞. Then from rSkωi(A) > 0, step 5 follows.
Step 6. Let {i, k} = {1, 2}, and let ωi ∈ Si be such that |xωi | = ‖x(Si)‖∞. If ϑ ∈ 〈n〉 \ {ωi} and  is a
directed path in G(A) from vωi to vϑ , then
|xϑ | =
⎧⎪⎨
⎪⎩
‖x(Si)‖∞ if ϑ ∈ Si,
‖x(Sk)‖∞ if ϑ ∈ Sk.
(3.3)
We first prove∑
τ∈Si,
τ =ωi
|aωiτ |(‖x(Si)‖∞ − |xτ |) +
∑
τ∈Sk
|aωiτ |(‖x(Sk)‖∞ − |xτ |) = 0. (3.4)
If rSkωi(A) = 0, then from the definition of ωi and step 4, Eq. (3.4) follows. So, assume that rSkωi(A) > 0.
From step 5, choose ωk ∈ Sk such that |xωk | = ‖x(Sk)‖∞ and rSiωk(A) > 0. It follows from condition
(1) and (3.2) that
0 
(
|aω1ω1 | − rS1ω1(A)
)
‖x(S1)‖∞  ‖x(S2)‖∞ rS2ω1(A). (3.5)
Also, from term (iii) and (3.2), we have
0 
(
|aω2ω2 | − rS2ω2(A)
)
‖x(S2)‖∞  ‖x(S1)‖∞ rS1ω2(A). (3.6)
Since rS2ω1(A) r
S1
ω2
(A) > 0 and ‖x(S1)‖∞ ‖x(S2)‖∞ > 0 (see step 2), we see from f S1A (ω1, ω2) = 0 (in
step 3), (3.5) and (3.6) that 0 < (|aωiωi | − rSiωi(A)) ‖x(Si)‖∞ = ‖x(Sk)‖∞ rSkωi(A). Thus from (3.2), Eq.
(3.4) follows.
Now, let ϑ ∈ 〈n〉 \ {ωi} be such that there exists a directed path  in G(A) from vωi to vϑ . By
induction, we see that (3.3) follows from |xωi | = ‖x(Si)‖∞ and (3.4).
Step 7. There exists (ω1, ω2) ∈ K(A) = {(i1, i2) ∈ S1 × S2 : f S1A (i1, i2) = 0, rS2i1 (A) rS1i2 (A) > 0} with
the following property: For any (δ1, δ2) ∈ L(A) = {(k1, k2) ∈ S1 × S2 : f S1A (k1, k2) > 0} and any
ωi ∈ {ω1, ω2} \ {δ1, δ2}, there exists δj ∈ {δ1, δ2} such that there is no directed path in G(A) from vωi
to vδj . From step 5, there exists (ω1, ω2) ∈ S1 × S2 such that |xωi | = ‖x(Si)‖∞ for i = 1, 2 and
rS2ω1(A) r
S1
ω2
(A) > 0. Then from f
S1
A (ω1, ω2) = 0 (in step 3), we deduce that (ω1, ω2) ∈ K(A). Let
(δ1, δ2) ∈ L(A) and ωi ∈ {ω1, ω2} \ {δ1, δ2}. If there were directed paths 1 : vωi −→ vδ1 and
2 : vωi −→ vδ2 in G(A) then, from steps 3 and 6, wewould have f S1A (δ1, δ2) = 0, and this contradicts
the fact that (δ1, δ2) ∈ L(A). 
The following example shows that conditions (1)–(4) of Proposition 3.1 are not sufficient conditions
for the invertibility of a matrix.
Example 3.1. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎝
1 1 0 0
1 1 0 0
0.1 0 2 1
0 0 1 1
⎞
⎟⎟⎟⎟⎟⎠. Then A is singular. Let S1 = {1} and S2 = {2, 3, 4}.
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It is clear that A satisfies conditions (1) and (2) of Proposition 3.1. Since f
S1
A (1, 3) > 0, we see that A
satisfies condition (3) of Proposition 3.1. It is clear that
{(2, 4)} = {(i, α) : i ∈ {1, 2}, α ∈ Si and |aαα| = rSiα (A)}.
Then from a33 = 2 > 1 = rS23 (A), a43a31 = 0 and S1 = {1}, we deduce that condition (4) of
Proposition 3.1 is also satisfied.
We observe that conditions (1)–(3) and condition (5) of Proposition 3.1 are not sufficient conditions
for the invertibility of the matrix.
Example 3.2. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 0
1 1 0 0 0
0 0 3 0 1
0 0 1 2 1
0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. Then A is singular. Let S1 = {5} and S2 = 〈4〉. It is clear
that A satisfies conditions (1) and (2) of Proposition 3.1. Since f
S1
A (5, 3) = 2, we see that A satisfies
condition (3) of Proposition 3.1. It is clear that
{(5, 4)} =
{
(i1, i2) ∈ S1 × S2 : f S1A (i1, i2) = 0, rS2i1 (A) rS1i2 (A) > 0
}
.
Thus from f
S1
A (5, 3) > 0 and a45a43 = 0, we see that condition (5) of Proposition 3.1 is also satisfied.
We remark that neither condition (2) nor condition (3) of Proposition 3.1 is a necessary condition
for a matrix A to be invertible. Also, there are invertible matrices that satisfy conditions (1)–(3) of
Proposition 3.1, but they do not satisfy either condition (4) or condition (5) of Proposition 3.1. The
following examples explain these facts.
Example 3.3. (i) Let A1 =
⎛
⎜⎜⎝
1 1.9 1.1
0.1 1 0
0.1 1.2 1
⎞
⎟⎟⎠. Then A1 is invertible (in fact, A1 ∈ SGD as, with
Y = diag (1, 0.2, 0.4), we have A1Y ∈ SD). It can be shown that A1 does not satisfy condition (2)
of Proposition 3.1 for any separation (S1, S2) of 〈3〉.
(ii) Let A2 =
⎛
⎜⎜⎝
1 1 0
0 1 1
1 0 1
⎞
⎟⎟⎠. Then A2 is invertible. It is clear that A2 does not satisfy condition (3) of
Proposition 3.1 for any separation (S1, S2) of 〈3〉.
(iii) Let A3 = (aij) =
⎛
⎜⎜⎝
1 1 0
1 2 0
2 0 1
⎞
⎟⎟⎠. Then A3 is invertible. Let (S1, S2) be a separation of 〈3〉. It can be
shown that A3 satisfies conditions (1)–(3) of Proposition 3.1 if and only if {S1, S2} = {{1, 2}, {3}}.
Suppose that S1 = {1, 2}. The other case is dealt with similarly. Since J(A(S1)) = {2}, |a11| = rS11 (A3)
and a13 = a23 = 0, we see that there is no irreducible S1-directed path from the vertex v1 to the
vertex v2 in the directed graph G(A3) of A3. So, A3 does not satisfy condition (4) of Proposition 3.1.
(iv) Let A4 = (aij) =
⎛
⎜⎜⎝
ι 1/2 0
2 1 0
2 0 3/2
⎞
⎟⎟⎠, where ι = √−1. Then A4 is invertible. Let (S1, S2) be a
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separation of 〈3〉. It can be shown that A4 satisfies conditions (1)–(3) of Proposition 3.1 if and only if{S1, S2} = {{1}, {2, 3}}. Suppose that S1 = {1}. The other case is dealt with similarly. It is clear that
the sets K(A4) and L(A4) defined in condition (5) of Proposition 3.1 (with A replaced by A4) are given by
K(A4) =
{
(i1, i2) ∈ S1 × S2 : f S1A4 (i1, i2) = 0, rS2i1 (A4) rS1i2 (A4) > 0
}
= {(1, 2)}
and
L(A4) =
{
(k1, k2) ∈ S1 × S2 : f S1A4 (k1, k2) > 0
}
= {(1, 3)}.
Since ai3 = 0 for i = 1, 2, we see that there is no directed path in G(A4) from the vertex v2 to the
vertex v3. So, condition (5) of Proposition3.1doesnot hold for thematrixA4 with respect the separation
({1}, {2, 3}) of 〈3〉.
The following theorem provides a sufficient condition for a matrix A ∈ Mn, n  2, to be strictly
generalized diagonally dominant.
Theorem 3.1. Let A = (aij) ∈ Mn, n  2. Assume that there exists a separation (S1, S2) of 〈n〉 such that{
(i, j) ∈ S1 × S2 : rS2i (A) rS1j (A) > 0
}
= ∅ (3.7)
and conditions (1)–(5) of Proposition 3.1 hold. Then A ∈ SGD.
Proof. Since A satisfies condition (2) of Proposition 3.1, we deduce from (3.7) that
{p, q} = {1, 2}, i ∈ Sp and |aii| − rSpi (A) = 0 ⇒ rSqi (A) = 0. (3.8)
Also, since A satisfies conditions (1) and (3) of Proposition 3.1, we see that
S′1 :=
{
i ∈ S1 : |aii| > rS1i (A)
}
= ∅. (3.9)
From (3.7), we have
S′2 :=
{
j ∈ S2 : rS1j (A) > 0
}
= ∅. (3.10)
Then from condition (2) and (3.9), we get
z2 = min
j∈S′2
|ajj| − rS2j (A)
r
S1
j (A)
 max
i∈S′1
r
S2
i (A)
|aii| − rS1i (A)
= z1. (3.11)
From term (iii) of Proposition 3.1, (3.8) and (3.10), we see that z2 > 0. Choose y ∈ [z1, z2] such that
y > 0, and define the diagonal matrix Y = diag(y1, . . . , yn) by yi = y if i ∈ S1 and yi = 1 if i ∈ S2.
Denote the vertices in the directed graph G(AY) of AY by v′1, . . . , v′n. Since Y is a diagonal matrix with
nonzero diagonal entries, we see that A ∈ SGD if and only if AY ∈ SGD. Then fromDC ⊂ SGD (in (2.2)),
it suffices to prove that AY ∈ DC. This is being established through the following seven steps:
Step 1. If m ∈ 〈n〉 \ {1} and i1, . . . , im are distinct integers in 〈n〉, then  = vi1vi2 , . . . , vim−1vim is a
directed path in G(A) if and only if ′ = v′i1v′i2 , . . . , v′im−1v′im is a directed path in G(AY). The step clearly
follows from the definition of Y .
Step 2. Let (τ1, τ2) ∈ S1 × S2 be such that f S1A (τ1, τ2) > 0. Then {τ1, τ2} ∩ J(AY) = ∅. Since A satisfies
condition (1) of Proposition 3.1, we deduce from f
S1
A (τ1, τ2) > 0 and y > 0 that
either y
(
|aτ1τ1 | − rS1τ1 (A)
)
> rS2τ1 (A) or |aτ2τ2 | − rS2τ2 (A) > y rS1τ2 (A).
Thus from the definition of Y , we see that {τ1, τ2} ∩ J(AY) = ∅.
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Step 3. J(AY) = ∅. Since A satisfies condition (3) of Proposition 3.1, we see from step 2 that J(AY) = ∅.
Step 4. AY ∈ D. Since A satisfies condition (1) of proposition 3.1, we see from (3.9) that if i ∈ S1 \ S′1
then |aii| = rS1i (A). Thus from (3.8) and the definition of Y , we deduce that
i ∈ S1 \ S′1 ⇒ |(AY)ii| = ri(AY). (3.12)
Also, it follows from (3.10), term (iii) of Proposition 3.1 and the definition of Y that
j ∈ S2 \ S′2 ⇒ |(AY)jj|  rj(AY). (3.13)
From (3.9)–(3.11) and the definition of Y , we see that
k ∈ S′1 ∪ S′2 ⇒ |(AY)kk|  rk(AY).
Thus from (3.12) and (3.13), step 4 follows.
Step 5. If {i, k} = {1, 2}, ς ∈ Si and |(AY)ςς | = rSiς (AY), then there exists η ∈ Si \ {ς} with rSkη (A) > 0
such that there is a directed path in G(AY) from the vertex v′ς to the vertex v′η . Assume without loss of
generality that i = 1. It follows from |(AY)ςς | = rS1ς (AY), the definition of Y and y > 0 that
|aςς | − rS1ς (A) = 0. (3.14)
Then from (3.8), we deduce that
rS2ς (A) = 0. (3.15)
From ς ∈ S1, (3.14) and condition (4), there exists ϑ ∈ S1 \ {ς}with |aϑϑ | > rS1ϑ (A) such that there is
an irreducible S1 −directed path in G(A) from the vertex vς to the vertex vϑ . Thus from (3.15), there
exists η ∈ S1 \ {ς} with rS2η (A) > 0 such that the vertex vη lies in the directed path  : vς −→ vϑ .
Hence from step 1, step 5 follows.
Step 6. If i ∈ {1, 2} and ς ∈ Si such that |(AY)ςς | = rς (AY), then there exists δ ∈ J(AY) such that
there is a directed path in G(AY) from v′ς to v′δ . Assume without loss of generality that i = 1. Then from|(AY)ςς | = rς (AY) and the definition of Y , we deduce that
y
(
|aςς | − rS1ς (A)
)
= rS2ς (A). (3.16)
We have either rS2ς (A) > 0 or r
S2
ς (A) = 0. We consider each case separately.
Case 1: rS2ς (A) > 0. If there exists τ ∈ S2 such that aςτ = 0 and |(AY)ττ | > rτ (AY), then step 6
follows. So, from step 4, we may assume that
|(AY)jj| = rj(AY) (3.17)
for all j ∈ S2 with aς j = 0. We prove:
Pς :=
{
j ∈ S2 : rS1j (A) > 0, ∃ directed path in G(AY) from v′ς to v′j
}
= ∅. (3.18)
From step 1, it is clear that (3.18) follows if {j ∈ S2 : aς j = 0, rS1j (A) > 0} = ∅. So, we may assume
that r
S1
j (A) = 0 for all j ∈ S2 with aς j = 0. It then follows from (3.17) and the definition of Y that
|(AY)jj| = rS2j (AY) (3.19)
for all j ∈ S2 with aς j = 0. Choose j0 ∈ S2 with aς j0 = 0. Thus from (3.19) and steps 1 and 5, we see
that there exists ε ∈ S2 with rS1ε (A) > 0 such that there is a directed path in G(AY) from v′ς to v′ε . This
completes the proof of (3.18).
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From (3.18), choose ε ∈ Pς . It is clear from step 4 that |(AY)εε|  rε(AY). If |(AY)εε| > rε(AY),
then step 6 follows. So, assume that |(AY)εε| = rε(AY). Thus from ε ∈ S2 and the definition of Y ,
we get |aεε| − rS2ε (A) = y rS1ε (A). Hence from y > 0, (3.16) and rS2ς (A) rS1ε (A) > 0, we deduce that
(ς, ε) ∈ {(i1, i2) ∈ S1 × S2 : f S1A (i1, i2) = 0, rS2i1 (A) rS1i2 (A) > 0}. Then from the fact that A satisfies
condition (5), there exists (δ1, δ2) ∈ S1 × S2 with f S1A (δ1, δ2) > 0 and k ∈ {ς, ε} \ {δ1, δ2} such that
there are directed paths k : vk −→ vδ1 and k : vk −→ vδ2 in G(A). Thus from steps 1 and 2 and
the fact that there exists a directed path in G(AY) from the vertex v′ς to v′ε , we see that there exists
(δ1, δ2) ∈ S1 × S2 with {δ1, δ2} ∩ J(AY) = ∅ such that there are directed paths in G(AY) from v′ς to
each of the vertices v′δ1 and v
′
δ2
. This completes the proof of step 6 when rS2ς (A) > 0.
Case 2: rS2ς (A) = 0. It then follows from |(AY)ςς | = rς (AY) and the definition of Y that |(AY)ςς | =
rS1ς (AY). Thus from step 5, there exists η ∈ S1 \ {ς}with rS2η (A) > 0 such that there is a directed path
in G(AY) from v′ς to v′η . From step 3, we have |(AY)ηη|  rη(AY). If |(AY)ηη| > rη(AY), step 6 follows.
If |(AY)ηη| = rη(AY) then, from rS2η (A) > 0 and case 1, step 6 follows in this case too.
Step 7. We have AY ∈ DC. This follows from steps (3), (4) and (6). 
Example 3.4. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0.75 0.25 0 0
0.1 1 0.1 1.2 1.2
0 0 1 0 1.2
0 1 0 3 0
0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. It is clear that A is reducible. We make the
following three observations:
(1) We use Theorem 3.1 to show that A ∈ SGD. Let S1 = 〈3〉 and S2 = {4, 5}. Then
(i) A satisfies condition (1) of Proposition 3.1.
(ii) Since
f
S1
A (1, j) = f S1A (2, 4) = 0 (3.20)
for j = 4, 5, and
f
S1
A (2, 5) = 0.8, f S1A (3, 4) = 1.8 and f S1A (3, 5) = 1, (3.21)
we deduce that A satisfies conditions (2) and (3) of Proposition 3.1.
(iii) It is clear that{
(i, α) : i ∈ {1, 2}, α ∈ Si and |aαα| = rSiα (A)
}
= {(1, 1)}.
Thus from 3 ∈ S1, a13 = 0 and min{a33 − rS13 (A), rS23 (A)} > 0, we infer that A satisfies condition (4)
of Proposition 3.1.
(iv) We have{
(i, j) ∈ S1 × S2 : rS2i (A) rS1j (A) > 0
}
= {(2, 4), (3, 4)}. (3.22)
So, Eq. (3.7) in Theorem 3.1 holds.
(v) Since f
S1
A (2, 4) = 0 (in (3.20)) and f S1A (3, 4) > 0 (in (3.21)), we see from (3.22) that{
(i, j) ∈ S1 × S2 : f S1A (i, j) = 0, rS2i (A) rS1j (A) > 0
}
= {(2, 4)}.
Then from f
S1
A (3, 5) = 1 and a23 a25 = 0, we see that condition (5) of Proposition 3.1 is also satisfied.
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From (i)–(v) and Theorem 3.1, we deduce that A ∈ SGD.
(2) Let (S1, S2) be a separation of 〈5〉 such that conditions (1)–(3) of Proposition 3.1 are satisfied for
the matrix A. We prove {S1, S2} = {〈3〉, {4, 5}}. We have either 2 ∈ S1 or 2 ∈ S2. Assumewithout loss
of generality that
2 ∈ S1. (3.23)
We prove S1 = 〈3〉. Since A satisfies condition (1) of Proposition 3.1, we see from |a22| < |a24| = |a25|
and (3.23) that
4, 5 ∈ S2. (3.24)
Thus from |a33| < |a35| and term (iii) of Proposition 3.1, we deduce that
3 ∈ S1. (3.25)
It follows from (3.24) and a24 = a25 = 1.2 that rS22 (A)  2.4. So, if 1 were in S2 we would deduce
from (3.23), (3.25) and the entries of A along the first two rows that f
S1
A (2, 1) < 0, and this contradicts
condition (2) of Proposition 3.1. This proves that 1 ∈ S1. It then follows from (3.23), (3.24) and (3.25)
that S1 = 〈3〉.
(3) Using a different terminology, Theorem 8 of [3] provides sufficient conditions for a matrix in
Mn to be strictly generalized diagonally dominant. With a separation (S1, S2) of 〈n〉, the theorem
contains conditions (1)–(3) of Proposition 3.1 and the following condition, whichwe call the “Auxiliary
Condition":
The “Auxiliary Condition": If (ε1, ε2) ∈ S1 × S2 is such that f S1A (ε1, ε2) = 0, then there is (k, l) ∈
S1 × S2 with f S1A (k, l) > 0 such that there exist directed paths 1 : vε1 −→ vl and 2 : vε2 −→ vk
in G(A).
We show that Theorem 8 in [3] cannot be applied to the matrix A. Since Theorem 8 in [3] satisfies
conditions (1)–(3) of Proposition 3.1, we see from term (2) that {S1, S2} = {〈3〉, {4, 5}}. Suppose that
S1 = 〈3〉. The other case is treated similarly. Since f S1A (1, 5) = 0 (in (3.20)), we see from a5j = 0 for
all j ∈ S1 = 〈3〉 that there is no k ∈ S1 such that there is a directed path in G(A) from the vertex v5 to
the vertex vk . So, the “Auxiliary Condition" does not hold for the matrix A.
Example 3.5. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎝
1 3/2 1/2 0
0 1 0 1/3
1 3/4 2 1/8
5/12 3/4 0 2
⎞
⎟⎟⎟⎟⎟⎠.
(1) We use Theorem 3.1 to show that A ∈ SGD. Let S1 = {1, 3} and S2 = {2, 4}. Then:
(i) A satisfies condition (1) of Proposition 3.1.
(ii) It is clear that
f
S1
A (i, 2)  0 (3.26)
for i = 1, 3, and
f
S1
A (1, 4) = 0 and f S1A (3, 4) = 85/96. (3.27)
Thus A satisfies conditions (2) and (3) of Proposition 3.1.
(iii) It is clear that for every i ∈ {1, 2} and α ∈ Si, we have |aαα| > rSiα (A). So, condition (4) of
Proposition 3.1 is satisfied.
(iv) From the entries of A and the definitions of S1 and S2, we see that{
(i, j) ∈ S1 × S2 : rS2i (A) rS1j (A) > 0
}
= {(1, 4), (3, 4)}. (3.28)
Then Eq. (3.7) in Theorem 3.1 holds.
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(v) It follows from (3.26)–(3.28) that{
(i, j) ∈ S1 × S2 : f S1A (i, j) = 0, rS2i (A) rS1j (A) > 0
}
= {(1, 4)}.
Then from a13a34 = 0 and f S1A (3, 4) > 0 (in (3.27)), we deduce that condition (5) of Proposition 3.1
is satisfied for the matrix A.
From (i)–(v) and Theorem 3.1, we deduce that A ∈ SGD.
(2) Theorems 1–4 in [7] provide sufficient conditions for a matrix to be strictly generalized diagonally
dominant. We show that the four theorems in [7] cannot be applied to the matrix A. It is clear that
N1 = {i ∈ 〈4〉 : |aii|  ri(A)} = {1}. Since
|a11| = 1 < 31
16
= r1(A)|a11|
[
|a12| r2(A)|a22| + |a13|
r3(A)
|a33|
]
,
we see that Theorems 1–3 in [7] cannot be applied to the matrix A. Also, since a31 = 0, we see that
one of the conditions of Theorem 4 in [7] is not satisfied.
We remark that for amatrix A satisfying conditions (1)–(5) of Proposition 3.1, the condition defined
by Eq. (3.7) in Theorem 3.1 is not a necessary condition for A to be strictly generalized diagonally
dominant. The following example explains this.
Example 3.6. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 3/2 1 0
0 1 0 0
1 1/2 2 1/4
1 0 0 2
⎞
⎟⎟⎟⎟⎟⎟⎠
. We make the following three observations:
(1) It is clear that, with S1 = {1, 3, 4} and S2 = {2}, conditions (1)–(3) of Proposition 3.1 are satisfied
for the matrix A. Since{
(i, α) : i ∈ {1, 2}, α ∈ Si and |aαα| = rSiα (A)
}
= {(1, 1)},
we deduce from |a33| > rS13 (A) and a13a32 = 0 that there exists an irreducible S1-directed path from
the vertex v1 to the vertex v3. Then A satisfies condition (4) of Proposition 3.1. Also, since r
S1
2 (A) = 0,
we see that {(i, j) ∈ S1 × S2 : f S1A (i, j) = 0, rS2i (A) rS1j (A) > 0} = ∅. So, condition (5) of Proposition
3.1 is satisfied.
(2) Let (S1, S2) be a separation of 〈4〉 such that conditions (1)–(3) of Proposition 3.1 are satisfied for
the matrix A. We prove {S1, S2} = {{1, 3, 4}, {2}}, and that Eq. (3.7) in Theorem 3.1 is not satisfied.
We have either 1 ∈ S1 or 1 ∈ S2. Assume without loss of generality that
1 ∈ S1. (3.29)
We prove S1 = {1, 3, 4}. Since condition (1) of Proposition 3.1 holds for A, we deduce from (3.29),
a11 = 1 and a12 = 3/2 that
2 ∈ S2. (3.30)
It follows from (3.29), (3.30) and the entries of A along the first and third rows that if 3 ∈ S2 then
f
S1
A (1, 3) < 0, and this contradicts condition (2) of Proposition 3.1. Then we must have
3 ∈ S1. (3.31)
From (3.29)–(3.31) and the entries of A along the first and fourth rows, we see that if 4 ∈ S2 then
f
S1
A (1, 4) < 0, and this contradicts condition (2) of Proposition 3.1. This proves 4 ∈ S1. Thus from
(3.29)–(3.31), we infer that S1 = {1, 3, 4}. Finally, it follows from a2j = 0 for all j ∈ {1, 3, 4} and{S1, S2} = {{1, 3, 4}, {2}} that Eq. (3.7) does not hold.
(3) Let Y = diag(1, 0.1, 0.8, 1). Then AY ∈ SD. So, A ∈ SGD.
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In someapplications, it is easier to check if amatrixA ∈ Mn is strictly generalizeddoubly diagonally
dominant rather than determining if A ∈ SGD. If A ∈ SGDD, then we could use the inclusion SGDD ⊂
SGD in (2.2) to conclude that A is strictly generalized diagonally dominant. This techniquewill be used
in Theorem 3.2. Wewill also use in Theorem 3.2 the following notation: If A = (aij) ∈ Mn, n  2, and
y = (y1, . . . , yn)t ∈ Cn with yk = 0 for all k ∈ 〈n〉, we define for every nonempty proper subset S of〈n〉 and every i ∈ 〈n〉 the quantity rSi (y, A) by
rSi (y, A) =
∑
k∈S,k =i
|yk||aik|. (3.32)
In (3.32), it is understood that r
{i}
i (y, A) = 0.
Theorem 3.2. Let A = (aij) ∈ Mn, n  2. Suppose that there exist a separation (S1, S2) of 〈n〉 and a vec-
tor y = (y1, . . . , yn)t ∈ Cn with yk = 0 for all k ∈ 〈n〉 such that the following twoconditions are satisfied:
Condition (1): There exists p ∈ S1 such that |app||yp| > rS1p (y, A).
Condition (2): For all i ∈ S1 and j ∈ S2, we have(
|aii||yi| − rS1i (y, A)
) (
|ajj||yj| − rS2j (y, A)
)
> r
S2
i (y, A) r
S1
j (y, A).
Then A ∈ SGD.
Proof. Let Y = diag(y1, . . . , yn). Then from condition (1), we get
|(AY)pp| > rS1p (AY). (3.33)
Also, since A satisfies condition (2), we see from (1.4), (3.32) and the definition of Y that f
S1
AY > 0. Thus
from (3.33) and Remark 2.3, we deduce that AY ∈ SGDD. Hence from SGDD ⊂ SGD (in (2.2)), we infer
that AY ∈ SGD. Then from Y being a diagonal matrix, we see that A ∈ SGD. 
Example 3.7. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0.1 0.1 0.1
1.1 1 0.1 0.1
1.1 0.5 1 0.2
1.1 1.1 0.2 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Then,with the separation (S1, S2) = ({1}, {2, 3, 4}) of 〈4〉 and y = (1, 2, 3, 4)t , we see from (3.32)
that
r
S1
1 (y, A) = 0; rS21 (y, A) = 0.9,
r
S1
2 (y, A) = rS13 (y, A) = rS14 (y, A) = 1.1,
r
S2
2 (y, A) = 0.7, rS23 (y, A) = 1.8 and rS24 (y, A) = 2.8.
Thus conditions (1) and (2) of Theorem 3.2 are satisfied. Hence A ∈ SGD.
4. Invertibility of cyclically diagonally dominant matrices
In this section, we establish a sufficient condition for a cyclically diagonally dominant matrix to
be invertible. As stated in Section 3, we denote the vertices in the directed graph G(A) of A ∈ Mn by
v1, . . . , vn.
Definition 4.1. LetA ∈ Mn,n  2. If vi is a vertex inG(A), wedefineGout(vi) to be the set of all vertices
different from vi that can be reached from vi by a directed arc. Let λ ∈ σ(A) and x = (x1, . . . , xn)t be
an eigenvector of A corresponding to λ, and let i ∈ 〈n〉. We say that a vertex vk is a maximal vertex in
Gout(vi)with respect to the pair (λ, x) if vk ∈ Gout(vi) and for every vj ∈ Gout(vi)wehave |xk|  |xj|.
A cycle  = vi1vi2 , . . . , vipvip+1 in G(A) is said to satisfy the maximal vertex property with respect to
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the pair (λ, x) if for every j ∈ 〈p〉, xij = 0 and the vertex vij+1 is a maximal vertex in Gout(vij) with
respect to the pair (λ, x). The set of all cycles that satisfy the maximal vertex property with respect to
the pair (λ, x) is denoted by Cλ,x(A). DefineKλ,x(A) by
Kλ,x(A) = {vi ∈ G(A) : ri(A) > 0 and |xk| = |xl| > 0 for all k, l
such that vk, vl ∈ Gout(vi)}.
(4.1)
Lemma 4.1. Let A = (aij) ∈ Mn, n  2, be singular. Suppose that x = (x1, . . . , xn)t is an eigenvector
of A corresponding to the eigenvalue 0. Assume that  = vi1vi2 , . . . , vipvip+1 is a cycle in G(A). Then:
(a) If {vi1 , . . . , vip} ⊂ K0,x(A), then  ∈ C0,x(A).
(b) If A is cyclically diagonally dominant, ajj = 0 for all j ∈ 〈n〉 and  ∈ C0,x(A), then pj=1|aijij | =

p
j=1rij(A) and {vi1 , . . . , vip} ⊂ K0,x(A), whereK0,x(A) is defined by (4.1) with λ = 0.
Proof. (a) Let {vi1 , . . . , vip} ⊂ K0,x(A) and j ∈ 〈p〉. Since  is a cycle, we have vij ∈ Gout(vij−1) if
j > 1, and vi1 ∈ Gout(vip). Then from {vi1 , . . . , vip} ⊂ K0,x(A), we see that
|xij | > 0 and |xij+1 | = |xk| for every vertex vk ∈ Gout(vij)
for all j ∈ 〈p〉. Thus  ∈ C0,x(A).
(b) Suppose that A is cyclically diagonally dominant, ajj = 0 for all j ∈ 〈n〉 and  ∈ C0,x(A). Then
from Ax = o and vij+1 being a maximal vertex in Gout(vij) for all j ∈ 〈p〉, we get
|aijij ||xij | 
n∑
m=1,m =ij
|aijm||xm|  |xij+1 |
n∑
m=1,m =ij
|aijm| (4.2)
for all j ∈ 〈p〉. From  ∈ C0,x(A), we have pj=1|xij | = pj=1|xij+1 | > 0. Thus from (4.2), A being
cyclically diagonally dominant and ajj = 0 for all j ∈ 〈n〉, we deduce thatpj=1|aijij | = pj=1rij(A) > 0.
Hence from aijij xij = 0 for every j ∈ 〈p〉, we infer that the inequalities in (4.2) are equalities. Then from
xij+1 = 0 and vij+1 being a maximal vertex in Gout(vij) for all j ∈ 〈p〉, we see that |xm| = |xij+1 | > 0
for all j ∈ 〈p〉 and m ∈ 〈n〉 that satisfy vm ∈ Gout(vij). Thus from rij(A) > 0 for all j ∈ 〈p〉, we get{vi1 , . . . , vip} ⊂ K0,x(A). 
The following proposition follows from Theorem 2.5 of [17].
Proposition 4.1. Let A = (ajk) ∈ Mn, n  2, be a singular cyclically diagonally dominant matrix such
that ajj = 0 for all j ∈ 〈n〉. Suppose that x = (x1, . . . , xn)t is an eigenvector of A corresponding to the
eigenvalue 0. If xi = 0 for some i ∈ 〈n〉, then there exists a cycle ∈ C0,x(A) such that one of the following
two conditions holds:
Condition (1): vi is a vertex in .
Condition (2): There exist a vertex vm distinct from vi and a directed path : vα1vα2 , . . . , vαs−1vαs , s  2,
from vi to vm with the following properties: vm is a vertex in ,  ∩  = {vm} and for every j ∈ 〈s − 1〉,
vαj+1 is a maximal vertex in Gout(vαj) and |xαj+1 | > 0.
Theorem 4.1. Suppose that A = (aικ ) ∈ Mn, n  2, satisfies the following conditions:
Condition (I): A is cyclically diagonally dominant matrix and ajj = 0 for all j ∈ 〈n〉.
Condition (II): There exists a cycle 1 in C(A) such that vj∈1 |ajj| > vj∈1 rj(A).
Condition (III): If  ∈ C(A) satisfiesvε∈|aεε| = vε∈rε(A), then for every vertex vι ∈ 1 there exists
a vertex vκ ∈  such that aκι = 0.
Then A is invertible.
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Proof. Assume that A is singular. Then there exists a nonzero x = (x1, . . . , xn)t ∈ Cn such that
A x = o. Thus from condition (I), Proposition 4.1 and term (b) of Lemma 4.1, there exists a cycle
0 ∈ C0,x(A)with the following properties
vj∈0 |ajj| = vj∈0 rj(A) and {vj ∈ G(A) : vj is a vertex in 0} ⊂ K0,x. (4.3)
Sincevj∈1 |ajj| > vj∈1 rj(A), we deduce from condition (I), the assumption that A is singular and
Lemma 4.1 that there exists a vertex vi ∈ 1 such that
vi /∈ K0,x(A). (4.4)
Since vi ∈ 1, we see from vj∈0 |ajj| = vj∈0 rj(A) (in (4.3)) and condition (III) that there exists
a vertex vk ∈ 0 such that aki = 0. Thus from vk ∈ K0,x (in (4.3)) and (4.1), we infer that |xi| > 0.
Hence from condition (I), the assumption that A is singular and Proposition 4.1, there exists a cycle =
vτ1vτ2 , . . . , vτpvτp+1 ∈ C0,x(A) such that vi and  satisfy one of conditions (1) and (2) of Proposition
4.1. Since  ∈ C0,x(A), we see from condition (I), the assumption that A is singular and term (b) of
Lemma 4.1 that

p
j=1|aτjτj | = pj=1rτj(A) and {vτ1 , . . . , vτp} ⊂ K0,x(A). (4.5)
So, from (4.4), we deduce that vi and  cannot satisfy condition (1) of Proposition 4.1. Suppose that
there exist a vertex vm distinct from vi and a directed path  : vi −→ vm such that vm is a vertex
in ,  ∩  = {vm} and for every directed arc vαj vαj+1 in , vαj+1 is a maximal vertex in Gout(vαj)
and |xαj+1 | > 0. It follows from pj=1|aτjτj | = pj=1rτj(A) (in (4.5)), vi ∈ 1 and condition (III) that
there exists g ∈ {1, . . . , p} such that aτg i = 0. Thus from vτg ∈ K0,x(A) (in (4.5)) and (4.1), we
see that
|xi| = |xτg+1 | = |xl| > 0 for all vertices vl ∈ Gout(vτg ). (4.6)
Letm = τf , and let ˆ be the part of  defined as follows:
(i) If f  g or τf = τg then ˆ is the part of  from vτf to vτg .
(ii) If f > g and τf = τg then ˆ : vτf vτf+1 , . . . , vτpvτp+1 , . . . , vτg−1vτg . Let2 be the cycle consisting of
, ˆ and the directed arc vτg vi. Write2 as2 = vξ1vξ2 , . . . , vξqvξq+1 . It follows from the construction
of ,  ∈ C0,x(A) and (4.6) that every vertex vξj+1 ∈ 2 is a maximal vertex in Gout(vξj) and xξj = 0
for all j ∈ 〈q〉. Then 2 ∈ C0,x(A). Thus from condition (I), the assumption that A is singular and term
(b) of Lemma 4.1, we deduce that vj ∈ K0,x(A) for every vertex vj ∈ 2. In particular, vi ∈ K0,x(A).
This contradicts (4.4). 
Example 4.1. Let A = (aij) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 1 0 0 1 1
1 8 0 0 1 1
1 1 1 1 1 1
0 0 1 15 1 1
1 0 0 0 8 1
0 0 0 0 1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. It is clear that A is reducible. The cycles in C(A) are
1 = v1v2, v2v1 with 16 = vi∈1 |aii| > vi∈1 ri(A) = 9;2 = v3v4, v4v3 with 15 = vi∈2 |aii| =
vi∈2 ri(A); 3 = v5v6, v6v5 with 16 = vi∈3 |aii| > vi∈3 ri(A) = 2; 4 = v1v5, v5v1 with 16 =
vi∈4 |aii| > vi∈4 ri(A) = 6; 5 = v1v2, v2v5, v5v1 with 128 = vi∈5 |aii| > vi∈5 ri(A) = 18;
6 = v1v6, v6v5, v5v1 with 32 = vi∈6 |aii| > vi∈6 ri(A) = 6 and 7 = v1v2, v2v6, v6v5, v5v1
with 256 = vi∈7 |aii| > vi∈7 ri(A) = 18. Then from ajj = 0 for all j ∈ 〈6〉, we deduce that A
satisfies conditions (I) and (II) of Theorem 4.1. Since 2 = v3v4, v4v3 and
{ ∈ C(A) : vε∈|aεε| = vε∈rε(A)} = {2},
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we see from1 = v1v2, v2v1,vi∈1 |aii| > vi∈1 ri(A) and a31a32 = 0 that A also satisfies condition
(III) of Theorem 4.1. So, A is invertible.
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