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Abstract
The center of mass of an operator A (denoted St(A), and called in this
paper as the Stampfli point of A) was introduced by Stampfli in his Pacific
J. Math (1970) paper as the unique λ ∈ C delivering the minimum value
of ‖A− λI‖. We derive some results concerning the location of St(A) for
several classes of operators, including 2-by-2 block operator matrices with
scalar diagonal blocks and 3-by-3 matrices with repeated eigenvalues. We
also show that for almost normal A its Stampfli point lies in the convex hull
of the spectrum, which is not the case in general. Some relations between the
property St(A) = 0 and Roberts orthogonality of A to the identity operator
are established.
1. Introduction
Let A be a bounded linear operator acting on a Hilbert space H. In
case dimH = n < ∞ we will identify H with Cn and A with its n-by-n
matrix representation in the standard basis {e1, . . . , en} of Cn. We will write
A ∈ B(H) when the dimension of H is irrelevant and A ∈ Cn×n to emphasize
that it is finite.
We will denote the norm, the spectrum, and the numerical range of A as
‖A‖, σ(A) and W (A), respectively. Recall that the latter (a.k.a. the field of
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values, or the Hausdorff set of A) is defined as
W (A) = {〈Ax, x〉 : x ∈ H, ‖x‖ = 1}. (1.1)
This notion goes back to classical papers by Toeplitz [13] and Hausdorff [6];
[4] is a more recent standard reference for the properties of W (A). It is
known in particular that W (A) is convex (Toeplitz-Hausdorff theorem), its
closure clW (A) contains σ(A), and thus the convex hull of it:
clW (A) ⊇ conv σ(A). (1.2)
Operators for which the equality in (1.2) holds are called convexoid; this class
includes in particular all normal (and even hyponormal) operators. On the
other hand, already for non-normal A ∈ C2×2 the inclusion in (1.2) is strict:
conv σ(A) is then the line segment connecting the eigenvalues λ1, λ2 of A
while W (A) is an elliptical disk with the foci at λ1, λ2 (the Elliptical Range
Theorem).
A variation of (1.1) is the so called maximal numerical range W0(A)
consisting of the limits of all convergent sequences 〈Axn, xn〉 with unit vectors
xn ∈ H such that ‖Axn‖ → ‖A‖. This notion was introduced by J. Stampfli
in [12], where it was also observed that W0(A) is a closed convex subset of
clW (A). For A ∈ Cn×n, W0(A) = W (B), where B is the compression of A
onto the eigenspace of A∗A corresponding to its maximal eigenvalue.
In the same paper [12], J. Stampfli introduced the center of mass of A as
the (unique) value of λ ∈ C at which the minimum of ‖A− λI‖ is attained.
Since this term is overused, and to give credit where it is due, we will call
this value of λ the Stampfli point of A and denote it St(A). In this notation,
according to [12, Corollary]:
St(A) = λ if and only if 0 ∈ W0(A− λI). (1.3)
Note that the statements in (1.3) are not equivalent to λ ∈ W0(A), since the
maximal numerical range does not behave nicely under shifts.
Several other observations made in [12] are as follows:
If A is normal (or even hyponormal), then St(A) is the center of the
smallest circle circumscribing σ(A). In general, St(A) lies in the closure
of the numerical range of A but not necessarily in the convex hull of its
spectrum. It is also mentioned in passing that the respective examples exist
already when A is nilpotent and dimH = 3 but no specifics were provided.
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In this paper we further explore properties of the Stampfli point. Sec-
tion 2 provides an explicit formula for St(A) for A unitarily similar to 2-by-2
block operator matrices with the diagonal blocks being scalar multiples of
the identity operator I. This covers in particular quadratic operators, as
well as tridiagonal matrices with constant main diagonal. In Section 3 the
property St(A) ∈ conv σ(A) is extended from normal to so called almost
normal operators. Sections 4–6 are devoted to 3-by-3 matrices. An explicit
procedure for computing St(A) when σ(A) is a singleton {λ} is outlined in
Section 5, based on some auxiliary results established in Section 4. One of
these results is the criterion for St(A) to coincide with λ. As a generalization
of the latter, in Section 6 we characterize matrices A ∈ C3×3 with a double-
ton spectrum and St(A) coinciding with the multiple eigenvalue. Section 7
contains some observations on the relation between the Stampfli point of A
and the Roberts orthogonality of A to I. Finally, several figures illustrating
results of Sections 3–5 are presented in the Appendix.
2. Operators with scalar diagonal blocks
Let us start with the simplest possible case, in which the answer is explicit
and can be obtained directly by a straightforward computation.
Proposition 1. Let ∈ C2×2. Then St(A) = traceA/2.
Proof. Using a unitary similarity, put A in an upper-triangular form:
A =
[
λ1 c
0 λ2
]
,
where {λ1, λ2} = σ(A), c ≥ 0. Then, for any λ ∈ C:
(A− λI)∗(A− λI) =
[ |λ1 − λ|2 c(λ1 − λ)
c(λ1 − λ) c2 + |λ2 − λ|2
]
,
and so
2 ‖A− λI‖2 = |λ1 − λ|2 + |λ2 − λ|2 + c2
+
√
(|λ1 − λ|2 − |λ2 − λ|2)2 + c4 + 2c2(|λ1 − λ|2 + |λ2 − λ|2). (2.1)
Elementary planar geometry shows that the minimum with respect to λ in
the right hand side of (2.1) is attained when λ is a midpoint of [λ1, λ2].
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Note that Proposition 1 can also be proved based on (1.3) and the explicit
formula from [5] for W0(A) in case of 2-by-2 matrices.
Theorem 2. Let A ∈ Cn×n be unitarily similar to a matrix of the form[
a1In1 X
Y ∗ a2In2
]
, (2.2)
with XY ∗ ∈ Cn1×n1, Y ∗X ∈ Cn2×n2 being normal. Then St(A) = (a1+a2)/2.
Proposition 1 is of course a particular case of Theorem 2 (corresponding
to n1 = n2 = 1), but at the same time also the main ingredient of its proof.
Proof. As was shown in [2] (see the proof of Theorem 2.1 there), matrices
under consideration are unitarily similar to direct sums of min{n1, n2} two-
dimensional blocks Ak, all having a1, a2 as its diagonal entries, with |n1 − n2|
one-dimensional blocks, equal a1 or a2. According to Proposition 1, St(Ak) =
(a1 + a2)/2 does not depend on k = 1, . . . ,min{n1, n2}. Since for any λ ∈ C,
‖Ak − λI‖ ≥ |aj − λ| (j = 1, 2), the value of St(A) for the whole matrix A
coincides with that of its blocks Ak.
The normality of XY ∗, Y ∗X holds in a trivial way if Y = 0, i.e., A is
unitarily similar to [
λ1I Z
0 λ2I
]
, (2.3)
with {λ1, λ2} = σ(A). This happens if and only if A satisfies the equation
A2 + pA+ qI = 0 (2.4)
with p = −(λ1 + λ2), q = λ1λ2.
Here is an infinite-dimensional analogue of this situation.
Theorem 3. Let A ∈ B(H) be a quadratic operator, i.e., (2.4) holds for
some p, q ∈ C. Then St(A) = −p/2.
Proof. As was observed in [14], for an operator A satisfying (2.4) there exists
a partition H = H1 ⊕H2 with respect to which A takes the form (2.3). But
then for any λ ∈ C
‖A− λI‖ = ‖A0 − λI‖ , where A0 =
[
λ1 ‖Z‖
0 λ2
]
∈ C2×2,
and so St(A) = St(A0). It remains to invoke Proposition 1.
4
Note that in the setting of Theorem 3 σ(A) = {λ1, λ2}, and according
to [14, Theorem 2.1] W (A) is an elliptical disk with the foci λ1, λ2 (possible
degenerating into the line segment [λ1, λ2]). So, for quadratic A the position
of St(A) is defined by σ(A) uniquely, and is indeed at the center of both σ(A)
and W (A). This justifies to some extent the “center of mass” term for St(A)
coined by Stampfli.
Finally, if in (2.2) a1 = a2, then no conditions on X, Y are needed and,
moreover, the formula for St(A) holds in the inifinite dimensional setting.
Theorem 4. Let A ∈ B(H). If there exists a subspace L of H such that com-
pressions of A onto L and its orthogonal complement L⊥ are both multiples
of the identity by the same scalar a, then St(A) = a.
Proof. It suffices to consider the case a = 0. The operator A then can be
represented as
[
0 X
Y ∗ 0
]
with respect to the decomposition H = L ⊕ L⊥.
We need to show that the norm of
[
λI X
Y ∗ λI
]
attains its minimum with
respect to λ at λ = 0. Equivalently, the rightmost point of the spectrum (or,
which is the same in this case, the numerical range) of[
λI Y
X∗ λI
] [
λI X
Y ∗ λI
]
= |λ|2 I +
[
Y Y ∗ λX + λY
λX∗ + λY ∗ X∗X
]
should be the smallest when λ = 0.
But this is indeed the case, simply because the norm of any block operator
matrix
[
H1 Z
Z∗ H2
]
with fixed positive semi-definite diagonal blocks is minimal
when its off-diagonal blocks are equal to zero.
Corollary 1. Let A ∈ B(H) be such that the entries aij of its matrix in
some orthonormal basis {fj} have the property: aij = 0 if i − j is even and
different from zero; ajj := a is independent of j. Then St(A) = a.
Indeed, suchAmeets conditions of Theorem 4 with L = Span{fj : j even}.
This corollary covers in particular tridiagonal matrices A with constant
main diagonal.
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3. Almost normal operators
We adopt the definition of almost normality which for A ∈ Cn×n was
introduced in [7] as having at least n − 1 pairwise orthogonal eigenvectors.
We will therefore say that A ∈ B(H) is almost normal if it has an invariant
subspace L of codimension one such that A|L is normal.
Theorem 5. Let A ∈ B(H) be an almost normal operator. Then
St(A) ∈ conv σ(A). (3.1)
Proof. According to the definition of almost normality, A can be represented
in the matrix form
A =
[
N b
0 µ
]
(3.2)
with respect to the partition H = L ⊕ C. Here N ∈ B(L) is a normal
operator, b can be identified with a vector in L, and µ ∈ C. Observe that
σ(A) = σ(N) ∪ {µ}.
Suppose (3.1) does not hold. By shifting, rotating and scaling A we
may then without loss of generality assume that St(A) = 0 while σ(A) ⊂
{z : Re z ≥ 1}.
Any unit vector x ∈ H can, up to inconsequential unimodular scalar
mutliple, be written as x = [
√
tξ,
√
1− t]T . Here ξ is a unit vector in L and
t ∈ [0, 1]. Then
Ax = [
√
tNξ +
√
1− tb,√1− tµ]T ,
and
‖Ax‖2 = t〈N∗Nξ, ξ〉+ (1− t)(‖b‖2 + |µ|2) + 2
√
t(1− t) Re〈Nξ, b〉. (3.3)
Using the symbolic calculus for normal operators (see e.g. [11, Chapter 12]),
N =
∫
σ(N)
ζ dE(ζ), N∗N =
∫
σ(N)
|ζ|2 dE(ζ),
where E is the spectral decomposition of N , so (3.3) can be rewritten as
‖Ax‖2 = t
∫
σ(N)
|ζ|2 d〈E(ζ)ξ, ξ〉+ (1− t)(‖b‖2 + |µ|2)
+ 2
√
t(1− t) Re〈
∫
σ(N)
ζ dE(ζ)ξ, b〉.
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Considering vectors of the form Uξ along with ξ, where
U =
∫
σ(N)
φ(ζ) dE(ζ), |φ| = 1 on σ(N),
are unitary operators commuting with N , we conclude that ‖A‖2 is the supre-
mum of
t
∫
σ(N)
|ζ|2 d〈E(ζ)ξ, ξ〉+(1− t)(‖b‖2 + |µ|2)+2
√
t(1− t)
∫
σ(N)
|ζ| |〈dE(ζ)ξ, b〉|
(3.4)
taken over t ∈ [0, 1] and unit vectors ξ ∈ L.
A similar reasoning applied to A − I in place of A yields the conclusion
that ‖A− I‖2 is the supremum of
t
∫
σ(N)
|ζ − 1|2 d〈E(ζ)ξ, ξ〉+ (1− t)(‖b‖2 + |µ− 1|2)
+ 2
√
t(1− t)
∫
σ(N)
|ζ − 1| |〈dE(ζ)ξ, b〉| (3.5)
over the same set.
Since Re ζ,Reµ ≥ 1, we have
|ζ|2 − |ζ − 1|2 ≥ 1, |µ|2 − |µ− 1|2 ≥ 1, |ζ| ≥ |ζ − 1| ,
and so the difference between (3.4) and (3.5) is not smaller than
t
∫
σ(N)
d〈E(ζ)ξ, ξ〉+ 1− t = 1.
But then ‖A‖ > ‖A− I‖, in contradiction with St(A) = 0.
For convenience of readers interested in finite-dimensional setting only,
let us provide a (shorter and more elementary) adaptation of this proof to
the case of almost normal A ∈ Cn×n.
Proof of Theorem 5 in the finite dimensional setting.
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Via an appropriate unitary similarity, for an almost normal A ∈ Cn×n its
representation (3.2) can be further specified to
A =

λ1 0 . . . 0 b1
0 λ2 . . . 0 b2
...
. . .
...
0 . . . 0 λn−1 bn−1
0 . . . . . . 0 µ
 , (3.6)
with bj ≥ 0, j = 1, . . . , n− 1.
For ξ = [ξ1, . . . , ξn]
T ∈ Cn, denote |ξj| = tj, and without loss of generality
set ξn = tn. Since the j-th entry of Aξ is λjξj + bjtn, its maximal absolute
value is attained when
arg ξj = − arg λj if λjbjtn 6= 0, j = 1, . . . , n− 1. (3.7)
So, condition (3.7) holds for ξ maximazing ‖Aξ‖ / ‖ξ‖. Therefore, for such ξ
〈Aξ, ξ〉 =
n−1∑
j=1
(
λjt
2
j + ξjbjtn
)
+ µt2n (3.8)
is a linear combination of the points in σ(A) with non-negative coefficients
not all equal to zero.
Suppose now that (3.1) does not hold. Shifting and rotating A (as it was
done in the proof for the general setting) we may without loss of generality
assume that St(A) = 0 while λ1, . . . , λn−1, µ all have positive real parts.
According to (3.8), 〈Aξ, ξ〉 then also has a positive real part and is therefore
different from zero. This is in contradiction with (1.3).
Recall that an almost normal matrix is pure if it is unitarily irreducible.
According to [9, Theorem 2.1] this is the case if and only if in (3.6) all λj are
distinct and bj 6= 0, j = 1, . . . n−1. The following refinement of the inclusion
(3.1) in the finite dimensional case is of some interest.
Corollary 2. Let A be as in (3.6) with all bj different from zero. Then St(A)
lies in the relative interior of conv{λ1, . . . , λn−1, µ}.
Proof. We will continue using the notation |ξj| = tj along with the convention
ξn = tn. Since ‖A‖ ≥
√
|λj|2 + b2j , under the condition imposed on A we have
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‖A‖ > |λj| for all j = 1, . . . , n − 1. So, ξ cannot be orthogonal to en, i.e.,
tn > 0.
Moreover, since
A∗A =

|λ1|2 0 . . . 0 λ1b1
0 |λ2|2 . . . 0 λ2b2
...
. . .
...
0 . . . 0 |λn−1|2 λn−1bn−1
λ1b1 λ2b2 . . . λn−1bn−1 µ
 ,
the j-th entry of A∗Aξ is |λj|2 ξj + λjbjtn (j = 1, . . . , n− 1). So, tj can only
equal zero if λj = 0.
With these observations at hand, suppose that St(A) is not in the relative
interior of conv{λ1, . . . , λn−1, µ}. As in the proof above, we may assume
that St(A) = 0, but instead of Reλj,Reµ being positive we have a weaker
condition Reλj ≥ 0,Reµ ≥ 0, with at least one of the inequalities strict.
Since now all tj and bj are non-zero, we still may conclude from (3.8) that
Re〈Aξ, ξ〉 > 0, in contradiction with (1.3).
Note that all A ∈ C2×2 are either normal or pure almost normal, while
Proposition 1 shows that for such matrices the statement of Corollary 2 holds
in both cases. However, already for n = 3 there exist unitarily reducible and
almost normal (or even normal) matrices A with St(A) lying on the relative
boundary of conv σ(A).
4. 3-by-3 matrices with singleton spectra. Auxiliary statements
Let A ∈ C3×3 be such that its spectrum is a singleton: σ(A) = {λ}.
Then, up to a unitary similarity,
A =
λ x y0 λ z
0 0 λ
 . (4.1)
Proposition 6. The matrix (4.1) has St(A) = λ if and only if xyz = 0.
Note that for matrices (4.1) conv σ(A) = {λ}. So, condition xyz = 0 is
actually the criterion for St(A) ∈ conv σ(A) to hold in this case.
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Proof. To make use of (1.3), compute
(A− λI)∗(A− λI) =
0 0 00 |x|2 xy
0 xy |y|2 + |z|2
 .
If xy 6= 0, then the maximal eigenvalue of (A − λI)∗(A − λI) is simple,
and the respective eigenvector is ξ = [0, ξ2, ξ3]
T with ξ2, ξ3 6= 0. But then
〈(A − λI)ξ, ξ〉 = zξ2ξ3. So, condition W0(A − λI) 3 0 holds in this case if
and only if z = 0.
On the other hand, if xy = 0, then one of the standard basis vectors e2
or e3 maximizes the norm of A− λI while 〈(A− λI)ej, ej〉 = 0.
Our goal in the next Section 5 is to compute St(A) for matrices (4.1) with
xyz 6= 0. An intermediate step in this direction is a characterization of such
matrices with λ = 1 and St(A) = 0. By an additional (in this case, diagonal)
unitary similarity we can arrange that x, z > 0.
Proposition 7. Let the matrix A be given by (4.1) in which λ = 1 and
x, z > 0. Let also St(A) = 0. Then y < 0 and
det

a1 0 b1 0 0
a2 a1 b2 b1 0
a3 a2 b3 b2 b1
a4 a3 0 b3 b2
0 a4 0 0 b3
 = 0, (4.2)
where
a1 = 2x, a2 = −3xz, a3 = xz2, a4 = 2y − xz, b1 = 4x2 + y2 + z2 − xyz,
b2 = −(z3 + x2z + y2z + 6xy − xyz2), b3 = x2 + 4y2 + z2 − xyz.
(4.3)
Proof. According to (1.3), there exists a unit vector ξ = [ξ1, ξ2, ξ3]
T such
that ‖Aξ‖ = ‖A‖ and 〈Aξ, ξ〉 = 0. Let us denote |ξj| = tj; without loss of
generality ξ3 ≥ 0 and therefore ξ3 = t3.
A direct computation shows that
Aξ =
ξ1 + xξ2 + yξ3ξ2 + zξ3
ξ3

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and so
‖Aξ‖2 = t23 + |ξ1 + xξ2 + yξ3|2 + |ξ2 + zξ3|2 . (4.4)
With ξ2, ξ3 and |ξ1| being fixed, the right hand side of (4.4) is maximal when
arg ξ1 = arg (xξ2 + yξ3), (4.5)
and thus can be rewritten as
t21 + t
2
3 + |xξ2 + yξ3|2 + |ξ2 + zξ3|2 + 2t1 |xξ2 + yξ3| .
At the same time
〈Aξ, ξ〉 = 1 + ξ¯1 (xξ2 + yξ3) + zξ¯2ξ3 = 1 + ξ¯1 (xξ2 + yt3) + zξ¯2t3,
which due to (4.5) implies
〈Aξ, ξ〉 = 1 + t1 |xξ2 + yt3|+ zξ2t3. (4.6)
Since z > 0 and t3 ≥ 0, condition 〈Aξ, ξ〉 = 0 can hold only if t3 > 0, ξ2 < 0
(and thus ξ2 = −t2).
Furthermore, ξ = [ξ1,−t2, t3]T is an eigenvector of A∗A corresponding to
its eigenvalue σ := ‖A‖2. Since
A∗A =
1 x yx x2 + 1 xy + z
y xy + z |y|2 + z2 + 1
 , (4.7)
equating the second entries of A∗Aξ and σξ we have in particular
xξ1 − t2(x2 + 1) + t3(xy + z) = −σt2. (4.8)
Due to (4.5), ξ1 = µ(−xt2 + yt3) with some µ ≥ 0. Plugging this into (4.8)
and taking the imaginary parts:
Im (xyt3(µ+ 1)) = xt3(µ+ 1) Im y = 0.
So, y ∈ R. According to (4.5), then also ξ1 ∈ R.
Suppose for a moment that y > 0. Then (4.7) shows that the matrix A∗A
is entry-wise positive. By the Perron theorem, its maximal eigenvalue is sim-
ple and the respective eigenvectors have entries with coinciding arguments.
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This is in contradiction with ξ2, ξ3 having opposite signs. This proves the
first assertion of the proposition: y < 0.
Returning to (4.5) again, we see that ξ1 < 0. So finally ξ = [−t1,−t2, t3]T
with all tj positive.
Plugging this into (4.6) and recalling that t21 + t
2
2 + t
2
3 = 1:
t21 + t
2
2 + t
2
3 + xt1t2 − yt1t3 − zt2t3 = 0. (4.9)
The collinearity of A∗Aξ and ξ yields two more homogeneous second degree
equations in tj:
xt21 − xt22 + x2t1t2 − (xy + z)t1t3 + yt2t3 = 0 (4.10)
and
yt21 − yt23 + (xy + z)t1t2 − (y2 + z2)t1t3 + xt2t3 = 0. (4.11)
Dividing (4.9)–(4.11) by t23 and introducing new variables u = t1/t3, v =
t2/t3:
u2 + v2 + xuv − yu− zv + 1 = 0,
xu2 − xv2 + x2uv − (xy + z)u+ yv = 0,
yu2 + (xy + z)uv − (y2 + z2)u+ xv − y = 0.
(4.12)
From the first two equations of (4.12) it follows that
u =
−2xv2 + (xz + y)v − x
z
, (4.13)
while the first, multiplied by y and subtracted from the third, becomes
yv2 − zuv + z2u− (x+ yz)v + 2y = 0. (4.14)
Plugging (4.13) into (4.14) and the first equation of (4.12) yields the following
system of two equations in one variable v:
2xv3 − 3xzv2 + xz2v + 2y − xz = 0,
4x2v4 − (4xy + 6x2z) v3 + (4x2 + y2 + z2 + 5xyz + 2x2z2) v2
− (3x2z + y2z + z3 + xyz2 + 2xy) v + (x2 + z2 + xyz) = 0.
(4.15)
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By some additional equivalent transformations aimed at lowering the degrees
of polynomials involved, the system (4.15) can be reduced to
2xv3 − 3xzv2 + xz2v + 2y − xz = 0,(
4x2 + y2 + z2 − xyz) v2 − (z3 + x2z + y2z + 6xy − xyz2) v
+
(
x2 + 4y2 + z2 − xyz) = 0. (4.16)
It remains to observe that the determinant in (4.2) is the resultant of the left
hand sides of (4.16) and thus its equality to zero is equivalent to the system
(4.16) being consistent.
5. 3-by-3 matrices with singleton spectra. Main result
Admittedly, Proposition 7 does not look constructive. Nevertheless, it
serves as the main ingredient in the construction of a procedure allowing to
compute St(A) for all matrices of the form (4.1). Due to Proposition 6, only
the case xyz 6= 0 needs to be considered.
Theorem 8. Let A be given by (4.1) with xyz 6= 0. Then St(A) = λ + ζ,
where
arg ζ = arg(xyz) (5.1)
and |ζ| is a positive root of the 5-th degree polynomial
PA(s) = 4s
5(u2+v2)(u6+3u4(v2+w2)+(v2+w2)3+3u2(v4−7v2w2+w4))
+4s4uvw(4u6+6u4(2v2−3w2)+(v2+w2)2(4v2+w2)+6u2(2v4−6v2w2+w4))
+3s3u2w2(2u6+7v6+13v4w2+6v2w4+u4(11v2−5w2)+2u2(8v4−14v2w2+w4))
+ s2u3vw3(9u4 + 7v4 + 18v2w2 + 6w4 + 4u2(4v2 − 3w2))
+ su4v2w4(−5v2 + 3w2)− 3u5v3w5. (5.2)
Here for the notational convenience we have set
u = |x| , v = |y| , and w = |z| . (5.3)
Proof. Denoting St(A) − λ := ζ, from Proposition 6 we have ζ 6= 0. So, we
may consider the matrix
B = −ζ−1(A− (λ+ ζ)I) =
1 −x/ζ −y/ζ0 1 −z/ζ
0 0 1
 , (5.4)
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for which St(B) = 0. A diagonal unitary similarity can be applied to put B
in the form 1 u/ |ζ| −ye−i(arg x+arg z−2 arg ζ)/ζ0 1 w/ |ζ|
0 0 1
 , (5.5)
thus making Proposition 7 applicable. Consequently, the right upper entry
of the matrix (5.5) is negative. This is equivalent to (5.1) and also allows to
rewrite this entry as −v/ |ζ|.
Replacing x, y, z in (4.3) by u/s,−v/s and w/s, respectively, and expand-
ing the determinant in (4.2), we arrive at (5.2).
Note that the polynomial (5.2) has an odd number of positive roots, and
so there is at least one. If such a root is unique, it of course delivers the
correct value of |ζ|. In case of several such roots, the inclusion W0(B) 3 0
should be checked in order to choose the “right” one. In all our numerical
experiments this was the smallest positive root, but we do not have a proof
that this is always the case. Numerical examples are shown below, one with
a unique root for (5.2) and one where there are several positive roots. Direct
computations of St(X) for various matrices X throughout the paper were
carried out by the Mathematica script NMinimize.
Example 1. Consider A as follows,
A =
λ 8 −10 λ 7
0 0 λ
 .
Then (5.4) takes the form
B =
1 8/ |ζ| −1/ |ζ|0 1 7/ |ζ|
0 0 1
 .
There is only one positive root, s ≈ 0.7003, to the corresponding polynomial
PB, and indeed for this value of |ζ|, St(B) = 0. Since arg(xyz) = pi, we then
have that ζ ≈ −0.7003, implying that St(A) ≈ λ−0.7003 which is consistent
with the value computed directly.
Example 2. Now let
A =
λ 8 −10 λ 7.5
0 0 λ
 .
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Then (5.4) takes the form
B =
1 8/ |ζ| −1/ |ζ|0 1 7/ |ζ|
0 0 1
 .
The respective polynomial PB has three positive roots, approximately equal
0.833, 1.367, and 2.101. Computations show that St(B) equals zero only for
the matrix B corresponding to the minimal value of s. So, |ζ| ≈ 0.833. Since
arg(xyz) = pi, it follows that ζ ≈ −0.833, implying that St(A) ≈ λ− 0.833.
As in Example 1, this is consistent with the value of St(A) computed directly.
Computation of the displacement ζ between the spectrum {λ} of the
matrix (4.1) and its Stampfli point becomes much simpler under an additional
condition |x| = |z|. This covers in particular the case x = z in which A is a
triangular Toeplitz matrix.
Theorem 9. Let in (4.1) 0 6= |x| = |z| := u. Then St(A) = λ + ζ, where
arg ζ is determined by (5.1), while
|ζ| =
{
u2v
u2−v2 if
v
u
≤
√
7− 4√3,
u2(2
√
6u2+v2−v)
2(8u2+v2)
otherwise,
(5.6)
where |y| := v. In particular,
|ζ| = 2
√
7− 1
18
u if v = u. (5.7)
Proof. Observe first of all that (5.6) means that ζ = 0 if y = 0, which is in
agreement with Proposition 6. So, only the case y 6= 0 is of interest.
Further, under the requirement |x| = |z| in the notation (5.3) we have
u = w. Polynomial (5.2) then simplifies greatly, and actually factors into the
product of (sv2 − (s− v)u2)2 by the cubic
4s3v4 + 4s2(9s+ 2v)u2v2 + s(32s2 + 36sv + v2)u4 − 3(s− v)u6.
So, it has a double root u2v/(u2 − v2) (negative if u < v and disappearing if
u = v), and three simple roots
− u
2v
u2 + v2
,
u2(−v ± 2√6u2 + v2)
2(8u2 + v2)
,
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exactly one of which being positive. This justifies the second line of (5.6)
when u ≤ v, and its particular case (5.7) corresponding to u = v.
It remains to consider the case u > v and show that the matrix
C =
1 u2−v2uv −u2−v2u20 1 u2−v2
uv
0 0 1
 ,
obtained from (5.5) by plugging in ζ from the first line of (5.6) and replacing
w with u, satisfies W0(C) 3 0 if and only if v2u2 ≤ 7− 4
√
3.
Direct computations show that C∗C has the maximal eigenvalue u2/v2 of
multiplicity two, and the respective eigenspace L is the span of
ξ1 =
−v2/u20
1
 and ξ2 =
v/u1
0
 .
Since 〈Cξ2, ξ2〉 = 2 6= 0, we need to figure out whether
〈C(ξ1 + tξ2), ξ1 + tξ2〉 = 0 (5.8)
for some t ∈ C. But
〈C(ξ1 + tξ2), ξ1 + tξ2〉 = 2 |t|2 + 1 + v
2
u2
− 2 Re tv
u
+ t
u2 − v2
uv
.
So, in order for (5.8) to hold t must be real and satisfy
2t2 + t
(u
v
− 3v
u
)
+
(
1 +
v2
u2
)
= 0. (5.9)
Such t exists if and only if the discriminant of the quadratic equation (5.9)
is non-negative, which amount to
v2
u2
− 14 + u
2
v2
≥ 0,
or, equivalently,
v2
u2
∈ [0, 7− 4
√
3] ∪ [7 + 4
√
3,+∞).
Since u > v > 0, only the first interval in the right hand side is of relevance.
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It is worth mentioning that according to (5.6) ζ is indeed the smallest
positive root of the polynomial (5.2) in the case |x| = |z|. Here is a numerical
example.
Example 3. Consider the matrix A as follows,
A =
λ 4 −20 λ 4
0 0 λ
 .
Since v
u
= 1
2
>
√
7− 4√3, by (5.6) we have that
|ζ| = 4
2(2
√
6× 42 + 22 − 2)
2(8× 42 + 22) =
12
11
and arg ζ = arg(−2) = pi which implies that ζ = −12
11
. Hence, St(A) = λ− 12
11
.
6. On 3-by-3 matrices with a two-point spectrum
A 3-by-3 matrix A with a multiple eigenvalue is unitarily similar toµ x y0 µ z
0 0 λ
 . (6.1)
This class of matrices is intermediate between (4.1) and the whole C3×3. As
such, it does not admit (to the best of our knowledge) an explicit procedure
for computing St(A) similar to Theorem 8, but still allows for an extension of
Proposition 6, delivering the criterion for St(A) to coincide with the multiple
eigenvalue of A. We will use the same notation (5.3) as in Theorem 8, in
addition abbreviating |λ− µ| to ρ.
Theorem 10. A matrix A unitary similar to (6.1) has St(A) coinciding with
its repeated eigenvalue µ if and only if the following three conditions hold:
xyz(λ− µ) ≤ 0, (6.2)
|ρv − uw| ≤
√
(u2 − ρ2)(w2 + ρ2), (6.3)
and
vwρ3 + uv2ρ2 + vw(v2 + w2 − u2)ρ− uv2w2 = 0. (6.4)
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Note that condition (6.3) implicitly contains the requirement u ≥ ρ.
Proof. If λ = µ, then ρ = 0 and conditions (6.2), (6.3) hold automatically,
while (6.4) boils down to xyz = 0. This is in full agreement with Proposi-
tion 6, so we need only to deal with λ 6= µ.
Replacing A of the form (6.1) by
1
λ− µA−
µ
λ− µI =
0 x/(λ− µ) y/(λ− µ)0 0 z/(λ− µ)
0 0 1
 ,
we may without loss of generality suppose that in (6.1) λ = 1 and µ = 0. In
other words, it suffices to prove the statement for matrices
A =
0 x y0 0 z
0 0 1
 , (6.5)
where in addition we may (as was done earlier) assume x, z ≥ 0. Respectively,
conditions (6.2)–(6.4) for the purpose of this proof should be replaced by
x ≥ 1, y ≤ 0, |xz + y| ≤
√
(x2 − 1)(z2 + 1) (6.6)
and
yz − xy2 + yz(y2 + z2 − x2) + xy2z2 = 0. (6.7)
According to (6.5),
A∗A = [0]⊕
[
x2 xy
xy |y|2 + z2 + 1
]
. (6.8)
Eigenvectors ξ corresponding to the maximal eigenvalue σ of A∗A therefore
have the first coordinate equal to zero. Consequently,
Aξ = [xξ2 + yξ3, zξ3, ξ3]
T , and 〈Aξ, ξ〉 = ξ3(zξ2 + ξ3). (6.9)
Case 1. x = 0. From (6.8) we see that ξ is collinear with e3, and (6.9)
implies 〈Aξ, ξ〉 = |ξ3|2 6= 0. So, St(A) 6= 0. Since condition (6.6) fails, the
statement holds.
Case 2. y = 0. Then condition (6.7) holds while (6.6) simplifies to
x2 ≥ 1 + z2. On the other hand, in this case A∗A = diag[0, x2, z2 + 1]. So, ξ
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is collinear to e3 if x
2 < 1+z2 while ξ = e2 is admissible otherwise. By (6.9),
W0(A) 3 0 is equivalent to x2 ≥ 1 + z2. Once again, the statement holds.
It remains to consider
Case 3. x, y 6= 0. The eigenvalue σ of A∗A is then simple, and the entries
ξ2, ξ3 of the respective eigenvector ξ are different from zero. By scaling,
without loss of generality let ξ2 = 1. According to (6.9), condition 〈Aξ, ξ〉 = 0
then holds if and only if ξ3 = −z. Rewritten entry-wise, A∗Aξ = σξ takes
the form
x2 − xyz = σ, xy − (|y|2 + z2 + 1)z = −σz. (6.10)
Since σ > |y|2 + z2 + 1, the second equality in (6.10) implies that y < 0,
and (6.7) follows. Finally, τ = trace(A∗A) − σ = 1 + y2 + z2 + xyz is the
second non-zero eigenvalue of A∗A, and the upper bound on |xz + y| in (6.6)
is necessary and sufficient for τ not to exceed σ.
7. Roberts orthogonality
Two vectors x and y of a normed linear space X are called Roberts or-
thogonal (denoted: x ⊥R y) if for all scalars ν:
‖x+ νy‖ = ‖x− νy‖ .
If X is an inner product space, Roberts orthogonality and usual orthogonality
coincide: x ⊥R y if and only if 〈x, y〉 = 0. While this notion goes back to
[10], a more recent treatment of the case when X is a unital C∗-algebra can
be found in [1]. In particular, [1, Theorem 2.4] delivers the criterion for
A ∈ B(H) to be Roberts orthogonal to the identity operator I. To describe
this result, recall that the Davis-Wielandt shell of A is the subset of C × R
(identified with R3) defined by
DW (A) = {(〈Ax, x〉, ‖Ax‖2) : x ∈ H, ‖x‖ = 1}.
This set is a (possibly, degenerate) ellipsoid if dimH = 2, and a convex body
otherwise, closed if dimH < ∞, and located between the horizontal planes
Π0 = C× {0} and Π1 = C× {‖A‖2}.
For each vertical line having a non-empty intersection with cl(DW (A))
choose the uppermost point of this intersection, and call the union DWub(A)
of all such points the upper boundary of DW (A). It was shown in [1] that
A ⊥R I if and only if DWub(A) = DWub(−A); in other words, if and only if
DWub(A) is symmetric with respect to the vertical coordinate axis.
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Note however that clW (A) and W0(A) are the projections onto Π0 of
DWub(A) and its intersection with Π1, respectively. So, from DWub(A) =
DWub(−A) it immediately follows that both clW (A) and W0(A) are central
symmetric. The necessity of the former condition for A and I to be Roberts
orthogonal (along with its sufficiency when dimH = 2) was observed in [1].
From the necessity of the latter and (1.3) we obtain
Proposition 11. Let A ∈ B(H) be Roberts orthogonal to I. Then St(A) = 0.
Indeed, the set W0(A) is convex, and its central symmetry implies there-
fore that it contains zero.
Theorem 12. A quadratic operator A is Roberts orthogonal to the identity
if and only if it is nilpotent or a scalar multiple of an involution.
Proof. Necessity. Combining Proposition 11 with Theorem 3 we see that A
satisfies (2.4) with p = 0. If in addition q = 0, then A is nilpotent; otherwise
(−q)−1/2A is an involution.
Sufficiency. The operator in question is unitarily similar to (2.3) with
λ1 = −λ2 := a. The observation ‖A− λI‖ = ‖A0 − λI‖ from the proof of
Theorem 3 followed by the application of (2.1) to A0 in place of A show that
in our case
‖A− λI‖2 = |a|2 + |λ|2 + ‖Z‖2 /2 +
√
(|a|2 + |λ|2 + ‖Z‖2 /2)2 − |a2 − λ2|2.
The right hand side is indeed invariant under the change λ 7→ −λ, and so
A ⊥R I.
So, for quadratic operators A condition St(A) = 0 is not only necessary
but also sufficient for A ⊥R I. As a by-product we see that the central
symmetry of W (A) is yet another equivalent condition; the fact for n = 2
observed in [1, Proposition 2.7]
Moving to A ∈ C3×3, we restrict our attention to matrices with circular
numerical ranges.
Theorem 13. A matrix A ∈ C3×3 with a circular numerical range is Roberts
orthogonal to the identity if and only if it is nilpotent or unitarily similar to
a direct sum of a 1-by-1 and a nilpotent 2-by-2 block.
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Proof. Necessity. Let A ⊥R I while W (A) is a circular disk. The central
symmetry of W (A) means that this disk is centered at the origin. According
to [8, Corollary 2.5] (see also [3]), such A is unitarily similar to0 x y0 0 z
0 0 λ
 , (7.1)
where
xyz = −λ(|y|2 + |z|2) (7.2)
and
|x|2 + |y|2 + |z|2 ≥ 4 |λ|2 . (7.3)
In the notation of Theorem 10 condition (7.2) implies uvw = ρ(v2 + w2).
Plugging this into (6.4) (which holds, since St(A) = µ = 0) we conclude that
λ = 0 or z = 0. If λ = 0, the matrix (7.1) is nilpotent. Otherwise, (7.2)
implies that along with z also y = 0, and A is therefore unitarily similar to
[λ]⊕B, where B =
[
0 x
0 0
]
. (7.4)
Sufficiency. If A is nilpotent, the circularity of its numerical range implies
that in (7.1) not only λ = 0, but also xyz = 0, due to (7.2). For any ν ∈ C
the matrix A−νI by a rotation through − arg ν and an appropriate diagonal
unitary similarity can be reduced to|ν| |x| |y|0 |ν| |z|
0 0 |ν|
 .
So, ‖A− νI‖ in this case does not depend on the argument of µ, only on its
absolute value. In particular, A ⊥R I.
Finally, if A is unitarily similar to (7.4), the circularity of W (A) implies
that 2 |λ| ≤ |x|. From here,
‖B − νI‖2 = |ν|2 + |x|
2
2
+
√
|xν|2 + |x|
4
4
≥ |ν|2 + 2|λ|2 + 2 |λ|
√
|ν|2 + |λ|
2
4
,
so |λ− ν| ≤ ‖B − νI‖ for all ν ∈ C. Consequently,
‖A− νI‖ = max{|λ− ν| , ‖B − νI‖} = ‖B − νI‖ ,
and the relation A ⊥R I follows from B ⊥R I.
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Corollary 3. Let A ∈ C3×3 have a circular numerical range. Then A ⊥R I
if and only if the disk W (A) is centered at zero and St(A) = 0.
A particular example
A =
0 1 10 0 1
0 0 −1
2

was considered in [1]. It was shown there that A 6⊥R I via computing
‖A+ I‖ ≈ 2.1617 6= 2.1366 ≈ ‖A− I‖ ,
while W (A) is a circular disk centered at the origin. This agrees with our
Theorem 13 since this matrix is neither unitarily reducible nor nilpotent.
Note also that St(A) ≈ 0.0203 6= 0, in agreement with Corollary 3.
Appendix
The figures below represent graphs of numerical ranges (bounded by green
curves), spectra (blue dots) and Stampfli points (black dots) of several matri-
ces, to illustrate some statement of the paper. The matrices in Fig. 1, 2 and 4
are nilpotent and unitarily irreducible, with the numerical range having each
of the three possible shapes (circular, with a flat portion on the boundary,
or ovular, as per [8]). The one with the circular numerical range (Fig. 1) sat-
isfies conditions of Proposition 6, and indeed has the Stampfli point located
at the origin. In Fig. 3 and 4, the Stampfli point differs from zero, and is
positioned in agreement with Theorem 8. Finally, Fig. 2 illustrates that for
almost normal matrices, St(A) lies in the interior of conv σ(A) (bounded by
the red triangle), in agreement with Corollary 2.
22
Figure 1: A =
0 2− i 00 0 2i
0 0 0
; St(A) = 0.
Figure 2: A =
2 + i 0 2− 2i0 i 2
0 0 −5
; St(A) = −1.008 + 0.0237i
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Figure 3: A =
0 3− 4i −50 0 −4 + 3i
0 0 0
; St(A) = −0.0145− 1.2143i
Figure 4: A =
0 1− 4i −3− 2i0 0 1 + 5i
0 0 0
; St(A) = −0.9363 + 0.5225i
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