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Preface
Boundary integral methods have become established for solving a wide variety of problems in science and
engineering. UK based researchers have been active and made substantial contributions in the theory
and development of boundary integral formulations, as well as their analysis, discretisation and numerical
solution.
The UKBIM conference series aims to provide a forum where recent developments in boundary
integral methods can be discussed in an informal atmosphere. The first UK conference on boundary
integral methods (UKBIM) was held at the University of Leeds in 1997. Subsequent UKBIM conferences
have taken place in Brunel (1999), Brighton (2001), Salford (2003), Liverpool (2005), Durham (2007),
Nottingham (2009), Leeds (2011), Aberdeen (2013), Brighton (2015) and Nottingham-Trent (2017). The
success of these events has made the conference a regular event for researchers based in the UK, and
elsewhere, who are working on all aspects of boundary integral methods. This book contains the abstracts
and papers presented at the Twelfth UK Conference on Boundary Integral Methods (UKBIM 12), held
at Oxford Brookes University in July 2019.
The work presented at the conference, and published in this volume, demonstrates the wide range of
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Chapter 1
Singular enrichment functions for
Helmholtz scattering by polygonal
objects
B.D. Gilvey1,J. Trevelyan , G. Hattori2
1 Department of Engineering
Durham University
South Road
DH1 3LE, Durham, UK.
2 Department of Engineering
University of Cambridge
Trumpington Street
CB2 1PZ, Cambridge, UK.
Abstract. When considering Helmholtz scattering, convergence of both FEM and BEM
is slower for polygonal objects (than smooth objects). This is due to the known singular
behaviour at corner locations. Attempts to ameliorate this using enrichment functions have
been made in an FEM setting [1]. The current work extends these ideas to conventional
BEM and to PUBEM (Partition of Unity Boundary Element Method) [2]. The choice of
enrichment functions ψl is informed by the asymptotic potential behaviour around a corner.
The result is an enhanced function space including traditional Lagrangian shape functions,
a series of plane waves and the new ψl functions. Configurations containing square scatter-
ing objects are studied, with Neumann boundary conditions. A substantial improvement is
shown, with a significant reduction in the number of degrees of freedom required.
1.1 Introduction
For Helmholtz problems in infinite domains in particular, it is well known that BEM provides
a strong advantage over volumetric methods such as FEM. This is in part due to the reduction
in dimensionality of the problem, but also due to the automatic satisfaction of the Sommerfeld
radiation condition. Even with this advantage included, when the wavelength λ becomes small,
relative to the domain of interest, the computational expense may become prohibitively large.
There are numerous approaches to accelerate the solution of the resulting systems of equations,
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such as fast multipole expansions [3], low-rank matrix approximations [4] and use of optimised
linear algebra routines [5]. This paper will focus on an alternative option, which is to enrich the
approximation space in order to reduce the number of degrees of freedom required, specifically
with singular enrichment functions for corner locations.
Before presenting the proposed enrichment functions, a brief overview of enriched methods
is provided here. Methods in which known local solutions of the underlying PDE are included
as a basis are generally referred to as Trefftz methods. A successful choice of enrichement is a
plane wave basis, which draws upon the Partition of Unity Method [6]. Some examples include
the Partition of Unity Finite Element Method (PUFEM) [7, 8], the Discontinuous Enrichment
Method [9], the Variational Theory of Complex Rays (VTCR)[10], the Ultraweak Variational
Formulation (UWVF) [11] and the Plane Wave Discontinuous Galerkin Method (PWDG) [12].
Partition of Unity Boundary Element Method (PUBEM) was developed by Perrey-Debain et
al.[13, 2, 14], extending the PUFEM ideas to a BEM setting. The result was a reduction
in the number of degrees of freedom required per wavelength τ from 8-10 to approximately
2.5. Another wave based method is that of Chandler-Wilde [15], later adapted to become the
Numerical Asymptotic approach [16].
The substantial improvement offered by PUBEM is lessened when considering polygonal
scattering objects, because the sharp corners introduce singularities which provide an additional
challenge. To remedy this, it is possible to include additional, singular enrichment functions at
corner locations. This has been utilised in the Ultra Weak Variation Formulation (UVWF)[1],
combined with the Method of Fundamental Solutions (MFS) in [17], and is extended to a BEM
and PUBEM setting, in the current work.
1.2 Preliminaries
In this section, a brief description of the problem under investigation is provided, along with
the resulting BIE. We define a polygonal object Ωs ⊂ R2 with the boundary Γ. The acoustic
wave propagation occurs in the exterior domain Ωf = R2\Ωs. Considering the problem to be
time-harmonic, we arrive at the Helmholtz equation
∇2u(x) + k2u(x) = 0, x ∈ Ωf ,
where the wavenumber k = 2pi/λ. The unknown potential is u ∈ C and ∇2 is the Laplacian
operator. Impinging the object with an incident wave uinc and imposing a sound-hard Neumann
boundary condition ∇u(x) · n = 0, x ∈ Γ, results in the following BIE
c(p)u(p) +
∫
Γ
∂G(p, q)
∂n
u(q)dΓq = u
inc(p), p ∈ Γ. (1.1)
The points p = (xp, yp) and q = (xq, yq) are the source and field points respectively, and the
vector n is the unit normal vector outward pointing from Ωf .
1.3 Modified basis functions
We present in this section the proposed, enriched formulations. The enriched BEM formulation
will be referred to as ‘XBEM’ and the enriched PUBEM will be referred to as ‘PUXBEM’. In
XBEM, the unknown potential u over element e is expressed as
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u =
J∑
j=1
Nj(ξ)u
e
j +
L∑
l=1
ψl(ξ)u¯
e
l .
Where Nj is the traditional Lagrangian shape function for node j, and ψl represents the lth
proposed singular enrichment function. This results in the following XBEM discretisation of
(1.1)
c(p)u(p) +
E∑
e=1
J∑
j=1
∫ 1
−1
∂G(p, q)
∂n
Nj(ξ)J
edξuej +
E∑
e=1
L∑
l=1
∫ 1
−1
∂G(p, q)
∂n
ψl(ξ)J
edξu¯el = u
inc(p)
This introduces L new coefficients, into the solution vector, associated with the u¯el unknowns.
In PUXBEM the unknown potential u over element e is expressed as
u =
J∑
j=1
M∑
m=1
Nj(ξ)A
e
jme
ikdjm·q +
L∑
l=1
ψl(ξ)B
e
l .
In which the potential is expressed as a linear combination of equispaced plane waves, having
unknown amplitudes Ajm and direction vectors djm, in addition to the singular enrichment
functions ψl. The corresponding discretised PUXBEM BIE becomes
c(p)u(p) +
E∑
e=1
J∑
j=1
M∑
m=1
P ejmA
e
jm +
E∑
e=1
L∑
l=1
QelB
e
l = u
inc(p),
where
P ejm =
∫ 1
−1
∂G(p, q)
∂n
Nj(ξ)e
ikdjm·qJedξ,
Qel =
∫ 1
−1
∂G(p, q)
∂n
ψl(ξ)J
edξ.
Two choices of ψl are proposed, both of which are informed by the known asymptotic behaviour
around a corner, which for the sound-hard case is
u(rb, θb) ≈
N∑
n=1
Jnα(krb) cosnαθb, 0 <
pi
α
< 2pi. (1.2)
The associated exterior angle for a corner is pi/α, rb is the Euclidean distance from the corner
and angle θb is measured from one of the planar surfaces at the corner as shown in Fig. 1.1.
A plot of the family of Bessel functions from (1.2), taking N = 6 and α = 23 is shown in Fig.
1.2. It is clear that as rb approaches zero, only the n = 1 term has an infinite gradient, which
one would expect to appropriately model a singularity. For this reason, differing from Luostari
et al. [1] and Barnett & Betcke [17], the first enrichment function that we employ is simply the
n = 1 term in the series. The second option considered is rαb , because as rb becomes small,
the asymptotic behaviour is the same, but it requires slightly less computational expense than
using a Bessel function. Thus, we investigate the use of two candidate forms, ψ1,l and ψ2,l, of
the enrichment function, being
ψ1,l = r
α
b cos lαθb
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Figure 1.1: Polar coordinate system local to a corner.
ψ2,l = Jlα(krb) cos lαθb.
We include a separate degree of freedom for each edge meeting at a corner, adding eight degrees
of freedom to a square scattering object, for example. For clarification;
u¯eL 6= u¯e+11
BeL 6= Be+11
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.4
-0.2
0
0.2
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n=2
n=3
n=4
n=5
n=6
Figure 1.2: Bessel functions with n = 1-6, α = 23 and k = 20.
1.4 Numerical example
A unit square being impinged by a plane wave uinc propagating in direction φinc = pi/4, is
considered as a test case. This is illustrated in Fig. 1.3, for k = 50. Firstly, we set k = 20, and
evaluate potential over a ring of points at rip =
√
0.52 + 0.52 + γ, shown in Fig. 1.4. We vary
the number of degrees of freedom and plot corresponding the relative error for the case γ = 1
in Fig. 1.5. The relative error is defined as follows,
4
 =
||u− uref ||L2
||uref ||L2
,
where uref is a reference solution. It is clear that there is a significant improvement over
BEM, by using XBEM or PUXBEM. Furthermore, both of the proposed enrichment functions
ψ1 and ψ2 offer similar improvement.
Figure 1.3: (left) Real part of the total potential, (right) absolute value of total potential. Unit
square scatterer for the case k = 50.
Figure 1.4: Internal point locations for a square scatterer.
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Figure 1.5: Relative error vs. DoF.
To add a deeper insight we fix the number of degrees of freedom to be 128 and vary k, plotting
the resulting relative error in Fig. 1.6. Again, a notable improvement is seen, for both XBEM
and PUXBEM. It is also apparent that as k increases, XBEM approaches the BEM result,
whereas the error using PUXBEM remains consistently around two orders of magnitude lower.
An explanation for this is that, at a lower frequency the singularity dominates the solution, thus
BEM and PUXBEM perform similarly. As frequency increases, the singularity becomes less
important, and as a result XBEM and BEM are similarly equipped, whereas PUXBEM has the
additional plane wave basis to capture the higher frequency variation.
1.5 Conclusions and further work
0 5 10 15 20 25 30 35 40
10 -6
10 -5
10 -4
10 -3
10 -2
Figure 1.6: Relative error vs. k using 128 DoF.
In this paper, we introduced two candidate enrichment functions, with the intention of better
representing the singularity that is present when considering polygonal scattering objects. The
results indicate a clear benefit of this enrichment, particularly for lower k. When including a
plane wave basis a reduction in error of approximately two orders of magnitude can be expected.
6
Also of note is that the largest improvement was offered by the Bessel-based ψ2 functions, but
the improvement over the simpler ψ1 functions is minimal. As the ψ1 functions are faster to
compute, the choice between the two could be informed by run-time or accuracy requirements.
Further work could include higher frequency, and multiple scattering objects within the same
domain.
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Chapter 2
Towards a hybrid Convolution
Quadrature method for the wave
equation
J. Rowbottom, D. Chappell
Department of Physics and Mathematics,
Nottingham Trent University
Clifton Campus
NG11 8NS, Clifton, Nottingham, UK.
Abstract. An overview of the Convolution Quadrature method for solving the wave equa-
tion will be presented. We then discuss the computational issues arising when wave problems
containing broadband frequency content are of interest. A hybrid model is proposed to ad-
dress these issues, where the lower frequency content will be modelled via the Convolution
Quadrature Boundary Element Method (CQBEM). The CQBEM provides an explicit con-
nection to the frequency content of the wave modelled via the Z-transform, making it the
ideal candidate for a hybrid scheme. The higher frequency content will be modelled using
a statistical, or energetic, approach such as Statistical Energy Analysis or ray tracing. As
a first step towards the formulation of the hybrid model, we discuss how to approximate a
solution to the Helmholtz equation in terms of the phase and amplitude obtained from a
frequency independent phase-space density.
2.1 Introduction
Numerical wave equation solvers share the limitation that high frequency content in the time
domain signal requires a discretised model containing many degrees of freedom. The computational
cost depends on the choice of method and the number of spatial dimensions to be modelled [1]. A
hybrid model is proposed to address these issues at high frequencies, where the lower frequency
content will be modelled via the CQBEM and the higher frequency content will be modelled
using a statistical approach.
The Boundary Element Method (BEM) has become a popular approach for wave analysis
with many researchers using the BEM for a variety of problems [2, 3]. However, it is known that
the application of a time-domain BEM may lead to instabilities in the time-stepping methods.
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This disadvantage causes issues for solving engineering problems using a time-domain BEM [4, 5].
The BEM is advantageous as it discretises over the boundary only, whereas other numerical
methods, such as the finite element method discretise over the whole domain.
The CQ approach was developed by Lubich in the late eighties [6, 7, 8] and provides a
simple way to obtain a stable time stepping scheme using the Laplace transform of the kernel
function. Since then, significant progress has been made in CQ methods for time-dependent
wave simulation methods including high-order Runge Kutta implementations for a variety of
wave equations [9, 10]. The CQ method possesses favourable stability properties due to an
implicit regularization in time [11]. For the discretisation of boundary integral equations, its
main advantage is that it avoids having to evaluate the convolution kernel in the time domain
and one instead solves a simplified system of frequency domain boundary integral equations in
the spatial region [11].
Examples of work on the CQBEM for solving a range of problems can be found in [12] as
well as for a Neumann boundary value problem, such as the one considered here, in [13]. For
high frequencies in the CQBEM we require a larger number of boundary elements to model the
rapidly oscillating waves. The proposed hybrid method will be more computationally efficient
as the computational solution time will be independent of frequency. At higher frequencies,
wave problems in industry also exhibit a greater sensitivity to small uncertainties in the models,
meaning that a hybrid method with less sensitivity to these uncertainties is of more interest to
engineers or manufacturers.
In this paper, we will derive a system of equations to approximate a solution to the wave equation
with a Neumann boundary condition via the direct-CQBEM. We then discuss the development
of a hybrid method, which requires us to find a relationship between the solutions calculated
via the CQBEM and a phase-space density function in order to couple the CQBEM with a
high-frequency energy approach such as ray tracing [14].
2.2 Integral formulation of the wave equation
Let Ω ⊂ R2 be a domain with boundary Γ = ∂Ω. We define the following Neumann boundary
value problem for the homogeneous wave equation as follows
∂2t u = c
2∆u in Ω× (0, T ), (2.1a)
with initial conditions
u(·, 0) = ∂tu(·, 0) = 0, in Ω (2.1b)
and boundary condition
∂u
∂nˆy
= h on Γ× (0, T ) (2.1c)
for some T > 0, where h is a given function of time and space, c > 0 is the wave speed and nˆy
is the unit outward normal to the boundary at y ∈ Γ.
The solution to the boundary value problem above will be calculated via a direct boundary
integral formulation as then the solution can be expressed in terms of physical quantities. The
direct method involves applying Green’s identities to derive a boundary integral representation
of the wave equation in space and time. The solution along a locally differentiable part of the
boundary is given as:∫ t
0
∫
Γ
(
∂G
∂nˆy
(x− y, t− τ)u(y, τ)−G(x− y, t− τ) ∂u
∂nˆy
(y, τ)
)
dΓydτ =
1
2
u(x, t). (2.2)
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Here G(x, t) is the free-space Greens function for the wave equation in two dimensions given by
G(x, t) =
H(t− ‖x‖)
2pi
√
t2 − ‖x‖2
, (2.3)
where H is the Heaviside step-function. For simplicity, we can rewrite the boundary integral
equation (2.2) in terms of boundary integral operators. We apply the Neumann boundary
condition (2.1c) and write equation (2.2) as(
−1
2
I +K
)
u = V h, (2.4)
where I is the identity operator and V and K are respectively the single and double layer
potential boundary integral operators, which are given by
(V h)(x, t) :=
∫ t
0
∫
Γ
G(x− y, t− τ)h(y, τ)dΓydτ,
(Ku)(x, t) :=
∫ t
0
∫
Γ
∂G
∂nˆy
(x− y, t− τ)u(y, τ)dΓydτ.
(2.5)
2.3 Time discretisation via Convolution Quadrature
For the time discretisation of (2.4) we employ the CQ method that was proposed by Lubich
[6, 7]. We do not recall the theoretical framework here but summarise the application of the
method, which is also discussed in [9]. We note that the boundary integral operator K in (2.4)
takes the form of a time convolution and make use of the notation(
K˜(∂t)u
)
(x, t) = (Ku)(x, t), (2.6)
to emphasise the time convolution. Note that
(
K˜(∂t)u
)
is standard notation for (K ∗ u) in the
CQ literature [8, 15, 16]. Here K˜(s) is the Laplace transform of K, where s is the transformed
parameter - see (2.9). To discretise the time convolution we split the time interval [0, T ] into
N steps of equal length ∆t = T/N and compute an approximate solution at the discrete time
steps tn = n∆t. The continuous convolution operator K˜(∂t) at the discrete times tn is replaced
by the discrete convolution operator
(K˜(∂∆tt )u
∆t)(·, tn) =
n∑
j=0
w∆tn−j(K˜)uj , for n = 0, ..., N − 1, (2.7)
where uj = u
∆t(·, tj). The convolution weights are defined by their z-transform
K˜
(
γ(z)
c∆t
)
=
∞∑
n=0
w∆tn (K˜)z
n, |z| < 1. (2.8)
The function γ(z) = 12(z
2 − 4z + 3) is the quotient of the generating polynomials of the second
order backward difference formula [9]. Here K˜(s) is the double layer potential for the Helmholtz
equation with wavenumber k = is given by
(K˜(s)u˜)(x) =
∫
Γ
∂Gk
∂nˆy
(x− y) u˜(y, s)dΓy, (2.9)
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whereGk(x−y) = − i4H
(1)
0 (k ‖x− y‖) and u˜ denotes the Laplace transform of u. The convolution
weights can be calculated via an approximation of Cauchy’s integral formula using the trapezodial
rule. The approximate convolution weights are then given by a scaled inverse discrete Fourier
transform
w∆tj (K˜) =
1
2pii
∮
C
K˜
(
γ(z)
c∆t
)
z−(j+1)dz ≈ λ
−j
N
N−1∑
l=0
K˜(sl)e
2piilj/N , (2.10)
where C can be chosen as a circular contour centered at the origin of radius λ < 1. The complex
wavenumbers kl are given by kl = isl =
iγ(zl)
c∆t , where zl = λe
−2piil/N for l = 0, 1, ..., N − 1. By
extending the sum in (2.7) to j = N − 1 and substituting the approximate weights (2.10) into a
time discretised version of (2.4), we obtain a new system of equations for u∆t,λ(x, tn) = un(x) :
−1
2
un +
N−1∑
j=0
w∆t,λn−j
(
K˜
)
uλj = Vn, (2.11)
where Vn is a time-discrete approximation of (V h)(·, tn). Substituting the definition of w∆t,λ
into (2.11), then multiplying by λn and applying a discrete Fourier transform with respect to n
gives
−1
2
u˜l(x) +
(
K˜(sl)u˜l
)
(x) = V˜l(x), x ∈ Γ, (2.12)
where
V˜l(x) =
N−1∑
n=0
λnVn(x)e
−2piiln/N . (2.13)
We have thereby reduced the problem of numerically solving the wave equation to a system of
Helmholtz equations with complex wave numbers kl, for l = 0, 1, ..., N − 1.
2.4 Spatial discretisation: Boundary element method
For the spatial discretisation we employ a piecewise constant collocation boundary element
method. For the space-time discrete solution at time tn we assume our transformed solution u˜l
can be replaced with
u˜l =
M∑
m=1
u˜l,mbm, (2.14)
where bm for m = 1, 2, ...,M , are piecewise constant basis functions. We substitute (2.14) into
our integral equations (2.12) and solve for our transformed solution coefficients u˜l,m. We write
this system of equations explicitly as
−1
2
M∑
m=1
u˜l,mbm(xi) +
M∑
m=1
u˜l,m
(∫
Γ
∂Gkl
∂nˆy
(xi − y) bm(y)dΓy
)
= V˜l(xi), (2.15)
for l = 0, 1, ..., N − 1 and where xi, i = 1, 2, ...,M are the collocation points, which are located
in the centre of the corresponding boundary element. The function V˜l(x) is calculated using the
z-transform of Vn(x) as follows
V˜l(x) =
N−1∑
n=0
λne−2piiln/NVn(x) =
N−1∑
n=0
λne−2piiln/N
(∫ tn
0
∫
Γ
G(x− y, t− τ)h(y, τ)dΓydτ
)
.
(2.16)
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The solution coefficients for (2.1a) can then be approximated via a trapezoidal rule for the
inverse z-transform as
ul,m =
λ−l
N
N−1∑
j=0
u˜j,me
2piilj/N , (2.17)
and then the solution is given by
ul =
M∑
m=1
ul,mbm. (2.18)
2.5 Development of the hybrid method
We aim to develop a hybrid method that is capable of efficiently modelling waves with broadband
frequency content. At high frequencies, the Helmholtz solution u˜ may be well approximated in
terms of the phase φ and amplitude A, which can be provided via a high frequency energy method
such as ray tracing [14]. We therefore require a direct link between the Helmholtz equation and
a phase-space density function obtained from the ray tracing method. In particular, one can
express the phase-space density ρ on Γ in the form
ρ(q, p) =
M∑
m=1
A2m(q)δ
(
p− dφm
dq
)
, (2.19)
where q is the arc-length boundary parameter, p is the tangential slowness and the sum corresponds
to a superposition of plane waves. The corresponding solution to the Helmholtz equation is then
given by
u(q) =
M∑
m=1
Am(q)e
iωφm(q), (2.20)
where ω = ck is the angular frequency.
2.6 Conclusions
In this paper we have discussed the issues that arise when dealing with wave problems containing
broadband frequency content and therefore an efficient method is of importance to deal with
these issues. We proposed the development of a hybrid method in which the low frequency
content will be modelled via a CQBEM and the high frequency content will be modelled via
an energy approach, such as ray tracing. We then derived a CQBEM to numerically solve
a boundary value problem for the wave equation with Neumann boundary conditions. The
result was a system of Helmholtz problems with complex wavenumbers. We then discussed the
relationship between the solution of the Helmholtz problems and a phase-space density function
obtained from a frequency independent ray tracing method. At high frequencies the solutions
for the Helmholtz problems may be well approximated in terms of their phase and amplitude,
which can be extracted from a suitably defined phase-space density function.
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Abstract. The isogeometric boundary element method (IGABEM) has been successfully
applied to acoustic problems with smooth boundary conditions since it was first put forward.
However, in most real-world engineering design and analysis acoustic problems, geometric
corners and discontinuities in boundary conditions can not be represented accurately by a
continuous description. We propose a fully discontinuous IGABEM scheme to accommodate
these discontinuities. In the fully discontinuous IGABEM formulation, both the primary
variable and its derivative are expressed with a discontinuous form. In this paper, we study
a simple car passenger compartment model characterised by panels with piecewise continu-
ous impedance boundaries to compare the continuous and discontinuous formulations. The
potential of discontinuous IGABEM will be underlined and new insights for further develop-
ments for acoustics in vehicle engineering will be obtained from the research.
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3.1 Introduction
The noise, vibration and harshness (NVH) performance is one of the most important indicators
of the quality for an automotive manufacturer. Acoustic engineers in industry devote themselves
to seek efficient methods to predicate the interior noise of the vehicle. The boundary element
method is one of the most popular numerical methods in investigating the sound radiation in
the automotive engineering, since it involves the problem discretisation and solution on the
boundary of the domain and reduces the complexity of the mesh generation and the size of the
problem. However, the process of producing an analysis-ready Computer Aided Engineering
(CAE) model from NURBS-based Computer Aided Design (CAD) data is time consuming,
especially for industrially relevant problems where mesh generation and refinement can take up
to 80% of the entire analysis time.
Isogeometric analysis (IGA) was first put forward by Hughes et al. [1] and received a lot
of attention from the industry since then. The idea of IGA employs the typical splines in
computer-aid design (CAD), such as non-rational B-splines (NURBS), to capture the problem
geometry as well as the solutions. NURBS are the standard geometry representations in CAD
and have been widely used in IGA. The use of NURBS as an approximation space in FEM
and BEM has been shown to improve convergence properties over the use of classical Lagrange
polynomials.The isogeometric boundary element method (IGABEM) combines the IGA with
the BEM. The introduction of NURBS enables the IGABEM to capture the model without
changing the geometry, which makes it to have an obvious advantage in the computer-aid
engineering (CAE). The IGABEM has been successfully applied in various areas, such as,
potential problems [2], elasticity problems [3], electromagnetic solutions [4] and so on. Especially
in the area of acoustic applications, Simpson et al. [5] employed IGABEM based on T-splines
to solve both interior and exterior acoustic problems. Peake et al. proposed an extended
isogeometric boundary element method (XIBEM) for two-dimensional Helmholtz problems [2]
and then extended it to three dimensional acoustic problems [6].
In acoustic problems of relevance to the automobile industry, the boundary conditions
are mostly discontinuous, the sound absorption properties of lining materials and windows
being markedly different. The IGABEM formulations generally need to accommodate this
discontinuity. Herein, we come up with a fully discontinuous IGABEM formulation, in which
both the primary variable (potential) and its derivative are discontinuous. A suitable method for
choosing the collocation points is proposed as well. Continuous and discontinuous formulations
are compared. A simple car passenger compartment model characterised by panels with piecewise
continuous impedance boundaries is presented to illustrate the potential of the proposed method
for integrated engineering design and analysis.
3.2 Isogeometric Boundary Element Method Discretisation
3.2.1 B-splines and NURBS
In this section, we present a brief introduction to B-splines and NURBS. The interested reader
can find a more detailed description in [7]. B-splines are piecewise polynomials defined by knot
vector, which is constructed by a sequence of non-decreasing real numbers:
Ξ = {ξ1, ξ2, ..., ξn+p+1} , ξi ∈ R, (3.1)
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where i = 1, 2, ..., n+p+1, n is the number of the basis functions, p is the curve degree, ξi denotes
the i-th knot in the parameter space representing the parametric coordinates of the curve. Using
the Cox-de Boor recurrence formula, the B-spline basis functions are defined recursively as:
p = 0 : Ni,0(ξ) =
{
1 ξi ≤ ξ < ξi+1
0 otherwise
(3.2)
p > 0 : Ni,p(ξ) =
ξ − ξi
ξi+p − ξiNi,p−1(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1Ni+1,p−1(ξ). (3.3)
A B-spline surface Sb(ξ, η) is a tensor product surface of two B-splines. Given a net of
control points Ai,j(i = 1, 2, ..., n; j = 1, 2, ...,m), polynomial degrees p and q, two knot vectors
Ξ = [ξ1, ξ2, ..., ξn+p+1] and Θ = [η1, η2, ..., ηm+q+1], a B-spline surface is defined as
Sb(ξ, η) =
n∑
i=1
m∑
j=1
Ni,p(ξ)Mj,q(η)Ai,j , (3.4)
where Ni,p(ξ) and Mj,q(η) represent univariate B-spline basis functions of degree p and q,
associated with knot vectors Ξ and Θ, respectively. It should be noted that the concepts of
control points and basis functions are similar to nodal coordinates and shape functions in BEM,
respectively, but a key difference is that control points may lie off the physical boundary.
NURBS are developed from B-splines but the introduction of weights increases the flexibility
and enables the exact representation of geometric entities like circular arcs and spheres. By
defining a positive weight ωi to each basic function, the NURBS basis functions Ri,p(ξ) can be
expressed as
Ri,p(ξ) =
Ni,p(ξ)wi∑n
j=1Nj,p(ξ)wj
. (3.5)
If all the weights are equal to 1, the NURBS will degenerate into B-splines. Analogous to a
B-spline surface, the definition of a NURBS surface S(ξ, η) is defined by
S(ξ, η) =
n∑
i=1
m∑
j=1
Ri,j,p,q(ξ, η)Ai,j (3.6)
with
Ri,j,p,q(ξ, η) =
Ni,p(ξ)Mj,q(η)wi,j∑n
iˆ=1
∑m
jˆ=1
Niˆ,p(ξ)Mjˆ,q(η)wiˆ,jˆ
. (3.7)
3.2.2 Boundary integral equations (BIE)
Given a domain Ω ∈ R3 enclosed by boundary Γ, the Time-harmonic acoustic problem is
governed by the well-known Helmholtz equation:
∇2φ(x) + k2φ(x) = 0, x ∈ Ω, (3.8)
where ∇2 is the Laplacian operator, φ(x) ∈ C is the acoustic potential at the point x, λ is the
wavelength, and k = 2pi/λ is the wave number. The harmonic time dependence of the sound
pressure is assumed as e−iwt.
Eq. (3.8) is then the governing equation of a sound wave propagation problem subject to
boundary conditions that may take the following forms:
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• Dirichlet condition: the acoustic potential is known over the boundary:
φ(x) = φ(x), x ∈ Γ. (3.9)
• Neumann condition: the derivative of the acoustic potential is known over the boundary:
∂φ(x)
∂n
= q, x ∈ Γ. (3.10)
• Robin condition: the derivative of the potential is presented as a linear function of the
potential:
α
∂φ(x)
∂n
= βφ(x) + γ, x ∈ Γ. (3.11)
Particularly, in the context of an acoustic problem with absorbing boundaries it is often
desirable to express the Robin condition in the form
∂φ(x)
∂n
= −iρ0ωφ(x)
Z
, (3.12)
where ρ0 is the material density, ω is the frequency and Z is the boundary impedance, given by
the acoustic pressure divided by the velocity of the fluid relative to that of the structure [8]. We
note the frequency dependence of the impedance properties.
Using standard techniques, Eq. (3.8) can be reformulated as a boundary integral equation
(BIE):
C(s) +
∫
Γ
∂G(s,x)
∂n
φ(x)dΓ(x) =
∫
Γ
G(s,x)
∂φ(x)
∂n
dΓ(x), (3.13)
where s ∈ Γ represents the source point, n is the unit outward pointing normal, C(s) is a
jump-term depending on the geometry at the source point. If the source point lies on a smooth
surface, the jump term C(s)=1/2. φ(x) and ∂φ(x)∂n are the acoustic potential and its derivative,
respectively.
For 3D problems, G(s,x) is the Green’s function given by:
G(s,x) =
eikr
4pir
, (3.14)
∂G(s,x)/∂n is the corresponding derivative expressed as:
∂G(s,x)
∂n
=
eikr
4pir2
(ikr − 1) ∂r
∂n
, (3.15)
where
r = |x− s| . (3.16)
The integrals in Eq. (3.13) contain a weak singularity and any of the standard techniques
in the BEM literature may be used to evaluate them [9].
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3.2.3 IGABEM implementation
In IGABEM, NURBS basis functions are employed to represent the solution variables (acoustic
potential and the normal derivative) as well as the geometry. The boundary is divided into E
non-overlapping isogeometric patches Γe. A local coordinate system Fe = (u, v) is defined on
each patch Γe as follows:
Γe = Fe(u, v), u, v ∈ [0, 1]. (3.17)
It should be noted that the integration is calculated knot span by knot span, e.g. [ξ¯i, ξ¯i+1] ×
[η¯j , η¯j+1], while in the integration using Gauss-Legendre quadrature, the parametric system
Y = (ξ¯, η¯) is defined in [−1, 1] × [−1, 1]. Therefore, an additional transformation is needed to
map from the local coordinates to the parametric space.
The Jacobian of transformation from the physical domain to a parametric domain can be
expressed as:
JY =
∣∣∣∣ ∂x∂F ∂F∂Y
∣∣∣∣ , (3.18)
where ∂x∂F is the Jacobian mapping from the global to local coordinates on each patch, and
∂F
∂Y
is the Jacobian mapping from local coordinates to the parametric space.
With the NURBS expansion, the acoustic potential and the normal derivative can be easily
discretised as:
φ(x) =
n∑
i=1
m∑
j=1
Ri,j,p,q(u(x), v(x))φ˜j,p, (3.19)
∂φ(x)
∂n
=
n∑
i=1
m∑
j=1
Ri,j,p,q(u(x), v(x))q˜j,p, (3.20)
where n and m are the number of control points, p and q are the curve degree in u and v
direction, respectively. φ˜j,p and q˜j,p are the coefficients for potentials and derivatives associated
with control points. It should be noted that φ˜j,p and q˜j,p are no longer the nodal potentials
and derivatives since the control points may not lie on the geometry. The final isogeometric
boundary integral equation can be written by substituting Eq. (3.19) and Eq. (3.20) into Eq.
(3.13):
C(s) +
E∑
e=1
n∑
i=1
m∑
j=1
Peij(s)φeij =
E∑
e=1
n∑
i=1
m∑
j=1
Qeij(s)
∂φeij
∂n
(3.21)
with
Peij =
∫ 1
−1
∫ 1
−1
∂G(ξ¯, η¯)
∂n
Reij(ξ¯, η¯)JYeij (ξ¯, η¯)dξ¯dη¯ (3.22)
Qeij =
∫ 1
−1
∫ 1
−1
G(ξ¯, η¯)Reij(ξ¯, η¯)JYeij (ξ¯, η¯)dξ¯dη¯, (3.23)
where Reij are the corresponding NURBS basis functions, and JYeij is the Jacobian from the
mapping in Eq. (3.18). Here two indices i, j are used to refer to the control points and associated
basis functions in an element, as a NURBS surface is obtained by taking a bidirectional net of
control points, requiring two knot vectors such as (3.6).
In general, the control points are no longer able to be taken as the collocation points in
IGABEM, since they may not lie on the geometry boundary (except in flat patches). Alternatively,
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the Greville abscissae [10] may be used to define the position of collocation points in the
parameter space.
Taking an arbitrary point s in the domain to lie at each node in turn, the collocation form
of the BIE yields a set of equations relating all potential and velocity coefficients as follows:
Hu = Gq, (3.24)
where u, q are vectors containing nodal values of φ, ∂φ∂n . The fully populated matrix H contains
all integrals of the left-hand side terms of Eq. (3.21), and matrix G is assembled by integrals of
the right-hand side terms of Eq. (3.21). φ and ∂φ/∂n are vectors containing acoustic potential
and normal derivative coefficients, respectively.
By reordering all the unknowns and related coefficients to the left-hand side and all the
knowns and related coefficients to the right-hand side, we obtain a linear system:
Ax = b, (3.25)
where A is an unsymmetrical and fully populated square matrix, the vector x contains all
unknown potential and derivative coefficients while the vector b is calculated from all known
coefficient and their associated terms. Eq. (3.25) is a linear system which can be solved directly.
3.3 Discontinuous Isogeometric Boundary Element Method
3.3.1 Discontinuous isogeometric boundary patch
The use of discontinuous element can be traced back to the early conventional BEM literature.
With the nodal and collocation points inside rather than on the element edges, the discontinuous
elements have greater flexibility in building the boundary element mesh. They can be used
to precisely represent the geometric or physical discontinuities in the problem, for example,
the discontinuity of boundary conditions between the window and lining material of a vehicle
passenger compartment. Also, parallel implementations can be accomplished since every term
in the influence matrices H and G has only a single contribution from a single integral over an
element. Discontinuous elements are also very flexible for local mesh refinement and adaptive
techniques. In discontinuous IGABEM, more collocation points should be introduced to reach
the number of unknowns in order to get a square final solution system (Eq. (3.25)). In a
discontinuous model, there are multiple control points in the same location, each belonging to a
different patch. This invokes the idea of double nodes in early BEM literature. In order to ensure
a suitable number of collocation points, the simplest scheme is to locate them internally in each
patch as shown in Fig.3.1. Although it usually increases the number of degrees of freedom, it
has been found quite efficient in improving the accuracy and saving on model-building time.
3.3.2 Collocation
In discontinuous elements, some control points will be coincident, but collocation at coincident
points will result in a rank-deficient system of equations. A suitable collocation scheme is thus
needed to determine the collocation points. In this work, we compared three following collocation
strategies based on a cylinder example with mixed boundary conditions:
1. Uniform collocation: where the collocation points are uniformly distributed in the parameter
domain.
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(a) Continuous (b) Discontinuous
Figure 3.1: Isogeometric patches in 3D.
2. Legendre polynomials: where the collocation points are generated by mapping a number
of Gaussian quadrature points in the parameter domain.
3. Modified-Greville abscissae: where the parameters correspond to collocation points defined
by a Modified-Greville abscissae definition studied in [11], moving the first and the last
collocation points away from the edges of the patches. Initially, the collocation points are
generated as the Greville abscissae along each direction in the parameter space as
ξ′i =
1
p
(ξi+1 + ξi+2 + ...+ ξi+p) i = 1, 2, ..., N, (3.26)
where p is the degree of the NURBS, and N is the number of control points in the ξ direction.
Then, a coefficient β is brought in to move the first and the last collocation points of Eq.
(3.26) inside the patch as
ξ′1 = ξ
′
1 + β(ξ
′
2 − ξ′1) (3.27)
ξ′n = ξ
′
n + β(ξ
′
n − ξ′n−1), (3.28)
where the coefficient β = 0.5 has been proved to be the optimal value [11]. In this case, the
knot vectors in both parametric directions are Υ = {0, 0, 0, 1, 1, 1}, p = 2 and N = 3.
An example using the geometry of a quarter cylinder is analysed using the three collocation
schemes to decide which strategy to use in this work. The cylinder geometry is shown in Figure
3.2(a). The rear surface of the cylinder lies in z = 0 while the forward facing surface lies in z = 3
of the Cartesian space, with dimensions in metres. We consider a spherical wave of wavelength
λ = 5 m , emanating from a point source located at [0, 0, 6], passing through the domain.
The Neumann condition with
q¯ = 3(ikr − 1)eikr/2pir3 (3.29)
is applied on the patch lying in z = 0, and a Neumann condition with
q¯ = 3(1− ikr)eikr/4pir3 (3.30)
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(a) A quarter cylinder. (b) A simplified car model.
Figure 3.2: Two models.
is applied on the patch lying in z = 3, where r is the distance from the source points. In addition,
the Dirichlet boundary condition φ¯ = eikr/4pir is applied on all remaining patches.
We define an error metric  evaluated as
 =
‖ φ− φref ‖L2(Γ)
‖ φref ‖L2(Γ)
, (3.31)
where φref is the reference solution obtained from the converged result of a conventional BEM
analysis using quadratic shape functions.
Figure 3.3(a) shows the calculation result of this problem, from which we can see that in
the case of quadratic uniform knot vectors, the uniform collocation method gives rise to faster
convergence and higher accuracy compared to the other two collocation strategies. Herein we
proceed to the remaining analyses using uniformly distributed collocation points.
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Figure 3.3: Calculation results of two models.
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3.4 Computational Example: Vehicle Passenger Compartment
3.4.1 Model description and error measures
In this section, a simplified interior acoustic problem of a car passenger compartment characterised
by 22 piecewise continuous impedance patches (shown in Fig. 3.2(b)) is studied. The sub-wavelength
details of the compartment are omitted since they do not have significant influence on the
solution.
The interior sound field can be simulated in the a closed space subject to three different
boundary conditions:
(1) If a boundary surface is oscillating, e.g. the vehicle dashboard, the boundary condition
can be expressed in a Neumann condition form:
∂φ(x)
∂n
= −iρ0ωv, (3.32)
where ρ0 = 1.29 kg/m
3 is the air density, ω = 2piC/λ is the circular frequency of the acoustic
source, C = 340.29 m/s is the sound speed, λ = 5 m is the wave length and v is the amplitude
of the normal component of the velocity on the surface. In this study we take v to be 1.452
mm/s following the work of Zhu [12].
(2) If the boundary surface has the property of total reflection, e.g. the window glass, the
boundary condition on the surface can be expressed as a homogeneous Neumann condition form:
∂φ(x)
∂n
= 0. (3.33)
(3) For absorbing boundaries, e.g. the interior lining material for the automobile, the boundary
condition can be expressed as a Robin condition form:
∂φ(x)
∂n
= −iρ0ωφ(x)
Z
, (3.34)
taking ρ0 = 1.29 kg/m
3 as the air density, frequency ω = 712 rad/s and wavelength λ = 3 m.
We follow the approach of Marburg [8] to determine the acoustic impedance; here, an average
admittance Yz was obtained experimentally as
Yz =
f
2800
, (3.35)
where f denotes the frequency in Hz. The impedance, Z, is the reciprocal of Yz. In the current
work we are considering the acoustics of a vehicle compartment at a frequency of 113 Hz.
The first Neumann boundary condition is applied on the blue panels as they represent the
vehicle dashboard. The second Neumann boundary condition is applied on the grey panels as
they represent the windows of the vehicle. A Robin condition is applied on the remaining panels
which represent the vehicle inner lining materials.
In this example, the converged result of a conventional BEM analysis using quadratic shape
functions is taken as the reference solution. Figure 3.3(b) presents the result comparison between
the three different BEM schemes, from which we can conclude that discontinuous IGABEM
outperforms the conventional BEM and continuous IGABEM in this approximation to a real
vehicle problem and shows that the discontinuous IGABEM scheme is a promising method for
simulating passenger compartment acoustics in the automotive sector.
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3.5 Conclusion
In this work, a fully discontinuous IGABEM with a suitable collocation scheme is proposed.
The discontinuous boundary patch has the ability to more efficiently approximate acoustic fields
that exhibit large derivatives in the presence of discontinuous boundary conditions. A simplified
vehicle model subjected to realistic boundary conditions commonly found in automotive acoustic
applications has also been presented. It is observed that the discontinuous IGABEM provides
a more accurate solution and shows better converge properties than the continuous form. This
research will give hints for the development of discontinuous IGABEM in the acoustic field of
the automotive engineering. More work on the numerical error of the discontinuous IGABEM
in terms of frequency will be studied in the future.
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Abstract. For Helmholtz problems in the mid to high frequency range it is beneficial to
include oscillatory basis functions, as in PUBEM (Partition of Unity Boundary Element
Method) [1]. When employing PUBEM the number of degrees of freedom required to obtain
‘engineering accuracy’ is approximately a quarter of conventional BEM requirements. A fast
and robust method of evaluating the highly oscillatory integrals that arise would unlock to
full benefit of this substantial reduction in system size. A number of asymptotic methods
such as repeated integration by parts, numerical steepest descent and the Filon method may
be applied. Success of these methods varies, due to interaction between the plane wave basis
and the fundamental solution, causing stationary points. For this reason the current work
focuses on the method of stationary phase, combined with the trigonometric shape functions
of [2].
4.1 Introduction
BEM is often favoured over volumetric methods, for Helmholtz problems in infinite domains,
as there is no requirement to truncate and apply artificial boundary conditions. Depending on
the size of the domain of interest, this can result in a significant reduction in computational
expense. An issue that both volumetric and BEM simulations share is dealing with problems
in which the wavelength λ becomes small, relative to the domain of interest. When low order
polynomial basis functions are employed, approximately 8-10 degrees of freedom are required per
wavelength (a parameter we denote τ). Multiplying the polynomial basis with a series of plane
waves is known as the Partition of Unity Boundary Element Method (PU-BEM)[1, 3, 4]. This
plane wave basis offers a substantial improvement, reducing τ to approximately 2.5. PU-BEM
elements are typically larger than standard BEM elements, and it is common to increase the
number of degrees of freedom by including extra plane waves at each node, rather than reducing
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the element size. This may result in highly oscillatory integrals, which can provide a challenge
for traditional quadrature techniques. For this reason, integration dominates the run time for
PUBEM.
A number of alternative integration techniques exist, which are aimed at evaluating highly
oscillatory integrals. A popular option being the numerical steepest descent (NSD) [5], which
involves deforming the path of integration into the complex plane, where the behaviour is no
longer oscillatory. NSD can be applied to PU-BEM integrals but it is not always straightforward
to find the path of steepest descent, and the number of Gauss points required can slow the
evaluation. Another approach is that of the asymptotic method, via repeated integration by
parts [6], which is simple to implement and accurate for integrating over flat straight line
elements, but struggles with smooth objects when there are a greater number of stationary
points. A more recent method, which the authors have found to perform well with flat straight
line elements, even in the presence of stationary points is the Filon method [7, 8, 9]. The
approach proposed in the current work is the method of stationary phase (MSP) [10], in which
we consider the overall value of each integral to be dominated by a window around stationary
point locations. This assumes that in areas without stationary points, the integrals will largely
cancel each other out, contributing negligible value.
4.2 Preliminaries
The focus of this paper is evaluating integrals over arc elements, thus a numerical example of
scattering by a circle will be presented. Before defining the integrals, the boundary conditions
and BIE are provided in this section. Consider a smooth object Ωs ⊂ R2 with the boundary Γ.
The acoustic wave propagation occurs in the exterior domain Ωf = R2\Ωs. Stipulating that the
wave propagation is time-harmonic, produces the Helmholtz equation
∇2u(x) + k2u(x) = 0, x ∈ Ωf ,
where the wavenumber k = 2pi/λ. The unknown potential is u ∈ C and ∇2 is the Laplacian
operator. Impinging the object with an incident wave uinc and imposing a sound-hard Neumann
boundary condition ∇u(x) · n = 0, x ∈ Γ, results in the following BIE
c(p)u(p) +
∫
Γ
∂G(p, q)
∂n
u(q)dΓq = u
inc(p), p ∈ Γ.
The points p = (xp, yp) and q = (xq, yq) are the source and field points respectively, and the
vector n is the unit normal vector outward pointing from Ωf . As the examples provided in this
paper will remain in two-dimensional space, the Green’s function G(p, q) is
G(p, q) =
i
4
H
(1)
0 (kr),
where H
(1)
0 is the Hankel function of the first kind and of order zero, r is the Euclidean distance
between p and q. In PU-BEM the basis is enriched with plane waves, such that the unknown
potential is written as a linear combination of plane waves propagating in different directions,
i.e.
u =
J∑
j=1
M∑
m=1
Nj(ξ)Ajme
ikdjm·q,
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djm = (cosφjm, sinφjm), φjm =
2pi(m− 1)
M
,
where Ajm are the unknown plane wave amplitudes, djm are the direction vectors of the plane
waves, i =
√−1 and M is the number of plane waves considered per node. Nj are shape
functions for which we have selected the trigonometric functions of [2], shown in Fig. 4.1, for
improved continuity at ends of elements.
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Figure 4.1: Trigonometric shape functions.
4.3 PU-BEM integral
For a circular arc element, we define the integral
I1 =
−ik
4
∫ 1
−1
H
(1)
1 (kr)Nj(ξ)e
ikdm.q(ξ) ∂r
∂n(q)
J(ξ)dξ. (4.1)
The source point p and field point q are defined as follows
p = (R1 cosψ,R1 sinψ),
q = (R cos θ,R sin θ).
In the field of asymptotic integration, it is common to see integrals presented in the general form
I =
∫ b
a
f(x)eikg(x)dx.
In order to recast I1 from (4.1) in this form we replace the Hankel function with its asymptotic
approximation for large argument
H(1)ν (kr(θ)) ≈
(
2
pikr
) 1
2
ei(kr−
1
2
νpi− 1
4
pi)
∞∑
s=0
is
as(ν)
(kr)s
,
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which produces the following
I =
−iJ
4
(
2
pi
) 1
2
e−
3
4
pii
∞∑
s=0
isas(1)
ks−
1
2
∫ b
a
f2(θ, s)e
ikg(θ)dθ,
where
f2(θ, s) =
Nj(θ)(R1 cos (ψ − θ)−R)
(r(θ))s+
3
2
, (4.2)
and
g(θ) =
√
(R cos(θ)−R1 cos(ψ))2 + (R sin(θ)−R1 sin(ψ))2 + dxR cos θ + dyR sin θ.
The formula for MSP is
I ≈ f(x0)
√
2pi
k|g′′(x0)|e
ikg(x0)e±
ipi
4 ,
in which x0 represents a stationary point. This can be used to reformulate (4.2), to produce
I = γ
S∑
s=0
isas(1)
ks−
1
2
f(θ0, s)
√
2pi
k|g′′(θ0)|e
ikg(θ0)e±
ipi
4 ,
where
γ =
−iJ
4
(
2
pi
) 1
2
e−
3
4
pii.
Generally we only require S = 1, which reduces the evaluation of (4.1) to the summation of only
two terms, independent of k. Comparatively, when using a traditional quadrature scheme such
as Gauss Legendre, we subdivide the interval of integration into lengths of λ4 to apply Gauss
points, which is k dependent.
4.4 Numerical results
In this section, we observe the impact that approximating integrals has on the accuracy of the
final solution. To do this we a consider a unit circle, being impinged by an incident wave uinc,
shown in Fig. 4.2. A coarse mesh is used, containing four elements, M is selected such that
τ ≈ 3.5. We first obtain our matrix of converged integrals, then inject an artificial error into
each term, before solving for the unknown amplitudes. The resulting error  over the boundary
Γ is compared, which we define
 =
||u− uref ||L2
||uref ||L2
,
where uref is a reference solution. The errors that are injected into the terms are randomly
generated values, within a certain range. We present results for ±0.5%, ±1% and ±2%, in Fig.
4.3. When stipulating the required accuracy of the final solution, a common threshold adhered
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uinc
Ωs
Ωf
Γ
Figure 4.2: Circular scattering object, being impinged by the incident wave uinc.
to by engineers is that of ‘engineering accuracy’, which is equal to 1%. With this in mind, Fig.
4.3 suggests that as long as the integration errors remain below 1% then the error in our final
solution should be safely within 1%.
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Figure 4.3: L2 error of potential over the boundary, after injecting 0.5%, 1% and 2% error into
each integral.
4.4.1 MSP results
We present here some preliminary results for a high frequency case. The wavelengths tested
are λ = 0.0623, 0.02 and 0.01, which produces k = 100, 100pi and 200pi respectively. For this
problem, setting τ = 3 requires the total degrees of freedom to be 304, 994 and 1884, for each
respective system. If we wish to employ Gauss-Legendre, it is most effective to subdivide the
interval of integration and apply Gauss points per subdivision. The timings, using MATLAB to
integrate the resulting matrix are shown in Table 4.1. It is clear that increasing the frequency
has a dramatic effect on run-time, as it takes 5.56 hours to perform the integration with
29
Gauss-Legendre alone for the k = 200pi case. This highlights the power of MSP, and the
challenge faced by traditional quadrature schemes. Although MSP is much faster, there are some
locations in which the stationary phase approximation is less accurate, and the error exceeds
the 1% threshold. In order to integrate the entire matrix effectively, we have employed MSP
where possible and Gauss-Legendre in the challenging areas, the timings for this combination
are shown in the fourth column of Table 4.1. These regions are clearly depicted for the k = 200pi
case in Fig. 4.4, which displays the integration errors of the corresponding 1884x1884 matrix
terms. The small white regions are areas in which the relative error exceeds 1%, and the blue
regions represent portions in which the error is acceptable. The largest errors occur in the
leading diagonal, i.e. where the source point is within the interval of integration.
k Gauss MSP MSP+Gauss
100 2.1 m 0.9 s 16 s
100pi 56 m 8.8 s 3.9 m
200pi 5.6 h 24 s 11 m
Table 4.1: Time taken to compute each matrix of integrals in hours(h), minutes(m) and
seconds(s).
Figure 4.4: Acceptable regions (shown in blue), in which the relative error in the MSP integrals
is less than 1%.
The stationary phase approximation assumes k is large, for this reason, as k decreases, the
white regions become larger and Gauss-Legendre eventually becomes favourable. Numerical
testing reveals that the largest errors are cases in which there are multiple stationary points,
within close proximity to one another.
4.5 Conclusions and further work
A method of stationary phase approximation for PU-BEM integrals has been presented and
implemented for a circular scattering object. It has been shown that for high frequency, MSP
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provides significant acceleration of the integration, though care needs to be taken over integrals
for some matrix terms around the leading diagonal, where two or more stationary points interfere.
This suggests the possibility of a significant reduction in computational expense for solving high
frequency acoustic problems, using PU-BEM. The results presented are preliminary and work is
in progress to develop a targeted Gauss-Legendre scheme to integrate the unacceptable regions
in which there are multiple stationary points. Secondly, alternate geometries and multiple
scattering arrangements will be considered.
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Abstract. Consider the far-field behind a body in a steady, two-dimensional uniform flow
field. In the far-field the Oseen linearisation is valid, and in the far-field wake Imai’s asymp-
totic expansion is applicable. The fundamental solution Green’s function of the Oseen equa-
tion which represents a point force is called the Oseenlet. The drag and lift Oseenlets are
given in [1], and from this representation we determine the corresponding Oseenlet vorticity
and Oseenlet stream function. Imai [2] gives the velocity, vorticity and stream function in
the far-field wake behind a body in terms of an asymptotic expansion. We shall show that
the first terms in Imai’s expansion are the same as the drag and lift Oseenlets when approx-
imated in the wake. This demonstrates that Imai’s and Oseen’s treatments are the same
to leading order, and from this we infer that the next order terms in Imai’s expansion will
correspond to the approximation of the next order terms in Oseen’s linearisation. Future
work will be to use Imai’s result to infer the next order terms in the Oseen linearisation.
5.1 Introduction
The ultimate objective is to find an approximation to the point force in Navier-Stokes flow,
which we call the NSlet. This is a usefull solution for fluid problems for example, for modelling
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oil flow exterior to a pipe. We may also find it can be used as a Green’s function in the Green’s
integral representation in the same way as Eulerlets in Euler flow [7]. We start by investigating
obtaining the NSlet from the terms in the Oseen linearisation and how these terms are linked
to those in Imai’s far-field approximation.
Oseen obtained the Oseenlet velocity in the early 1900’s. The drag and lift Oseenlets are given
in [1]. Moreover, in [1] Chadwick employed two methods, first the velocity was decomposed into
potential and wake velocity and the second method used the Oseenlets. He further revealed
that the Oseen velocity in the far field cannot be modelled using the Lamb -Goldstein method
[10]-[11] rather by expanding each Oseenlets in a Taylor series. Thus, the velocity and pressure
expansions in the far-field are obtained.
Moreover, Chadwick [4] also studied an experimental verification of an Oseen flow slender body
theory by showing that the resulting lift equation had close agreement with experiment. It
was further revealed that in the far-field region, the Navier–Stokes flow is expected to be
approximated closely by Oseen flow. A comparison was made between the experiment, inviscid
flow slender body theory, Chadwick’s Oseen based flow theory and Jorgensen’s extension [8] to
viscous crossflow theory for slender bodies with elliptical cross-section. It was observed that
the experiments follow a gradually increasing straight line variation which closely follows Oseen
theory. On the other hand, Imai [2] gives the vorticity and stream function in the far-field
wake behind a body in terms of an asymptotic expansion. In the present paper, from the drag
and lift Oseenlet given in [1], we determine the corresponding Oseenlet vorticity and Oseenlet
stream function. We also obtain the velocity, vorticity and stream function from Imai [2]. We
then approximate both in the far-field and demonstrate that the Oseenlet velocity, vorticity and
stream function are the same to leading order as Imai’s first approximation.
Vorticity is defined as the curl of the velocity, ω = ∇ × u where ∇ is the differential operator
and u is the velocity. It is the local rotation of the fluid. It is an important derived variable in
fluid dynamics that plays both mathematical and physical roles in understanding fluid dynamics
problems. However, for the 2-D flows, the vorticity vector has only one non-zero component
(in the x3-direction) where the Cartesian coordinates are given as (x1, x2, x3). In addition,
stream function ψ also plays an important role in understanding fluid flow and therefore, it is
important to understand its concept and derivation [6]. It is related to the velocity using the
Cauchy-Riemann equations [5].
5.2 Governing equations
The Navier-Stokes equation for an incompressible fluid is given as:
ρ uj
† ∂ui†
∂xj
= −∂p
†
∂xi
+ µ
∂2ui
†
∂x2j
(5.1)
where ui
† is the fluid velocity, p† is pressure, ρ is the density of the fluid and µ is the dynamic
coefficient of viscosity. In the far-field, the velocity tends to a uniform stream
ui
† = Uδi1 + ui + uiI + ...
where ui
I is the second order linearisation, U is the uniform stream, δij =
{
1 i = j
0 otherwise,
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U  O(ui)  O(uiI)  ... and ′O′ means ’of the order’. Indices 1 ≤ i, j ≤ 2 where repeated
index implies summation.
However, Oseen equation is obtained by linearising the Navier-Stokes equation. Thus, the
far-field Oseen equation is given as
ρ U
∂ui
∂x1
= − ∂p
∂xi
+ µ
∂2ui
∂xj∂xj
(5.2)
giving the solution ω = <∑∞n=0Cnekx1Kn (kr) eni θ, where ω is the vorticity, Kn is the modified
Bessel function of order n. From this, the far-field Imai’s approximation to leading order in
modified Bessel function expansion is ω = <
(
c
ζ e
−η2
)
+ ..., where r is the 2-D radius defined by
r =
√
xixi, θ is the 2-D polar angle θ = cos
−1(x1r ), ζ = ξ + iη, ξ = (2kr)
1
2 cos 12θ , k =
ρU
2µ ,
η = (2kr)
1
2 sin 12θ, c is a complex constant, < represents real part and i is the imaginary part.
The drag Oseenlet velocity as given by [1] is
ui
(1) =
1
2piρU
[ ∂
∂xi
(
ln r + ekx1K0 (kr)
)
− 2k ekx1K0(kr)δi1
]
(5.3)
and the lift Oseenlet is
ui
(2) =
1
2piρU
εij3
∂
∂xj
(
ln r + ekx1K0(kr)
)
(5.4)
where εijk is called the Levi-Civita symbol. It is a tensor of rank three defined by
εijk =

0, if if any two labels are the same
1, if if i,j,k is an even permutation of 1,2,3
−1, if if i,j,k is an odd permutation of 1,2,3 .
Meanwhile, Imai’s approximation as given in [2] is
ψ =
Γ
2pi
log r − m
2
(
erfη − θ
pi
)
(5.5)
where m = Γ = 1ρ for unit force and k(r − x1) = η2 ≈ k
x22
2x1
in the wake.
5.3 Vorticity Evaluation
5.3.1 The drag Oseenlet vorticity
From (5.3), it follows that
u1
(1) =
1
2piρU
[ ∂
∂x1
(
ln r + ekx1K0(kr)
)
− 2k ekx1K0 (kr)
]
(5.6)
and
u2
(1) =
1
2piρU
[ ∂
∂x2
(
ln r + ekx1K0 (kr)
) ]
(5.7)
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Therefore, to derive the vorticity, we use the expression
ω =
[
∇× u(1)i
]
3
=
∂
∂x1
u
(1)
2 −
∂
∂x2
u
(1)
1 (5.8)
Therefore,
∂
∂x2
u
(1)
1 =
1
2piρU
∂
∂x2
{ ∂
∂x1
(ln r + ekx1K0(kr))− 2k ekx1K0 (kr)}
∂
∂x1
u
(1)
2 =
1
2piρU
∂
∂x1
{ ∂
∂x2
(ln r + ekx1K0(kr))}.
However, substituting these into (5.8) and simplifying gives
ω =
1
piρU
{ ekx1 ∂
∂x2
(K0(kr))} . (5.9)
Therefore, (5.9) is the expression for the Oseenlet vorticity.
5.3.2 Equivalence of Oseen’s and Imai’s vorticity in far-field
To demonstrate that the Oseenlet vorticity and Imai’s vorticity are equivalent, we approximate
(5.9) in the far-field and compare with Imai’s vorticity where
ekx1
∂
∂x2
(K0(kr)) ≈ −kx2
r
√
pi
2kr
e−k(r−x1).
Now substituting into (5.9) we have
ω ≈ − 1
piρU
{k
2x2
r
√
pi
2kr
e−k(r−x1)}. (5.10)
Therefore, (5.10) is the far-field Oseenlet vorticty, while Imai’s vorticity as given in [2] given is
ω = − 2k
2
ρU
√
pi
η
ξ2 + η2
e−η
2
. (5.11)
Therefore, putting k(r − x1) = η2 ≈ k x
2
2
2x1
, r = η
2+ξ2
2k , ξ = (2kr)
1
2 cos 12θ and η = (2kr)
1
2 sin 12θ
into (5.10), it is shown that Oseenlet vorticity is the same as Imai’s approximation of vorticity.
5.4 Stream function Evaluation
5.4.1 Drag Oseenlet stream function
From the Cauchy-Riemann equations, the drag Oseenlet velocity (5.3) can be written in terms
of the stream function such that
ψ =
∫ xi
Xi
ε3iju
(1)
i dx
′
j
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where ψ is the stream function, x
′
j is the variable of integration and u
(1)
i is the drag Oseenlet
velocity. The constant Xi is chosen such that ψ(xi) = 0. Integrating along x1 only gives
ψ = − ∫ x1X1 u2′dx′1, this implies that
ψ = − 1
2piρU
∫ x1
X1
∂
∂x2
(ln r′ + ekx
′
1K0
(
kr′
)
)dx
′
1 (5.12)
where r′ =
√
x′12 + x22. However, (5.12) consist of the potential term and the wake term. i.e
ψ = − 1
2piρU
(
ψpot + ψwake
)
where ψpot =
∫ x1
X1
∂
∂x2
(ln r′)dx′1 gives the velocity potential and ψwake =
∫ x1
X1
∂
∂x2
(ekx
′
1K0 (kr
′))dx′1
give the wake velocity. To evaluate the potential term, we use complex analysis, letting
z = x1 + ix2, z
′
= x1
′ + ix2 and Z = X1 + ix2, see 5.1.
x
′
1 = X1
α
x
′
1 x
′
1 = x1
A
r
r
′
θ
x2Z z
′
z
Figure 5.1: Points of integration
Consider Ψ = ddz ln z =
1
reiθ
= e
−iθ
r =
r cos θ−ir sin θ
r2
. Therefore, the negative of the imaginary
part of Ψ gives −Im{ ddz ln z} = x2r2 = ∂∂x2 ln r. So,
ψpot = −Im{∫ ∂
∂z′
ln z′dz} = −Im{[ ln z′]z
Z
} = −Im{ln z − lnZ} = −Im{ln r + iθ − lnA− iα}
= −θ + α. As ψpot is a potential, we can ignore the constant α, and without loss of generality
we can let
ψpot = −θ. (5.13)
The wake term from (5.12) can be determined from ψwake = − 12piρU
∫ x1
X1
∂
∂x2
( ekx
′
1K0 (kr
′))dx′1,
but ∂∂x2K0 (kr) = −kx2r K1(kr) ≈ −kx2r
√
pi
2kr e
−kr from Abramowitz and Stegun [9]. Therefore,
the approximation to the wake term is obtained as
ψwake ≈ − 1
2piρU
∫ x1
X1
{kx2
r′
√
pi
2kr′
e−k(r
′−x′1)}dx′1. (5.14)
Finally, the expression for the Oseenlet stream function is obtained by adding (5.13) and (5.14)
ψ =
1
2piρU
{θ −
∫ x1
X1
{kx2
r′
√
pi
2kr′
e−k(r
′−x′1)}dx′1}. (5.15)
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5.4.2 Equivalence of Oseen’s and Imai’s stream function in far-field
The Oseenlet stream function is given by (5.15) and that of Imai’s stream function [2] is given
as
ψ =
1
2piρU
{θ − pierfη} (5.16)
To show that Imai’s stream function and Oseenlet stream function are equivalent, recall that
k(r− x1) = η2 ≈ k x
2
2
2x1
and erfη = 2√
pi
∫ η
0 e
−η′2dη′, so let ψ1 = 12piρU
∫ x1
X1
kx2
r′
√
pi
2kr′ e
−k(r′−x′1)dx′1,
where ψ = θ2piρU −ψ1, implies that ψ1 ≈ 12piρU 2√pi
∫ η′
0 η
′ e−η′2 2η′dη
′ thus, ψ1 = 12ρU erfη. Therefore,
ψ =
1
2piρU
{θ − pierfη}. (5.17)
Thus, equation (5.17) is the Oseenlet stream function and it is shown that it is equivalent to
the Imai’s stream function given in (5.16).
5.5 Velocity
5.5.1 Drag Oseenlet velocity
Recall that the drag Oseenlet is given in (5.3) as
u
(1)
i =
1
2piρU
[
∂
∂xi
(
ln r + ekx1K0 (kr)
)− 2k ekx1K0 (kr) δi1] where
u
(1)
1 =
1
2piρU
[ ∂
∂x1
(
ln r + ekx1K0 (kr)
)
− 2k ekx1K0 (kr)
]
(5.18)
and
u
(1)
2 =
1
2piρU
[ ∂
∂x2
(
ln r + ekx1K0 (kr)
) ]
. (5.19)
Recall that Imai’s first approximation to the stream function is ψ = 12piρU {θ − pierfη} where
m = 1ρU . We can now obtain the velocity using the relation ui = εij3
∂ψ
∂xj
. It follows that
u1 =
∂ψ
∂x2
and u2 = − ∂ψ∂x1 . Therefore, Imai’s velocity can be represented as
ui
(1) = εij3
∂
∂xj
{− 1
2piρU
erfη +
θ
pi
} (5.20)
so
u1
(1) = − 1
2piρU
(pi
∂
∂x2
erfη − ∂θ
∂x2
) (5.21)
and
u2
(1) =
1
2piρU
(pi
∂
∂x1
erfη − ∂θ
∂x1
) (5.22)
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5.5.2 Equivalence of Oseen’s and Imai’s velocity in the far-field
To show that the Oseen’s velocity is equivalent to Imai’s velocity, we first show that the first
components u1 from equation (5.18) and (5.21) are equivalent. Similarly, the second components
u2 from equation (5.19) and (5.22) are also equivalent. Now, the first terms give
∂(ln r)
∂x1
= x1
r2
and
∂θ
∂x2
= x1
r2
. These are shown to be the same. However, the next terms in the velocity components
give, ∂∂x1
(
ekx1K0(kr)
)− 2k ekx1K0(kr) ≈ ∂∂x1 ( ekx1 √pi√2kre−kr)− 2kekx1 √pi√2kre−kr. But
∂
∂x1
( 1√
r
) = x1
2r2
√
r
= O( 1
r
√
r
) which is of lower order as r −→∞. Therefore,
∂
∂x1
( ekx1K0(kr))−2k ekx1K0(kr) = {kx1r
√
pi
2kr e
−k(r−x1) +k
√
pi
2kr e
−k(r−x1)−2k√ pi2kr e−k(r−x1)}.
Simplifying gives
∂
∂x1
( ekx1K0(kr))− 2k ekx1K0(kr) ≈ −k(r − x1)
r
√
pi
2kr
e−k(r−x1)
Recall that k(r − x1) = η2 ≈ k x
2
2
2x1
and r = η
2+ξ2
2k ,
[
ξ = (2kr)
1
2 cos 12θ, η = (2kr)
1
2 sin 12θ
]
where
ξ2 + η2 = 2kr, sin2 12θ = O(1).Thus,
∂
∂x1
( ekx1K0(kr))− 2k ekx1K0(kr) ≈ −2k
√
pi
2kr
e−k(r−x1). (5.23)
Therefore, substituting into (5.18) give
∂
∂x1
( ekx1K0(kr)− 2k ekx1K0(kr)) ≈ 1
2piρU
(−2k
√
pi
2kr
e−k(r−x1))
≈ −
√
k
ρU
√
2pix1
e−η
2
.
Therefore,
u1
(1) ≈ −
√
k
ρU
√
2pix1
e−η
2
. (5.24)
This is the second term in the Oseenlet velocity. However, evaluating the second term in Imai’s
velocity, we have pi ∂∂x2 erfη, but
∂
∂η (erfη) =
2√
pi
e−η2 Therefore, pi ∂∂x2 erfη = pi
∂η
∂x2
∂
∂η (erfη), but
η ≈
√
k
2x1
x2, implies that
dη
dx2
=
√
k
2x1
, therefore
u1
(1) ≈ − 1
2ρU
∂
∂x2
erfη = −
√
k
ρU
√
2pix1
e−η
2
. (5.25)
Therefore, it is shown that the first components of Imai and Oseenlet velocity are equivalent.
Now, we can show that the second components are also equivalent. The second components
of Oseenlet and Imai’s velocity are given in (5.19) and (5.22) respectively. It can be seen that
∂(ln r)
∂x2
= x2
r2
, similarly − ∂θ∂x1 = x2r2 . Meanwhile, the second term in the Oseenlet velocity as given
in (5.19) gives ∂∂x2 ( e
kx1K0(kr)) ≈ ( ekx1
√
pi√
2kr
e−kr), but ∂∂x2 (
1√
r
) = x2
2r2
√
r
= O( 1
r
√
r
) which is of
38
lower order as r −→∞ and ∂∂x2 (e−kr) = −k x2r e−kr = O(1). Therefore,
∂
∂x2
( ekx1K0(kr)) ≈ ∂
∂x2
( ekx1
√
pi√
2kr
e−kr)
≈ [( ekx1
√
pi√
2kr
e−kr)
∂
∂x2
e−kr](1 +O(
1
r
√
r
))
≈ ( ekx1
√
pi√
2kr
(
−kx2
r
e−kr))
≈ −
√
pi
x1
η e−η
2
.
Thus,
∂
∂x2
( ekx1K0(kr)) ≈ −
√
pi
x1
η e−η
2
. (5.26)
Therefore, (5.26) is the second term in the Oseenlet velocity. However, Imai’s second term can
be evaluated as pi ∂∂x1 erfη, but
∂
∂η (erfη) =
2√
pi
e−η2 Therefore, pi ∂∂x1 erfη = pi
∂η
∂x1
∂
∂η (erfη), but
η ≈
√
k
2x1
x2, implies that
dη
dx1
= −12 ηx1 , therefore,
pi
∂
∂x1
erfη = −
√
pi
x1
η e−η
2
. (5.27)
Therefore, it is shown that Oseenlet velocity and Imai’s first appoximation of velocity are
equivalent.
5.6 Conclusion
We derived the Oseenlet vorticity and stream function, evaluated the far-field approximations
and compared with Imai’s first approximation of vorticity and stream function. We further
obtained the far-field approximation of velocity from Imai’s approximation of stream function
and compared with the Oseenlet velocity. The results show that the derived Oseenlet vorticity,
velocity and stream function are equivalent to the Imai’s approximations to leading order.
The future work will be to infer the corresponding second order term in the Oseen linearisation
Oseenlet Imai’s approximation
Velocity ui =
1
2piρU
[
∂
∂xi
(
ln r + ekx1K0 (kr)
)
−2k ekx1K0 (kr) δi1
] ui = εij3 ∂∂xj {− 12piρU erfη + θpi}
Stream function ψ = 12piρU {θ −
∫ x1
X1
∂
∂x2
ekx1K0 (kr) dx} ψ = 12piρU {θ − pierfη}
Vorticity ω = 1piρU { ekx1 ∂∂x2 (K0(kr))} ω = − 2k
2
ρU
√
pi
η
ξ2+η2
e−η2
Table 5.1: Comparison between Oseenlet and Imai’s first approximation
from Imai’s second approximation to the Navier-Stokes equation. This is the second order term
in the NSlet expansion, which has not yet been given in the literature to the best knowledge of
the authors.
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Abstract. The efficiency and cost-effectiveness of oil and gas production are detrimentally
affected by the phenomenon of water coning. Here, a pressure difference causes water to
be drawn towards the pump and to mix with the products that are extracted, requiring an
expensive separation and cleansing operation. Engineers can mitigate this effect, and stop
it from occurring, by careful design of their pumping strategy to ensure water ingress does
not take place.
The process may be modelled as one of potential flow in multiple layered regions which
may be oil- and/or gas-rich or water-saturated. Between the layers lies a moving interface
as driven by the evolving pressure distribution. Tracking the movement of the interface, one
can ensure the water-filled region does not reach the pump opening. The boundary element
modelling of the potential problem is here enriched using non-polynomial functions that are
better able to capture the typical flux density distribution allowing accurate results to be
obtained from coarse meshes. While the current work is 2D, the full benefit will be realised
in 3D.
6.1 Introduction
Water coning is a problem of interest to petroleum engineers working in oil and gas recovery.
There is a wide literature on water coning since the early studies describing the phenomenon [1].
It is prevalent where there are aquifers in the vicinity of the oil/gas rich strata from which the
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hydrocarbons are being pumped, and where there is a high permeability in the vertical direction.
Since the water has the higher density of the fluids it generally lies below the oil/gas. As the
pump operates, the local changes in pressure cause the water contained below the oil/gas region
to be drawn upwards towards the pump. For a single vertical pump the water is drawn up in
an axisymmetric pattern giving rise to a broadly conical geometry, giving the phenomenon its
name. As time progresses, the extent of water penetration towards the pump is defined by the
opposing forces of gravitation (pulling the water down) and suction from the pump (pulling the
water up). The water coning becomes balanced when these forces are equilibrated. However, if
the pumping rate is excessive, the water reaches the pump and becomes introduced into the oil
products recovered. Expensive separation and remediation procedures to the oil/water mixture
motivate research into a better understanding of the water coning mechanism. While some
strategies in industry involve first finding the pumping rate that gives water intrusion and then
reducing it, we attempt to identify the optimal rates by numerical modelling. There are similar
problems with gas coning, where a critical flow rate can be identified from theoretical analysis,
and active control strategies can yield pumping rates close to this optimum [2].
The problem may be modelled as moving interface problem, the interface separating the
regions containing oil (above) and water (below). The situation is illustrated in Figure 6.1. Azim
Figure 6.1: The water coning problem
[3] modelled the problem using tetrahedral finite elements, with the interface modelled using
triangular planar elements. But the situation is more conveniently modelled using the Boundary
Element Method (BEM). A pioneering study of implementing BEM to simulate water coning
was conducted by Lucas et al. [4] who explored the geometrical evolution and stability relating
to different pumping conditions with particular numbers or arrangements of sinks. Zhang et
al. [5] analysed continuous and pulsed pumping strategies in aquifers, and found that including
capillarity in the BEM model gave results that more closely approximated the phreatic surfaces
observed experientally. Gontijo et al. [6] used the BEM to simulate the case with only one
pump sink in the oil zone in two dimensions (2D). In their research, the system was divided
into two sub-regions with continuous linear elements implemented along the interface and the
outer boundary. A refined mesh was used to capture the high pressure gradients that arise at
certain stages during the process. While this is not problematic for a small 2D simulation, the
consequences of a requirement for such a fine mesh for a full 3D analysis motivate us to seek a
more efficient simulation technique.
One approach that can be used to improve convergence in finite element and/or BEM
simulations is the use of enrichment. Here, the classical piecewise polynomial approximating
functions are augmented by other (often non-polynomial) functions that have better convergence
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properties for the PDE under consideration. These methods share a common ancestry in the
Partition of Unity Method (PUM) [7]. The enrichment functions can be found by consideration
of the local asymptotic behaviour of the solution (for example, the use of XFEM in linear
elastic fracture mechanics, where the form of the displacement field in the vicinity of a crack
tip is used to enrich fracture predictions on coarse meshes). Alternatively, sets of plane waves
and/or Bessel functions could be used to enrich wave simulations, and this has been done
in a wide variety of contexts, including FEM, BEM, isogeometric, Discontinuous Enrichment,
Discontinuous Galerkin and Ultraweak Variational Methods. While the above examples use
enrichment functions that emerge from the governing physics of the problem at hand, another
alternative is an engineering approach in which we could use any enriching functions that we have
reason to believe will offer improvement in capturing the solution. One example that is pertinent
to the current paper is Mohamed [8], who successfully used a family of Gaussian functions to
enrich transient finite element approximations in heat transfer based on engineering experience
of their resemblance to temperature distributions found in the vicinity of heat sources. In all
of the above examples, a common outcome is the availability of highly accurate results from
coarse discretisations with significant reductions in the size of the linear system compared to
that required using piecewise polynomial approximation spaces.
In the study of Gontijo [6], it may be noticed that the interface flux density resembles a
Gaussian function, and we hypothesise that improved computational efficiency may be available
by using a coarse BEM mesh on the interface, but using enrichment functions of a Gaussian (or
similar) form to capture the behaviour. In this paper we develop a set of enrichment functions
and propose an enriched BEM scheme for the water coning problem. It should be noted that we
do not attempt to model oil recovery approaches such as the pumping of water into the reservoir
to replace the oil extracted.
6.2 Governing equations
We consider a multizone problem in the x − z plane containing regions Ωw, labelled the water
zone, lying underneath the oil zone Ωo as depicted in Figure 6.1. We denote the density,
ρw, ρo, using superscripts o, w throughout to indicate the oil and water regions respectively.
Consideration of the flow in porous media as governed by the Darcy equation, and assuming
incompressibility, leads to us seeking the velocity potential ui, defined as
ui =
pi
ρig
+ z, i = o, w, (6.1)
where p is the fluid pressure, as the solution to the Poisson equation
∇2ui = Si (6.2)
where Si denotes the effect of sources and sinks within the zone. For the water zone, Sw = 0.
On the interface, the usual continuity conditions apply, i.e. p1 = p2 and q1 = −q2, where
q = −K∂u/∂n, with K being the conductivity and n the unit outward normal. We note that if
the fluid densities are chosen to be different (6.1) suggests the existence of a potential jump at
the interface.
The fluid velocity is given by the potential gradient q and this implicitly carries information
about the movement of the interface. Gontijo [6] shows that, if we denote the height of the
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interface as z = η(x, t) and consider a time step ∆t, the development of the interface location
between time step m and time step m+ 1 may be written
ηm+1 = ηm − K
ϕ
qm∆t
√
1 +
(
∂η
∂x
)2
m
(6.3)
where ϕ denotes the porosity of the rock medium.
6.3 Boundary element formulation
We solve the Poisson equation using the BEM in 2D, and this is based on collocating a regularised
boundary integral equation (BIE) over Γ ≡ ∂Ω,∫
Γ
q∗(x,x′)
(
u(x′)− u(x)) dΓ(x′) = ∫
Γ
u∗(x,x′)q(x′)dΓ(x′) + u∗Q (6.4)
at a sufficient number of points x ∈ Γ to yield a square system when Γ and the unknowns u, q
are discretised. Here u∗, q∗ are the fundamental solutions for the Laplace operator in 2D and
are well known and Q describes the strength of a sink in the domain Ω. The derivation of this
equation is standard and not repeated here. The presence of two material domains requires a
multizone approach and standard techniques are used.
A classical discretisation involves the expansion of u and q in low order polynomial shape
functions, Nj , i.e.
u(ξ) =
J∑
j=1
Nj(ξ)uj , q(ξ) =
J∑
j=1
Nj(ξ)qj , ξ ∈ [−1, 1] (6.5)
over each element containing J nodes and parameterised by local coordinate ξ in the usual way.
Now we propose an enriched approximation space to be used over a selection of elements on the
interface, and given by the augmented expansion
u(ξ) =
J∑
j=1
Nj(ξ)uj +
Mu∑
m=1
λumψ
u
m(x) (6.6)
q(ξ) =
J∑
j=1
Nj(ξ)qj +
Mq∑
m=1
λqmψ
q
m(x) (6.7)
where ψum and ψ
q
m are sets of enrichment functions designed to efficiently capture the variation in
u and q respectively. The coefficients λum, λ
q
m are the amplitudes of these functions and become
part of the solution vector alongside the conventional unknowns uj , qj . Notice that, over the
elements enriched in this way, the unknowns uj , qj can no longer be interpreted as nodal values
of u, q. It should further be noticed that introducing the enrichment causes the number of
degrees of freedom to be increased by Mu + Mq, so the same number of additional equations
need to be developed in order to retain a square system. These may be simply found from the
consideration of additional collocation points at non-nodal locations. In practice, it has been
found effective to use a degree of oversampling so that more additional equations are used than
this minimum, leading to an overdetermined system of equations that needs to be solved in a
least squares sense.
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6.4 Choice of enrichment functions
The selection of the form of ψum and ψ
q
m is informed by the results of a refined polynomial BEM
model. It is found that the pumping has negligible effect on the potential outside the range
|x| = 3 m and on the flux outside range |x| = 6.25 m. Hence, we seek our enrichment functions
in the larger of these ranges.
The distribution of potential on the interface is found to be well approximated by a second
order rational function and the flux density to be well approximated by Gaussian distributions.
From this initial characterisation of the distributions we proceed to optimise the coefficients
a1, a2, s1, s2 in our candidate functions β
u, βq, being
βu(x, a1, a2) =
x2 + a1
x2 + a2
(6.8)
βq(x, s1, s2) = e
−(x/s1)2 + e−(x/s2)
2
(6.9)
The values of the coefficients were tested against an error metric
Eu(a1, a2) =
T∑
t=1
{∫
Γow
[
u(x)− λtuβu(x, a1, a2)
]2
dΓ
}1/2
(6.10)
where the summation takes place over all time steps and λtu is the coefficient providing a best fit
(in the least squares sense) such that λtuβ
u ≈ u(x) at the time step t. A similar metric Eq(s1, s2)
was used to describe how well βq(x, s1, s2) approximates q as a function of s1, s2. The response
surface method yielded the optimum values a1 = 17.54, a2 = 24.31, s1 = 0.64, s2 = 2.11.
Finally, in order to ensure that the enrichment functions vanish at the end of the enriched
region (x = ±6.25 m), and thereby make this a continuous formulation, we subtract the values
of βu, βq at x = ±6.25 m to arrive at the enrichment functions ψum and ψqm to use in (6.6) and
(6.7):
ψum(x) = β
u(x, 17.54, 24.31)− βu(6.25, 17.54, 24.31) (6.11)
ψqm(x) = β
q(x, 0.64, 2.11)− βq(6.25, 0.64, 2.11) (6.12)
6.5 Results
We consider the case shown in Figure 6.2 with properties of oil ρo = 1000kg/m3, Ko=2m/s,
and of water ρw = 1000kg/m3, Kw=1m/s. Dirichlet conditions u = u¯ = 4 are applied on the
left and right sides, and homogeneous Neumann conditions at the top and bottom to model
the impermeable layers above and below. In the figure, the sink located at (0,3) is shown as
an asterisk and is activated for the first 20 time steps. The (originally horizontal) interface is
modelled with only four elements, the central two of which are enriched (compared with the
50 interface elements required in the unenriched model [6]). Linear elements (J = 2) are used
throughout. The points depicted × are explored as additional collocation points.
We compare the results from the enriched model (NDOF = 43) with both fine and coarse
polynomial models, the refined model (NDOF = 85) taken from [6], and for comparison a
coarse polynomial model (NDOF = 41) as in Figure 6.2. The comparison of the potential
distribution along the interface Γow, presented in Figure 6.3 shows that all models are capable
of finding a good approximation to the potential field. This is no surprise since the distribution
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Figure 6.2: Model geometry and mesh
is approximately linear apart from some fine detail around x = 0. However, it is in modelling
the flux density distribution that the enrichment is shown well. The comparison of flux density
results along Γow is shown in Figure 6.4, and this shows the enriched model (with 7 DOF along
the interface) to provide results that correlate well with the refined polynomial model (with 51
DOF along the interface).
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Figure 6.3: Interface potential distribution
As expected, the coarse linear elements are completely unable to capture this distribution
without enrichment. The main result of interest in practical terms is the avoidance of water
ingress to the pump, and the key information here is the height of the water cone. Since the
movement of the interface is driven by the flux density q, as is evident in (6.3), an accurate
prediction of flux densities is key. In Figure 6.5 we plot the evolution of the height of the cone
over the duration of the simulation.
It can clearly be seen that the enrichment applied to the coarse model is able to provide an
excellent prediction of the cone tip elevation.
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Figure 6.4: Interface flux density distribution
Figure 6.5: Evolution of cone tip height
6.6 Conclusions and further work
An enriched BEM scheme has been presented for the efficient simulation of water coning in
reservoir modelling. Enrichment functions for the potential and flux density distributions on
the oil/water interface were derived and optimised using a response surface methodology. These
were inserted into a BEM scheme so the amplitudes of the enrichment functions became auxiliary
unknowns to be solved for alongside the traditional terms in a solution vector. The results
demonstrate that the enriched scheme is capable of delivering accurate results from a coarse
discretisation.
These are preliminary results and several aspects remain to be investigated. Firstly, as is
commonly reported in enriched methods, the system suffers from a high degree of ill-conditioning
and this needs to be understood better. Numerical experiments suggest that the errors in
predicting cone tip elevations can be significantly reduced by oversampling and solving an
overdetermined system of equations. This merits further investigation, as does the possibility
of treating the enrichment function for the flux density (6.9) as two separate functions, each
being a single Gaussian curve, as in [8]. Once these aspects are better understood, the 3D
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implementation can proceed to unlock the full potential of enrichment in this application of
interest to the petrochemical community.
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Chapter 7
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Abstract. Boundary integral equations (BIEs) have been shown to be an efficient method
for simulating the movement of drops in a Stokesian fluid [10]. Recasting the governing
incompressible Stokes equations as a BIE allows us to model the behaviour of a drop with
a discretization of the drop interface only. BIEs have several other advantages including
good conditioning and high accuracy [1]. Previous work has studied the behaviour of drops
in confined geometries using a BIE approach [11, 18]. The current chapter extends this
approach to the modelling of drops near corners. Traditionally, BIEs struggle to achieve
high accuracy in the vicinity of corners due to weak singularities that occur at the corner.
Recursively compressed inverse preconditioning (RCIP)[5, 7] is one approach to handle these
singularities without introducing any additional unknowns beyond what is needed to suf-
ficiently resolve the geometry. Combined with high-order adaptive time-steppers and the
spectral-Ewald method for fast periodic summation [11], we are able to achieve an efficient,
highly accurate model of drop movement near corners.
7.1 Introduction
The movement of drops in a confined geometry is of interest in many microfluidic devices [17].
Resolving such problems numerically is very challenging, due, among other reasons, to the
moving, deformable interfaces of the drops. Boundary integral methods have been used to
model such problems [10, 11, 15]. Recasting the governing incompressible Stokes equations as a
boundary integral equation (BIE) allows us to reduce the dimension of the problem by restricting
any unknowns to the drop (or wall) interface. This results in a much smaller (but dense) linear
system to solve. In the context of drop movement BIEs are particularly attractive, as the drop
interface can be explicitly tracked as it evolves in time.
A BIE model of drop movement in wall-confined geometries has been presented for the
three-dimensional [18] and periodic two-dimensional [11] cases. This chapter presents an extension
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of [11] that allows for the modelling of drop movement near walls with sharp corners. Handling
such problems is numerically difficult because of the singularities that occur near corners. Local
refinement around the corners is a possibility, however this becomes prohibitively expensive as
the resolution or number of corners increases.
Accurately resolving BIEs in the vicinity of corners is an active area of research. In [14] for
example, the Stokes equations are solved to high precision using custom quadrature rules that
are tailored to the asymptotic behaviour of the Biharmonic Green’s function near the corner.
This approach introduces a modest number of new unknowns, but requires knowledge of how
the solution behaves asymptotically near the corner. The approach that we will take, recursively
compressed inverse preconditioning (RCIP) [5, 7], requires a small amount of precomputation for
each corner, however it introduces no additional unknowns and is entirely kernel-independent,
meaning that it does not require a-priori knowledge of the asymptotics of the solution near the
corner. This allows us to treat the Stokeslet and stresslet as a single operator.
7.2 Governing Equations
We will be considering Nd drops suspended in a bulk fluid in two dimensions. Let Ω0 denote the
bulk fluid, and Ωk, k = 1, · · · , Nd denote the fluid inside drop k. The bulk fluid has viscosity
µ0, while drop k has viscosity µk. The ratio of the viscosity of the fluid inside drop k to the bulk
fluid is the viscosity contrast and denoted λk = µk/µ0. Each drop is enclosed by an interface
Γk. In addition to the drops, the bulk fluid will be bounded by solid walls. We will denote γ to
be the union of the boundaries of the solid walls. Only the solid walls will be permitted to have
sharp corners. Figure 7.1 provides a sketch of such a domain.
Γ1
Γ2Ω1
Ω2
γ
Ω0
n
n
n
n
Figure 7.1: Sketch of a computational domain. Ω0 is the bulk fluid with viscosity µ0, while Ω1
and Ω2 are drops containing fluid of possibly different viscosities µ1 and µ2.
The bulk fluid, as well as the fluid inside each drop must satisfy the incompressible Stokes
equations,
−µk∆uk +∇pk = 0, x ∈ Ωk, k = 0, · · · , Nd, (7.1a)
∇ · uk = 0, x ∈ Ωk, k = 0, · · · , Nd, (7.1b)
where (uk, pk) is the fluid velocity and pressure inside Ωk. Equation (7.1a) is a statement of
momentum conservation, and (7.1b) is the incompressibility constraint and is a statement of
mass conservation.
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7.2.1 Boundary Conditions
We will take no-slip boundary conditions on the solid walls, i.e
u0 = 0, x ∈ γ. (7.2)
In addition, we will take the flow to be periodic over a square box of side length L, i.e. u(x) =
u(x + pL), where p ∈ Z2. We will assume an ambient flow u∞(x) would exist in the absence of
any solids or drops.
On the drops, we require the fluid velocity to be continuous as we pass from inside to outside
the drop. The surface forces, however, are allowed to be discontinuous. In general the forces
acting on Γk from inside the drop will not be equal to the force acting on Γk from outside the
drop. The difference between the inside force and the outside force will be denoted ∆fk. We
will relate ∆fk to the curvature of Γk, κ, and the surface tension of the interface, σk, by
∆fk(x) = σk(x)κ(x)−∇sσk(x), k = 1, · · · , Nd, (7.3)
where ∇s denotes the gradient along the interface. A detailed derivation of the this constitutive
relation is given in [13]. For the remainder of this chapter, we will restrict our attention to the
case where the viscosity of all the drops is equal to the viscosity of the bulk fluid (λk = 1, k =
1, . . . , Nd). In addition, we will assume that the surface tension σ is constant. The more general
case of different viscosity ratios and non-uniform surface tension is treated in [10, 11, 15].
7.2.2 Boundary Integral Formulation
We begin by defining the two-dimensional Stokeslet, Gij(x), and stresslet, Tijk(x), as
Gij(x) = −δij log(|x|) + xixj|x|2 ,
Tijk(x) = −4xixjxk|x|4 .
Using the Stokeslet and the stresslet, we can define the periodic single- and double-layer
potentials over a boundary Λ, SΛ[g](x) and DΛ[g](x) respectively as
SΛ[g](x) =
−1
4pi
∑
p∈Z2
∫
Λ
gi(y)Gij(x− (y + Lp)) ds(y),
DΛ[g](x) =
−1
4pi
∑
p∈Z2
∫
Λ
gi(y)Tijk(x− (y + Lp))nk(y) ds(y),
where n(x) is the unit normal at x pointing into Ω0.
Adopting the approach in [18], a BIE formulation for the velocity at any point x ∈ Ω0 is
given by
u(x) =
Nd∑
k=1
SΓk [∆fk](x) + β(x) + u
∞(x). (7.4)
The β(x) term is the contribution from the solid walls. In [12] a double-layer potential over
the solid boundaries is combined with a completion flow for each solid obstacle. Numerical
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results in three-dimensions [18] suggests that a more numerically stable approach is to use the
combined-layer formulation given in [4],
β[q](x) = 2Dγ [q](x) + ηSγ [q](x),
where q is unknown and called the Hebeker density, and η 6= 0 is an arbitrary constant.
To obtain a BIE system we take the limit as x→ x0, where x0 is a point either on Γk, k =
1, . . . , Nd, or on γ. To do this, we make use of the jump relations of the single- and double-layer
potential,
lim
x→x0∈Λ
SΛ[g](x) = SΛ[g](x0), (7.5a)
lim
x→x0∈Λ
DΛ[g](x) =
1
2
g(x0) + DΛ[g](x0). (7.5b)
Applying (7.5) to (7.4) and matching to the boundary condition (7.2) yields the BIEs,
u(x0) = β[q](x0) +
Nd∑
k=1
SΓk [∆fk](x0) + u
∞(x0), x0 ∈ Γk, k = 1, . . . , Nd, (7.6a)
q(x0) + β[q](x)0 =
Nd∑
k=1
SΓk [∆fk](x0) + u
∞(x0), x0 ∈ γ. (7.6b)
Note that q(x0) and u(x0) are unknown, however ∆fk(x0) is known from (7.3). The only
equation that requires the solution of a linear system is thus (7.6b). Once we have found u(x0),
for x0 ∈ Γk, k = 1, . . . , Nd, we can update the position of the interface by evolving the ODE,
dx0
dt
= u(x0), x0 ∈ Γk, k = 1, . . . , Nd.
For details on how this ODE can be numerically evaluated see [9] or [11].
The equation (7.6b), can be written in the abstract form
(I + β)q(x) = h(x), x ∈ γ, (7.7)
where I is the identity operator. If γ is C1 smooth, then β is a compact operator whose
eigenvalues accumulate at zero, and (7.7) can be analyzed using Fredholm analysis. In particular,
the Fredholm alternative applies and can be used to demonstrate existence and uniqueness of
solutions [1].
If however, γ is only Lipshitz smooth, (i.e it is allowed to have corners, but not cusps) then
β is no longer compact and Fredholm theory no longer applies. Furthermore, the double-layer
operator in β involves the normal vector, which does not exist at corners, meaning that (7.7) does
not hold pointwise. Boundary integral equations on Lipshitz domains have been well studied
[1], and it can be shown that (7.7) does in fact have a unique solution [16]. At the corners the
density function q is singular, however it remains possible to evaluate β[q](x), for x ∈ Ω, or
x ∈ γ provided x is not a corner point.
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7.3 Discretization
It remains to actually compute the solution to (7.7). We will use the Nystro¨m method [1]. If
we write β[q](x) as
β[q](x) =
∫
γ
K(x,y)q(y) ds(y),
then we can approximate β[q](x) as
β[q](x) ≈
N∑
j=1
K(x,yj)q(y)jwj , (7.8)
where {yj}Nj=1 ∈ γ and {wj}Nj=1 are appropriately chosen quadrature nodes and weights respectively.
The single-layer operators SΓk , k = 1, . . . , Nd, can be similarly discretized. To create a linear
system to solve, we will evaluate (7.8) at the target points {yi}Ni=1 in the reference cell. Then
enforcing (7.6b) at the same points yields the linear system
q(yi) +
N∑
j=1
K(yi,yj)q(yj)wj =
N∑
k=1
S˜Γk [∆fk](yi) + u
∞(yi), i = 1, . . . , N, (7.9)
where S˜k is the discretized single-layer operator over Γk. If γ is at least C1 smooth, then β
is compact, and the matrix in this linear system inherits several properties from the operator
(I + β). In particular, it is invertible and its eigenvalues accumulate at a point away from
zero. From this it follows that the condition number is independent of mesh resolution. It
also follows that to solve the linear system the iterative linear solver GMRES is a good choice
because the number of GMRES iterations required to reach a given tolerance is also resolution
independent [3]. We will use the spectral Ewald method [8] to sum the infinite periodic replicates
in O(N logN) operations. Since the number of GMRES iterations needed is constant, O(1), the
total number of operations needed to solve (7.9) (provided γ is C1 smooth) is O(N logN).
The discretization (7.9) is not easy to evaluate numerically. In particularK(yi,yi) is singular,
and SΓk [∆fk](yi) can be nearly singular if yi is close Γk, as occurs when a drop comes close to a
solid wall. In two dimensions the singularity and near singularity can be handled using techniques
from [6]. This is explained in detail and demonstrated in [10, 11].
7.3.1 RCIP
Near the corners, the Hebeker density function q is singular and cannot be accurately integrated
with standard Gauss-Legendre quadrature. Custom quadrature rules can be developed [14],
however these rules require knowledge of the asymptotics of β near the corner, and to the
authors’ knowledge no such rules exist for the Stokeslet and stresslet. Additionally, these rules
introduce a modest number of additional unknowns. Local refinement, where the panels closest
to the corners are dyadically refined nsub times (as seen in Figure 7.2), is not numerically stable,
and the condition number as well as the number of required GMRES iterations grows as the
number of unknowns increases. In practice, for many problems the numerical instability may
be quite manageable, and there exist techniques to stabilize the local refinement [2] if necessary,
however the increase of the number of unknowns is still undesirable.
An alternative approach, recursively compressed inverse preconditioning (RCIP) [7], can
achieve the same accuracy as local refinement without introducing any additional unknowns,
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nsub = 0 nsub = 1 nsub = 2 nsub = 3
Figure 7.2: Local refinement around a corner. The panel closest to the corner is split dyadically
nsub times. Each split adds two new panels and 2nq unknowns. The integrals over each panel
are approximated using a nq Gauss-Legendre quadrature rule.
while keeping the condition number independent of N . RCIP relies on the discretization of a
transformed density q˜ that is piecewise smooth. This transformed density is discretized on two
separate meshes: a coarse mesh γcoa that is sufficient to resolve the geometry and the right
hand side, and a fine mesh γfin that is heavily refined around the corners. The smoothness of q˜
means that we can accurately integrate it using composite Gauss-Legendre quadrature and use
accurate polynomial interpolation to restrict/prolong q from one mesh to another.
γcoa
γ◦ γ∗
γﬁn
Figure 7.3: Panel based discretization of the geometry. The domain γ is first discretized with a
coarse mesh, γcoa. The two panels on either side of the corner are denoted γ
∗, and the remaining
panels are denoted γ◦. The panels in γ∗ closest to the corner are dyadically refined nsub times
to obtain the fine mesh γfin.
To define the transformed density q˜, we begin by writing β as β = β∗+β◦, where β∗ contains
the kernel interactions near the corners (i.e. both source and target points are in γ∗), and β◦
contains the remainder. Note that β◦ is a compact operator. The transformed density q˜ is then
defined as
q˜(x) = (I + β∗)q(x).
Rewriting (7.7) in terms of q˜ and using the split of β described above gives the transformed
BIE,
(I + β◦(I + β∗)−1)q˜(x) = h(x), x ∈ γ. (7.10)
We can see right away that q˜ is piecewise smooth. We know that h(x) is smooth, as it does
not depend on the geometry of γ. Since β◦ does not include the corner interactions, it maps
a function to one that is smooth around the corner. This leaves the remaining term Iq˜ = q˜,
which by contradiction must be smooth.
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To turn (7.10) into a linear system, we apply a Nystro¨m method on γcoa to obtain B
◦
coa, the
discretized β◦, and a separate Nystro¨m method on γfin to obtain B∗fin, the discretized β
∗. The
discrete transformed BIE is then
(Icoa + B
◦
coaRˆ)q˜(yi) = h(yi), i = 1, · · · , N, (7.11)
where {yi}Ni=1 are the quadrature nodes on γcoa. The matrix Rˆ is known as the compressed
inverse of (Ifin +B
∗
fin), and is the prolongation of (Ifin +B
∗
fin)
−1 from γfin to γcoa. The matrix B∗fin
contains only the interactions between two points near the corner, and thus has the structure
B∗fin =
(
0 0
0 B∗∗fin
)
.
Since outside of γ∗, γcoa and γfin coincide, the matrix Rˆ can be written in block form as
Rˆ =
(
I◦coa 0
0 R
)
,
where I◦coa is the identity on γ◦coa and R is the compressed inverse of (I∗fin + B
∗∗
fin).
Computing Rˆ could in principle be done by directly computing (Ifin + B
∗
fin)
−1 and then
restricting it to γcoa using high-order composite polynomial interpolation. In practice however,
this is not feasible because B∗fin ∈ Rn×n, where n = nq(npan + 2nsub). Fortunately, a recursion
relation exists that allows us to compute Rˆ as the final step in a sequence of four panel problems.
Let γ∗i , i = 1, · · · , nsub, be subsets of γ∗, with γ∗i−1 ⊂ γ∗i and γ∗nsub = γ∗. With a slight abuse
of notation, on each γ∗i , define a six panel “type-b” mesh, γ
∗
ib and a four panel “type-c” mesh
γ∗ic. Both the type-b and type-c meshes are centered at the corner. These meshes are nested,
in the sense that the four panels of γ∗(i−1)c overlap with the inner four panels of γ
∗
ib. See Figure
7.4. γ∗1b corresponds to the six panels closest to the corner on γ
∗
fin, and γ
∗
nsubc
corresponds to the
four panels on γ∗coa.
Γ∗ib
Γ∗ic
Γ∗(i+1)b
Γ∗(i+1)c
Figure 7.4: Sketch of type-b and type-c meshes in parameter space.
We will need the prolongation matrix Pbc, which is the 6nq × 4nq matrix that interpolates
values from points on γ∗ic to points on γ
∗
ib. We will also define PWbc to be the 6nq × 4nq matrix
PWbc = WbPbcW
−1
c ,
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where Wb and Wc are diagonal matrices containing the (unscaled) quadrature weights on a
type-b mesh and a type-c mesh respectively. Both PWbc and Pbc are independent of the level i.
Pbc can be constructed using standard polynomial interpolation techniques.
Now let Bib be the discretization of β on Γ
∗
ib. We will split B as B
∗
ib + B
◦
ib, where B
∗
ib is
the discretization where only the entries whose source and target indices are on the inner four
panels are retained and B◦ib is the remainder. Likewise let I
◦
b be the identity matrix over the left
and right outer panels, and zero on the inner four panels.
The recursion relation to compute R = Rnsub is
R0 = P
T
Wbc
(Ib + B1b)Pbc, (7.12a)
Ri = P
T
Wbc
(F{R−1i−1}+ I◦b + B◦ib)Pbc, i = 1, . . . , nsub, (7.12b)
where F{·} zero pads the operator to make it the same size as Ib.
Since Rnsub = R, once we run this recursion we have all the information needed for Rˆ. A
derivation and more detailed explanations of all the terms in (7.12) is given in [5]. Once we have
Rˆ we can solve (7.11) for q˜.
Given q˜, evaluating β[q](x) can be done by applying the regular quadrature rule on γcoa,
β[q](x) =
N∑
i=1
Rˆq˜iwi,
defined on γcoa. Note that Rˆ can be thought of as a way to correct the quadrature weights to
account for the fact that q is singular near the corner. This quadrature rule is as accurate as if
we had the values of q on γfin.
In addition to having the same accuracy as if we had the density on the fine grid, RCIP
preserves one of the key advantages of BIEs. Unline with local refinement, the condition number
of the linear system does not grow with nsub when using RCIP. The condition number for local
refinement and RCIP as a function of nsub is shown in Figure 7.5. Recall that in addition to
the condition number growing, the size of the linear system is also growing if we are using local
refinement, while it remains the same size if we are using RCIP.
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Figure 7.5: Condition number of the linear system as a function of nsub. Left: local refinement.
Right: RCIP.
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7.4 Numerical Results
We will demonstrate the performance of this method using two metrics: i) a numerical convergence
study, and ii) a demonstration of the conservation of drop area. The second test follows from
the fact that as the fluid inside the drop is incompressible, its area must remain fixed. Thus
in order for a simulation to be physically realistic, the drop areas should be conserved as we
advance the simulation in time (to a level determined by the accuracy of the time stepper).
7.4.1 Convergence Study
Analytic results for drop simulations are difficult to come by. A conformal mapping based
approach for two bubbles in an unbounded extensional flow is used to validate the model in
[11]. Since we are looking at periodic geometries, such test cases are more difficult to construct.
Another standard convergence study, the method of manufactured solutions, does not readily
apply to boundary integral equations because by prescribing an exact solution, the right hand
side becomes inhomogenous.
Instead we will perform a numerical self-convergence study, i.e. comparing the drop movements
at various spatial resolutions, and demonstrating that they converge to a high resolution simulation.
Figure 7.6 shows snapshots of a simulation of a drop moving past an obstacle with a corner.
The drop is discretized such that an equal spacing spacing between discretization points ∆s
is maintained even as the drop stretches, see [10, 11]. The solid is discretized with the same
number of points as the drop at t = 0. The simulation is run multiple times for different values
of ∆s, and at the time horizon, the positions of the discretization points are interpolated to a
grid with the same number of points as the reference solution. The `∞ error of the discretization
points at the time horizon is plotted on the left in Figure 7.7. We see that without RCIP, the `∞
error decreases very slowly, but with nsub = 60 and RCIP, the `∞ error decreases very quickly
before leveling off around 10−10. The remaining error is dominated by time-stepping error.
Figure 7.6: Snapshots of a simulation of a drop moving past an obstacle with a corner. This
simulation is doubly periodic, but only part of the reference cell is shown.
7.4.2 Area Conservation
As mentioned above, the area of each drop should remain constant as the simulation advances
in time. Since nothing in our method enforces this as an explicit constraint, due to numerical
errors in both the spatial and the temporal discretization, the actual drop areas will vary slightly
each time step. This is in practice not necessarily a bad thing, as it gives us an easy to compute
way to determine one measure of accuracy for our simulation.
The right plot in Figure 7.7 shows the error in the drop area for the simulation in Figure
7.6 at the time horizon as a function of ∆s. If RCIP is not used, the error in the area decreases
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with ∆s, however it remains much larger than if we use RCIP. With RCIP the error in the area
stays below 10−8 for all ∆s. The spatial error in this case is dominated by the time-stepping
error.
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Figure 7.7: Left: convergence study comparing a simulation at various discretization levels to a
reference solution computed on a very fine grid. Right: errors in the drop area as a function of
∆s. Both tests are for the simulation shown in Figure 7.6
Figure 7.8 shows snapshots of a more complicated example involving multiple drops confined
in a channel with a corner. The error in the total drop area at the time horizon is below 10−8.
Figure 7.8: Snapshots of simulation of multiple drops in a confined channel. This simulation
is periodic, but only the reference cell is shown. The error in the total drop area at the time
horizon is below 10−8.
7.5 Conclusion
A BIE model to simulate drop movement around a sharp corner has been demonstrated.
Previous BIE models of wall-confined drops were restricted to smooth walls because of the
excessive refinement needed to accurately resolve walls with sharp corners. By using a technique
known as RCIP, we are able to accurately simulate drop movement near sharp corners without
introducing any additional unknowns. Combined with accurate quadrature, high order adaptive
time stepping, and fast-summation techniques, this provides a highly accurate, computationally
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competitive method capable of simulating very complicated flows.
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Abstract. Consider a two dimensional steady low Reynolds number flow past a circular
cylinder. The theoretical treatment in Chadwick [1] is detailed and elaborated. A Boundary
Integral representation that matches an outer Oseen flow and inner Stokes flow is given, and
the matching error is shown to be smallest when the outer domain is as close as possible to
the body. Also, it is shown that as the Green’s function is approached, the oseenlet becomes
the stokeslet to leading order and has the same order of magnitude error as the matching
error. This means a novel Boundary Integral representation in terms of oseenlets is pos-
sible. To test this, we have developed a corresponding Boundary Element code that uses
point collocation weighting functions, linear shape functions, two-point Gaussian quadrature
with analytic removal of the Green’s function singularity for the integrations. We compare
against various methods for the benchmark problem of flow past a circular cylinder. The
other methods are: representations using stokeslets (that suffer from Stokes’ paradox giving
an unbounded velocity); Lamb’s [9] treatment; Yano and Kieda’s Oseen flow treatment [17];
and the matched asymptotic formulation of Kaplun [7]. In particular we use the drag coeffi-
cient for the comparison. The advantage of this method over existing ones is demonstrated
and discussed.
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8.1 Introduction
The Boundary Element Method can be traced back to the 1960’s [2], its numerical implementation
was made robust with the advent of computers that aid solving sets of integral equations.
Although not a requirement for an integral formulation of a partial differential equation, a
Green’s function within a Boundary Integral Method (BIM) [4] has advantages. For example, the
formulation is expressed on the boundary and so has one dimension less than the domain. With
the development of quadratures and stable discretisation, the evaluation of integrals becomes
more accurate and efficient.
Studies of slow motion of viscous fluid flow past a body in an unbounded domain dates back
to the work of Stokes in 1851 [14]. Because of the difficulty in satisfying boundary conditions
both at the cylinder surface and the far-field, Stokes draws a conclusion that such a solution
does not exist and this hypothesis was later termed Stokes’ paradox. Several analytical studies
began to emanate, seeking solution to the Stokes’ paradox and this include the approximation
given by Oseen [11] solved approximately by Lamb [8], [9], and Imai [6]. However, Oseen’s
approximation assumes linearisation to the free stream velocity which breaks down on the body
boundary. To overcome this, the method of matched asymptotic expansions was presented by
Proudman and Pearson [13] and Kaplun [7] and it combines linearisation to Stokes flow in the
near-field matched to linearisation to Oseen flow in the far-field region. Experimental studies
[16] with different qualitative and quantitative results have also been presented, in particular
for the benchmark problem of steady flow past a circular cylinder.
Further to different numerical methods used, Yano and Kieda [17] applied a discrete singularity
method to solve a two-dimensional flow by distributing oseenlets, sources, sinks and vortices in
the interior of an obstacle with a least square criterion to satisfy the boundary condition. Their
result was benchmarked against the analytic results of Lamb [9], Kaplun [7] and the experiment
of Tritton [16] for the drag coefficient. It was revealed that when the Reynolds number is below
one (Re < 1), there is good agreement, but when the Reynolds number is in the range 1 to
4, the analytical results do not align very close with experiment except the numerical studies
presented by Yano and Kieda [17]. The analytical results work well for body surfaces with
simple geometries, but as soon as the geometry becomes complicated, numerical approaches
provide better basis for analysis. To apply to more complicated geometries, Lee and Leal [10]
considered a matched asymptotic expansion method that used Green’s integral representations
of the velocity. Chadwick [1] takes this approach and matched Stokes and Oseen flow within a
boundary integral formulation. It was found that the error is least if the matching boundary
is on the body itself. Here, it is noted that this approach does not break down on the body
boundary because in the formulation the oseenlet approximates to the stokeslet.
In this paper, the above mentioned approach in Chadwick [1] is tested by developing a
Boundary Element Method using point collocation weighting functions, linear shape functions,
two-point Gaussian quadrature with analytic removal of the Green’s function singularity for
the integrations. The Green’s integral representation of oseenlets are distributed over the
boundary surface. The Boundary Element Method in this study compares favourably with
Tritton experiment [16], analytical results of Lamb [9], Kaplun [7], Tomotika [15] and the
numerical results of Yano and Kieda [17] for the drag coefficient. Hence, our method is simple,
yet robust in solving steady two-dimensional flow past a circular cylinder in an unbounded
domain.
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8.2 Formulation of Governing Equations
The motion of any continuous fluid is governed by the Navier-Stokes equation, and for a creeping
flow, a linearisation of the Navier-Stokes equation yields Stokes and Oseen equation which govern
a viscous fluid. Hence, away from a body surface the Oseen equation governs the flow in an
outer region, see figure 8.1a given by
ρU
∂ui
∂x1
= − ∂p
∂xi
+ µ
∂2ui
∂xj∂xj
+ fi (8.1)
∂ui
∂xi
= 0 (8.2)
where (8.2) is the continuity equation, ρ is the density of the fluid, ui is the velocity, p is the
pressure, µ is the viscosity, U is the uniform stream velocity and fi is the applied force. Similarly,
near the body Stokes equation governs the flow in an inner region, see figure 8.1b given by
0 = − ∂p
∂xi
+ µ
∂2ui
∂xj∂xj
+ fi (8.3)
∂ui
∂xi
= 0 . (8.4)
The viscous forces in (8.3) are dominant over the inertial forces, and by dimensionless analysis,
the dimensionless Reynolds number tends to zero near the body with length dimension l and
Re = ρUlµ → 0. To apply the Green’s integral, it is supposed that an external force is exerted
by the body on the fluid such that the applied force is fi.
The work of Chadwick [1] considers a matched near-field region using Stokes flow and the
far-field using Oseen flow. The common boundary where the matching takes effect, has L as
the length dimension of the matched region and it is seen that ReLl is the error. So the error is
reduced by choosing L = l, and Oseen flow assumed everywhere in the flow field, as shown in
section 8.4.
8.3 Green’s Function for Oseen and Stokes Equation
The oseenlet is the Green’s function of the Oseen equation. In the limit as the Reynolds number
tends to zero, the oseenlet approximates to the stokeslet which is the Green’s function of the
Stokes equation. The drag and lift oseenlet are
u
(1)
i =
1
2piρU
(
∂
∂xi
(
ln r + ekx1K0(kr)
)
− 2kekx1K0(kr)δi1
)
, p(1) = − 1
2pi
∂
∂x1
(ln r) (8.5)
and
u
(2)
i =
1
2piρU
εij3
∂
∂xj
(
ln r + ekx1K0(kr)
)
, p(2) = − 1
2pi
∂
∂x2
(ln r) (8.6)
where K0 is the modified Bessel function of order zero and k =
ρU
2µ , also εijk = 1 for (i, j, k) =
(1, 2, 3), (2, 3, 1), (3, 1, 2), εijk = −1 for (i, j, k) = (1, 3, 2), (2, 1, 3), (3, 2, 1), εijk = 0 otherwise
and δij is Kronecker delta such that δij = 1 for i = j and δij = 0 for i 6= j.
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To obtain the stokeslet from the oseenlet, consider kr → 0, ekx1 = 1 + kx1 + O(k2r2) and
K0(kr) = − ln r +O(r2 ln r). This will yield the drag and lift stokeslet respectively given as
u
(1)
i =
1
4piµ
(
δi1 ln r − x1xi
r2
)
(1 +O(kr)) , p(1) = − 1
2pi
x1
r2
(8.7)
and
u
(2)
i =
1
4piµ
(
δi2 ln r − x2xi
r2
)
(1 +O(kr)) + Ci, p
(2) = − 1
2pi
x2
r2
(8.8)
where Ci =
δi2
4piµ . Thus, up to order kr and a constant, the two-dimensional stokeslet is given by
u
(m)
i =
1
4piµ
(
δim ln r − xmxi
r2
)
(1 +O(kr)) + C
(m)
i , p
(m) = − 1
2pi
xm
r2
(8.9)
where C
(m)
i =
δi2δm2
4piµ .
8.4 Green’s Integral Formulation
8.4.1 Outer Region
Consider the space Σ enclosed by the boundary around and approaching the point xi, the body
boundary lB, and the boundary on the far-field tending to an infinite distance away l∞, see
figure 8.1. The Green’s integral formulation for the Oseen flow [12] can be found by considering
the integral, ∫
Σ
(
−ρU ∂u
(m)
i (z)
∂y1
− ∂p
(m)(z)
∂yi
− µ∂
2u
(m)
i (z)
∂yj∂yj
+ f
(m)
i (z)
)
ui(y)dΣ
+
∫
Σ
(
−ρU ∂ui(y)
∂y1
− ∂p(y)
∂yi
+ µ
∂2ui(y)
∂yj∂yj
− fi(y)
)
u
(m)
i (z)dΣ = 0
(8.10)
where yi is a vector position of the exterior domain integrated space Σ, and in this case an
area integral, and zi = xi− yi, so the differential equation for the Green’s functions satisfies the
conjugate Oseen equation since ∂∂yj = − ∂∂xj and f
(m)
i (z) = δ(z)δim where δ(z) is the Dirac delta
function.
Outer Oseen
Inner Stokes
region
region
l∞
lm
ni
(a) Green’s integral representa-
tion for outer Oseen flow
Body
Inner
Stokes region
lm
ni
lB
ni
xi
(b) Green’s integral representa-
tion of inner Stokes flow
lm
ǫ
fi Σǫ
ni
lB
xi
Body
(c) Spatial distribution of point
sources
Figure 8.1: Green’s integral representation of a body in a near-field and far-field region
64
In the outer region, there is no body force so fi = 0 and the point xi is in the inner region,
so there is no contribution f
(m)
i (z) around the point xi. Rearranging (8.10) then gives
0 =
∫
Σ
−ρU ∂
∂y1
(
u
(m)
i (z)ui(y)
)
dΣ
−
∫
Σ
∂
∂yi
(
p(m)(z)ui(y) + p(y)u
(m)(z)
)
dΣ
+
∫
Σ
−
(
µ
∂
∂yj
(
∂u
(m)
i (z)
∂yj
ui(y)
)
+ µ
∂
∂yj
(
∂ui(y)
∂yj
u
(m)
i (z)
))
dΣ .
(8.11)
From the continuity equation (8.2), it can be seen that µ
∂u
(m)
i
∂yj
∂ui
∂yj
cancel out in (8.11) from
applying the divergence theorem. This then gives the Oseen’s integral representation as
0 =
∫
lm
(
ρUu
(m)
i (z)ui(y)n1 +
(
p(m)(z)ui(y) + p(y)u
(m)
i (z)
)
ni
)
dl
+
∫
lm
µ
(
∂u
(m)
i (z)
∂yj
ui(y)− ∂ui(y)
∂yj
u
(m)
i (z)
)
njdl
(8.12)
where lm is the matching boundary. From Fishwick and Chadwick [3] the far field integral
bounding the exterior domain Σ in the Oseen representation is zero, where the boundary of the
domain in two-dimension is a closed curve.
8.4.2 Inner Region
The same approach used in the preceding section can be applied to give the Green’s integral
representation for the inner Stokes flow over a different domain integral, see figure 8.1b. Again
there is no body force, so fi = 0, but there is a contribution around the point xi. Evaluating
the Green’s function force term in (8.10) gives
−
∫
Σ
f
(m)
i (z)ui(y)dΣ = −
∫
Σ
δ(z)δimui(y)dΣ = −um(x) .
Rearranging and simplifying then gives
−um(x) =
∫
Σ
−ρU ∂
∂y1
(
u
(m)
i (z)ui(y)
∂
∂yi
(
p(m)(z)ui(y) + p(y)u
(m)(z)
))
dΣ
+
∫
Σ
−µ ∂
∂yj
((
∂u
(m)
i (z)
∂yj
ui(y)
)
+
(
∂ui(y)
∂yj
u
(m)
i (z)
))
dΣ .
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Finally, applying the divergence theorem to the space in figure 8.1b gives the boundary integral
representation
usm(x) = −
∫
lB
(
p(m)s(z)usi (y) + p
s(y)u
(m)s
i (z)
)
nidl
−
∫
lB
µ
(
∂u
(m)s
i (z)
∂yj
usi (y)−
∂usi (y)
∂yj
u
(m)s
i (z)
)
njdl
+
∫
lm
(
p(m)s(z)usi (y) + p
s(y)u
(m)s
i (z)
)
nidl
+
∫
lm
µ
(
∂u
(m)s
i (z)
∂yj
usi (y)−
∂usi (y)
∂yj
u
(m)s
i (z)
)
njdl .
(8.13)
8.4.3 Matching Inner and Outer region
Here the inner and outer region are matched using equation (8.13) and (8.12), an error introduced
as a result of the matching is giving next. In two-dimensions, the constant term C
(m)
i give the
leading order approximation to the velocity oseenlet
(
1 +O
(
1
ln kr
))
=
(
1 +O
(
1
lnReL
l
))
on the
matching boundary where r = O(L). Hence, the matching integral in (8.13) is
∫
lm
(
p(m)s(z)usi (y) + p
s(y)u
(m)s
i (z)
)
nidl +
∫
lm
µ
(
∂u
(m)s
i (z)
∂yj
usi (y)−
∂usi (y)
∂yj
u
(m)s
i (z)
)
njdl
×
(
1 +O
(
1
lnReLl
))
= −
∫
lm
(
ρUu
(m)
i (z)ui(y)n1 +
(
p(m)(z)ui(y) + p(y)u
(m)
i (z)
)
ni
)
dl
+
∫
lm
µ
(
∂u
(m)
i (z)
∂yj
ui(y)− ∂ui(y)
∂yj
u
(m)
i (z)
)
njdl = 0
(8.14)
So, to make the error as small as possible, we let L = l and consider Oseen flow everywhere in
the flow field.
8.5 Green’s Integral for the Boundary Element Method
Now consider the space Σ enclosed by the boundary around the body boundary lB, and the
boundary on the far-field an infinite distance away l∞. The body is represented by a distribution
of forces fi in the region Σ which is a distance  away from the body boundary lB, see figure
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8.1 and (8.12) then becomes (up to the error in the matching (8.14))∫
Σ
(
− f (m)i (z)ui(y) + fi(y)u(m)i (z)
)
dΣ =
∫
Σ
−ρU ∂
∂y1
(
u
(m)
i (z)ui(y)
)
dΣ
−
∫
Σ
∂
∂yi
(
p(m)(z)ui(y) + p(y)u
(m)(z)
)
dΣ
−
∫
Σ
(
µ
∂
∂yj
(
∂u(m)(z)
∂yj
ui(y)
)
+ µ
∂
∂yj
(
∂ui(y)
∂yj
u
(m)
i (z)
))
dΣ
=
∫
l∞
(
ρUu
(m)
i (z)ui(y)n1 +
(
p(m)(z)ui(y) + p(y)u
(m)
i (z)
)
ni
)
dl
−
∫
l∞
µ
(
∂u
(m)
i (z)
∂yj
ui(y)− ∂ui(y)
∂yj
u
(m)
i (z)
)
njdl = 0 .
(8.15)
We let ∫
Σ
fi(y)u
(m)
i (z)dΣ =
∫
lB
Fi(y)u
(m)
i (z)dl (8.16)
on the body boundary so that as → 0, it gives the force on the body as
Fi(y) = lim
→0
∫ 
0
fi(y)d . (8.17)
Therefore,
um =
∫
Σ
(
−f (m)i (z)ui(y) + fi(y)u(m)i (z)
)
dΣ
=
∫
Σ
fi(y)u
(m)
i (z)dΣ
(8.18)
Hence,
um(x) =
∫
lB
Fi(y)u
(i)
m dl (8.19)
because by symmetry, u
(m)
i = u
(i)
m from (8.5) and (8.6).
To proceed with the numerical method, (8.19) is discretised in the Boundary Element Method
given next.
8.6 Numerical Method
In the preceding section, the oseenlet is derived and given in (8.19) for a two-dimensional flow
satisfying the Oseen equation for the far-field region and it was also shown above that in the
matched region the oseenlet becomes the stokeslet. We shall compute the drag experienced by a
circular cylinder in a steady flow in an unbounded domain. To do this, (8.19) is discretised using
the Boundary Element Method with a point collocation weighting function as seen in figure 8.2a,
where xαi is the position xi of node α, the two nodal points are given by xαi and xαi+1 while the
midpoint between them is the collocation point. We have chosen the collocation point not to
lie on the nodes so that the Green’s function singularity in the integral is more easily removed,
because the singularity lies wholly within the element integration rather than divided across two
67
elements. For ease of numerical formulation, the boundary is approximated by a linear rather
than a curved variation, but as the number of nodes are increased the collocation points will
move closer to the boundary and so this is not expected to be a problem.
xαi xα+1iCollocation Point
∂lB
(a) Diagram showing collocation point
Nβ
β − 1
β
β + 1
I = 2
I = 1
I = 3
I = 4
(b) Diagram showing Gaussian points
Figure 8.2: Figure showing the nodal points and Gaussian points used for colocation
In figure 8.2b, a two-point Gaussian quadrature is shown with Gaussian points I = 1, 2 for
the integral from node β − 1 to β, and I = 3, 4 for the integral from node β to β + 1, Nβ is the
linear shape function at node β and gpwI is the Gaussian point weight at point I. Hence (8.19)
now becomes
ui(x) =
∫
lB
Nβfβju
(j)
i dl
= fβjNβjuijIgpwI
. (8.20)
where there are implied summations over 1 ≤ β ≤ n (for n nodes), over 1 ≤ I ≤ 4 (for Gaussian
points associated with node β, see figure 8.2), and over 1 ≤ j ≤ 2 (for spatial dimension).
Also, uijI is the value of the oseenlet Green’s function u
(j)
i positioned at the Gaussian point I
of node β, and determined at the node α. Hence, this collocation point method transforms the
integral equation into a linear system of algebraic equations with a no slip boundary condition
yielding
Af = Y (8.21)
where A is a 2n × 2n matrix, f is the force coefficient and Y is an n dimensional vector given
by applying the boundary condition.
8.6.1 Discussion of Results
The drag coefficient CD from the Boundary Element Method presented in this study is compared
against results of Lamb [9] (8.22), Tomotika [15] (8.23), Kaplun [7] (8.24), experimental results
of Tritton [16] and Yano and Kieda [17] numerical results, all these for a Reynolds number Re
ranging between 0 and 4, see figure 8.4. The approximation of the drag coefficients for the
various listed results are
Lamb: CD =
4pi
ReT1
(8.22)
Tomotika: CD =
4pi
ReT1
(1− T2) (8.23)
Kaplun: CD =
4pi
ReT1
(
1− 0.87T−21
)
(8.24)
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Figure 8.4: Drag coefficient CD are plotted against the Reynolds number (0 < Re < 4)
where the Reynolds number Re is defined by Re = aUν , with a as the cylinder radius, and ν =
µ
ρ
is the kinematic viscosity with µ as the dynamic viscosity of the ambient fluid. The parameter
T1 =
(
1
2 − γ − log Re4
)−1
, with γ = 0.577216... is the Euler constant.
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Figure 8.3: Comparing present result with Yano and Kieda [17]
This figure 8.3 shows that our result are aligned almost exactly with the discrete singularity
numerical results of Yano and Kieda [17]. In figure 8.4, the drag coefficient is plotted against the
Reynolds number, Stokes’ drag coefficient is shown to vary significantly, Lamb’s [9] and Kaplun’s
[7] vary increasingly as the Reynolds number is increased beyond 1, and our results together
with Yano and Kieda [17] give the closest match to Tritton’s experiment [16]. The Stokes drag
shows clearly that the velocity diverges when considering a 2D flow past a circular cylinder in
an unbounded domain as expected from Stokes paradox. Meanwhile in figure 8.3, present result
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is compared with the discrete singularity numerical results of Yano and Kieda [17] and it shows
good agreement.
8.7 Conclusion and Future Work
A Boundary Element Method for solving a two-dimensional steady flow past a circular cylinder
has been presented. Our results agree against the other benchmark results and are an improvement
at the higher Reynolds number range up to 4. So our representation gives a good description
of the flow field even outside the low-Reynolds number region of Re < 1. In particular, it gives
better results than the matched asymptotic method of Kaplun [7]. The present result is also
able to deal with complicated geometries. For future work, we shall consider extending this to
use an elliptical cross-sectional body and compare it with the the matched asymptotic expansion
of Proudman and Pearson [13] and Lee and Leal [10]. Finally we will apply it to manoeuvring
bodies such as swimming organism with applications to micro robotics.
References
[1] Chadwick, E.A.: The Far-field Green’s Integral in Stokes Flow from the Boundary Integral Formu-
lation. CMES. 96(3), (2013) 177-184.
[2] Cheng, A.H-D. and Cheng, D.T.: Heritage and early history of the boundary element method.
Engineering Analysis with Boundary Elements 29(3) (2005), 268-302.
[3] Fishwick, N. and Chadwick, E.: The evaluation of the far-field integral in the Green’s function
representation for steady Oseen flow. Physics of Fluids 18(11) (2006), 113101.
[4] Hao, W., Hu, B., Li, S., and Song, L.: Convergence of boundary integral method for a free boundary
system. Journal of Computational and Applied Mathematics 334 (2018), 128-157.
[5] Imai, I.: On the asymptotic behaviour of viscous fluid flow at a great distance from a cylindrical
body, with special reference to Filon’s paradox. Proc. Roy. Soc. Lon. A. 208(1095) (1951), 487-516.
[6] Imai, I.: A new method of solving Oseen’s equation and it’s application to the flow past an elliptic
cylinder. Proc. Roy. Soc. Lon. A. 224 (1954), 141-160.
[7] Kaplun S.: Low Reynolds number flow past a circular cylinder. J. of math. and mech. (1957),
595-603.
[8] Lamb, H.: On the uniform motion of a sphere through a viscous fluid. The London, Edinburgh, and
Dublin Philosophical Magazine and Journal of Science 21(121) (1911) 112-121.
[9] Lamb H.: Hydrodynamics. Cambridge University Press (1932).
[10] Lee, S.H. and Leal, L.G.: Low-Reynolds-number flow past cylindrical bodies of arbitrary cross-
sectional shape. J. fluid mech. 164 (1986), 401-427.
[11] Oseen, C.W.: Uber die Stokes’ sche Formel und Uber eine verwandte Aufgabe in der Hydrodynamik
Arkiv Mat. Astron. och Fysik, 6(1) (1910).
[12] Oseen, C.W.: Neuere methoden und ergebnisse in der hydrodynamik. Leipzig: Akademische Ver-
lagsgesellschaft mb H. (1927).
[13] Proudman, I. and Pearson, J.R.A.: Expansions at small Reynolds numbers for the flow past a sphere
and a circular cylinder. J. fluid mech. 2(3) (1957), 237-262.
70
[14] Stokes, G.G.: On the effect of the internal friction of fluids on the motion of pendulums. Pitt Press
Cambridge (1851).
[15] Tomotika, S. and Aoi, T.: An expansion formula for the drag on a circular cylinder moving through
a viscous fluid at small Reynolds numbers. The Quarterly Journal of Mechanics and Applied Math-
ematics 4(4) (1951), 401-406.
[16] Tritton, D.J.: Experiments on the flow past a circular cylinder at low Reynolds numbers J. fluid
mech. 6(4) (1959), 547-567.
[17] Yano, H. and Kieda, A.: An approximate method for solving two-dimensional low-Reynolds number
flow past arbitrary cylindrical bodies J. fluid mech. 97(1) (1980), 157-179.
71
Chapter 9
A boundary element formulation for
PDEs containing fractional
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Abstract. We address partial differential equations including fractional time derivatives,
i.e. those containing derivative terms ∂αu/∂tα, where α is non-integer. These occur in a
broad range of problems in physics, finance, hydrology, epidemiology and ecology. To avoid
dealing directly with the fractional derivative, an inverse operation employing the Riemann-
Liouville operator is used, thereby transferring the fractional time derivative to the second
order spatial derivatives. A boundary integral equation may be derived by applying the
weighted residual method to the PDE reformulated in this way. This gives us a formulation
we call FD-BEM, where F indicates we are working with fractional calculus, and D indicates
this is a domain form, since the boundary element equation includes a domain integral term
containing the time derivative of the variable of interest.
We present the FD-BEM formulation and show that the results compare well against an-
alytical solutions, and are also favourable when compared against a finite difference imple-
mentation for problems for which no analytical solution is available. We demonstrate the
rapid changes in the solution variable associated with α < 0.5. For these problems, very
small time steps are required to capture the solution accurately at early times t. We propose
simple approaches to ameliorate this difficulty.
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9.1 Introduction
The classic diffusion problem can be looked upon as a case of a more general problem, which is
described by a fractional differential equation. The fractional calculus is as old as the standard
calculus, e.g. [1, 2], but only recently the numerical solution of problems governed by differential
equations of fractional orders has received a great deal of attention. Most of the formulations
are based on the Finite Difference Method (FDM), e.g., among others [3, 4, 5, 6, 7]. Finite
Element Method (FEM) fomulations, e.g. [8, 9, 10, 11], and Boundary Element Method (BEM)
formulations, e.g. [12, 13], can also be cited.
The anomalous diffusion problem is described by a partial differential equation that contains
a fractional time derivative of order α, 0 < α < 1, instead of the usual first order time derivative.
The fractional differential operators are non-local: this means that when solving such kind of
problems, the determination of a future state of the system depends on the current and previous
states, that is, depends on the history. The solution of the anomalous diffusion equation, for
two-dimensional problems, by a BEM formulation is the purpose of the present work. The main
characteristics of the formulation can be described as follows: i) to avoid dealing directly with
the fractional time derivative, represented by the Caputo derivative, see [2], an inverse operation,
carried out by employing the Riemann-Liouville operator, is initially accomplished, replacing the
fractional time derivative by an ordinary derivative and transferring the fractional derivative to
the second order spatial derivatives; ii) starting with a typical weighted residual equation, with
the steady-state fundamental solution as the weighting function, the final result is an BEM
containing a domain integral with the integrand constituted by the product of the fundamental
solution with the first order time derivative of the basic variable of the problem: the resulting
formulation is of the type D-BEM, D meaning domain. It will be referred to as FD-BEM, due
to the nature of the problem. Note that the Riemann-Liouville operator appears under the
domain and boundary integrals; therefore, due to the evaluation of the integral presented in the
Riemann-Liouville operator, the solution of the problem for a specific value of time, say tn+1,
requires that all the previous values of the variables, up to the previous time tn, must be taken
into account, constituting which can be called the history contribution of the analysis.
Two examples are presented are discussed. In the first, the BEM results are compared with
the analytical solution. In the second, with the results furnished by a Finite Difference Method
(FDM) formulation.
9.2 The Anomalous Diffusion Problem
The governing equation for the anomalous diffusion problem is written as:
∂αu
∂tα
= D
(
∂2u
∂x2
+
∂2u
∂y2
)
, 0 < α < 1 (9.1)
where D is the diffusion coefficient, assumed constant. For a domain Ω, its boundary Γ can be
represented as: Γ = Γu∪Γq. The boundary conditions are then schematically defined as follows:
Dirichlet boundary condition: u(X, t) = uˆ(X, t), X ∈ Γu (9.2)
Neumann boundary condition: D
du
dn
= D
(
∂u
∂x
nx +
∂u
∂y
ny
)
= q(X, t) = qˆ(X, t), X ∈ Γq
(9.3)
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In (9.3), nx and ny are the components of the unit outward vector to the boundary. The initial
condition is defined as:
u(X, 0) = u0(X) (9.4)
In equations (9.2), (9.3) and (9.4), X = (x, y). In equation (9.1), the fractional derivative of
α-order in the Caputo sense is given by:
∂αu
∂tα
= Dα(u(t)) =
1
Γ(1− α)
∫ t
0
1
(t− τ)α
∂u(τ)
∂τ
dτ (9.5)
The fractional time derivative on the left-hand-side of equation (9.1) can be transformed into a
derivative of order one, by means of the Riemann-Liouville fractional derivative, defined as:
RLα(u(t)) =
1
Γ(1− α)
d
dt
∫ t
0
u(τ)
(t− τ)αdτ (9.6)
Note that, from the definitions given by (9.5) and (9.6), both Caputo and Riemann-Liouville
are integro-differential operators in which the sequence integration-differentiation is inverted.
When the initial conditions are null, both definitions coincide. The Riemann-Liouville operator
has the following property:
RL1−α
(
∂αu(t)
∂tα
)
=
∂u
∂t
(9.7)
Then, applying the operator RL1−α(·) to both sides of equation (9.1), one has:
∂u
∂t
= DRL1−α
(
∂2u
∂x2
+
∂2u
∂y2
)
=
D
Γ(α)
d
dt
∫ t
0
1
(t− τ)1−α
(
∂2u(X, τ)
∂x2
+
∂2u(X, τ)
∂y2
)
dτ (9.8)
Equation (9.8) is the equation to be solved by the Boundary Element Method.
9.3 The boundary element method
The Boundary Element Method formulation is presented succinctly in the sequence. The
procedure is based on the weighting residuals approach, e.g. [14, 15], with the steady state
fundamental solution playing the role of the weighting function. The resulting formulation
presents a domain integral whose integrand contains the time derivative of the variable of interest.
Formulations of this type are usually called D-BEM, D meaning domain in reference to the
domain integral. In this work, due to the presence of the fractional derivative, the formulation
will be named FD-BEM, F meaning fractional.
If the basic steps have already been done, the new aspects will the discussed. Recalling that:
RL1−α(u) =
1
Γ(α)
d
dt
∫ t
0
u(x, τ)
(t− τ)1−αdτ (9.9)
and assuming that u is constant inside each time interval ∆t, a generic term can be written as:
d
dt
∫ (j+1)∆t
j∆t
1
(t− τ)1−αdτuj+1
∣∣∣∣∣
t=(n+1)∆t
= ∆tα−1
[
1
(n+ 1− j)1−α −
1
(n− j)1−α
]
uj+1 (9.10)
Representing the term between brackets as:
B(n+1)(j+1) =
[
1
(n+ 1− j)1−α −
1
(n− j)1−α
]
(9.11)
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one has, once the integral in equation (9.9) is evaluated:
RL1−α(u)
∣∣
t=(n+1)∆t
=
∆tα−1
Γ(α)
un+1 + n−1∑
j=0
B(n+1)(j+1)uj+1
 (9.12)
Based on equation (9.12), one can also write:
RL1−α(q)
∣∣
t=(n+1)∆t
=
∆tα−1
Γ(α)
qn+1 + n−1∑
j=0
B(n+1)(j+1)qj+1
 (9.13)
Substituting equations (9.12) and (9.13) in the weighting residual equation, and following the
usual BEM approach, the basic equation of the FD-BEM formulation can be written as:
un+1(ξ) =
∫
Γ
qn+1wdΓ−
∫
Γ
un+1QdΓ− Γ(α)
∆tα
∫
Ω
(un+1 − un)wdΩ
−
n−1∑
j=0
B(n+1)(j+1)
[
un+1(ξ) +
∫
Γ
uj+1QdΓ−
∫
Γ
qj+1wdΓ
]
(9.14)
In equation (9.14), the index n+1 refers to the time tn+1 = (n+1)∆t, where ∆t is the time-step,
and w = w(ξ,X) is the fundamental solution, defined as:
w = w(ξ,X) = − 1
2piD
ln r (9.15)
where ξ = (ξx, ξy) is the source point, X = (x, y) is the field point, and r is the distance between
them. Besides:
q = D
(
∂u
∂x
nx +
∂u
∂y
ny
)
= D
du
dn
(9.16)
and
Q = D
(
∂w
∂x
nx +
∂w
∂y
ny
)
= D
dw
dn
(9.17)
After carrying out boundary and domain discretization, the resulting system can be written, in
matrix form, as:[
Hbb 0
Hdb I
]{
ubn+1
udn+1
}
=
[
Gbb
Gdb
]{
qbn+1
}
−
n−1∑
j=0
B(n+1)(j+1)
([
Hbb 0
Hdb I
]{
ubn+1
udn+1
}
−
[
Gbb
Gdb
]{
qbn+1
})
+
Γ(α)
∆tα
[
Mbb Mbd
Mdb Mdd
]{
ubn+1 − ubn
udn+1 − ubn
}
(9.18)
In equation (9.18), the superscripts b and d correspond to boundary and domain variables,
whereas double superscripts are interpreted as follows: the first indicates the position of the
source point and the second, the position of the field point. Besides, I is the identity matrix.
The null matrix shows that there is no dependence of the boundary values upon the domain
values.
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For anisotropic media, the corresponding differential equation reads:
∂αu
∂tα
= Dx
∂2u
∂x2
+Dy
∂2u
∂y2
(9.19)
The development of a D-BEM formulation for the solution of equations (9.19) follows the same
steps presented above. Now, the fundamental solution is, e.g. [16, 17]:
w = w(ξ,X) = − 1
2pi
√
DxDy
ln
√
(x− ξx)2 + Dx
Dy
(y − ξy)2 (9.20)
where Dx and Dy are the diffusion coefficients in the x− and y−directions respectively.
9.4 Examples
9.4.1 Domain under initial conditions
This first example is constituted of a rectangular domain defined on the region 0 ≤ x ≤ pi and
0 ≤ y ≤ pi/2. The boundary conditions are:
u(0, y, t) = u(pi, y, t) = 0 (9.21)
The initial condition is given by:
u0(x, y) = sinx (9.22)
From the boundary conditions in (9.21) and the initial condition in (9.22), this is, in fact, a
one-dimensional problem. To simulate this problem through a two-dimensional formulation, the
following boundary conditions are adopted at y = 0 and y = pi/2:
q(x, 0, t) = q(x, pi/2, t) = 0 (9.23)
The analytical solution is given by, see [18]:
u0(x) = Eα(−tα) sinx (9.24)
In equation (9.24), Eα(·) is the Mittag-Leﬄer function, see [19], defined according to:
Eα(z) =
∞∑
k=0
zk
Γ(1 + αk)
(9.25)
where z ∈ C, α is the fractional order of the derivative, and Γ(·) is the gamma function. When
α = 1, one has:
E1(z) = e
z (9.26)
and equation (9.24) turns the well-known analytical solution of the diffusion problem, which
means that the analytical solution for the diffusion equation can be looked upon as a particular
case of the anomalous diffusion. The BEM mesh is depicted in Figure 9.1, and consists of 48
linear elements and 256 triangular linear cells. The analyses were carried out with D = 1.0, for
α = 1.0; 0.8; 0.5. The results for u(pi/2, pi/4, t), 0 ≤ t ≤ 2 are depicted in Figure 9.2, whereas the
results for u(x, pi/4, 0.25), 0 ≤ x ≤ pi, are depicted, in Figure 9.3. The time-step length shows a
strong dependence on the parameter α, with smaller values of α requiring smaller ∆t values. In
this example, for α = 1.0 and α = 0.8, ∆tBEM = 0.005, whereas for α = 0.5, ∆tBEM = 0.0025.
The results presented in Figures 9.2 and 9.3 showed good agreement with the analytical solution.
Far from arriving to general conclusions, those results are very promising and encouraging.
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Figure 9.1: BEM mesh
	
Figure 9.2: Domain under initial condition: results for u(pi/2, pi/4, t)
9.4.2 Square domain with linear initial conditions
This example presents the analysis of a square domain in the region 0 ≤ x, y ≤ L. In a
sub-domain Ωo, with 9L/20 ≤ x, y ≤ 11L/20, the initial condition varies linearly from Co in the
centre of Ωo to zero in its borders. The boundary conditions are:
u(0, y, t) = u(L, y, t) = u(x, 0, t) = u(x, L, t) = 0 (9.27)
The BEM mesh is constituted by 160 linear boundary elements and 3200 triangular linear cells,
as shown in Figure 9.4.
In the analyses, L = 10 and Co = 10. Two cases were considered: in the first, it is assumed
the medium to be isotropic and D = 1.0 was adopted. The second case presents an anisotropic
medium, for which Dx = 1.0 and Dy = 0.1. The results at (L/2,L/2,t) for the first and the
second cases are presented, respectively, in Figures 9.5 and 9.6.
Figures 9.7 and 9.8 present the comparison between BEM and FDM results at t = 1 s for α
= 0.5. In the anisotropic case, the isolines are no longer circular and become more ellipsoidal,
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Figure 9.3: Domain under initial condition: results for u(x, pi/4, 0.25)
	
Figure 9.4: BEM mesh
with the main axis in the x-direction. This is an expected behaviour, well characterized by both
formulations. For the two cases, the BEM analyses were carried out with ∆tBEM = 0.00625
when α = 0.5 and with ∆tBEM = 0.0125 when α = 1.0. For the isotropic problem, FDM
analyses were carried out with ∆tFDM = 0.0003125 when α = 0.5 and with ∆tFDM = 0.003125
when α = 1.0. For the anisotropic problem, these values are ∆tFDM = 0.00125 when α = 0.5
and ∆tFDM = 0.0025 when α = 1.0. The BEM analyses, once more, showed less dependency
on the time-step length than the FDM ones.
9.5 Conclusions
The main novelty of this work is the D-BEM formulation developed for the solution of the
anomalous diffusion equation. The formulation was developed using the Riemann-Liouville
operator, with the integral that appears in this operator being computed under the assumption
that the variable of interest and its normal derivative are constant in the time-steps in which the
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Figure 9.5: Square Domain: results at u(5.0, 5.0, t) for Dx = Dy = 1.0
	
Figure 9.6: Square Domain: results at u(5.0, 5.0, t) for Dx = 1.0 and Dy = 0.1
domain of integration was divided. The formulation can provide reliable results for values of the
fractional order derivative greater than or equal to 0.5. However, from the authors’ experience,
it seems that for values of α smaller than 0.5, the search for accurate solutions becomes more and
more difficult, as very small time-steps are required to perform the analysis, turning the solution
very time-consuming. As a suggestion to overcome such a difficulty, the use of variable time
steps seems to be very promising: beginning the analysis with very small values, greater values
can be used as the time increases, turning in this way the formulation more efficient. It is one
possibility that deserves attention. Another one is the use of more sophisticated interpolation
functions. These comments, or suggestions, for future developments are included just because
the formulation proposed here can be improved even more, although it can already be used as a
reliable tool for the solution of the anomalous diffusion problems, as the examples included here
demonstrated. The solution of the wave-diffusion equation can also be undertaken by a similar
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Figure 9.7: Square Domain: results at u(x, y, 1.0) for Dx = 1.0 and Dy = 1.0 and α = 0.5. Left
image: BEM, right image: FDM.
Figure 9.8: Square Domain: results at u(x, y, 1.0) for Dx = 1.0 and Dy = 0.1 and α = 0.5. Left
image: BEM, right image: FDM.
formulation.
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Chapter 10
Fast Boundary Element Methods for
the Vlasov-Poisson System
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Abstract. We present a grid-free method for the numerical treatment of the three-
dimensional Vlasov-Poisson system for collionless electron plasma. The particle density
function defined on the six-dimensional phase space is discretised with a standard particle
method. These particles interact through a non-local electric field whose potential solves the
Poisson equation, where the right-hand side is given by the charge density of the particles.
The solution of the Poisson equation is split into two parts: a particle-particle part and a
solution of a Laplace problem. Solving the later with the Boundary Element Methods (BEM)
leads to a (volume) grid-free method. This reduces the three-dimensional volume problem
to a two-dimensional problem on the boundary. Consequently, the number of degrees of
freedom of the BEM is typically much smaller than the number of particles.
The electric field is approximated by H2-matrices which are computed on the fly. The
computational complexity for the evaluation of the electric field is linear in the number of
particles and nearly linear in the number of degrees of freedom of the BEM. The numerical
experiments confirm the theoretical complexity estimates. Furthermore, we show that we
are able to simulate classical plasma phenomena, as well as plasmas in complex domains
with mixed boundary conditions.
10.1 Introduction
Particle methods for the simulation of collisionless plasmas has been used since the 1950s,
starting with the Particle In Cell Method (PIC). We refer the reader to the classical textbooks [3,
9] for an introduction to the basic concepts and the history of the PIC method. The review
articles [6] and, more recently, [12] discuss advanced aspects of plasma simulations with particle
methods. An obvious strategy for simulation of the particle system is a direct summation. The
force acting on a particle is determined by a summation over all interaction partners. Since
particles in a plasma interact via long-range Coulomb forces, an accurate computation of the
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acceleration of a single particle requires a summation over all other particles in the plasma. This
results in a quadratic computational complexity, which is prohibitively expensive with present
computer hardware, even for medium-sized problems. Therefore, it is key to find approximations
to the forces which significantly reduce the computational complexity but, at the same time,
preserve their long-range character and produce consistent results.
Over the years several fast algorithms for the approximate evaluation of particles forces
have been suggested, noticeable are the treecode of Barnes and Hut [2] and the closely related
algorithm by Appel [1], and the Fast Multipole Method [7, 8].
In this paper, we present a unified hierarchical framework for the grid-free simulation of
plasma in bounded domains with the help of modernH2-matrices. For a more in-depth discussion
of the algorithm see [10]. Both the particle-particle and the particle-boundary interactions have
linear complexity in the number of particles. We propose the usage of interpolation for the
approximation in the far field. It is very easy to implement, as it only needs the value of a rather
general kernel function at the interpolation points and furthermore, it is directly applicable to
the approximation of vector-valued functions. The contribution of the boundary values to the
electric field are computed via the Boundary Element Methods which only require a discretisation
of the boundary of the domain. This reduces the three-dimensional problem posed on the whole
domain to a system of integral equations on a two-dimensional manifold. Similar ideas have
already been presented in [5]. The authors used a treecode-based approximation scheme with
a boundary integral formulation to simulate plasmas in one- and two-dimensional domains. In
contrast to their algorithm, we have both theoretical proofs and numerical evidence for linear
complexity, both in the number of particles and the number of elements of the surface mesh.
Additionally, we treat the particle and the boundary part evenly in terms of the approximation
schemes we use.
10.2 Vlasov–Poisson system
We consider the Vlasov–Poisson system for the particle density function f of an electron plasma,
∂f
∂t
(t, x, v) + (v,∇xf(t, x, v))− (E(t, x),∇vf(t, x, v)) = 0,
E(t, x) = −∇xφ(t, x),
−∆xφ(t, x) = 1
β
ρtotal(t, x)
(10.1)
at position x in a domain Ω ⊂ R3 with velocities v ∈ R3, subject to boundary conditions which
are given later. The charge density is computed by
ρtotal(t, x) = −
∫
R3
f(t, x, v) dv.
Here,
β =
(
λD
L0
)2
is a non-dimensional quotient of the Debye length
λD =
√
ε0kBT0
n0q20
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and the characteristic length L0 and ε0 is the electric field constant, kB is the Boltzmann constant
and T0, n0, q0 denote the characteristic temperature, particle density and charge of the plasma,
respectively.
Following the Direct Simulation Monte Carlo (DSMC) method, the particle density function
is approximated by a weighted sum of products of point measures in phase space Ω× R3,
ν(t) = w
Np∑
i=1
δxi(t) ⊗ δvi(t),
defined by a system of Np particles with corresponding positions (xi)
Np
i=1, velocities (vi)
Np
i=1 and
the numerical weight w. The charge density becomes
ρtotal(t) = −w
Np∑
i=1
δxi(t).
The weight is computed as
w =
|Ω|
Np
,
where |Ω| denotes the volume of Ω.
The trajectories of the particles follow the differential equations
x˙i(t) = vi(t),
v˙i(t) = −E(t, xi(t)),
(10.2)
for t > 0 and i = 1, . . . , Np. The main scope of this paper is an efficient computation of the
electric field given by equation (10.1) for an arbitrary domain Ω.
In the following, we assign an individual charge, mass and weight to each particle. The
charge density is now written as
ρtotal(t) =
Np∑
i=1
wiqiδxi(t).
From now on, we focus on the grid-free computation of the electric field. For this, let us assume
the Poisson problem
−∆φ = 1
β
ρtotal in Ω,
φ = gD on Γ = ∂Ω,
(10.3)
with given Dirichlet datum gD. Keeping in mind that the fundamental solution of the Laplace
equation is given by
U(x, y) =
1
4pi
1
|x− y| , x, y ∈ R
3, x 6= y, (10.4)
a particular solution φp of the Poisson equation above for a fixed time t > 0 is
φp(t, x) =
1
4piβ
Np∑
j=1
wj
qj
|x− xj(t)| , (10.5)
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defined on R3, except for the positions of the particles.
In order to find a solution of the BVP (10.3) with the help of φp, we have to solve the
auxiliary problem
−∆φ0 = 0 in Ω,
φ0 = gD − φp on Γ = ∂Ω.
(10.6)
The solution of the original problem is now
φ = φ0 + φp, (10.7)
and the electric field at the time t in the position of particle i is computed as
E(t, xi(t)) = −∇φ0(t, xi(t)) + 1
4piβ
Np∑
j=1
j 6=i
wjqj
xi(t)− xj(t)
|xi(t)− xj(t)|3 . (10.8)
Whereas the evaluation of φp is grid-free by its nature, the numerical treatment of equation (10.6)
involves, as a rule, the discretisation of the domain. When discretising Ω with a volume mesh,
this approach turns into the usual PIC method, if one further regularises ρtotal. However,
this approach is not feasible for complex or irregular geometries, because one loses the highly
structured mesh exploited by the choice of Poisson solvers, for example based on the Fast Fourier
Transform.
For these domains, we propose the usage of fast Boundary Element Methods in order to solve
the BVP (10.6), combined with a hierarchical evaluation of φp and its gradient for the Dirichlet
datum and the representation formula, respectively.
10.3 Boundary Element Methods
Boundary Element Methods (BEM) are reviewed for the Poisson problem with Dirichlet boundary
conditions on a bounded polyhedral domain Ω ⊂ R3 with boundary Γ = ∂Ω. Given a volume
source term gV ∈ L2(Ω) and a Dirichlet datum gD ∈ H1/2(Γ), the problem reads
−∆φ = gV in Ω,
φ = gD on Γ.
(10.9)
The boundary value problem is considered in the weak sense, such that the solution is sought
in the Sobolev space H1(Ω). We may follow the idea of the previous section and construct a
particular solution φp in order to homogenise the right hand side of the differential equation.
An appropriate choice is the Newton potential
φp(x) = (NgV )(x) =
∫
Ω
U(x, y) gV (y) dy for x ∈ R3, (10.10)
where U(x, y) is the fundamental solution given in (10.4). For gV = ρtotal/β we recover (10.5).
The problem (10.9) has a unique solution that admits for x ∈ Ω the representation formula
φ(x) =
∫
Γ
U(x, y)γ1φ(y) dsy −
∫
Γ
γ1,yU(x, y)γ0φ(y) dsy + (NgV )(x) (10.11)
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where γ0φ denotes the Dirichlet and γ1φ the Neumann trace of the unknown solution φ. For
sufficiently smooth data and x ∈ Γ it holds
γ0φ(x) = φ
∣∣
Γ
(x) and γ1φ(x) = lim
Ω3x˜→x
nΩ · ∇φ(x˜).
These trace operators can be extended to linear bounded operators with the following mapping
properties:
γ0 : H
1(Ω)→ H1/2(Γ) and γ1 : H1∆(Ω)→ H−1/2(Γ).
Here, Hs(Γ), s ∈ R denote the Sobolev–Slobodekii space on the boundary Γ and
H1∆(Ω) =
{
φ ∈ H1(Ω) ∣∣∆φ ∈ L2(Ω)} .
We apply the Dirichlet trace operator to the representation formula (10.11) and obtain the
integral equation
V γ1φ =
(
1
2
I +K
)
γ0φ−N0gV . (10.12)
This equation contains the standard boundary integral operators which are well studied, see,
e.g., [11]. For x ∈ Γ, we have the single-layer potential operator
(V ζ)(x) = γ0
∫
Γ
U(x, y)ζ(y) dsy for ζ ∈ H−1/2(Γ),
the double-layer potential operator
(Kξ)(x) = lim
ε→0
∫
y∈Γ:|y−x|≥ε
γ1,yU(x, y)ξ(y) dsy for ξ ∈ H1/2(Γ),
and N0gV = γ0NgV .
Obviously, if the traces γ0φ and γ1φ of the unknown solution φ are known, the representation
formula (10.11) can be used to evaluate φ inside the domain Ω. We aim to approximate
the unknown Neumann trace on the whole boundary Γ with the help of a Galerkin BEM,
following [11]. Therefore, let Γ be meshed by a quasi-uniform, conforming surface triangulation
that is shape-regular in the sense of Ciarlet with NΓ triangles and MΓ nodes. We apply the
conforming approximation spaces
S0h(Γ) = span
{
ϕ0k
}NΓ
k=1
⊂ H−1/2(Γ), and S1h(Γ) = span
{
ϕ1i
}MΓ
i=1
⊂ H1/2(Γ),
where ϕ0k denotes the piecewise constant function that is one on the triangle of index k and
zero else, and ϕ1i denotes the usual hat function corresponding to the node with index i. The
Galerkin discretisation of the integral equation reads
Vhth =
(
1
2Mh +Kh
)
φ
h
−N0, (10.13)
where
N0[`] = (N0gV , ϕ
0
` )L2(Γ) (10.14)
for ` = 1, . . . , NΓ. We can omit the Newton potential when utilising the proposed decomposition (10.7)
with φ0 as solution of (10.6). This ansatz yields for the approximation of the Neumann trace
t0,h ≈ γ1φ0 the system of linear equations
Vht0,h =
(
1
2Mh +Kh
)
φ
0,h
,
where φ0,h ≈ γ0φ0 = gD − γ0up.
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Figure 10.1: Timings relative to 1 000 particles from left to right: building the cluster basis,
evaluation of N0, the particle field and the gradient of the representation formula.
10.4 Numerical examples
In this section we present several numerical examples. We begin with benchmarking the evaluation
of the electric field and conclude with physically motivated examples that demonstrate classical
plasma phenomena.
10.4.1 Verification of linear complexity
We numerically validate the linear scaling of the computational time for the evaluation of the
electric field at the positions of the particles. The computation is split into four parts:
1. Building the cluster basis in O(Np logNp),
2. computation of N0 according to (10.14) in linear complexity,
3. computation of the particle-particle force, see (10.8) in linear complexity, and
4. evaluating the gradient of the representation formula (10.11) in linear complexity.
For our tests, we triangulate the surface of the unit ball in R3 and uniformly distribute negatively
charged particles inside the domain. Appropriate nondimensionalisation is irrelevant for this test,
so we set all masses, charges and weights to unity. Homogeneous Dirichlet boundary conditions
are chosen for the electric potential. We use d = 5 interpolation nodes at each spatial direction
for the H2–matrix approximation. The minimal cluster leaf size nmin is 2d3 and the admissibility
constant η is 2.
Figure 10.1 shows the relative computational times for a fixed mesh with varying number of
particles. Although formally being of complexity O(Np logNp), we observe a linear scaling of the
computation of the cluster basis. Furthermore, the absolute timings are in the order of 100 ms
making this part of the algorithm negligible compared to rest of the algorithm which takes in
the order of seconds. The evaluation of N0 almost perfectly scales linearly with the number
of particles. The evaluation of the gradient of the Newton potential and of the representation
formula follow a linear trend.
10.4.2 Physically motivated examples
For most applications the plasma contains positively and negatively charged particles. Usually,
the positive charge exists of ionised atoms and electrons form the negatively charged part. Since
the atoms are much heavier than the electrons they are modelled as immobile. This gives rise
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to a homogeneous positive background charge, such that the system is electrically neutral from
the outside. The Poisson equation in (10.1) changes to
−∆xφ = 1
β
1− w Np∑
i=1
δxi

with boundary conditions
φ = gD on Γ
Note that the integral of the right-hand side over Ω is zero, as w = |Ω|/Np. A particular solution
for the homogeneous background charge is φb(x) = −|x|2/(6β), x ∈ Ω. By subtracting traces of
the particular solution φb, we transform the boundary value problem to
−∆xφe = 1
β
w
Np∑
i=1
δxi , in Ω,
φe = gD − gb on Γ.
The electric field is now obtained by
E = −∇φe −∇φb.
As φb is independent of the geometry and the distribution of the particles, its evaluation and
the evaluation of its gradient are grid-free, as well as the computation of φe.
Plasma oscillations
As a first example with a homogeneous background charge, we examine plasma oscillations.
The geometry is a cylinder along the z-axis with radius 1 and height 5, centered in 0. It is
discretised with 2 110 triangles. The characteristic quantities are L0 = 0.1 m, n0 = 10
12 m−3
and kBT0 = 1 eV. 5 000 particles are distributed uniformly in a smaller cylinder of height
4 around the centre of the geometry. Their initial velocities are set to 0. The boundary is
absorbing; at the bases we set homogeneous Dirichlet conditions and homogeneous Neumann
conditions on the rest. To prevent the particles from being absorbed at the lateral surface of
the cylinder, we add a constant magnetic field in the order of 10 mT along the z-axis. The
acceleration due to the magnetic field is computed with the Boris scheme [3, 4] using a time step
size of 10−4. In an infinite system, the plasma oscillates with the plasma frequency
ωp =
√
n0e2
ε0me
,
which depends only on the electron density.
As we simulate the plasma in a bounded domain, we cannot expect the plasma to oscillate
with the frequency ωp. Instead, we validate that the frequency for the bounded domain is
still a function of the square root of n0. In order to do so, we vary the electron density n
from n0 to 100n0. Counting the number of particles in three parts of the cylinder, z ∈ [−2.5, 2],
z ∈ [−0.25, 0.25] and z ∈ [2, 2.5] at each time step, we extract the dominating non-zero frequency
after with the help of the Discrete Fourier Transform. The numbers of particles in the left, the
middle and right part of the cylinder for n = 10n0 is shown in Figure 10.2. The distribution of
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Figure 10.2: Number of particles in three parts of the cylinder over time for n = 10n0.
the particles oscillates with dominating frequency of 12 in units of 1/t0, which corresponds to
a angular frequency of ωc = 3.2 · 108 s−1 in physical units. This is in the order of the plasma
frequency ωp =
√
10n0e2/(ε0me) ≈ 1.8 · 108 s−1. The spectra of the lines in Figure 10.2 only
differ in magnitude, not in the positions of peaks. Therefore, we only show the spectrum of
the second line of Figure 10.2 in Figure 10.3. Repeating this several densities between n0 and
100n0 yields Figure 10.4, from which the dependency of the frequency on the square root of the
density is clearly deduced.
Plasma sheath
A classical nonlinear phenomenon in plasma physics is the formation of sheaths. For this
example, we set L0 = 0.1 m, n0 = 10
13 m−3 and kBT0 = 1 eV. We uniformly distribute 10 000
particles with velocity following a Maxwellian distribution with temperature 1 and bulk velocity 0
within the unit sphere, which is discretised with 1 280 triangles. The particles are absorbed at the
boundary; for the electric potential, we impose homogeneous Dirichlet boundary conditions. The
system is evolved with a time step size of 10−3. Figure 10.5 shows the number of particles within
the unit sphere as a function of time. At the beginning, the fastest particles leave the sphere,
giving rise to a positive charge at the boundary. With the growing potential barrier, the particles
are excluded from a thin area near the boundary, the so called sheath, and are confined inside
the sphere. Figure 10.6 includes the final radial distribution function of the particles inside the
sphere and the analytical radial distribution function of a uniformly distributed random variate
inside the unit sphere. While the final positions are still uniformly distributed up to a radius
of approximately 0.6, the distribution strongly deviates from the uniform distribution especially
close to radii of 1, where it suddenly drops to 0.
10.4.3 Summary
To summarise, the numerical examples show that we are capable to simulate important nonlinear
plasma phenomena like plasma oscillations or the formation of sheaths. The results also match
available theoretical predictions. Furthermore, the numerical study demonstrates the linear
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complexity of our method and its applicability on three-dimensional domains with mixed boundary
values.
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Abstract. One-dimensional convolution integral equations with real-valued regular sym-
metric kernels naturally arise in a number of inverse problems for elliptic PDEs when field
values on an one-dimensional set are known whereas the source term is not. In certain
geometrical configurations this can be rephrased as an issue of inversion of a compact self-
adjoint integral operator, a problem that can be solved by constructing an approximation of
the resolvent of this operator, given its approximate eigendecomposition. Motivated by this
application and number of other contexts where convolution integral operators play a crucial
role, we consider a generic eigenvalue problem for a self-adjoint convolution integral operator
on an interval where the kernel is real-valued even C1-smooth function which (in case of
large interval) is absolutely integrable on the real line. We show how this spectral problem
can be solved by two different asymptotic techniques that take advantage of the size of the
interval. In case of small interval, this is done by approximation with an integral operator
for which there exists a commuting differential operator thereby reducing the problem to
a boundary-value problem for second-order ODE, and often giving the solution in terms of
explicitly available special functions such as prolate spheroidal harmonics. In case of large
interval, the solution hinges on solvability, by Riemann-Hilbert approach, of an approximate
auxiliary integro-differential half-line equation of Wiener-Hopf type, and culminates in sim-
ple characteristic equations for eigenvalues, and, with such an approximation to eigenvalues,
approximate eigenfunctions are given in an explicit form. We note that, unlike finite-rank
approximation of a compact operator, the auxiliary problems arising in both small- and
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large-interval cases admit infinitely many solutions (eigenfunctions) and hence structurally
better represent the original integral operator.
We are concerned with a convolution Fredholm equation of the second kind on a finite
interval. That is, given constants a > 0, λ ∈ C and functions K (x), g (x), the problem consists
in finding functions f (x) which satisfy∫
A
K (x− t) f (t) dt = λf (x) + g (x) , x ∈ A := (−a, a) . (11.1)
Equations of this type arise in many applications ranging from a variety of physical problems
to the theory of signal processing [2, 7], stochastic processes [5], analytic function approximation
[18] and construction of weighted orthogonal bases [21]. Among particular applications, to name
a few, are the problems of geological prospecting [15], electrostatics and hydrodynamics problems
with circular geometry [13, 14], neutron transport and radiative transfer in a slab [19, 30], study
of thermodynamic limits Bose or Fermi quantum gases [28, 29] and antiferromagnetic Heisenberg
chain [9].
In particular, we will be dealing with a homogeneous version of (11.1), a problem tantamount
(under appropriate restriction on a class of kernel functions) to finding a spectral decomposition
of a convolution integral operator defined by the kernel function K (x). In other words, we are
interested in finding the set of all pairs (λ, f) ∈ (R, L2 (A)) such that∫
A
K (x− t) f (t) dt = λf (x) , x ∈ A. (11.2)
We note that equation (11.2) is a more delicate version of (11.1) as it requires more sophisticated
analysis. On the other hand, knowledge of complete set of solutions of (11.2) allows solving
(11.1), but also, as it is often the case, the solution procedure of (11.2) can be modified
(simplified) to deal directly with (11.1). The advantage of solving (11.2) over (11.1) is also
that the spectral decomposition permits solving much more general operator problems such as
the one arising in approximation theory with quadratic truncated convolution operator equation
[18].
Equations (11.1)-(11.2) have been a subject of study for many years. We do not aim to
review these works here, instead we just mention that while a closed form solution is not available
except for very few special cases (such as polynomial or trigonometric kernel function), majority
of efforts in this topic were focussed on study of bounds and asymptotical behavior of eigenvalues
[4, 5, 31] whereas in direction of obtaining eigenfunctions usually one of two strategies is pursued.
One possibility is a reduction of the integral equation to an auxiliary problem which is also
not explicitly solvable but can give some analytical insight or practical advantage (e.g. better
convergence of an iterative numerical scheme, or construction of solutions for general right-hand
sides g (x) in terms of the auxiliary problem solution) [19, 26].
In the alternative strategy, one hopes to solve the original equation asymptotically in the case
when the interval A is large. For constructive asymptotic solution techniques, apart from a crude
periodic approximation [8], the typical assumptions on the kernel function are real-valuedness,
even parity, positive definiteness, L1-regularity and, also, the kernel function was supposed
explicitly or implicitly (by imposing conditions on derivative of its Fourier transform at the
origin) to have rapid (in most cases even exponential) decay at infinity [12, 16, 17, 23]. This
last assumption is too restrictive as it does not allow (except some exceptional cases of (11.1)
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with particular values of λ [1, 13, 14, 28, 29]) one to treat even very simple (and yet important
for applications listed above) kernels such as, for example, 1
1+x2
and 1
(1+x2)3/2
. It is the main
purpose of this work to present a new method that allows dealing with kernels of algebraic decay.
For the sake of simplicity of technical arguments, we restrict ourselves to the case when Fourier
transform of the kernel function decays monotonically on the real line with distance from the
origin, an assumption which is also often used [4, 12].
We also complement our method with a strategy to deal with equation (11.2) on small
intervals. This part is meant to demonstrate an essentially different approach compared to
commonly used finite-rank approximation of the integral operator obtained by series expansion
of the kernel function.
We note that these results are generalization and significant simplification of the previous
author’s work related to Love/Lieb-Liniger/Gaudin equation [3] where the spectral problem for
the integral operator with a particular kernel function K (x) = 1
1+x2
was treated.
11.1 Assumptions and some properties
Under assumption that K ∈ L1 (R) ∩ C1 (R) is an even real-valued function, the convolution
integral operator in the left-hand side of (11.2), that we denote K, is compact on L2 (A) and
self-adjoint. By the Spectral Theorem, spectrum of K is purely discrete with real eigenvalues
(λn)
∞
n=1 converging to zero and corresponding eigenfunctions (fn)
∞
n=1 forming a basis of the range
of K. Moreover, assuming that K is positive definite (i.e.
∫
A F (x)
∫
AK (x− t)F (t) dtdx > 0 for
any F ∈ L2 (A)) and that, for k ∈ R, kernel’s Fourier transform Kˆ (k) = ∫R e2piikxK (x) dx decays
strictly monotonically with increase of |k|, we have, from Parseval’s identity, 0 < λn < Kˆ (0),
n ∈ N+. Positive definiteness can also be used to prove that eigenfunctions cannot vanish at
the endpoints of the interval and the spectrum is simple (see [3, 7]). This, alongside with the
parity of K, implies that each eigenfunction of K is either odd or even and can be chosen to
be real-valued. In what follows, we will also repeatedly use an elementary fact that Fourier
transform of real-valued functions preserves their parity.
11.2 Solution for large A
Let us introduce, for k ∈ R, κ ∈ R+,
G (k, κ) := Kˆ (κ)
(
k2 − κ2)(
Kˆ (κ)− Kˆ (k)
)
(k2 + 1)
,
X+ (k, κ) := G1/2 (k, κ) exp
(
± i
2
H [log G (·, κ)] (k)
)
,
where H [F ] (k) := 1pip.v.
∫
R
F (τ)
k−τ dτ is the Hilbert transform of F .
With help of these quantities, the main result can be formulated as follows.
Theorem 1 Denote as
(
κ
(e)
n
)∞
n=1
,
(
κ
(o)
n
)∞
n=1
all positive solutions of two sets of transcendental
equations
2piκa− arctan 1
κ
− 1
2
H [log G (·, κ)] (κ) = pim, m ∈ Z,
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2piκa− arctan 1
κ
− 1
2
H [log G (·, κ)] (κ) = pi
(
m+
1
2
)
, m ∈ Z,
respectively, assuming that these sets are sorted in ascending order, i.e. κ
(e)
n−1 < κ
(e)
n , κ
(o)
n−1 < κ
(o)
n ,
n ∈ N+. Eigenvalues corresponding to even and odd eigenfunctions then are given by
λ(e)n = Kˆ
(
κ(e)n
)
+ δ(e)n,a, λ
(o)
n = Kˆ
(
κ(o)n
)
+ δ(o)n,a,
for some constants δ
(e)
n,a, δ
(o)
n,a ∈ R such that δ(o)n,a, δ(e)n,a → 0 as a → +∞, for any fixed n ∈ N+.
Corresponding sets of even and odd eigenfunctions are, respectively, furnished by
f (e)n (x) =
2 (−1)n−1[
−2κ(e)n
(
log Kˆ
)′ (
κ
(e)
n
)]1/2 cos(2piκ(e)n x)
+
i
pi
∫
R
e−2piika
(k + i)X+
(
k, κ
(e)
n
)
 Kˆ (k)
Kˆ (k)− Kˆ
(
κ
(e)
n
)
− 2κ
(e)
n(
k2 −
(
κ
(e)
n
)2)(
log Kˆ
)′ (
κ
(e)
n
)
 cos (2pikx) dk + E(e)n,a (x) ,
f (o)n (x) =
2 (−1)n−1[
−2κ(o)n
(
log Kˆ
)′ (
κ
(o)
n
)]1/2 sin(2piκ(o)n x)
− 1
pi
∫
R
e−2piika
(k + i)X+
(
k, κ
(o)
n
)
 Kˆ (k)
Kˆ (k)− Kˆ
(
κ
(o)
n
)
− 2κ
(o)
n(
k2 −
(
κ
(o)
n
)2)(
log Kˆ
)′ (
κ
(o)
n
)
 sin (2pikx) dk + E(o)n,a (x) ,
with some
∥∥∥E(e)n,a∥∥∥
L∞(A)
,
∥∥∥E(o)n,a∥∥∥
L∞(A)
→ 0 as a→ +∞, for any fixed n ∈ N+.
Proof: We give merely a sketch of the proof outlining main steps and skipping approximation
error estimates.
Continuity and strict monotonic decay of Kˆ (k), along with the bounds 0 < λ < Kˆ (0), imply
that there exists unique k0 > 0 such that Kˆ (±k0) = λ.
Let us define, for x ∈ R\A, f (x) = 1λ
∫
AK (x− t) f (t) dt.
It turns out that we can express solution of the original problem in terms of its own extension
by continuity to the exterior of the interval A and, in particular, the half-line x > a. That is,
we have
f (x) =
∫
R\A
R (x− t) f (t) dt =
∫ ∞
a
(R (x− t)±R (x+ t)) f (t) dt, x ∈ A, (11.3)
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where plus and minus signs correspond to the cases of even and odd eigenfuntions, respectively,
and
R (x) :=
∫
R
e−2piikx
(
Kˆ (k)
Kˆ (k)− λ −
2λ
Kˆ ′ (k0)
k0
k2 − k20
)
dk +
2piiλ
Kˆ ′ (k0)
exp (−2piik0 |x|) , x ∈ R.
Therefore the problem is reduced to finding this continuous extension that we denote φ (x) :=
f (x+ a), x > 0.
One can show that φ (x) satisfies the following approximate integro-differential equation
φ′′ (x) + 4pi2k20φ (x) =
∫ ∞
0
(
d2
dx2
+ 4pi2k20
)
T0 (x− t)φ (t) dt− 8pi
2k0λ
Kˆ ′ (k0)
φ (x) , x > 0. (11.4)
The standard Wiener-Hopf approach can be extended to treat equation (11.4). In particular,
Fourier transform of its solution (extended by zero for x < 0) φˆ (k) = χ̂R+φ (k) dx is given by
φˆ (k) =
iφ (0)
2pi (k + i)X+ (k)
, k ∈ R, (11.5)
where
X+ (k) := G
1/2 (k) exp
(
i
2
H [logG] (k)
)
, G (k) :=
λ
(
k2 − k20
)(
λ− Kˆ (k)
)
(k2 + 1)
, k ∈ R (11.6)
with H denoting Hilbert transform operator as defined in the formulation of the Theorem.
Recalling that, for x > 0, φ (x) = f (x+ a), λ = Kˆ (k0), go back to (11.3), and use Parseval’s
identity to yield, for x ∈ A,
f (x) =− 2pii(
log Kˆ
)′
(k0)
φˆ (−k0)
(
e−2piik0(a−x) ± e−2piik0(a+x)
)
+
∫
R
φˆ (k)T (k)
(
e−2piik(a−x) ± e−2piik(a+x)
)
dk (11.7)
with
T (k) :=
Kˆ (k)
Kˆ (k)− Kˆ (k0)
− 2k0(
k2 − k20
) (
log Kˆ
)′
(k0)
, k ∈ R.
Since the half-line solution φ (x) = f (x+ a) is a smooth continuation of the solution f (x)
on A, the two solutions should match by continuity: φ (0+) = f (a+ 0+) = f (a− 0+). We
thus plug (11.5) into (11.7) and, evaluating both sides at x = a, cancel out the non-vanishing
factor φ (0) = f (a) (the property f (±a) 6= 0 is mentioned in the previous section). This results
in a pair of transcendental characteristic equations for determining values of λ corresponding
to even or odd set of eigenfunctions depending on the choice of the sign ± in (11.7). Namely,
characteristic equations for even and odd part of the spectrum, respectively, are
i
2pi
∫
R
 Kˆ (k)
Kˆ (k)− Kˆ (k0)
− 2k0(
k2 − k20
) (
log Kˆ
)′
(k0)
 1 + e−4piika
(k + i)X+ (k)
dk = 1 (11.8)
+
(
1 + e−4piik0a
)
(k0 − i)X+ (−k0)
(
log Kˆ
)′
(k0)
,
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i2pi
∫
R
 Kˆ (k)
Kˆ (k)− Kˆ (k0)
− 2k0(
k2 − k20
) (
log Kˆ
)′
(k0)
 1− e−4piika
(k + i)X+ (k)
dk = 1 (11.9)
+
(
1− e−4piik0a)
(k0 − i)X+ (−k0)
(
log Kˆ
)′
(k0)
.
These equations are enormously more simple than those obtained by the author in [3] for a
particular kernel of the considered class. However, we make another observation that provides
even further complexity reduction. We notice that, in some small neighborhood of x = 0, the
integral term is small, i.e. at least O (1/a2) as asymptotics at infinity of Fourier transform of a
smooth function (and hence this smallness is eventually related to the smoothness of Kˆ), and
hence, in the middle of the interval, the non-integral oscillatory term in (11.7) dominates. On the
other hand, we know that all eigenfunctions are real-valued (up to a choice of normalization).
This imposes a restriction on the complex phase of the constant in front of the oscillatory
function which is either cos (2pik0x) (in case of even eigenfunctions) or sin (2pik0x) (in case of odd
eigenfunctions). Employing (11.6), (11.5), we thus deduce the following versions of characteristic
equations to be solved for k0 > 0 (or, equivalently, for λ = Kˆ(k0))
2pik0a− arctan 1
k0
− 1
2
H [logG] (k0) = pim, m ∈ Z, (even eigenfunctions) (11.10)
2pik0a− arctan 1
k0
− 1
2
H [logG] (k0) = pi
(
m+
1
2
)
, m ∈ Z (odd eigenfunctions) (11.11)
with the large-value λ corresponding to the solutions with small positive values of k0.
For each solution k0 of transcendental equations (11.8)-(11.9) or (11.10)-(11.11), the corresponding
eigenfunction (up to a normalization constant) would be given by (11.7) (with the choice of the
appropriate sign ±). That is, we have explicitly, up to a multiplicative normalization constant,
even eigenfunctions:
f (x) =− 2e
−2piik0a
(k0 − i)X+ (−k0)
(
log Kˆ
)′
(k0)
cos (2pik0x)
+
i
pi
∫
R
e−2piika
(k + i)X+ (k)
 Kˆ (k)
Kˆ (k)− Kˆ (k0)
− 2k0(
k2 − k20
) (
log Kˆ
)′
(k0)
 cos (2pikx) dk,
(11.12)
odd eigenfunctions:
f (x) =− 2ie
−2piik0a
(k0 − i)X+ (−k0)
(
log Kˆ
)′
(k0)
sin (2pik0x)
− 1
pi
∫
R
e−2piika
(k + i)X+ (k)
 Kˆ (k)
Kˆ (k)− Kˆ (k0)
− 2k0(
k2 − k20
) (
log Kˆ
)′
(k0)
 sin (2pikx) dk,
(11.13)
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where X+ and G are given in terms of Kˆ and k0 by (11.6). Note that the pre-trigonometric
factors in the first term of (11.12)-(11.13) simplify due to characteristic equations (11.10)-(11.11)
leading to the form of eigenfunctions as in the statement of Theorem.

11.3 Solution for small A
Theoretical works where the case of small interval is considered are rare but do exist (e.g. see [11])
for the Wiener-Hopf treatment corresponding to a class of inhomogeneous integral equations).
It is convenient to start by rescaling. We denote ϕ (x) := f (ax), η = λ/a and rewrite
equation (11.2) as ∫ 1
−1
K (a (x− t))ϕ (t) dt = ηϕ (x) , x ∈ (−1, 1) . (11.14)
Since the interval A is small, a kernel function can be well approximated by a span of
very few elementary basis functions such as monomials in case of Taylor expansion K (ax) =∑M
m=0
K(m)(0)
m! (ax)
m. This approximation, however, has natural limitations since the resulting
integral operator is of finite rank and hence cannot have more than M+1 eigenfunctions. Clearly,
to reproduce rich enough structure of the original operator, M has to be taken very large.
The idea of our approach is still to take advantage of the fact that only a couple of degrees
of freedom are needed for decent approximation of a kernel function in the neighborhood of
the origin (i.e. on the small interval A), and select a class of functions which is, on one hand,
solvable and, on the other hand, corresponds to a non-degenerate compact operator, that is an
operator with infinite dimensional range.
In particular, as such approximant class, we consider, for x ∈ (−1, 1), a family of functions
Kb,c (x) :=
sin cx
sinh bx
, b, c ∈ R ∪ iR. (11.15)
All integral operators with kernels from the class (11.15) are very special as they remarkably
commute with a differential operator− ddx
(
1− sinh2 bx
sinh2 b
)
d
dx+
(
b2 + c2
)
sinh2 bx
sinh2 b
which is an extremely
rare situation [10, 32]. Due to such commutation, the integral and differential operators possess a
common set of eigenfunctions, and since the spectrum is simple, the original problem is equivalent
to solving a boundary-value ODE problem. Namely, the eigenfunctions are regular solutions of
−
((
1− sinh
2 bx
sinh2 b
)
ϕ′ (x)
)′
+
(
b2 + c2
) sinh2 bx
sinh2 b
ϕ (x) = µϕ (x) , x ∈ (−1, 1) . (11.16)
The condition of finiteness of solution at the endpoints x = ±1 restricts the values of
eigenparameter µ ∈ R to an infinite discrete set. Note that despite sharing the same set of
eigenfunctions, eigenvalues (µn)
∞
n=1 of differential operator are different from eigenvalues (λn)
∞
n
of the original problem (11.2). The latter can be recovered from (11.14) in a numerically stable
way as
λn =
a
∫ 1
−1 ϕn (x)
∫ 1
−1K (a (x− t))ϕn (t) dtdx
‖ϕn‖2L2(−1,1)
, n ∈ N+.
Let us now consider a particular instance of the described approximation procedure.
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In common practical applications a convolution kernel has a “hump” structure, that is
a symmetric function concentrated near the origin. Such behavior can be approximated by
hyperbolic secant function sech x ≡ 1coshx belonging to the considered family (11.15) with b = 2,
c = i. In other words, instead of (11.14), we now consider its approximate version∫ 1
−1
sech (a (x− t))ϕ (t) dt = ηϕ (x) , x ∈ (−1, 1) .
The corresponding ODE is then
−
((
1− sinh
2 ax
sinh2 a
)
ϕ′ (x)
)′
+ 3a2
sinh2 ax
sinh2 a
ϕ (x) = µϕ (x) , x ∈ (−1, 1) .
Upon further approximation for a 1, this ODE becomes((
1− x2)ϕ′ (x))′ + (µ− 3a2x2)ϕ (x) = 0, x ∈ (−1, 1) ..
which is a well-studied equation [24] whose solutions are bounded on [−1, 1] only for special
values µn = χn−1
(√
3a
)
, n ∈ N+ and are expressible as prolate spheroidal wave functions
ϕn (x) = S0(n−1)
(√
3a, x
)
, n ∈ N+ (see [27] for the notation).
The efficiency of such approximation was demonstrated on the Poisson kernel K (x) = 1
1+x2
in [3]. This success might be related to the fact that Fourier transform of both kernels have, in
some sense, similar structure (in Fourier domain), but this has to be investigated further.
11.4 Conclusion
We have described new methods for obtaining asymptotical solutions of convolution integral
equations on a finite interval focussing on a notoriously difficult spectral version of such equation.
When the interval is large, under assumption of even parity of the kernel function, as well
as mild assumptions on its decay and regularity (and with additional simplifying assumptions
on its Fourier transform: positivity and strictly monotonic decay from of the origin), we have
found a closed-form approximation to eigenfunctions of the integral operator and formulated
characteristic equations for eigenvalues of odd and even part of the spectrum. We also pointed
out an alternative form of such transcendental characteristic equations which provides tremendous
simplification in spectrum calculation with respect to previously obtained results for particular
instances of the kernel functions of the considered class. Structural simplicity of eigenfunctions is
also remarkable: away from the interval endpoints they are essentially sine and cosine functions
of special frequencies whereas a more complicated integral term dominates behavior near the
endpoints. Such behavior is not unexpected as it has been observed for a more restrictive class
of kernel functions, namely those rapidly decaying at infinity [12, 16].
While the situation for small intervals is theoretically and practically less interesting, we
attempt to make some contribution by advocating the use of non-orthodox kernel approximation.
Namely, instead of classical finite-rank operator approximation by polynomials or trigonometric
function, we propose to approximate kernel function by a function from a 2-parameter function
family that corresponds to a set of compact self-adjoint operators posessing an infinite set of
eigenfunctions. The advantage of the selected function family is that it allows reducing the
integral equation to an ODE problem, and in some cases solutions are readily available in terms
of known special functions. In view of rather standard behavior of general smooth kernel function
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near the origin, a suitable approximant from the considered family would suffice to reproduce the
main features of the integral operator better than its low dimensional spectral approximation.
In this work, we have only outlined a solution procedure focussing on constructive aspects
and providing intuitive justification whereas details, rigorous proofs and study of approximation
properties are not given here. For example, from a structure of the neglected term in our
large-interval approximation (which we did not even write), it is clear that the faster K decays
at infinity, the better is the approximation, but it is necessary to quantify this precisely and
propagate this error of approximation of auxiliary problem into the estimates of the final error
terms δ
(e)
n,a, δ
(o)
n,a,
∥∥∥E(e)n,a∥∥∥
L∞(A)
,
∥∥∥E(o)n,a∥∥∥
L∞(A)
appearing in the formulation of Theorem 1. The
errors in the small interval case should be estimated as well.
We are confident that presented results can be extended (at the expense of more cumbersome
expressions) to even more general class of kernels encompassing those whose Fourier transforms
do not necessarily decay strictly monotonically. Additonally, we expect that some of the
assumptions can be tightened (e.g. assuming Kˆ ∈ L1 (R) instead of K ∈ C1 (R)).
Detailed account of study of these aspects will be published separately elsewhere [25].
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Chapter 12
On united boundary-domain integral
equation for variable coefficient
Neumann problem with general right
hand side
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Abstract. The Neumann boundary value problem (BVP) for the linear stationary diffu-
sion second order elliptic Partial differential equation with variable coefficient is reduced to
a direct boundary-domain integral equation (BDIE) using an appropriate parametrix (Levi
function). The PDE right hand side belongs to the Sobolev space H˜−1(Ω), when neither
classical nor canonical co-normal derivatives are well defined. Solvability, solution unique-
ness/non uniqueness, and equivalence of the BDIE to the original BVP, as well as invertibility
of the associated operators are analysed in Sobolev (Bessel potential) spaces. It is shown
that the BDIE operator for the Neumann BVP are not invertible, and appropriate finite-
dimensional perturbations are constructed leading to invertibility.
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12.1 Introduction
Many applications in science and engineering can be modelled by boundary-value problems
(BVPs) for partial differential equations with variable coefficients. Reduction of the BVPs with
arbitrarily variable coefficients to explicit boundary integral equations is usually not possible,
since the fundamental solution necessary for such reduction is generally not available in an
analytical form (except for some special dependence of the coefficients on coordinates). Using a
parametrix (Levi function) as a substitute of a fundamental solution, it is possible however to
reduce such a BVP to a boundary-domain integral equation (see, e.g., [12, Sect. 18], [17, 18],
where the Dirichlet, Neumann and Robin problems for some PDEs were reduced to indirect
BDIEs). However, many questions about their equivalence to the original BVP, solvability,
solution uniqueness and invertibility of corresponding integral operator remained open for rather
long time.
Let Ω be a bounded open three-dimensional region of R3. For simplicity, we assume that the
boundary ∂Ω is a simply connected, closed, infinitely smooth surface. Let a ∈ C∞(Ω), a(x) > 0
for x ∈ Ω.
We consider the scalar elliptic differential equation, which for sufficiently smooth u has the
following strong form
Au(x) := A(x, ∂x)u(x) :=
3∑
i=1
∂
∂xi
(
a(x)
∂u(x)
∂xi
)
= f(x), x ∈ Ω (12.1)
where u is an unknown function and f is a given function in Ω.
In what follows D(Ω) := C∞comp(Ω) denotes the space of Schwartz test functions, and D∗(Ω)
denotes the space of Schwartz distributions, Hs(Ω) = Hs2(Ω), H
s(∂Ω) = Hs2(∂Ω) are the
Bessel potential spaces, where s ∈ R (see, e.g., [4, 10]). We recall that Hs coincide with
the Sobolev-Slobodetski spaces W s2 for any non-negative s. We denote by H˜
s(Ω) the subspace
of Hs(R3), H˜s(Ω) := {g : g ∈ Hs(R3), supp g ⊂ Ω}. And the space Hs(Ω) denotes the space of
restriction on Ω of distributions from Hs(R3), Hs(Ω) = {rΩg : g ∈ Hs(R3)} where rΩ denotes
the restriction operator on Ω. We denote the space Hs∂Ω by H
s
∂Ω := {g : g ∈ Hs(R3), suppg ⊂ Ω}.
12.2 Co-normal Derivative and the Boundary Value Problem
For u ∈ H1(Ω), the partial differential operator A is understood in the sense of distributions,
〈Au, v〉Ω := −E(u, v) ∀v ∈ D(Ω) (12.2)
where
E(u, v) :=
∫
Ω
a(x)∇u(x) · ∇v(x)dx
and the duality brackets 〈g, ·〉Ω denote the value of a linear functional (distribution) g, extending
the usual L2 dual product.
Since the set D(Ω) is dense in H˜1(Ω), formula (12.2) defines (cf. e.g. [20, Section 3.1]), the
continuous linear operator A : H1(Ω)→ H−1(Ω) = [H˜1(Ω)]∗, where
〈Au, v〉Ω := −E(u, v) ∀v ∈ H˜1(Ω).
Let us also consider the different operator, Aˇ : H1(Ω)→ H˜−1(Ω) = [H1(Ω)]∗
〈Aˇu, v〉Ω = −E(u, v) (12.3)
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which is evidently continuous and can be written as
Aˇu := ∇ · E˚[a∇u]
Here E˚ denotes the operator of extension of functions, defined in Ω, by zero outside Ω in R3.
For any u ∈ H1(Ω), the functional Aˇu belongs to H˜−1(Ω) and is an extension of the functional
Au ∈ H−1(Ω) which domain is thus extended from H˜1(Ω) to the domain H1(Ω) for Aˇu.
From the trace theorem (see, e.g., [4, 5, 10]) for u ∈ H1(Ω), it follows that γ+u ∈ H 12 (∂Ω),
where γ+ := γ+∂Ω is the trace operator on ∂Ω from Ω. Let also γ
−1 : H
1
2 (∂Ω) −→ H1(Ω)
denote a (non-unique) continuous right inverse to the trace operator γ+, i.e., γ+γ−1w = w
for any w ∈ H 12 (∂Ω), and (γ−1)∗ : H˜−1(Ω) −→ H− 12 (∂Ω) is the continuous operator dual
to γ−1 : H
1
2 (∂Ω) −→ H1(Ω), i.e., 〈(γ−1)∗f˜ , w〉∂Ω := 〈f˜ , γ−1w〉Ω for any f˜ ∈ H˜−1(Ω) and
w ∈ H 12 (∂Ω).
For u ∈ H2(Ω), we can denote by T c+ the corresponding classical (strong) co-normal
derivative operator on ∂Ω in the sense of traces,
T c+u(x) :=
3∑
i=1
a(x)n+i (x)γ
+
(
∂u(x)
∂xi
)
= a(x)γ+
(
∂u(x)
∂n(x)
)
where n+(x) is the outward (to Ω) unit normal vectors at the point x ∈ ∂Ω. However the classical
co-normal derivative operator is generally not well defined if u ∈ H1(Ω) (cf. an example in [15,
Appendix A]).
Let u ∈ H1(Ω) and Au = rΩf˜ in Ω for some f˜ ∈ H˜−1(Ω). Then one can correctly define the
generalised co-normal derivative T+(f˜ , u) ∈ H− 12 (∂Ω) with the help of Green’s formula (cf., for
example, [10, Lemma 4.3], [20, Definition 3.1]),
〈T+(f˜ , u), w〉
∂Ω
:= 〈f˜ , γ−1w〉Ω + E(u, γ−1w) = 〈f˜ − Aˇu, γ−1w〉Ω ∀w ∈ H 12 (∂Ω). (12.4)
By ([10, Lemma 4.3]), ([20, Theorem 5.3]), we have the estimate∥∥∥T+(f˜ , u)∥∥∥
H−
1
2 (∂Ω)
6 C1
∥∥∥u∥∥∥
H1(Ω)
+ C2
∥∥∥f˜∥∥∥
H˜−1(Ω)
and the first Green identity holds in the following form for u ∈ H1(Ω) such that Au = rΩf˜ in Ω
for some f˜ ∈ H˜−1(Ω),
〈T+(f˜ , u), γ+v〉
∂Ω
= 〈f˜ , v〉Ω + E(u, v) = 〈f˜ − Aˇu, v〉Ω ∀v ∈ H1(Ω). (12.5)
As follows from Definition (12.4), the generalized co-normal derivative is non-linear with respect
to u for a fixed f˜ , but still linear with respect to the couple (f˜ , u).
Let us also define some subspaces of Hs(Ω), cf. [9, 19, 20, 13].
Definition 1 Let s ∈ R and A∗ : Hs(Ω) −→ D∗(Ω) be a linear operator. For t ≥ −12 , we
introduce the space Hs,t(Ω;A∗) := {g : g ∈ Hs(Ω) : A∗g|Ω = f˜g|Ω , f˜g ∈ H˜t(Ω)} endowed with
the norm ‖g‖Hs,t(Ω;A∗) :=
(
‖g‖2Hs(Ω) + ‖f˜g‖2H˜t(Ω)
) 1
2
.
The distribution f˜g ∈ H˜t(Ω), t ≥ −12 in the above definition is an extension of the distribution
A∗g|Ω ∈ Ht(Ω), and the extension is unique (if it does exist) since any distribution from the
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space Ht(R3) with a support in ∂Ω is identical zero if t ≥ −12 (see e.g. [[10], lemma 3.39], [[20],
Theorem 2.10]). We denote this extension as the operator A˜∗, i.e., A˜∗g = f˜g. The uniqueness
implies that the norm ‖g‖Hs,t(Ω;A∗) is well defined.
We will mostly use the operators A or ∆ as A∗ in the above definition. Note that since
Au− a∆u = ∇a · ∇u ∈ L2(Ω) for u ∈ H1(Ω), we have H1,− 12 (Ω;A) = H1,− 12 (Ω; ∆).
For u ∈ H1,− 12 (Ω;A), we define the canonical co-normal derivative T+u ∈ H− 12 (∂Ω) (cf. [13,
Definition 6.5]),
〈T+u,w〉
∂Ω
:= 〈A˜u, γ−1w〉Ω + E(u, γ−1w) = 〈A˜u− Aˇu, γ−1w〉Ω ∀w ∈ H 12 (∂Ω). (12.6)
By Theorem 3.9 in [20] and Theorem 6.6 in [13] the canonical co-normal derivatives T+u is
independent of (non-unique) choice of the operator γ−1, the operator T+ : H1,−
1
2 (Ω;A) −→
H−
1
2 (∂Ω) is continuous, and the first Green identity holds in the following form,
〈T+u, γ+v〉
∂Ω
:= 〈A˜u, v〉Ω + E(u, v) ∀v ∈ H1(Ω). (12.7)
The operator T+ : H1,t(Ω;A) −→ H− 12 (∂Ω) in Definition (12.6) is continuous for t ≥ −12 . The
canonical co-normal derivative is defined by the function u and operator A only and does not
depend separately on the right hand side f˜ (i.e. its behaviour on the boundary), unlike the
generalized co-normal derivative defined in (12.4) and the operator T+ is linear in u.
For u ∈ H1,− 12 (Ω;A). Then Definitions (12.4) and (12.6) imply that the generalized co-normal
derivative for arbitrary extension f˜ ∈ H˜−1(Ω) of the distributions Au can be expressed as
〈T+(f˜ , u), w〉
∂Ω
:= 〈T+u,w〉
∂Ω
+ 〈f˜ − A˜u, γ−1w〉Ω ∀w ∈ H 12 (Ω). (12.8)
If u ∈ H1(Ω) and v ∈ H1,0(Ω;A), then swapping over the roles of u and v in (12.7), we obtain
the first Green identity for v,
E(u, v) +
∫
Ω
u(x)Av(x)dx = 〈T+v, γ+u〉∂Ω. (12.9)
If, in addition, Au = f˜ in Ω, where f˜ ∈ H˜−1(Ω), then according to definition of T+(f˜ , u) in
(12.5), the second Green identity can be written as
〈f˜ , v〉Ω −
∫
Ω
u(x)Av(x)dx = 〈T+(f˜ , u), γ+v〉∂Ω − 〈T+v, γ+u〉∂Ω. (12.10)
If moreover, u, v ∈ H1,0(Ω;A), then we arrive at the familiar form of the second Green identity
for the canonical extension and canonical co-normal derivatives∫
Ω
[v(x)Au(x)− u(x)Av(x)]dx = 〈T+u, γ+v〉∂Ω − 〈T+v, γ+u〉∂Ω. (12.11)
12.3 Parametrix and Potential Type Operators
A function P (x, y) is a parametrix (the Levi function) for the operator A(x, ∂x) if
A(x, ∂x)P (x, y) = δ(x− y) +R(x, y), (12.12)
where δ(.) is the Dirac distribution and R(x, y) possesses a weak singularity at x = y.
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It is easy to see that for the operator A(x, ∂x) given by the left hand side in (12.1), the
function
P (x, y) =
−1
4pia(y)|x− y| , x, y ∈ R
3, (12.13)
is a parametrix and the corresponding remainder function is
R(x, y) =
3∑
i=1
xi − yi
4pia(y)|x− y|3
∂a(x)
∂xi
, x, y ∈ R3 (12.14)
Evidently, the parametrix P (x, y) given by (12.13) is related with the fundamental solution to the
operator A(y, ∂x) := a(y)∆(∂x) with the “frozen” coefficient a(x) = a(y) and A(y, ∂x)P (x, y) =
δ(x− y).
Let a ∈ C∞(R3) and a > 0 a.e. in R3. For scalar functions g, for which the integrals have
sense, the parametrix-based volume potential operator and the remainder potential operator,
corresponding to parametrix (12.13) and remainder (12.14) are defined as
Pg(y) :=
∫
R3
P (x, y)g(x)dx, y ∈ R3
Pg(y) :=
∫
Ω
P (x, y)g(x)dx, y ∈ Ω
Rg(y) :=
∫
Ω
R(x, y)g(x)dx, y ∈ Ω
The single and double layer surface potential operators, are defined as
V g(y) := −
∫
∂Ω
P (x, y)g(x)dSx, y /∈ ∂Ω (12.15)
Wg(y) := −
∫
∂Ω
[T (x, n(x), ∂x)P (x, y)]g(x)dSx, y /∈ ∂Ω (12.16)
where the integrals are understood in the distributional sense if g is not integrable.
The corresponding boundary integral (pseudodifferential) operators of direct surface values
of the single layer potential V and of the double layer potentialW, and the co-normal derivatives
of the single layer potential W ′ and of the double layer potential L+, for y ∈ ∂Ω are
Vg(y) := −
∫
∂Ω
P (x, y)g(x)dSx, (12.17)
Wg(y) := −
∫
∂Ω
[T+x P (x, y)]g(x)dSx (12.18)
W ′g(y) := −
∫
∂Ω
[T+y P (x, y)]g(x)dSx, (12.19)
L+g(y) := T+Wg(y). (12.20)
When integrals in (12.15)-(12.19) are not well defined, they can be understood, e.g., as pseudo-differential
operators or dual forms.
From definitions (12.13), (12.15), (12.16) one can obtain representations of the parametrix-based
potential operators in terms of their counterparts for a = 1 (i.e. associated with the Laplace
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operator ∆), which we equip with the subscript ∆, cf. [2],
Pg =
1
a
P4g, Pg = 1
a
P4g, Rg = −1
a
3∑
i=1
∂iP4[g(∂ia)], (12.21)
V g =
1
a
V4g, Wg =
1
a
W4(ag), (12.22)
Vg = 1
a
V4g, Wg = 1
a
W4(ag), (12.23)
W ′g =W ′4g +
[
a
∂
∂n
(
1
a
)]
V4g, (12.24)
L±g = L4(ag) +
[
a
∂
∂n
(
1
a
)]
W±4(ag). (12.25)
The jump relations as well as mapping properties of potentials and operators are well known for
the case a = const. They were extended to the case of variable coefficient a(x) in [2].
12.4 The Third Green Identity and Integral Relations
For u ∈ H1(Ω) and v(x) = P (x, y), where the parametrix P (x, y) is given by (12.13), the
following generalised third Green identity can be obtained from (12.4), (12.3), (12.12), see [15,
Theorem 4.1], [14, Theorem 4.1],
u+Ru+Wγ+u = PAˇu in Ω,
where
PAˇu(y) := 〈Aˇu, P (., y)〉Ω = −E(u, P (., y)) = −
∫
Ω
a(x)∇u(x) · ∇xP (x, y)dx.
If Au = f˜ |Ω in Ω, where f˜ ∈ H˜−1(Ω), then the generalised third Green identity takes the
following form,
u+Ru− V T+(f˜ , u) +Wγ+u = P f˜ in Ω, (12.26)
For some functions f˜ ,Ψ and Φ, let us consider a more general “indirect” integral relation
associated with equation (12.26).
u+Ru− VΨ +WΦ = P f˜ in Ω (12.27)
The following statement proved in [15, Lemma 4.2] (see also [14, Lemma 4.2] for Lipschitz
domains and more general spaces and coefficients) extends Lemma 4.1 from [2], where the
corresponding assertion was proved for f˜ ∈ L2(Ω).
Lemma 1 Let u ∈ H1(Ω), f˜ ∈ H˜−1(Ω),Ψ ∈ H− 12 (∂Ω),Φ ∈ H 12 (∂Ω) satisfy equation (12.27).
Then
Au = rΩf˜ in Ω, (12.28)
rΩV (Ψ− T+(f˜ , u)− rΩW (Φ− γ+u) = 0 in Ω, (12.29)
The following statement was proved in [2, Lemma 4.2].
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Lemma 2 .
(i) If Ψ∗ ∈ H− 12 (∂Ω) and rΩVΨ∗ = 0 in Ω, then Ψ∗ = 0.
(ii) If Φ∗ ∈ H 12 (∂Ω) and rΩWΦ∗ = 0 in Ω, then Φ∗ = 0.
Let us now generalise Theorem 5.1 from [8] to the right hand side f˜ ∈ H˜−1(Ω).
Theorem 1 Let f˜ ∈ H˜−1(Ω). A function u ∈ H1(Ω) is a solution of PDE Au = f˜ |Ω in Ω if
and only if it is a solution of boundary-domain integro-differential equation (12.26).
Proof: If u ∈ H1(Ω) solves PDE Au = f˜ |Ω in Ω, then it satisfies (12.26). On the other hand,
if u ∈ H1(Ω) solves boundary-domain integro-differential equation (12.26), then using Lemma 1
with Ψ = T+(f˜ , u), Φ = γ+u we obtain that u satisfies (12.28), which completes the proof. 
12.5 United boundary-domain integral equation for the Neu-
mann problem
We will consider the following Neumann boundary value problem. Find a function u ∈ H1(Ω)
satisfying the conditions
Au = rΩf˜ in Ω, (12.30)
T+(f˜ , u) = ψ0 on ∂Ω. (12.31)
where f˜ ∈ H˜−1(Ω), ψ0 ∈ H− 12 (∂Ω).
Equation (12.30) is understood in the distributional sense and the Neumann boundary
condition (12.31) is understood in the weak sense (12.5). The following assertion is well-known
and can be proved e.g. using variational settings and the Lax-Milgram Lemma.
Theorem 2 (i) The Neumann homogeneous problem, associated with (12.30)-(12.31), admits
only one linearly independent solution u0 = 1 in H1(Ω).
(ii) The non-homogeneous Neumann problem (12.30)-(12.31) is solvable if and only if the fol-
lowing solvability condition is satisfied
〈f˜ , u0〉Ω − 〈ψ0, γ+u0〉∂Ω = 0 (12.32)
The united BDIE for the Neumann problem with respect to the unknown function u has the
following form which is similar to the corresponding BDIE in [8] and for localised BDIE system
in [7].
BDIE(N): Taking (12.26) in the domain, substituting boundary condition (12.31) we derive
the following BDIE(N) for u ∈ H1(Ω) :
u+Ru+Wγ+u = FN in Ω (12.33)
where
FN = P f˜ + V ψ0 (12.34)
Due to the mapping properties of operators involved in (12.33) we have FN ∈ H1(Ω).
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12.6 Equivalence and Invertibility Theorem
Theorem 3 Let f˜ ∈ H˜−1(Ω), ψ0 ∈ H− 12 (∂Ω).
(i) If a function u ∈ H1(Ω) the Neumann problem (12.30)-(12.31) in Ω. The function u solves
also BDIE (12.33).
(ii) Vice versa, if a function u ∈ H1(Ω) solves the BDIE (12.33). The function u solves also
Neumann boundary value problem (12.30)-(12.31) in Ω.
(iii) The homogeneous BDIE(N) has unique linear independent solution u0 = 1 in H1(Ω).
Condition (12.32) is necessary and sufficient for solvability of the non-homogeneous BDIE
(N) in H1(Ω).
Proof:
i) Let u ∈ H1(Ω) be a solution of the Neumann problem (12.30)-(12.31). Then due to the
third Green identity (12.26), we immediately obtain that u solves BDIE (12.33).
ii) Conversely, let u ∈ H1(Ω) solve BDIE (12.33). Then Lemma 1 for equation (12.33) implies
that u is a solution of equation (12.30) and V (ψ0−T+(f˜ , u)) = 0 in Ω. Lemma 2 (i) implies
the Neumann boundary condition (12.31) satisfied for u.
iii) Theorem 2 along with item (i) and (ii) imply the claims of item (iii) for BDIE (12.33).

Let us write BDIE (N) as
ANu := u+Ru+Wγ+u = FN in Ω
where
FN = P f˜ + V ψ0
Theorem 4 The operator
AN : H1(Ω) −→ H1(Ω) (12.35)
is continuous. Moreover, the kernel (null-space) of this operator is spanned by the element u0 = 1
and thus the kernel of the operator is one-dimensional.
Proof: The mapping properties of the potentials, imply continuity of operator (12.35). By
Theorem 3 (iii), kerAN is one-dimensional and is spanned over the element u = 1. i.e., the
equivalence Theorem 3 and Theorem 2 imply that the homogeneous BDIE (12.33) have only
one linear independent solution u0 = 1 in H1(Ω). Indeed, consider for example, the homogeneous
equationANu = 0. Its zero right hand side FN = 0 can be represented (12.34) as interms of f˜ = 0
and ψ0 = 0. Then by Theorem 3 (ii), u is a solution of the Neumann problem (12.30)-(12.31)
with the right hand sides f = 0 and ψ0 = 0, which has only the one linearly independent solution
u = 1, due to Theorem 2. 
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The following Theorem describes the range of the operator AN , i.e give more information
about cokernel of this operator. The proof is similar to the proof in [15]. Let γ∗ : Hs−
3
2 (∂Ω) −→
Hs−2∂Ω denote the operator adjoint to the trace operator γ : H
2−s(R3) −→ H 32−s(∂Ω) for s < 32 .
Theorem 5 The cokernel of operator (12.35) is spanned over the functional g∗N ∈ H˜−1(Ω)
defined as
g∗N := −aγ+∗V−1∆ γ+u0 (12.36)
where u0 = 1.
12.7 Perturbation of the BDIE (N)
Theorem 3 implies, that even when the solvability condition (12.32) is satisfied, the solution of
the BDIE (N) is not unique. By Theorem 5.3, in turn, the BDIE left hand side operator AN has
non-zero kernels and thus are not invertible. To find a solution u from uniquely solvable BDIE
with continuously invertible left hand side operator, let us consider, following [11], some BDIE
obtained from BDIE (N) by finite-dimensional operator perturbations cf.[7, 16]. Therefore, let
us introduce the perturbed counterparts of the BDIE (N):
AˆNu = FN (12.37)
where
AˆN := AN + A˚N and A˚Nu(y) := g0(u)GN (y) = 1|∂Ω|
∫
∂Ω u(x)dS
(
a−1(y)u0(y)
)
that is,
g0(u) := 1|∂Ω|
∫
∂Ω u(x)dS, GN (y) := a−1(y)u0(y) with u0 = 1, and |∂Ω| :=
∫
∂Ω dS.
Theorem 6 (i) The operator AˆN : H1(Ω) −→ H1(Ω) is continuous and continuously invert-
ible.
(ii) If condition g∗N (FN ) = 0 (or condition (12.32) for FN in the form (12.34) is satisfied,
then the unique solution of perturbed BDIE (12.37) gives a solution of original BDIE (N)
such that
g0(u) =
1
|∂Ω|
∫
∂Ω
u(x)dS = 0.
Proof: For the functional g∗N given by (12.36) in Theorem 5, since the operator V−1∆ :
H
1
2 (∂Ω) −→ H− 12 (∂Ω) is positive definite and u0 = 1, there exists a positive constant C such
that
g∗N (GN ) = 〈−aγ+∗V−1∆ γ+u0, a−1u0〉Ω = − 〈V−1∆ γ+u0, γ+u0〉∂Ω
≤ −C ‖ γ+u0 ‖2
H
1
2 (∂Ω)
≤ −C ‖ γ+u0 ‖2L(∂Ω)= −C|∂Ω|2 < 0
On the other hand for u0 = 1 in H1(Ω)
g0(u0) =
1
|∂Ω|
∫
∂Ω
u0dS = 1.
Hence Lemma 2 from [11] implies the Theorem claims. 
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12.8 Conclusion
In this paper, we have considered the interior Neumann Boundary value problem for a variable
coefficient PDE in a bounded domain, where the right hand side function is from H˜−1(Ω) and the
Neumann data from the space H−
1
2 (∂Ω). The BVP was reduced to a BDIE and the equivalence
to the orginal BVP was shown. The null space of the corresponding BDIE are not trivial.
Moreover, the BDIE are neither uniquely nor unconditionally solvable. The kernel and cokernel
of this operator was analysed, and appropriate finite dimensional perturbation is constructed to
make the perturbed operator invertible and provide a solution of the original BDIE and of the
Neumann BVP.
In a similar way one can consider also the BDIEs for other BVP problems in interior and
exterior domains, united BDIEs as well as the localised BDIEs, which were analysed in [1, 2, 3,
6, 8].
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Chapter 13
BEM for stress concentration and
fracture analysis (from jet turbine
blades to dental implants)
M.N. Perelmuter
Ishlinsky Institute for Problems in Mechanics RAS
Vernadsky avenue 101-1, Moscow, 119526, Russia.
Abstract. The direct boundary integral equation method in the multi-domain formulation
is used for solution stress concentration and fracture mechanics problems. Several 3D prob-
lems for load-bearing parts of aviation jet engine with stress concentrators of complex shape
have been studied. 2D stress analysis of dental implants with screw connection between
implant and bone was also performed.
13.1 Introduction
Holes, notches, grooves and fillets of various shapes and orientations widely used in modern
designs. Among them through - thickness holes with axes inclined to surface (oblique holes) are
widely used in cylindrical and spherical shells, jet turbine blades and disks [6, 8]. The stress state
is triaxial in nature at the neighborhood of such complex shape stress concentrators and these
problems should be considered as the three-dimensional ones. General analytical solutions for
stress distributions around stress concentrators exist only for a few two-dimensional problems.
For essential three-dimensional stresses concentration problems (for example, oblique holes)
analytical solutions do not exist and only experimental analysis, approximate evaluations and
numerical modelling can be used [16]. Stress concentration near one oblique hole or arrays of
such holes have been analyzed by photoelasticity method [17, 18, 9]. The problems with one
oblique hole in flat plates and in thick-walled cylinders were considered with finite and boundary
element methods [10, 7, 1].
In this paper the results of numerical analysis of 2D/3D problems for some technical structures
with stress concentrators of complex shape and cracks are presented. 2D stress analysis of dental
implants with screw connection between implants and bones was also performed. The direct
boundary integral equations (DBIE) method in the multi-domain formulation [2] is used as
the computation tool. The DBIE for elastostatic problems were written using the fundamental
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Figure 13.1: Plate with the oblique hole, α = 30◦,
W/T = 10, T/R = 2, |Z| ≤ T/2, boundary ele-
ments model of plate half, number of nodes - 194.
Figure 13.2: Normal stress distribution over thick-
ness of the plate with the oblique hole (along line
AB, Fig. 13.1), η = (Z/T ) + 0.5, uniaxial tension.
solutions for isotropic and anisotropic materials [14]. The DBIE multi-domain formulation
is applied for modelling of multi-material structures with interfacial cracks. Boundaries of
the whole structure subregions are subdivided into isoparametric boundary elements for DBIE
numerical solution. Special singular quarter-points boundary elements for modelling asymptotic
of displacements and stresses are placed near the crack tips (or along the crack front).
The numerical procedure including the anisotropic fundamental solutions computation has
been developed as the author’s computer code for the analysis of 2D/3D and axially-symmetrical
thermo-elastic multi-material problems. Details of the numerical algorithm and some results for
different problems presented in [4, 12, 13]. This author’s software have been also used to obtain
all results presented in this paper.
13.2 Cooling holes in turbine blades walls
Jet turbine blades have very high operational temperature. Holes with axis inclined to a detail
wall surfaces are widely used to supply cooling air for decreasing temperature of blades. We will
consider plates with oblique and conical holes as a model of cooling holes in turbine blade walls.
Stress concentration analysis for some plates with oblique and conical holes has been performed
for different angles of the hole axis obliquity. All computations were performed for Poisson’s
ratio ν = 0.3 under uniaxial tension loading σ0.
At first, we consider the computation results for in-plane uniaxial tension of the plate with
one oblique hole. Note, that the sections set of this plate, parallel to its surface, content ellipses
with semi-axes a = R and b = Rsinα, where R is the radius of cylindrical surface. The plane
XOZ is the plane of symmetry for uniaxial plate tension in the directions OX and OY . The
boundary element model with accounting of the problem symmetry is presented in Fig. 13.1, axis
OY is the normal to the plane XOZ. The computational analysis has been shown that under
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Figure 13.3: Plate with the oblique hole and
cracks, number of nodes - 416, α = 45◦,
W/T = 10, T/R = 1, a/2T = 0.25.
Figure 13.4: SIF distribution over the crack front,
uniaxial tension normal to cracks faces.
uniaxial tension in the direction OY (orthogonal to the hole axis) for hole obliquity angles more
then 75◦ the position of the normal stress maximum (σy ) occurs at the plate middle section
(see Fig. 13.2). If the hole axis turns in the plane normal to the direction of tensile loading, then
the position of the normal stress maximum is shifted to the hole acute-angled edge (for angles
less then 75◦). For tension in the orthogonal direction OX the largest stress σy is compressive
and occurs also at the hole acute-angled edge.
The distribution of normal stresses along the edge of an inclined hole is highly non-uniform
(see Fig. 13.2). The most likely is formation of cracks emanating from the sharp edge of the
hole. Taking this into account, plates with two angular cracks, emanating from sharp edges
of the hole were analyzed. Plate sizes are: R/W = 0.1, T/R = 1 and a/2T = 0.25. The
corresponding discrete model of the plate is shown in Fig. 13.3. The hole inclination angles are
α = 90◦, 60◦, 45◦, 30◦. Normal tensile loads were applied on the external plate face (y = W/2)
parallel to the crack plane. The SIF distributions along the crack front from the hole surface
(ϕ = 0) to the outer surface of plate are shown in Fig. 13.4. The SIF values are maximal at
the hole surface, with K1(0) = (1.5 − 1.8)K1(pi/2). The most likely, formation and growth of
cracks can be occurred along the oblique hole axis. It should be noted, that for problems with
cracks emanating from oblique hole published results were not found. At α = 90◦, the results
are qualitatively agreed with the data for two symmetric corner cracks [5, 11].
The rounding of holes edges is used to decrease the stress concentration at the hole acute-angle.
To assess this effect computations by BIEM were performed for plates with rounded edges of
oblique holes (see Fig. 13.8), where % is the radius of rounding and values of %/T = 0.25; 0.125
were used. The boundary conditions for this task are similar to the previous problems (see
Fig. 13.1 and Fig. 13.3). The computation results are presented in Fig. 13.5. For rounded hole
edges the normal stress at the plate surface becomes less than for an acute angle of the hole. The
position of the stress maximum shifts along the hole axis away of the hole edge in the distance
about rounded radius. For α = 90◦ and α = 60◦ the decreasing of the stress maximum is not
very noticeable (see see Fig. 13.2). If α = 45◦ and α = 30◦ the decreasing of the stress maximum
is more noticeable, it is up to 20% for α = 30◦.
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Figure 13.5: Plate with the hole rounded edge,
W/T = 10, T/R = 2, α = 45◦, %/T = 0.25, number
of nodes - 200, tension is transversally to the hole
axis.
Figure 13.6: Normal stress distribution over thick-
ness of the plate (along line AB, Fig. 13.5), rounded
edge of hole, %/T = 0.25, η = Z/T , 0 ≤ Z ≤ T .
Effects analogous to those observed at the oblique holes edges are also possible near the edges
of conical holes. To check this effect numerical analysis of the stress state under uniaxial tension
was performed for flat plates with holes in the form of a truncated cone. The radius of the
small circle of the truncated cone was assigned equal to the size of small semi-axis of the oblique
hole elliptical section. The boundary element model of the plate quarter (with accounting the
problem symmetry) for one of the calculation variants is shown in Fig. 13.7. The tensile stresses
distribution along the plate thickness as a function of the hole generatrix slope are shown in
Fig. 13.8. In the acute edge zone of the conical hole, as in the case of oblique holes, a considerable
stress concentration is observed. The maximum of stress is lower at the conical holes acute edge
than on the acute edge of the ”ordinary” oblique hole.
13.3 Cooling holes and locking-joints in jet engines disks
Oblique holes in turbine disks rim serve to supply of cooling air to blades. The angle between the
axis of the cooling hole and the radial direction usually does not exceed β = 20◦ (see Fig. 13.9),
which corresponds to α ∼ 70◦ (see Fig. 13.1). The effect of the hole axis inclination on the stress
concentration for such angles is relatively small (see Fig. 13.2). The predominant effect in this
case is intersection of the stress concentrators (hole and groove) in the hole transition zone at
the groove for attaching of the blade tail. A simplified boundary element model of this problem
with the oblique hole and the part of the groove for the blade attaching is shown in Fig. 13.10.
On the rear invisible part of the model (Fig. 13.9) uniform tensile loading, simulating the action
of circumferential stresses, was applied. On the lower invisible part of this model surface and in
the plane passing through the axis of the hole, normal displacements and tangential tractions
were assumed to be zero. The sides and top faces of the model, as well as the hole surface,
were assumed to be as free of loads. The computation with DBIE gives the normal stress
concentration coefficient on the hole edge in the zone intersection between the hole and groove
as K = 8.02. This value is rather high and the hole and groove intersection zone should be
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Figure 13.7: Plate with a conical hole, the cone
generatrix slope is α = 45◦, boundary element
model, number of nodes - 200, uniaxial tension.
Figure 13.8: Distribution of normal stress over
thickness of the plate at the hole edge, the cone
generatrix slope variation, η = Z/T , 0 ≤ Z ≤ T .
modified to increase the structure durability.
Inclined dovetail-type locking joints (see Fig. 13.11a) are used to fasten compressor blades
to disks. The stress concentration in such joints occurs at the base of the fillet (or inter-gap
lug) under the action of operational loads. The fillet orientation (or inter-gap lug) relatively
the disk rotation axis is determined by the angle between the axis of fillet and the disk rotation
axis (installation angle). The stress concentration maximum in structures with inclined fillets
occurs near sharp edges, similarly to sharp edges of inclined holes. The study of the stress
concentration dependence on the fillet installation angle was performed on the model of the disk
lug (2 subregions, see Fig. 13.11b). The blade contact forces distribution along the lug surfaces
(in height and length) was assumed to be uniform. The contact stress value was determined by
solving 2D contact problem. On the cut surfaces along the disk profile (the visible part of the
surface is covered with shading, Fig. 13.11b), constant circumferential stresses were applied. The
radial displacements obtained from solving the axisymmetric stress problem were applied on the
cut surface across the disk profile. The remain surface part was free of load. The calculation is
performed for the installation angles α = 0, 10◦, 21◦, 30◦, 40◦, 50◦. With the increasing of the
installation angle, the value of the contact stresses was decreased to maintain the same value
of the stresses acting on the disk lug. The isolines of the direct stresses on the edge surfaces
of the disk lug for α = 0 and α = 21◦ (the actual installation angle for the disk) are shown
in Fig. 13.12. For direct lug (α = 0), the stress distribution is symmetric. At an installation
angle of α = 21◦, a significant stress concentration is observed on the sharp edge of the disk lug.
Stress concentration factor relatively direct lug is about SCF = 1.5.
13.4 Dental implants with screw connection to bones
Currently, the target of stresses analysis is shifted to biomechanical problems. Among them the
big part is occupied by problems of stress concentration analysis in dental implants [3, 15].
We consider the stress analysis of dental implants with screw connection between implants
and bones. Screw implants provide good osseointegration at the implant-bone tissue interface.
Stress analysis in dental implants is performed in two stages: 1) analysis of the structure as
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Figure 13.9: a) Photo of the section segment
of the rim a turbine disk with a cooling hole;
b) the simplified sketch of that segment, β =
20◦, R = 3.1mm, R1 = 3R.
Figure 13.10: Boundary elements model of inter-
section zone the cooling hole and the fillet for the
blade attaching , 2 subregions, number of nodes -
574.
a whole with smoothed screw at the junction of an implant with a bone; 2) analysis of stress
concentration in the screwed junction at the interface between an implant and a bone. At the
stage of stress concentration analysis it was assumed that hollows in the cancellous bone have
formed in the bone after the implant is penetrated into it, are conformed to the screw thread
on the implant.
The stress concentration analysis in the joint of an implant and a bone was analyzed under
a vertical compressive load for two type of implants materials: ceramics (E1 = 70GPa) and
titanium (E1 = 113.8GPa). Due to the problem symmetry, the calculations were performed
on a model of half the implant structure (2D, plane strain state). The computational model
contains 4 subregions (the implant, the cancellous bone (E2 = 0.49GPa), the cortical bone
(E3 = 18.1GPa) and the internal canal (E4 = 18.1GPa)) with the total number of nodes
1022 (see Fig. 13.13). On the structure symmetry axis (line MN), the displacement along the
axis OX and the tractions along the axis OY were assumed to be zero. On most part of the
cortical bone outer surface (with the exception of the last segment adjacent to the cervical zone),
the displacement in the directions of the coordinates axes was assumed to be zero (the narrow
dashed strips in Fig. 13.13 are the boundary conditions indicators). A uniformly distributed
compressive load was applied to the upper section of the implant. The distributions of the
relative equivalent von Mises stresses (stresses were normalized by the external load applied
to the implant) along the implant and the cancellous bone boundaries are shown in Fig. 13.14
(for ceramic implant). Stresses along the implant boundary are non-uniformly distributed. The
highest stress concentration is observed in the area of the first thread of the implant. The
stresses in the bone tissue also have nonuniform distribution, but the greatest stresses in the
cancellous bone do not exceed the value of the external stresses applied to the implant. Replacing
the implant material with titanium does not lead to significant changes in the distribution of
stresses, due to a large difference in the elastic modulii of the implants materials (ceramics or
titanium) and the bone tissue.
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Figure 13.11: a) Sketch of compressor disk with fillet for blades attachment, b)- boundary element
model of disk rim part with the oblique edge, installation angle - 21◦, two subregions, number of nodes -
412.
Figure 13.12: Isolines of direct stresses σ1 on the edge section of disk rim part with oblique fillets for
blades attachment - a): installation angle α = 0, b): - installation angle - α = 21◦
13.5 Conclusions
The presented results demonstrate the effectiveness of the boundary elements method for solution
of the complex 2D/3D stress concentration and fracture mechanics problems for wide structures
range. This approach may be equally applied for piecewise homogeneous isotropic and anisotropic
materials. The regions with the highest stress concentration are very dangerous and these places
could very often be as sources of cracks origination. Coatings with self-healing ability will be
effective to prevent fatigue in these zones of structures.
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Figure 13.13: 2D model for the analysis of join the implant and the bone tissue, 4 sub-domains, 1022
nodes (1 - implant, 2 - cancellous bone, 3, 4 - cortical bone), narrow dashed vertical strips in 1, 2, 3, 4 are
corresponded to the slide boundary conditions (ux = ty = 0), dashed strip in 3 is the indicator of the
fixed boundary (ux = uy = 0).
Figure 13.14: Distribution of relative equivalent von Mises stresses σi/σ0 along the boundary of the
analyzed region: a)- ceramic implant; b)- cancellous bone.
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Abstract. The macroscopic behaviour of materials with non-homogeneous microstructure
like composites, bones and concrete is strongly influenced by their material characteristic
lengths. Standard continuum mechanics theories are inherently size independent. Couple-
stress is the simplest generalised continuum mechanics theory that can encompass the possi-
bility of predicting size effects.Its origins date back to the early works of the Cosserat brothers,
and has attracted renewed attention from researchers recently. In this work, we derive a new
set of fundamental solutions in closed form to be used conjointly with the boundary element
method (BEM). A new boundary integral equation arises to obtain the moments and rota-
tions introduced by the couple-stress formulation. We validate our proposed approach with
analytical results obtained by Mindlin.
14.1 Introduction
The macroscopical behaviour of most microstructured materials with non-homogeneous microstructure,
like ceramics, composites, bones and foams is strongly influenced by their material characteristic
lengths, especially in the presence of large stress (or strain) gradients [6]. Relevant size effects
have been found when the representative scale of the deformation field becomes comparable to
the length scale of the microstructure [3]. However, the classical theory of elasticity does not
take the length scale into account, hence size effects are not included in this framework.
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To overcome this limitation, a generalised continuum approach is employed in the present
study based on the theory of couple-stress elasticity (also known as constrained Cosserat theory)
[9, 13]. This theory may be viewed as a first step generalisation of classical elasticity theory
where the strain-energy density and the resulting constitutive relations depend, besides the
usual infinitesimal strains, on rotation gradients. Characteristic material lengths are introduced
through the constitutive formulation showing that the couple-stress theory encompasses the
analytical possibility of size effects, absent from the classical theory.
The boundary element method (BEM) has been largely used in continuum mechanics applications,
especially fracture mechanics [1, 5] and more recently using isogeometric approaches [10]. The
BEM has several advantages, including the boundary-only discretisation and high accuracy,
which are desirable characteristics when studying generalised continuum mechanics problems.
In the present work, we present a BEM for plane-strain problems in isotropic Cosserat materials.
The Green’s functions for a concentrated force and moment are derived in closed form. Additionally,
a new boundary integral equation is introduced since the rotation and the displacements are
independent on the boundary of the body. Our numerical results are compared with known
analytical solutions in the context of couple-stress theory, such as the hole in an infinite space
and a half-space, where the effects of the pertinent Cosserat lengths upon the macroscopic
response of the material are investigated.
14.2 Governing equations
In the couple-stress framework, the equations of equilibrium for a 2D body under plane-strain
conditions are given by:
σ11,1 + σ21,2 + b1 = 0 (14.1)
σ12,1 + σ22,2 + b2 = 0 (14.2)
σ12 − σ21 +m13,1 +m23,2 + Y3 = 0 (14.3)
where σij is the asymmetric stress tensor, m13 and m23 are the non-vanishing components of the
couple-stress tensor, bj represents the body force vector and Y3 is the out-of-plane component
of the body couple. The indeces i and j range from 1 to 3. Also, (, i) stands for the partial
derivative with respect to xi.
The kinematic relations are given by:
ε11 = u1,1; ε22 = u2,2; ε12 = ε21 =
1
2
(u1,2 + u2,1) (14.4)
ω =
1
2
(u2,1 − u1,2) ; κ13 = ω,1; κ23 = ω,2 (14.5)
where εij is the strain tensor, ui are the displacements, ω represents the rotation with respect
to the x3-axis and κ13 and κ23 are the non-vanishing components of the curvature tensor.
Finally, the constitutive equations in the couple-stress theory have the following form [11]:
σ11 = (λ+ 2µ)ε11 + λε22 (14.6)
σ22 = (λ+ 2µ)ε22 + λε11 (14.7)
σ12 + σ21 = 4µε12 (14.8)
m13 = 4µ`
2κ13 (14.9)
m23 = 4µ`
2κ23 (14.10)
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where λ and µ are the Lame´ moduli, and ` is the characteristic material length.
Combining Eqs. (14.1-14.10), we obtain the following system of fourth order partial differential
equations for the displacements
µ∇2u1 + (λ+ µ)d,1 + 2µ`2(∇2ω),2 + b1 + 1
2
Y3,2 = 0
µ∇2u2 + (λ+ µ)d,2 + 2µ`2(∇2ω),1 + b2 − 1
2
Y3,1 = 0
where d is the dilatation and is defined as
d =
∂u1
∂x1
+
∂u2
∂x2
14.3 The boundary element method (BEM) for the couple-stress
theory
The BEM formulation relies on boundary integral equations (BIE). In the couple-stress formulation,
we require two BIEs, a vector equation for the displacements (DBIE) and a scalar equation for the
out-of-plane rotation for the rotation, which we denote as rotation boundary integral equation
(RBIE). The displacement boundary integral equation (DBIE) can be written as
cij(ξ)ui(ξ) +−
∫
Γ
TFij (x, ξ)ui(x) dΓ(x) +
∫
Γ
RFj (x, ξ)ω(x) dΓ(x) =∫
Γ
UFij (x, ξ)ti(x) dΓ +
∫
Γ
ΩFj (x, ξ)m(x) dΓ(x)
where Γ stands for the boundaries of the domain Ω; −
∫
denotes the Cauchy Principal Value (CPV)
integration; ti are the tractions; m represents the moment traction; cij is the free term deriving
from the CPV integration of the strongly singular kernels TFij ; U
F
ij and T
F
ij are the displacement
and traction fundamental solutions, respectively, while RFj and Ω
F
j are the moment and rotation
fundamental solutions. One should note that the superscript F relates to a concentrated unit
force load acting in an infinite domain for the fundamental solutions present in the DBIE.
The RBIE is defined as
c(ξ)ω(ξ) +
∫
Γ
TCi (x, ξ)ui(x) dΓ(x) +−
∫
Γ
RC(x, ξ)ω(x) dΓ(x) =∫
Γ
UCi (x, ξ)ti(x) dΓ +
∫
Γ
ΩC(x, ξ)m(x) dΓ(x)
where TCi , U
C
i , R
C and ΩC respectively denote the traction, displacement, moment and rotation
fundamental solutions arising from an out-of-plane concentrated unit moment about the x3 axis
in an infinite domain. The additional free term c(ξ) arises from the strongly singular kernel RC .
The fundamental solutions were obtained using the plane-strain assumptions and an isotropic
couple-stress material. As mentioned previously, the Green’s functions are calculated for two
different loading conditions: one for the in-plane concentrated unit force (as in classical elasticity)
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and one for the out-of-plane concentrated unit moment. The fundamental solutions arising from
the unit force are given as:
Uik =
1
8piµ(1− ν) [r,ir,k − (3− 4ν) log rδik]
− 1
2piµ
[(
r,ir,k − 1
2
δik
)(
2`2
r2
−K2
[r
`
])
+
1
2
K0
[r
`
]
δik
]
Ωk = −eqkr,q
4piµ`
[
`
r
−K1
[r
`
]]
Σijk =
1
4pi(1− ν)r [(1− 2ν)(r,jδik + r,iδkj − r,kδij) + 2r,ir,jr,k]−
1
pir
(r,jδik + r,jδkj + r,kδij
− 4r,ir,jr,k)
(
2`2
r2
−K2
[r
`
])
− 1
pi`
(r,ir,jr,k − r,jδik)K1
[r
`
]
Mi3k =
eqk
pi
r,ir,q
(
2`2
r2
−K2
[r
`
])
− eik`
pir
(
`
r
−K1
[r
`
])
where Kn[x] is the modified Bessel function of n-th order, δij is the Kronecker delta, ri = xi−ξi,
r = |x− ξ| is the distance between collocation and observation points, and eij stands for the 2D
permutation tensor (e11 = e22 = 0, e12 = −e21 = 1).
In the same way, the fundamental solutions for the unit moment applied in the x3-axis are
defined by:
Ui3 = −eiqr,q
4piµr
(
1− r
`
K1
[r
`
])
Ω3 =
1
8piµ`2
K0
[r
`
]
Σij3 =
1
4pi`2
(eiqr,jr,q + ejqr,qr,i)
(
2`2
r2
−K2
[r
`
])
− eij
4pi`2
K0
[r
`
]
Mi33 = − r,i
2pi`
K1
[r
`
]
The force tractions TFij and T
C and the moment tractions RFj and R
C are obtained by
multiplying the stress tensor Σijk and moment tensor Mi3k by the unit outward normal n.
14.3.1 Regularisation
The DBIE and RBIE present strong and weak singularities that must be dealt with before
a numerical integration scheme can be applied. In the case of weak singularities, the Telles
transformation [12] provides a simple regularisation procedure to remove the O(ln r) singularity,
making it possible to use a regular Gauss-Legendre quadrature.
For the strongly singular kernels, there is a singularity of O(1/r). An easy and simple way to
evaluate the singular integrals is to employ the rigid body translation and rotation assumptions.
These procedures avoid the calculation of the singular integral in an explicit form, such as that
performed by Guiggiani [4] using the singularity subtraction technique. The rigid body approach
is explained in detail in [2]. The rigid body rotation follows the same idea for a fixed rotation
with respect to a given point in space. In this work we assume a rotation with respect to the
origin of the coordinate system.
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14.4 Numerical examples
14.4.1 Hole in an infinite domain subjected to bi-axial loading
We validate our BEM formulation for couple-stress using the analytical solution proposed by
Mindlin [8], who investigated the couple-stress influence in the stress field for an infinite plate
containing a hole of radius a for uniaxial and biaxial loading conditions. The problem is
illustrated in Figure 14.1.
σq
σq
a
σpσp
m
n
Figure 14.1: Infinite plate with a hole.
We model the infinite plate as a square plate of dimension w where w = 500a for an arbitrary
material. The material properties are E = 10000 (Young’s modulus) and ν = 0.33 (Poisson’s
ratio) with a = 1. We assume σp = 1 and σq = 2. The results are illustrated in Figures
14.2(a) and 14.2(b). An excellent agreement is obtained between the BEM couple-stress and
the analytical solution.
14.4.2 Hole near surface in a half-space
Next, we study a hole near a traction-free surface in a half-space problem, subjected to a
remote tensile loading. Mindlin [7] has obtained an analytical solution in the context of classical
elasticity using a bipolar coordinates formulation for the so-called “tunnel” problem, illustrated
in Figure 14.3. The stress concentration factors (SCF) obtained at different positions (m, n and
p in Figure 14.3) are evaluated using the following expressions:
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(a) Maximum stress
(b) Minimum stress
Figure 14.2: Tangential stress on the hole due to a biaxial loading.
σp = 2T
[
1 + (coshα1 − 1)
(
0.5 sinh−1 α1 + 2 e−2α1 +
∞∑
n=2
Nn
)]
σn = 2T
[
1 + (coshα1 + 1)
(
0.5 sinh−1 α1 − 2 e−2α1 +
∞∑
n=2
(−1)nNn
)]
σm = T
[
1 + 4
(
e−α1 sinh−1 α1 + 2
∞∑
n=2
(−1)n nAn
)]
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mn
p
a
c
T T
Figure 14.3: Hole near surface in a half-space.
where T is the tensile loading, and α1 is a dimensionless parameter that depends upon the
geometric ratio c/a and is given in [7], and
An = −n
2 sinhα1
2 − n sinhα1 coshα1 + e−nα1 sinhnα1
2(sinhnα12 − n2 sinhα12)
Nn =
n2 sinhα1 coshnα1 − n sinhnα1 coshα1
sinhnα12 − n2 sinhα12 − 2n(n sinhα1 − coshα1)e
−nα1
Figure 14.4 depicts the analytical SCFs for different ratios of c/a for the classical continuum
mechanics framework. While the SCF does not vary significantly at m and p, it depends on the
distance c at point n. As expected, lower values of c lead to larger values of the SCF at that
location. For larger values of c, the solution will become equivalent to the infinite plate with a
hole problem.
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Figure 14.4: Analytical solution for the hole near surface in a half-space.
We model the half-space plate as a square plate of dimension w where w = 500a. The
material properties are E = 10000 (Young’s modulus) and ν = 0.33 (Poisson’s ratio). We
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investigate the influence of the length scale for several values of c/a taken from [7]. Figure
14.5 shows the SCF variation for c/a = 3.76 for values of 1 ≤ a/` ≤ 1000. We can verify that
for a/` ≥ 50, the values of the SCFs match the analytical solutions for classical continuum
mechanics (dashed lines). As a/` decreases, we can observe that the SCF at n and p decreases
accordingly, which is in agreement with the fact that the length scale becomes predominant,
leading to a stiffer zone around the hole. In this case, since the ratio c/a is large, the decrease
of the SCF is similar for the point (n) which is closer to the free surface and its antipodal point
(p) away from the free surface. The SCF at the surface increases as a/` becomes smaller.
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Figure 14.5: Stress concentration factors due to tensile loading - c/a = 3.76.
Next, we investigate c/a = 1.54, where the hole is very close to the surface. Figure 14.6
depicts the results. In this case, the results agree with the analytical solution for a/` ≥ 100,
and as the ratio c/a decreases, the SCF at n decreases at a faster rate than at p. The SCF
only presents higher values at m for a/` < 20, where a fast increase of the SCF is observed as
compared to its classical counterpart. The influence of the length scale ` becomes more evident
when the distance between the hole and the surface is reduced.
14.5 Conclusions
We presented a formulation for couple-stress elasticity in the BEM framework. New fundamental
solutions have been obtained in closed form. The formulation has been validated against
benchmark problems with known analytical solutions, illustrating the accuracy of the proposed
approach. Future work will involve the development of an isogeometric formulation to obtain a
smoother representation of the variables.
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Figure 14.6: Stress concentration factors due to tensile loading - c/a = 1.54.
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Abstract. An annular thin plate with a given load is considered having clamped bound-
ary conditions on the outer boundary and the normal derivative being zero on the inner
boundary. Data is completed on the inner boundary from the additional information of the
normal bending moment on the outer boundary. It leads to an inverse ill-posed problem for
the biharmonic equation. The solution is represented as a biharmonic single-layer potential,
and matching against the given data renders a system of boundary integrals to be solved for
densities over the boundary curves. This system is discretised using the Nystro¨m method
and then solved by incorporating Tikhonov regularization. Numerical results are presented
for annular domains showing the efficiency of the data completion approach.
15.1 Introduction
Let u be a solution to the biharmonic equation
∆2u = 0 in D (15.1)
and suppose additionally that u satisfies the following conditions on the boundary,
u = f on Γ2, Nu = g on Γ and Mu = h on Γ2. (15.2)
Here, D is an annular domain in IR2 with boundary Γ consisting of two simple closed non-intersecting
curves Γ2 and Γ1, with Γ1 contained in the bounded interior of Γ2. The boundary operators are
defined as
Nu =
∂u
∂n
,
Mu = ν∆u+ (1− ν) (ux1x1n21 + 2ux1x2n1n2 + ux2x2n22) , (15.3)
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with n = (n1, n2) the outward unit normal to Γ and 0 < ν < 1. In plate theory, M is the normal
bending moment and ν the Poisson ratio, and the solution u is the vertical deflection. We
assume that there exists a classical or weak solution to (15.1)–(15.2). Uniqueness of a solution
follows from [5, Lemma 3.2]. Stability with respect to the data cannot be guaranteed, that is
the problem is ill-posed.
An application of (15.1)–(15.2) is the following. Given is the load of a thin plate together
with clamped boundary conditions on Γ2 (zero deflection and normal derivative). The inner
boundary is inaccessible for measurements but it is known that the boundary conditions there are
either clamped or roller-supported (normal derivative and normal twisting moment being zero).
Hence, only zero normal derivative is known on Γ1. To complete the data on Γ1, an additional
measurement consisting of the normal bending moment on Γ2 is taken. Due to linearity, the
problem can be transformed into one with zero load and non-homogeneous boundary conditions,
and we obtain the model (15.1)–(15.2).
The similar problem but with u given on Γ1 instead of the normal derivative has recently
been studied in [5, 6] proposing both an iterative method and an integral equation approach
following [2, 4] for the Cauchy problem for the Laplace equation. We refer to the introduction
in [5, 6] for further background as well as references to other biharmonic inverse problems, see
also [1, 10].
The aim is to propose and investigate, following [6], a boundary integral approach for
solving (15.1)–(15.2). Moreover, discretisation, implementation and numerical results shall be
presented as well.
The outline of the work is the following. The solution to (15.1)–(15.2) is represented as
a biharmonic single-layer potential, and by matching against the data a system of boundary
integral equations is obtained. The representation and system are given in Section 15.2. Properties
of this system in the form of existence of a solution for a dense set of data is collected in
Theorem 1. The system is rewritten using a parametrization of the two boundary curves, see
Section 15.2.1. In Section 15.3, discretisation of the boundary integral system is done using the
Nystro¨m method taking into account singularities in the integral kernels. Approximations to
the missing data on Γ1 are stated at the end of Section 15.3. In Section 15.4, some numerical
results are given showing the efficiency of the proposed approach for finding the missing data
on the inner boundary curve.
15.2 A system of boundary integral equations for (15.1)–(15.2)
We search for the solution of (15.1)–(15.2) as a modified biharmonic single-layer potential,
u(x) =
2∑
k=1
∫
Γk
(
G(x, y)ϕk(y) +NyG(x, y)ψk(y)
)
ds(y) + w(x), x ∈ D, (15.4)
where w(x) = a0 + a1x1 + a2x2 and (a0, a1, a2) ∈ IR3, ϕk, ψk ∈ C(Γk), k = 1, 2. For properties
of the biharmonic single-layer potential with w = 0, see, for example, [8]. The need for the
additional linear term w for direct problems for the biharmonic equation is explained in [7,
Chap. 8.3].
Matching (15.4) against the data (15.2) using jump properties render the system of integral
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equations consisting of
2∑
k=1
∫
Γk
(
G(x, y)ϕk(y) +NyG(x, y)ψk(y)
)
ds(y) + w(x) = f(x), x ∈ Γ2,
2∑
k=1
∫
Γk
(
NxG(x, y)ϕk(y) +NxNyG(x, y)ψk(y)
)
ds(y) +Nw(x) = g(x), x ∈ Γ,
1
2
ψ2(x) +
2∑
k=1
∫
Γk
(
MxG(x, y)ϕk(y) +MxNyG(x, y)ψk(y)
)
ds(y) = h(x), x ∈ Γ2,
(15.5)
and 
2∑
k=1
∫
Γk
ϕk(y) ds(y) = A0,
2∑
k=1
∫
Γk
(y1ϕk(y) + n1(y))ψk(y)) ds(y) = A1,
2∑
k=1
∫
Γk
(y2ϕk(y) + n2(y))ψk(y)) ds(y) = A2,
(15.6)
for a given triplet (A0, A1, A2) ∈ IR3.
We write the above system in a more compact form and state some properties of it. Let
K(x, y) =

0 0 0 1 0
0 0 0 y1 n1(y)
0 0 0 y2 n2(y)
1 x1 x2 G(x, y) NyG(x, y)
0 n1(x) n2(x) NxG(x, y) NxNyG(x, y)
0 0 0 MxG(x, y)
1
2δ(x− y) +MxNyG(x, y)

(15.7)
when x ∈ Γ2 and
K(x, y) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 n1(x) n2(x) NxG(x, y) NxNyG(x, y)
0 0 0 0 0

(15.8)
when x ∈ Γ1. Furthermore, put
ζ¯(x) =

a0
a1
a2
ϕ(x)
ψ(x)
 , x ∈ Γ, f¯(x) =

A0
A1
A2
f(x)
g(x)
h(x)
 , x ∈ Γ2 and f¯(x) =

0
0
0
0
g(x)
0
 , x ∈ Γ1.
(15.9)
134
Define the operator
[Aζ¯](x) =
∫
Γ
K(x, y)ζ¯(y) ds(y), x ∈ Γ, (15.10)
with K and ζ¯ from (15.7)–(15.8) and (15.9), respectively. It is assumed without loss of generality
that
∫
Γ ds(y) = 1, and we made the trivial extension of f and h to Γ by putting f = h = 0 on
Γ1. The operator A is considered as a mapping
A : IR3 × L2(Γ)× L2(Γ)→ IR3 × L2(Γ2)× L2(Γ)× L2(Γ2).
The system (15.5)–(15.6) can be written
[Aζ¯](x) = f¯(x), x ∈ Γ.
Following [3, 6] one can show (the additional term w in (15.4) is needed in order to establish
the result),
Theorem 1 The operator A corresponding to the system (15.5)–(15.6) and defined in (15.10)
is injective and has dense range.
This result implies that Tikhonov regularization is a well-defined strategy for solving (15.5)–(15.6),
see [9, Chapt. 16.3].
15.2.1 Parametrization of (15.5)–(15.6)
The boundary curves Γ`, ` = 1, 2, are assumed given by a parametric representation
Γ` = {x`(s) = (x1`(s), x2`(s)) : s ∈ [0, 2pi]}.
The system (15.5)–(15.6) can then be written in parametric form (s ∈ [0, 2pi]),
1
2pi
2∑
k=1
∫ 2pi
0
(
H2k(s, σ)ϕk(σ) + H˜2k(s, σ)ψk(σ)
)
dσ + w(x2(s)) = f(x2(s)),
1
2pi
2∑
k=1
∫ 2pi
0
(
L`k(s, σ)ϕk(σ) + L˜`k(s, σ)ψk(σ)
)
dσ +Nw(x`(s)) = g(x`(s)), ` = 1, 2,
− 1
2|x′2(s)|
ψ2(s) +
1
2pi
2∑
k=1
∫ 2pi
0
(
Q2k(s, σ)ϕk(σ) + Q˜2k(s, σ)ψk(σ)
)
dσ = h(x2(s)),
(15.11)
together with the parametric form of (15.6),
2∑
k=1
∫ 2pi
0
ϕk(σ) dσ = A0,
2∑
k=1
∫ 2pi
0
(x1k(σ)ϕk(σ) + n1(xk(σ)))ψk(σ)) dσ = A1,
2∑
k=1
∫ 2pi
0
(x2k(σ)ϕk(σ) + n2(xk(σ)))ψk(σ)) dσ = A2.
(15.12)
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We recall from [6] the notation
ϕ`(s) := ϕk(x`(s))|x′`(s)| and ψ`(s) := ψ`(x`(s))|x′`(s)|
together with
H`k(s, σ) = G(x`(s), xk(σ)), H˜`k(s, σ) = NyG(x`(s), xk(σ)),
L`k(s, σ) = NxG(x`(s), xk(σ)), L˜`k(s, σ) = NxNyG(x`(s), xk(σ)),
Q`k(s, σ) = MxG(x`(s), xk(σ)), Q˜`k(s, σ) = MxNyG(x`(s), xk(σ)).
(15.13)
Derivatives of the kernels in (15.13) can contain a logarithmic singularity. It is advantageous
to make singularities explicit in order to apply quadratures for the numerical solution of the
system (15.11). We rewrite kernels with such singularities as
H``(s, σ) = H
(1)
`` (s, σ) ln
(
4
e
sin
s− σ
2
)
+H
(2)
`` (s, σ),
H˜``(s, σ) = H˜
(1)
`` (s, σ) ln
(
4
e
sin
s− σ
2
)
+ H˜
(2)
`` (s, σ),
L``(s, σ) = L
(1)
`` (s, σ) ln
(
4
e
sin
s− σ
2
)
+ L
(2)
`` (s, σ),
L˜``(s, σ) = L˜
(1)
`` (s, σ) ln
(
4
e
sin
s− σ
2
)
+ L˜
(2)
`` (s, σ),
Q``(s, σ) = Q
(1)
`` (s, σ) ln
(
4
e
sin
s− σ
2
)
+Q
(2)
`` (s, σ),
(15.14)
where
H
(1)
`` (s, σ) =
1
8
|x`(s)− x`(σ)|2, H˜(1)`` (s, σ) = −
1
4
n(x`(σ)) · (x`(s)− x`(σ)),
L
(1)
`` (s, σ) =
1
4
n(x`(s)) · (x`(s)− x`(σ)), L˜(1)`` (s, σ) = −
1
4
n(x`(s)) · n(x`(σ))
and
Q
(1)
`` (s, σ) =
1 + ν
4
.
Furthermore, there is the representation
H
(2)
`` (s, σ) = H``(s, σ)−H(1)`` (s, σ) ln
(
4
e
sin
s− σ
2
)
,
and similar for the other kernels. The diagonal terms are zero in general apart from
Q
(2)
`` (s, s) =
1 + 3ν
4
+
1 + ν
4
ln(e|x′`(s)|2) and Q˜``(s, s) =
1− 3ν
4
n(x`(s)) · x′′` (s)
|x′`(s)|2
.
Having done the above for the kernels, we can apply standard quadrature rules when
discretising (15.11)–(15.12).
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15.3 Discretisation of the system (15.11)–(15.12)
We can then, taking into account (15.14), apply the Nystro¨m method to (15.11)–(15.12) based
on the following trigonometric quadrature rules [9],
1
2pi
∫ 2pi
0
f(σ) dσ ≈ 1
2m
2m−1∑
k=0
f(sk),
1
2pi
∫ 2pi
0
f(σ) ln
(
4
e
sin2
s− σ
2
)
dσ ≈
2m−1∑
k=0
Rk(s) f(sk),
(15.15)
with mesh points sk = kh, k = 0, . . . , 2m− 1, with h = pi/m, and weight functions
Rk(s) = − 1
2m
1 + 2m−1∑
j=1
1
j
cos j(s− sk)− 1
m
cosm(s− sk)
 . (15.16)
Applying (15.15)–(15.16) in (15.11)–(15.12), we obtain the linear system consisting of
2m−1∑
j=0
(
[H
(1)
22 (si, sj)R|i−j| +
1
2m
H
(2)
22 (si, sj)]ϕ2j +
1
2m
H2,1(si, sj)ϕ1,j
[H˜
(1)
22 (si, sj)R|i−j| +
1
2m
H˜
(2)
22 (si, sj)]ψ2j +
1
2m
H˜2,1(si, sj)ψ1,j
)
+ w2i = f(x2(si)),
2m−1∑
j=0
( 1
2m
L`,3−`(si, sj)ϕ3−`,j + [L
(1)
`` (si, sj)R|i−j| +
1
2m
L
(2)
`` (si, sj)]ϕ`j
+
1
2m
L˜`,3−`(si, sj)ψ3−`,j + [L˜
(1)
`` (si, sj)R|i−j| +
1
2m
L˜
(2)
`` (si, sj)]ψ`j
)
+Nw`i = g(x`(si)), ` = 1, 2,
2m−1∑
j=0
( 1
2m
Q21(si, sj)ϕ1j + [Q
(1)
22 (si, sj)R|i−j| +
1
2m
Q
(2)
22 (si, sj)]ϕ2j
+
1
2m
(Q˜21(si, sj)ψ1j + Q˜22(si, sj)ψ2j)
)
+
ψ2i
2|x′2(si)|
= h(x2(si)),
(15.17)
and 
h
2∑
k=1
2m−1∑
j=0
ϕkj = A0,
h
2∑
k=1
2m−1∑
j=0
(x1k(sj)ϕkj + n1(xk(sj))ψkj) = A1,
h
2∑
k=1
2m−1∑
j=0
(x2k(sj)ϕkj + n2(xk(sj)))ψkj = A2,
(15.18)
for i = 0, . . . , 2m − 1, to be solved for ϕkj ≈ ϕk(sj), ψkj ≈ ψk(sj), k = 1, 2, j = 0, . . . , 2m − 1.
Here, w`i = w(x`(si)), Nw2i = Nw(x2(si)) and Rj = Rj(0).
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The system (15.17)–(15.18) has a high-condition number since (15.1)–(15.2) is ill-posed, and
therefore Tikhonov regularization is incorporated. Denoting the matrix corresponding to this
system by A and the right-hand side by F , the regularization means solving
(A∗A+ αI)φα = A∗F, (15.19)
where A∗ is the adjoint (transpose) of A, with α > 0 a regularization parameter to be chosen
appropriately.
Using the representation (15.4) the solutions u is given on the inner boundary curve Γ1 as
u(x) =
2∑
k=1
∫
Γk
(
G(x, y)ϕk(y) +NyG(x, y)ψk(y)
)
ds(y) + w(x), x ∈ Γ1.
Applying the above discretisation,
u˜(x1(si)) =
2m−1∑
j=0
(
[H
(1)
11 (si, sj)R|i−j| +
1
2m
H
(2)
11 (si, sj)]ϕ1j +
1
2m
H1,2(si, sj)ϕ2,j
+ [H˜
(1)
11 (si, sj)R|i−j| +
1
2m
H˜
(2)
11 (si, sj)]ψ1j +
1
2m
H˜1,2(si, sj)ψ2,j
)
+ w1i.
(15.20)
Similarly, for the normal bending moment
Mu(x1(si)) =
1
2
ψ1(x) +
2∑
k=1
∫
Γk
(
MxG(x, y)ϕk(y) +MxNyG(x, y)ψk(y)
)
ds(y), x ∈ Γ1,
with discretisation
Mu˜(x1(si)) =
2m−1∑
j=0
(
[Q
(1)
11 (si, sj)R|i−j| +
1
2m
Q
(2)
11 (si, sj)]ϕ1j +
1
2m
Q12(si, sj)ϕ2j
+
1
2m
2∑
k=1
Q˜1k(si, sj)ψkj
)
+
ψ1i
2|x′1(si)|
.
(15.21)
15.4 Numerical results
We present some numerical results of the data completion in (15.1)–(15.2) for the direct layer
approach. In the examples, the Poisson ratio is taken as ν = 0.5. The outer boundary curve
Γ2 is chosen as a circle with centre at the origin and radius 2, and the inner boundary Γ1 is
kite-shaped with parametrization
Γ1 = {x1(s) = (cos s+ 0.4 cos 2s, sin s) : s ∈ [0, 2pi]}.
We consider an arbitrary source point z1 ∈ IR2 \ D, and construct the needed boundary data
functions as
g(x) = NG(x, z1), x ∈ Γ, f(x) = G(x, z1), h(x) = MG(x, z1), x ∈ Γ2, (15.22)
with the operatorsN andM given by (15.3). The exact solution to (15.1)–(15.2) with data (15.22)
is uex = G(·, z1) and the computed one is denoted by u˜. We can then compare the exact and
138
δ = 0% δ = 3%
M α e2M e2 α e2M e2
8 1E−05 2.8049E−03 6.7686E−05 1E−03 0.22444 0.00718
16 1E−07 1.2493E−04 1.7738E−06 1E−03 0.14669 0.00526
32 1E−11 3.9962E−06 1.0615E−08 1E−04 0.08062 0.00397
64 1E−11 5.0133E−06 7.1706E−09 1E−03 0.07004 0.00194
Table 15.1: The errors on Γ1 for the “direct” single-layer approach with exact (δ = 0%) and
noisy data (δ = 3%).
the numerically calculated data on the inner boundary Γ1. The computed approximation of u
and the normal bending moment on Γ1 is calculated using (15.20) and (15.21), respectively.
The discrete relative L2-errors of the reconstructions for the data completion problem (15.1)–(15.2)
on Γ1 with the proposed approach, that is the errors
e2(Γ1) =
(
2m−1∑
i=0
(uex(x1(si))− u˜(x1(si))2
)1/2
(
2m−1∑
i=0
(uex(x1(si)))
2
)1/2
and
e2M (Γ1) =
(
2m−1∑
i=0
(Muex(x1(si))−Mu˜(x1(si))2
)1/2
(
2m−1∑
i=0
(Muex(x1(si)))
2
)1/2
are presented in Table 15.1. The sub-index 2M means the (discrete) L2 norm of the normal
bending moment (M). In generating the collocation (grid) points m = 32 was chosen and the
source point is z1 = (3, 0).
For noisy data, random pointwise errors are added to the corresponding boundary function,
with the percentage given in terms of the L2-norm. Table 15.1 contains the corresponding errors
obtained for the data completion (15.1)–(15.2) using the “direct” single-layer approach, with α
being the Tikhonov regularization parameter in (15.19) chosen by inspection. The choice of the
constants in the right-hand side of (15.6) is A0 = 1, A1 = 1 and A2 = 2. It is natural that the
reconstruction of the normal bending moment Mu is less accurate than the function u, since
Mu contains higher derivatives.
The reconstructions of u and Mu corresponding to Table 15.1 follow the respectively exact
solution well as indicated by the reported error levels. Plots of the reconstructions versus exact
solutions are of the form similar to what have been reported in for example [4], and figures of
the approximations are therefore left out.
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15.5 Conclusion
A boundary data completion problem has been investigated for the biharmonic equation in
planar annular domains with clamped boundary conditions on the outer boundary and the
normal derivative on the inner boundary. Using a supplementary measurement of the normal
bending moment on the outer boundary, a boundary integral method is derived for finding the
missing data on the inner boundary. The solution is represented as a biharmonic single-layer
potential and the densities over the boundary is determined by imposing the given boundary
conditions, rendering a system of boundary integral equations. Discretisation is done using
the Nystro¨m method giving a linear system solved by incorporating Tikhonov regularization.
Numerical experiments show that stable approximations of the solution and normal bending
moment can be obtained on the inner boundary with exact as well as noisy data.
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Chapter 16
Gradient Recovery for the
BEM-based FEM and VEM
D. Seibel, S. Weißer
Department of Mathematics,
Saarland University
P.O. Box 15 11 50
66041 Saarbru¨cken, Germany
Abstract. We propose new gradient recovery schemes for the BEM-based Finite Element
Method (BEM-based FEM) and Virtual Element Method (VEM). Supporting general poly-
topal meshes, the BEM-based FEM and VEM are highly flexible and efficient tools for the
numerical solution of boundary value problems in two and three dimensions. We construct
the recovered gradient from the gradient of the finite element approximation via local av-
eraging. For the BEM-based FEM, we show that, under certain requirements on the mesh,
superconvergence of the recovered gradient is achieved, which means that it converges to
the true gradient at a higher rate than the untreated gradient. Moreover, we derive a sim-
ple and very efficient a posteriori error estimator, which measures the difference between
the unprocessed and recovered gradient as an error indicator. Since the BEM-based FEM
and VEM are specifically suited for adaptive refinement, the resulting adaptive algorithms
perform very well in numerical examples.
16.1 Introduction
Gradient or stress recovery has a long tradition in the context of Finite Element Methods
(FEM) [4, 15, 19, 2]. Considered as a post-processing procedure, its primary field of application
is found in computational elasticity, where the stresses, fluxes and strains are the main interest
rather than the displacements. In this context, the FEM with piece-wise linear elements
yields discontinuous results for the gradient, which may be inconvenient for applications like
visualisation. Therefore, it is common practice to use post-processing in order to obtain a
continuous approximation. Remarkably, experiments indicate that the accuracy is improved
thereby. Under certain conditions on the underlying mesh and regularity of the solution, it is even
found that the recovered gradient converges at a higher rate than the untreated gradient [16].
This phenomenon is well known as gradient superconvergence or superconvergent recovery. In
the past decades, it has been extensively studied and several different post-processing strategies
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have been proposed, for example the L2-recovery [13] or the popular patch recovery by Zienkie-
wicz and Zhu [18], which takes a least-squares approach to determine the recovered gradient.
Besides plain gradient reconstruction, the second main application is found in the field of a
posteriori error estimation [2]. The approach is rather intuitive: based on the observation that
the post-processed gradient is more accurate than the unprocessed gradient, one measures the
distance between these two approximations. In other words, if ∇u is the exact gradient, ∇uh
the gradient of the finite element solution and Guh its reconstruction, the error is estimated by∫
Ω
|∇u−∇uh|2 dx ≈
∫
Ω
|Guh −∇uh|2 dx .
Such recovery-based error estimators are quite appealing because of several aspects. First of all,
the post-processing, and hence the estimator, is typically designed to be cheap, fast and easy
to implement. Secondly, there is a great variety of different recovery strategies available, which
highlights the flexibility of the approach. Last but not least, the performance of the estimator
is remarkably good, as the estimates are very accurate in most cases.
Yet, the application of gradient recovery is almost limited to standard FEM on triangular
or quadrilateral discretisations. In [11], Guo and Zhao propose a Zienkiewicz-Zhu-type recovery
scheme for Virtual Element Method (VEM), which is a new FEM-like method for the numerical
solution of partial differential equations [5]. The VEM belongs to the family of Galerkin
methods based on polytopal grids and, as such, features a great flexibility with handling complex
geometries and allows for easy adaptive refinement and coarsening. Despite its newness, it has
already been applied to a wide range of problems [6, 8]. Besides the VEM, the hybridised
discontinuous Galerkin method [9], the mimetic finite difference method [12] and the BEM-based
Finite Element Method (BEM-based FEM) [14] are prominent examples for numerical methods
on polytopal grids.
In this work, we formulate gradient recovery schemes by averaging for the lowest order
BEM-based FEM and VEM. In Section 16.3, we show that superconvergence is present in special
cases. Thereafter, we derive an a posteriori error estimator based on this recovery scheme in
Section 16.4. In the final Section 16.5, we see how the averaging technique needs to be modified
to work with the VEM.
16.2 Preliminaries
Let Ω ⊂ R2 be a bounded polygonal domain that admits a finite decomposition Th into open
non-overlapping polygonal elements E with maximal diameter h > 0 such that
Ω =
⋃
E∈Th
E.
The boundary ∂E of each element E is assumed to be not self-intersecting. We assume the mesh
Th to be shape-regular, i.e., there exists some constant ρ > 0 such that
• Every E ∈ Th is star-shaped with respect to a ball of radius ρhE , where hE is the diameter
of E.
• For every E ∈ Th and every edge e of E the length he of e is bounded from below he > ρhE .
Moreover, we denote by xi, i = 1, . . . , N , the set of interior nodes of Th.
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We use the common notation for function spaces encountered in finite element analysis. We
denote by L2(Ω) the space of square-integrable functions and by Hk(Ω) the Sobolev space of
order k ∈ N with corresponding norms ‖·‖L2(Ω) and ‖·‖Hk(Ω). Furthermore, we define Hk0 (Ω) to
be the closure of C∞0 (Ω) in Hk(Ω).
For simplicity, we consider the Poisson equation with zero Dirichlet conditions and right-hand
side f ∈ L2(Ω), i.e.,
−∆u = f, in Ω,
u = 0, on Γ.
(16.1)
It should be noted that the concepts presented here can be easily extended to more general
partial differential equations in two and three dimensions. The Galerkin formulation reads: find
u ∈ V = H10 (Ω) such that ∫
Ω
∇u · ∇v dx =
∫
Ω
fv dx, ∀v ∈ V. (16.2)
We abbreviate the left-hand side by a(·, ·). In the following, we introduce the shape functions of
lowest order used by both methods. Let Pp(E) and Pp(e) be the spaces of polynomials of degree
p on the element E and edge e respectively. We define the local space of shape functions by
V Eh =
{
vh ∈ H1(E) |
{
−∆vh = 0 on E,
(vh)|e ∈ P1(e) for every edge e of E
}}
.
Consequently, the global finite element space is given by
Vh = { vh ∈ V | (vh)|E ∈ V Eh ∀E ∈ Th } ∩ C0(Ω)
and we choose the degrees of freedom as nodal values
Ni(vh) = vh(xi), i = 1, . . . N.
The Galerkin approximation to (16.2) reads: find uh ∈ Vh such that∫
Ω
∇uh · ∇vh dx =
∫
Ω
fvh dx, ∀vh ∈ Vh. (16.3)
Here is where the two methods depart. The BEM-based FEM uses the theory of boundary
integral operators to reformulate (16.3), whereas the VEM reduces the problem to the polynomial
component P1(E) of V Eh . Regardless of the method in use, we end up with a discrete formulation
of the form: find uh ∈ Vh such that
ah(uh, vh) = bh(vh), ∀vh ∈ Vh, (16.4)
where
ah(uh, vh) =
∑
E∈Th
aEh (uh, vh), bh(vh) =
∑
E∈Th
bEh (vh).
Firstly, we consider the discrete bilinear form of the BEM-based FEM. Since uh is harmonic in
each E, integration by parts yields∫
E
∇uh · ∇vh dx = −
∫
E
∆uhvh dx+
∫
∂E
(∇uh · n)vh dS =
∫
∂E
(∇uh · n)vh dS,
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where n is the outer unit normal field to ∂E. The normal derivative (∇uh · n)|∂E is obtained by
means of the Steklov–Poincare´ operator SE , see [14] for details. Therefore, the discrete bilinear
form is given by
aEh (uh, vh) =
∫
∂E
(
SE(uh)|∂E
)
vh dS
and the right-hand side
bEh (vh) =
∫
∂E
fvh dS
is evaluated via numerical quadrature and the representation formula.
In comparison, the VEM introduces the H10 -orthogonal projection Π
∇
q : V
E
h → Pq(E) for
q ∈ N0 defined by the relation∫
E
∇m · ∇(Π∇q uh) dx =
∫
E
∇m · ∇uh dx, ∀m ∈ Pq(E),
and an additional constraint to fix the constant part [1]. After choosing a suitable stabilising
term SE(·, ·), we construct the discrete bilinear form and linear form as follows:
aEh (uh, vh) =
∫
E
∇(Π∇1 uh) · ∇(Π∇1 vh) dx+SE(uh, vh), bEh (vh) =
∫
E
f Π∇1 vh dx .
It is important to note that the VEM is specifically designed in such a way that the projections
are computable from just the degrees of freedoms [5].
Finally, we can rewrite the discrete formulation (16.4) as a system of linear equations by
introducing the Lagrangian basis
{ϕi}Ni=1 with Ni(ϕj) =
{
1, i = j,
0, i 6= j, for i, j = 1, . . . , N.
Then, the ansatz uh =
∑N
i=1 ciϕi with ci ∈ R leads to
Ac = b, where Aij = ah(ϕi, ϕj), bi = bh(ϕi), i, j = 1, . . . , N.
16.3 Superconvergent Gradient Recovery
The primary use of superconvergence lies in the reconstruction of the finite element gradient
∇uh in order to obtain a more accurate approximation to the true gradient ∇u.
To give an illustration, we consider the case of bilinear finite elements on a regular mesh
made of identical quadrilaterals of size h. Then, the finite element solution uh is bilinear on
each element E, while its gradient ∇uh is piece-wise linear. The main idea now is to reuse the
bilinear basis for the recovered gradient Guh. We sample ∇uh at the centroids of the elements
and assign to each degree of freedom the average of these values on the corresponding patch,
see Figure 16.1. One can prove that the recovered gradient is superconvergent, cf. [16, 2].
With this in mind, we return to the BEM-based FEM and try to replicate the averaging
technique for regular hexagonal meshes. The recovery operator G : Vh → V 2h produces a finite
element function in each component, so we need to determine the degrees of freedom
Ni(Guh) = (Guh)(xi) ∈ R2, i = 1, . . . , N.
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Figure 16.1: We assign to a node the average value of the gradient ∇uh at the adjacent centroids.
We denote by E(xi) = {E ∈ Th|xi ∈ E} the patch of elements which share the node xi and by
xc(E) the centroid of the element E. Then, we choose the degrees of freedoms of Guh as
Ni(Guh) = 1
#E(xi)
∑
E∈E(xi)
∇uh(xc(E)), i = 1, . . . N. (16.5)
As before, the recovery process is fairly simple and localised and practically does not increase
numerical costs. Moreover, we observe superconvergence of the recovered gradient in numerical
experiments for the BEM-based FEM. To demonstrate this, we consider the Laplace problem
on Ω = (−1, 1)2 with Dirichlet condition
g(x, y) = exp(2pi(x− 0.3)) cos(2pi(y − 0.3)).
We compare the error in the L2-norm between the exact gradient ∇u and the approximate
gradient ∇uh as well as the recovered gradient Guh. To this end, we use a series of meshes
made of regular hexagons with decreasing size, solve with the BEM-based FEM and apply the
averaging technique (16.5) on each level.
The error against the number of degrees of freedom for is depicted in Figure 16.2. We
observe superconvergence, which is highlighted by an increase in the order of convergence, i.e.,
from O(N−1/2) for ∇uh to approximately O(N−3/4) for Guh with N being the number of degrees
freedom in the mesh.
16.4 Recovery-based error estimator
Another significant application of gradient recovery lies in a posteriori error estimation with the
aim of adaptive mesh refinement. We use the so called “recovery-based error estimator” [2]
‖∇u−∇uh‖2L2(Ω) ≈ ‖Guh −∇uh‖2L2(Ω).
It is important to note that the post-processed gradient does not need to be superconvergent to
produce a reliable estimator [3]. Moreover, we modify our averaging scheme as follows
Ni(Guh) = 1|E(xi)|
∑
E∈E(xi)
|E| ∇uh(xc(E)), i = 1, . . . , N. (16.6)
In this way, we take general meshes into account and are consistent with the special case (16.5).
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Figure 16.2: The error in the gradient between the exact solution and the approximate and
recovered one respectively against the number of degrees of freedom in a log-log plot.
Algorithm 1 We follow the basic concept of an adaptive FEM algorithm of the form
1. solve: We solve problem (16.1) on the current mesh level and compute the gradient ∇uh.
2. recover: Then, we apply the post-processing by averaging (16.6) and obtain the recovered
gradient Guh.
3. estimate: Subsequently, we estimate the error on each element E by
η2 =
∑
E
η2E , η
2
E = ‖Guh −∇uh‖2L2(E).
4. mark: Afterwards, we mark the elements for refinement. Here, we apply the Do¨rfler
marking strategy [10] with threshold θ = 0.5 for all experiments.
5. refine: Finally, we refine the marked elements and start again.
We stop the algorithm if the maximum mesh level is reached or η is sufficiently small.
In the following, we compare this recovery-based algorithm with a residual-based algorithm
for the BEM-based FEM [17], which does not perform any post-processing but instead computes
the residual
η2E =
∑
e⊂∂E\Γ
he
∥∥∥∥s∂uh∂n
{∥∥∥∥2
L2(e)
,
s
∂uh
∂n
{
=
∂(uh)|E
∂n
+
∂(uh)|(Ω\E)
∂n
, (16.7)
in step (3) of Algorithm 1. As our test problem, we consider the Laplace problem on the
L-shaped domain Ω = (−1, 1)2 \ [0, 1]2 with Dirichlet conditions
g(r, ϕ) = r2/3 sin(2(ϕ− pi/2)/3) on Γ,
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Figure 16.3: The initial Voronoi mesh (left) and after 15 refinement steps with the recovery-based
estimator (right).
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Figure 16.4: The error in the energy norm plotted against the number of degrees of freedom in
the mesh for the recovery- and residual-based estimators in logarithmic scaling.
where (r, ϕ) are polar coordinates. Due to a singularity in the origin, the rate of convergence of
the error is limited to O(N−1/3) for uniform refinement. On the other hand, adaptive algorithms
should recover the optimal convergence rate of O(N−1/2) despite the singularity.
We use the same initial Voronoi mesh, which is depicted in Figure 16.3, and observe intensive
refinement around the origin for the residual- and recovery-based estimator. Furthermore, we
see in Figure 16.4 that both algorithms produce very similar results and succeed in achieving
the convergence rate of O(N−1/2). In addition, we study the efficiency of the estimators given
by
Ψ =
η
|u− uh|H1(Ω)
,
which measures the quality of the estimated error. Overall, we see in Figure 16.5 that the
recovery-based estimator operates nearly optimally and also outperforms the residual-based
one. Taking the numerical work into consideration, we conclude that the recovery-based error
estimator is our preferred choice for this particular example.
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Figure 16.5: The efficiency of the two estimators against the number of degrees of freedom in a
log-log plot.
16.5 Gradient Recovery for VEM
In this final section, we present an analogue of the recovery-based estimator (16.6) for the VEM.
Once more, we consider the Poisson problem (16.1) with exact solution u ∈ V and virtual
element solution uh ∈ Vh. We rely on the projection operator Π∇1 to guarantee computability
and aim at estimating |u−Π∇1 uh|H1(Ω) instead of |u− uh|H1(Ω). The post-processed gradient
Guh ∈ V 2h is given by
Ni(Guh) = 1|E(xi)|
∑
E∈E(xi)
|E| (∇(Π∇1 uh)) (xc(E)), i = 1, . . . N. (16.8)
Thus, the recovery-based error estimator for the VEM has the representation
η2 =
∑
E
η2E with η
2
E = ‖Π∇1 (Guh)−∇(Π∇1 uh)‖
2
L2(E).
We check the performance of this estimator as part of the adaptive Algorithm 1. To this end, we
use the same setup from the previous section for the adaptive test problem with the re-entrant
corner. Likewise, we compare this estimator with the residual-based one [7] of the form
η2E =
∑
e⊂∂E\Γ
he
∥∥q(∇(Π∇1 uh)) · ny∥∥2L2(e) + SE(uh, uh).
In Figure 16.6 we find that the error is of O(N−1/2) for both strategies with the recovery-based
one leading to marginally better results. In essence, the results for the VEM agree with the
results for the BEM-based FEM. Judging by Figure 16.7, the efficiency of the recovery-based
estimator is again nearly optimal and superior to that of the residual-based approach.
Overall, both estimators perform very well in this particular example. Due to the fact
that the recovery-based scheme achieves slightly better results and estimates the error more
accurately, we prefer it over the residual-based estimator.
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Chapter 17
A Boundary Integral Method For
Modeling Cell Motion Due To
Chemotaxis
P. J. Harris
School of Computing, Engineering and Mathematics
University of Brighton
Lewes Road
Brighton, BN2 4GJ, UK.
Abstract. Chemotaxis is the biological process whereby a cell moves in the direction in
which the concentration of a chemical in the fluid medium surrounding the cell is increas-
ing. The chemical signal may be secreted by cells to signal other nearby cells (or clusters of
cells) so that they can combine to form larger clusters. This paper presents a mathematical
model for simulating the motion of the cells through a viscous fluid due to chemotaxis using a
boundary integral representation of the resulting fluid flow. The boundary integral method is
ideally suited to solving this problem as the clusters often form irregular geometrical shapes.
17.1 Introduction
It is well known that biological cells can move in response the concentration of particular chemical
signals in the fluid in which they are immersed, a process known as chemotaxis. Usually the cells
will try to move in the direction in which the concentration of the chemical signal is increasing.
In some cases, the chemical may simply be present in the environment, but often it is secreted
by one cell in order to signal and attract other nearby cells so that they can combine and form
clusters. Such behavior has been observed experimentally and reported in the literature, and is
summarised in Green and Mecsas [6].
A number of mathematical models have been proposed for simulating how cells can form
clusters through chemotaxis. Many models which use diffusion-reaction type equations to
determine the concentrations of cell have been proposed, and these form the basis of the widely
reported Keller-Segel models (see [2, 4, 10, 11] for example). However, such models cannot be
used to determine the motion of individual cells.
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Harris [7] introduced a simple model that can be used to study how a large number of
individual cells and small clusters can combined to form larger clusters using chemotaxis.
However, this simple model does not fully accounts for features such as the motion of the
surrounding fluid. A more sophisticated model, presented in Harris [8] uses the boundary
integral method to model the motion of cells due to a chemical signal that is present in the
surrounding fluid where the chemical concentrations are given by a simple explicit formula.
This paper modifies the methods presented in [8] to consider the case where one of the cells
is secreting the chemical signal. A coupled finite element and boundary element method for
modeling both the motion of cells and the spread of the chemical signal has been proposed in
Harris [9] but this method is computationally very expensive and this paper presents a simpler
method that is computationally much cheaper.
The methods presented in the paper will be for simulating the interactions between individual
cells. However, the same methods can be used to model the interactions between clusters of
cells as in this context a cluster can be considered as a single large irregular shaped cell.
17.2 Mathematical Model
The mathematical model presented here can be can be split into three stages. Firstly, there is
the model of how the chemical signal from a cell spreads out into the surrounding fluid medium,
then there is the model of how a cell moves in response to the chemical signal and finally there
is the model of fluid motion due to the motion of the cells.
Here Ci, i = 1, · · · , N is used denote each of the N cells and (xi, yi), vi and ωi are used to
denote the location of the centroid, translational velocity and angular velocity for the ith cell.
In addition, Γ[i] denotes the boundary of the ith cell and Ω is used to denote the fluid-filled
region exterior to cells.
17.2.1 Diffusion Of The Chemical Signal
The concentration c of the chemical signal being secreted from a cell immersed in a fluid moving
with velocity field u can be modelled using the convection-diffusion equation
∂c
∂t
= µ∇2c−∇ · (cu) (17.1)
where µ is the diffusion constant. Harris [9] proposed a model of chemotaxis using the finite
element method to solve (17.1) but the computation cost of such methods is prohibitive as the
finite element stiffness matrix needs to be recalculated at each time-step. However, the results
presented in Harris [9] suggest that the spread of the chemical signal around the emitting cell
can be modeled using the simple linear diffusion equation
∂c
∂t
= µ∇2c (17.2)
and that concentrations move with the emitting cell. That is, when using a Lagrangian frame of
reference which follows the emitting cell, the chemical appears to spread out from the cell
according to the linear diffusion equation. This simplifies the mathematical model as any
appropriate solution to (17.2) can be used to model the concentrations, and allowing the
concentrations to move with the emitting cell. Whilst this model is not as precise as the one
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discussed in [9], since it is not a solution to the convection-diffusion equation (17.1), it does
avoid the need for finding a numerical solution to (17.1).
For simplicity, assume the only cell emitting the chemical signal is cell C1 and that it is
circular. Then, the solution to (17.2) can be expressed as
c(x, y, t) =
A
µ(t+ t)
exp
(
−(x− x1)
2 + (y − y1)2
4(t+ t)µ
)
(17.3)
where A is a parameter that controls the magnitude of the concentration of the chemical signal
and t is a small value used to avoid division by zero problems when t = 0. In this work (17.3)
will be used to determine the concentrations of the chemical signal with (x1, y1) changing as C1
moves.
17.2.2 Motion Of The Cells
When chemotaxis occurs the cells respond to changes in the concentrations of the chemical signal
through receptors located in the their outer membrane. Some highly sophisticated models of
how cells move in response to such chemical signals have been developed, such as the one by
Elliott [3]. However, the is also some experimental evidence the cells essentially move as rigid
bodies (see the images in Nitta et. al [13] for example) and so the simple rigid body approach
described below is adopted here.
Since the receptors that detect the concentrations of the chemical are in the cells outer
membrane, the effect of the chemical on a given cell can be modeled as a force proportional to
the gradient of the concentrations of the chemical acting on the cells boundary. Hence the total
force Fi acting on the i
th cell is
Fi =
∮
Γi
(ki∇c+ f) dΓ
where f is the hydrodynamic force due to the motion of the surrounding fluid (which will be
discussed in Section 17.2.3 below) and ki is a constant that can be used to control how strongly
the cell reacts to the chemical signal. The value of ki can be different for each cell, but here it
is assumed to be the same for all cells.
The translational and angular accelerations of each cell are given by
dvi
dt
= ai(t) =
1
mi
∮
Γi
(ki∇c+ f) dΓ
and
dωi
dt
= αi(t) =
1
Ii
[∫
Γi
((x− xi)fy(x)− (y − yi)fx(x)) dΓ
+
∫
Γi
(
ki(x− xi)∂c
∂y
− ki(y − yi) ∂c
∂x
)
dΓ
]
respectively, where mi and Ii denote the mass and moment of inertia of the cell respectively and
f = [fx(x), fy(x)]
T .
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For each cell, the velocity vi, angular velocity ωi, the location of its centre of mass xi and
rotation θi can be integrated through time using
vi(t+ h) = vi(t) + hai(t)
ωi(t+ h) = ωi(t) + hαi(t)
xi(t+ h) = xi(t) +
h
2
(vi(t) + vi(t+ h))
θi(t+ h) = θi(t) +
h
2
(ωi(t) + ωi(t+ h)).
See Atkinson [1], for example, for further details of time integration schemes.
17.2.3 Boundary Integral Method For The Fluid Motion
Assuming that the fluid is incompressible and that there are no body forces acting on the fluid,
the equations of motions for the fluid can be expressed as the continuity equation [12]
∇ · u = 0 (17.4)
for the conservation of mass, and the Navier-Stokes equation
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u (17.5)
which can be considered as an expression of Newton’s second law for a small particle of the
fluid. Here u denotes the fluid velocity, ρ and µ are used to denote the density and dynamic
viscosity of the fluid and p is the pressure. Since the length scale of a typical cluster of cells is
very small (typically of the order of 10−5m) and the time scales over which the cells move very
long (typically large fractions of a hour), the Reynolds number for the flow is very small. This
mean that the inertial terms on the left-hand side of (17.5) can be neglected and (17.5) can be
simplified to
−∇p+ µ∇2u = 0. (17.6)
At this point it is worth noting that (17.4) and (17.6) are usually referred to as the governing
equations for a steady Stokes flow. However, in the application considered here the flow is not
steady as the cell is moving and the fluid velocity field will move with the cell. However, for the
reasons given above, the inertia terms in the Navier-Stokes equation can be neglected meaning
that (17.4) and (17.6) can be used to determine the velocity field at any given instant but they
have to be solved at every time that the velocity field is required.
The boundary condition are given in the form of a no-slip condition on the boundary of the
each cluster, so
u(x) = vi +
[
y − yi
x− xi
]
ωi x ∈ Γ[i]. (17.7)
An additional outer boundary Γ[0] is needed to avoid the problems associated with the Stokes
paradox, which states that there is no solution to (17.4) and (17.6) which satisfies the boundary
conditions (17.7) and the condition that u → 0 as |x| → ∞ [12]. This outer boundary is
chosen to be a long way from the cell (which in an experimental situation would correspond to
a petri-dish containing the cells) and the boundary condition u = 0 is imposed on this outer
boundary.
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In two space dimensions it can shown that if the fluid velocity u satisfies (17.4) and (17.6)
in a closed domain Ω with a piecewise smooth boundary curve Γ, then the velocity also satisfies
the boundary integral equation [14]∮
Γ
T (x,x0)u(x) dΓ(x)−
∮
Γ
G(x,x0)f(x) dΓ(x) =
1
2
u(x0) (17.8)
where f denotes the surface forces,
Tij(x,x0) = −r · n
pir4
rirj
Gij(x,x0) =
1
4piµ
(
−δij ln(r) + rirj
r2
)
r = x−x0, r = |r|, n is the unit normal to Γ directed onto the the fluid domain Ω and δij is the
Kronecker delta function. Here Γ is used to denote the union of the boundaries of the cells and
the outer fluid boundary. From the fluid velocity boundary conditions, the value of u is known
on the whole of Γ, and hence (17.8) is a first kind Fredholm integral equation for the unknown
fluid-force f on the boundary of the cells.
The approximate solution of the boundary integral equation (17.8) can be found using the
boundary element method. Here a simple piece-wise constant approximation to the solution
has been used with a piece-wise linear representation of the cell and outer boundaries. The full
details of the boundary element method for solving (17.8) can be found in [14], for example, and
are not repeated here.
17.3 Numerical Results
The results presented here are for some typical examples simulating the motion of cells due to
chemotaxis. Here length of the sides of the outer boundary as 5,000 times the radii of the cells,
simulating the motion of cells in the centre of a square petri-dish with sides of length 5cm. The
diffusion parameter µ and concentration parameter A are all scaled such that their values are
all 1. The time parameter t for avoiding problems when t = 0 was set to 10
−2. The diffusion
parameter ν was set to 0.1 in Example 1 and 0.01 in Example 2. The boundary integral equation
(17.8) was solved using 20 boundary elements on the boundary of each cell, and 20 boundary
elements on each edge of the outer boundary as the results presented in [8] for solving a closely
related problem show that this is sufficient for the level of accuracy required here.
The first example is slightly artificial, but does represent an example that can be used to
check the consistency of the numerical method presented in this paper. This example considers
five cells with one cell at the centre(which is the cell secreting the chemical signal) and the other
cells arranged above, below to the left and to the right of the central cell, a shown in Figure
17.3. Figures 17.3 to 17.3 show the subsequent locations of the cells, and the concentrations of
the chemical signal. The motion of the four outer cells towards the central cell is symmetric (as
expected) and the difference in the distances of each of the outer cells from the central cell is
less than 10−10. This symmetrical motion of the outer cells shows that the method is yielding
consistent results.
The second example considers a problem with 10 irregularly placed cells, where one of the
cells on the right secretes the chemical signal. The cells close to the emitting cell are strongly
attracted towards it by the chemical signal. The motion of these cells sets up a flow in the fluid
which pushes the emitting cell, and the concentrations of the chemical signal, towards the right.
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(a) t = 0 (b) t = 1
(c) t = 2 (d) t = 3
(e) t = 4 (f) t = 5
Figure 17.1: The locations cells and chemical concentrations for the 5 cell example.
17.4 Conclusions And Further Work
The method presented here is an efficient method for simulating the motion of a moderate
number of cells through a viscous fluid due to chemotaxis. The computational cost of using
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(a) t = 0 (b) t = 2
(c) t = 4 (d) t = 6
(e) t = 8 (f) t = 10
Figure 17.2: The locations cells and chemical concentrations for the 10 cell example.
this model is much less than if a full finite element method for modeling the concentrations of
the chemical signal had been used, albeit with the possibility that the concentrations of the
chemical signal are not being accurately determined. For example, the calculations for example
2 with 10 cells takes less than an hour on a typical desk-top PC, whereas the corresponding
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calculations using the finite element method (with a reasonably fine mesh) for determining the
chemical concentrations would take over 24 hours on the same PC.
The current model for the concentrations of the chemical is only applicable to when the
emitting cell is circular, although there are no restrictions on the shapes of the other cells. A
more sophisticated models for the way in which a cell secretes the chemical signal, and which
can be applied to cells of other shapes, is currently being developed.
The model of what happens when two cells collide also needs to be developed as the current
model has to stop if two (or more) cells collide. Models of cell adhesion, such as the model
given in [15] could be utilized to simulate how two cells stick together once they have collided.
Alternatively, a model which utilizes some coalescence scheme, such as those used to model how
liquid droplet collide and coalesce (see [16] for example), could be developed although as noted
in [8] there are significant differences in the physical processes that occur in the two type of
collision.
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PLENARY TALK I
Highly accurate integral equation based methods for surfac-
tant laden drops in two and three dimensions.
Prof. A.K. Tornberg, KTH, Royal Institute of Technology, Stockholm, Sweden.
Abstract
In micro-fluidics, at small scales where inertial effects become negligible, surface to volume
ratios are large and the interfacial processes are extremely important for the overall dynamics.
Integral equation based methods are attractive for the simulations of e.g. droplet-based
microfluidics, with tiny water drops dispersed in oil, stabilized by surfactants.
We have developed highly accurate numerical methods for drops with insoluble surfactants,
both in two and three dimensions. In this talk I will discuss some fundamental challenges
that we have addressed, that are also highly relevant to other applications: accurate
quadrature methods for singular and nearly singular integrals, adaptive time-stepping, and
reparameterization of time-dependent surfaces for high quality discretization of the drops
throughout the simulations. I will also discuss a recent extension to include electric fields, as
well as quadrature error estimates in 2D and the extension of such estimates to 3D.
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PLENARY TALK II
Does the Galerkin method converge for the standard second-
kind integral equations for the Laplacian on Lipschitz
domains?
Dr Euan Spence University of Bath, UK.
Abstract
It has not yet been proved that the Galerkin method converges when applied to
the standard second-kind integral-equation formulations for Laplace’s equation on general
Lipschitz domains, or even general 3D Lipschitz polyhedra. This convergence result is
equivalent to proving that the relevant integral operators are the sum of a coercive operator
and a compact operator on L2(Γ), where Γ denotes the boundary of the Lipschitz domain.
In this talk, I will describe recent results obtained with Simon Chandler-Wilde (University of
Reading) that settle this question.
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A direction preserving discretisation for transporting densi-
ties using a phase-space boundary integral operator
D.J.Chappell, M. Richter and G. Tanner
Abstract
Boundary integral operator models for transporting phase-space densities through complex
two [1] and three dimensional [2] domains have recently been proposed. In these papers,
the dependence of the density on the momentum (or equivalently direction) variable is
approximated using a basis expansion of orthogonal polynomials. This approach allows for
the inclusion of directivity in the model, going beyond more conventional radiosity based
methods. However, when the underlying transport only takes place in a finite number of
deterministic directions, numerical diffusion leads to an accumulation of error each time the
integral operator is applied. This issue is particularly problematic for transporting densities
along rays through a mesh, transmitting from one cell to the next. In this talk, a direction
preserving discretisation procedure will be outlined. Numerical results demonstrating the
elimination of errors associated to numerical diffusion will be presented for some simple test
cases.
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A DRBEM Formulation for Tow-Dimensional Coupled Vis-
cous Non-Linear Burger’s Equations
Salam Adel Ahmed, Luiz C. Wrobel, Jurij Iljaz
Abstract
This work describes a numerical formulation of the dual reciprocity boundary element
method (DRBEM) for a two dimensional non-linear parabolic system of Burger’s equations
with high Reynolds number. The problem is solved numerically by discretising only the
external boundary of the channel under consideration using mixed linear and constant
elements. Another objective is to discuss the treatment of the convective terms, which involve
gradients of the problem variable, and their modeling using DRBEM. A
nite difference method is utilised to simulate the time evolution procedure for solving the
resulting system of equations. The Newton-Raphson algorithm is used to solve the reduced
non-linear matrix equations which is shown to be rapidly convergent. Numerical experiments
are included for two different problems for which analytical solutions are available, to establish
the validity of the proposed approach and to demonstrate the efficiency of the proposed
technique. The numerical results are in reasonable agreement with the analytical solutions and
do not show oscillations or damping of the wave front, as appear in other numerical techniques,
even when using moderate and high Reynolds number.
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A Green’s integral representation for the two-dimensional
steady Navier-Stokes equation
E.A. Chadwick
Abstract
Consider steady uniform flow past a fixed, closed body in an unbounded domain governed
by the incompressible Navier-Stokes equations. A velocity representation is given as an integral
distribution of Green’s functions of the Navier-Stokes equations which we call NSlets, such that
the strength of the NSlets is the same as the force distribution over the body boundary. We
apply this theory to the benchmark problem of a two-dimensional circular cylinder over a range
of Reynolds numbers up to 40 when the steady flow breaks down. A boundary element code
is developed with collocation point weighting function and linear shape function, and with
Dirichlet body boundary condition that the velocity is zero. Comparison against experiment
and other numerical methods is given.
Correspondance e.a.chadwick@salford.ac.uk; University of Salford, Gtr. Manchester UK
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On Boundary-Domain Integral Equations for Stokes PDE
System in Lp-based spaces for Variable-Viscosity Compress-
ible Fluid on Lipschitz Domain
S.E. Mikhailov
Abstract
We consider Boundary-Domain Integral Equations (BDIEs) associated with the Robin
boundary value problem for the stationary Stokes system in Lp-based Sobolev spaces in a
bounded Lipschitz domain in R3 with the variable viscosity coefficient. First, we introduce
a parametrix and construct the corresponding parametrix-based variable-coefficient Stokes
Newtonian and layer integral potential operators with densities and the viscosity coefficient in
Lp-based Sobolev or Besov spaces. Then we generalize various properties of these potentials,
known for the Stokes system with constant coefficients, to the case of the Stokes system
with variable coefficients. Next, we show that the Robin boundary value problem for the
Stokes system with variable coefficients is equivalent to a BDIE system. Then we analyse the
Fredholm properties of the BDIE systems in Lp-based Sobolev and Besov spaces and finally
prove their invertibility in corresponding spaces.
This is a joint work with Mirela Kohr and Massimo Lanza de Cristoforis, based on and
further developing results of [1, 2, 3].
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Active control of nonstationary vibrations of plates under
dynamic transverse loading
Dr Oleksandr Menshykov, School of Engineering, University of Aberdeen, UK
Abstract
The current study is devoted to the development of active control methods for the
nonstationary vibrations of the bottom-hinged rectangular isotropic elastic plate of medium
thickness under dynamic transverse concentrated loading.
To solve the vibration control problem (to minimise or, if possible, fully eliminate the strain)
the additional control loads are introduced into the mechanical system. The necessary control
loads are determined from the solution of system of Volterra integral equations, which has
been obtained from the initial boundary value problem. Furthermore, Tikhonov regularisation
algorithm is used to numerically solve the ill-posed system of equations.
The resulting deflection of the median plane is presented for different combinations of the
disturbing load and control functions. The advantages and disadvantages of particular control
systems and possibility of their practical implementation are discussed.
Joint study with Dr Alexey Voropay, National Technical University “Kharkiv Polytechnic
Institute”, Ukraine
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Generalized Fourier Series Method for Elastic Plates
C. Constanda and D. Doty
Abstract
A convenient way to approximate the solutions of boundary value problems for elliptic
partial differential equations is to expand them in a complete set of functions that are
intrinsically tied to the structure of the appropriate layer potentials. We show how such
a method can be constructed and adapted to yield good numerical results, and illustrate
the procedure in application to the interior Dirichlet, Neumann, and Robin problems for the
mathematical model of bending of plates with transverse shear deformation.
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