In an earlier paper, a systolic algorithm/array was derived for recursive least squares (RLS) estimation, which achieves an O(n 0 ) throughput rate with O(n 2 ) parallellism. The resulting array is speci cally tuned towards the RLS problem. Here, a di erent route is taken, by trying to implement the RLS problem on a systolic array, which is also useful for several other applications, such as, e.g., SVD updating and Kalman ltering. This is important in view of possible hardware implementation. An additional advantage is that, unlike with the earlier array, it is now possible to incorporate alternative data weighting strategies such as directional weighting, without sacri cing speed.
I. Introduction
The least squares problem is given as The`standard' RLS algorithm is then based on QR updates and triangular backsolves, wherewith the triangular factor R and the corresponding righthand side z are stored and updated. However, it is well known that these two computational steps (updates & backsolves) cannot be pipelined e ciently on a systolic array. To circumvent the pipelining problem, mixed`covariance/information' algorithms have been developed, where both R and R ?1 are stored and updated together such that a high throughput rate is achieved 13]. Unfortunately these algorithms su er from numerical instability. An alternative RLS algorithm, taken from 1, 12] and which works with an inverse triangular factor R ?1 only, was turned into a systolic algorithm in 8, 9] . It has O(n 2 ) parallellism, and achieves an O(n 0 ) throughput rate,
which means that new observation vectors h a T k] k]
i are processed at a rate which is independent of the problem size n, and that least squares solutions are generated at the same rate. The O(n 0 ) throughput rate is achieved by means of`contra-ow' and an internal correction scheme that compensates for the interference of computational fronts running in opposite directions. Obviously, the resulting array is speci cally tuned towards the recursive least squares problem. Here, a di erent route is taken, by trying to implement a similar RLS algorithm on a systolic array, which is also useful for several other applications, such as, e.g., SVD updating 7], Kalman ltering 10] and DOA estimation 11]. This is important in view of possible hardware implementation. An additional advantage is that, unlike with the array of 8, 9] , it is now possible to incorporate alternative data weighting strategies such as directional weighting, without sacri cing speed.
In section II, the`generic' Jacobi-type array of 7, 10] is brie y reviewed by means of the SVD updating example. The array which is described here is a reorganized version of the original array in 7, 10] . It exhibits less contraow, and is therefore easier to understand and implement in hardware. In section III, the RLS algorithm of 12] is worked into an algorithm which directly ts onto the SVD updating array. Finally, in section IV it is outlined how a directional weighting strategy can be incorporated.
II. An array for SVD updating and other algorithms
The SVD updating example is given here, for it nicely illustrates the functionality of the generic array which will be used for the RLS problem. In the algorithmic description below, the triangular matrix R (close to a diagonal matrix), is indicated by " x : : :
, for the sake of clarity.
Initially, R = 0 and V = I. The algorithm is then given as follows :
for k = 1; : : :; 1
1 When R is close to , the V -matrix is also close to the true V -matrix. In 6] it is shown that the tracking error is always smaller than the time variation in O(n) time steps.
The tracking error and the time variation are de ned in terms of the angles between true and estimated subspaces or subspaces at di erent time steps. end
The QR update in step 2 is carried out by means of a sequence of n plane transformations (row transformations), as usual 3]. Q 1jn+1 k] combines rows 1 and n + 1 of the compound right-hand matrix, to zero its (n + 1; 1) entry. Q 2jn+1 k] then combines rows 2 and n + 1 to zero the (n + 1; 2) entry, etc. The QR update moves the R matrix further from the diagonal form.
The diagonal form is then (partly) restored in step 3, where a sequence of row and column transformations is applied (Jacobi-type diagonalization 5]). Figure 2s , etc.). With the iji+1 transformations running upwards and the running downwards, the array exhibits contra-ow. To obtain consistent results, the ascending iji+1 transformations are applied to the descending vectors, whenever they cross. The contra-ow is crucial in view of the O(n 0 ) throughput rate.
Brie y, it allows to form a matrix-vector product with`some older version' of the V -matrix, which is corrected afterwards by applying the ascending iji+1 transformations. The resulting (surprizingly simple) functionality of the 2 2 blocks is exhibited in Figure 3 . The functionality for the diagonal blocks is similar. For a more thorough analysis, the interested reader is referred to 7]. Finally, the important thing is that this array is useful for a collection of other algorithms, e.g. Kalman Filtering 10], direction-ofarrival estimation 11], etc. In the next section it is shown how it is used for RLS estimation. The only di erence with the algorithm of 12] is that one now works with a square matrix, instead of a triangular matrix. While the computational complexity is thus roughly doubled, numerical simulations have shown that this algorithm is as stable as the algorithm of 12], i.e. with linear error build-up which is readily counteracted by including e.g. exponential weighting (see also section IV). However, working with a square matrix allows to reorder the transformations in step 2, which leads to a simpler systolic implementation. In step 2, 1j2 k] combines columns 1 and 2, such that the (1; 1) element in the compound matrix is zeroed. are combined, such that the second last column in the compound matrix can be left out. This is not pursued here. It is also noted that the above description corresponds to the SVD updating algorithm (section II), where R, Q k] and k] are`void', and where the compound matrix with P ?1 takes the place of V . Figure 4 shows how the above algorithm is implemented on the SVD array. The size of the array is n + 2 instead of n (with n = 6 here), and P ?1 is stored in the upper left corner, as indicated in an O(n ?1 ) throughput rate. Also with the array of 8] it is not possible to achieve an O(n 0 ) throughput rate. Surprizingly, in the algorithm/array with P ?1 , directional weighting poses no particular problem. The directionally weighted RLS algorithm di ers only in the P ?1 update, which may be recast as follows 2] : end where the only true di erence is in the de nition of^ njn+1 k] . In the array implementation ( Figure 4 ) the 1 which is input from above in the second last column (and which used to come out unchanged), is now changed into k] when it reaches the 2 2 block on the diagonal, where^ njn+1 k] is computed.
III. RLS revisited
All other operations remain unchanged, and thus the O(n 0 ) throughput rate is preserved. 
