In this paper, numerical methods for one-dimensional magneto-fluid dynamics are discussed. Two mathematical models are considered: the full magneto-fluid dynamics equations, that is the system where the Maxwell and the fluid dynamics balance equations are coupled, and the simplified magneto-fluid dynamics equations, which are obtained from the former applying the so-called magnetohydrodynamic approximation. Numerical methods for the solution of both models are proposed and applied to an idealized magneto-fluid dynamics shock-tube problem in one dimension. Comparisons between the results obtained using the two different methods are carried out to verify their limits of application.
T he recent interest in magneto-fluid dynamics as a mean to control the flow during atmospheric re-entry or sustained hypersonic flight has brought the attention of many members of both the computational fluid dynamics (CFD) and the computational electromagnetics (CEM) communities towards the field of computational magneto-fluid dynamics (CMFD). The shared experience of these scientists has provided a rich heritage of knowledge for CMFD, as noted in Ref. 1 .
In magneto-fluid dynamics for aerospace applications, it is presently common practice to adopt a set of governing equations that results from the application of simplifying hypothesis to the most general formulation, which is composed of the Maxwell and the Navier-Stokes equations. The so-called MHD approximation transforms the full magneto-fluid dynamics (FMFD) equations into the simplified magneto-fluid dynamics (SMFD) equations. The magnetohydrodynamic approximation is reasonable in most engineering applications, included those related to hypersonic motion. However, as noted in Refs.2 and 3, there could be regions of the flow where those effects neglected using the simplified MFD equations could be important. In addition, the FMFD system is more flexible than the SMFD one to adopt constitutive laws for the electric currents that differ from the generalized Ohm law.
Attempts to numerically compute the FMFD equations are very scarce in the literature, if not completely absent. The nearest application, to the authors' knowledge, is related to the so-called two-fluids plasma model, which treats the plasma as a combination of electron and ion fluids coupled through the electromagnetic field. 4, 5 Conversely, most numerical methods for computational magneto-fluid dynamics are based on the SMFD model and have been developed following the guidelines coming from CFD methods, as it is demonstrated by the large number of publications where numerical procedures for CMFD are borrowed from different families of CFD methods. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] In this paper, we present two different numerical methods. The one conceived to solve the full MFD equations is presented in Section II, while the other, which concerns the SMFD system, is described in Section III. By now, we restrict our attention to one-dimensional problems, as our present aim is to verify the limit of applicability of the two numerical procedures, especially in relation to different magnetic Reynolds number regimes. In Section IV, we show results obtained applying the two models to the problem of an idealized magneto-fluid dynamics shock tube.
II. Numerical simulation of the full magneto-fluid dynamics equations

A. Governing equations
The full magneto-fluid dynamics equations (FMFD) are made up of the Navier-Stokes equations and the Maxwell equations, which are coupled one to each other through source terms that describe the mutual interactions between electromagnetism and fluid dynamics. The mathematical form of the full magneto-fluid dynamics equations (FMFD), which we briefly remind in the following, is discussed in detail in a companion paper.
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The non-dimensional form of the full magneto-fluid dynamics equations reads like:
with the constitutive relation
Equations (1) and (2) are in non-dimensional form. The similarity parameters that appear in them are defined as:
Magnetic Reynods number (5)
Magnetic force number (6) where the subscript 0 refers to characteristic reference conditions and L is a characteristic length scale. Note that velocity is made non-dimensional using V 0 = p 0 /ρ 0 as the characteristic speed of the flow, while the similarity parameters are defined using the free-stream velocity, V ∞ . This explains the appearance of terms such as √ γM in Eqs. (1) . Since the aim of this work is to develop numerical methods capable of coupling the Maxwell and the fluid dynamics equations, we decide to simplify Eqs. (1a)-(1f) using the following approximations:
constant and scalar electrical conductivity (7c)
Thus, Eqs. (1a)-(1f) are changed into:
Note that the condition expressed by Eq. (7b) represents the same approximation made for obtaining the simplified magneto-fluid dynamics equations. However, since the displacement current term is retained in Eq. (8e), the mathematical nature of the full magneto-fluid dynamics equations is preserved and the numerical method presented in the following Subsection can be easily extended to account for the electric charge density.
As the numerical method presented here adopts a cell-centered finite volume discretization of the computational domain, we need to write Eqs. (8) in their integral form:
least 5 orders of magnitude separating signal propagation speeds in fluid dynamics and in electromagnetism, the resulting coupled system is a very stiff one, and requires a special treatment.
Here, we want to solve the system of Eqs. (10)-(12) using a finite volume scheme and a time-dependent method. Solution methods for fluid dynamics and for electromagnetism, when considered separately, are well known.
1 However, the coupling requires that the two systems are solved simultaneously. Stability considerations request that, using explicit schemes, the common time step be very small, namely of the order of ∆x/c. This is definitely a too small time step for efficient fluid dynamics computations. The way to overcome such an obstacle is to solve the Maxwell equations using implicit schemes, that allow for large computational time steps as they are nominally unconditionally stable. The fact that the speed of light is a constant parameter implies that the homogeneous electromagnetic part of the FMFD system has linear eigenvalues, so that the application of implicit schemes to the Maxwell equations allows for very large time steps (comparatively to the Maxwell system). Thus, one can conceive to march the fluid dynamics system in time for one iteration using the values of the electromagnetic field variables frozen at the beginning of the time step, and then to march the electromagnetics system in time for a couple of iterations until the same time value of the companion fluid dynamics step is reached. In this second step, one can decide to use the flow-field values frozen at the beginning of the fluid dynamics time step, or those obtained at the end of it, or an average value. Clearly, such a way of proceeding does not possess the time resolution necessary to resolve electromagnetic phenomena that evolve with very high frequency, even though, in principle, the method permits to reduce the electromagnetic step at will.
Another delicate point arises when source terms become large. In fact, it is well known that the numerical solution of hyperbolic equations becomes very hard when stiff source terms are present. Such a problem is typical, for instance, of the numerical simulation of chemically reacting flows. In the full MFD equations, source terms become stiff when the magnetic Reynolds number is large. In order to increase the value of Re m above which the numerical method fails, the classical strategy of treating the source terms implicitly can be used.
Putting into practice what we just anticipated results in the development of a two-steps numerical procedure. In the first step, the fluid dynamic part of the equations is solved using a second order explicit integration scheme for the homogeneous part and an implicit procedure for the source term. During this step, the electromagnetic variables are considered as frozen. Indicating with W f , F f and Ω f that parts of W, F and Ω pertinent to the fluid dynamics equations, we write:
where
In this paper, any Jacobian matrix will be meant to be computed at time step K. Therefore, from now on, we will omit the superscript K when writing such terms. It is clear from Eqs. (13)- (14) that the mass balance equation, which has no source term, can be solved separately from the others:
Conversely, the momentum and energy balance equations are coupled through the source terms, whose implicit integration results in the system:
The signˆabove vectors W f , F f and Ω f indicates that the mass balance equations is excluded from Eq. (16). The solution of Eq. (16) requires the inversion of a (4x4) matrix for each computational cell:
with
The elements of [A] N must be computed using the local values of B, E and v at each N cell. Note that, since the time-variation of density,∆ρ, is already known from Eq. (15), the derivatives with respect to density that are present in the source term components are treated explicitly in Eq. (16), with
At this point, the only missing information concerns the way in which fluxes F f are computed. In this work, such an operation is carried out using an upwind flux-difference splitting method widely used by the first two authors for computing high speed flows.
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Once fluid dynamics variables have been computed as described above, the second step consists in solving the electromagnetic part of the equations system. In this case, the integration scheme is fully implicit, in such a way that the same time-integration interval of fluid dynamics,∆t, can be used without running into stability problems. Fluid dynamics variables are treated as if they were frozen at the values obtained after the first step of the procedure. Therefore, the integration scheme for the electromagnetic part of the FMFD equations is:
Assuming that the fluxes at each cell interface depend on the two neighboring cells only, Eq. (21) can be expanded as:∆
As the homogenous part of the Maxwell equations does not provide for the presence of discontinuities, a centered scheme can be used to evaluate the elements of F m at each cell interface:
The solution of Eq. (22) requires the inversion of a block tridiagonal matrix, [D] , across the whole computational domain. The linear system to be solved is: 
At the boundaries of the computational domain, the form of [L], [R] and [C] will change according to the enforced boundary conditions.
Accuracy
The fluid dynamic part of the FMFD equations is computed reconstructing the convective fluxes with a second order scheme of the ENO family, 21 as described in Ref. 20 . In addition, source terms are computed at the intermediate time step K + 1/2 with an implicit scheme. Thus, the numerical method for the fluid dynamic step has a nominal second order accuracy both in space and in time.
The Maxwell equations are solved using central differences for computing the fluxes, which, therefore, are second order accurate in space. The integration in time is performed with an implicit evaluation of the fluxes at the electromagnetic time step K + 1, while source terms are evaluated at the intermediate electromagnetic time step K + 1/2. Though this is not requested by stability constraints, three electromagnetic time steps of amplitude∆t/3 are provided within each fluid dynamic time interval,∆t.
III. Numerical simulation of the simplified magneto-fluid dynamics equations
A. Governing equations
If the MHD approximation is applied, the magneto-fluid dynamics equations are reduced to a simplified system where the electric field E becomes a dependent variable that can be reconstructed from the values of B and v. The SMFD model is widely discussed in Ref. 3 .
In integral form, the SMFD equations are given by:
and
Equations (28)- (31) are written in non-dimensional form using the same characteristic reference values of the FMFD model. If we restrict our model to one-dimension, we remain with the following system of equations:
As previously anticipated, the electric field E can be computed from the relation:
The electric charge density, ρ c does not appear in Eqs. (32)- (34), but, in general, it can be reconstructed from the Gauss law for electricity:
Enforcing the magnetohydrodynamic approximation completely changes the mathematical nature of the MFD equations. The propagation of electromagnetic signals with the speed of light is completed removed and the homogenous SMFD system (that is in the limit of infinite viscous and magnetic Reynolds numbers) is characterized by eigenvalues and eigenvectors that correspond to seven different signals with the respective propagation speeds. Details on the subject are given in Ref. 22 and are widely reported in the literature.
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B. Numerical method
Numerical methods for the simplified MFD equations can be very different depending on the magnetic Reynolds number of the application. In fact, the system contained in Eqs. (28)- (30) presents source terms that become large for small values of Re m . When such a situation occurs, the SMFD equations are further modified and the so-called Low-Re m SMFD equations are obtained. 3, 26 In this case, considerable simplification is introduced by noting that the induced magnetic field is negligible and the Ampere's law is discarded. Conversely, in the general SMFD formulation, no assumption is made on the magnetic Reynolds number. In this case, the magnetic induction equation is explicitly solved to obtain the induced magnetic field.
Most numerical methods for solving the general formulation of the SMFD equations in compressible flow conditions adopt upwind schemes originally developed for the ideal magnetohydrodynamics (MHD) equations, that is the homogenous and inviscid part of the SMFD equations. The approach replicates the one followed by numerical methods for compressible flows: first upwind schemes were developed for the Euler equations in one-dimension and then extended to two and three-dimensions and to Navier-Stokes. Upwind methods developed to solve the ideal MHD equations belong to the Roe family, [8] [9] [10] to the flux-vector splitting family,
11
to the HLLE family, 12, 13 to the gas-kinetics theory based flux-splitting family, 14 to the PPM family, 15 to the Lax-Friedrichs family 16 and to the Osher family. 22 With the exception of the gas-kinetic FVS method, all the above cited upwind methods follow the Godunov approach and thus necessitate knowledge of the eigenvectors and eigenvalues system that characterize the one-dimensional ideal MHD equations. Other numerical methods for MHD adopt the TVD scheme 17 or a combination of compact-difference for space derivatives and the classical Runge-Kutta method for time derivatives.
18
When such methods are extended to more than one dimension, special procedures must be adopted in order to enforce the ∇ · B = 0 constraint in the integration of the discretized equations.
11, 27-31
Here, we present a numerical method conceived for the general formulation of the SMFD equations, which is based on the upwind solver presented in Ref. 22 . The integration of the equations system is carried out in an explicit fashion as far as the convective part is concerned. In addition, source terms are computed with an implicit scheme to overcome stability problems that may occur for small values of the magnetic Reynolds number, when the source term becomes very large.
We start our description of the method with discretizing the one-dimensional SMFD equations using a cell-centered finite volume approximation:
The first four equations contained in the system of Eq. (37), namely the mass and momentum balance equations, have no source term and they can be solved using a standard explicit scheme:
Conversely, the magnetic induction equations and the total energy balance equation are characterized by the presence of source terms, whose implicit integration provides that they be computed at time step K +1/2. In this work, the space derivatives of the magnetic field contained in the source terms are computed according to the formulas:
where, for internal points, we use
while other coefficients have to be adopted for any particular boundary condition. Thus, the source terms depend not only on the values of B at the local mesh point, but also at the two neighboring cells:
Note that the source terms in the two magnetic induction equations are uncoupled, so that those equations can be solved separately. In general, for each component of the magnetic induction equation, it will be necessary to solve a system that requires the inversion of a tridiagonal matrix whose rank is equal to the number of cells:
The elements of the tridiagonal matrix, [T] , are:
In addition, the half-implicit discretization of the total energy balance equation doesn't require the inversion of a matrix, because the source term component Ω Et only depends from the space derivatives of B. Thus, we can solve for ∆ E t using the equation:
In Eq. (44), all the increments ∆ B y and ∆ B z are known values previously obtained from the solution of Eq. (42).
Accuracy
An ENO reconstruction 21 and the use of the MINMOD limiter provide a reconstruction of the initial data for the computation of the convective fluxes that leads to a second order of accuracy in space. Second order of accuracy in time is achieved by adding a further correction to these values to account for the time dependency of the solution. In addition, source terms are computed at the intermediate step K + 1/2 and the partial derivatives appearing in them are evaluated using finite difference formulas that are also second order accurate. Thus, globally, the numerical method for the SMFD equations has a nominal second order accuracy both in space and in time.
IV. Numerical results
A. The shock-tube problem
The shock-tube problem can be seen as a particular Riemann problem with stationary initial conditions. In a Riemann problem, the collapse of the initial discontinuity generates a pattern of waves depending on the given initial left and right states. In fluid dynamics, three waves are generated: a contact discontinuity and two acoustic waves, that can be shocks or expansion fans (in general, there can be one expansion fan and one shock, or two shocks, or two expansion fans). In ideal magneto-fluid dynamics (or magnetohydrodynamics, MHD), the presence of seven characteristic waves (one contact discontinuity, two fast magnetoacoustic waves, two slow magnetoacoustic waves and two Alfvèn waves) allows for various possible configurations and the debate is still open about which are admissible and which are not.
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If we restrict out scope to the particular case of the shock-tube problem, where the gas is initially stationary, then, in fluid dynamics, the two acoustic waves are certainly an expansion fan and a shock wave. In MHD, if we add the further conditions that the problem be planar, that is with magnetic field and velocity components lying on the same plane, and that the initial magnetic field be constant, we will certainly obtain a solution consisting of two magnetoacoustic expansion fans (a fast one and a slow one), two magnetoacoustic shock waves (a fast one and a slow one) and a contact discontinuity. The Alfvèn waves are not present in planar problems.
B. Initial conditions
We consider here a planar one-dimensional shock-tube problem, whose left-and right-side initial states are given in Table 1 . With respect to the usual fluid dynamics test case, an initially constant magnetic field is Table 1 . Left and right states of the initial discontinuity for the considered Riemann problem.
Left side 12. The similarity parameters that characterize our test case are given in Table 2 . They were obtained using the reference values listed in Table 3 . In particular, V 0 and B 0 have been chosen is such a way that M = 1 and γM 2 S = 1. We note that, in the planar one-dimensional shock-tube problem, the electric field component E x cannot be generated. Thus, according to Eq. (36), the electric charge density must be null, unless a gradient of E x is given as an initial condition. Here, we set the initial conditions such that E x = E y = E z = 0 and, therefore, the fact of neglecting ρ c in the full magneto-fluid dynamics equations is an exact condition.
C. Boundary conditions
Normally, simple-wave boundary conditions can be safely used in the numerical solution of classical shocktube problems, both in fluid dynamics and in MHD. Nevertheless, when source terms are present in the equations, such boundary conditions cannot be used, in particular when source terms are effective right at the boundaries of the computational domain. Thus, one is forced to choose for a different boundary condition. In the present case, we noted that, for intermediate values of λ e , a dispersive wave reaches the right border of the domain producing a sub-magneto-sonic outflow velocity. Therefore, in the SMFD code, we decided to impose, at the right boundary, an exit pressure and an exit magnetic field component B y with values equal to those of the initial right state, that is
Conversely, we maintained the simple wave boundary condition at the left border, which is not affected by significant disturbances. Concerning the FMFD code, one has to make a distinction between the fluid dynamic and electromagnetic steps. For the first one, the same boundary conditions of the SMFD code were applied as far as the fluid dynamic variables are concerned (in particular, condition Eq. (46a)). For the electromagnetic step, a value for the magnetic field component B y has been imposed at both boundaries, that is
D. Results
We present numerical simulations of the shock-tube problem described in Section IV.B that were obtained solving the full magneto-fluid dynamics (FMFD) equations as described in Section II and the simplified magneto-fluid dynamics (SMGD) equations as discussed in Section III. In our numerical experiments, the electric conductivity was considered as constant and different tests were carried out using different values of it. The basic computational grid is composed of 1000 points. In Figs. 1-6 , we show the results that are pertinent to electrical conductivities λ e equal to 1, 10 2 , 10 3 , 10 4 , 10 5 , 10 6 S/m. Each figure shows the behavior of a different magnetogasdynamic variable. The borderline cases of null electrical conductivity, that is Euler flow, and of infinite electrical conductivity, that is MHD, are represented in the plots as a dash-dotted line with a 'square' symbol and as dotted line with a 'delta' symbol, respectively. The intermediate cases of finite λ e are plotted as a solid line when the solution was obtained solving the SMFD equations and as a dashed line when the FMFD equations were adopted.
As already anticipated, the pure fluid dynamic solution is characterized by a shock wave and a contact surface that move rightwards and by an expansion fan whose outermost characteristics go leftwards. The MHD solution contains a weak fast shock that moves rightwards, followed by a stronger slow shock and by a contact surface; a fast expansion fan moves leftwards, while a slow-sonic slow expansion opens in both directions. Where the slow-sonic transition of the latter occurs, there's a change in sign of the velocity component, v.
For small values of the electrical conductivity, the flow-field is very close to the Euler one. The induced magnetic field is very small and it initially scales linearly with the electrical conductivity, as shown in Fig. 7 .
As λ e grows stronger, however, the three wave structure starts to get deformed and it finally takes the shape of the MHD solution for large values of λ e . The magnitude of the induced magnetic field becomes important.
The FMFD and the SMFD solutions shown in Figs. 1-6 are almost perfectly one on top of the other. It should be noted that the source terms for the two models behave in a diametrically opposed way. In fact, in FMFD, small values of the magnetic Reynolds number mean small source terms, while the opposite it true in SMDF. Thus, having a small Re m is an easy situation for solving the FMFD equations, but it is a stiff problem for SMFD. Conversely, a large Re m doesn't create difficulties for computing the SMFD model, but it makes the solutions of the FMFD equations a difficult task.
In our tests, we experienced that the implicit treatment of source terms is largely beneficial to our computational methods. In fact, in the conditions of the present test case, we are able to run our codes up to λ e = 1 · 10 6 S/m using the FMFD model and, on the other hand, down to λ e = 1 · 10 −2 S/m with the SMFD model. These results are particularly stunning, as the wave structure of the homogenous part of the equations, which provides for a 'fluid dynamic' three waves structure in FMFD and for a five waves structure in SMFD, is completely disrupted by the effect of the source terms, which produce five waves or three waves structures, respectively. In particular, the sharp numerical capture of fluid dynamic shocks with the SMFD code used at very low values of λ e was unexpected.
Numerical difficulties are encountered by the FMFD solver only for λ e = 1·10 6 S/m and in correspondence of the fast magneto-acoustic shock wave, where a kink is clearly visible. Such a problem, however, completely disappears increasing the number of grid points by a factor 10 (from 1000 points to 10000 points), as shown in the grid convergence analysis reported in Figs. 8(a)-8(b) . However, one should keep in mind that these values of λ e represent the borderline for the numerical application of the FMFD solver.
On the other hand, the SMFD solver has a problem, for values of λ e smaller than 10 4 S/m, right at the location of the fluid dynamic shock wave. There, one can clearly see that the plots of the velocity component v display a kink (Fig. 4) , which doesn't exist in the numerical solutions of the FMFD equations. When the grid is refined (Fig. 9) , the disturbance remains, though it reduces its extension. The kink apex is located exactly where the plot of the magnetic field component B y makes an angle (Fig. 5) . This aspect requires further investigation. The electric field component E z (Fig. 6) , which, within the SMFD model, is computed from the primitive variables using Eq. (35), manifests a similar problem, which is due to the fact that v is used to compute E z . In addition, a second kink is present where the slow expansion is sonic, at x/L = 0.5. In this case, the disturbance is due to a very slight oscillation in the slope of B y that occurs at the slow-sonic point, as it typically happens in all upwind schemes. This fact produces an oscillation in the derivative (∂B y /∂x) that must be computed to evaluate E z . Such an effect is more or less amplified according to the magnitude of the magnetic Reynolds number, which divides ∇ × B in Eq. (35). The smaller is the magnetic Reynolds number, the more the oscillation is magnified.
Apart from these two problems, the numerical solutions obtained using the FMFD and SMFD models are satisfactory. No differences can be perceived between the results related to the two approaches, except those mentioned above. The numerical solution of the FMFD equations has been proved feasible, with a burden equal to a factor 3 in computing time.
V. Conclusion
Two numerical methods, one for the full magneto-fluid dynamic equations and another for the simplified magneto-fluid dynamic equations have been developed. In the considered test case, they should theoretically give exactly the same results, as it happens, in fact, in our numerical experiments. While the physical model based upon the SMFD equations is widely used in the scientific community, the FMFD model is rarely adopted. Here, we have shown that its numerical solution is feasible without an excessive burden in terms of computing time. The advantage of the FMFD model is that it could be used also in regions of the flow where terms containing the electric charge density, which are neglected in the SMFD model, become important. In addition, the FMFD model is not indissolubly linked to the generalized Ohm law, in the sense that it allows for using any other constitutive law that relates the electric current with the other electromagnetic and fluid dynamic variables.
Finally, both numerical methods have proved to be very robust, as it was possible to use each of them in borderline situations in terms of magnitude of the magnetic Reynolds number. In the next future, it is the intention of the authors to extend the methods presented here to more than one dimension and to situations where taking into account or not the electric charge density could make a difference between FMFD and SMFD. FMFD -10000 pts.
SMFD -1000 pts.
SMFD -10000 pts.
(b) Enlargement of the square box in Fig. 8 (a) Figure 8 . Grid convergence study for λe = 1 · 10 6 S/m. Velocity component u computed both with SMFD and FMFD and grids of 1000 and 10000 points. FMFD -1000 pts.
SMFD -10000 pts. FMFD -10000 pts.
(c) Enlargement of the bottom square box in Fig. 9 (a) Figure 9 . Grid convergence study for λe = 1 · 10 4 S/m. Velocity component v computed both with SMFD and FMFD and grids of 1000 and 10000 points.
