Independent component analysis (ICA) attempts to nd a linear decomposition of observed data vectors into components that are statistically independent. It is well known, however, that such a decomposition cannot be exactly found, and in many practical applications, independence is not achieved even approximately. This raises the question on the utility and interpretation of the components given by ICA. Fortunately, there are several reasons to consider ICA useful even when the components are far from independent. This is because ICA simultaneously serves other useful purposes than dependence reduction, for example due to its very close relationship to projection pursuit, and sparse coding. On the other hand, one can formulate models in which the assumption of independence is explicitly relaxed. Two recently developed methods in this category are independent subspace analysis and topographic ICA.
Introduction
Indendent component analysis (ICA) 3, 5, 7, 12, 14] is a recently developed statistical technique that attempts to (linearly) decompose an observed data vector into components that are statistically independent. Usually ICA is formulated as a generative statistical model where the observed data is expressed as a linear transformation of latent variables that are nongaussian and mutually independent. The classical version of the model can be expressed as x = As (1) where x = (x 1 ; x 2 ; :::; x n ) is the vector of observed random variables, s = (s 1 ; s 2 ; :::; s n ) is the vector of the latent variables called the independent components or source signals, and A is an unknown constant matrix, called the mixing matrix. The problem is then to estimate the mixing matrix A, or rather its inverse W, using observations of x alone. The model can be estimated if the independent components s i are nongaussian 3] .
Thus, ICA is conventionally based on estimation of a generative model with independent latent variables. However, it is well known that when ICA is performed on real data (e.g. image data), the obtained estimates of the independent components are often not very independent, even approximately. In fact, it is not possible, in general, to decompose a random vector x linearly into components that are independent. This raises questions on the utility and interpretation of the components given by ICA. Is it useful to perform ICA on real data that does not give independent components, and if it is, how should the results be interpreted?
Fortunately, there are reasons to consider ICA useful even when the estimated components are not very independent. This is because ICA simultaneously serves certain other useful purposes than dependence reduction. For example, it can be interpreted as projection pursuit or sparse coding, as will be discussed in sections 3 and 4 below. Both of these methods are based on the maximal nongaussianity property of the independent components, and they give important insight into what ICA algorithms are really doing.
Another approach to the problem of not nding independent components is to relax the very assumption of independence, thus formulating new data models. We present here two recently developed methods in this category. In independent subspace analysis, it is assumed that only certain sets (subspaces) of the components are mutually independent. Topographic ICA, on the other hand, attempts to utilize the dependence of the estimated 'independent' components to de ne a topographic order. These new models will be discussed in sections 5 and 6. 
log p i (w T i x(t)) + T log j det Wj (2) where the p i are the density functions of the s i (here assumed to be known), and the x(t);t = 1; :::; T are the realizations of x.
To simplify things, the estimates of the independent components can be constrained to be uncorrelated, and of unit variance.
This implies that the term T log j det Wj in (2) projections of multidimensional data. Such projections can then be used for optimal visualization of the clustering structure of the data, and for such purposes as density estimation and regression. In basic (1-D) projection pursuit, we try to nd directions w such that the projection of the data in that direction, w T x, has an interesting distribution, i.e., displays some structure. It has been argued 4, 11] that the Gaussian distribution is the least interesting one, and that the most interesting directions are those that show the least Gaussian distribution. The usefulness of nding such projections can be seen in Fig. 1 , where the projection on the projection pursuit direction clearly shows the clustered structure of the data. The projection on the rst principal component, on the other hand, fails to show this structure. In projection pursuit, one thus wants to reduce the dimension in such a way that some of the 'interesting' features of the data are preserved. This is in contrast to methods like PCA where the objective is to reduce the dimension so that the representation is as faithful as possible in the mean-square sense.
As was shown above, the estimation of the classic ICA model means simply nding the most nongaussian projections which give estimates of the independent components. This shows the close connection between ICA and projection pursuit. Indeed, the conventional criteria used for nding the interesting directions in projection pursuit essentially coincide with the criteria used for estimating the independent components.
Sparse Coding
According to several authors an important characteristic of sensory processing in the brain is sparse coding. In sparse coding, a data vector x, e.g. an image (patch), is represented using a set of neurons so that only a small number of neurons is activated at the same time. Equivalently, this means that a given neuron is activated only rarely. In the simplest case, we can assume that the coding is linear. For example, a widely used linear transform that performs sparse coding for many kinds of natural data is given by the wavelet transformation. One can also estimate a linear sparse coding transformation of the data by formulating a measure of sparseness of the components, and maximizing the measure in the set of linear transformations.
In fact, sparsity is one form of nongaussianity. Maximizing sparsity is thus one method of maximizing nongaussianity. Therefore, at least in the case of linear coding, sparse coding leads to approximate dependence reduction of the components 15]. This was indeed one of the objectives of sparse coding in the rst place. Thus, sparse coding can be considered as one method for ICA. At the same time, it gives a di erent interpretation of the goal of the coding method.
The utility of sparse coding can be seen, for example, in such applications as compression and denoising. In compression, since only a small subset of the components are nonzero for a given data point, one could code the data point e ciently by coding only those nonzero components. In denoising, one could use some testing (thresholding) procedures to nd out those components that are really active, and set to zero the other components, since their observations are probably almost purely noise 6].
Independent Subspace Analysis
Now we discuss some methods that explicitly relax the assumption of independence.
In 8], a modi cation of the classical ICA model was introduced, in which the components s i were not assumed to be all mutually independent. Instead, it was assumed that the s i can be divided into couples, triplets or in general n-tuples, such that the s i inside a given n-tuple could be dependent on each other, but dependencies between di erent n-tuples were not allowed. Such a relaxation of the independence assumption was also proposed in 2]. One application of this framework can be found in connection with feature subspaces. Kohonen 13] developed the principle of invariant-feature subspaces as an abstract approach to representing features with some invariances. The principle of invariant-feature subspaces states that one may consider an invariant feature as a linear subspace in a feature space. The value of the invariant, higher-order feature is given by (the square of) the norm of the projection of the given data point on that subspace, which is typically spanned by lowerorder features.
Inspired by the principle of feature subspaces, one can thus assume that the probability densities for the n-tuples of s i are spherically symmetric, i.e. depend only on the norm 8]. In this model of 'independent subspace analysis', the logarithm of the likelihood, given observations x(t);t = 1; :::; T , can be expressed as
2 ) + T log j det Wj (3) where G( P i2Sj s 2 i ) = log p j (s i ; i 2 S j ) gives the logarithm of the probability density inside the j -th n-tuple of s i , and S j denotes the set of indices of the components s i that belong to the j -th n-tuple.
The introduced independent subspace analysis is a natural extension of ordinary ICA. In fact, if the projections on the subspaces are reduced to dot-products, i.e. projections on 1-D subspaces, the model essentially reduces to ordinary ICA. It is possible to intuitively interpret the dependence structure implied by the model. Assuming that the distribution in the subspace is sparse (supergaussian), the model implies that two components s i1 and s i2 that belong to the same subspace tend to be nonzero simultaneously. In other words, s 2 i1 and s 2 i2 are correlated. This seems to be a preponderant structure of dependency e.g. in most sensory data. When used for feature extraction, it is to be expected that the norms of the projections on the subspaces represent some higher-order, invariant features. The exact nature of the invariances has not been speci ed in the model but will emerge from the input data, using only the prior information on their independence. For example, when independent feature subspace analysis is applied to feature extraction of natural image data, we obtain subspaces that represent phase and shift invariant features, see 8] . In fact, we can identify the norms of the projections (   P   i2Sj   s   2 i ) 1=2 as the responses of complex cells in the visual cortex. Experiments show that the properties of independent subspaces are quite similar to those of complex cells. 6 Topographic ICA Another way of approaching the problem of non-existence of independent components is to try to somehow make the dependency structure of the estimated independent components visible. This dependency structure is often very informative and could be utilized in further processing.
Estimation of the residual dependency structure of estimates of independent components could be based, for example, on computing the cross-cumulants. Typically these would be higher-order cumulants since second-order cross-cumulants, i.e. covariance, are typically very small, and can in fact be forced to be zero 5]. However, using such measures raises the question as to how such numerical estimates of the dependence structure should be visualized or otherwise utilized. Moreover, there is another serious problem associated with simple estimation of some dependency measures from the estimates of the independent components. This is due to the fact that often the independent components do not form a well-de ned set. Especially in image decomposition 1, 15, 6], the set of potential independent components seems to be larger than what can be estimated at one time, in fact the set might be in nite. A classic ICA method gives an arbitrarily chosen subset of such independent components. Thus, it is important in many applications that the dependency information is utilized during the estimation of the independent components, so that the estimated set of independent components is one whose residual dependencies can be represented in a meaningful way.
We propose here a modi cation of the classic ICA model in which the dependencies of the components are explicitly represented. In particular, we propose that the residual dependency structure of the independent components, i.e. dependencies that cannot be cancelled by ICA, could be used to de ne a topographical order between the components. The topographical order is easy to represent by visualization, and has the usual computational advantages associated with topographical maps 13]. Our model gives a topographic map where the distance of the components in the topographic representation is a function of the dependencies of the components. Components that are near to each other in the topographic representation are strongly dependent in the sense of higher-order correlations.
To obtain topographic ICA, we generalize the model de ned by (3) so that it models a dependence not only inside the n-tuples, but among all neighboring components. A neighborhood relation de nes a topographical order. We de ne the likelihood of the model as follows:
+ T log j det Wj + const: (4) Here, the h(i; j ) is a neighborhood function, which expresses the strength of the connection between the i-th and j -th units. It can be de ned in the same way as in other topographic maps, like SOM 13] . The function G is similar to the one in independent subspace analysis. The additive constant depends only on h(i; j ).
Our model can be thus considered a generalization of the model of independent subspace analysis 8]. In independent subspace analysis, the latent variables s i are divided into n-tuples or subspaces, such the variables in di erent n-tuples are independent, and variables in the same n-tuple have some dependence structure. In topographic ICA, such subspaces are completely overlapping: Every neighborhood de nes one subspace. Therefore, for e.g. sparse data this implies that near-by latent variables tend to be active (non-zero) at the same time, which seems to be a common dependency structure for natural sparse data.
An illustrative example of topographic ICA is given by applying it on natural image data. The data was obtained by taking 16 16 pixel image patches at random locations from monochrome photographs depicting wild-life scenes. The obtained basis vectors are shown in Fig. 2 ; they are quite similar to those obtained by ordinary ICA of image data 15, 1]. In addition, they have a clear topographic organization. More details on topographic ICA can be found in 9].
Discussion
The results in the rst half of this paper showed that estimation of the ICA model can be given di erent interpretations. Estimating independent components one-byone is for all practical purposes equivalent to projection pursuit. For sparsely distributed independent components, ICA is one method of performing sparse coding. Therefore, even in cases where the estimated components are not independent at all, a meaningful interpretation can be given to the results of ICA.
The second half of the paper discussed methods in which the independence assumption is explicitly relaxed. In independent subspace analysis, one attempts to nd subspaces so that the projections on those subspaces are independent. This has an interesting interpretation as estimation of invariant features. In the second method, topographic ICA, the dependency structure of the 'independent' components is utilized to construct a topographic order between the components.
Two directions of research are closely related to the subject of this paper. The rst is using more information on the independent components than the densities of the corresponding random variables. This means that the time-signal structure of the independent components is taken into account 17]. A unifying theoretical framework for this case was proposed by Pajunen 16] , using the concept of Kolmogoro complexity. The second is using some nonparametric, nonlinear transformations to transform the data into independent components, see e.g. the references in 10]. Figure 1 : An illustration of projection pursuit and the 'interestingness' of nongaussian projections. The data in this gure is clearly divided into two clusters. However, the principal component, i.e. the direction of maximum variance, would be vertical, providing no separation between the clusters. In contrast, the strongly nongaussian projection pursuit direction is horizontal, providing optimal separation of the clusters. 16 16 image window (patch) can be considered as a linear superposition of these basis vectors, so that the coe cients of the basis vectors are uncorrelated, and their higher-order dependencies are inversely proportional to the distance on the topographic grid. The estimated basis vectors are similar to wavelets or Gabor functions. Basis vectors that are similar in orientation and frequency are close to each other. Moreover, the phases of nearby basis vectors are very di erent, which gives each neighborhood properties similar to a complex cell.
