Abstract. We illustrate a general technique for enumerating factors of k-automatic sequences by proving a conjecture on the number f (n) of unbordered factors of the Thue-Morse sequence. We show that f (n) ≤ n for n ≥ 4 and that f (n) = n infinitely often. We also give examples of automatic sequences having exactly 2 unbordered factors of every length.
Introduction
In this paper, we are concerned with certain factors of k-automatic sequences. Roughly speaking, a sequence x = a 0 a 1 a 2 · · · over a finite alphabet ∆ is said to be k-automatic if there exists a finite automaton that, on input n expressed in base k, reaches a state with output a n . Automatic sequences were popularized by a celebrated paper of Cobham [3] and have been widely studied; see [1] .
More precisely, let k be an integer ≥ 2, and set Σ k = {0, 1, . . . , k − 1}. Let M = (Q, Σ k , ∆, δ, q 0 , τ ) be a deterministic finite automaton with output (DFAO) with transition function δ : Q × Σ k → Q and output function τ : Q → ∆. Let (n) k denote the canonical base-k representation of n, without leading zeros, and starting with the most significant digit. Then we say that M generates the sequence (a n ) n≥0 if a n = τ (δ(q 0 , (n) k )) for all n ≥ 0.
The prototypical example of a k-automatic sequence is the Thue-Morse sequence t = t 0 t 1 t 2 · · · = 01101001 · · · , defined by the relations t 0 = 0 and t 2n = t n , t 2n+1 = 1 − t n for n ≥ 0. It is generated by the DFAO below in Figure 1 . A factor of the sequence x is a finite word of the form a i · · · a j . A finite word w is said to be bordered if there is some finite nonempty word x = w that is both a prefix and a suffix of w [12, 11, 6, 13] . For example, the English word ionization is bordered, as it begins and ends with ion. Otherwise w is said to be unbordered.
Recently, there has been significant interest in the properties of unbordered factors; see, for example, [9, 8, 5, 10] . In particular, Currie and Saari [4] studied the unbordered factors of the Thue-Morse word.
Currie and Saari [4] proved that if n ≡ 1 (mod 6), then the Thue-Morse word has an unbordered factor of length n, but left it open to decide for which lengths congruent to 1 (mod 6) this property holds. This was solved in [7] , where the following characterization is given: Theorem 1. The Thue-Morse sequence t has an unbordered factor of length n if and only if (n) 2 ∈ 1(01 * 0) * 10 * 1.
A harder problem is to come up with an expression for the number of unbordered factors of t. In [2] , the second author and co-authors made the following conjecture: Conjecture 1. Let f (n) denote the number of unbordered factors of length n in t, the Thue-Morse sequence. Then f is given by f (0) = 1, f (1) = 2, f (2) = 2, and the system of recurrences
for n ≥ 0. This conjecture was obtained by computing a large number of values of f and then looking for possible linear relations among subsequences of the form (f (2 i n + j)) n≥0 . This system suffices to calculate f efficiently, in O(log n) arithmetic steps. We now summarize the rest of the paper. In Section 2, we prove Conjecture 1. In Section 3, we discuss how to obtain relations like those above for a given kregular sequence. In Section 4 we discuss the growth rate of f in detail. Finally, in Section 5, we give examples of other sequences with interesting numbers of unbordered factors.
We now outline our computational proof of Conjecture 1.
First, we need a little notation. We extend the notion of canonical base-k representation of a single non-negative integer to tuples of such integers. For example, by (m, n) k we mean the unique word over the alphabet Σ k × Σ k such that the projection π 1 onto the first coordinate gives the base-k representation of m, and the projection π 2 onto the second co-ordinate gives the base-k representation of n, where the shorter representation is padded with leading 0's, if necessary, so that the representations have the same length. For example, (43, 17
Proof.
Step 1: Using the ideas in [7] , we created an automaton A of 23 states that accepts the language L of all words (n, i) 2 such that there is a "novel" unbordered factor of length n in t beginning at position i. Here "novel" means that this factor does not previously appear in any position to the left. Thus, the number of such words with first component equal to (n) 2 equals f (n), the number of unbordered factors of t of length n. This automaton is illustrated below in Figure 2 (rotated to fit the figure more clearly).
Step 2: Using the ideas in [2] , we now know that f is a 2-regular sequence, with a "linear representation" that can be deduced from the structure of A. This gives matrices M 0 , M 1 of dimension 23 and vectors v, w such that f (n) = vM a1 · · · M ai w where a 1 · · · a i is the base-2 representation of n, written with the most significant digit first. They are given below. Step 3: Now each of the identities in (1) corresponds to a certain identity in matrices. For example, the identity f (16n) = −2f (4n) + 3f (8n) can be written as
where M is the matrix product corresponding to the base-2 expansion of n. More generally, we can think of M as some arbitrary product of the matrices M 0 and M 1 , starting with at least one M 1 ; this corresponds to an arbitrary n ≥ 1. We can think of M as a matrix of indeterminates. Then (2) represents an assertion about the entries of M which can be verified. Of course, the entries of M are not completely arbitrary, since they come about as M 1 times some product of M 0 and M 1 . We can compute the (positive) transitive closure of M 0 + M 1 and then multiply on the left by M 1 ; the entries that have 0's will be 0 in any product of M 1 times a product of the matrices M 0 and M 1 . Thus we can replace the corresponding indeterminates by 0, which makes verifying (2) easier. Another approach, which is even simpler, is to consider vM in place of M . This reduces the number of entries it is required to check from d 2 to d, where d is the dimension of the matrices.
Step 4: Finally, we have to verify the identies for n = 0 and n = 1, which is easy.
We carried out this computation in Maple for the matrices M 0 and M 1 corresponding to A, which completes the proof. The Maple program can be downloaded from http://www.cs.uwaterloo.ca/~shallit/papers.html .
The verification method of the previous section can be extended to a method to mechanically find the relations for any given k-regular sequence g (instead of guessing them and verifying them), given the linear representation of g. Suppose we are given the linear representation of a k-regular sequence g, that is, vectors v, w and matrices
Eventually the procedure halts, and this corresponds to a system of equations like that in (1) .
Consider the following example.
T , and
Suppose M is some product of M 0 and M 1 , and suppose vM = [a, b]. We find vM w = 2a + 4b
and, solving the linear systems, we get
This gives us
for n ≥ 1.
We now return to f (n), the number of unbordered factors of t of length n. Here is a brief table of f (n):
Kalle Saari (personal communication) asked about the growth rate of f (n). The following results characterizes it.
Theorem 2. We have f (n) ≤ n for n ≥ 4. Furthermore, f (n) = n infinitely often. Thus, lim sup n≥1 f (n)/n = 1.
Proof. We start by verifying the following relations:
f (8n + 7) = 2f (2n + 1) + f (4n + 3) (n ≥ 3)
These can be verified in exactly the same way that we verified the system (1) earlier.
We now verify, by induction on n, that f (n) ≤ n for n ≥ 4. The base case is n = 4, and f (4) = 2. Now assume n ≥ 5. Otherwise, -If n ≡ 0 (mod 4), say n = 4m and m ≥ 2. Then f (4m) = 2f (2m) ≤ 2 · 2m ≤ 4m by (3) and induction.
-If n ≡ 1 (mod 4), say n = 4m + 1 for m ≥ 1, then f (4m + 1) = f (2m + 1) by (4) . But f (2m + 1) ≤ 2m + 1 by induction for m ≥ 2. The case m = 1 corresponds to f (5) = 4 ≤ 5.
-If n ≡ 2 (mod 8), say n = 8m + 2, then for m ≥ 2 we have f (8m + 2) = f (2m + 1) + f (4m + 3) ≤ 6m + 4 by induction, which is less than 8m + 2. If m = 1, then f (10) = 4 < 10.
-If n ≡ 3 (mod 8), say n = 8m + 3 for m ≥ 1, then f (8m + 3) = −f (2m + 1) + f (4m + 2) ≤ f (4m + 2) ≤ 4m + 2 by induction.
-If n ≡ 6 (mod 8), say n = 8m + 6, then f (8m + 6) = −f (2m + 1) + f (4m + 2) + f (4m + 3) ≤ f (4m + 2) + f (4m + 3) ≤ 8m + 5 by induction, provided m ≥ 2. For m = 0 we have f (6) = 6 and for m = 1 we have f (14) = 4.
-If n ≡ 7 (mod 8), say n = 8m+7, then f (8m+7) = 2f (2m+1)+f (4m+3) ≤ 2(2m + 1) + 4m + 3 = 8m + 5 for m ≥ 3, by induction. The cases m = 0, 1, 2 can be verified by inspection.
This completes the proof that f (n) ≤ n. It remains to see that f (n) = n infinitely often. We do this by showing that f (n) = n for n of the form 3 · 2 i , i ≥ 1. Let us prove this by induction on i. It is true for i = 1 since f (6) = 6. Otherwise i ≥ 2, and using (3) we have
by induction. This also implies the claim lim sup n≥1 f (n)/n = 1.
Unbordered factors of other sequences
We can carry out similar computations for other famous sequences. In some cases the automata and the corresponding matrices are very large, which renders the computations time-consuming and the asymptotic behavior less transparent. We report on some of these computations, omitting the details.
Theorem 3. Let r = r 0 r 1 r 2 · · · = 00010010 · · · denote the Rudin-Shapiro sequence, defined by r n = the number of occurrences, taken modulo 2, of '11' in the binary expansion of n. Let f r (n) denote the number of unbordered factors of length n in r. Then f r (n) ≤ 21 8 n for all n ≥ 1.
Theorem 4. Let p = p 0 p 1 p 2 · · · = 0100 · · · be the so-called "period-doubling" sequence, defined by
where t 0 t 1 t 2 · · · is the Thue-Morse word t. Note that p is the fixed point of the morphism 0 → 01 and 1 → 00. Then f p (n), the number of unbordered factors of p of length n, is equal to 2 for all n ≥ 1.
The period-doubling sequence can be generalized to base k ≥ 2, as follows:
where ν k (x) is the exponent of the largest power of k dividing x. For each k, the corresponding sequence p k is a binary sequence that is k-automatic:
Theorem 5. Let k be an integer ≥ 2. The sequence p k is the fixed point of the morphism ϕ k , where
Proof. Note that p k (n) = c iff ν k (n + 1) = 2j + c for some integer j ≥ 0, and
k . It follows that p k is the fixed point of ϕ k .
The generalized sequence p k has the same property of unbordered factors as the period-doubling sequence:
Theorem 6. The number of unbordered factors of p k of length n, for k ≥ 2 and n ≥ 1, is equal to 2, and the two unbordered factors are reversals of each other.
We begin with some useful lemmas.
Proof. Suppose x = a 1 a 2 · · · a n , where each a i ∈ {0, 1}. If a ∈ {0, 1}, let a denote 1 − a. Then
Lemma 2. If the word w is bordered, then ϕ k (w) is bordered.
Lemma 3. If w is a factor of p k , then so is w R .
Proof. If w is a factor of p k , then it is a factor of some prefix p k [0..
R appears as a factor of p k . In fact, we claim that
To see this, it suffices to observe that
The following lemma describes the unbordered factors of ϕ k . If w = 0 a x, then by 0 −a w we mean the word x.
Lemma 4. (a) If w is an unbordered factor of p k and |w| ≡ 0 (mod k), then w = ϕ k (x) or w = ϕ k (x) R , for some unbordered factor x of p k with |x| = |w|/k. (b) If w is an unbordered factor of p k and |w| ≡ a (mod k) for 0 < a < k, then 
Since w is unbordered, we have p k [i + kn − 1] = 0. From Lemma 3 we know that w R is also a factor of p k (and also is unbordered). Then from the previous paragraph, we see that w R = ϕ k (x) for some unbordered factor x of p k , with |x| = |w|/k. Then w = ϕ k (x) R , as desired. 
, and |x| = (|w| − a)/k + 1. If x is bordered, then using Lemma 2 we have that 0 k−a w has a border of length ≥ k, so w has a border of length at least a, a contradiction.
Suppose that p k [i] = 1. Since w is unbordered, we know that p k [i + kn + a − 1] = 0. Then by Lemma 3 we know that w R is also an unbordered factor of p k . Then from the previous paragraph, we get that w R = 0 a−k ϕ k (x) for some unbordered factor x of p k where |x| = (|w| − a)/k + 1. So w = ϕ k (x) R 0 a−k , as desired.
Lemma 5. Let x be a word and w = 1x0 be an unbordered word. Then
. Suppose ϕ k (w) is bordered; then there exist u = ǫ and v such that ϕ k (w) = uvu. Since ϕ k (0) = 0 k−1 1, we know u ends in 1. But since u is a prefix of ϕ k (w) that ends in 1, it follows that |u| ≡ 0 (mod k), and so u is the image of some word r under ϕ k . Hence w begins and ends with r, a contradiction. Now assume 1 ≤ i < k and 0 i ϕ k (x0) is bordered. Then there exist u = ǫ and v such that 0 i ϕ k (x0) = uvu; note that u must end in 1. It follows that
Since 0 k−i u and 0 k−i uvu both end in 1 and 0 k−i uvu = ϕ k (w), we have |vu| ≡ 0 (mod k). Hence |u| ≡ i (mod k). It follows that 0 k−i uv ends in 0 k , so 0 k−i uvu = ϕ k (w) begins and ends in 0 k−i u, a contradiction.
We are now ready for the proof of Theorem 6.
Proof. First, we show that there is at least one unbordered factor of every length, by induction on n. The base cases are n < 2k, and are left to the reader. Otherwise n ≥ 2k. Write n = kn ′ + i where 1 ≤ i ≤ k. By induction there is an unbordered word w of length n ′ + 1. Using Lemma 3, we can assume that w begins with 1 and ends with 0, say w = 1x0. By Lemma 5 we have that 0 i ϕ k (x0) is unbordered, and it is of length i + kn ′ = n. It remains to prove there are exactly 2 unbordered factors of every length. If n ≤ 2k, then it is easy to see that the only unbordered factors are 1 0 n−1 and 0 n−1 1. Now assume n > 2k and that there are only two unbordered factors of length n ′ for all n ′ < n; we prove it for n. Let w be an unbordered factor of length n. If n ≡ 0 (mod k), then by Lemma 4 (a), we know that either w = φ k (x) or w = φ k (x) R , where x is an unbordered factor of length n/k. By induction there are exactly 2 unbordered factors of length n/k; by Lemma 3 they are reverses of each other. Let x be such an unbordered factor; since |x| = n/k > 2, either x begins with 0 and ends with 1, or begins with 1 and ends with 0. In the former case, the image w = ϕ k (x) begins and ends with 0, a contradiction. So x begins with 1 and ends with 0. But there is only one such factor, so there are only two possibilities for w.
Otherwise let a = n mod k; then 0 < a < k. By Lemma 4 (b), we know that w = 0 a−k ϕ k (x) or w = ϕ k (x) R 0 a−k , where x is an unbordered factor of length (|w| − a)/k + 1 ≥ 2. By induction there are exactly 2 such unbordered words; by Lemma 3 they are reverses of each other. Let x be such an unbordered factor; then either x begins with 0 and ends with 1, or begins with 1 and ends with 0. Let us call them x 0 and x 1 , respectively, with x 0 = x In the latter case, x 1 begins with 1 and ends with 0. There is only one such x 1 (by induction), and then either w = 0 a−k ϕ k (x 1 ) or w = ϕ k (x 1 ) R 0 a−k , giving at most two possibilities for w. In the case a = 1, these two factors would seem to give a total of four factors of length n. However, there are only two, since
This completes the proof.
