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We consider the integral operator deﬁned on a circular disk, and with kernel the Green
function of the Helmholtz operator. We present an analytic framework for the explicit
computation of the singular system of this kernel. In particular, the main formulas of
this framework are given by a characteristic equation for the singular values and explicit
expressions for the corresponding singular functions. We provide also a property of the
singular values, that gives an important information for the numerical evaluation of the
singular system. Finally, we present a simple numerical experiment, where the singular
system computed by a simple implementation of these analytic formulas is compared with
the singular system obtained by a discretization of the Green function of the Helmholtz
operator.
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1. Introduction
Problems of acoustic and electromagnetic wave scattering arise from a wide range of medical and engineering appli-
cations, so they are intensely studied from different points of view, see [1,2] for a wide range of applications on wave
propagation phenomena.
A basic problem in classical scattering theory is the scattering of time-harmonic waves from a bounded obstacle. This
problem studies the interaction of monochromatic waves with bounded obstacles. Moreover, it provides an elemental
problem in the solution of the corresponding time-depending scattering problems, whose solution can be expressed by a su-
perposition of the solutions of suitable time-harmonic scattering problems with different time-frequencies, see [3, Chap. 3]
for a detailed discussion.
Integral formulation of time-harmonic scattering problems allows to solve these problems by computing the solution
of a suitable integral equation. Let D be a compact set describing the position of the obstacle, and ∂D be the boundary
of D . Depending on physical nature of this obstacle, this integral equation is deﬁned on a set A coinciding either with D
(penetrable obstacles) or with ∂D (impenetrable obstacles), and the integral kernel K is given in terms of the Green function
of the Helmholtz operator, see [4, p. 2] for a more detailed discussion.
Integral equations arising from scattering problems are usually Fredholm integral equations of ﬁrst kind or second kind,
see [5, p. 3] for a precise deﬁnition. These are two families of very different integral equations and they require quite
different approximation methods, see [6, Chaps. 11, 12, 16, 17] and [7, Chap. 4] for a detailed discussion on the numerical
treatment of Fredholm integral equations. Note that degenerate kernel approximations [8,9], are very classical numerical
methods for the solution of Fredholm integral equations, and they are based on a standard result in integral equation
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In general, this representation is given by an inﬁnite series of functions; truncating this series (the number of addenda
in the ﬁnite sum is usually referred as the rank of the degenerate kernel) and substituting the resulting expression into
the integral equation under consideration we can easily obtain an approximate solution of this equation, see [5, p. 37] for
details. These approximation techniques have been also used to obtain fast algorithms for the solution of integral equations
in the scattering theory [10,11]. In particular, these algorithms usually exploit a local degenerate kernel approximation in
order to provide a fast computation of the action of the integral operator on a generic function, so these techniques must
be used jointly to an iterative solver.
The Singular Value Expansion of a given kernel K gives the best representation of K among all the possible degenerate
kernel approximations. More precisely, for a generic positive integer P , the ﬁrst P singular functions of K (scaled by the
corresponding singular value), deﬁne a degenerate kernel approximation of K with rank P and this is the best least-squares
approximation of K among all the possible degenerate kernels with rank P , see [5, p. 148] for a detailed discussion. More-
over, the Singular Value Expansion gives a powerful tool for the analysis and the solution of the corresponding integral
equation, see [5, Chap. 8] and [6, Chap. 15] for a complete discussion.
The main result of this paper is given by an explicit expression for the Singular Value Expansion of the Green function of
the Helmholtz operator in BR , where BR is the circular disc with center the origin of the coordinate axes and radius R > 0.
Note that, despite the Singular Value Expansion is derived for this particular integral kernel, the resulting expansion can be
proﬁtably used also for the analysis of different integral operators, in fact, for every bounded obstacle D , we always have
D ⊂ BR when R is properly chosen. This study is provided for the two-dimensional case of the Helmholtz operator, but
it can be easily generalized to other slight different operators, such as the Laplace operator, the three-dimensional case of
Helmholtz operator and of Laplace operator; in fact, the Green functions of all these operators satisfy a property similar to
(2), that is a fundamental step (see Lemma 5) in the derivation of the Singular Value Expansion, while the other ones (see
Theorem 6) are quite straightforward steps. Note that the result provided in this paper is also an interesting contribution in
the theory of Bessel functions, in fact it can be seen as a new addition formula like the well-known formulas of Neumann
and Gegenbauer, see [12, p. 363] for details.
We describe a numerical experiment where a simple algorithm for the approximation of this singular system is pre-
sented. For a comparison, we also provide a different numerical method for the computation of the same singular system.
This is a simple method based on the singular value decomposition of a matrix, that contains a discretization of the Green
function of the Helmholtz operator. The results give some evidence of the convergence of this last singular system to the
ﬁrst elements of the analytic singular system, when the number of discretization points increases.
In Section 2 we recall some fundamental results on Bessel functions, we derive the equation for the singular values of
the Green function of the Helmholtz operator in BR , and the analytic expressions for the corresponding singular functions.
In Section 3 we show a property of these singular values, that provides a fundamental information for the numerical
evaluation of the singular system. In Section 4 we report the results obtained by a simple numerical experiment with the
singular system derived in the previous sections. In Section 5 we provide some conclusions and future developments of this
research.
We conclude this section with the notation used in the following sections. Let N be the set of natural numbers. Let
l,m ∈ N, we deﬁne δl,m = 0 when l =m and δl,l = 1. Let R, C be the set of real numbers, and complex numbers, respectively.
Let z ∈ C, we denote with z the complex conjugate of z. We denote with ι the imaginary unit. Let RN , CN be the N-
dimensional real Euclidean space, and the N-dimensional complex Euclidean space, respectively. Let x ∈ CN , we denote
with |x| the Euclidean norm of x, and the same notation is also used for the Euclidean norm of real vectors. We denote
with CM×N the space of complex matrices having M rows and N columns. Let A ⊆ R2, we denote with L2(A) the set of
square integrable functions f : A → C. Let f , g ∈ L2(A), we denote with 〈 f , g〉 the scalar product of f and g , and with
‖ f ‖ =√〈 f , f 〉 the norm of f .
2. The singular value expansion
We describe the equations for the singular values of the Green function of the Helmholtz operator, and the analytical
expression for the corresponding singular functions. The derivation of these formulas and the proof of the properties of this
singular system use several results of Bessel functions. So the relevant properties of these functions are brieﬂy presented
for the convenience of the reader. We organize this section in two subsections. In Section 2.1 we describe the properties of
the Bessel functions. In Section 2.2 we derive the formulas for the computation of the singular system.
2.1. Bessel functions
Let l ∈ N, z ∈ C, Jl(z) denotes the Bessel function of ﬁrst kind and order l, Yl(z) denotes the Bessel function of second
kind and order l, H(1)l (z) = Jl(z) + ιYl(z) denotes the Hankel function of ﬁrst kind and order l, and H (2)l (z) = Jl(z) − ιYl(z)
denotes the Hankel function of second kind and order l. Let x, x0 ∈ R, f , g : R → C we will write f (x) ∼ g(x) for x → x0,
when limx→x0 f (x)/g(x) = 1, the same deﬁnition is used when x → ±∞0.
In the ﬁrst remark we collect some simple properties of the Bessel functions that are frequently used in the sequel.
672 N. Egidi, P. Maponi / J. Math. Anal. Appl. 377 (2011) 670–682Remark 1. Let α,β, c ∈ C be arbitrary constants, let z ∈ C, x ∈ R, l ∈ N. We have the following properties:
(i) when x → 0+ ,
Jl(x) ∼ 1l!
(
x
2
)l
, Y0(x) ∼ 2
π
log x, Yl(x) ∼ − (l − 1)!
π
(
x
2
)−l
, l > 0; (1)
(ii) Jl+1(z)Yl(z) − Jl(z)Yl+1(z) = 2π z , z = 0;
(iii) let (rx, θx), (r y, θy) ∈ [0, R] × [0,2π [ be the polar coordinates of x, y ∈ R2, respectively, with x = y. Let κ > 0, ε0 = 1,
εl = 2, l 1, then
H (1)0
(
κ |x− y|)=
{∑∞
l=0 εl H
(1)
l (κr y) Jl(κrx) cos(l(θx − θy)), r y > rx,∑∞
l=0 εl H
(1)
l (κrx) Jl(κr y) cos(l(θx − θy)), r y < rx;
(2)
(iv) let Cl , Dl be two generic cylinder functions, i.e. Jl , Yl , H
(1)
l , H
(2)
l , or any linear combination of these functions, we
have
zC ′l (z) − lCl(z) = −zCl+1(z), zC ′l (z) + lCl(z) = zCl−1(z); (3)
(v) let α = β , we have∫
Cl(αx)Dl(βx)xdx = x(αCl+1(αx)Dl(βx) − βCl(αx)Dl+1(βx))
α2 − β2 + c, (4)∫
xl+1Cl(αx)dx = x
l+1Cl+1(αx)
α
+ c, α = 0; (5)
(vi) let jl,k , j′l,k , yl,k and y
′
l,k be the kth positive zero, k = 1,2, . . . , of Jl(x), J ′l (x), Yl(x) and Y ′l (x), respectively, then we
have
jl,1 < jl+1,1 < jl,2 < jl+1,2 < jl,3 < · · · , (6)
l < j′l,1 < yl,1 < y
′
l,1 < jl,1 < j
′
l,2 < yl,2 < y
′
l,2 < jl,2 < j
′
l,3 < · · · ; (7)
(vii) for x ∈ ]0, l], Jl(x) and x J ′l (x) are positive and increasing, in particular Jl(x) is positive for x ∈ ]0, jl,1[;
(viii) Y 2l (x) + J2l (x) is decreasing for x > 0;
(ix) Jl+1(x)Jl(x) is increasing for x ∈ ]0, jl,1[;
(x) the Modiﬁed Bessel function Il(x) = e−ι lπ2 Jl(ιx) is a real function, it is positive and increasing for x > 0; so, ιl J l(ιx) =
(−1)l Il(x) is real and non-null for x > 0;
(xi) for x > 0, Il+1(x)Il(x) increases to 1 as x increases.
Properties (i)–(vi) are standard results on Bessel functions, see [12, pp. 360, 361, 363, 370, 484] for details. See [13,
pp. 486, 487] for a proof of (vii) and (viii), [14] and [15] for a proof of (ix), [13, p. 77] for a proof of (x), and [16] for (xi).
The following remark provides some properties for the modulus and phase description of Hankel functions.
Remark 2. Let x ∈ R, x > 0, l ∈ N and k = 1,2, . . . , let
θl(x) = arctan Yl(x)Jl(x) , x = jl,k, ϕl(x) = arctan
Y ′l (x)
J ′l (x)
, x = j′l,k, (8)
Ml(x) =
√(
Jl(x)
)2 + (Yl(x))2, Nl(x) =
√(
J ′l (x)
)2 + (Y ′l (x))2. (9)
Then we have
Jl(y) = Ml(y) cos θl(y), Yl(y) = Ml(y) sin θl(y), y ∈ ]0, l], (10)
J ′l (y) = Nl(y) cosϕl(y), Y ′l (y) = Nl(y) sinϕl(y), y ∈ ]0, l], (11)
θ ′l (x) =
2
πxM2l (x)
, ϕ′l (x) = 2
x2 − l2
πx3N2l (x)
, (12)
tan
(
ϕl(x) − θl(x)
)= 2
πxM (x)M ′(x)
, (13)
l l
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(
x2 − l2)Ml(x) − 4
π2M3l (x)
= 0, (14)
M2l (x) ∼
2
πx
, Ml(x)M
′
l(x) ∼ −
1
πx2
, x → +∞, (15)
M2l (x) <
2
π
√
x2 − l2 , 0 < l < x, (16)
θl(x) = l
(
tanβl(x) − βl(x)
)+ χl(x) − π2 +mkπ, x l, jl,k−1 < x < jl,k, k = 1,2, . . . , (17)
where jl,0 = 0, mk is a suitable integer, βl(x) ∈ [0,π/2[ is such that secβl(x) = x/l; moreover, χl(x) ∈ ]0,π/3[ is continuous
and
χ ′l (x) =
2
πxM2l (x)
−
√
x2 − l2
x
, x l, (18)
lim
x→+∞χl(x) =
π
4
. (19)
Properties (10)–(15) are standard results, see [12, p. 365] for details. See [13, p. 447] for a proof of (16), and [13, p. 514]
for a proof of (17)–(19).
We conclude this section with a group of properties regarding the sign and the monotonicity of Bessel functions.
Proposition 3. Let x ∈ R and l ∈ N. We have the following properties:
(i) for x ∈ ]0, l], Yl(x) is negative and increasing, Yl+1(x) < Yl(x) and Jl+1(x) < Jl(x);
(ii) for x ∈ ]0, l], J l(x) + Yl(x) is negative and increasing;
(iii) for x ∈ ]0, l], J l(x) − Yl(x) is positive and decreasing, moreover
x
Jl+1(x) − Yl+1(x)
Jl(x) − Yl(x) > l. (20)
Proof. From (1) and (7), we have that Yl(x) is negative and Y ′l (x) is positive for x ∈ ]0, l]. Moreover, for x ∈ ]0, l] we have:
a) from (3), −lYl(x) < xY ′l (x) − lYl(x) = −xYl+1(x)−lYl+1(x), so that Yl+1(x) < Yl(x); b) from (vii) of Remark 1, Jl(x) > 0
and J ′l (x) > 0, and from (3), (l+ 1) Jl+1(x) < x J ′l+1(x)+ (l+ 1) Jl+1(x) = x Jl(x) < (l+ 1) Jl(x), so that Jl+1(x) < Jl(x), and this
concludes the proof of (i). For x ∈ ]0, l], Jl(x) and Yl(x) are increasing so that Jl(x)+ Yl(x) is increasing. Moreover, from [13,
p. 514], 0 < arctan Jl(l)−Yl(l) <
π
4 so that 0 <
Jl(l)−Yl(l) < 1, and this concludes the proof of property (ii). For the proof of (iii) we
have to consider functions deﬁned in Remark 2; in particular, from (vi) of Remark 1, θl , ϕl are well deﬁned for l ∈ N and
x ∈ ]0, l]. Let us consider function fl : [l,+∞[→ R, l ∈ N, where
fl(x) = χl(x) + arctan 2
πxMl(x)M ′l(x)
, x l.
It has the following properties: 1) fl is continuous; 2) fl(x) ∈ ]−π/4,π/3[ for x  l; 3) fl is decreasing for x l. Note
that, these are immediate consequences of properties of functions Ml , χl , in fact, from (9), Ml(x) > 0, from (viii) of Remark 1,
M ′l(x) < 0, and from (18), (14), (16), we have
d
dx
fl(x) = 2
πxM2l (x)
−
√
x2 − l2
x
− 2π MlM
′
l + x(M ′l)2 + xMlM ′′l
(πxMlM ′l)2 + 4
= −
√
x2 − l2
x
+ x
2 − l2
x
2πM2l
(πxMlM ′l)2 + 4

√
x2 − l2
x
(
−1+
√
x2 − l2πM
2
l
2
)
< 0,
when x > l. In particular, property 2) is obtained from (19) and (15), in fact
π
3
> fl(l) > lim
x→+∞ fl(x) =
π
4
− π
2
= −π
4
. (21)
From (13), (17) and by noting that βl(l) = 0 and l < jl,1, we obtain
ϕl(l) = θl(l) + arctan 2
π lMl(l)M ′(l)
+ hπ = fl(l) − π2 + (m1 + h)π, (22)l
674 N. Egidi, P. Maponi / J. Math. Anal. Appl. 377 (2011) 670–682where m1,h are suitable integers. Finally, when x ∈ ]0, l], J ′l (x)/Y ′l (x) is well deﬁned and increasing, in fact, from (12), ϕl(x)
is decreasing, and by using (11), (22) and (21) we have that
J ′l (x)
Y ′l (x)
<
J ′l (l)
Y ′l (l)
= cosϕl(l)
sinϕl(l)
= cot
(
fl(l) − π2
)
= − tan( fl(l))< 1.
So, Jl(x) − Yl(x) is a decreasing function for x ∈ ]0, l], and is positive since Jl(x) > 0 and Yl(x) < 0. Let Cl(x) = Jl(x) − Yl(x),
0< x l, from (3) we have
x
Jl+1(x) − Yl+1(x)
Jl(x) − Yl(x) = x
Cl+1(x)
Cl(x)
= l − xC
′
l (x)
Cl(x)
= l − x J
′
l (x) − Y ′l (x)
Jl(x) − Yl(x) > l,
and this concludes the proof of (iii). 
2.2. The singular system
Let BR = {x ∈ R2: |x| < R} be the circular disk of radius R > 0. We denote with BR ⊂ R2 the topological closure of BR .
Function
K (x, y) = − ι
4
H (1)0
(
κ |x− y|), x, y ∈ R2, x = y, (23)
is the Green function of the Helmholtz operator with wave number κ > 0 and Sommerfeld boundary condition at inﬁnity,
see [17, p. 153] for details. We consider integral operator K :L2(BR) →L2(BR) where
(K f )(x) =
∫
BR
K (x, y) f (y)dy, f ∈ L2(BR), x ∈ BR . (24)
Note that symbol K is used to denote the integral operator and also the corresponding kernel. The adjoint operator K ∗ of K
has the following kernel:
K ∗(x, y) = K (y, x) = ι
4
H (2)0
(
κ |x− y|), x, y ∈ BR , x = y. (25)
Integral operator K is a Hilbert–Schmidt operator, see [18, p. 273] for a precise deﬁnition, so it is a compact operator
[18, p. 279], and kernel K has a Singular Value Expansion, that is
K (x, y) =
∞∑
p=1
μpup(x)vp(y), x, y ∈ BR , x = y, (26)
where μ1  μ2  · · ·  0 are the singular values of K , up and vp are the left-singular function and right-singular func-
tion of K , respectively. Set {(μp,up, vp), p = 1,2, . . .} is usually called the singular system of K . Note that this is a
straightforward generalization of the well-known singular value decomposition of matrices, and, also for (26) there ex-
ists an orthogonal property between singular functions, that is 〈up,uq〉 = δp,q , 〈vp, vq〉 = δp,q , p,q ∈ N, see [6, p. 232] for
details. Moreover we have
K vp = μpup, K ∗up = μp vp, p ∈ N. (27)
We introduce the following notations:
Φl =
{
φ(θ) = A cos(lθ) + B sin(lθ), A, B ∈ C, θ ∈ [0,2π [}, l ∈ N,
ν+t =
√
κ2 + t2, t  0, (28)
ν−t =
√
κ2 − t2, 0 t  κ, (29)
ηt =
√
t2 − κ2, νιt = ιηt, t  κ, (30)
ξt =
⎧⎪⎨
⎪⎩
ν−t , 0 t < κ,
0, t = κ,
νιt , t > κ,
(31)
Sl(t, r) =
⎧⎪⎨
⎪⎩
Jl(ν
−
t r), 0 t < κ, r  0,
rl, t = κ, r  0,
ιl J l(ν
ι
t r), t > κ, r  0.
(32)
Note that from property (x) of Remark 1, Sl(t, r) is a real function. The following lemma gives a general form of the singular
functions of K .
N. Egidi, P. Maponi / J. Math. Anal. Appl. 377 (2011) 670–682 675Lemma 4. Letμ be a singular value of kernel K deﬁned in (23), and u, v be the corresponding left-singular function and right-singular
function, respectively. Let λ > 0 be such that λ2 = 1μ and let (rx, θx) ∈ [0, R] × ]0,2π ] be the polar coordinates of x ∈ BR . We have
v(x) =
∞∑
l=0
(
Sl(λ, rx)φ
−
l (θx) + Jl
(
ν+λ rx
)
φ+l (θx)
)
, (33)
u(x) =
∞∑
l=0
(
Sl(λ, rx)φ
−
l (θx) − Jl
(
ν+λ rx
)
φ+l (θx)
)
, (34)
where φ−l , φ
+
l ∈ Φl .
Proof. Let f be a twice continuously differentiable function on BR , and continuously differentiable on BR . From (24), (25)
and Green second identity we have(
 + κ2 I)K f = f , ( + κ2 I)K ∗ f = f , in BR . (35)
Then, from (27), (35) and the hypothesis of the lemma, we obtain
v = ( + κ2 I)K v = μ( + κ2 I)u, u = ( + κ2 I)K ∗u = μ( + κ2 I)v, in BR ,
so, from the deﬁnition of λ, we have(
 + (κ2 − λ2)I)(u + v) = 0, ( + (κ2 + λ2)I)(u − v) = 0, in BR . (36)
Only the regular solutions of (36) can be considered, since singular functions are always continuous, see [18, p. 193] for
details. 
Note that, from (35), equation K f = 0 has only the solution f = 0, so that integral operator (24) is injective, and μp = 0,
p ∈ N.
Lemma 5. Let K be the integral operator with kernel (23), let (rx, θx), (r y, θy) be the polar coordinates of x, y ∈ BR , respectively,
γ ∈ C be such that γ 2 = κ2 , l ∈ N, and φl ∈ Φl . Let f (x) = Jl(γ rx)φl(θx), g(x) = rlxφl(θx), x ∈ BR . We have the following relations:
(K f )(y) = 1
κ2 − γ 2
(
Jl(γ r y) − αl,γ Jl(κr y)
)
φl(θy), y ∈ BR , (37)
(K g)(y) = 1
κ2
(
rly − βl J l(κr y)
)
φl(θy), y ∈ BR , (38)
where
αl,γ = ιπ R2
(
κH (1)l+1(κR) Jl(γ R) − γ H (1)l (κR) Jl+1(γ R)
)
, (39)
βl = ιπ R2 κH
(1)
l+1(κR)R
l. (40)
Proof. Formulas (37), (38) are obtained from a straightforward application of relation (2) and properties (ii), (v) of Re-
mark 1. 
The following theorem is the main result of the paper. It gives the characteristic equation for the singular values μp ,
p ∈ N, and the expression for the corresponding singular functions up, vp , p ∈ N.
Theorem 6. Let K be the integral kernel (23), let μ be a singular value of K , and let λ > 0 be such that λ2 = 1μ . There exists l ∈ N such
that λ is a zero of the following equation:
Gl(t) = 0, (41)
where
Gl(t) =
(
κ Jl+1(κR)Sl(t, R) − ξt J l(κR)Sl+1(t, R)
)(
κ Jl+1(κR) Jl(ν+t R) − ν+t J l(κR) Jl+1(ν+t R)
)
+ (κYl+1(κR)Sl(t, R) − ξt Yl(κR)Sl+1(t, R))(κYl+1(κR) Jl(ν+t R) − ν+t Yl(κR) Jl+1(ν+t R)). (42)
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v(1)l,μ(y) = al
(
zl Sl(λ, r y) + z′l J l(ν+λ r y)
)
cos(lθy), v
(2)
l,μ(y) = al
(
zl Sl(λ, r y) + z′l J l(ν+λ r y)
)
sin(lθy),
u(1)l,μ(y) = al
(
zl Sl(λ, r y) − z′l J l(ν+λ r y)
)
cos(lθy), u
(2)
l,μ(y) = al
(
zl Sl(λ, r y) − z′l J l(ν+λ r y)
)
sin(lθy), (43)
where y ∈ BR and
zl = κH (1)l+1(κR) Jl
(
ν+λ R
)− ν+λ H (1)l (κR) Jl+1(ν+λ R), (44)
z′l = κH (1)l+1(κR)Sl(λ, R) − ξλH (1)l (κR)Sl+1(λ, R), (45)
al =
(
π
R∫
0
(|zl|2S2l (λ, r y) + ∣∣z′l ∣∣2 J2l (ν+λ r y))r y dr y
)− 12
. (46)
Note that functions in (43) have the same normalization factor al , that is 〈v(k)l,μ, v(k)l,μ〉 = 〈u(k)l,μ,u(k)l,μ〉 = 1, k = 1,2, in fact
|zl Sl(λ, r y) ± z′l J l(ν+λ r y)|2 = |zl|2S2l (λ, r y) + |z′l |2 J2l (ν+λ r y) ± 2Re(z′l zl)Sl(λ, r y) Jl(ν+λ r y) and from a straightforward compu-
tation we have Re(z′l zl) = Gl(λ) = 0. When l > 0 for each singular value we have two pairs of singular functions, that is
v(1)l,μ , u
(1)
l,μ and v
(2)
l,μ , u
(2)
l,μ; when l = 0, only the pair v(1)l,μ , u(1)l,μ is obtained. Moreover, the decreasing order of singular values,
described in (26), is not explicitly provided by this theorem, in fact the relation between index p ∈ N in (26) and index
l ∈ N in Eqs. (41) is not trivial and depends on the particular choice of κ and R , see examples in Section 4.
Proof. Let μ be a singular value of K , let v be a right-singular function corresponding to μ. Let λ > 0 be such that λ2 = 1/μ.
When λ < κ , from (33) and (37) we obtain
(K v)(y) = 1
λ2
∞∑
l=0
((
Jl
(
ν−λ r y
)− αl,ν−λ Jl(κr y))φ−l (θy) − ( Jl(ν+λ r y)− αl,ν+λ Jl(κr y))φ+l (θy)), (47)
on the other hand, from (27) and (34) we obtain
(K v)(y) = 1
λ2
∞∑
l=0
(
Jl
(
ν−λ r y
)
φ−l (θy) − Jl
(
ν+λ r y
)
φ+l (θy)
)
. (48)
By comparing the right-hand sides of (47) and (48), we have
−αl,ν−λ Jl(κr y)φ
−
l (θy) + αl,ν+λ Jl(κr y)φ
+
l (θy) = 0, l ∈ N, (49)
for every r y ∈ [0, R], and θy ∈ [0,2π [. By proceeding as above for the corresponding left singular function u and by noting
that K ∗ f = (K f ), f ∈L2(BR), we have that
αl,ν−λ
Jl(κr y)φ
−
l (θy) + αl,ν+λ Jl(κr y)φ
+
l (θy) = 0, l ∈ N, (50)
for every r y ∈ [0, R], and θy ∈ [0,2π [. Note that Eqs. (49), (50) must be satisﬁed for every r y ∈ [0, R], and θy ∈ [0,2π [; this
implies the following system for the coeﬃcients of trigonometric functions in φ+l and φ
−
l :{−αl,ν−λ z + αl,ν+λ z′ = 0,
αl,ν−λ
z + αl,ν+λ z
′ = 0, (51)
where z, z′ ∈ C denote either the two coeﬃcients of cos(lθy) or those of sin(lθy) that appear in φ+l and φ−l . From standard
arguments on linear algebra theory, system (51) has non-null solutions if and only if
αl,ν−λ
αl,ν+λ
+ αl,ν+λ αl,ν−λ = 0 (52)
that, from formulas (39), (42), can be written as Gl(λ) = 0. Thus, if μ is a singular value of (23), then there exists l such
that λ = 1/√μ is a solution of Eq. (41). In the general expressions (33), (34) for the singular functions, all the addenda are
chosen equal to zero with the exception of the ones corresponding to this index l. More precisely, the singular functions
corresponding to singular value μ are combination of four functions (43), where (zl, z′l)
 ∈ C2 is a non-null solution of (51).
In particular, singular functions (43) are obtained by the following choice
(
zl, z
′
l
)= 2 (αl,ν+ ,αl,ν−), (53)ιπ R λ λ
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αl,ν−λ
is always different from zero; the proof of this property is elementary but quite involved, so it is omitted.
The orthogonality of these functions is an elementary but involved computation, so that it is omitted. This concludes the
proof of the ﬁrst case, i.e. λ < κ ; the other two cases, i.e. λ > κ , λ = κ , have an analogous demonstration. 
3. Properties of the singular system
We provide a property of characteristic equation (41). This is a fundamental information for the numerical evaluation of
the singular system obtained in the previous section. In fact, this gives a relation between the minimum singular value to
be computed and the maximum index l to be considered in Eq. (41). The main result of this section is the proof of such a
property. We consider a preliminary result.
Lemma 7. Let ν0 = κR,
gl(x) = x Jl+1(x)Jl(x) , l ∈ N, 0 < x < jl,1, (54)
hl(x) = x Yl+1(x)Yl(x) , l ∈ N, 0 < x < yl,1, (55)
Fl(x) = gl(ν0) − gl(x)hl(ν0) − gl(x) , l ∈ N, l > ν0, 0 < x l, (56)
il(x) = x Il+1(x)Il(x) = −ιx
Jl+1(ιx)
Jl(ιx)
, l ∈ N, x ∈ R, x > 0, (57)
F˜l(x) = gl(ν0) + il(x)hl(ν0) + il(x) , l ∈ N, l > ν0, x ∈ R, x > 0. (58)
We have the following properties:
(i) for x, y ∈ ]0, l], gl(x) is increasing, 0 < gl(x) < x, hl(x) > l, hl(y) > gl(x);
(ii) for x ∈ ]0, l], Fl(x) is decreasing, and
lim
x→0+
Fl(x) = gl(ν0)hl(ν0) , (59)
0< Fl(x) < 1 for x ∈ ]0, ν0[, Fl(ν0) = 0, Yl(ν0)Jl(ν0) < Fl(x) < 0 for x ∈ ]ν0, l];
(iii) il(x) is positive and increasing;
(iv) F˜l(x) is positive and increasing, and F˜l(x) < 1.
Proof. Let x, y ∈ ]0, l], from (vii) and (ix) of Remark 1 and (i) of Proposition 3, we can easily see that gl(x) is increasing
and 0 < gl(x) < x. Note that, from this last inequality follows that gl(x) < l. Formula (3) and (i) of Proposition 3 imply that
hl(x) = x Yl+1(x)Yl(x) = l − x
Y ′l (x)
Yl(x)
> l, so that gl(x) < hl(y). This concludes the proof of (i). From (i) we have that hl(ν0) − gl(x) > 0
when l > ν0 and 0< x l, so that Fl(x) is well deﬁned. Moreover Fl(ν0) = 0 and
F ′l (x) =
g′l (x)(−hl(ν0) + gl(ν0))
(hl(ν0) − gl(x))2 < 0,
in fact gl(x) is increasing, and this proves that Fl(x) is decreasing. Formula (59) follows from (1). When 0 < x < ν0, 1 >
gl(ν0)/hl(ν0) > Fl(x) > Fl(ν0) = 0. Moreover, when ν0 < x l, from (20) and (i) we have that
gl(x) < l < ν0
Jl+1(ν0) − Yl+1(ν0)
Jl(ν0) − Yl(ν0) ,
so, multiplying by Jl(ν0) − Yl(ν0) > 0, dividing by − Jl(ν0)Yl(ν0) > 0 we have
− gl(x)
Yl(ν0)
+ gl(x)
Jl(ν0)
< − gl(ν0)
Yl(ν0)
+ hl(ν0)
Jl(ν0)
,
gl(ν0) − gl(x)
Yl(ν0)
<
hl(ν0) − gl(x)
Jl(ν0)
,
Fl(x) = gl(ν0) − gl(x)hl(ν0) − gl(x) >
Yl(ν0)
Jl(ν0)
,
and this concludes the proof of (ii). From (x) and (xi) of Remark 1, we can easily obtain (iii). When l > ν0 and x > 0, from
(i) we have that gl(ν0) > 0, hl(ν0) > 0 and hl(ν0) > gl(ν0), so that by using (iii), we easily obtain F˜l(x) > 0, F˜l(x) < 1, and
F˜ ′l (x) =
i′l(x)(hl(ν0) − gl(ν0))
(hl(ν0) + il(x))2 > 0.
This proves (iv). 
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tributes only to the part of the singular system corresponding to small singular values. This is an important result, in fact
it allows the selection of a ﬁnite number of characteristic equations when singular values greater than a given threshold μ
must be computed, see the next section for details.
Theorem 8. Let
√
2κR < l, function Gl(t) has no zeros for 0 < t <
√
l2−κ2R2
R .
Proof. When 0 < t < κ , we have 0 < ν−t R < κR and κR < ν+t R <
√
2κR . From (vii) of Remark 1, (i) of Proposition 3, and
Lemma 7 we have
Gl(t) = Jl(ν
−
t R) Jl(ν
+
t R)
R2
(
J2l (κR)
(
gl(κR) − gl
(
ν−t R
))(
gl(κR) − gl
(
ν+t R
))
+ Y 2l (κR)
(
hl(κR) − gl
(
ν−t R
))(
hl(κR) − gl
(
ν+t R
)))
= Jl(ν
−
t R) Jl(ν
+
t R)
R2
(
gl(κR) − gl
(
ν+t R
))(
hl(κR) − gl
(
ν−t R
))(
J2l (κR)Fl
(
ν−t R
)+ Y 2l (κR)
Fl(ν
+
t R)
)
.
For 0 < t < κ , ν−t is decreasing and ν+t is increasing, so, from (ii) of Lemma 7, we obtain that J2l (κR)Fl(ν
−
t R) + Y
2
l (κR)
Fl(ν
+
t R)
is
increasing. Moreover from (ii) of Proposition 3 and (ii) of Lemma 7 we obtain
J2l (κR)Fl
(
ν−t R
)+ Y 2l (κR)
Fl(ν
+
t R)
< lim
t→κ−
(
J2l (κR)Fl
(
ν−t R
)+ Y 2l (κR)
Fl(ν
+
t R)
)
= J2l (κR)
gl(κR)
hl(κR)
+ Y
2
l (κR)
Fl(
√
2κR)
< J2l (κR) + Y 2l (κR)
Jl(κR)
Yl(κR)
= Jl(κR)
(
Jl(κR) + Yl(κR)
)
< 0.
Thus Gl(t) > 0 when 0< t < κ , and this concludes the proof for such interval. By using the same arguments we obtain that
Gl(κ) = Jl(ν
+
κ R)
κR2
(
gl(κR) − gl
(
ν+κ R
))
hl(κR)
(
J2l (κR)
gl(κR)
hl(κR)
+ Y
2
l (κR)
Fl(ν
+
κ R)
)
> 0,
where ν+κ =
√
2κ , and this proves that Gl(κ) = 0. When κ < t <
√
l2−κ2R2
R we have that
√
2κR < ν+t R < l and ηt > 0. From
(vii) and (x) of Remark 1, (i) of Proposition 3 and Lemma 7, we have
Gl(t) = ι
l J l(ν
ι
t R) Jl(ν
+
t R)
R2
(
J2l (κR)
(
gl(κR) + il(ηt R)
)(
gl(κR) − gl
(
ν+t R
))
+ Y 2l (κR)
(
hl(κR) + il(ηt R)
)(
hl(κR) − gl
(
ν+t R
)))
= ι
l J l(ν
ι
t R) Jl(ν
+
t R)
R2
(
gl(κR) − gl
(
ν+t R
))(
hl(κR) + il(ηt R)
)(
J2l (κR) F˜l(ηt R) +
Y 2l (κR)
Fl(ν
+
t R)
)
.
We have to prove that the last factor cannot vanish. For κ < t <
√
l2−κ2R2
R , ηt and ν
+
t are increasing, so from (ii) and (iv) of
Lemma 7 J2l (κR) F˜l(ηt R) +
Y 2l (κR)
Fl(ν
+
t R)
is increasing. Let t0 =
√
l2−κ2R2
R , from (ii) and (iv) of Lemma 7, and (ii) of Proposition 3,
we obtain
J2l (κR) F˜l(ηt R) +
Y 2l (κR)
Fl(ν
+
t R)
< lim
t→t0
(
J2l (κR) F˜l(ηt R) +
Y 2l (κR)
Fl(ν
+
t R)
)
= J2l (κR) F˜l(ηt0 R) +
Y 2l (κR)
Fl(l)
< J2l (κR) + Y 2l (κR)
Jl(κR)
Yl(κR)
= Jl(κR)
(
Jl(κR) + Yl(κR)
)
< 0.
This concludes the proof of the theorem. 
N. Egidi, P. Maponi / J. Math. Anal. Appl. 377 (2011) 670–682 679Fig. 1. An example of discretization points for function (60), obtained with Nr = 5, Nθ = 11: dots show the discretization points for variable y, and crosses
show the ones for variable x. Note that these two families of points cannot overlap since function (60) is singular for x = y, see (1) for details.
4. Numerical experiment
We present the results of a simple numerical experiment with the singular system obtained in Section 2. Note that this
experiment aims to show the use of the analytic framework constructed in the previous sections in order to compute an
approximate singular system of (23). The numerical results mainly provide a comparison between this singular system and
a discrete singular system obtained by a straightforward numerical procedure.
The discrete singular system is computed by the singular value decomposition of a matrix H ∈ CNrNθ×NrNθ , where
Nr,Nθ ∈ N denote the number of discretization points along radial and angular direction, respectively, for both variables
x, y ∈ BR . In particular, matrix H is obtained by a discretization of a weighted version of integral kernel K , deﬁned in (23),
that is
hrhθ
√|x||y|K (x, y), x, y ∈ BR , (60)
where hr = RNr , and hθ = 2πNθ are the discretization steps. Note that the weight introduced in (60) is an immediate conse-
quence of equality (26), that holds in the sense of L2(BR × BR). All the results reported in this section are obtained by
using discretization points organized as shown in Fig. 1.
Let {(σp,U p, V p), p = 1,2, . . . ,NrNθ } be the singular system computed by the singular value decomposition of ma-
trix H , where σ1  σ2  · · ·  σp  σNrNθ  0 are the singular values, and U p, V p ∈ CNrNθ , p = 1,2, . . . ,NrNθ , are the
corresponding left and right singular vectors, respectively. From standard results on linear algebra, we have a relation simi-
lar to (26), that is
H(i, j) =
NrNθ∑
p=1
σpU p(i)V p( j), i, j = 1,2, . . . ,NrNθ . (61)
This decomposition provides an approximation for the Singular Value Expansion obtained in Section 2. More precisely,
σp , p = 1,2, . . . ,NrNθ , should be an approximation of the greatest NrNθ singular values μp , p = 1,2, . . . ,NrNθ , and
U p , V p , p = 1,2, . . . ,NrNθ , should be an approximation of the corresponding singular functions up , vp , p = 1,2, . . . ,NrNθ ,
on the prescribed discretization points.
On the other hand, an approximation of the Singular Value Expansion can be easily computed by the analytical ex-
pressions described in Section 2. Let P be a positive integer, let λ˜q , q = 0,1, . . . , P − 1 be the P smallest solutions of
Eq. (41), where l ranges from 0 to Lmax . The approximate pth singular value μ˜p is computed as follows: μ˜p = 1
λ˜2P−p
,
p = 1,2, . . . , P . Moreover, formulas (43) are used to compute an approximation of the corresponding singular functions u˜p ,
v˜ p , p = 1,2, . . . , P . Note that, in this procedure, Theorem 8 is useful for the evaluation of the upper limit Lmax for index l.
In particular, from this theorem, we have that a generic singular value μ, such that λ = 1√
μ
 κ , cannot arise from Eq. (41)
with l >
√
2κR; moreover, a singular value μ, such that λ = 1√
μ
> κ , cannot arise from Eq. (41) with l L(μ), where
L(μ) = R
√
κ2 + 1
μ
, (62)
680 N. Egidi, P. Maponi / J. Math. Anal. Appl. 377 (2011) 670–682Fig. 2. The error function e, deﬁned in (64), for different choices of wave number κ and of discretization parameters Nr = Nθ . Note that both the Cartesian
axes of the diagrams use a logarithmic scale.
and this limit holds for l >
√
2κR . So, given a threshold μ > 0, such that 1√
μ
> κ , all the singular values greater than μ
can be computed by using
Lmax =
⌊
max
{√
2κR, L(μ)
}⌋
, (63)
where x denotes the integer greater than or equal to x ∈ R.
The numerical results are shown in Figs. 2 and 3, and Table 1. These results are relative to a circular disk with radius
R = 1, and three different wave numbers, i.e. κ = 0.1,1,10. Note that, the same results could be obtained by choosing
κ = 1, and R = 0.1,1,10, respectively, in fact the singular system of (23) depends only on κR; this can be easily seen by
a simple observation: all the formulas in Theorem 6 can be rewritten in terms of κR . Fig. 2 shows a comparison between
singular values σp , p = 1,2, . . . , P , of matrix H and singular values μ˜p , p = 1,2, . . . , P , computed by using Eq. (41), where
l = 0,1, . . . , Lmax . In particular, the localization of the solutions of these equations is performed by a simple tabulation
N. Egidi, P. Maponi / J. Math. Anal. Appl. 377 (2011) 670–682 681Fig. 3. The index l in Eq. (41) generating singular value μ˜p ; dots show the value of l, crosses show the value of function L, deﬁned in (62), and dashed line
shows the value of Lmax .
Table 1
The approximation errors for relation (26) and (61): 20, 40 errors in (61) when summation index is
truncated to p = P , and Nr = Nθ = 20, Nr = Nθ = 40, respectively, ε, error in (26) when summation
index is truncated to p = P . Note that x(y) denotes x · 10y .
κ 20 ε20 40 ε40 ε
0.1 1.18(−2) 1.41(−2) 1.46(−2) 1.52(−2) 2.56(−2)
1 2.70(−2) 3.17(−2) 3.23(−2) 3.40(−2) 5.66(−2)
10 7.65(−2) 1.12(−1) 1.11(−1) 1.14(−1) 1.69(−1)
algorithm, with tabulation step equal to 0.01 on interval [0, 1√
μ
]. Then, each localized solution is reﬁned by a modiﬁed
version of Bus and Dekker algorithm, that is implemented in routine C05AZF of Nag software library [19]. Note that,
index P is computed by threshold μ = 0.01; more precisely, P is such that μ˜p > μ, p = 1,2, . . . , P . The six diagrams in
Fig. 2 show the error function
e(μ˜p) = |σp − μ˜p|
μ˜p
, p = 1,2, . . . , P , (64)
and they differ for the wave number κ taken into account and/or for the number of discretization points used in the
computation of matrix H , i.e. Nr = Nθ = 20, and Nr = Nθ = 40.
Fig. 3 shows the index l of Eq. (41), generating singular value μ˜p , p = 1,2, . . . , P , and it shows the upper limit L(μ˜p),
p = 1,2, . . . , P .
Finally, Table 1 shows the approximation errors obtained with formulas (26) and (61). More precisely, for each wave
number κ = 0.1,1,10, and for each number of discretization points Nr = Nθ = 20,40, this table shows the following three
error indices: 20, 40, i.e. the error, in the usual Frobenius norm, obtained for relation (61) where the sum is truncated to
index p = P , and Nr = Nθ = 20, Nr = Nθ = 40, respectively; ε20, ε40 are analogous to the previous two indices, but they are
obtained with singular system (26) on the prescribed tabulation points; ε, i.e. the truncation error, in the usual L2 norm,
obtained for relation (26) when the sum is truncated to index p = P .
From Fig. 2 we can easily see that errors e(μ˜p), p = 1,2, . . . , P , decrease as Nr , Nθ increase. This gives evidence of
the eﬃcacy of the simple algorithm described in this section and of the correctness of the analytic framework developed
in the previous sections, in fact, the singular system of H is computed independently from this analytic framework. Note
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p = 1,2, . . . , P (we recall that, from Theorem 6, singular values corresponding to l = 0 have multiplicity 1, the other ones
have multiplicity 2). Fig. 3 gives an immediate information on the singular values multiplicity. This ﬁgure shows also an
interesting regularity for the occurrence of indices l, in Eq. (41) that generate singular values μ˜p , p = 1,2, . . . , P . Moreover,
for these indices l, we can observe that L(μ˜p), p = 1,2, . . . , P , is a tight upper bound, with the exception of case κ = 10,
where all the singular values μ˜p , p = 1,2, . . . , P , yield from Eq. (41) with t < κ . Finally, from Table 1 we can see a quite
obvious behavior of error indices 20, 40, ε20, ε40, ε. In fact, these indices increase as the wave number κ and the number
Nr , Nθ of discretization points increase. Moreover, we can note that 20 < ε20 and 40 < ε40; this is consequence of the
fact that singular value decomposition of matrix H provides a singular system specialized on the set of discretization points
used to construct H . However, these errors approach to ε when the number of discretization points increases.
We conclude this section with a few comments on the above computation. The accuracy of the approximate singular
system is strictly dependent on the precision in the solution of Eq. (41). In particular, low quality solutions of Eq. (41)
usually provide singular functions without the orthogonality property. In the numerical experiment described in this section,
the solution of these equations has always seemed to be a quite stable problem, and all the roots are computed with an
error less than 10−12. However, in the numerical evaluation of the singular system corresponding to small singular values,
that occurs by choosing small thresholds μ, the diﬃculty in the solution of Eq. (41) may increase as consequence of
cancellation errors; in fact, function Jl(νıt R) diverges exponentially as t tends to inﬁnity and Yl(κR) diverges factorially as
l tends to inﬁnity. So that, for these singular values, we expect that the simple numerical procedure described here should
be substitute by a slightly more complex procedure. For the development of this procedure, we expect that a good starting
point is given by the well-known uniform asymptotic expansions of Bessel functions, and we will develop this procedure by
future investigations.
5. Conclusions
We considered the integral operator on BR having kernel the Green function of Helmholtz operator. For this integral
kernel, explicit formulas for the Singular Value Expansion are obtained. These are given by a characteristic equation for the
singular values and explicit expressions for the corresponding singular functions. A simple numerical experiment shows the
use of this analytic framework for the numerical evaluation of this singular system.
The Singular Value Expansion, described in this paper, is a useful tool in the numerical solution of integral equations
arising from time-harmonic scattering problems, even if these equations are deﬁned on a bounded domain D = BR . In fact,
we can always choose R > 0 such that D ⊆ BR . However, at this stage, the main diﬃculty in the practical use of such
formulas is given by the lack of accurate rootﬁnding procedures for Eq. (41). In particular, we expect that eﬃcient algorithms
for the numerical solution of these equations have to exploit the asymptotic properties of Bessel functions. These algorithms
will be developed by future investigations.
Other properties of this singular system deserve to be studied for the eﬃcient numerical solution of scattering problems,
such as for example the asymptotic behavior of singular values μp as p → ∞, the asymptotic expression of the singular
system when κR tends either to zero or to inﬁnity, the approximation error in formula (26) when summation index p is
truncated to a given P > 0, and x, y ∈ D ⊂ BR ; in particular, it is interesting to compare this error with the corresponding
error obtained by the Singular Value Expansion of the same integral kernel, but deﬁned on D . These properties will be
investigated by future studies.
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