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Abstract 
We construct vertex-transitive graphs r, regular of valency k = n* + n + 1 on Y =2(y) vertices, with 
integral spectrum, possessing a distinguished complete matching such that contracting the edges of 
this matching yields the Johnson graph J(2n, n) (of valency n’). These graphs are uniformly geodetic 
in the sense of Cook and Pryce (1983) (F-geodetic in the sense of Ceccharini and Sappa (1986)), i.e., 
the nu mber of geodesics between any two vertices only depends on their distance (and equals 4 when 
this distance is two). They are counterexamples to Theorem 3.15.1 of [I], and we show that there are 
no other counterexamples. 
0. Notation 
For n 3 1, let d(n) = 4.2” denote the halved n-cube, i.e., the graph with as vertices the 
even weight binary vectors of length n, where two vertices are adjacent when they 
differ in two coordinates. (The weight of a vector is its number of nonzero coordinates; 
a binary vector is a vector with coordinates in [F, = (0, l}.) All graphs in this note will 
be induced subgraphs of d(m) for suitable m, so that they will be code graphs in the 
sense of [l, p. 1143. (Sometimes we shall use the graph A’(n) with as vertices the odd 
weight binary vectors of length n, but clearly A(n) r A’(n): complementing any fixed 
coordinate position yields an isomorphism.) 
The Johnson graph J(n, m) is the subgraph of A(n) (or of A’(n), in case m is odd) 
induced by the set of vectors of weight m. We write K, for the complete graph on 
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m vertices, K,, n for the complete bipartite graph on m + n vertices (with mn edges), and 
m x n for the line graph of K,, ,, 
A geodesic between two vertices of a graph is a shortest path between them. If x, y 
are vertices of a graph r at distance i, then ci(x, y) is the number of neighbours of y at 
distance i- 1 to x. For c2(x, y) we write ~(x, y). We write just ci (or p) in case ci(x, y) 
does not depend on x, y. If x, y are vertices of a graph r, then x-y denotes that x and 
y are adjacent, and T(x) is the set of neighbours of x on r. More generally, T,(x) is the 
set of vertices of r at distance i to x. 
Finally, ej denotes the j-th canonical basis vector of F$ (with j-th coordinate 1 and 
all other coordinates 0), and 1 denotes the vector with all coordinates equal to 1. 
1. Construction of the graphs 
For IZ > 1, let A = A (2~ + 1) be the halved (2n + 1)-cube. Then A is distance-transitive 
of diameter n, and the distance between any two of its vertices is half the weight of 
their difference. Partition the (2n + 1)-set C of coordinate positions into a pair A and 
a (2n- 1)-set B, and say that a binary vector x=(~~)~~c has weight (w,, wB) where 
wZ=CieZxi for Z= A, B (with addition in N, not in F,). Let r be the induced 
subgraph of A (or of A’ = A’(2n + 1) in case n is odd) spanned by the vectors of weights 
(2, n), (1, n - 1) and (0, n). 
Theorem 1.1. The graph r has v=2(2,“) vertices, is regular of valency k= n2 + n+ 1, 
satisjies ci= i2, and in particular has u=4. Thus, there is a constant number (namely 
(i!)2) of geodesics in r between any two vertices at distance i. The graph r is a distance- 
preserving subgraph of A, and has diameter n. For n= 1, rg Kq. For n32, 
G:=Aut T?D, x Sym(2n-1), 
acting transitively on the vertices, with vertex stabilizer 
G,g2 x Sym(n- 1) x Sym(n). 
This vertex stabilizer G, has three orbits on T,(x) for 1 <i< n- 1, and two orbits 
on r,(X). 
Proof. Let us first show that G acts vertex-transitively. Clearly Sym(A) x Sym(B) 
acts (with 3 point orbits). The translations x HX+ t preserve I- for tE{O, e. +el, 
e0 + 1, e, + l}, when A = {0, l}, and fuse these three point orbits. This shows vertex- 
transitivity, and also 
Aut T>D8 x Sym(2n- l), 
where D8 is the dihedral group of order 8. 
Let us say that a binary vector x has weight (wo, wl, wB) when w. = x0, w1 =x1 and 
wB=CiEBxi. Clearly, the four subgraphs of r induced by the vectors of weights 
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(O,O, n), (0, 1, n- 1) or (0, 0, n), (l,O, n- 1) or (0, 1, n-l), (1, 1, n) or (l,O, n-l), (1, 1, n) 
are geodetically closed subgraphs isomorphic to J(2n, n). It follows that if x, y are 
both contained in one of these subgraphs, then Ci(X, y) = i’. On the other hand, if 
d(x, y) = i, x of weight (0, n) and y of weight (2, n), then ci(x, y) =(i- 1)’ + 
2(i- l)+ 1 =iz again. (Here we measured distances as in d; since the Ci come out 
nonzero it follows that distances in r coincide with those in d.) 
Let us also compute ai(X, y), the number of neighbours of y at distance i from 
x (when d(x, y)= i). Choose x of weight (0, n). If y has weight (0, n), then 
Ui(X, y)= 2i(n-i)+ i. If y has weight (1, II- 1) or weight (2, n), then Ui(X, y)= 
2i(n - i) + i + 1. Moreover, if y has weight (2, n), then no neighbour of y in Ti(X) has 
weight (0, n) (but if y has weight (1, n), then y1- i neighbours of y in Ti(X) have weight 
(0, n)). This shows that G, has three orbits of Ti(X) for 1 <i< n- 1. Distribution 
diagram for the three orbits of Ti(x): 
2i (n -i)-i (2i-l)(n-i)+l (i-1)(2n-2i+l) 
Similar arguments (looking at the structure of Tn_ i(x)ur,(x) - note that T,(x) is 
a clique of size n + 2) distinguish the two orbits on r,(x). 
The neighbourhood T(x) of any vector x consists of the n* + n + 1 vectors x + u in 
r with u of weight 2. It is isomorphic to the line graph of a complete bipartite graph 
K n,nfl with one edge added, i.e., it is a n x (n + 1) grid with one additional point joined 
to the vertices of a n x 2 subgrid - see Fig. 1 for n = 3, where a label ij denotes the 
vector U = ei + ej. 
We conclude that each vertex, x has a unique distinguished neighbour (for n> l), 
namely x+s, where s=eo + ei. Any automorphism of r must commute with the 
automorphism (r: x HX SS, and hence induces an automorphism of the graph 
Fig. 1. 
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r/ar J(2n, n). The kernel of the map Aut T-+Aut (T/o) is (a, r) of order 4, where 
(2) =Sym(A), so D, x Sym(2n- 1) is the full automorphism group of r. 0 
2. The spectrum 
Let 
dj=(n-j)(Tl- 1 -j)-j, $j=(- l)j(n--j), h=(‘“r’)(:“-i’) 
(06 j<n- 1). Then the Johnson graph J(2n- 1, n- 1) has eigenvalues Bj with multi- 
plicities fj, and the Odd graph 0, (the distance-(n- 1) graph of J(2n- 1, n- 1)) has 
eigenvalues I/~ with multiplicitiesfj (cf. [l, Theorem 9.1.2 and Proposition 9.1.73). 
Theorem 2.1. The graph r constructed in Section 1 has eigenvalues Bj- 1 with multipli- 
city 2fj and dj + 1 f 2~j, both with multiplicity fj(0 < j d n - 1). 
Proof. If we complement the vectors of weights (*, n) in r, then we find that r consists 
of four copies of the Johnson graph J(2n- 1, n- 1) - let us say JoO, JoI, JIO, JII, 
where vertices in J, and J, + 1 1 are adjacent when the corresponding (n- l)-sets are 
identical, and vertices in J, and J, + 01 (or J,, 10) are adjacent when the corresponding 
(n- 1)-sets are disjoint. Now the spectrum is clear. 0 
3. The case n = 2 
In case n = 2 our graph r is well known. It has v = 12 vertices, valency k = 7 and 
spectrum 7l2’ 12( - l)i( -2)6, a subgraph of the Clebsch graph. It is graph number 186 
in [2] (see also [3]). Its complementary graph r is regular of valency 4 without 
triangles, a subgraph of the folded 5-cube on 16 vertices. A description with vertex set 
Z1 2 is found by letting i - if 2, i + 3 (iEZIz). r has by definition a root representation 
in R5 with lattice D5 (cf. next section), but since its smallest eigenvalue is -2, it also 
has a (2, 1, 0)-representation in the root system E, (cf. [l, $3.121). 
4. A characterization 
A root graph is a connected graph r together with a root representation, that is, 
a map p: x HZ? sending its vertices to some Euclidean space E such that we have 
~Ijj-Z~12=2rn,,, for certain integers m,,,, where m,,, =d(x, y) whenever d(x, y)< 2. 
The lattice of a representation p is the additive subgroup of E spanned by the vectors 
y-2 for vertices x, y of r. (This is really a lattice: all inner products of vectors are 
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integral, so this subgroup is discrete in E.) Root graphs are thus called because they 
give rise to a root lattice (an integral lattice generated by vectors of squared norm 2). 
Clearly, for E = [w” with norm given by 11 x 11 2 = 1 xf and p the identity map, we find 
that the halved n-cube d(n) is a root graph, and so is any induced subgraph of A(n). 
Regular root graphs with constant ,U are classified in [l, 93.151, but there is a gap in 
the proof as given there, and trying to fill this gap we found the series of graphs 
constructed in this note. Instead of [l, Theorem 3.15.1 (iii)] we now have the following. 
Theorem 4.1. Let T be a noncomplete regular root graph with u = 4 and representation 
in Z”. Then either T is a Johnson graph J(n, m) or T is one of the graphs constructed in 
Section 1. 
Proof. (i) r is locally connected; in factfor any vertex x, any two nonadjacent vertices in 
T(x) have 2 or 3 common neighbours in T(x). Indeed, this follows immediately from 
[I, 3.14.5-J. 
(ii) We may assume that for no two x, y with d(x, y)= 2 we have y-x = f 2ej 
(1 d j d n). Indeed, if jj - X = 2ej, then no neighbour of x has distance 2 to y. Since T(x) 
is connected, this means that T(x) = T(x)n r( y), so that k =p and r is complete 
multipartite, necessary K2, 2, 2. But K2, 2, 2 z J (4,2). 
(iii) We may assume that XG{O, l}” for all vertices x, and that y=O for any jixed 
vertex y. Indeed, given any root representation p in Z”, we can shift it by a vector ~~77” 
to get p’ : x H X-U, and we can take its absolute value to get I p I: x H C I Xi 1 ei. (In order 
to show that this again is a root representation we need assumption (ii).) Repeating 
these two operations a number of times will yield the required result. 
This means that we can label the vertices of r with subsets (of even cardinality) of an 
n-set such that if two vertices have distance 1 or 2 then their labels have symmetric 
difference of size 2 or 4. Fix a vertex y and label it with 8. Its neighbours are labeled 
with pairs, i.e., can be regarded as the edges of a graph A on n vertices. Since r is 
locally connected, A consists of a connected graph A, together with some isolated 
vertices 
(iv) Any two disjoint edges of A,, have to or three transversals. Indeed, this is just 
a restatement of(i). 
(v) Any vertex of r2(y) is labeled with a 4-set inducing a quadrangle or a triangle with 
one pending edge in A. Conversely, any 4-set inducing such a subgraph in A is the label of 
a vertex in r2 (y). Indeed, the first statement follows directly from p = 4, and so does 
the second: two vertices labeled with disjoint edges with only two transversals must 
have a common neighbour in r,(y). 
Let E be a largest subset of A, inducing a complete bipartite graph (with nonempty 
parts A and B, so that E = A u B) with possibly some additional edges (inside A or B). 
(vi) E contains all vertices of A,,. Indeed, if not then let c be a vertex of A0 not 
in E. We may assume d(c, E) = 1, say c - aEA. By maximality of E there is a bEI 
such that b+c. Put A,,:=AnA(c) and A,:=A\A(c), then for any aOEA, and a,EAI 
we have ao-al since aoc and sib have at least two transversals. But then 
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Eu(c}=Aou(AluBu{c}) is a larger subset of A inducing a bipartite graph with 
possibly some additional edges, contradiction. 
(vii) A0 does not contain a complete graph K, or a wheel K,, 2, 2. Indeed, two disjoint 
edges in a K4 have 4 transversals, which is impossible. If A,, contains an induced 
subgraph KZ, 2, 1, say a - b - c -d -a, e - a, b, c, d, then abed is the label of a vertex of 
rZ(y) and the vertices labeled abed and de have common neighbours labeled ad and cd 
and two further common neighbours in TZ(y), but there is no possible label for such 
vertices. 
(viii) A, is either complete bipartite or complete bipartite with one additional edge. 
Indeed, if A contains two disjoint edges, then (since these must have at least two 
transversals) A contains a triangle or a quadrangle, and since B # 0 this is forbidden by 
(vii). Thus, all edges in A pass through one vertex aO. If both A and B contain an edge 
then A, contains a Kq. So we may assume that B is a coclique. If IBJ 32 and 
A contains two interesecting edges, then A, contains a K1, 2, 2, contradiction. So we 
may assume that B = {b}. If A has no isolated point, then we can move a0 from A to 
B and are done. So we may assume that A has at least two edges aOal ande a,a, and 
an isolated point a3. Now there are no suitable labels for the 4 common neighbours of 
the vertices labeled aOaIa3b and aoa2. 
Rephrasing (viii) we find that for each vertex y of r its neighbourhood T(y) is either 
a grid s x t or such a grid with one additional vertex adjacent to a s x 2 subgrid. (Let us 
temporarily call this latter graph s+ x t.) In the former case k = st and the two maximal 
cliques on y and any neighbour z have sizes s + 1 and t + 1. In the latter case k = st + 1, 
and the maximal cliques on y and a neighbour z have sizes 4, s+2(s+2 cliques) or 
4, s+2, t + 1 (3 cliques) or s+ 1, t + 1 (2 cliques). Thus, either from the number of 
maximal cliques on the edge yz or from the relation of their sizes to the valency k we 
find that the types of neighbourhood in y and z are the same: either both a grid s x t, or 
both some grid with additional point. 
(ix) IfT(x) z s x tfor some vertex x, thenfor all vertices x, and r z J (s + t, t ). Indeed, 
we already saw the first part of this statement. Thus, in this case r is locally grid with 
~=4, and by [l, 9.1.31 is either a Johnson graph J(s+t, t), or (in case s=t) the 
quotient of a Johnson graph J(2s, s) by an involution G such that d(x, ax)>4 for each 
x. But the representation p of I- in (0, l}” is uniquely determined by its restriction to 
{y) UT(Y) (for any y), and the representation of J(2s, s) is injective, so quotients 
cannot occur. 
(x) If r(x)~s+ x t for some vertex x, then for all vertices x, and moreover t =s+ 1. 
Indeed, t = s + 1 follows from k = st + 1 applied to the neighbours of y, and then s is 
determined by k = s2 + s + 1. 
(xi) 1fT(x)Es+ x (s + 1) then r is one of the graphs constructed in Section 1. Indeed, 
for s > 1, let g: y H y’ be the map sending each vertex y to the special vertex y’ in T(y). 
Then o is an automorphism of r of order 2, and the vector ) ay- jl is independent of 
the choice of y. The quotient T/o is locally s x s and satisfies ~=4; it has a root 
representation in Z”- ‘, hence is isomorphic to J(2s, s). This determines r 
uniquely. 0 
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5. Concluding remarks 
The main purpose of this note was to give a corrected version of Theorem 3.1.5.1 of 
[l]. Several of the constructions and results found here can be given in greater 
generality. 
[For example, let r be a graph with vertex set X. Construct a new graph 
B(T) on X x (0, 1) by letting (x, 6)-(y, E) whenever either L~=E and 
d(x, y)~{l, 2) or 6f.s and d(x, y)~{0, 1). 
Suppose that r is bipartite of diameter d and uniformly geodetic with 
parameters ci (with ,u=c,), and let ci = ~;(a, b) denote the corresponding 
parameters of B(T). We find that ci(a, b) takes the values czic~i_l/~ (for 
2i<d) and ~2i-l +czi~2c2i_1/~ for 2i-1 bd) and ~~~~~~~~~~~~~~~~~~~~~ 
(for 2i-2<d) for various choices of the vertices a, bgB(T). Thus, B(T) will 
be uniformly geodetic precisely when C2i =pi and C2i+ 1 =pi+ 1, and then 
ct=pi(i- l)+i. 
Applying this construction to the bipartite graph r= G,,,, (with ,u= 1) 
induced by the vectors of weights n- 1 and n in the r-hypercube 2’, we find 
uniformly geodetic graphs B(G,., ,J with ci = i2. In particular, when r = 2n - 1 
we find the graphs constructed in Section 1 again.] 
Other constructions for uniformly geodetic graphs can be given, and we hope to 
return to this subject soon. (A very recent paper is [6].) 
Theorem 4.1 of this note (and its proof) can be generalized in various ways. On the 
one hand it is relatively straightforward to remove the assumption of regularity from 
the above characterization. (Then also the graphs B(G,,J occur as examples.) On the 
other hand, one can probably find all locally s+ x (s+ 1) graphs regardless of p for 
s=2 and perhaps also for s= 3. 
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