Abstract. It is proved that a proper holomorphic mapping / between bounded complete Reinhardt domains extends holomorphically past the boundary and that if, in addition, /~'(0) = {0}, then / is a polynomial mapping. The proof is accomplished via a transformation rule for the Bergman kernel function under proper holomorphic mappings.
1. Introduction. In one complex variable, the Bergman kernel function has long served as an essential link between boundary behavior of biholomorphic mappings and potential theory. In several complex variables, the kernel function relates biholomorphic mappings to solutions of the 3-equation. This relationship was made apparent in Fefferman's landmark paper [9] , and recently in [5] and [2] , the connection was found to be even more intimate.
Although the Bergman kernel has been a fruitful tool in the study of biholomorphic mappings, when the same questions were posed for proper mappings, the kernel was abandoned. Proper mappings were studied via the Kobayashi or Carathéodory metrics [10] , [13] , [12] , [7] or by reducing the problem to one involving biholomorphic mappings [1] , [8] . The purpose of this paper is to reveal that the Bergman kernel function is a potentially useful tool in the study of proper mappings, and that perhaps, in the future, questions relating to proper mappings will be answered with the same ease as those for biholomorphic mappings.
It was proved in [3] that the Bergman projections transform under proper mappings exactly as under biholomorphic mappings. In §2 of this paper, a simplified and more natural proof of this fact will be offered. The transformation rule for the Bergman projections implies that the Bergman kernel functions also transform under proper mappings.
The transformation formula for the Bergman kernels will be exploited in the remainder of the paper. It will be shown that proper mappings between Reinhardt domains in C" extend holomorphically past the boundaries, and that in the event that the origin is mapped to the origin with multiplicity equal to the total branching order of the mapping, the proper mapping is polynomial. only check that Px(u ■ (<f> ° /)) = 0 when <p E H(D2)X . We now claim that the hnear span of a={^:xPEC™(D2-V);i= 1,2,...,« is a dense subspace of H(D2)± . Indeed, if v E ^D^ is orthogonal to fi, then v is a distributional solution to 3t> = 0 on D2 -V. Hence v is a function in L2(D2) which is holomorphic on D2 minus a complex variety. At the end of this proof, we will prove an improved version of the Riemann Removable Singularity Theorem due to Bochner [6] which states that, under these circumstances, v extends to be a holomorphic function on all of D2. Therefore v = 0.
Hence, verifying (2.2) has been reduced to checking that Px(u ■ (<p ° /)) = 0 for <p in fi. But this is immediate because for h E H(DX),
by integration by parts. The proof of the transformation rule will be completed when we have proved the
Removable Singularity Theorem. // V is a complex variety in a domain D and v E L2(D) is holomorphic on D -V, then v E H(D).
Proof. For small e > 0, let xe De a function in C'X)(D) which is supported in Vt -{zE D: dist(z, V) < e} and such that xe -1 m a neighborhood of V. It is possible to construct xe so that on a given compact subset of D (2.3) |3x6/9z,|<C/e for i = 1,2,...,« with C independent of e. This can be done by convolving the characteristic function for Ve/2 with an appropriate approximation to the identity.
We will now show that v is a distributional solution to dv = 0 on D.
Hence v E H(D). Let <i> E C0°°(D)
. We must prove that (v, 3<i>/3z,> = 0 for i = 1,2,...,n.
Let xpe = 3(x/f>)/3z,. Note that (t>, 3</>/3z¿)= (v, xpe) because v is holomorphic on Supp(l -xe) and xe -1 near V. Furthermore, the functions {xpe}e>0 are uniformly bounded in L2(D) independent of e. Indeed, \\pe\is 0(1 /e) by (2.3) and the measure of Supp xpe is 0(e2) because F is a complex variety. Hence there is a subsequence of the functions {ir/e)£>o with e -» 0 which converge weakly to a function xp0 E L2(D). But clearly xp0 = 0 because Supp ^0 is contained in V and V has measure zero. Hence Of course the function on the left-hand side extends to be antiholomorphic in w for all w E D2 by the Removable Singularity Theorem. The transformation rule was first stated in [3] . We prove it here.
Proof of Theorem 1. For w E D2 -V, let 6W be a C°° function supported in D2 -V which is radially symmetric about w with / 0W= 1. For any function h which is holomorphic on D2 -V, we have that h(w) -fD hdw. Hence P2BW -K2(-, w). is also contained in D. In such a domain D, the monomials z" form a complete orthogonal system for H(D) and consequently the Bergman kernel function for D can be expressed Proof of Theorem 2. We shall use the same notation in this proof as that used in the proof of Theorem 1. We require two key facts. Fact 1. If £ is a compact subset of Dx, then there is an open set G containing Dx such that for w E B, the function Kx(z, w) extends to be holomorphic on G as a function of z. If B is taken to be the ball of radius e centered at the origin, then G can be taken to be the ball of radius Q/e where Q -Inf{| z\: z EbDx).
Fact 2. If /(0) = 0, then there is an integer t such that | z |' < C \f(z) | for z near the origin.
Fact 1 is a simple consequence of (3.1) and Fact 2 is a classical result on finite analytic mappings which follows from the nullstellensatz. and therefore that^-
where ca is a nonzero constant.
Let us write H(z, w) = 2™=I Kx(z, Fk(w))Uk(w). With this notation, the transformation formula for the Bergman kernel functions becomes
If we differentiate this formula with respect to w, writing H"(z, w) = (da/dw")H(z, w), we obtain H«(z,w) = u(z)f(zy^(f(z)-w).
If we set w = 0 in this formula, we obtain the crucial formula (3.2) Ha(z,0) = a\cau(z)f(zYLet us now suppose that/(0) = 0 with multiphcity equal to m. Then Fact 2 yields a positive integer t such that | z |' < C |/(z) | for all z in Dx. We will show that in this case, Ha(z,0) is a polynomial, and hence, that u ■ f is a polynomial for all a. Taking a -(0,...,0) yields that « is a polynomial, and then it follows from the unique factorization property that the components of /must also be polynomials.
If w E D2 -F is very close to the origin, then the function Ha(z, w) extends to be a holomorphic function in z defined in a large ball centered at the origin by Fact 1. A simple normal family argument reveals that H"(z,0) is an entire holomorphic function of z. Fix z £ C". We will produce constants C = C(a) and q = q(a) which are independent of z such that | Ha(z, 0) \ < C \ z \q. This then implies that Ha(z, 0) is a polynomial. Let r = e | z \~' where e is to be determined later. Let xp be a radially symmetric C°° function supported in the unit ball with J xp -1. Let 0(w)-r-2"xP(w/r). Note that iff G r = /_1(Supp0), then | f |< (const)e'/' | z \'x. We now choose e so small that for fET, the function Kx(z, f ) is well defined and Sup | Kx(z, f ) |« (constant), fer Note that this can be done so that the constant bound is independent of z. Indeed, if we set X = | z \/Q where 0 < Q < inffj w \ : w E bDx), then Kx(z, f ) = Kx(X~xz, Xf) by (3.1) and | Xf | < (const)ex/t/Q for } G T. Writing 0a = da0/dwa, we obtain This completes the proof of the second half of the theorem.
In the case of a general proper mapping, the formula (3.2) together with Fact 1 reveal that the functions u ■ fa all extend holomorphically to a common neighborhood G of £>,. This implies that /extends to be holomorphic in the neighborhood G because the ring of germs of holomorphic functions is a unique factorization domain. The proof of Theorem 2 is finished.
Remarks. There are many well-known examples of proper mappings between Reinhardt domains. The proper self-mappings of the unit polydisc in C" are precisely the mappings whose components are independent finite Blaschke products (see [14] ).
If kx, k2,.. .,kn are positive integers, the mapping which sends (z,, z2,... ,zn) to (zx\ z22,...,z¡¡*) is a proper mapping of (z: 2"=11 z,\2k' < 1} onto the unit ball in C". This is an example of a proper mapping of a smooth bounded weakly pseudoconvex domain onto a smooth bounded strictly pseudoconvex domain. It is safe to conjecture that there can be no such mapping going in the opposite direction. When the domains are complete bounded Reinhardt domains, this conjecture can be verified. Theorem 3 . Suppose that Dx is a smooth bounded complete strictly pseudoconvex Reinhardt domain, D2 is a smooth bounded complete Reinhardt domain, and that f is a proper holomorphic mapping of Dx onto D2. Then f is biholomorphic and extends to be a biholomorphism between larger domains Gx and G2 which contain Dx and D2, respectively. Hence D2 must also be strictly pseudoconvex.
This theorem generalizes Alexander's theorem [1] which states that proper selfmappings of the unit ball are automorphisms.
Proof of Theorem 3. Let r2 be a defining function for D2. By Theorem 2, / extends smoothly to the boundary of Dx, and since the normal derivative of / is nonzero by the Hopf lemma, the function rx = r2 ° /is a defining function for Dx.
We now apply an argument due to Kerzman, Kohn, and Nirenberg [11] . Since Dx is strictly pseudoconvex, there is a large positive X such that p = exp(Xrx) It has been proved by Sunada [15] that if two Reinhardt domains are biholomorphically equivalent, then they are so via a hnear mapping. Perhaps a corresponding statement is true for proper mappings: if two Reinhardt domains are related by a proper holomorphic mapping, then there is such a map which is polynomial.
Finally, we mention that the proof of Theorem 3 can be modified slightly to yield Theorem 4. If Dx and D2 are smooth bounded complete pseudoconvex Reinhardt domains contained in C and f is a proper holomorphic mapping of Dx onto D2, then f maps strictly pseudoconvex boundary points of Dx to strictly pseudoconvex boundary points of D2.
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