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Abstract. Acquiring preference information from decision-makers and stakeholders may carry biasing
effects due to question framing. In order to avoid unwanted distortions, respondent-driven querying
methods are advisable to apply; however, concerning multiple stakeholders a challenge remains how to
combine individually collected concepts and further on their individual valuations to an unified preference
information. This paper introduces one solution: a semi-automatic stochastic simulation of joint preferences
from partially overlapping individual concept lists and preference ratings. We used completed expert
interview dataset of cultural sustainability indicators acquired for comparing bioenergy production chains.
According to the results the approach seems generally applicable, but the feasibility may vary according to
case characteristics. Combining concept list valuations with stochastic simulations may be more feasible
the more similar the expected concept structures are. The presented method contributes particularly to
planning processes in which democratic participation of a large number of stakeholders is needed in the
goal setting phase. However, more tests with different decision problem types are needed to verify and
refine the present findings.
Keywords: Computational analysis, Decision support systems, Methodology, Multi-objective,
Simulation, Strategic planning.
1 Introduction
Goal and preference information elicited from
decision-makers and stakeholders acts a key role in solv-
ing ill-defined societal-ecological decision problems such
as watershed management (Kaplowitz and Witter 2008;
Gooch and St˚alnacke 2010), bioenergy impact assess-
ments (Buchholz et al. 2008) or participatory planning
of publicly owned forests (Nordstro¨m et al. 2009). In
these kinds of decision problems the number of relevant
stakeholders is typically large. There are some problem
structuring methods for large-group interventions (see
Shaw et al. 2004). They typically involve quantitative
features (van der Lei and Thissen 2009), which can be
realized in a form of statistical preference analysis, for
example (Kainulainen et al. 2009).
In participative planning processes, attention should
be paid to the constellation of goal queries, because
preference elicitation may carry biasing effects owing
to question framing or concepts given by the ana-
lysts (Tversky and Kahneman 1981; Morton and Fa-
solo 2009). Therefore respondent-driven querying meth-
ods, such as conceptual cognitive mapping (3CM)
(Kearney and Kaplan 1997), are advisable in order
to avoid unwanted distortions. However, when apply-
ing respondent-driven queries for large groups, detailed
analysis of connections between given concepts appears
unfeasible. A solution might be to divide the goal anal-
ysis in two subsequent phases: i) deriving the concept
list and initial priorities, and ii) structuring the problem
further with a focus on connections between the con-
cepts. Phase i can be conducted flexibly with survey
techniques or individual interviews, combined with nu-
merical analysis (e.g. Hahn and Ahn 2005), while phase
ii requires facilitated modelling (see Franco and Mon-
tibeller 2010) in a smaller group setting with the aid of
cognitive mapping or one of its several variations such
as causal mapping or reasoning maps (e.g. Eden 1988;
Eden et al. 1992; O¨zesmi and O¨zesmi 2004; Siau and
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Tan 2005, Montibeller and Belton 2006, Montibeller et
al. 2008).
The phase i contains the demanding task of how to
combine individually collected information about con-
cepts into a joint concept list, and how to derive an
overall importance of those concepts as kind of a ‘com-
promise weight’ (Wei et al. 2000). Because of the known
cognitive discrepancies of respondents, namely imperfect
memory, selective attention, as well as constrained sat-
isfaction (Festinger 1957; Simon et al. 2004), there is
a reason to assume some importance for concepts that
individual respondents simply forgot to mention. There-
fore, ratings for non-overlapping items may be sought
for. Some methods for dealing with incomplete prefer-
ence data already exist (e.g. Hahn and Ahn 2005; Choi
and Ahn 2009; Choi and Bae 2009), but there is a lack of
procedures explicitly suitable for large-scale open-ended
concept queries.
One example of respondent-driven elicitation process
is sustainability assessment (see e.g. Xing and Danger-
field 2011). Sustainable development is rapidly chang-
ing from an abstract idea to measurable concept, after
numbers of ecological, economic and social sustainabil-
ity concepts or indicators have been identified. An in-
dicator is a variable, which describes one characteris-
tic of the state of a system, usually through observed
or estimated data (OECD 2003). Sustainability assess-
ments are mostly expert-driven processes (Buchholz et
al. 2007; Phillis et al. 2011). Experts from vari-
ous fields have described and selected relevant criteria
and indicators in order to evaluate sustainability. Of-
ten criteria and indicators are adopted from literature
or some other indicator lists; however, no universally
accepted sustainability indicators are available, since
sustainability is context-specific. Therefore it is advis-
able to identify sustainability indicators for each sus-
tainability assessment separately. Cultural sustainabil-
ity is the fourth pillar of sustainability (UNESCO 2002),
but so far indicators of cultural sustainability are few in
number. Therefore, defining indicators for cultural sus-
tainability is fundamentally a typical task that needs
several experts to think the matter over in an open-
ended, respondent-driven way. The process of identify-
ing sustainability indicators can be supported with var-
ious methods and tools which are qualitative in nature
(Mendoza and Prabhu 2006). Participant can also evalu-
ate the importance of sustainability criteria with various
quantitative techniques such as Multi-criteria Decision
Analysis (MCDA) (Mendoza and Prabhu 2000; Balana
et al. 2010; Wolfslehner and Vacik 2011).
The purposes of this study were to present the pro-
cedure on how to combine ratings for non-overlapping
concepts by using stochastic simulations and to analyze
uncertainties related to this process. The aim was to
combine the concept lists acquired from the expert inter-
views and generate the missing preferences, which result
from the fact that all the experts have not defined and
evaluated the same items. Uniform distributions with
different distributional assumptions were tested in order
to found out, whether this kind of generation method
would provide results accurate enough to replace the
second phase interviews needed to combine the different
numerical expert judgments or concept lists. Assump-
tions were tested with a dataset provided by expert in-
terviewees in the case of compiling cultural sustainabil-
ity indicators in order to compare bioenergy production
chains in eastern Finland. This particular dataset was
chosen as it was already available, otherwise issues re-
lated to decision making or sustainability of bioenergy
production chains were not considered in this study.
2 Material and Methods
2.1 Study material Expert interview data acquired
to compile information on sustainability indicators (Myl-
lyviita et al. 2013) were used as test data in this study.
The expert interview data included two-phased data
gathering of concept lists and rating of the concept lists.
Data were gathered in the autumn 2010. Altogether
12 experts were interviewed twice during the process.
At first phase, the experts were interviewed in order to
construct concept list of items each of the experts them-
selves considered to be relevant when evaluating the role
of four bioenergy production chains in supporting cul-
tural sustainability. Then the experts expressed their
preferences with an application of SMART (e.g. von
Winterfeldt and Edwards 1986) by directly rating each of
the items in their concept list in turn. The experts were
requested to first select the most relevant item when con-
sidering the cultural sustainability, and assign 100 points
to that particular item. Then the experts were asked to
rank the other items correspondingly in the numerical
scale from 0 to 100 including the possibility to assign
the same value for several items. Completely irrelevant
items were asked to be given 0 points. After all selected
experts were interviewed a combined item list was com-
posed from all the items the experts had defined in the
1st phase. Each item identified in the interviews was
included in the combined concept list once regardless of
being defined by one or several experts. The combined
concept list constructed after the 1st phase interviews
comprised altogether 49 items, i.e., indicators of cultural
sustainability.
The second phase interviews were carried out after
all the 1st phase expert interviews were finalized. The
combined list was re-evaluated by the same 12 experts.
In the second phase interviews, each expert’s personal
statements of preferences for the different items defined
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during the first phase were expressed in the combined
item list, but the preferences stated by other experts
were not revealed. Similarly to the 1st phase, the ex-
perts were asked to evaluate each item in the combined
list in terms of the relevancy of the item in question in
assessing cultural sustainability of four bioenergy pro-
duction chains. The experts were encouraged to utilize
the values they had previously given to the items at
the 1st phase as reference points. Moreover, the experts
were allowed to make changes to the valuations they had
previously made. Contrary to the 1st phase interviews,
the experts were allowed to evaluate the different items
with points over 100. A more detailed description of the
process and the indicators of cultural sustainability may
be found in Myllyviita et al. (2013). In this study, this
data acquired from the 2nd phase interviews were used
as reference data, i.e., it included the real values where
the generated values were compared in order to find out
the accuracy of the tested generation methods.
2.2. Methods for generating the missing pref-
erences In the 1st phase, the experts had identified and
evaluated the items each of them separately considered
relevant with the applied direct rating method. In or-
der to attain joined relative importance to each of the
item, the expert level numerical evaluations need to be
combined. However, usually all the experts do not define
all the same items, thus there exists missing preferences.
Therefore, second phase re-evaluation considering all the
items is required. In this study, these missing preferences
were generated by assuming probability distribution for
the missing values, and producing a random realization
for those values.
The continuous uniform distribution with different
distributional assumptions and parameters was selected
as the generation method in this study. A continuous
uniform distribution has constant probability density on
an interval (a, b) and zero probability density elsewhere.
Thus the probability of any value from a continuous uni-
form distribution having a value between the minimum
and maximum is equal.The distribution is specified by
these two parameters a and b, and often abbreviated
U(a,b). A probability density function for a continuous
uniform distribution in interval (a, b) is defined as
f(x) =

0 for x < a
1
b−a for a 6 x 6 b
0 for x > b
. (1)
Several assumptions related to the utilization of Eq(1)
were tested. The first assumption was that the personal
interview produces the best alternatives for each of the
experts, i.e., the experts define all the items they con-
sider relevant, therefore the new items that were origi-
nally missing from their concept list are less important.
The other three tested distributions were based on the
presumption that the interview process does not nec-
essarily produce the most important items. Thus the
second assumption was that the process produces most
of the relevant items; however, the experts might con-
sider the new items somewhat more important than the
less important items in their concept lists. The third as-
sumption was that the experts might consider the new
items to be better or worse, and they will produce the
values according to the original scale between 0 and
100. Finally, the fourth assumption was that the ex-
perts might consider the new items to be even much
more important, and the missing items may receive val-
ues between 0 and 200. Particularly, the tested methods
were:
UD1: Uniform distribution in an interval from 0 to
the minimum value each expert had given for an item
at the 1st phase (U(0,min)). Since the minimum value
varied from expert to expert, the parameters for the uni-
form distribution were different to each of the experts.
UD2: Uniform distribution in an interval from 0 to
the mean value of the range each expert had given for
all the items at the 1st phase (U(0,mean)). Since the
minimum and maximum values forming the range varied
from expert to expert, the parameters for the uniform
distribution were different to each of the experts.
UD3: Uniform distribution in an interval from 0 to
100 (U(0,100)). The parameters of the uniform distri-
bution were similar to each of the experts.
UD4: Uniform distribution in an interval from 0 to
200 (U(0,200)). The parameters of the uniform distri-
bution were similar to each of the experts.
The defined numerical weights of the 1st phase inter-
views were used as basis of the generations. These values
were kept fixed, and random generations were made only
for the missing preferences. Random realizations were
produced for every missing preference of each of the ex-
pert in turn. The random generations were made with
the four selected method, and were repeated 1000 times.
After generating the expert level missing preferences,
the expert level weights were rescaled to the scale of pri-
orities, and combined by averaging over the 12 experts
in order to determine the joined item level priorities.
The assigned expert level numerical weights for differ-
ent items were first rescaled to sum to 1, so that each
item’s weight was divided by the sum of weights that
expert had given in total to all the 49 items. Thus the
assigned expert level preferences in the scale of the pri-
orities were
aˆi = exp(αˆi)/Σi exp(αˆi). (2)
Each expert received similar weight in the calculations.
The total priority for each item in question was calcu-
lated as an arithmetic mean over the 12 experts.
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The tested methods were compared to the true prefer-
ences acquired after the 2nd phase re-evaluations, which
were used as reference data. Normally, these true values
are unknown. The real values were received by com-
bining the elicited weights from both 1st and 2nd phase
interviews. If the expert had changed the weight for a
particular item during the 2nd phase, the weight assigned
at the 2nd phase was used. The methods were evalu-
ated both at the expert level and item level. The expert
level and item level priorities were rescaled and calcu-
lated similarly to the above mentioned manner. The re-
sults were analyzed by applying order statistics and basic
statistics; for example, by calculating mean, minimum,
and maximum values, as well as standard deviations. In
addition, 95% confidence intervals were calculated. Fur-
thermore, probabilities for the items to attain a given
rank, particularly, probability for an item to outperform
all the other items, were calculated based on a Monte
Carlo simulation technique (e.g. Alho et al. 2001)
3 Results
3.1 Interviews The first phase interviews resulted in
altogether 49 items, i.e., indicators of cultural sustain-
ability (Myllyviita et al. 2013). There was much vari-
ation between the expert opinions. Individual experts
defined and evaluated between 3 to 19 items for their
concept lists. The most common item was local raw-
material defined by 9 experts (see Appendix). Only
six items were defined and evaluated by at least half
of the experts, particularly local raw-material, recre-
ational uses, peatlands taken to peat production, stump
removal, self-sufficiency and positive impacts of organi-
sations to areas. Most of the items, i.e., 34% of all the
49 items, were defined by only one expert. Two experts
defined 22% of all the items. Therefore, the amount of
missing items to be generated in combining the concept
lists was large.
The real true preferences used as a comparison point
were calculated from the preferences acquired after com-
bining the 1st the 2nd phase interviews. The differ-
ences between the real preferences in priority scale were
not large especially considering the item level results.
Twenty-three items received priorities between 2% to
3%, and 22 items priorities between 1% to 2%. How-
ever, three items had somewhat larger priorities than
the other items, particularly local raw-material, signifi-
cant change in scenery because of demand of wood, and
perceptions of users. These items were defined and eval-
uated by 9, 4 and 2 experts in the 1st phase interviews,
respectively (see Table 1 and Appendix). The real prior-
ities calculated after the 2nd phase for these items were
4.4%, 3.8% and 3.2%, respectively. Although having the
highest item level priority, the separate experts’ opinions
considering the importance of the local raw-material dif-
fered quite much. The priorities assigned to local raw-
material varied from 1% to 23.3% between the experts.
It had much larger standard deviation than the other
items (see Appendix).
3.2 Generated missing preferences at expert
level The missing values were generated altogether 1000
times for each of the experts. Firstly, the results were
evaluated by calculating the minimum, mean and max-
imum priorities of the 1000 generations for all of the
items of each expert. These results were plotted along-
side the real priorities each expert had given. Experts
1, 5 and 11 were randomly selected as an example in
this study (Fig. 1, 2 and 3). Mostly, the higher the real
priority of a particular item, the further away it situated
from the mean of the generated values. However, there
were some exceptions. Considering the experts 1 and 11,
none of the real priorities reached the range of the pri-
orities generated according to the first assumption, i.e.,
the method UD1 (Fig. 1 and 3). The real priorities were
mostly larger than the generated maximum priority. On
the contrary, almost all the real priorities were in the
range of the generated priorities for expert 5 (Fig. 2).
Expert 5 defined and evaluated the smallest number of
items for the concept list in the 1st phase interviews.
Considering expert 1, the UD4 method produced the
mean values closest to the real priorities. Expert 1 had
the largest mean, range and standard deviation of the
real evaluations at the original numerical scale after the
2nd phase (Table 1). Therefore the uniform distribution
having the largest minimum and maximum values pro-
duced the most accurate generations. In addition, the
proportion of items having the real priority at the 95%
confidence interval of the generated values was highest
with the UD4 method. Expert 5 had evaluated only 3
items at the 1st phase and quite large minimum weight
as well. Thus, all the generation methods produced quite
similar results. The proportion of items having the real
priority at the 95% confidence interval of the generated
values was 93.9% for the other methods, and 100% for
UD3. Contrary to that expert 11 had defined small min-
imum weight at the 1st phase, therefore UD1 produced
quite poor results compared to the real values (Fig. 3).
UD3 produced the best results considering the propor-
tion of items reaching the 95% confidence interval. UD2
and UD3 methods seemed to produce mean values close
to the real priorities of many items, exceptionally con-
sidering the items having the largest priorities as well. In
general, considering the 95% confidence intervals, UD2
and UD3 seemed to produce the most accurate results
for most of the experts. Considering expert 1, the pro-
portion of items having the real priority at the 95% confi-
dence interval was markedly larger for UD4. The results
seemed to be somewhat better the less items the ex-
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Table 1: Number and percentage of the items each of the expert defined at 1st phase, real mean and standard
deviation (SD) of the original numeric scale both after the 1st and 2nd phase interviews, and the proportion of items
having the real priority reaching the 95% confidence interval of the generated priorities with different methods.
Expert Items Items, % Mean 1st SD 1st Mean 2nd SD 2nd UD1 UD2 UD3 UD4
1 11 22.4 60.5 23.3 89.6 42.7 24.5 77.6 75.5 98.0
2 8 16.3 17.1 14.7 37.4 34.9 44.9 83.7 69.4 75.5
3 9 18.4 57.8 23.3 41.2 25.0 57.1 95.9 81.6 81.6
4 11 22.4 67.7 17.2 52.2 25.1 51.0 77.6 100.0 77.6
5 3 6.1 66.7 28.9 54.7 24.3 93.9 93.9 100.0 93.9
6 19 38.8 71.1 19.1 49.5 23.9 42.9 91.8 63.3 61.2
7 11 22.4 82.7 11.9 75.5 19.8 75.5 57.1 75.5 75.5
8 14 28.6 47.5 25.7 39.2 23.8 59.2 85.7 71.4 73.5
9 11 22.4 25.5 26.2 10.8 16.8 57.1 77.6 77.6 77.6
10 7 14.3 62.9 18.9 52.2 31.3 77.6 77.6 95.9 87.8
11 12 24.5 49.2 27.5 45.3 27.0 22.4 91.8 91.8 75.5
12 13 26.5 77.7 18.3 53.9 26.0 42.9 73.5 100.0 73.5
pert had defined at the 1st phase, especially when UD1
method was considered. Expert 5, 10 and 9, who defined
the least items, had quite large proportion of items hav-
ing the real value at 95% confidence interval.
Furthermore, the probabilities of an item in question
outperforming all other items were assigned. UD4 pro-
duced quite variable probabilities for every item and ev-
ery expert. All the other methods were similar. Consid-
ering most of the experts, the probabilities were zero for
other items, and mostly 1 for one item. This was mainly
the item having the largest priority, except for expert 1
for whom it was the item having the 19th largest priority.
Table 2: Correlation between the real priorities acquired
after the 2nd phase interviews and mean of the generated
priorities for the different methods for each of the expert.
Expert UD1 UD2 UD3 UD4
1 -0.178 -0.050 0.080 0.369
2 0.206 0.320 0.321 0.218
3 0.460 0.478 0.453 -0.085
4 0.433 0.450 0.439 -0.155
5 0.232 0.228 0.259 0.063
6 0.810 0.817 0.796 -0.223
7 0.245 0.231 0.266 0.050
8 0.496 0.532 0.502 -0.074
9 0.945 0.314 0.212 -0.259
10 0.251 0.251 0.257 -0.050
11 0.338 0.492 0.477 0.178
12 0.630 0.645 0.664 -0.166
Finally, the correlations between the real priorities
and the mean of the generated priorities were calculated
for each of the experts (Table 2.) For most of the ex-
perts, the correlations were similar for UD1, UD2 and
UD3, and much smaller correlations were received be-
tween the real priorities and UD4. However, two experts
differed somewhat. For expert 1, the highest correlations
were received between the real priorities and priorities
produced with UD4 method. This particular expert had
the widest range for the real values at original numerical
scale after the 2nd phase re-evaluations (see Table 1.).
On the other hand, expert 9 had much larger correlation
between the real priorities and priorities produced with
UD1. This expert had considerably smaller mean of the
original numeric values after the 2nd phase. In general,
the correlations seemed to be somewhat better the more
items the expert had defined at the first phase.
3.3. Results of the combined concept lists Con-
sidering the combined item level priorities, the corre-
lations between the real and generated priorities were
smallest for UD1 and UD4, that is, 0.118 and 0.164,
respectively. Correlations for UD2 and UD3 were 0.446
and 0.428, respectively. Order statistics, particularly or-
dering the priorities of the four tested methods according
to the rank order of the real priorities, revealed that UD1
produced priorities that seemed to differ most from the
real priorities (Fig. 4). However, for the less important
items UD1 produced the generated mean priorities clos-
est to the real value. UD4, on the other hand, produced
mean values closest to the real for most of the 20 items
having the largest priorities. UD2 and UD3 produced
closest means for the items in the middle of the rank
order.
Generally, all the missing value estimation methods
produced smaller priorities than the real ones for the
most important items (Table 3). UD1 produced the
mean closest to the real for the most important item,
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Figure 1: Minimum, mean and maximum priorities of the 1000 generations acquired with different generation meth-
ods, i.e., distributional assumptions (UD1, UD2, UD3 and UD4) for the 15 most important items of expert 1 plotted
alongside the real priority expert 1 had given for the items after the 2nd phase interviews.
Figure 2: Minimum, mean and maximum priorities of the 1000 generations acquired with different generation meth-
ods, i.e., distributional assumptions (UD1, UD2, UD3 and UD4) for the 15 most important items of expert 5 plotted
alongside the real priority expert 5 had given for the items after the 2nd phase interviews.
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Figure 3: Minimum, mean and maximum priorities of the 1000 generations acquired with different generation meth-
ods, i.e., distributional assumptions (UD1, UD2, UD3 and UD4) for the 15 most important items of expert 11 plotted
alongside the real priority expert 11 had given for the items after the 2nd phase interviews.
Figure 4: The item level priorities achieved with each of the generation method ordered in rank order of the real
priorities.
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i.e., local raw-material. However, the real value was not
in the 95% confidence interval in any of the methods.
Considering the 15 most important items, the real pri-
orities of those items, were at 95% confidence interval
most often applying the UD3 method. In addition, UD2
had only one item and UD4 two items less at 95% con-
fidence interval. UD1 produced the poorest results con-
sidering the confidence intervals of the most important
items; the real priorities of only 5 items reached the
95% confidence interval. Similar results were achieved
by plotting minimum, mean and maximum values of the
generated priorities alongside the real priorities (Fig. 5).
None of the methods produced such values that the real
priority of the most important item would have been in
the range. In addition, the 2nd most important items
with the UD1 and UD2 methods were not in the range.
In general, the real priorities were near the maximum of
the generated priorities.
Furthermore, the probabilities of a particular item
outperforming all other items were assigned at the item
level as well. UD1 produced the highest probability for
item 13, which was in the 19th place in rank order of
the real item level priorities. UD2 and UD3 produced
the highest probability for item 14, which was the 15th
most important item in real. UD4 produced the high-
est probability for an item at 32nd place in rank order.
The UD2 method produced the highest probability for
the most important item number 1. Considering the 15
most important items, UD2 seemed to more likely pro-
duce high priorities to those items. The results of UD3
were quite similar (Table 4).
4 Discussion
Practical experience has shown that the acquisition of
knowledge from experts is costly and time-consuming
task (Monti and Carenini 2000). Rarely an effective
method is selected beforehand leading straightforwardly
to the solution. Environmental problems may be com-
plex, involve many parties, and have no easy solutions
or right answers (Kearney and Kaplan 1997). In spite
of this complexity, the decisions must be made. These
kinds of decisions may be concluded by interdisciplinary
teams or group of experts. Several approaches for com-
bining individually collected information into joint con-
ceptual model have been presented. In this study we
focused on the problem on how to combine preference
information collected from individuals separately into
overall analysis about the decision indicators.
The indicator definition process relied on experts’
knowledge, and was carried out by conducting expert in-
terviews at two stages. The second phase re-evaluation
was required, since all the experts had not defined and
evaluated all the same items at first round of interviews.
Methods for generating these missing preferences were
tested in this study in order to acquire combined pref-
erences without this re-evaluation. The uncertainty in
combining the preferences and concept lists was assumed
to result from the difference in expert opinions, and from
the fact that all the possible items are not defined and
evaluated by all the experts. The results of combining
the concept lists were analyzed to determine, which is-
sues affect the uncertainty most, and whether the results
would be more accurate if there was less variation be-
tween the experts or more experts had evaluated the
item in question.
In general, combining the concept lists through gen-
erating the missing preferences of each of the experts by
assuming a distribution for the missing values seemed to
produce quite accurate results, except for the items hav-
ing the largest priorities. The differences in the real pri-
orities of other items were quite small. Much difference
was not acquired, since the number of the items defined
altogether was large and therefore the average priority
could not be large. In addition, the original evaluation
scale was quite narrow, although the experts were al-
lowed to give weights larger that 100 at the 2nd phase
re-evaluations. Moreover, the experts seemed to be quite
careful in their evaluations, i.e., when they were uncer-
tain about the importance of an indicator, they gave a
moderate weight to that indicator. Most of the experts
evaluated the items at the 2nd phase such that the real
mean value at the original numeric scale was near 50,
and standard deviation near 25. Two of the experts had
larger means, and one expert markedly lower mean for
the evaluations. At the 2nd phase the experts needed
to re-evaluate all the items other experts had considered
relevant, and the experts may seek for consensus.
According to Myllyviita et al. (2013), the experts con-
sidered that interaction with the other experts would be
necessary. In addition, all the experts were able to con-
struct their concept list; however, almost half of the ex-
perts considered that numerical valuation of the items
with the SMART-application was artificial and demand-
ing. This could be because most of the experts did not
have experience on applying numerical MCDA methods,
whereas most of the experts were acquainted with ver-
bal judgments. One essential component of the cogni-
tive mapping according to Kearney and Kaplan (1997) is
that the participants should choose only those concepts
that are meaningful to them to ensure that each indi-
vidual’s final sorting reflect only those object they own.
The experts were encouraged to give zero weight to ir-
relevant items; however, most of them provided some
weight for most of the items, although having defined
only a few items themselves at the first phase. More
interesting results might be achieved if there had been
more difference between experts and the item level prior-
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Table 3: The real mean and standard deviation for the 15 most important items in the concept list, as well as
the generated values for the same items applying the different distributional assumptions. In addition, the item in
question is marked with x if the real value reached the 95% confidence interval of the generated value.
Item
number
Real
Mean
Real
SD
UD1
Mean
UD1
SD
95%
CI
UD2
Mean
UD2
SD
95%
CI
UD3
Mean
UD3
SD
95%
CI
UD4
Mean
UD4
SD
95%
CI
1 0.0441 0.0573 0.0236 0.0102 - 0.0219 0.0081 - 0.0197 0.0069 - 0.0138 0.0040 -
23 0.0379 0.0185 0.0183 0.0046 - 0.0222 0.0050 - 0.0222 0.0048 - 0.0215 0.0050 -
42 0.0321 0.0095 0.0173 0.0046 - 0.0203 0.0050 - 0.0211 0.0049 - 0.0216 0.0047 -
21 0.0282 0.0099 0.0318 0.0115 x 0.0264 0.0055 x 0.0237 0.0044 x 0.0201 0.0041 -
44 0.0282 0.0113 0.0134 0.0042 - 0.0187 0.0048 - 0.0201 0.0049 x 0.0218 0.0052 x
11 0.0279 0.0099 0.0228 0.0110 x 0.0283 0.0107 x 0.0228 0.0055 x 0.0223 0.0046 x
8 0.0276 0.0124 0.0267 0.0063 x 0.0263 0.0048 x 0.0221 0.0040 x 0.0167 0.0038 -
31 0.0275 0.0090 0.0136 0.0044 - 0.0187 0.0049 x 0.0202 0.0047 x 0.0222 0.0048 x
20 0.0272 0.0091 0.0141 0.0044 - 0.0191 0.0050 x 0.0204 0.0050 x 0.0224 0.0050 x
45 0.0263 0.0129 0.0143 0.0044 - 0.0194 0.0049 x 0.0204 0.0049 x 0.0224 0.0053 x
4 0.0256 0.0114 0.0475 0.0093 - 0.0266 0.0041 x 0.0241 0.0035 x 0.0187 0.0036 x
39 0.0248 0.0137 0.0154 0.0044 - 0.0203 0.0050 x 0.0213 0.0050 x 0.0217 0.0049 x
30 0.0245 0.0099 0.0124 0.0041 - 0.0177 0.0048 x 0.0193 0.0050 x 0.0216 0.0051 x
3 0.0238 0.0118 0.0192 0.0053 x 0.0212 0.0048 x 0.0184 0.0036 x 0.0196 0.0047 x
14 0.0237 0.0155 0.0385 0.0147 x 0.0287 0.0066 x 0.0263 0.0053 x 0.0216 0.0038 x
Figure 5: Minimum, mean and maximum for the combined item level priorities acquired with different generation
methods, i.e., distributional assumptions (UD1, UD2, UD3 and UD4) for the 15 most important items plotted
alongside the real combined item level priorities after the 2nd phase interviews.
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Table 4: The real priorities of the 15 most important items and the probability of an item in question to outperform
all the other items arranged in the order of magnitude separately for each of the methods.
Item Real priority,% Item UD1 Item UD2 Item UD3 Item UD4
1 4.41 13 0.623 14 0.294 14 0.239 2 0.055
23 3.79 14 0.195 11 0.256 1 0.067 48 0.053
42 3.21 11 0.080 1 0.173 11 0.066 19 0.052
21 2.82 4 0.068 13 0.112 23 0.054 38 0.051
44 2.82 7 0.033 21 0.060 4 0.052 15 0.049
11 2.79 21 0.001 4 0.036 21 0.050 16 0.049
8 2.76 1 0 7 0.031 13 0.040 12 0.048
31 2.75 23 0 8 0.022 2 0.038 45 0.045
20 2.72 42 0 23 0.007 16 0.032 34 0.045
45 2.63 44 0 42 0.002 12 0.029 11 0.042
4 2.56 8 0 9 0.002 39 0.022 20 0.042
39 2.48 31 0 31 0.001 18 0.021 32 0.041
30 2.45 20 0 39 0.001 15 0.020 41 0.036
3 2.38 45 0 46 0.001 42 0.019 39 0.032
ities. However, in such a situation, the results might be
different, and at least the accuracy of the methods and
the best assumptions to form a uniform distribution and
random realizations might differ from these.
Although the test data used in this study might not
be the best data to test this kind of combining method,
some results were achieved. The UD2 (uniform distribu-
tion in an interval from 0 to the mean value of the range
each expert had given for all the items at the 1st phase)
and UD3 (uniform distribution in an interval from 0 to
100) methods produced the best results with least un-
certainty. These methods were based on the assumption
that the new missing items may receive almost as large
or as large weight as the items each expert had first de-
fined. The UD1 (uniform distribution in an interval from
0 to the minimum value each expert had given for an
item at the 1st phase) produced mainly lower priorities
than the real ones were, and UD4 (uniform distribution
in an interval from 0 to 200) had somewhat larger varia-
tion. The least accurate results were achieved assuming
that the experts would define all the relevant items at
first phase, and would consider the new items less impor-
tant (UD1). In addition to the small variation between
the experts, the limited number of the experts owing
to the intensive method used in gathering the concept
information and evaluations complicate the analysis of
the results. One of the assumptions was, whether the
results of combined item level priorities would be better
if there were more experts defining that particular item
at the 1st phase. The results did not indicate such, al-
though in other applications it might be possible. On
the contrary, the results seemed to be somewhat less ac-
curate the more experts had defined the item at the 1st
phase. The results indicated that combining of the con-
cept lists would be more accurate, if the expert opinions
were more similar and the variation between the expert
preferences was smaller. However, it is quite difficult to
say since the variation was quite small for all the other
items than the most important item local raw-material.
Moreover, the amount of experts defining the same par-
ticular item at the 1st phase was small.
Furthermore, the results of couple of experts indicate
that the method might be considered adjustable, and
different distributional assumption could be used for dif-
ferent kind of experts. UD4 produced markedly better
results for expert 1 than any other method, and simi-
larly, UD 1 for expert 9. The mean, range and standard
deviations of these experts especially at the 2nd phase
differed from the rest of experts, which had quite av-
eraged real values. Some correspondence was found be-
tween the 1st and the 2nd phase results. There was quite
high correlation between the mean values and the range
each expert had given to all of the items at 1st phase
and at 2nd phase. The first phase values may indicate
the relevant distribution to be used for each expert as
the generation method. Small mean weights at the 1st
phase may indicate that the expert in question may give
small weights for the items at second phase as well, and
vice versa, large weights in the 1st phase may indicate
large weights at the 2nd phase as well. Therefore, a uni-
form distribution with narrow interval might be more
suitable as a generation method at the former case, and
a uniform distribution allowing large weights might be
the best option at the latter case. However, to verify
and refine these kinds of assumptions, more testing with
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larger data and different types of decision problems is
needed.
5 Conclusions
One of the most obvious results from combining pref-
erence information with missing preferences by generat-
ing them under different distributional assumptions was
that the first assumption of experts being able to de-
fine all the items they consider relevant did not hold.
Moreover, the experts did not consider the new items
that were originally missing from their concept lists less
important; which indicates the existence of cognitive bi-
ases (Festinger 1957; Simon et al. 2004) in this case. At
least in a decision problem as complex as this, the expert
may not know all the relevant items at first. Although
the generation methods produced quite accurate results
in this kind of situation with small variation between
the experts, and small amount of items defined by one
separate expert, but altogether large amount of items,
it would be more appropriate to re-evaluate the com-
bined item lists instead of generating the missing values.
Somewhat averaged results were acquired from the ex-
perts as well; however, the number of the missing items
to be generated may be large in challenging and difficult
decision making problems such as this. To sum up, the
present results from combining concept lists from a small
number of respondents support the prime idea that an
automatic stochastic analysis of concept sets could be
a feasible and time-efficient approach in systematizing
open-ended goal or preference queries of large number
of stakeholders.
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Appendix:
Table 5: Full list of identified cultural sustainability
indicators and their rating information.
Indicator of cultural sustainability Min Mean Max SD ∗N
1 Local raw-material 0.0099 0.0441 0.2326 0.0573 9
2 Possibilities for uneven-aged stand management 0.0000 0.0180 0.0456 0.0147 1
3 Scenery change because of collecting harvesting residue 0.0000 0.0238 0.0469 0.0118 2
4 Stump removal 0.0052 0.0256 0.0465 0.0114 7
5 Peatlands taken to peat production 0.0054 0.0234 0.0465 0.0115 8
6 Discomfort caused by peat production 0.0081 0.0221 0.0465 0.0115 2
7 Self sufficiency 0.0000 0.0203 0.0436 0.0132 7
8 Recreational uses 0.0054 0.0276 0.0465 0.0124 8
9 Green values 0.0112 0.0230 0.0342 0.0066 5
10 Soundscape 0.0000 0.0105 0.0260 0.0085 2
11 Timeline 0.0163 0.0279 0.0545 0.0099 1
12 Organisations’ culture 0.0000 0.0190 0.0407 0.0109 1
13 Positive impacts of organisations to areas 0.0000 0.0225 0.0371 0.0094 6
14 Conflict over raw-material 0.0000 0.0237 0.0545 0.0155 3
15 Permanency of an organisation 0.0000 0.0205 0.0381 0.0099 1
16 Long tradition of utilization of wood for heating 0.0000 0.0146 0.0396 0.0116 1
17 Increase of first thinnings 0.0000 0.0180 0.0347 0.0104 2
18 Efficient utilization of raw-material and by-products 0.0000 0.0149 0.0303 0.0086 3
19 Importance of supporting traditional silviculture 0.0090 0.0211 0.0436 0.0111 1
20 Refinement of raw-material 0.0104 0.0272 0.0417 0.0091 1
21 Acceptability 0.0000 0.0282 0.0396 0.0099 5
22 Depletion of scenery because of storing raw-material 0.0000 0.0114 0.0292 0.0086 3
23 Significant change in scenery
because of increased demand of wood 0.0149 0.0379 0.0930 0.0185 4
24 Increased traffic because of transportation of raw-material 0.0000 0.0134 0.0248 0.0088 2
25 Needs for new education 0.0054 0.0203 0.0285 0.0056 2
26 New, efficient and comfortable forestry machinery 0.0000 0.0111 0.0233 0.0079 3
27 Improvements in roads to rural areas
because of transporting raw-material 0.0000 0.0147 0.0297 0.0099 1
28 Importance of securing culture of peat production 0.0000 0.0087 0.0244 0.0075 1
29 Ownership of raw-material 0.0000 0.0234 0.0490 0.0129 1
30 Ownership of companies 0.0114 0.0245 0.0490 0.0099 1
31 Utilization of nature near to settlement 0.0099 0.0275 0.0417 0.0090 1
32 Changes required to current production chains 0.0000 0.0128 0.0367 0.0123 1
33 Traditional knowledge related to forests 0.0000 0.0125 0.0303 0.0104 0
34 Spiritual values of forests 0.0000 0.0207 0.0545 0.0148 1
35 Technical challenges of pellet utilization 0.0000 0.0124 0.0342 0.0115 4
36 Authority of contractors 0.0000 0.0209 0.0465 0.0110 2
37 Impact of large companies to the area 0.0041 0.0181 0.0315 0.0083 2
38 Large, supranational companies do not support local culture 0.0000 0.0186 0.0490 0.0147 0
39 Replacing fossil fuels 0.0041 0.0248 0.0465 0.0137 2
40 Utilization of new raw-material 0.0000 0.0123 0.0208 0.0061 4
41 Balance in consumption and production 0.0000 0.0162 0.0347 0.0114 1
42 Perceptions of users 0.0224 0.0321 0.0521 0.0095 2
43 Harvesting of logging residues 0.0000 0.0190 0.0450 0.0126 4
44 Participation of stakeholders 0.0000 0.0282 0.0450 0.0113 1
45 Stakeholders are informed 0.0000 0.0263 0.0450 0.0129 1
46 Positive effects of export in terms of culture transfer 0.0000 0.0171 0.0265 0.0082 4
47 Acceptability of export 0.0000 0.0128 0.0260 0.0080 2
48 Homogeneity of practitioners 0.0000 0.0115 0.0545 0.0148 0
49 Appreciation of labour 0.0000 0.0148 0.0292 0.0091 3
∗No. of experts defined at 1st phase.
