Abstract--In recent years, there has been increased interest in characterizing 3D information from video sequences for human tracking/identification. In this paper, we propose a single viewbased framework for robust estimation of height and position. In the proposed work, 2D features of a target object are backprojected into the 3D scene where its coordinate system is given by a rectangular marker. Then the position and height are measured in the scene space. In addition, geometric error caused by inaccurate projective mapping is corrected by using geometric constraints provided by the marker. The accuracy and robustness are verified on the experimental results of several video sequences from outdoor environments.
I. INTRODUCTION
Vision-based human tracking is steadily gaining in importance due to the drive from various applications, such as smart video surveillance, human-machine interface, and ubiquitous computing. In recent years, there has been increased interest in characterizing 3-dimensional information from video sequences for human tracking. Emergent features are height, gait(an individual's walking style), and trajectory in the 3D space. Because they can be measured at a distance, and even from bad quality images, considerable research efforts have been devoted to use them for human tracking and identification. An important application is in forensic science, to measure dimensions of objects and people in images taken by surveillance cameras. Because of bad quality of the image (taken by cheap security camera), quite often it is not possible to recognize the face of a criminal or distinct features on his/her clothes. The height of the person may become, therefore, a very useful identification feature [1] . In this paper, we propose a single view-based technique for estimation of height and position. In our method, the target object is a human walking along the ground plane, and therefore a human body is assumed to be a vertical pole. Then 2D features of the imaged target object are back-projected into the three-dimensional scene to compute the height and location. This framework requires a reference coordinate frame of the imaged scene space. We use a rectangular marker to give the world coordinate frame. This marker is removed from the scene after the initialization. Finally the results are refined through a refinement process which employs geometric constraints provided by the marker. The proposed method allows real-time acquisition of the trajectories of moving objects as well as their heights in the 3D scene space. Moreover, as the projective camera mapping is estimated by using the marker, our system can be operated even in the absence of geometric cues. 
II. ALGORITHM DESCRIPTION

A. Foreground Blob Extraction and Back Projection
An assumption throughout the proposed method is the linear projective camera model. This assumption is often violated by wide-angle lenses, which are frequently used in surveillance cameras. Therefore we apply a radial distortion correction method before the main process. The foreground region is then segmented by the statistical background subtraction technique presented in [2] , and morphological operators are applied to remove small misclassified blobs. In general, a vertical line in the image may not be vertical to the ground plane in the real world space. We assume that the human body is a vertical pole that is a vertical principal axis of the foreground region in the image. From the foreground blob, we detect two end points being resident on the vertical pole. These two points are considered as apparent positions of the head and feet, which are back-projected for the estimation of the height and position. 
B. Correction of the back-projection error
Inaccurate projective mapping, which is often caused by the estimation error of the camera projection matrix, affects the estimation of 3D points, and consequently the measurement results. Fig. 3 shows an example of the back-projection error. In order to correct this problem, we use geometric constraints provided by the square marker, and estimate a projective mapping between the two planes, as shown in Fig. 3 . The measured position and height of the target object can then be rectified by applying the projective transformation. 
III. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed method, a set of experiments are conducted. Fig. 4 illustrates examples of the measurement results in the laboratory environment. The outdoor experiments are carried out using several real video sequences from outdoor environment. Fig. 5 and Fig. 6 illustrate the input video streams, measured heights and positions, and reconstructed bird's-eye views. The height estimates are refined through the running average filter. The results suggest that the proposed method allows recovering the trajectories and heights with high accuracy.
