A recursion procedure for the analytical generation of hyperspherical harmonics for tetraatomic systems, in terms of row-orthonormal hyperspherical coordinates, is presented. Using this approach and an algebraic Mathematica program, these harmonics were obtained for values of the hyperangular momentum quantum number up to 30 ͑about 43.8 million of them͒. Their properties are presented and discussed. Since they are regular at the poles of the tetraatomic kinetic energy operator, are complete, and are not highly oscillatory, they constitute an excellent basis set for performing a partial wave expansion of the wave function of the corresponding Schrödinger equation in the strong interaction region of nuclear configuration space. This basis set is, in addition, numerically very efficient and should permit benchmark-quality calculations of state-to-state differential and integral cross sections for those systems.
I. INTRODUCTION
Substantial progress has been made recently in applying quantum reactive scattering theory to atom-diatom reactions. Several totally ab initio quantum-dynamical calculations of converged state-to-state integral and differential cross sections have been performed using a propagation approach to solve the time-independent Schrödinger equation. Most of these calculations have been done with some form of symmetrized body-fixed hyperspherical coordinates [1] [2] [3] [4] [5] [6] which have the desirable property that, as opposed to Jacobi coordinates, a single set of such coordinates span all arrangement channels ''democratically'' ͑i.e., equivalently͒. This property has been instrumental in the success of such an approach.
Extension of these kinds of calculations to tetraatomic systems has been difficult. Time-dependent and timeindependent wave-packet methods have been used for the total angular momentum Jϭ0 partial wave of such reactions, [7] [8] [9] [10] [11] [12] [13] [14] [15] but for JϾ0 only approximate techniques have been used. No completely converged state-to-state differential cross sections have yet been obtained by these methods. Given that they include, in a single calculation, a broad range of energies, they are not particularly well suited for such calculations because of the very large number of energies and states involved.
An alternative means for performing such ab initio calculations is to use non-wave-packet ͑i.e., single energy͒ time-independent methods. One approach of this kind is to employ different sets of hyperspherical coordinates in different regions of configuration space. Such a strategy has recently been successfully applied to the Jϭ0 partial wave of the OHϩH 2 →H 2 OϩH reaction. 16 It has required overcoming linear dependence problems associated with the supercompleteness, in the overlapping regions of configuration space, of the basis set used. This method has constituted a major step forward, but it is not clear yet how practical it will be to extend it to all partial waves needed to generate stateto-state differential cross sections. Recently, a set of bodyfixed row-orthonormal hyperspherical coordinates ͑ROHC͒ has been proposed. [17] [18] [19] They are related to the ones used previously by Zickendraht. 20 The Hamilitonian in these coordinates is quite simple, and each of its terms displays useful invariance properties under kinematic rotations and symmetry operations. 17 However, as for angular coordinates in general, the corresponding kinetic energy operator has poles for special configurations of the system. For collinearlydominated triatomic reactions there are two such poles; one for noncollinear geometries in regions of configuration space that are classically forbidden at the energies of interest, and the other for collinear geometries, that can be dealt with analytically using a simple set of basis functions which behave properly at that pole. 1 For noncollinearly-dominated triatomic reactions, the noncollinear pole still presents a problem. For tetraatomic systems this problem is more pronounced. The kinetic energy operator, in the principalaxes-of-inertia body-fixed frame used in association with the ROHC, has a pole for any configuration for which two of the system's three principal moments of inertia are equal. The system's potential energy surface on which the reaction is assumed to occur cannot be expected, in general, to make such configurations fall in classically forbidden regions of configuration space even at low energies. Furthermore, the analytical determination of basis functions that behave properly at these poles has not been possible until now, and their search by numerical approaches has also been unsuccessful. These basis functions can be chosen to be eigenfunctions of the system's grand-canonical angular momentum operator ͑also called the hyperangular momentum operator͒, and are called hyperspherical harmonics. The problem is, however, that principal-axes-of-inertia body-fixed hyperspherical hara͒ Author to whom correspondence should be addressed. Electronic mail: aron@caltech.edu monics are not explicitly known for the wide range of the corresponding quantum number n and of the usual total angular momentum quantum number J needed to perform converged reactive scattering calculations.
Space-fixed ͑as opposed to body-fixed͒ hyperspherical harmonics have been extensively used to calculate the energy levels of nuclei 21, 22 and atoms. 23 An extensive review of their properties has been given by Avery. 24 The space-fixed frame is however not well suited for reactive scattering, because different coordinates are needed to properly describe the system in different regions of nuclear configuration space, and this leads to overcompleteness problems of the type mentioned above.
In this paper we describe an efficient recursive method to generate, for tetraatomic systems, analytical hyperspherical harmonics in the principal-axes-of-inertia frame which are simultaneous eigenfunctions of the angular momentum operators ∧ 2 , Ĵ 2 , Ĵ z sf , L 2 , and L 3 bf . ∧ 2 is the hyperangular momentum operator, Ĵ 2 the square of the total angular momentum operator, Ĵ z sf its space-fixed z component, L 2 the square of an internal hyperangular momentum operator associated with arrangement channel coordinates and L 3 bf one of the latter's component in an internal mathematical frame. 17 In Sec. II we describe these operators in greater detail and summarize the ROHC used and the corresponding Hamiltonian, 17 and in Sec. III we define the associated hyperspherical harmonics. In Sec. IV we derive the recursion relations used to generate them and in Sec. V their degeneracies are analyzed. Some representative results are presented in Sec. VI and discussed in Sec. VII. Finally, a summary and conclusions are given in Sec. VIII.
II. COORDINATES AND KINETIC ENERGY OPERATOR
The ROHC used in this paper, as well as their properties, have been described previously 17 and we only summarize them below. We consider a system of four bodies in a spacefixed frame Ox 1 sf x 2 sf x 3 sf whose mass-scaled -arrangement channel Jacobi vectors are r (i) , iϭ1, 2, 3. The Jacobi matrix can be written as 
͑2.4͒
In this expression, a ϵ(a ,b ,c ) are the Euler angles that rotate the space-fixed frame into the principal-axes-of-inertia frame Ox 1 I x 2 I x 3 I and is the chirality variable that can assume the values 0 or 1 and is defined by
The quantity is the usual hyperradius and together with and the five internal hyperangles , , ␦ determines the internal configuration of the system. The two R in Eq. ͑2.4͒ are proper rotation matrices and N(,) is a diagonal matrix whose diagonal elements are N 11 ϭsin cos , N 22 ϭsin sin , N 33 ϭcos .
͑2.6͒
These Euler angles a have the usual ranges of definition, 0рa ,c Ͻ2 0рb р.
͑2.7͒
In order to get a one-to-one correspondence between sf and the 10 ROHC ͑except for some special geometries͒, we limit the ranges of the ␦ (i) ͑iϭ1, 2, 3͒ to 0р␦ (1) ,␦ (3) Ͻ 0р␦ (2) Ӎ54.7°͔.
͑2.9͒
The latter results in 0рN 22 рN 11 рN 33 .
͑2.10͒
The kinematic-rotation-invariant hyperangles and are related to system's principal moments of inertia by
and, as a result of Eq. ͑2.10͒, are ordered according to
In terms of these ROHC, the kinetic energy operator is given by
where ٌ 2 is the nine-dimensional Laplacian, ∧ 2 is the hyperangular momentum operator,
and T () is the hyper-radial kinetic energy operator,
The terms in Eq. ͑2.16͒ are defined by
Similarly, the L 1 , L 2 , and L 3 are the space-fixed-type
Under a to change of Jacobi coordinates, the Jacobi matrix sf changes according to the kinematic rotation,
where N is a 3ϫ3 proper orthogonal square matrix whose elements depend only on the masses of the atoms and on the clustering schemes and . The coordinates , , , and are kinematic-rotation-invariant, as are the operators T (),
and L transform according to
͑2.29͒
The quantities n (1) and n (3) are either 0 or 1 and depend on ␦ . As a result, either none or two of the components of Ĵ I and L change sign under kinematic rotations. Furthermore, the axes of the principal-axes-of-inertia frame Ox 1 I x 2 I x 3 I are invariant under such rotations, and the senses of either none or two of them change. The hyperangular momentum operator of Eq. ͑2.16͒, and therefore the kinetic energy operator of Eq. ͑2.15͒, has singularities at the configurations for which at least two of the system's three principal moments of inertia are equal. This occurs for prolate and oblate symmetric top as well as for spherical top configurations. Unlike collinearly-dominated triatomic systems in which one singularity in the Hamiltonian corresponds to high energy regions of the potential energy surface, for tetra-atomic systems these singularities, in general, are not located in such regions. Therefore the wave function, which for low energies vanishes at that high-energy singularity of triatomic systems, does not at the singularities of tetraatomic systems. These singularities result in convergence difficulties for the most common quadrature or basis set expansion methods, including DVR methods. Littlejohn et al. did a detailed analysis 19 of these difficulties. In the present paper, we develop a set of analytical basis functions which overcome this problem.
III. HYPERSPHERICAL FUNCTIONS AND PRINCIPAL-AXES-OF-INERTIA HYPERSPHERICAL HARMONICS
For tetra-atomic systems, the six operators 
where L has been defined in Eq. ͑2.26͒, and is explicitly given by
͑3.2͒
Finally, Î is the operator which inverts the system through its center-of-mass,
These F functions are furthermore required to be regular at the poles of ∧ 2 expressed by Eqs. ͑2.16͒ and ͑2.18͒-͑2.24͒. The quantum numbers n, J, M J , L, M L , and ⌸ appearing in these expression are all integers, satisfying the constraints
The five operators ∧ 2 , Ĵ 2 , Ĵ z sf , L 2 , and Î are all independent of the choice of arrangement channel coordinates ͑Ref. 17͒ and, therefore, so as are the corresponding quantum numbers. However, from Eqs. ͑3.1͒, ͑2.26͒, ͑2.29͒, and ͑2.31͒ one gets
As a result L bf , and therefore L 3 bf , are not kinematicrotation-invariant, which justifies the subscript in the quantum number M L . The positive integer superscript D is used to label the number of linearly-independent F functions having the same set of quantum numbers n, J, M J , L, and M L . This D degeneracy stems from the fact that the system of four free particles in a center-of-mass frame has eight angular degrees of freedom, as indicated by Eq. ͑2.3͒ ͑and as a result has eight simultaneously knowable angular constants of the motion͒, but F has been required to be an eigenfunction of only five operators in these angular variables. It is shown in Sec. V B that D depends on the quantum numbers n, J, and L ͑but not on M J or M L ͒. The positive integer subscript d, which ranges from 1 to D, designates which of the D F functions is being considered. As a result of Eqs. ͑3.6͒-͑3.10͒ and of the fact that none of the corresponding five operators contains , the general solution of those equations plus Eq. ͑3.11͒ can be written as
The presence of the Wigner rotation functions 
spanned, as discussed in Sec. V B, by the quantum numbers ⍀ J and ⍀ L . The N in the right-hand-side of Eq. ͑3.16͒ is a normalization constant that will be discussed in Sec. V. The chirality function f ⌸ () is needed to make Eq. ͑3.16͒ satisfy Eq. ͑3.11͒. As shown in Appendix B, that function can be chosen to be
and we can rewrite Eq. ͑3.16͒ as
As also shown in that appendix, n ⌸ is zero or an even positive integer for ⌸ϭ0 and an odd positive integer for ⌸ϭ1. The corresponding F functions are, respectively, symmetric and antisymmetric with respect to inversion through the system's center-of-mass, as required by Eq. ͑3.11͒. If we restrict ourselves to single electronically-adiabatic states of the tetraatomic system being considered, the potential energy function V(,,,␦ ) which describes the interaction between those atoms is invariant ͑i.e., symmetric͒ under such inversion, and matrix elements of V between F functions of different parity vanish. Since the range of the ␦ angles is given by Eq. ͑2.8͒, Eq. ͑3.16͒ is also restricted to that range.
(␦ ) functions are only orthonormal over the range 0р␦ (1) ,␦ (3) Ͻ2, 0р␦ (2) р.
͑3.19͒
Therefore, it is desirable to permit Eq. ͑3.18͒ to be valid over this extended range. This can be accomplished by noticing that the four sets of ROHC
and
with the ␦ in the ranges defined by Eq. ͑3.19͒, yield the same Jacobi matrix of Eq. ͑2.1͒, i.e., correspond to the same configuration of the system. As a result, the system's wave function, in the absence of a conical intersection between the electronically-adiabatic potential energy function being considered and a neighboring one ͑i.e., in the absence of a geometric phase effect 26 ͒, should have the same value at these four sets of ROHC. We therefore impose the same condition on Eq. ͑3.16͒. Replacement of Eqs. ͑3.21͒-͑3.24͒ into Eq. ͑3.16͒ and use of this condition leads to the two relations,
͑3.26͒
Since the G are independent of ␦ , these relations should be 
Equations ͑3.25͒-͑3.27͒ greatly decrease the number of G functions that must be independently evaluated. The F functions given by Eqs. ͑3.16͒ or ͑3.18͒ are called eight-angle principal-axes-of-inertia hyperspherical harmonics, and the G functions in those equations are called two-angle principal-axes-of-inertia hyperspherical harmonics, or simply F hyperspherical harmonics or functions and G hyperspherical harmonics or functions respectively. The F functions, which depend on the eight hyperangles ⌰ and on the chirality coordinate , constitute an appropriate complete linearlyindependent basis set in these variables, in terms of which the local hyperspherical surface functions ͑LHSF͒, defined in the first paragraph of Sec. VII, may be expanded. The coefficients of this expansion will depend only on the hyperradius . An important property of the F functions is that they behave regularly at the poles of the kinetic energy operator T of Eq. ͑2.15͒ and therefore of the system's Hamiltonian. They are, in addition, -independent. If they could be obtained analytically, they would constitute a very useful basis set. In the rest of this paper we show how indeed we can obtain analytical expression for the G functions and therefore for the F functions. It should be noted that the matrix representation of T in the F basis set is completely diagonal. All the Coriolis couplings involving ⍀ J and ⍀ L are automatically included in the evaluation of the G functions. The only matrix elements that must be evaluated numerically are those of the potential energy function. It should also be noted that if some of the system's atoms are equal, it is possible to define modified F functions that transform according to the irreducible representations of the permutation group of iden-tical atoms. This, will entail a modification of the
18͒, but not of the associated G functions.
IV. ANALYTICAL DERIVATION OF TWO-ANGLE PRINCIPAL-AXES-OF-INERTIA HYPERSPHERICAL HARMONICS G

A. General considerations
Since the kinetic energy operator T of Eq. ͑2.15͒ is the Hamiltonain of four noninteracting particles ͑for which V ϭ0͒, its eigenfunctions can be obtained analytically, as follows. Let r i , (i) , (i) ͑iϭ1, 2, 3͒ be the space-fixed polar coordinates of the mass-scaled -arrangement channel Jacobi coordinates r (i) introduced in Sec. II. The eigenfunctions of T can be expressed as products of the three ordinary spherical harmonics of (i) , (i) times a function of r (1) , r (2) , r (3) . These latter three variables can be transformed into the hyper-radius and two hyperangles 1 and 2 defined by the relations,
͑4.3͒
At a constant , the partial differential equations in r (1) , r (2) , and r (3) are transformed into two separate ordinary differential equations, one for 1 and another for 2 , whose solutions are known hypergeometric functions of the square of the cosines of these two angles. In this way the eigenfunctions of ∧ 2 , for a quantum number n, become known functions of the eight angles (i) , (i) ͑iϭ1, 2, 3͒, 1 and 2 .
They are however not eigenfunctions of the remaining operators of Eqs. ͑3.7͒-͑3.11͒. One can however transform them into functions of the eight hyperangles ⌰ and expand them in the basis set F. This procedure will furnish the G functions analytically. This kind of approach, with slightly different hyperangular coordinates, was used by Zickendraht 20 to obtain all G for nϭ1 and 2. We repeated it for our ROHC and obtained equivalent results. Proceeding to the nϭ3 and 4 cases, the corresponding G were obtained, but the amount of analytical effort increased significantly. The amount of time required to perform the associated algebra manually for nϭ4 and to check the results was about 30 h, and yielded the 450 G functions predicted. Because of Eqs. ͑3.25͒-͑3.27͒, only 93 of those had to be calculated. For a general n, the number of G functions for a fixed n ͓includ-ing the ones that vanish due to Eq. ͑3.25͔͒ is given by Eq. ͑5.11͒. For the H 2 ϩOH→H 2 OϩH reaction, at a relative translational energy of 0.7 eV between ground state reagents, values of J up to 30 may be required to obtain state-to-state differential cross sections of benchmark quality. Since, from Eq. ͑3.12͒, nуJ, G functions up to at least nϭ30 may be needed in these calculations. For this value of n, Eq. ͑5.11͒ furnishes approximately 18.6 million G functions, of which 2.3 million have to be evaluated. This manual algebra approach cannot be used to obtain such large number of functions. What is required instead is some automatic analytical procedure that can be implemented on a computer. The one just described is too complicated to be done by any existing computer algebra program. An alternative that could be feasible would be one based on a recursion relation between the G function for a given n to those for nϩ1. If such a relation were simple enough, it might be possible to use a computer algebra program to generate the large number of needed analytical G functions. In the rest of this section we derive such a recursion relation. It is based on the theory of harmonic polynomial 24 and the use of complex coordinates.
20
B. Complex coordinates and the corresponding Hamiltonian
Complex coordinates were previously used in connection with this problem by Zickendraht. 20 He introduced them however in an ad hoc manner. The approach described below is slightly different and gives a rationale for their definition. Equation ͑2.4͒ describes the defining relation between the ROHC and the Jacobi mass-scaled space-fixed cartesian coordinates for the -arrangement channel clustering scheme. By expressing the elements of the R matrices in its righthand side in terms of Wigner rotation functions, an intermediate set of complex coordinates suggests itself naturally. Indeed, with the help of the explicit expression of the Wigner rotation matrix D 1 , 25 it is straightforward to derive the expression
͑4.4͒
where R and the D k j 1 (k, jϭϪ1,0,1) are evaluated at the same set of Euler angles. Replacement of Eq. ͑4.4͒ into Eq. ͑2.4͒ leads to the nine relations,
where the complex quantities t j k (,,⌰ ) are defined by
In view of Eq. ͑4.18͒, the sum in Eq. ͑4.14͒ is limited to values of pϩq equal to Ϫ2, 0, and 2. We can consider the complex t k j as midway variables between the Cartesian coordinates x j (i) (i, jϭ1,2,3) and the ROHC , , ⌰ . The system's Laplacian in these variables, as shown in Appendix C, is given by
This is a particularly simple expression and well permit us, as seen in Sec. IV C, to derive a recursion relation between F and G functions for hyperangular momentum quantum numbers n and nϩ1.
C. Recursion relation for hyperspherical harmonics
In this section we derive recursion relations for the F and G functions associated with consecutive values of the hyperangular momentum quantum number n. To do this, we make use of the properties of harmonic polynomials. 24 These properties for m-dimensional space are summarized in Appendix D for convenience. We will now set mϭ9 ͑for tetraatomic systems͒ and from here on omit this index. Let f n (x ) be an arbitrary homogeneous polynomial of degree n in the nine real variables x ϵ͕x l (i) , i,lϭ1,2,3͖ given by Eq.
͑D1͒. The associated function h n (x ) defined by Eq. ͑D5͒ is therefore a harmonic polynomial satisfying the ninedimensional Laplace equation,
Let us define a new set of functions f jk nϩ1 (x ) by
where the t j k (x ) are given by Eqs. ͑C5͒-͑C13͒. Since these t j k are homogeneous polynomials of the first degree in the x components, the f jk nϩ1 (x ) are homogeneous polynomials of degree nϩ1 in those variables. As a result of Eqs. ͑4.19͒ and ͑4.20͒, the following property can be easily derived:
It should be noted that the symbol ‫ץ‬h n /‫ץ‬t Ϫ j Ϫk implies that although h n is a harmonic polynomial in the variables x l (i) (i,lϭ1,2,3), it can also be considered, with the help of Eqs. ͑C5͒-͑C13͒ to be a harmonic polynomial in the variables t j k ͑j,kϭϪ1, 0, 1͒. Replacing Eq. ͑4.22͒ into the nϩ1 counterpart of Eq. ͑D5͒ we get
This is a recursion relation between the harmonic polynomial h n and each of the nine harmonic polynomials h jk nϩ1 ( j,kϭ Ϫ1,0,1) all of which are of degree nϩ1. Let us consider the eight-angle hyperspherical harmonics
given by Eqs. ͑3.16͒ and ͑3.17͒ ͑with J, L, D, and d replaced by JЈ, LЈ, DЈ, and dЈ, respectively͒ and where ⌸ is zero ͑one͒ for n even ͑odd͒. Since it satisfies Eq. ͑3.6͒, we conclude from Eqs. ͑D4͒ and ͑D10͒ that the function
is a solution of the Laplace Eq. ͑4.20͒ and is therefore a harmonic polynomial of degree n in the variables x l (i) or equivalently, the t j k to which the ROHC ,,⌰ are related. Let us use this choice of h n in the right-hand side of Eq. ͑4.21͒. With the help of Eqs. ͑4.14͒, ͑3.16͒, and ͑3.17͒ and of the multiplication properties of the Wigner rotation functions, 25 we get
where
͑4.27͒
The C in the last three equations are Clebsch-Gordan coefficients, in Rose's notation. 27 In addition, the JЈ and LЈ that appear as subscripts in those equations are related to J and L by the triangle inequalities, ͉JЈϪ1͉рJрJЈϩ1, ͉LЈϪ1͉рLрLЈϩ1.
͑4.28͒
The subscript dЈ in the right-hand side of Eq. ͑4.25͒ and in both sides of Eqs. ͑4.26͒ and ͑4.27͒ indicates that each set of G n functions with subscript dЈ generates a corresponding set 
and L 3 bf ͓the latter defined by Eq. ͑3.2͔͒ with
, and (M L ϩ j)ប, respectively. Inserting Eq. ͑4.25͒ into Eq. ͑4.23͒, and adding to h jk nϩ1 appropriate indices that appear in the righthand side of Eq. ͑4.25͒, we obtain
͑4.29͒
and is independent of . In the left-hand side of Eq. ͑4.29͒, let us allow j and k to assume all their possible values, while at the same time varying M J and M L so as to maintain M J ϩk and M L ϩ j constant. This will generate, for JЈϾ0
and LЈϾ0, nine h jk
Each of them will be a different linear combination of the same set of nine functions ͓F 
As a result of this important property, we can omit the bar on these F, add a parity index ⌸Јϭ⌸ϩ1 mod 2 associated with nϩ1 ͑since ⌸ is associated with n͒, and write them simply as ͓F
where the indices JЈ, LЈ, dЈ indicate that they are expressed, through Eq. ͑4.30͒, in terms of the F functions defined by Eqs. ͑4.26͒ and ͑4.27͒, which contain those indices. A superscript D(nϩ1,J,L) will be attached to these functions, as well as a modified d subscript, and the subscripts JЈ, LЈ, dЈ will be dropped, after they are required to be linearly independent, as described in Sec. V B.
In order to calculate the
that appears in the right-hand side of Eq. ͑4.30͒, we use for ٌ 2 the expression,
is independent of , replacement of Eq. ͑4.31͒ into Eq. ͑4.30͒ and dropping the bar in its left-hand side as just justified gives
It is useful to define the functions
It is now desirable to relate the
, since the latter have already, by Eq. ͑4.27͒, been expressed in terms of the G n . This will, as a final result, generate the desired recursion relation be-
suffices to replace, in Eq. ͑4.30͒, its lefthand side by Eq. ͑4.33͒ and, in its right-hand side, use Eq. ͑4.26͒. We then express ∧ 2 in terms of the differential opera-
and L Ϯ , as was done in
Appendix A, after Eq. ͑A12͒, and use Eqs. ͑A13͒-͑A18͒ together with the orthogonality of the Wigner rotation functions to obtain the expression,
therefore permits us to get from a complete set of G n hyperspherical harmonics for a fixed n and all possible values of the remaining six indices, a similarly complete set of G nϩ1 hyperspherical harmonics.
To initiate the iteration procedure, it suffices to have the nϭJϭ⍀ J ϭLϭ⍀ L ϭ0 G functions. There is only one linearly-independent solution of Eq. ͑A21͒ for this case and it is a constant, which can be set to unity. As a result, D ϭ1 and dϭ1 and we can write 1 ϭ0 is a solution of Eq. ͑4.36͒. This equation has furthermore no additional solutions which are regular at the poles of that operator. 19 The functions for nϭJϭLϭ1 can be seen, from Eqs. ͑4.14͒ and ͑3.18͒, to be nondegenerate ͓i.e., D (1,1,1) ϭ1͔ and given by
In this way, the
⍀ L , D and d are known, and this start-up procedure gives the same results as the one defined by Eq. ͑4.35͒, since the first iteration of the latter results in Eqs. ͑4.37͒-͑4.39͒ and in
can for a given J and L assume the sets of values given by Eq. ͑4.28͒ ͑which for JϾ0 and LϾ0 are nine sets͒. This generates a branching tree making the number of G nϩ1 functions grow very rapidly with n. However, not all of the resulting ͓G
͑each set scanned by varying the values of ⍀ J and ⍀ L ͒ are linearly-independent, as described in Sec. V B. Before proceeding to the calculation of the G nϩ2 , the G nϩ1 must be culled in order to retain only linearly-independent sets. This is accomplished with the help of a separate routine, also written in Mathematica. It should also be noticed that since the G n functions generate the G nϩ1 ones, they are associated with F n and F nϩ1 functions which have opposite parity. In solving scattering problems, however, matrix elements of the system's potential energy function in the F basis set will appear. For two such F functions of different parity, those matrix elements vanish, as discussed after Eq. ͑3.18͒. As a result, the n even and n odd sets of F functions do not mix in the scattering equations, even though they are generated by the recursion relation in the mixed manner just described.
The recursion relation of Eqs. ͑4.27͒, ͑4.34͒, and ͑4.35͒ have been implemented using the Mathematica computer algebra program. 28 In doing so it was necessary, in Eq. ͑4.34͒, to have this program calculate analytically the term ( and to simplify the resulting polynomials ͑treating x, y, and z as independent variables͒, which it does very efficiently. The final answers can, when desired, be reconverted to functions of and . This approach resulted in a very efficient procedure for generating the G functions, as discussed in Sec. VI A.
V. NORMALIZATION AND DEGENERACY OF THE PRINCIPAL-AXES-OF-INERTIA HYPERSPHERICAL HARMONICS F AND G
In this section we describe how complete sets of normalized linearly-independent hyperspherical harmonics F and G functions are obtained.
A. Prenormalization of the G hyperspherical harmonics
As shown in Appendix E, the G functions are homogeneous polynomials in the variables x, y, and z defined in Eqs. ͑4.15͒-͑4.17͒. The iterative step described by Eq. ͑4.34͒, as implemented by a Mathematica program, generates the functions
where the a coefficients are all integers and A is the product of a rational number by the square root of another rational number. Those two rational numbers are generated exactly by that program. These characteristics of a and A stem from the properties of the Clesch-Gordan coefficients that appear in Eq. ͑4.27͒. On purpose, the superscript D and subscript d
do not yet appear in Eq. ͑5.1͒, since those indices refer to the degeneracy and linear independence properties of the F nϩ1 functions which will only be imposed in Sec. V B. As the G functions are always used in connection with the associated F functions of Eq. ͑3.16͒, any common multiplicative constant for a set of G functions for fixed n, J, L, and spanned by ⍀ L and ⍀ L , can be factored out of the sum in that equation and incorporated into the associated normalization constant N. As a result, in a prenormalization of the G functions we replace Eq. ͑5.1͒ by
, for JϩL odd.
͑5.3͒
The B coefficients are smaller than the corresponding A ones and make the elimination of the linearly dependent sets of G nϩ1 functions, performed exactly by a Mathematica program and described in Sec. V B, more efficient. As n becomes large ͑of the order 30͒, efficiency becomes important and justifies this prenormalization.
B. Degeneracy of the F and G hyperspherical harmonics
As discussed after Eq. ͑3.15͒, it is expected that for a fixed set of quantum numbers ⌸, n, J, M J , L, and M L there should be more than one F function. We label the latter with the extra degeneracy subscript d, as
D indicates the total number of these functions, and therefore represents their degeneracy. Let us show that this degeneracy is independent of M J and M L . Indeed, by definition, for two functions
͑having the same set of quantum number ⌸, n, J, L, M J , and M L ͒ to be degenerate, they must be linearly independent. Because of the orthogonality properties of the
functions that appear in Eq. ͑3.16͒, a necessary and sufficient condition for that linear independence is that the correspond-
set spanned by the values of ⍀ J and ⍀ L ͒, be linearly independent. By this we mean that it is necessary and sufficient that at least one ⍀ J and ⍀ L exist for a given n, J, and L for which the functions 
that appears in the righthand side of Eq. ͑4.27͒; this dЈ differs from the one that will eventually be attached to
be the column vector whose elements
are spanned by the set of five indices
with i, j, k being non-negative integers. The number of solutions of Eq. ͑5.5͒ is
As can be seen, M nϩ1 increases quadratically with n, reaching the value 528 for nϭ30. It should be realized, however, that many of the corresponding (
zero, as can be seen in the particular but representative case depicted in Table IV . The next step is to contract this matrix to one whose columns are linearly independent. We adopted the following contraction procedure: 
Inserting them into Eq. ͑5.2͒ ͑with obvious changes in notation͒ and using Eq. ͑5.4͒ we get
͑5.9͒
where DϭD(nϩ1,J,L). This constitutes a complete ensemble of D linearly-independent sets of G functions for n ϩ1 ͑each set spanned by ⍀ J and ⍀ L ͒, generated starting with a knowledge of a complete ensemble of G functions for n. When used in Eq. ͑3.16͒ or Eq. ͑3.18͒ they result in a complete set of linearly-independent F functions for nϩ1. It should be noticed that, as a consequence of the ordering of the b vectors described in the paragraph following Eq. ͑5.7͒, the b D matrix will have elements that are much smaller than if the ordering were random. This property significantly speeds up the rank-determination code and generates G functions whose coefficients are smaller and simpler than they would be otherwise. A check of the correctness of the degeneracy number D(n,J,L) obtained by the procedure just described is provided by the JϭLϭ0 case. For that case, Littlejohn et al., 19 using group theoretic methods, derived the expression
where ϭn/2 for n even and ϭ(nϪ3)/2 for n odd. That expression has not yet been generalized to other values of J and L. Our results agree with Eq. ͑5.10͒ for the range of n ϭ1 -30 for which we performed calculations. Another and more stringent check was made as follows. Avery 29 derived a general expression for calculating the total number N n of linearly-independent hyperspherical harmonics F for a given n,
This number is related to D(n,J,L) by
The largest degeneracy we encountered in our calculations was D (30, 14, 14) 
the correctness of the degeneracy parameter D(n,J,L)
and of the G hyperspherical harmonics verified independently, it is concluded that they are both free of error.
C. Normalization and orthogonality of the F and G hyperspherical harmonics
It is desirable to normalize the F functions according to
where 0  0  2  6  1  7  8  7  15  10  9  8  12  8  4  14  4  1  1  1  4  6  2  11  8  8  14  10  10  7  12  9  4  14  5  1  2  0  2  6  3  15  9  0  1  11  1  4  12  10  4  14  6  1  2  1  4  6  4  18  9  1  6  11  2  4  12  11  3  14  7  1  2  2  8  6  5  19  9  2  7  11  3  7  12  12  3  14  8  1  3  0  1  6  6  20  9  3  12  11  4  6  13  1  2  14  9  1  3  1  7  7  0  1  9  4  12  11  5  8  13  2  2  14  10  1  3  2  8  7  1  8  9  5  14  11  6  6  13  3  3  14  11  1  3  3  14  7  2  10  9  6  13  11  7  8  13  4  2  14  12  1  4  0  3  7  3  16  9  7  14  11  8  6  13  5  3  14  13  1 
The magnitudes of these normalized Ḡ functions are considerably smaller than those of the corresponding G functions, which is a convenient property. It is important to stress that the functions 
VI. REPRESENTATIVE RESULTS
A. General considerations
We used the procedure described in Sec. V to generate all the hyperspherical harmonic functions
for n from 0 to 30. For each n, the number of G functions is approximately one-half the N n of Eq. ͑5.11͒. The reason for this decrease is that N n is the number of linearly independent
values between ϪJ and J and M L all values between ϪL and L, the values of ⍀ J and ⍀ L , although in the same range, are restricted by the additional condition that ⍀ J ϩ⍀ L be even. As a result, the total number of nonvanishing G functions generated for all those n was about 43.8 million.
The five values of n of 26 -30 accounted for about 31.6 million of those functions. The calculation of those 43.8 million functions was performed on a Dell desktop computer operating with a 450 MHz Pentium II processor, and required about one month of total running time. Given the independence of these functions on the characteristics of the tetraatomic system for which they will be used, they will not have to calculated again, except for obtaining more of them when needed. They are expressed in the form of Eq. ͑5.9͒, where the b coefficients have been normalized as described by Eq. ͑5.4͒. These coefficients are stored as sets of values for fixed n, J, ⍀ J , L, ⍀ L , and d, the indices i, j, k scanning each set.
B. Comparison with previous results
Limited sets of G functions were obtained by Zickendraht 20 and by Littlejohn et al. 19 Zickendraht obtained all G functions for nϭ1 and 2, using slightly different variables. When transformed into our variables, the agreement was perfect. ͓It should be noticed that there is a typographical error in his Eq. ͑32͒, in which, using his notation, 2 G 20 20 should be labeled 2 G 10 10 .͔ Littlejohn et al. obtained G functions for 1рnр7 but restricted to the JϭLϭ0 case. Again, the agreement with the present results was perfect.
C. The unit , sphere
In order to examine the behavior of the Ḡ functions, normalized as described in Sec. V C, in terms of the , angles, it is useful to consider the corresponding unit sphere. A point P on that sphere has spherical polar coordinates ͑1, , ͒, and is depicted in Fig. 1͑a͒ . In view of the ranges of and given by Eq. ͑2.9͒, the points on that sphere corresponding to allowed configurations of the system are those internal to the spherical triangle CBS, where Cϵ (1,0,0) 
͑6.1͒
All three of those arcs are arcs of great circle; the spherical triangle they form has internal angles of /4, /2, and /3 as indicated on that figure. 19 The Cartesian coordinates of the point P on the unit sphere of Fig. 1͑a͒ are
Zϭcos .
͑6.4͒
It is convenient to map these points onto a C X Ȳ plane by the equations
This is equivalent to replacing sin by in the first two of Eqs. ͑6.3͒. That plane is depicted in Fig. 1͑b͒ . The points C, B, S are maped onto C , B , and S, respectively. The straight line segment C B represents coplanar configurations, the straight line segment C S prolate symmetric top configurations, and the curve B S oblate symmetric top configurations. This mapping of the unit sphere onto a plane preserves the lengths of the arcs of circle whose origin is C in Fig. 1͑a͒ , i.e., the length of the arc CP in that figure equals the length of the straight line segment C P in Fig. 1͑b͒ , both being equal to ; it is a very useful mapping and will be adopted in all of the subsequent figures of this paper.
D. Hyperspherical harmonics for nÄ4
The G functions for nϭ4, Jϭ2, and Lϭ1 are presented in Table II . The value of D(4,2,1) is equal 1, i.e., these functions are not degenerate. In view of the symmetry relation Eq. ͑3.26͒, only three formulas are given. The corresponding normalization coefficient, calculated using Eq. ͑5.16͒, is displayed at the bottom of the table. The associated Ḡ functions, defined by Eq. ͑5.18͒, are plotted in Fig. 2 1 do not display significant oscillations over the allowed ranges of and . In addition, the ranges of these Ḡ are rather small. It is interesting to analyze the behavior of the Ḡ functions near special configurations, namely coplanar, prolate symmetric top, oblate symmetric top, spherical top, and collinear configurations. For the symmetric and spherical top configurations the ∧ 2 operator has poles, but the Ḡ functions should nevertheless have a regular behavior. This analysis is done in Fig. 3 for the Ḡ Ϫ3°. L 3 represents configurations that are close to oblate symmetric top configurations. ͑4͒ L 4 , an arc of circle centered on S with a radius 3°͑re-member that is a polar radius measured in units of angle͒, corresponding to near-spherical-top configurations spanning the range from the prolate symmetric top ͑points near the C S line͒ to the oblate symmetric top ͑points near the C B line͒. ͑5͒ L 5 , an arc of circle centered on B with a radius of 3°, corresponding to configurations near oblate-coplanar geometries. Panels 3͑b͒-3͑f͒ depict the Ḡ etries close to the special configurations considered, confirming the well-behaved nature of the Ḡ functions. All of the G functions for nϭ4, Jϭ2, and Lϭ2 are given in Table III . D(4,2,2) is determined by our recursive procedure to be equal to 2, and nϭ4 is the lowest value of n for which we encountered degeneracy in these functions. By contrast, for JϭLϭ0, 19 degeneracy is not encountered until the value nϭ12 is reached. The degenerate functions Ḡ 2 are plotted in Fig. 4 . As mentioned in Sec. V C, these functions are not orthogonal to each other; nevertheless, they have quite different shapes, and it would be inappropriate to use one but not the other in a basis set expansion involving the F functions.
E. Hyperspherical harmonics for nÄ10
As an example of hyperspherical harmonic Ḡ functions for higher n and higher degeneracy, we give in Table IV As implied, D (10, 8, 4 ) is equal to 3, and therefore d can assume the values 1, 2, and 3. Each of these three functions has 19 nonvanishing terms that are similar, only their coefficients being different. This is a pattern followed in general by degenerate hyperspherical harmonics G.
F. Hyperspherical harmonics for nÄ20 and 30
Even though the
D are homogeneous polynomials of degree n in x(,), y(,), and z(,), as n increases to 30 they do not display pronounced oscillatious as a functions of and . This is due to the limited ranges of these two angles, given by Eq. ͑2.9͒. As an example, the function Ḡ 28 are depicted in Fig. 5 . Even for the nϭ30 functions displayed in panels ͑c͒ and ͑d͒, there are fewer than four oscillations, and their amplitudes are not very pronounced. This suggests that the and Gauss-Legendre quadrature grids used in the evaluation of matrix elements involving these Ḡ functions need not be very fine.
G. Hyperspherical harmonics for JÄLÄn
The G functions for the particular cases nϭJϭL, ⍀ J ϭϮn, and ⍀ L ϭϮn are very simple and can be obtained without resorting to the Mathematica program. As shown in 1 are displayed in Fig. 6 . Each of these functions has a sharp spike, due to the large values of n in Eqs. ͑6.7͒ and ͑6.8͒. Their value at these spikes is however small, and away from them their value is negligible. As a result, no special problems should be encountered in the numerical evaluation of matrix elements involving these kinds of Ḡ functions.
VII. DISCUSSION
Once the
These can then be used as a basis set for expanding the local hyperspherical surface functions ͑LHSF͒ ⌽, which by definition are the eigenfunctions of the surface Hamiltonian,
where V is the potential energy function described after Eq. ͑3.18͒. Once that expansion is performed, and the properties of the Wigner rotation functions appearing in Eq. ͑3.18͒ are taken into account, the corresponding coefficients must satisfy, for each ⌸ and J, a generalized eigenvalue-eigenvector equation involving matrices that are independent of M J and whose rows and columns are spanned by the five quantum numbers n ⌸ , L, M L , D, and d. The calculation of these matrices involves quadratures over the five variables ␦
(1) ,
, , and on which V(,␦ ,,),
Since all these functions are now known and since the V and G functions do not vary very rapidly with ␦ , , and , these quadratures can be performed in large blocks simultaneously, so as to minimize the duplication of numerical operations and thereby optimize the corresponding computer time. We have developed a method in which the average time to compute one matrix element scales approximately as the total number of two-dimensional grid points in the , quadratures rather than as the total number of five-dimensional points ͑i.e., the product of the number of points for each dimension͒. 30 The quadrature time needed to compute those matrices is, as usual, proportional to the square of the total number of sets of values of n ⌸ , L, M L , D, and d needed to achieve convergence, but the coefficient of 2 is much smaller in our method than if the quadratures were not performed in large blocks, according to the strategy indicated.
Since all Coriolis terms are incorporated in the G func- tions, all the couplings in the equations satisfied by the coefficients of the LHSF expansion are potential function couplings. Furthermore, the equations for ⌸ϭ0 ͑i.e., even values of n͒ are decoupled from those for ⌸ϭ1 ͑i.e., odd values of n͒. In addition, as mentioned at the end of Sec. III, F hyperspherical harmonics for ⌫ irreducible representations of the permutation groups of identical atoms the system of interest may contain can easily be generated. Using such parity and irreducible representation F functions decreases the numerical effort required to generate the corresponding LHSF.
Due to the first term in the right-hand side of Eq. ͑7.1͒ a hypercentrifugal potential matrix, diagonal in n ⌸ , will appear as an additive term in the matrix whose generalized eigenvalues and eigenvectors must be evaluated. The diagonal terms of that hypercentrifugal matrix are n ⌸ (n ⌸ ϩ7)ប 2 /2 2 . For a given J, Eq. ͑3.12͒ requires that n ⌸ уJ. On the other hand, due to the highly repulsive nature of the hypercentrifugal matrix elements, it is expected that the the rate of convergence of the calculation with respect to n ⌸ will be high, i.e., that values of n ⌸ much larger than J will not be needed.
We plan to use this methodology to calculate state-tostate integral and differential cross sections of benchmark quality for the OHϩH 2 →H 2 OϩH reaction. We estimate that values of J from 0 through 25 will be required for convergence of the calculations for ground state relative reagent translational energies of 0.7 eV. 31 We also estimate, based on quasiclassical trajectory calculations of the range of the dynamically active rotational quantum numbers of the H 2 O molecule, 32 that the number of propagation channels for each ⌸ and J will be of the order of 10 000 before decoupling the irreducible representations ⌫ of the permutation group P 3 of the three identical H atoms, and 5000 after that decoupling is performed. In other words, the size of the matrices involved in the calculations should be about 5000ϫ5000 and, for each , ⌫, ⌸, and J, we need to calculate in general around 5000 accurate surface functions. This requires that in the expansion described above, the quantity should equal about 10 000, in order to result in 5000 surface functions that are accurate enough to be used in the propagation equations. Our estimate is that all the associated quadratures involving all the F functions needed to calculate the LHSF at 30 values of from 2 to about 8 bohr ͑the range of the strong interaction region͒, using the methods mentioned, will take about 9 h on a parallel computer having a sustained speed of 100 Gflops for these calculations, such as the HP V2500 machine at Caltech. In addition, we must calculate eigensolutions for each of these values of . Between 8 bohr and 14 bohr approximately ͑the weak interaction region, where the reagent and product channels overlap only slightly͒, Delves hyperspherical coordinates will be used 33, 34 and require an equiva- lent amount of computer time. Finally, we must perform propagations for each ⌫, ⌸, J and energy. These propagations, using a logarithmic derivative method, 4 will consume a majority of the computer time required for the cross section evaluations. This indicates that the basis set of hyperspherical harmonic functions described and obtained in the present paper have the potential for generating all the matrix elements needed, in an acceptable amount of computer time, to calculate all the strong interaction LHSF needed for benchmark-quality calculations of the cross sections described above. Furthermore, in spite of the large number of five-dimensional quadratures involved, this computational effort is a small fraction of the total computational time required for obtaining those state-to-state cross sections. The latter is estimated, for 20 energies, to be about 550 h on that computer. This is an acceptable amount of computer time, given the importance of performing benchmark-quality calculations for at least one tetraatomic chemical reaction and the fact that parallel computers in the Tflops range, and on which that computer time would be an order of magnitude or more smaller, are already available.
VIII. SUMMARY AND CONCLUSIONS
We have described and implemented a recursive procedure for generating analytical hyperspherical harmonics for tetraatomic systems in row-orthonomal hyperspherical coordinates. The implementation was performed with a Mathematica algebraic program and used to generate all such functions for values of the hyperangular momentum quantum n up to 30. About 43.8 million of such functions were generated. It was also indicated how such large number of functions can be used in practice to solve reactive scattering problems for these systems on currently available high performance computers. The hyperspherical harmonics obtained are shown to be correct by verifying that they satisfy the appropriate coupled partial differential equations. They agree with the small number of such functions calculated previously for nϭ1 and 2 and all J and L, 22 and, for nϭ1 -7, for JϭLϭ0. 19 The degeneracy of these hyperspherical harmonics was also calculated, and achieved a maximum value of Dϭ127 for nϭ30, Jϭ14, and Lϭ14. It is argued that these functions are attractive candidates for benchmark-quality state-to-state reactive scattering calculations for these systems.
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APPENDIX A: COUPLED PARTIAL DIFFERENTIAL EQUATIONS FOR THE TWO-ANGLE PRINCIPAL-AXES-OF-INERTIA HYPERSPHERICAL HARMONICS G
The G
have been defined by Eq. ͑3.18͒. As justified after Eq. ͑3.19͒, the ranges of the ␦ angles in these equations can be taken to be those given by Eq. ͑2.8͒ or, instead, by Eq. ͑3.19͒. The results will be the same as long as the F
are the same at the four sets of (⌰ ) i angles defined by Eqs. ͑3.21͒-͑3.24͒. We will impose this constraint throughout this paper, and as a result, we are allowed to use the range of the ␦ given by Eq. ͑3.19͒ whenever desired. We will do so in 
͑A2͒
and define the operators
where the Ĵ i I and L i are given explicitly by Eqs. ͑2.25͒ and ͑2.26͒, respectively. As a result, we can express
and L i 2 in terms of the Ĵ Ϯ I and L Ϯ as
We now expand the terms in ( 
Using Eqs. ͑A13͒-͑A18͒ together with the orthogonality of the Wigner rotation functions, we finally get the following system of coupled partial differential equations that must be satisfied by the G
The sum over u and v is limited to terms for which u ϩv is even, i.e., to the nine (u,v) pairs ͑0,0͒, ͑1,1͒, (Ϫ1, Ϫ1), (1,Ϫ1), (Ϫ1,1), ͑2,0͒, (Ϫ2,0), ͑0,2͒ and (0,Ϫ2 
where 
It should be noticed that in Eq. ͑A21͒, ⌸, n ⌸ , J, and L are fixed, whereas the ⍀ J and ⍀ L span the ranges indicated in Eq. ͑A22͒. The only differential operator appearing in Eq. ͑A21͒ is K 2 ϩB 2 and it is diagonal, i.e., only acts on the G having uϭvϭ0. The entire coupling between G functions is provided by the effective potentials
͓which are unrelated to the potential energy function V(,,,␦ )͔ for u 0 and v 0 and is completely due to the Coriolis coupling terms associated with the products of coefficients. As a result, if the F 
has been derived. This property greatly decreases the number of independent G functions that must be evaluated. Finally, we remark that we do not attempt in this paper to solve Eq. ͑A21͒. Instead, we derive a recursion relation among the G functions for consecutive values of n, based on the general properties of harmonic polynomials. We then use this recursion relation to analytically generate the G functions. Equation ͑A21͒ is however used to check the correctness of the G functions thus obtained.
is a harmonic polynomial, 35 where ͓n/2͔ denotes the integer part of n/2 and m is the hyper-radius defined by and therefore only mϪ1 of the m dimensionless variables y i are independent. In the right-hand side of Eq. ͑D11͒ we chose them arbitrarily to be the first mϪ1 of these quantities, but any set of mϪ1 of them could have been selected. It can easily be shown 37 with eigenvalue n(nϩm Ϫ2). These functions are called hyperspherical harmonics.
Generalized hyperspherical coordinates
Let ␣ϵ (␣ 1 ,␣ 2 ,...,␣ mϪ1 ) be a set of mϪ1 angles and g i (␣)(iϭ1,2,...,m) a set of real functions of these angles subject to the constraint, The angles ␣ are labeled hyperangles and the m variables m , ␣ are called a set of generalized hyperspherical coordinates associated with x. As a result of Eqs. ͑D12͒ and ͑D16͒, we have y i ϭg i ͑ ␣͒͑iϭ1,2,...,m͒, ͑D17͒
which permits us to change from the independent variables y given by Eq. ͑D11͒ to the hyperangles ␣. Similarly, upon the x to the m , y variable transformation, the ∧ C (m) 2 operator defined by Eqs. ͑D7͒ and ͑D8͒ is seen to be completely independent of m . As a result, Eq. ͑D14͒ can be rewritten ͓changing from ∧ C (m)
and the hyperspherical harmonics F (m) n (␣) are functions of the hyperangles only. The important property they satisfy is that they can be generated from hyperspherical polynomials by multiplication by ( m )
Ϫn . In the present paper involving tetraatomic systems we consider the particular case mϭ9 only.
APPENDIX E: THE G HYPERSPHERICAL HARMONICS AS HOMOGENEOUS POLYNOMIALS
Once the F hyperspherical harmonics are explicitly defined by Eqs. ͑3.6͒-͑3.11͒, the G hyperspherical harmonics are implicitly defined by Eqs. ͑3.16͒ and ͑3.17͒ or equivalently Eq. ͑3.18͒. We now wish to prove that these G functions are homogeneous polynomials of degree n in the variables x, y, and z defined by Eqs. ͑4.15͒-͑4.17͒. This property will be very useful in obtaining the G analytically.
Let us consider the function defined by Eq. ͑4.24͒. We already know that it is a harmonics polynomial of degree n in the variables t j k and can therefore be written ͑omitting the primes in the indices͒ as
Replacing this relation, as well as Eq. ͑4.14͒, in Eq. ͑4.24͒ permits us to write the corresponding F ⌸n as 
is a homogeneous polynomial of degree n of the three variables x, y, and z, also defined by those equations, Q.E.D. As described in the last paragraph of Sec. IV C, it is necessary to apply analytically the operator K 2 ϩB , defined by Eqs. ͑2.18͒ and ͑2.19͒, to the ͓G where C Ϯ (n) are proportionality constants. As a result of Eq. ͑4.14͒ for jϭϮ1 and kϭ1 we see that Eq. ͑F2͒ is indeed valid for nϭ1. We will now show by induction that this is true for an arbitrary n. We use the identity
which is an immediate consequence of Eq. ͑F1͒. Assuming that Eq. ͑F2͒ is valid for nϪ1, we have
In addition, since we already know that Eq. ͑F2͒ is valid for nϭ1, we have 
is a homogeneous polynomial of degree n in the t r s (,) functions ͓defined by Eqs. ͑4.15͒-͑4.16͔͒ and is given explicitly by
and is the same for both F ϩ (n) and F Ϫ (n) . Examination of Eq. ͑F7͒ shows that the F Ϯ (n) are indeed eigenfunctions of the operators listed after Eq. ͑F1͒, having the eigenvalues indicated, Q.E.D. As a result, Eq. ͑F2͒ is indeed valid, and furthermore we can also write, for all allowed ⍀ J and ⍀ L ,
