In this paper, we propose a new technique that can identify transaction-local memory (i.e. captured memory), in managed environments, while having a low runtime overhead. We implemented our proposal in a well known STM framework (Deuce) and we tested it in STMBench7 with two different STMs: TL2 and LSA. In both STMs the performance improved significantly (4 times and 2.6 times, respectively). Moreover, running the STAMP benchmarks with our approach shows improvements of 7 times in the best case for the Vacation application.
Introduction
Over-instrumentation [8] is one of the major sources of overhead in concurrent applications that are synchronized with STMs and, thus, several researchers proposed optimization techniques to elide useless barriers. Many of the existing approaches decompose the STM's API in heterogeneous parts that allow the programmer to convey application-level information about the behavior of the memory locations to the instrumentation engine. Yet, this approach conflicts with one of the main advantages of an STM, which is to provide a transparent synchronization API, meaning that programmers just need to specify which operations are atomic, without knowing which data is accessed within those operations. That is the approach taken by Deuce [5] , which provides a simple API based on an @Atomic annotation to mark methods that must have a transactional behavior.
So, approaches such as those proposed in [1, 3] , which perform runtime or static analysis to identify whether memory locations being accessed are transaction-local, are better suited to the overall * This work was partially supported by FCT, both via INESC-ID multiannual funding through the PIDDAC Program funds and via the RuLAM project (under contract number PTDC/EIA-EIA/108240/2008). goal of STMs. Yet, none of these approaches accomplishes the performance of the proposals based on heterogeneous APIs. Our work is based on the proposal of Dragojevic et al. [3] , which introduces the concept of captured memory as memory allocated inside a transaction that cannot escape (i.e., is captured by) its allocating transaction.
In this paper, we propose a new technique for runtime capture analysis in managed environments that is the first one to achieve performance results similar to those obtained with heterogeneous APIs, but without reducing the transparency of an STM. A distinctive aspect of our approach is that it performs a lightweight analysis when compared to other capture analysis implementations (e.g. [3] ) and it has almost no overhead when the benchmark presents no opportunities for optimization, such as on the Kmeans and Ssca2 benchmarks from STAMP [6] . We implemented our technique in the Deuce STM framework, incorporating our capture analysis approach, which thus becomes available for any STM supported by Deuce, such as LSA [7] and TL2 [2] STMs.
Lightweight Capture Analysis
In Figure 1 , we depict the code skeleton of a read and a write barrier using runtime capture analysis, which was adapted from the seminal proposal of Dragojevic et al. [3] to the Deuce environment. The new delegator-ContextDelegatorCapturedState-performs the capture analysis for each STM barrier (for simplification we just depict the code for the int type). There is a singleton Context object per thread that keeps track of the transaction data and that is part of the arguments of each STM barrier. As in Deuce, object fields are updated in place using the sun.misc.Unsafe pseudostandard internal library.
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Our capture analysis approach consists in labeling objects with something that uniquely identifies their creating transaction, and later if the accessing transaction corresponds to that label then we can avoid barriers. For this purpose, we keep a fingerprint in every transaction, which is recorded in objects instantiated by a transaction, representing its owner transaction. Thus, the isCaptured algorithm just needs to check if the owner of the accessed object corresponds to the fingerprint of the executing transaction, which is accomplished with a simple identity comparison.
We use a newly allocated instance of class Object as a fingerprint and we let the garbage collection subsystem provide uniqueness and the ability to recycle unused fingerprints. Despite the additional memory management burden imposed by this solution, the fingerprint is just created when the transaction starts and corresponds to a very small cost of the entire transaction. So, the benefits of this approach overcome the associated overhead in memory.
In Figure 3 , we show an example of three different transactions sharing a Counter object instantiated by one of those transactions-transaction 1. The bar bellow each thread has a number representing the id of each transaction. In this example thread A performs transactions 1 and 3, while thread B performs transaction 2. In this case, only transactions 2 and 3 perform full barriers, whereas transaction 1 returns and updates the Counter object in place. On the other hand, thread A has the same fingerprint of the Counter object, only during the execution of transaction 1, avoiding in this case a full barrier. After the completion of transaction 1, no other transaction will have the same fingerprint of the Counter object and all subsequent transactional accesses must perform a full barrier, as happens for transactions 2 and 3.
Performance evaluation
All the tests were performed on a machine with 4 AMD Opteron(tm) 6168 processors, each one with 12 cores, resulting in a total of 48 cores. The JVM version used was the 1.6.0 33-b03, running on Ubuntu with Linux kernel version 2.6.32.
In Figure 2 we can observe the performance improvement in the STMBench7 and the Vacation applications due to the capture analysis support. Many of the STMBench7 operations traverse a large graph of objects, leading to an intensive use of collection iterators. These iterators are transaction local and they have a large overhead when they are instrumented and performed with STM barriers. On the other hand, the Vacation performs an initialization phase (non transactional) where it instantiates several parameterized arrays that provide the required arguments for the execution of the Vacation operations. By moving this initialization into the execution phase, which is already atomic, we can turn the parameterized arrays in transaction local objects avoiding most of the arrays' barriers with the capture analysis support. Figure 3 . Three different transactions accessing a shared object Counter that was previously instantiated by transaction 1, which is the only one that avoids the execution of the full barriers when accessing that object.
