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Abstract. A large amount of GPS data contains valuable hidden information.
With GPS trajectory data, a Long Short-Term Memory model (LSTM) is used to
identify passengers’ travel modes, i.e., walking, riding buses, or driving cars. More-
over, the Quantum Genetic Algorithm (QGA) is used to optimize the LSTM model
parameters, and the optimized model is used to identify the travel mode. Compared
with the state-of-the-art studies, the contributions are: 1. We designed a method of
data processing. We process the GPS data by pixelating, get grayscale images, and
import them into the LSTM model. Finally, we use the QGA to optimize four pa-
rameters of the model, including the number of neurons and the number of hidden
layers, the learning rate, and the number of iterations. LSTM is used as the clas-
sification method where QGA is adopted to optimize the parameters of the model.
2. Experimental results show that the proposed approach has higher accuracy than
BP Neural Network, Random Forest and Convolutional Neural Networks (CNN),
and the QGA parameter optimization method can further improve the recognition
accuracy.
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1 INTRODUCTION
With the increasing usage of mobile communication devices, more and more per-
sonal location data are generated by GPS. These data could turn out to be useful
information if utilized properly. Various types of applications are based on location
data analysis. With the aid of GPS data, we can identify the individual’s travel
mode. It has great advantages, for example, we can display resident traveling infor-
mation, guide people to choose a better travel mode, and help urban traffic planning
and management. It thus can bring many benefits such as decreasing traffic conges-
tion and environmental pollution. Along with this, through accurate recognition of
the travel mode, we can analyze individual travel characteristics to improve urban
transport efficiency. It may also be useful in recommending relevant services. Such
as launching customized advertisements and launching sneaker advertisements for
pedestrians.
Travel mode recognition has been studied for many years. From the beginning
of paper-and-pencil interviews to computer telephone interviews and computer-
assisted self-interviews, the way to collect information on residents’ travel mode
cannot achieve highly accurate results [1]. These methods are complicated.
In comparison, the information obtained utilizing GPS trajectory data is more
comprehensive, detailed and accurate. There exist some researches on this topic.
Dabiri et al. [2], Liang et al. [3] used GPS data to recognize the travel mode. How-
ever, such methods to recognize the travel mode using GPS trajectory data need
to be improved to increase accuracy. People can simply use some rules to judge
the way of travel, such as speed, directions, etc., however, the obtained results are
not very effective. The same speed may correspond to different modes of trans-
portation in different scenarios. Therefore, the extraction of more features is crucial
when judging the travel mode. In the feature extraction process, it is also neces-
sary to consider the redundancy of features and the complex relationship among
the features [4]. Moreover, different data samples, the method for cutting the GPS
trajectory, and classification models will affect the accuracy of the mode detection.
The use of GPS trajectory data and other sensors to infer traffic modes is con-
stantly evolving, and many classification algorithms have been used in previous
studies. On the one hand, individual GPS historical data is small, and the con-
ventional machine and deep learning algorithm rely heavily on the amount of data.
LSTM has a good effect on the timing prediction class. Thus, we have employed the
LSTM as the GPS travel pattern recognition method. In this paper, the accuracy of
the LSTM model is compared with the existing algorithms. The results show that
the accuracy of the LSTM model is higher than that of the random forest and BP
300 S. Zhu, H. Sun, Y. Duan, X. Dai, S. Saha
neural network. Moreover, the QGA is used to optimize the LSTM model parame-
ters, and the optimized model is used to identify the travel mode. The results reveal
that the model recognition accuracy is higher after using QGA optimization.
The rest of the paper is organized as follows. Section 2 presents the literature
review. Section 3 depicts the design of the algorithm in detail. Section 4 designs the
preprocessing method and QGA. Section 5 evaluates the effectiveness of the proposed
approach by comparing their results with classical machine learning algorithms and
QGA. Finally, Section 6 concludes this work and discusses the future direction.
2 LITERATURE REVIEW
In recent years, research on the use of GPS trajectory data and other sensor data
to infer travel modes has become more and more popular. In order to study differ-
ent travel mode recognition, different classification algorithms have been employed
and these techniques have a great influence on the accuracy of the final recogni-
tion result. Typical travel pattern recognition algorithms include neural networks,
random forests, support vector machines. Specifically, Zheng et al. [5] evaluated
four classification algorithms, i.e., decision tree, Bayesian network, support vector
machine (SVM) and conditional random field (CRF), and employed a segmenta-
tion method to cut GPS trajectory data. The classification algorithm shows that
the results based on decision trees are more accurate. Zhu et al. [6] designed the
trajectory segmentation algorithm using a logic hypothesis, through random forest
classifier on the classification method they achieved the final recognition degree of
82.85 %. Stenneth et al. [7] proposed a method combining the GPS sensor with the
basic traffic network knowledge for the confusion of the past inferred motor vehicle
model. The random forest algorithm was used as the main model, which improves
detection accuracy by 17 %. Guvensan et al. [8] propose a novel post-processing
algorithm, healing algorithm, to correct the classification error generated by the
machine model algorithm. The segment-based treatment algorithm improves the
average accuracy of travel mode detection by 11.7 %. Reddy et al. [9] use a clas-
sification system combining decision trees with first-order discrete hidden Markov
models and use correlation feature-based feature selection (CFS) feature sets to
eliminate irrelevant and redundant attributes. The final accuracy goes as high up
to 93.6 %. Bolbol et al. [10] use a framework-based reasoning model based on sup-
port vector machine (SVM) classification and tests with coarse-grained GPS data,
resulting in an accuracy of 88 %. Brunauer et al. [11] propose a fully data-driven
classification method using a feedforward multilayer perceptron (MLP) to select the
most beneficial feature subsets through evolutionary features and compare them
with a logical model tree and a C4.5 tree. The achieved overall accuracy is 92.24 %,
which is higher than the other two methods, which are 92.09 % and 84.48 %, respec-
tively. Xia et al. [12] conduct an in-depth analysis of the stationary state during
the travel mode, and divide the speed into zero and the pause and wait for modes.
The significance of the pause during transportation is evaluated. The support vec-
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tor machine (SVM) and the ant colony optimization are used to reduce the feature
dimension, thus achieving 96.31 % detection accuracy. However, Zong et al. [13] use
the support vector (SVC) classification model, with the genetic algorithm (GA) for
optimization purposes in the SVC model and the accuracy reaches 92.2 %. Liang
et al. [14] use CNN for identification and add some filtering algorithms to smooth
the data (can reduce the fluctuation of data), and its highest recognition accuracy
is about 94 %. Xiao et al. [4] use the Bayesian network and the K2 algorithm, and
the resulting walking recognition rate is over 97 %. Besides, the researchers have
proposed many new recognition algorithms. Martin et al. [15] develop a new clas-
sification algorithm and compare it with k-Nearest Neighbor (KNN) and random
forest. Experiments show that the recognition accuracy combined with the random
forest algorithm is 94 %. Zhu et al. [16] propose a travel mode selection model and
a directed graph-guided fusion Lasso method, which reduces the time complexity of
the algorithm.
Compared with other algorithms, the LSTM recognition algorithm combines the
input and output states of the previous data, so it is more sensitive to time series
and it also has a memory function for long-term data. Hence, it can produce good
effects on travel mode recognition. Dai et al. [18] introduce shortcut connections
between the inputs and the outputs of two consecutive LSTM layers to handle
gradient vanishment. The result shows that the new model has a higher trajectory
predicting accuracy. Yuan et al. [17] proposed a supervised LSTM (SLSTM) network
to learn quality-relevant hidden dynamics for soft sensor applications, which are
more relevant and useful for quality prediction. Using the LSTM model, the GPS
data is analyzed and processed, the relevant parameters of the LSTM model are
optimized by QGA, and the travel mode of the GPS data is finally identified.
3 OVERVIEW OF LSTM
The LSTM is obtained by improving the recurrent neural network (RNN). The RNN
is difficult to deal with long-distance dependence, and gradient disappearance or gra-
dient explosion are prone to occur. The LSTM introduces the cell state and adds
the input and output of the previous time to the current time processing through
the gating unit and linear connection. Hence, it can deal with the long-distance
dependency problem.
3.1 Forward Computing
In forward computing, the LSTM saves the long-term memory of the model in the
cell state. The current information, the cell state, and the output of the previous
moment are the input. It controls the input information of different gated units and
gets output. The flowchart is shown in Figure 1.
By adding a cell state for saving the long-term state of input data, the problem
that the RNN hidden layer is sensitive to short-term input is solved. The key of the
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Figure 1. Forward computing structure diagram
LSTM is to control the long-term state. Here, the cell state is controlled by four
control switches: input gate, output gate, forgetting gate, and unit state.
A ∗B = (A ∗B)ij = aijbij. (1)
Formula (1) represents the Hadamard product of A and B, which multiplies the
corresponding elements in the matrix to form a new matrix. Formulas (2), (3), (4),
(5), (6) and (7) describe each process of the LSTM forward computing.
ft = σ(Wf [ht−1, xt] + bf ), (2)
it = σ(Wi[ht−1, xt] + bi), (3)
ot = σ(Wo[ht−1, xt] + bo), (4)
C ′t = tanh(Wc[ht−1, xt] + bc), (5)
Ct = ft ∗ Ct−1 + it ∗ C ′t, (6)
ht = ot ∗ tanh(Ct). (7)
The xt represents the processed data of the input, and after combining with the
output ht−1, the gate state ft is formed by the function to control the output at the
previous moment.
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The LSTM uses the back-propagation algorithm to calculate the weight gradient of
each cell through the error term and uses the gradient descent method to get the
training model.
The error is propagated back in time to control the weight matrix of the gating














Formula (10) shows how the error term is transmitted forward to any time k.
Among them, δ is the error term of different elements at different times, and W is
the weight matrix of different elements at different times.
4 OPTIMIZATION OF LSTM PARAMETERS USING QGA
In order to evaluate the travel mode form the GPS data, firstly, a segment of GPS
data is processed through filtering, eliminating dirty data. Secondly, the model
is constructed by calculating the relevant features based on pure data. Then, the
parameters of the LSTM model are optimized. Finally, the data are trained and
identified to obtain the accuracy of model recognition. The overall framework of the
whole method is shown in Figure 2.
At each point of the data, we adopt three characteristics, including the stopping
point, velocity, and acceleration. Each data point contains these three characteris-
tics. Each sample contains 300 data, and each sample label is marked as a travel
mode.
In the output part, we select four modes, including walk, bike, bus, and car. So
the output dimension is set as (4, 1), i.e., the number of neurons in the output layer
is 4.
In the LSTM model, input data is dimensionally reduced to form (n, 300) data
groups, where n is the number of travel records, and each travel record corresponds
to a motion mode label. During each training, a set of data of batch size parameter
number in the LSTM model is read, and a set of current time output is calculated
by using the weight coefficient of the current time. The error between the current
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Figure 2. Framework for travel mode research and judgment
time output and the actual label is compared, and the error items are transmitted
back to the end in time order. Finally, according to the error items of each time,




Huang et al. [19], Sun [20], Liang [14] have used filtering methods to smooth the
data. Because of the mechanical error, all the GPS positioning data cannot locate
the collected position accurately. Thus the collected data will fluctuate in a certain
range and produce unnecessary noise, and thus needs to be smoothed by employing
Gaussian filtering algorithm, data are processed and the white noise of the data is
filtered out.
F ′i = (Fi−1 + Fi + Fi+1)/3 (11)
where F ′i is the filtered longitude and latitude of point i, Fi−1 is the original GPS
data longitude and latitude of point i−1, Fi is the original GPS data longitude and
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latitude of i, Fi+1 is the original GPS data longitude and latitude of i+1. Replacing
the original value with the average value of a point and its adjacent points can
reduce the sudden change of data, makes the trajectory smoother, more continuous
and more realistic.
4.1.2 Characteristic
The original data provides the longitude, latitude, time, height difference and other
information of the acquisition point. We use Geo Life project data [21, 22, 23] and
introduce it in Section 5. In this paper, the stopping point, velocity, and acceleration
parameters are selected as the experimental characteristics. Experiments show that
the longitude and latitude data hamper model recognition as the absolute position
of longitude and latitude is not closely related to the motion pattern and thus the
recognition accuracy will be reduced in recognition. The elevation data are omitted
because of the small variation and large error of the elevation measured in the
experiment.
When the speed is below the threshold for a while, the stopping point is deter-
mined. The stopping point is according to the movement of motor vehicles under the














Formula (12) shows the calculation of the stopping point, which means that
when the velocity is less than 1 m/s in the first ten seconds of time t, the stopping
point is denoted as 1, and 0 otherwise.
However, it is meaningful to select acceleration as the input variable of the
LSTM. Different vehicles have different characteristics of acceleration and deaccel-
eration, and travel pattern recognition can be realized by using acceleration. Tra-
ditional GPS devices do not provide velocity Vt and acceleration At, so they can





In (13), we use Vincenty Formula [24] to process GPS data and obtain the dis-
tance between two points on the sphere. Pt−1 represents the longitude and latitude
of t− 1 time, and Pt represents the longitude and latitude of t time.
The main travel modes of bus, car, bike, and walk are selected as the output of
the LSTM.
4.1.3 Normalization and Data Pixelate
Through normalization, the input characteristics are changed to decimal numbers
between 0 and 1, which makes data processing more convenient and faster. And
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in sigmoid function, the output tends to be zero. In the calculation of gradient
descent, it can improve the convergence speed of the model and make the training
identification process faster.
For each data, it needs to be pixelated and the float data normalized by one
characteristic becomes eight-bit data from 0 to 255. The set of data represents eight
pixels, that is, the data dimension is expanded to (100, 24). Specifically, all the data
are normalized, and then each data are encoded with eight-bit binary, and finally
form eight pixels data. In general, the input is three characteristics, the stopping
point, velocity, and acceleration. In the grayscale image, there are 24 columns. One
to eight columns are the stopping point, nine to sixteen columns are the velocity,
seventeen to twenty-four columns are the acceleration. And every row is a one-time
point, every one hundred rows is a group.
Each integer type data represents one pixel, and the value of 0–255 represents the
gray value of each pixel. Each sample contains 2 400 pixels to form a grayscale image,
which is input into the model. The grayscale image is shown in Figure 3. Pixelization
of the data is effective, makes the model easier to recognize, and enhances the
interpretability of the model.
 
Figure 3. Grayscale images sample
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4.2 Model Optimization Using the QGA
The QGA uses the qubit encoding method and uses the probability amplitude to
represent the superposition states of 0 and 1. QGA imitates the situation of cross-
variation of chromosomes in genetics, combines individuals with diversity, selects the
best individuals of the population in the generational inheritance, and also generates
the optimal solution of the parameters sought.
QGA [25] is an intelligent optimization algorithm combining the quantum algo-
rithm and genetic algorithm. It solves the problem when traditional genetic algo-
rithms fall into a locally optimal solution to a certain extent and have higher global
search ability and convergence speed [26]. QGA replaces the binary coding method
of chromosomes in traditional genetic algorithms by qubit and quantum superpo-
sition hence it increases the range of chromosome values and replaces the original
chromosome crossover method by quantum full interference crossover method. It
also improves chromosomes by the quantum revolving algorithm. The mutation
method ensures the convergence of the algorithm.
Here, we optimize the number of neurons, the number of hidden layers, the
learning rate, and the number of iterations. So the chromosome number is 4. In the
experiment, the QGA parameters are initialized by combining the common param-
eter setting experience. The chromosome length is 20.
And in the QGA experiment, the iterations number is 100. As Figure 4 shows,
with the addition of the iterations number, the accuracy increases. When the number
is close to 100, there is hard to find more accurate parameters.
The flow chart of the QGA mechanism in order to complete the optimization is
shown in Figure 5.
Step 1: Parameter initialization: This step determines population size, number of
iterations, number of chromosomes, and chromosome length.
Step 2: Population initialization: This step randomly generates a population par-
ticle Qi(a, b, c, d), where a represents the number of neurons, b represents the
number of hidden layers, and c represents the learning rate of LSTM, d repre-
sents the number of iterations of the LSTM.
Step 3: Measurement: The observed state Pi is obtained by measuring each indi-
vidual in the population Qi.
Step 4: Evaluation of fitness: The fitness function set in this paper is the accuracy
of the LSTM model. This function is used to evaluate each individual in the
observed state P (t).
Step 5: Optimization: Using the most retained individual strategy, record the in-
dividuals with the greatest fitness in the observed state P (t).
Step 6: Terminate condition: If the expected optimal result is obtained for the
whole result, the algorithm ends; otherwise, return to Step 7.
Step 7: Update: Update the population with a quantum revolving door, return to
Step 3.
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Figure 4. The effect of the number of iterations
5 EXPERIMENTAL RESULTS
5.1 Test Conditions and Data Sets
The operating environment used in the experiment is as follows: the motherboard:
ASUS X455LJ, CPU: Intel® Core™ i5-5200U CPU @ 2.20 GHz (2 195 MHz), mem-
ory: 12.00 GB (1 600 MHz), main hard disk: Samsung SSD 860 EVO 250 GB; soft-
ware environment: Microsoft Windows 10 (64 bit), and Pycharm integrated devel-
opment environment.
As the collection methods of data sets used in each article are different, the
amount of inconsistent data in each data set will vary and it may lead to different
recognition accuracy. Hence, it is necessary to compare the data sets with large gaps
separately. The collected data sets are usually divided into self-collection data sets
and engineering data sets. Data collected independently is usually realized by the
built-in function of mobile application which collects the movement of individuals
for a while. Engineering data sets are collected and measured by a professional
project, including Geo Life Project [21, 22, 23] and some other projects used in
most studies. For example, Zhu et al. [16], Zhu et al. [6], and Zhu et al. [27] all
use Geo Life’s data. Geo Life Project is also used in this paper. Compared to
the data collected by the application, the data collected by the project is more








Whether the end 
condition is met





Figure 5. QGA flow chart
standard, accurate and stable. In reality, data will inevitably have inconsistency,
and thus using data closer to the real environment will help to improve the value of
application in real-life.
5.2 Comparing Results of Travel Mode Recognition Test
In this work, the LSTM model is used to identify the GPS data, and the three
characteristics of stop point, speed and acceleration are added to recognize the
travel pattern. This algorithm is compared with the existing algorithms in terms of
recognition accuracy.
In the experiments, to ensure that the proportion of training set and test set
samples is similar, 20 % of the data is used as a test set through a random selection.
5.2.1 Comparison with the Different Models
During testing, it is found that the accuracy of the algorithm varies slightly with each
training recognition. To reduce the fluctuation of test results, the test is repeated
10 times. The average accuracy of 10 times is taken as the final accuracy of the
improved algorithm.
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Besides, the standard deviation of 10 recognition accuracy is calculated, and
the stability of this algorithm and the existing algorithm is analyzed, as shown in
Tables 1 and 2. By performing ten repeated tests, the fluctuation of the accuracy
in one test is avoided, and the contingency of the experimental result is reduced to
some extent.
LSTM BP Neural Network Random Forest CNN
81.0 % 80.4 % 79.4 % 81.0 %
81.7 % 78.0 % 77.9 % 69.0 %
80.2 % 77.4 % 80.2 % 84.9 %
82.5 % 78.6 % 79.8 % 83.3 %
81.7 % 78.6 % 79.9 % 63.5 %
83.3 % 76.2 % 78.9 % 74.6 %
81.7 % 76.8 % 79.5 % 84.1 %
84.1 % 83.3 % 78.7 % 74.6 %
83.3 % 78.6 % 79.5 % 81.7 %
82.5 % 80.4 % 81.7 % 81.7 %
Table 1. Comparison of 10 recognition accuracy of different models
LSTM BP Neural Network Random Forest CNN
Accuracy 82.22 % 79.13 % 79.55 % 77.86 %
Average Standard
Deviation
0.01132 0.00966 0.01970 0.071814
Table 2. Comparison of recognition of different models
Long-term memory is stored in the LSTM model. Long-term memory and short-
term memory are used to fit different patterns, which is more suitable for identifying
problems with continuous characteristics. In different modes, their travel modes are
different. For example, the acceleration time of the walk mode is short, the speed is
stable and low; the acceleration time of bus and car mode is longer and the speed is
larger. Therefore, LSTM can distinguish between different modes more accurately.
Compared to the existing algorithms, the average accuracy of the proposed algorithm
is improved, and the fluctuation of recognition accuracy is stable.
5.2.2 Accuracy Analysis of Mode Recognition
In Figure 6, the horizontal axis is the data amount, which is represented by training
set/test set, and the vertical axis is the recognition accuracy. It is evident from
Figure 5 that as the number of data increases, the recognition accuracy of the
algorithm also increases, and gradually stabilizes. The selection of more data could
increase the recognition accuracy of the model, but it may also increase the time
complexity of recognition. In the proposed experiment, the existing data has shown
that the LSTM is better than other algorithms in travel mode recognition and can
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Figure 6. Algorithm identification accuracy analysis chart
have higher recognition accuracy. Therefore, although the experimental results are
limited by the number of data sets, they can still make a good classification of the
travel mode.
In the deep learning algorithm, the amount of data is important for the im-
provement of recognition accuracy. Data set covers the common modes of travel
in people’s daily life, and the proportion of different travel modes in the data
set is also close to reality. Among the 671 travel data, we selected 80 % of the
data as the training set and the remaining 20 % as the test set. All the data was
split by absolutely random and ensured one data does not appear in both train-
ing and test sets. Among the 10 identifications, this paper chooses the best model
to be used as the test travel mode recognition obfuscation matrix, as shown in
Table 3. In the case of optimal recognition, the natural error can be sufficiently
reduced, the influence of actual data and algorithms on the recognition accuracy




Walk Bike Bus Car Total Accuracy
Walk 36 4 0 0 40 90.0 %
Bike 3 18 2 1 24 75.0 %
Bus 0 3 7 6 16 43.8 %
Car 0 0 4 59 63 93.7 %
Total 39 25 13 66 143 83.9 %
Table 3. Travel mode recognition confusion matrix
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In all our conducted experiments, the accuracy of bus mode recognition is sig-
nificantly lower than that of other modes. According to the analysis provided in
Table 3, due to the limitation of the number of data, there are fewer bus modes in
the data set, so the characteristics of bus mode cannot be fitted well in the training
process thus it reduces the recognition rate.
Velocity, acceleration and stop point are selected as features to be input into
the model. In characteristics analysis, in the case of motor vehicles and non-motor
vehicles, the polarization of features is more obvious – usually, the speed and accel-
eration of motor vehicles are greater, and there are more stop points. There will not
be any major errors in model recognition. For the accurate recognition of motor ve-
hicle and non-motor vehicle modes, there will be errors. For example, in Table 3, the
left-lower and right-upper parts of the confusion matrix are 0, while the left-upper
and right-lower parts are confusion.
5.2.3 Parameter Optimization Using the QGA
Before Optimization After Optimization
Accuracy 82.22 % 83.75 %
Error 17.78 % 16.25 %
Table 4. Comparison of the effects of different parameter optimization algorithms on clas-
sification results
To verify that the proposed QGA method has an impact on the identification
results of the LSTM model, Table 4 shows the test results after optimization and
without optimization. The results show that the LSTM model with optimization
parameters has higher recognition accuracy and better classification effect than that
of without optimization parameters.
6 CONCLUSION AND FUTURE WORK
In this paper, the travel mode of GPS data is extracted from a section of GPS
data. Compared to previous studies, this paper converts data to the grayscale im-
age and uses the LSTM model to identify the travel mode, and uses the QGA to
optimize the parameters of the model. The identification accuracy of the model
can be improved by using the QGA parameter optimization algorithm. Compre-
hensive analysis shows that the LSTM model and parameter optimization have
a better effect on improving the accuracy of travel modes recognition algorithm,
can effectively improve the accuracy of travel modes recognition for GPS data, and
has higher application value for the problem of travel modes recognition for GPS
data.
The adopted technique has greatly improved the overall recognition accuracy,
but due to the limitation of data sets, the data used for training in this paper is
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less, and the recognition problem is not enough to make accurate judgments, which
should be considered in our future work.
7 DATA AVAILABILITY
The Geo-life project GPS data supporting this meta-analysis are from previously
reported studies and datasets, which have been cited. The processed data are avail-
able from the corresponding author upon request. Data can be downloaded through
the following address: https://www.microsoft.com/en-us/download/details.
aspx?id=52367.
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