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SEGMENTATION OF LUNGS FROM VOLUMETRIC CT-SCAN IMAGES USING
PRIOR KNOWLEDGE (SHAPE AND TEXTURE)
by Wanmu Liu
This thesis presents a hierarchical segmentation scheme for The segmentation of lungs
from volumetric CT images that concerns variational segmentation methods, namely
geodesic active surfaces (GAS) and active surfaces without edges (ASWE), a volumetric
similarity registration technique, statistical shape modelling using principal component
analysis (PCA), and volumetric texture modelling.
GAS and ASWE are 3-D extensions of their 2-D version, geodesic active contours (GAC)
and active contours without edges (ACWE). The two models are generalized into a uni-
ed framework, referred to as integrated active contours (IAS). Numerical implementa-
tion methods are derived for 3-D and the experiments are conducted both in 2-D and
3-D on synthetic and CT images. Global and local properties of active contours/surfaces
under dierent parameter settings are presented and several applications of these models
are proposed based on experimental results.
The similarity registration technique aims to nd an optimal match between shapes with
respect to rotation, scale and translation parameters. In this registration method, PCA
is initially employed to calculate the principal axes of shapes. These principal axes are
used to obtain a coarse match between shapes to be registered. Then geometric moments
are exploited to estimate the isotropic scale parameter. The rotation and translation
parameters are estimated by phase correlation techniques which take advantage of the
fast Fourier transform (FFT). Experimental results demonstrate that the proposed tech-
nique, compared with the standard iterative gradient descent method, is fast, robust in
the presence of severe noise, and suitable in registering various types of topologically
complex volumetric shapes.
Shape decomposition using PCA is the current state of the art and is widely drawn on in
building deformable shape templates. The major problem to be solved in the modelling
is to nd proper PCA shape parameters that best approximate a novel shape of the
same class. A comparison of popular methods for parameter estimation in the literature
is presented and a hybrid coarse-to-ne method based on previous works is proposed.iv
The method achieves satisfactory accuracy over previous works and is validated by a
database of lung shapes.
A hierarchical shape-based segmentation method that incorporates GAS, ASWE, sim-
ilarity registration, and statistical shape modelling is proposed to extract lungs from
volumetric low-dose CT images. The method is extensively experimented with a large
variety of images including synthetic images with noise and occlusions, low-dose CT
images with articial noise and synthetic tumors, and a low-dose CT database. The
results indicate that the method is robust against noise and occlusions.
Last but not least, a novel volumetric texture modelling technique based on isotropic
Gaussian Markov random eld (IGMRF) is developed and applied to low-dose CT images
of lungs. Based on the proposed texture modelling, a hard classication approach is
suggested to provide proper initializations for the shape-based segmentation method
and enables the segmentation to achieve a higher degree of automation. The method is
evaluated by low-dose CT images with synthetic tumors and the low-dose CT database.
The experimental results suggest its suitability for oering proper initializations for
shape-based segmentation.Contents
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Notations for PCA Shape Modelling
U Q  N matrix consists of reshaped mean-oset shapes
VN Q  N matrix calculated using singular value decomposition
VK First K columns of V
xR similarity registration parameter
N the total number of shapes in a training set
K the number of selected eigen-shapes for modelling
ER1 normalized inner product of shapes' CFs
ER2 Dice's coecient
ED1 average Euclidean distance of two closed surfaces
ED2 Hausdor distance of surfaces
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  mean shape of a training set
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T  1
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Tsim similarity transformation
P() probability of a shape
Notations for Texture Segmentation
Z3 3-D integer space

D 3-D discrete image domain

Dl 3-D local domain of voxel i, 
Dl = fi;Nig

ROI domain of region of interest
L likelihood of parameter wi and iNOMENCLATURE xxv
Ni a set of neighborhood voxels of voxel i
^ I a set of texture feature vectors sampled from ROI, ^ I = f^ Ijg
ii the ith neighborhood voxel of voxel i
D(^ Ii;^ I) the distance between ^ Ii and the nearest ^ Ij 2 ^ I
P(AjB) probability of A given B
Pi probability of voxel i belongs to ROI
p() probability density function
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wi interaction parameter of voxel i and Ni in IGMRF
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1Chapter 1
Introduction
1.1 Lung Segmentation as An Essential Task
Computed tomography (CT) as the standard for pulmonary imaging, has been playing
a vital part in lung disease diagnosis since its rst introduction in the 1970s. Modern
scanner hardware allows CT to provide high spatial resolution and tissue contrast of
anatomical structures in the human thorax. Therefore, it is often used follow up both
acute and chronic pathological changes ongoing in the parenchyma of the lung. The
major applications of CT imaging include providing essential diagnostic information,
including lung parenchymal density, airway wall thickness for chronic obstructive lung
disease (COPD) study, locating and screening tumors for lung cancer treatment, and
determining the necessity of conducting surgeries. By providing the relevant 3-D spatial
information, CT enables the doctors to conduct more eective and ecient treatments
of all kinds of lung diseases.
While high quality volumetric data at hand benet diagnostic capabilities, the extraction
of the information that lies in the huge amount of data can be a considerable burden.
Therefore, accurate segmentation of lungs that involves as little human endeavors as
possible is a necessary step that could allow physicians to put more attention into disease
analyses. Furthermore, one of the key benets of accurate segmentation is the reduction
in computational cost by limiting the further processing algorithms to only the region
of interest (ROI) and hence reducing the number of voxels that have to be processed.
Limiting the size of ROIs prevents the analytic algorithms from being corrupted by
considering voxels that are outside the ROIs.
However, the segmentation of lungs is not a straightforward task to be accomplished.
One of the basic information that one use to perform the task is the intensities of voxels.
Healthy lungs are relatively simple to handle, because they are lled by air and mostly
dark, while there are still all kinds of bright structures, including small ones including
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blood vessels, airway walls, and large ones including arteries, veins. They belong to
lung area, yet may be excluded in segmentation (see gure 1.1). Lungs with certain
pathological changes, say brotic lung diseases and lung cancers, are more dicult to
segment, for they have large bright focal areas or brighter regions caused by localized
increase in tissue density, which, without expert supervisions, mostly fail to be included
in the nal segmentation results.
( a ) ( b ) ( c )
Figure 1.1: An example of lung segmentation. (a) One of the slices from HRCT
(high resolution computed tomography) scans (coronal plane). (b) The result of
segmentation using commercially available software (some airways and vessels
fail to be included). (c) The manually corrected result.
1.2 Previous Works on this Issue
Several early approaches are introduced by Keller et al. (1981); Hedlund et al. (1982);
Homan et al. (1983); Homan and Ritman (1985); Homan (1985); Denison et al.
(1986); Kalender et al. (1991). The work of Denison et al. (1986) involves manual tracing
of lung boundaries naturally provided by large contrast between lung areas and chest
walls. However, this is performed slice by slice, which is laborious and dependent on
observers. Keller et al. (1981); Hedlund et al. (1982); Kalender et al. (1991) also provide
2-D based methods that detect edges of left and right lungs. Homan et al. (1983);
Homan and Ritman (1985); Homan (1985) proposed 3-D region growing method,
which starts with selected seed points and gradually includes voxels by manually set
criteria. Other than Denison et al. (1986), the above approaches are semi-automatic
and allow manual editing of segmentation results.
Later Brown et al. (1997); Hu et al. (2001); Shojaii et al. (2005) proposed fully automatic
methods to solve this problem. Brown et al. (1997) emplooyed anatomical knowledge
to guide the segmentation, making it more robust in presence of pathological changes
in lungs. This method also provides an architecture to separate tracheobronchial tree,
chest wall and mediastinum. Hu et al. (2001) combined thresholding and morphological
processing to accomplish segmentation and smoothing operation. Shojaii et al. (2005)Chapter 1 Introduction 5
applied watershed transform to segmenting lungs and a post perfection scheme is used
to cover some parts that belong to lung areas yet fail to be included.
Recent focus on this topic is to perform segmentation on pathologically changed lungs.
Semi-automatic approach was proposed by Kockelkorn et al. (2010), which employs user
interaction and pre-calculated compact regions with homogeneous texture for lungs with
severe diseases. The work of Pu et al. (2008) aims at including lung nodules into the nal
segmentation results. Hua et al. (2011) proposed a graph-search algorithm combining
intensity, gradient, boundary smoothness and rib information.
More interestingly, an active shape model (ASM) was introduced by Sun et al. (2012) to
perform lung segmentation in presence of cancers. This method exploits extracted rib
information to guide a lung shape model obtained from a training set using principal
component analysis (PCA) to lung areas and optimal boundaries of lungs can be found
with limited freedom of deformation. This is a segmentation scheme that employs prior
knowledge (shapes) into segmentation and presents excellent results.
1.3 Inspirations of an Alternative Methodology
While existing automatic or semi-automatic methods for lung segmentation involve
decades of eorts, admittedly, the most ideal results are produced under supervision
of human experts (mostly radiologists). Experts recognize ROIs in images from obser-
vation to interpretation based on their knowledge through years of training. Taking lung
segmentation for an example, the most outstanding features of the lungs are their colors
(voxel intensities) and shapes, and then, by a closer look the intensities of the voxels
of lungs follow a textural pattern. Therefore, it is interesting to mathematically model
these types of knowledge and algorithmically apply them into forming an automatic
segmentation approach.
Bresson et al. (2006) presented an interesting method employing shape knowledge us-
ing level-set functions (see gure 1.2), taking advantage of the developments of several
research elds, including variational image segmentation model (active contours), simi-
larity/ane registration, and deformable shape template building based on PCA. The
recognition of voxel intensities is performed by active contours and their evolutions are
also restricted by a deformable shape template through registration. This method sim-
ulates human recognition process and it is shown promising results in the extraction of
ROIs of specic shape class.
The formulation of this idea is analogous to that of Sun et al. (2012), however, the two
works has major dierences with respect to the style of solution. The work of Bresson
et al. (2006) is a general variational model and presents mathematically sound optimiza-
tions of energy functionals, while Sun et al. (2012) employed grid point-based empirical6 Chapter 1 Introduction
methods specically for high resolution CT (HRCT) images. The optimizations are
given by derived partial dierential equations (PDEs) which have well established nu-
merical solutions using level-set functions proposed by Osher and Sethian (1988). The
level-set functions have long been considered superior in numerical implementation over
control points for their pixel-wise precision, sub-pixel resolution and natural handling
of topology (splitting and merging) which gives rise to simultaneous segmentation of
multiple objects (Malladi et al., 1994, 1995; Caselles et al., 1997a; Chan and Vese, 2001;
Vese and Chan, 2002; Kimmel and Bruckstein, 2003). A more signicant advantage of
level-set functions is their convenience of extension into higher dimensions, making it
possible to get rid of control points selection process. See gure 1.2 for examples of
point-based and level-set representations of a lung surface.
Figure 1.2: (a) Point-based representations of a lung surface. (b) A 3-D view of
the level-set representations. (c) One typical slice (2-D) of the level-set function.
(d) The level-set surface.
Based on the above discussion, the idea proposed by Bresson et al. (2006) is adopted in
the formulation of the methodology for the segmentation of lungs from volumetric CT
images. However, a full extension of Bresson's method into 3-D is not necessary because
deriving PDEs is not the only path to solve the segmentation problem, for example,
similarity registration and statistical shape modelling. PDEs are, more often than not,
accompanied by delicate and iterative numerical schemes under various conditions of use
in image processing (various conditions refer to image resolutions, noise levels, dynamic
ranges etc.). Therefore, if possible, the solutions should be simplied for better robust-
ness and eciency especially in volumetric images, where one increase in dimensionality
incurs hundreds of times larger data. The iterative schemes are supposed to be employed
only when they are fully necessary after appropriate evaluations.Chapter 1 Introduction 7
1.4 Contributions of this Work
The major contribution of the thesis here is that, it presents a hierarchical methodology
of a high degree of automation that introduces prior knowledge (both shape and tex-
ture) into the segmentation of lungs from volumetric CT images. The method is also
suitable for the segmentation of general volumetric images, say ultra-sound and MRI
(magnetic resonance imaging). It fundamentally consists of four models: variational
segmentation method, namely active contours/surfaces, a similarity registration tech-
nique, PCA modelling of lung shapes and lung texture segmentation. Each of models
are investigated into details to eectively exploit their advantages in the segmentation
process. Therefore, the contributions of the thesis can be considered in four aspects:
Firstly, active contours/surfaces models including geodesic active contours (GAC), active
contours without edges (ACWE), geodesic active surfaces (GAS) and active surfaces
without edges (ASWE) are introduced and their numerical implementation schemes
based on a level-set formulation for 3-D case is derived from 2-D. Experiments are
conducted for both 2-D and 3-D to demonstrate their global and local properties under
various parameter settings.
Secondly, the similarity registration technique provides a fast and robust solution to the
volumetric shape alignment problem over traditional iterative gradient descent methods.
The technique aims to nd an optimal match between shapes represented by character-
istic functions with respect to scale, rotation and translation parameters. The theories
behind the technique involve PCA for a coarse match, geometric moments for scale es-
timation, and correlation techniques for rotation and translation calculation. Extensive
experimental results are given to show the capability of the method. It can register
shapes of various topologies and with severe noise, and can achieve successful regis-
tration under arbitrary initializations. Also, it eliminates iterations and exploits the
Fourier transform. This technique not only oers a solid foundation for deformable
shape template building and the shape-based segmentation scheme, but contributes to
automatic initialization of segmentation as well. To clarify, the role played by PCA in
this technique is to nd principal axes of shapes for a coarse match, but not for statistical
modelling.
Thirdly, a deformable shape template for the lungs is built up based on PCA. Previous
theories (Leventon et al., 2000; Bresson et al., 2006) on this topic are introduced and
based on these theories, a hybrid shape modelling technique is proposed for better ac-
curacy and eciency. Multiple analyses of the shape features of the lungs are presented
to validate the feasibility of employing the PCA shape parameter estimation schemes.
Comparisons of the hybrid scheme and previous works are presented both theoretically
and experimentally. The proposed hybrid shape approximation technique is shown to
be suitable for modelling of shapes of lungs.8 Chapter 1 Introduction
Last but not least, a supervised texture segmentation method based on Isotropic Gaus-
sian Markov Random Field (IGMRF) is presented for volumetric CT images. It provides
proper initializations for the segmentation based on shapes. The distribution of interior
voxels of lung regions distinguishes the lung from other parts in the CT images. Pa-
rameters estimated from the IGMRF are used to form parameter local (PL) histograms,
which exhibit satisfactory discriminative power of textures. By texture modelling and
segmentation, the majority of the lung volume can be extracted and thus a proper
initialization is provided for the shape-based segmentation.
1.5 An Overview of the Thesis
Before proceeding to details, the organization of this thesis is given here for an overview:
chapter 2 introduces the theory of active contours/surfaces and several applications of
this model to both 2-D and 3-D images; a novel registration technique is then proposed
in chapter 3 with its feasibility to solve this problem validated; chapter 4 investigates
into PCA modelling of lungs, performing analyses of the lung shape class and proposes
a novel hybrid modelling method; With essential techniques ready, chapter 5 describes a
hierarchical scheme incorporating these techniques to achieve a satisfactory segmentation
of volumetric images in presence of large amount of noise and various types of occlusions;
in addition to the prior shape, a volumetric texture segmentation method to employ
texture information as prior knowledge is given in chapter 6; Finally, chapter 7 concludes
the thesis and proposes several future directions for this research topic.Chapter 2
Active Contours/Surfaces
2.1 Previous Works
Kass et al. (1988) rst introduced the idea of active contours (snakes) into the eld
of image segmentation. Classical active contours are explicitly presented in an Euler-
Lagrange equation deduced from an energy functional that basically consists of two parts:
internal energy and external energy. The internal energy serves to control the geometric
properties of the contours and the external energy are mostly exerted by the target
image. In an attempt to minimize the energy functional, the associated Euler-Lagrange
equation which controls the motion of the contours is derived. When the contours
achieve its steady state, local minima of the image, mostly lines and edges, are detected.
Its 3-D version is proposed by Terzopoulos et al. (1988) and this methodology was later
applied eectively into medical image segmentation in the forms of topology-adaptive
snakes (t-snakes) (Montagnat and Delingette, 2000b; McInerney and Terzopoulos, 2000),
Eigen-snakes (Toledo et al., 2000a,b) , 3-D parametric active surface (Montagnat and
Delingette, 2000a), deformable tubular model (Yim et al., 2001).
Novel models of a similar style were proposed by Caselles et al. (1993) and Malladi
et al. (1994, 1995) based on the theory of curve evolution and geometric ows. In these
models, the contours evolve in a velocity that constrains two terms, one relates to the
regularity of the contour and the other pushes the contours towards the boundary of the
image. However, stopping condition has to be chosen properly, for the geometric models
are given in the form of curve evolution equation, but not an energy minimization one.
The numerical implementation of the geometric models is hugely facilitated by the level-
set based method (Osher and Sethian, 1988), in which 2-D curves are embedded into a
3-D surface (often a signed distance function). Thus, automatic handling of the curve
topologies makes it possible for several objects to be detected simultaneously without
prior knowledge.
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Caselles et al. (1997a) generalized a particular case of classical snakes into nding a
geodesic curve in a Riemannian space with a metric derived from the image. This means
that boundary detection in this sense, becomes nding a geodesic curve that has the
minimal length in Riemannian space. The framework is similar to the geometric active
contours, however, the geodesic active contour model is intrinsic and non-parametric,
also, unlike geometric active contours, no stopping term has to be chosen, for the curve
becomes static when it reaches the steepest area of the boundary. Moreover, it is capable
of detecting objects with sharper corners compared to geometric active contours.
While the above models are more or less dependent on image gradient to detect bound-
aries, Chan and Vese (2001) presents a region feature based image segmentation model.
The contours in this model are described as the interface of two regions: inside and
outside on a nite domain of the image. The image force that drives the contour is
derived from minimizing the respective variance of a specied term, say pixel intensity,
inside and outside the contour, therefore the steady state of contour indicates that both
the areas inside and outside of the contour achieve maximal similarity with respect to
the specied term. This model is a reduced form of Mumford-Shah (MS) functional
(Mumford and Shah, 1989), referred to as the minimal partition problem. However, the
implementation of this model is dierent from previous ones. The embedment of the
contours into the signed distance function (SDF) is achieved along with derivation of the
associated Euler-Lagrange equation, or in other words, the curve evolution equation of
this model is in essence an SDF evolution equation and thus achieves better numerical
stability.
Kimmel and Bruckstein (2003) put both geodesic active contours and active contours
without edges into the one curve evolution equation along with an optimal edge integra-
tion term which is generalized as an equivalence with the zeros crossings of the image
Laplacian. Later, this unied work was referred to as integrated active contours by Sagiv
et al. (2006), in which, the methodology appeared to be capable of detecting objects with
interior boundaries in a background of gradually attenuating illumination, which may
be the case in medical images. This was also applied into the segmentation of thin and
tree like structure such as blood vessels, in the volumetric CT images (Holtzman-Gazit
et al., 2006).
2.2 Geodesic Active Surfaces
This model proposed by Caselles et al. (1997b) is an extension of GAC (Caselles et al.,
1997a) into 3-D. GAC mathematically connects two edge detection approaches, classical
snakes (Kass et al., 1988) and geometric curve propagations (Caselles et al., 1993; Malladi
et al., 1994, 1995), making itself benet from both models.Chapter 2 Active Contours/Surfaces 11
2.2.1 Classical Snakes in 3-D
Let S(p;q) : [0;1]  [0;1] ! R3 represent a parametric 3-D surface and I : 
 ! R an
image, where S = (x(p;q);y(p;q);z(p;q))T and 
 is bounded open set of R3 denoting the
image domain. Let ^ 
 = [0;1]  [0;1], the energy functional introduced by Terzopoulos
et al. (1988) is given as
Esnk(S) =
Z
^ 


1j@pSj2 + 2j@qSj2 + 3j@ppSj2 + 4j@pqSj2 + 5j@qqSj2 + jrIj

dpdq
(2.1)
where i and  are positive constants. The rst and second order derivatives of S are to
regularize the curve (internal energy). The rst order derivatives control elasticity and
the second bending. The deformation of S are also aected by gradients of I (external
energy), which attracts S to image boundaries. Given a set of constant parameters, S
evolves to minimize Esnk. Trade-o between surface smoothness and proximity to object
edges is manually adjusted and topology is dealt with using specic schemes.
2.2.2 Implicit Surface Propagation
Malladi et al. (1995) proposed an implicit 3-D surface propagation for segmentation. S in
this model is embedded into an one-dimension-higher volume and propagates according
to the mean curvature and geometric features of I. The advantage of the embedment is
that it uses value changes of voxels to represent deformation of S (see gure 2.1), and
thus vastly facilitates the numerical implementation.
Figure 2.1: A 1-D demonstration of the motion of S when embedded into .
A point on surface S (the circle in dashes) is implicitly represented by an one-
dimension-higher line between two grid points on volume  (the square with
solid lines). The value change of a point on  gives rise to the motion of the
point on S. The motion of the point set that constitute S is deformation.
Let (x) : 
 ! R be a volumetric level-set function, where x = (x;y;z)T and in this
sense S = fx :  = 0g. Mostly  is preferred to be a signed distance function. The12 Chapter 2 Active Contours/Surfaces
explicit surfaces propagate according to the following motion equation:
@tS = ~ nV (2.2)
where V is the propagation velocity and ~ n is the unit inward normal of S. Replacing ~ n
by r=jrj, the implicit surface propagation equation proposed by Osher and Sethian
(1988) is
dt = @t + @x@tx + @y@ty + @z@tz
= @t + r  @tS
= @t + r  (V~ n)
= @t + V(r 
r
jrj
)
= @t + Vjrj = 0 (2.3)
Therefore, the motion equation of  is @t =  jrjV. In the work of Malladi et al.
(1995),  evolves according to
@t = jrj

g(I)(r 
r
jrj
+ )

= jrjg(I)(K + ) (2.4)
Here K = r(r=jrj) is twice the mean curvature (sum of the two principal curva-
tures) of the zero level set of  and g(I) = 1=(1+(jGrIj=)2), where G is the Gaussian
lter that smooths the image and  is used to normalize the smoothed image gradients.
 is necessary due to the fact that HRCT data have high dynamic range (0-3000) which
may cause numerical instability of GAS (g(I) that corresponds to dierent values of 
is given in gure 2.2). Therefore  is chosen so that g(I) is smooth enough to let GAS
perform well. At ideal edges in the image, where rI = 1, and therefore g(I) = 0,
 stops evolving. This can also be considered as manually intervened mean curvature
motion equation that stops at edges of image during its evolution that minimizes the
Euclidean area of zero level surface S.  here serves to minimize the volume of inside
region of S when  < 0 and when  > 0, it acts as balloon force that dilates S.
2.2.3 Geodesic Active Surfaces
Caselles et al. (1997a) generalized classical snakes and geometric curve propagation into
nding a minimal path in a given Riemannian space. This model is extended to 3-D
in the work of Caselles et al. (1997b). In 3-D, while surface-propagation-based model
minimizes the Euclidean area A =
R
S da, where da = j@pS  @qSjdpdq is the areaChapter 2 Active Contours/Surfaces 13
( e ) ( d ) ( c ) ( b ) ( a )
Figure 2.2: (a) One slice of HRCT scans. (b) Smoothed gradient image of the
slice. (c) g(I) when  = 1 and max(g(I)) = 0:01. (d) g(I) when  = 20 and
max(g(I)) = 0:82. (e) g(I) when  = 50 and max(g(I)) = 0:97.
element of S, the GAS minimizes a weighted area:
AGAS =
Z
S
g(S)da (2.5)
Image gradients are naturally embedded into the above functional. The corresponding
Euler-Lagrange equation is given as
@tS = ~ n

g(I)K   rg(I) ~ n

(2.6)
where K = r  ~ n is twice the mean curvature (sum of two principal curvatures) of the
explicit surface S. Motion of S naturally stops at image edges. Bring ~ n = r=jrj
into the above equation, level-set formulation of GAS is
@t = jrj

g(I)K + rg(I) 
r
jrj

= jrjg(I)r  (
r
jrj
) + rg(I)  r
= jrjr  (g(I)
r
jrj
) (2.7)
GAS is closely related to surface propagation model of Malladi et al. (1995) and a general
GAS model includes the constant speed term:
@t = jrj

r  (g(I)
r
jrj
) + g(I)

(2.8)
The constant speed term is optional, however, in practice, properly choosing the value
of  and the stopping term g(I) gives rise to a much faster convergence. Superior to its
predecessors, the GAS model is capable of detecting thinner and sharper structures while
keeping its smoothness, since it provides an optimal balance between object boundary
presentation and surface regularity. Furthermore, in the level-set framework, surfaces
naturally split and merge, therefore multiple objects could be detected simultaneously
without specially designed topology handling schemes.14 Chapter 2 Active Contours/Surfaces
2.3 Active Surfaces Without Edges
While most traditional methods employ image gradients for edge detection, Chan and
Vese (2001) proposed a region-feature-based segmentation technique which involves no
image gradients.
2.3.1 ASWE in A Basic Formulation
Let 
+ be an open subset of 
 and denote the inside region of a closed-form surface S,
therefore S = @
+, and let 
  = 
n 
+ denote the outside region of S. In 2-D, the
general idea proposed by Chan and Vese (2001) is to nd a curve that makes the pixels
of the region inside and outside the curve achieve the most homogeneity respectively. In
3-D, it can be mathematically presented in the following functional:
EASWE = A(S) + V (
+) + +
Z

+
jI   c+j2 dx +  
Z

 
jI   c j2 dx (2.9)
The rst and second term respectively denote the Euclidean area of S and the volume
of 
+ and these two terms (internal energy) ensure the smoothness of S. The area term
takes the form A =
R
S da. Constants c+ and c  are the averages of region 
+ and
region 
  dependent on S. When EACWE is minimized, the variances both inside and
outside S become the minimal.
2.3.2 ASWE in A Level-set Formulation
The level-set function  can represent surface S, region 
+ and region 
  by
8
> > > <
> > > :
S = @
+ = fx 2 
 : (x) = 0g

+ = fx 2 
 : (x) > 0g

  = fx 2 
 : (x) < 0g
However, unlike GAS, in which the level-set formulation is exploited in the surface
evolution equation, ASWE, however, embeds  into the energy functional represented
by equation 2.9. Using the Heaviside function H and its one-order derivative Dirac
function 0
H() =
8
<
:
1 if   0
0 if  < 0
; 0() = dH() (2.10)Chapter 2 Active Contours/Surfaces 15
the terms in equation 2.9 are expressed in the level-set formulation:
A(S) = A( = 0) =
Z


jrH()jdx =
Z


0()jrjdx (2.11)
V (
+) =
Z


H()dx (2.12)
Z

+
jI   c+j2 dx =
Z


jI   c+j2H()dx (2.13)
Z

 
jI   c j2 dx =
Z


jI   c j2(1   H())dx (2.14)
Then equation 2.9 could be written as
EASWE =
Z



()jrj+H()++jI c+j2H()+ jI c j2(1 H())

dx (2.15)
where c+ and c  are
c+() =
R

 IH()dx
R

 H()dx
(2.16)
c () =
R

 I(1   H())dx
R

(1   H())dx
(2.17)
It is assumed in these two equations that
R

 H()dx > 0 and
R

(1   H())dx > 0,
that is, both the inside and outside volumes of surface S exist in 
.
Assuming that c+ and c  are constants, the Euler-Lagrangian (EL) equation that min-
imizes EASWE is derived as
@t = 0()

r  (
r
jrj
) +    +jI   c+j2 +  jI   c j2

(2.18)
This model is region-feature-based, therefore it has a greater robustness than image-
gradient-based model to noise and is able to achieve a faster convergence. Moreover, the
initialization of this model does not aect nal segmentation, which is not the case in
previous models.
2.4 Integrated Active Surfaces
Holtzman-Gazit et al. (2006) put GAS and ASWE into one unied framework. The
functional is given as
EIAS = AGAS + EASWE
= 
Z
S
g(S)da + 
Z

+
jI   c+j2 dx +
Z

 
jI   c j2 dx

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The Euclidean area term A =
R
S da in the original ASWE model is replaced by a
geodesic area term. By adjusting  and , the GAS term could act both as a regularizing
term or the main driving force in the surface evolution. Furthermore, it can be noted
that the region parameter in the IAS model becomes a single  rather than + and
  in the ASWE model. The reason is that in the current literature, it is the general
practice to set + =  , therefore in the unied IAS model, they are replaced by one .
The corresponding surface evolution equation in the explicit form is deduced as follows:
@tS = ~ n


 
gK   rg ~ n

  
 
jI   c+j2   jI   c j2

(2.20)
Then it is put into the level-set formulation for simpler implementation:
@t = jrj

r  (g(x)
r
jrj
)   
 
jI   c+j2   jI   c j2

(2.21)
However, a more preferable form is to combine  into the IAS energy functional, just
like the work by Sagiv et al. (2006):
EIAS =
Z



g(x)()jrj+H()+jI c+j2H()+jI c j2(1 H())

dx (2.22)
The associated EL equation is
@t = 0()

r  (g(x)
r
jrj
) +    jI   c+j2 + jI   c j2

(2.23)
This equation is a unied and stable model of all the active surface models described
above. By setting  to zero, and adding a stopping term g(x) to , the model becomes
geodesic active surfaces that can be used for local optimization. If the global detection
of edges is needed, the ASWE term could be turned on, in which case the term AGAS
serves only to regularize the curve. Therefore, this model is proposed to be used as
driving force of prior shape in segmentation of volumetric CT images.
2.5 Numerical Implementation Details
The level-set function  is intended to be a signed distance function (SDF) which satises
jrj = 1 given a closed surface S. In fact, SDFs could be represented by Lipschitz
functions dened as
(x) =
8
> > > <
> > > :
0; x 2 S;
DE(x;S); x 2 
+;
 DE(x;S); x 2 
 ;
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where DE is the minimum Euclidean distance between surface S and each point in 
.

+ and 
  respectively represent regions inside and outside S. The fast Euclidean
distance transform proposed by Maurer Jr et al. (2003) is employed here to initialize
and to reinitialize .
Since the ideal form of Heaviside function H and Dirac function 0 does not exist in
numerical implementation, they are to take approximated forms. The approximations
proposed by Chan and Vese (2001) are adopted here and H() becomes
H() =
1
2
+
1

arctan(


) (2.25)
0() becomes
() =

(2 + 2)
(2.26)
These approximations (see gure 2.3 and gure 2.4) allow calculation of speed on all
level sets of  and thus makes equation 2.23 a global minimizer of . Moreover, a
narrow band of zero level set with bandwidth [ ;] plays the major part and evolutions
of other level sets outside the narrow band are signicantly repressed. This in practice
delivers greater numerical stability, due to the fact that the zero level set of  is of much
greater signicance than other level sets.
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Figure 2.3: 1-D Plots of H with  = 1;2; ;15. H becomes smoother with 
increasing.
The discretization of equation 2.23 requires special numerical schemes. It is to be ex-
plained in section 2.6.1 that a direct discretization would give rise to numerical insta-
bility. Therefore, a superior scheme, namely the semi-nite implicit dierence scheme
introduced by Vese and Chan (2002), is adopted here and is extended to 3-D. Let
h = x = y = z be the space step, t the time step, (xi;yj;zk) = (ih;jh;kh)18 Chapter 2 Active Contours/Surfaces
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Figure 2.4: 1-D Plots of  with  = 1;2; ;15. Peaks of  at 0 reduce with 
increasing.
the grid points and n
(i;j;k) = (xi;yj;zk;nt) an approximation of (x;t), where
1  i;j;z  N. Let
Di+ =
g(i+1;j;k) q
(
n
(i+1;j;k) n
(i;j;k)
h )2 + (
n
(i;j+1;k) n
(i;j 1;k)
2h )2 + (
n
(i;j;k+1) n
(i;j;k 1)
2h )2
;
Di  =
g(i 1;j;k) q
(
n
(i;j;k) n
(i 1;j;k)
h )2 + (
n
(i 1;j+1;k) n
(i 1;j 1;k)
2h )2 + (
n
(i 1;j;k+1) n
(i 1;j;k 1)
2h )2
;
Dj+ =
g(i;j+1;k) q
(
n
(i+1;j;k) n
(i 1;j;k)
2h )2 + (
n
(i;j+1;k) n
(i;j;k)
h )2 + (
n
(i;j;k+1) n
(i;j;k 1)
2h )2
;
Dj  =
g(i;j 1;k) q
(
n
(i+1;j 1;k) n
(i 1;j 1;k)
2h )2 + (
n
(i;j;k) n
(i;j 1;k)
h )2 + (
n
(i;j 1;k+1) n
(i;j 1;k 1)
2h )2
;
Dk+ =
g(i;j;k+1) q
(
n
(i+1;j;k) n
(i 1;j;k)
2h )2 + (
n
(i;j+1;k) n
(i;j 1;k)
2h )2 + (
n
(i;j;k+1) n
(i;j;k)
h )2
;
Dk  =
g(i;j;k 1) q
(
n
(i+1;j;k 1) n
(i 1;j;k 1)
2h )2 + (
n
(i;j+1;k 1) n
(i;j 1;k 1)
2h )2 + (
n
(i;j;k) n
(i;j;k 1)
h )2
:
and
D = 1 +
t
h2 (n
i;j;k)(Di+ + Di  + Dj+ + Dj  + Dk+ + Dk ) (2.27)Chapter 2 Active Contours/Surfaces 19
Finally, n+1
(i;j;k) is updated by
n+1
(i;j;k) =
1
D

n
(i;j;k) +
t
h2 (n
(i;j;k))
h
Di+n
(i+1;j;k) + Di n
(i 1;j;k)
+ Dj+n
(i;j+1;k) + Dj n
(i;j 1;k) + Dk+n
(i;j;k+1) + Dk n
(i;j;k 1)
i
+ t(n
(i;j;k))
h
g(i;j;k)   (I(i;j;k)   c+)2 + (I(i;j;k)   c )2
i
(2.28)
where
c+(n
(i;j;k)) =
PN
i;j;k=1 I(i;j;k)H(n
(i;j;k))
PN
i;j;k=1 H(n
(i;j;k))
(2.29)
c (n
(i;j;k)) =
PN
i;j;k=1 I(i;j;k)(1   H(n
(i;j;k)))
PN
i;j;k=1(1   H(n
(i;j;k)))
(2.30)
2.6 Experimental Results
The experiments of active contours/surfaces are respectively conducted in 2-D and 3-D.
The 2-D active contours here provides several intuitive understanding of their properties
in various types of images, e.g. natural handling of curve topologies, dierent features of
local active contours (geodesic active contours) and global active contours (active con-
tours without edges). The experiments concerning active surfaces present applications
of the model to volumetric CT images to demonstrate their characteristics in 3-D. Fol-
lowing the previous works, the parameters involved in the active contour/surface models
are chosen to well present the experimental results.
2.6.1 Active Contours (2-D)
Sample images of gure 2.5, gure 2.6 and gure 2.7, are images of size 256  256 and
gure 2.8 is one of the 512  512 HRCT slice images provided by NIHR Southampton
Respiratory Biomedical Research Unit. For computation convenience, following the work
of Chan and Vese (2001) and Kimmel (2003), all experiments are conducted by setting
t =  = h = 1, and by 5  5 Gaussian smoothing lter with  = 1. The values of , 
and  are given in the captions of the corresponding gures.
Firstly, the problem of selecting the numerical implementation schemes is addressed
here. A direct discretization scheme of ASWE is given as follows: let h be the space
step, t the time step, (xi;yi) = (ih;jh) the grid points and n
i;j = (xi;yi;nt) an
approximation of (x;y;t) (the 2-D version of (x;y;z;t)), where 1  i;j  N. The20 Chapter 2 Active Contours/Surfaces
nite dierences can be presented by
D 
x i;j = i;j   i 1;j;D+
x i;j = i+1;j   i;j
D 
y i;j = i;j   i;j 1;D+
y i;j = i;j+1   i;j
Then a direct discretization scheme is
n+1
i;j =n
i;j + t(n
i;j)[

h2D 
x (
gi;jD+
x n
i;j q
(
D+
x n
i;j
h )2 + (
n
i;j+1 n
i;j 1
2h )2
)
+

h2D 
y (
gi;jD+
y n
i;j q
(
n
i+1;j n
i 1;j
2h )2 + (
D+
y n
i;j
h )2
)
     (Ii;j   c+(n
i;j))2 + (Ii;j   c (n
i;j))2] (2.31)
where c , c+ becomes
c (n
i;j) =
PN
i;j=1 Ii;jH(n
i;j)
PN
i;j=1 H(n
i;j)
c+(n
i;j) =
PN
i;j=1 Ii;j(1   H(n
i;j))
PN
i;j=1 j = 1(1   H(n
i;j))
(2.32)
Figure 2.5 illustrates the curve evolution using a direct discretization scheme. It can
be observed according to the top two lines that, with  = 1, boundaries of the sample
image, including sharp, smooth, exterior and interior ones, are accurately detected with
arbitrary initialization. However, the bottom row of gure 2.5, with  = 0, which means
the curve is supposed to be GAC, exhibits numerical instability. Therefore, a superior
numerical approximation scheme proposed by Vese and Chan (2002) is employed to
overcome this situation.
n+1
i;j is then computed as follows:
Let
Di+ =
gi+1;j q
(
n
i+1;j n
i;j
h )2 + (
n
i;j+1 n
i;j 1
2h )2
Di  =
gi 1;j q
(
n
i;j n
i 1;j
h )2 + (
n
i 1;j+1 n
i 1;j 1
2h )2
Dj+ =
gi;j+1 q
(
n
i+1;j n
i 1;j
2h )2 + (
n
i;j+1 n
i;j
h )2
Dj  =
gi;j 1 q
(
n
i+1;j 1 n
i 1;j 1
2h )2 + (
n
i;j n
i;j 1
h )2
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Figure 2.5: Curve evolution using a direct discretization scheme. Top and
middle rows are the evolutions of ACWE. f = 103,  = 0 and  = 1g. Bottom
row is the evolution of GAC (numerical instability). f = 103,  = 0 and
 = 0g.
and
D = 1 +
t
h2 (n
i;j)(Di+ + Di  + Dj+ + Dj ) (2.34)
nally
n+1
i;j =
1
D
[n
i;j +
t
h2 (Di+n
i+1;j + Di n
i 1;j + Dj+n
i;j+1 + Dj n
i;j 1)
+ t(n
i;j)( gi;j   (Ii;j   c+(n
i;j))2 + (Ii;j   c2(n
i;j))2)] (2.35)
Figure 2.6 presents the results achieve by the superior numerical scheme. The middle
and bottom rows of gure 2.6 indicate the eectiveness of the numerical scheme and the
curve with  = 0, which is GAC, is capable of detecting local sharp boundaries.
Figure 2.7 presents the evolution of IAS in 2-D in the image with a gradient illumination
background. The top row of the gure indicates that the curve captures the global
features of the image and fails to distinguish the circle from background. By setting 
to a very high value, enabling the geodesic term play the major part, the curve only
detects the outer boundary, not coinciding with the result showed in Sagiv et al. (2006),
in which, the integrated active contours achieve accurate detection of both interior and
exterior boundaries. However, by setting  (the area minimization parameter) to a high22 Chapter 2 Active Contours/Surfaces
Figure 2.6: The curve evolution using the scheme proposed by Vese and Chan
(2002). Top row is the evolution of ACWE. f = 103,  = 0,  = 1g. Middle
and bottom rows are the evolution of GAC starting from various initial contours.
f = 103,  = 0,  = 0g.
value, such result can be achieved, as is showed by the bottom row of gure 2.7. It
should be noted that this result could be achieved by employing ACWE only.
Figure 2.8 is an example of lung 2-D slice segmentation. On the rst line with ACWE
term on, the large airway boundaries and the thin structures in the image are detected,
however, small airway walls are too vague compared to other parts, say bones and vessels,
to be regarded by the ACWE term as objects. The second line is the result of using
only the GAC term and it could be observed that strong local edges are detected. The
third line shows the eect of the constant speed term (balloon speed), which drives the
curve to ll up the whole airway lumen. In addition, by sole GAC term, the curve is
incapable of expanding, for the evolution equation is to minimize the geodesic length.
Therefore, for accurate detection, the sum of perimeter of targeted objects boundaries
should be less than or not too much more than that of the initial curve.
2.6.2 Active Surfaces (3-D)
This section gives some results of basic experiments associated with IAS. Recall that
IAS consist of two parts: GAS and ASWE. IAS involve several parameters that control
the weights of dierent terms:  controls the geodesic area,  the balloon force (the
volume parameter),  the ASWE term and  the variance of Gaussian kernels that
smooths images. Moreover, there are other parameters that remain constant in all theChapter 2 Active Contours/Surfaces 23
Figure 2.7: Curve evolution on an image of an gradient background: Top row is
the evolution of ACWE. f = 103,  = 0,  = 1g. Middle row is the evolution
of GAC. f = 103,  = 0,  = 0g. Bottom row is the evolution of integrated
active contours. f = 102,  = 5  102,  = 0:1g.
Figure 2.8: An example of segmentation of a slice from the lung data. (a)
An initial contour. (b) The result by ACWE. f = 103,  = 0,  = 1g. (c)
Another initial contour in the main airway. (d) The result by GAC. f = 104,
 =  2  103,  = 0g.
experiments: h =  = t = 1,  = 50 (recall that  is a parameter that normalizes image
gradients, see section 2.2.2) and the size of Gaussian kernel used here is 7  7  7. The
resolution of HRCT scans is reduced from 512  512  592 to 256  256  296 to save
memory.
Figure 2.9 demonstrates the process of IAS evolving in volumetric HRCT scans. The
initial surfaces are manually chosen. Multiple structures in the medical data are de-
tected including lung surfaces, large airways, main blood vessels and some other dark
areas beneath lungs. IAS does well in automatic handling of topologies, however, it is24 Chapter 2 Active Contours/Surfaces
insucient to accurately extract lungs because the information employed for segmenta-
tion are simply voxel intensities and image gradients. More constraints are necessary to
obtain well-segmented lungs automatically. In addition, dark regions outside the body
in the image are masked. An enlarged slice image of the segmentation result is presented
by gure 2.11.
Figure 2.9: The evolution of IAS from initial surfaces till convergence on vol-
umetric HRCT scans. (a) Initial surfaces (n = 0): two spheres which reside
within left and right lung areas. (b) n = 1. (c) n = 2. (d) n = 8. (e) n = 18.
(f) Converged IAS (n = 31). f = 500,  = 0,  = 1, 2 = 1, average time
taken in each iteration  t = 9:76sg
When  = 0, IAS becomes in fact GAS whose evolution is quite slow from manually
chosen initial surfaces, a superior scheme is to use GAS for post regularization and
detection of local boundaries. Figure 2.12 gives an example. The results are obtained
using shape in gure 2.9(f) as initial surfaces by setting  to 0. GAS does well in
local regularization given a segmented shape from the image. More thin structures are
detected and smoothed.
Figure 2.13 presents another application of GAS. Figure 2.13(a) shows the lungs linearly
interpolated from 128  128  198 to 256  256  296. There is boundary informationChapter 2 Active Contours/Surfaces 25
Figure 2.10: Selected slices that present evolution of IAS. (1)(a)-(f) correspond
to (a)-(f) in gure 2.9 on the coronal plane. (2)(a)-(f) are on axial plane.
Figure 2.11: An enlarged slice image of the segmentation result produced by
IAS.
loss and the lung surfaces are inaccurate. A better interpolation scheme, say cubic
interpolation, could be chosen for a nicer shape, however, the accuracy is not ensured,
for it is not based on image information. GAS regularization delivers a satisfactory
result and it could be considered, in this application, as image-based interpolation. This
is very useful in future scheme of lung extraction using prior-shape-based active surfaces.
General lung shapes could be extracted from lower resolution volumetric medical imageChapter 2 Active Contours/Surfaces 27
They are associated with mathematical optimization problems and naturally smoothed
by internal force during evolution for image segmentation. Experiments are conducted
both for 2-D and 3-D cases and the results suggest that active contours/surfaces model
is capable of automatically detecting regions and boundaries of images and its local and
global properties can be adjusted by various parameter settings. It also requires superior
numerical implementation scheme to work properly.
However, internal force is insucient for an accurate lung segmentation under inuence
of bright vessels and dark airways, as is shown by experimental results in section 2.6.
Therefore, prior knowledge (prior shape) is necessary for an accurate segmentation and
the next step is to incorporate the prior shape model into the process of segmentation.Chapter 3
Similarity Registration of
Volumetric Shapes
3.1 Background
In the previous chapter, it is shown that the active surface models fail to produce ac-
curate segmentation of lungs from CT images. Therefore introducing shape template
into active surfaces, known as the shape-based image segmentation method is necessary.
Particularly for shape-based image segmentation problem, shape registration is essen-
tial because, as discussed in section 1.3, it enables the deformable shape template to
contribute to the evolution of the active contours/surfaces. This gives the shape-based
segmentation method a greater robustness against noise and occlusions as is pointed out
in the works of Leventon et al. (2000), Tsai et al. (2003) and Bresson et al. (2006). Fur-
thermore, shape registration benets a variety of research elds, such as statistical shape
study, shape-based image segmentation, 3-D modelling of real world objects, which give
rise to all kinds of registration techniques. Before a certain registration technique is
developed, four aspects need to be taken into account:
1. Shape representations: The raw data acquired at hand may well dier in various
research elds, and they are intended to be well suited for application purposes. For
example, in real world object modelling, popular representations include range data (Li
et al. (2011), Gelfand et al. (2005), Lucchese et al. (2002)), and point sets (Chen et al.
(2010), Breitenreicher and Schn orr (2010)), while in shape-based image segmentation
(Spiegel et al. (2009),Sun et al. (2012)), parametric surfaces and signed distance functions
(SDFs,Osher and Sethian (1988)) are frequently used for curve/surface evolutions. In
medical imaging, shapes are often represented by characteristic functions (CFs) which
serve as mask to emphasize regions of interest.
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2. Expected results of registration: In 3-D object modelling, a sequence of partial
views represented by range data are to be registered for acquisition of a full 3-D object.
This process involves matching of common regions of surfaces. In shape-based image
segmentation and statistical shape modelling, registration to nd a suitable match of
two entire shapes.
3. Degrees of precision: In fact, registration precision is closely associated with given
degrees of freedom. Rigid transformation (Breitenreicher and Schn orr (2010), Gelfand
et al. (2005), Besl and McKay (1992)) involves rotation and translation and similarity
registration further includes scale, while non-rigid transformation allow local deforma-
tion to achieve a greater matching. One can choose proper degrees of freedom according
to the registration problem at hand. For example, entire shape or surface may be suf-
ciently matched by rigid transformation, however, more sophisticated modelling such
as facial expression modelling or heart ventricle motion tracking involve non-rigid trans-
formation (Huang et al. (2006)).
4. Similarity/Dissimilarity measure of registration: Most frequently used measure is
sum of squared distance/dierence (SSD) between either explicit corresponding points
or functions that used to represent shapes without explicit correspondence. Novel mea-
sures used in recent years include information theoretic measure between probability
distribution functions estimated from point sets or signed distance functions (Chen
et al. (2010),Huang et al. (2006),Wang et al. (2002)) and kernel correlation of point
sets entropy (Tsin and Kanade (2004)). There are all kinds of measures to choose from,
however, the measure should be well suited for the representations of shapes to achieve
a satisfying result for registration.
The method proposed here is intended to be applied to two areas of research: statisti-
cal shape study of volumetric shapes and shape-based volumetric image segmentation.
Considering the four aspects given above, the method could be described as follows:
1. It concerns shapes represented by CFs. Anatomical structures acquired from medical
images are mostly volumetric and characteristic functions that denote the regions of
interest in a straightforward way. Also, in shape-based image segmentation, regions
inside the reference shapes and the target areas of images are to be maximized, where
CFs are a representation with simplicity.
2. It registers two entire shapes. In statistical modelling of volumetric shapes, one
entire shape in volumetric image could be obtained through manual or computer-aided
segmentation, which does not involve matching partial views (range data) together. The
same goes with shape-based image segmentation, the target areas are intact shapes and
they are to be registered with model shapes at hand.
3. It handles similarity registration that involves isometric scale, rotation and transla-
tion. Similarity registration is a precursor to statistical modelling of volumetric shapes.Chapter 3 Similarity Registration of Volumetric Shapes 31
Furthermore, in the shape-based image segmentation, the rst step to bring reference
shape to segmentation process is similarity registration before any local deformation.
4. It employs region-based similarity measures between shapes. Region-based similarity
measures between CFs denote the volume of homogeneous region of shapes. In statistical
modelling of volumetric shapes, we focus more on the region features rather than the
boundaries. With regard to the volumetric image segmentation, although it is ideal to
achieve both region and boundary accuracy, the nal results one would expect rst are
accurate regions. It should be pointed out that the registration is performed using all
voxels inside shapes to be registered.
Furthermore, the reason for particularly choosing similarity registration in this thesis is
that it is the general practice in the literature (Tsai et al., 2003; Bresson et al., 2006)
to employ this type of registration in shape-based medical image segmentation. Also,
in the case of this thesis, when CT images are acquired from various patients, it is can
be assumed that the regions of lungs inside the CT images to have three individual
dierences, which are the volumes, the poses and the position. They corresponds to
the three parameters in the similarity registration technique, which are scale, rotation
and translation. Let us now proceed to review several previous works that concern this
topic.
3.2 Previous Works
The method frequently used in similarity registration is gradient descent optimization
of shapes represented by SDFs. The shape-based segmentation method proposed in
Chen et al. (2002) involves rigid registration in 2-D using a variational frame work. It
handles registration by optimizing a proposed functional that iteratively registers the
evolving contours to rigid shapes represented by level-set functions. Similar works are
done in Tsai et al. (2003) and Bresson et al. (2006), who applied rigid/ane registration
to statistical modelling of shapes and image segmentation process. Also, in Paragios
et al. (2003), similarity registration is used as a pre-alignment technique for non-rigid
registration. These works commonly choose SSD as the measure for similarity between
shapes, which also suers local minima problem. Alternatively, it is proposed in Huang
et al. (2006) to maximize mutual information between SDFs of shapes and the method
performs well in nding a global maximum.
The methods proposed in Al-Huseiny et al. (2010); Mahmoodi et al. (2012) have a
close relationship with the works done in this work. The calculations of rotation and
translation parameters are related to standard correlation problems and scale parameter
is computed using geometric moments of shapes. Experiments show that they have good
robustness against occlusions, noise and topological di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are based on 2D and shapes are represented by SDFs, while the method proposed in
this work employs CFs as shape representation and designed for volumetric shapes.
Another method that concerns this topic is the iterative closed point (ICP) method
introduced in Besl and McKay (1992) that solves general rigid registration problem
(concerning rotation and translation). This method, at each iteration, nds the closest
points on the surface of target shape to that of the reference shape and optimizes rotation
and translation. Results indicate that it is suitable for a variety of representations of
shapes including point sets, parametric surfaces and implicit surfaces represented by
level-set functions. The ICP method performs well in local optimization, however, when
the poses of shapes to be registered have large dierences, it may fall into local minima.
Another disadvantage is that it is claimed to be slow. Accelerated ICP methods were
later proposed in Rusinkiewicz and Levoy (2001); Granger and Pennec (2006); Segal
et al. (2009).
In recent years, the Laplace-Beltrami spectra employed as shape descriptors in Reuter
et al. (2009, 2006); Reuter (2010); Rustamov (2007) could be used to perform analyses of
shapes regardless of their poses and scale. Our method has some similarities with these
works. In the calculations of rotation and scale parameters, shapes are transformed into
other representations. However, these works aim at evaluating similarity between shapes
without registration for shape retrieval from databases and quality assessment of data
that represent surfaces and volumes.
3.3 Mathematical Preliminaries
3.3.1 Unit Quaternions as Representation of Rotations
Unit quaternions are used as mathematical representation of rotation of three dimen-
sional rigid shapes. A unit quaternion is a four vector ~ q 2 S3, where S3 = fh 2 R4 :
jjhjj = 1g (jj  jj is the Euclidean norm). S3 represents a unit sphere in 4-D Euclidean
space, frequently referred to as unit 3-sphere. A volumetric rigid body could be consid-
ered as a set of 3-D vectors, and rotation of a vector set about a xed axis is a linear
transform and performed by a 3  3 matrix, denoted by R with det(R) = 1. It is ex-
plained well in Diebel (2006) that one unit quaternion ~ q generates one rotation matrix
R through the equation given in the footnote1.
A unit quaternion in representation of rotation, consists of a scalar part and a vector
part, namely ~ q = (;~ v). It has a counterpart known as the 'conjugate', denoted by
1Assuming that ~ q = (q0;q1;q2;q3),
R(~ q) =
0
@
q
2
0 + q
2
1   q
2
2   q
2
3 2(q1q2   q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q
2
0 + q
2
2   q
2
1   q
2
3 2(q2q3   q0q1)
2(q1q3   q0q2) 2(q2q3 + q0q1) q
2
0 + q
2
3   q
2
1   q
2
2
1
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~ q  = (; ~ v). Multiplication of quaternions follows the formula below:
~ q1~ q2 = (12  ~ v1 ~ v2; 1~ v2 + 2~ v1 +~ v1 ~ v2) (3.1)
where '' is the dot product of vectors and '' the cross product. However, this mul-
tiplication is non-commutative. In particular, ~ q~ q  = (1;0;0;0), which corresponds to
a 3  3 identity matrix. This means that while ~ q generates a rotation, ~ q  generates a
corresponding inverse rotation. Multiplication of a set of unit quaternions in a particular
order, namely ~ q = ~ q1~ q2 ~ qN, could produce one unique rotation and the corresponding
inverse rotation could be produced by ~ q  = ~ q 
N ~ q 
2 ~ q 
1 (see gure 3.1 for an example).
Figure 3.1: ~ u1 rotates to coincide ~ u3 according to ~ q1, and the reverse rotation is
generated by ~ q 
1 . An alternative path is ~ u1 ! ~ u2 ! ~ u3, produced by ~ q2~ q3 and
the path back is according to ~ q 
3 ~ q 
2 .
More intuitively, a unit quaternion consists of an axis ~ a 2 S2, where S2 = f^ x 2 R3 :
jj^ xjj = 1g, and an angle  2 R, making ~ q(~ a;) = (cos(=2);~ a T sin(=2)). Vector
~ a and angle  are considered as the axis and angle of rotation, following the right
handle rule. It could be observed that when  = 4n, ~ q = (1;0;0;0), which means
keeping the current pose, and ~ q(~ a;) = ~ q (~ a; ), which simply means that rotations
about axis ~ a by  and by   are inverse to each other.
3.3.2 Implicit Representation of Volumetric Shapes
Let 
  R3 be bounded and represent the image domain, and Xr(x) : 
 ! R and
Xt(x) : 
 ! R denote the characteristic functions (CFs) of reference shapes and target34 Chapter 3 Similarity Registration of Volumetric Shapes
Figure 3.2: Rotation of a volumetric rigid body can be represented by an axis
~ a and an angle , which is equivalent to a unit quaternion.
shapes. These functions are dened as
X(x) =
8
<
:
1; x 2 
+;
0; x 2 
 ;
(3.2)
where 
+ and 
  respectively represent domains inside and outside shapes. The surfaces
of shapes are implicit and of less importance in this work.
This is a convenient representation especially in medical imaging, which mostly re-
quires masks that emphasize region of interest (ROI). Furthermore, it is non-parametric
and naturally handle shape topologies, which could be associated with signed distance
functions (SDFs) that facilitate deformation and statistical study of shapes. In later
experiments, we show that it is, furthermore, a statistically robust representation that
is insensitive to outliers.
3.4 Methods
3.4.1 An Initial Transformation Using Principal Axes
It is frequently assumed that in the similarity registration of two shapes, the reference
shape is scaled, rotated and translated to match the target shape. To facilitate calcu-
lations of registration parameters, principal component analysis (PCA) is used here to
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Let c 2 R3 denote the centroid of X in the initial Cartesian coordinate system. c is
calculated by
c =
R

 xX(x)dx
R

 X(x)dx
(3.3)
Then 3  3 symmetric covariance matrix  could therefore be obtained from
 =
R

(x   c)(x   c)TX(x)dx
R

 X(x)dx
(3.4)
r and t respectively for reference and target shapes could be computed using the
above equation. We then calculate respective three eigenvectors of r and t, denoted
by Pr = (~ pr1;~ pr2;~ pr3) and Pt = (~ pt1;~ pt2;~ pt3). The eigenvectors are ordered according
to their eigenvalues, i.e. the rst eigenvector corresponds to the largest eigenvalue (see
gure 3.3). These three eigenvectors are referred to in this work as the rst, second
and third principal axes. Xr(x) is then translated and rotated so that Pr is coincided
with Pt, and Pt is used as the axes of the new Cartesian coordinates. This rotation is
generated by ~ qp, which is calculated by three steps:
Step 1: Calculating ~ qp1 that coincides the rst principal axis;
p1 = cos 1(~ pr1  ~ pt1);
~ ap1 = (~ pr1  ~ pt1)=sin(p1);
~ qp1 = (cos(p1=2); ~ aT
p1 sin(p1=2));
Step 2: Calculating ~ qp2 that coincides the second principal axis;
p2 = cos 1(R(~ qp1)~ pr2  ~ pt2);
~ ap2 = (R(~ qp1)~ pr2  ~ pt2)=sin(p2);
~ qp2 = (cos(p2=2); ~ aT
p2 sin(p2=2));
Step 3: Calculating ~ qp by quaternion multiplication of ~ qp1 and ~ qp1;
~ qp = ~ qp1~ qp2;
In certain cases the third principal axes may be inverse to each other after the coin-
ciding, however, this would not aect the nal result, because the third principal axes
are statistically of less signicance. Xr(x) and Xt(x) are thus brought into the new
coordinate system i.e.:
 Xr(x) = Xr(R(~ qp)(x + cr)); (3.5)
 Xt(x) = Xt(x + ct); (3.6)
where cr and ct are the respective centroids of CFs. Figure 3.3 presents a general process
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Figure 3.3: The process of coinciding principal axes of shapes to be registered.
Red, green and blue respectively represent the rst, second and third principal
axes of shapes.
3.4.2 Scaling
Geometric moments of CFs are employed here to calculate scale dierence of shapes.
Let s 2 (0;+1) denote the scale parameter. We start with considering a simple case
that the target shape is the scaled version of the reference shape, therefore, their CFs
are related to each other with respect to s by the following equation:
 Xt(x) =  Xr(sx) (3.7)
The geometric moments of  Xr(x) and  Xt(x) are given as
Gr(m) =
Z


jjxjjm  Xr(x)dx; (3.8)
Gt(m) =
Z


jjxjjm  Xt(x)dx; (3.9)
where m = 0;1;2;:::;M is the degree of the moments and jj  jj is the Euclidean norm.
Substituting equation 3.7 to equation 3.9, assuming  x = sx, we have
Gt(m) =
Z


jjxjjm  Xr(sx)dx
=
Z


jj xjjm
sm
 Xr( x)
d x
s3
=
1
sm+3
Z


jj xjjm  Xr( x)d x
=
1
sm+3Gr(m) (3.10)Chapter 3 Similarity Registration of Volumetric Shapes 37
The logarithms of both sides hold the equality:
lnGt(m) = ln
1
sm+3Gr(m) (3.11)
However, shapes to be registered have dierences in practice, therefore we minimize the
squared dierence of both sides. Let EM be the sum of the scale error with degree m
given by
EM =
M X
m=0
 
lnGt(m)   ln
1
sm+3Gr(m)

 
2
=
M X
m=0
 
(m + 3)lns + ln
Gt(m)
Gr(m)
 

2
(3.12)
Finally, the optimal scale parameter sop is estimated by minimizing EM:
sop = argmin
s
EM (3.13)
3.4.3 Rotation
An optimal rotation could be represented by a unit quaternion ~ qop which consists of
a unit vector ~ aop and an angle op (explained in section 3.3.1). For convenience to
nd ~ aop and op,  Xr(x) and  Xt(x) are mapped to a spherical coordinate system. Let

S2  RS2 denote a spherical domain inside image domain 
, and 
S2 is bounded with
radius R. Then  Xr(x) and  Xt(x) are respectively represented by  Xr(r) : 
S2 ! R and
 Xt(r) : 
S2 ! R, where r = (r; ^ x(;'))T (^ x =(cos()sin('), sin()sin('), cos('))T).
Moreover, r 2 [0;R],  2 [0;2), and ' 2 [0;].
Radial variable r contains scale dierence between the shapes to be registered, therefore
to remove its impact on calculating rotation angle of the two CFs, we integrate the CFs
over variable r, i.e.:
~ Xr(^ x(;')) =
Z R
0
 Xr(r)r2 dr; (3.14)
~ Xt(^ x(;')) =
Z R
0
 Xt(r)r2 dr; (3.15)
This indeed could be intuitively considered as projecting the CFs of shapes on to a
parametric unit sphere centered by their centroids, referred to in this work as S2 maps
(see gure 3.4). The problem becomes to maximize the inner product of the two S238 Chapter 3 Similarity Registration of Volumetric Shapes
maps:
~ qop = argmax
~ q
Z
S2
~ Xt(^ x) ~ Xr(R(~ q)^ x)d^ x
= argmax
~ q
D
~ Xt(^ x); ~ Xr(R(~ q)^ x)
E
(3.16)
~ qop calculated from this term is not aected by scale of shapes according to the following
lemma
Lemma 3.1. The optimal rotation parameter ~ qop calculated using equation 3.16 is scale
invariant.
Proof. Since sx = sr^ x,  X(sx) (rescaled version of  X(x)) could be given in 
S2 as
 X(sr; ^ x). Assuming that  r = sr, the S2 map of rescaled  X(r), denoted by ~ Xs(^ x),
satises:
~ Xs(^ x) =
Z R
0
 X(sr; ^ x)r2 dr
=
Z R
0
 X( r; ^ x)
 r2
s2 d
 r
s
=
1
s3
Z R
0
 X( r; ^ x) r2 d r
=
1
s3
~ X(^ x) (3.17)
Let  Xrs and  Xts be rescaled versions of  Xr and  Xt respectively using sr and st, therefore,
the equation below holds:
D
~ Xts(^ x); ~ Xrs(R(~ q)^ x)
E
=
1
(srst)3
D
~ Xt(^ x); ~ Xr(R(~ q)^ x)
E
(3.18)
According to the above equation, rescaling of CFs causes the correlation term in equa-
tion 3.16 to multiply a constant ( 1
(srst)3). Therefore, ~ qop that maximizes h ~ Xt(^ x); ~ Xr(R(~ q)^ x)i
also maximizes h ~ Xts(^ x); ~ Xrs(R(~ q)^ x)i. ~ qop calculated using equation 3.16 is thus scale in-
variant.
In fact, equation 3.16 is a spherical cross correlation problem described in Gutman
et al. (2008) and Kostelec and Rockmore (2003) as to nd ~ qop 2 SO(3)2 that maximizes
h ~ Xt(^ x); ~ Xr(R(~ q)^ x)i. Solution to this problem is given in these works using fast Fourier
transform (FFT) on SO(3). However, there is no need to go that far to solve our
problem. Next, we present a solution which is suited in our case.
2SO(3) = f~ q 2 R
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The unit sphere is mapped onto a bounded plane with coordinates   and  ', referred to
in this work as an R2
~ a map. The reason for using '~ a' as a subscript is that an R2
~ a map
is generated according to a chosen rotation axis ~ a. Dierent choices of rotation axis
~ a generate dierent R2
~ a maps. In our case, three maps are generated according to the
three principal axes ~ pt1, ~ pt2 and ~ pt3 (see gure 3.4).
Figure 3.4: An example of the rotation adjustments. The top row from left
to right is respectively the S2 map, R2
~ a maps obtained according to ~ pr1, ~ pr2,
~ pr3 of the reference '4'. The bottom row from left to right is S2 map and
R2
~ a maps of the target '4' ordered in the same way. From each R2
~ a map one
quaternion for rotation adjustment is calculated and there are in total three
quaternions,namely ~ qt1, ~ qt2, and ~ qt3.
Thus, ~ Xr(R(~ q(~ a;))^ x(;'))  = ~ Xr(  ;  ')), namely, rotations of an S2 map around
an axis ~ a could be represented by simple shifts of the corresponding R2
~ a map along its
 -axis. Assume that the 1-D Fourier transform of ~ Xr( ;  ') and ~ Xt( ;  ') with respect to
  a respectively ~ Yr(! ;  ') and ~ Yt(! ;  '), namely
~ Yr(! ;  ') =
Z 2
0
~ Xr( ;  ')e i! 
  d  (3.19)
~ Yt(! ;  ') =
Z 2
0
~ Xt( ;  ')e i! 
  d  (3.20)
According to the shift property of the Fourier transform and Parseval's theorem, we
have
Z 
0
Z 2
0
~ Xt( ;  ') ~ Xr(    ;  ')sin( ')d d '
=
Z 
0
Z +1
 1
~ Yt(! ;  ') ~ Yr(! ;  ')e i!  sin( ')d!  d '
=
Z 
0
Z +1
 1
~ Yt(! ;  ') ~ Yr(! ;  ')ei!  sin( ')d!  d ' (3.21)40 Chapter 3 Similarity Registration of Volumetric Shapes
Since ~ Xr is a real function, ~ Xr(    ;  ') = ~ Xr(    ;  ')3. Then the optimal rotation
angle by rotating around a xed common axis ~ a0 could be obtained by
op(~ a0) = argmax

Z 
0
Z +1
 1
~ Yt(! ;  ') ~ Yr(! ;  ')ei!  sin( ')d!  d ' (3.22)
Thus, ne rotational angles are adjusted sequentially around all three principal axes
using equation 3.22. The order of adjustments is from the rst principal axis to the
third (see gure 3.5). Finally ~ qop could be obtained by:
~ qop = ~ qp~ qt1~ qt2~ qt3; (3.23)
where ~ qp is the quaternion that coincides principal axes of shapes (see section 3.4.1) and
~ qt1, ~ qt2, ~ qt3 are respectively the quaternions calculated using equation 3.22 for the three
principal axes ~ pt1, ~ pt2 and ~ pt3.
Figure 3.5: The process of ne rotational adjustments. It is sequentially done
in a '~ pt1 ! ~ pt2 ! ~ pt3' manner.
It should be pointed out that in implementation, one R2
~ a map is directly calculated from
CFs of shapes, and the other two maps are then computed from the rst map. One can
simply transform CFs of shapes into a spherical coordinate system with axes 0r        '0
and calculate sum of all voxels along the r-axis. The coordinate of each point on an
R2
~ a map can be represented by a unit three vector and these vectors could be used to
calculate where the value of the current point should be assigned when 'rotating' the R2
~ a
map. The notion of S2 map serves only as an intuition to explain the theory, however,
it is not used in implementation.
The accuracy of rotation adjustments is determined by the number of sample points
(resolution) of an R2
~ a map. Bandwidth B is used here to denote the sample density and
=B and =2B respectively represent the sample intervals of   and  '. Therefore, there
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are in total 4B2 points on an R2
~ a map. This convention could be found in Kostelec and
Rockmore (2003). More about bandwidth B is discussed in section 3.5.
3.4.4 Translation
Using the calculated scale and rotation parameters, ~ qop and sop, we obtain  Xr(x) =
Xr(sopR(~ qop)x). The problem is now to maximize the inner product of the CFs that
represent the two shapes:
~ Top = argmax
~ T
Z


Xt(x)  Xr(x   ~ T)dx
= argmax
~ T
D
Xt(x);  Xr(x   ~ T)
E
(3.24)
where ~ T 2 R3 denotes the translation parameter. 3-D Spacial Fourier transform of Xt
and  Xr are respectively
Yt(!) =
Z


Xt(x)e i!x dx (3.25)
 Yr(!) =
Z


 Xr(x)e i!x dx (3.26)
where ! 2 R3 is the spatial frequency vector. According to shift property of Fourier
transform and Parseval's theorem, the following equation holds:
D
Xt(x);  Xr(x   ~ T)
E
=
Z
R3
Yt(x)  Yr(x)ei!( ~ T) d!
=
Z
R3
Yt(x)  Yr(x)ei!~ T d! (3.27)
 Yr(!) and Yt(!) are respectively the 3-D spatial Fourier transform of  Xr(x) and Xt(x).
Therefore, the optimal translation parameter ~ Top could be computed using
~ Top = argmax
~ T
Z
R3
Yt(!)  Yr(!)ei!~ T d!; (3.28)
Although calculations of rotation and scale are independent, translation optimization
relies on how well the rotation and scale are estimated, namely ~ Top varies with sop and
~ qop.
The normalized inner products of shapes to be registered under dierent values of trans-
lation parameters are demonstrated in gure 3.6. Two typical directions of translation
in [-128,128] are selected and two local maximum adjacent to the global peak could
be observed on the right side of gure 3.6. It is important to note that the method
proposed here is not aected by these local maxima. Further experiments addressing42 Chapter 3 Similarity Registration of Volumetric Shapes
this issue could be found in section 3.5. Although the calculations of rotation and scale
are independent, translation optimization relies on how well the rotation and scale are
estimated, namely ~ Top varies with sop and ~ qop.
Figure 3.6: Left: the open '4' is xed while the closed '4' translates in two
directions from -128 to 128. Right: the normalized inner products of shapes ER
(dened in section 3.4.5) under dierent values of translation.
3.4.5 Similarity Measures for Evaluation of Registration
After the shapes are registered using the method proposed here, some similarity/dis-
imilarity measures are supposed to be chosen for the evaluation of registration results.
Several measures regarding region similarity in Silva et al. (2012) are adopted here to
achieve this task. Namely, normalized inner product, accuracy, overlap, sensitivity and
specicity.
1. The normalized inner product of CFs of shapes denoted by ER:
ER =
Z


Xt(x)Xr(sopR(~ qop)x   ~ Top)
jjXt(x)jj2jjXr(sopR(~ qop)x   ~ Top)jj2
dx (3.29)
where jj  jj2 is the L2-norm of CFs4.
The normalized inner product between shapes represented by CFs measures the volume
of homogeneous region inside shapes. This measure is equivalent to the similarity angle
presented in Silva et al. (2012) and is suitable to measure similarity not only between
two shapes, but also among a group of shapes. One of the issues in statistical shape
modelling is to decide which sample shape is to be used as a standard. Normalized inner
product is used to compare the registration results comparable when dierent shapes
are chosen as the standard (examples are given in section 3.5.5.2).
4jjXjj2 =
 R

 jXj
2 dx
 1
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2. Let us denote accuracy, overlap, sensitivity and specicity, respectively by EA, EO,
ES, ESP:
EA =
V1 + V2
V
(3.30)
EO =
V1
V1 + V3 + V4
(3.31)
ES =
V1
V1 + V3
(3.32)
ESP =
V2
V2 + V4
(3.33)
where V stands for the volume of the image domain, V1 the volume of common region
of both shapes, V2 the volume outside both regions of shapes, V3 the volume of region
inside Xt but outside Xr, and V4 the volume of the region inside Xr but outside Xt. Two
of the four measures, namely, EO and ES would be used in the experiments due to the
fact that EA and ESP are too close to 1 (between 0.995 and 1). A primary comparison
of the similarity measures can be found in gure 3.7.
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Figure 3.7: The plots of similarity measures while the reference '4' (similar to
gure 3.6) translates from -80 to 80 along one direction. Left: Accuracy, overlap,
sensitivity, specicity and the normalized inner product. Right: Only accuracy
and specicity (their appearances are similar to the other three, however, they
are impractical to be used in combination with the other three.)
In shape-based image segmentation, especially ROI extraction, region accuracy is of
greater signicance than boundary accuracy. Therefore, similarity registration used in
the segmentation process should maximize the homogeneous region between the reference
shape and internal area of evolving surfaces. In previous methods, such as ICP, the
sum of squared dierence or distance (SSD) between explicit corresponding points on
shapes' surfaces is used as the measure, which is dependent on the accuracy of locating
corresponding points and can be largely aected by noise and initial poses.44 Chapter 3 Similarity Registration of Volumetric Shapes
3.5 Experimental Results
3.5.1 An Overview
A series of experiments is presented here to show the performance of the proposed tech-
nique. Initially, synthetic shapes with various topologies are registered as a primary test
stage to show the method proposed here is able to deal with relatively dicult shapes.
A comparison is then presented between our method and the classical ICP method
to show that our method barely suers from traditional local minima problem. Next,
several performance analyses are given here to show accuracy, eciency, stability and
robustness of our method. In addition, the performance analyses mainly concern scale
and rotation parameters, which are the major part of the method proposed here. Lastly,
we give two examples for the applications of the method: registration in shape-based
image segmentation and in statistical modelling of shapes. Shapes of lungs involved in
this stage are mask images. The case index of the lung database which includes the
patients' IDs and the disease states is provided by table B.1 in appendix B.
The method proposed here is implemented using MATLAB 2012b (MathWorks, Inc.)
on a PC station with a 2.67 GHz Xeon processor and 12 GB RAM. Reference shapes
are in cyan (light color), target shapes in magenta (deep color) and for visualization
purposes, only the surface of the shapes are shown here.
3.5.2 Registration of Topologically Dierent Shapes
Some primary experiments are presented here to show the method proposed here works
with shapes with complex topologies. Figure 3.8 demonstrates the registration of topo-
logically dierent '4's extended from 2D image. By feature points corresponding method,
the number of feature points involved may well be dierent, due to their dierence in
Euler characteristic numbers. Such a dierence in the number of feature points makes
the additional handling of the topology more dicult, while such a dierence has no
impact on the technique proposed here.
A more complex case of registering two shapes with various topologies is presented in
gure 3.9. The reference shape is two linked symmetric rings whereas the target shape
consists of two unsymmetric horseshoes with some manually added clutters. However,
such a topological variation and the clutters have no impact on the technique proposed
here.
Some data concerning registration are provided in table 3.1, including Image size, ap-
proximate scopes of shapes, maximum degree of moments M, bandwidth B (this pa-
rameter is explained in the last paragraph of section 3.4.3), the execution time t of our
algorithm and registration parameters.46 Chapter 3 Similarity Registration of Volumetric Shapes
Shape types '4's Linked rings and horse shoes
Image size 256  256  256 256  256  256
Reference shape size 80  80  10 120  120  170
Target shape size 150  150  20 60  60  90
M 5 5
B 128 128
t 3.55s 5.43s
sop 1.85 0.47
~ qop (-0.66,0.38,-0.65,-0.03) (0:52;0:70; 0:02;0:50)
~ Top (89;102; 93)T (104;96; 96)T
Table 3.1: Some experimental data concerning registrations performed in this
section.
the quaternion for the current rotation using equation 25 in the work of Besl and McKay
(1992). Figure 3.10 demonstrates of the registration process performed by the ICP
method.
Figure 3.10: The process of the ICP method registering the reference and the
target '4's. (a) The initial poses of the two shapes. (b)-(d) are the intermediate
results. (e) The nal result.
The ICP method is able to handle the registration of shapes in a variety of representa-
tions and in the case of CFs, only the boundary voxels are considered in the calculations.
Also, shapes represented by CFs could be viewed as a particular type of image (mask
image), therefore the similarity image registration algorithm available in MATLAB is
used here to do the comparison. The size of the target '4' is reduced here for comparison
the purposes and the reference '4' is rescaled using calculated sop. One major purpose of
this comparison is to address the local minima issue that aects most registration meth-
ods. Three typical initial poses of the reference '4' shown on the top row of gure 3.11
are used here to register the two shapes.
The left column of gure 3.11 demonstrates that ICP method falls into a local minimum
using the rst initial pose with ER = 0:60. The second initial pose is the result of
coinciding the principal axes, which is suggested in Besl and McKay (1992). However,
the ICP method falls into the same local minimum with ER = 0:60. Finally, we manually
adjust the pose of the reference '4', which is shown on the right column of gure 3.11,Chapter 3 Similarity Registration of Volumetric Shapes 47
and the ICP method gives an accurate result with ER = 0:73. This also indicates that
the ICP method does well in registering shapes of various topologies with appropriate
initial poses.
Regarding the execution time (which can be found in table 3.3), the ICP method takes
16.01s (50 iterations) from the pose on top left in gure 3.11, 11.79s (31 iterations) for
the top middle in gure 3.11 and 11.31s (29 iterations) for the top right in gure 3.11 (.
In fact, the volumetric implementation of the ICP method is generally ecient, because
there is no need for calculation of corresponding closest points during each iteration once
the preprocessing (calculating Euclidean distance map, which takes on average 4.8s) is
done. Average 0.225s for each iteration is mostly spent on extracting boundary voxels
and rotation. In contrast, our algorithm takes 1.33s (B = 128) to calculate rotation
parameter given arbitrary initial pose.
Figure 3.11: From left to right on the top row are three initial poses chosen
here to do the comparison. The corresponding registration results using the
ICP method are shown on the bottom row. Particularly, the initial pose shown
in the middle on the top row are the result of coinciding the principal axes of
shapes.
Figure 3.12 presents the results of registration using the MATLAB registration algorithm
corresponding to the three initial poses in gure 3.11. Figure 3.12 left and right indicate48 Chapter 3 Similarity Registration of Volumetric Shapes
that the method falls into local minima with ER = 0:24 and ER = 0:57 respectively, while
gure 3.12 middle gives a correct result of the registration with ER = 0:75. However,
the execution time needed from left to right are respectively 83.11s, 109.81s and 103.90s
(see table 3.3). Admittedly, the image registration method is not specically designed
for shape registration and fails in certain conditions.
Figure 3.12: From left to right are the results of MATLAB registration method
under the three initial conditions showed in gure 3.11.
The registration results for all three initial poses using our method are shown in g-
ure 3.13. Only one picture is given here because the results achieved by our method are
the same for all three initial poses with ER = 0:75. In addition, the ICP method handles
translation by simply coinciding the centroids of shapes to be registered, which may not
be optimal. The quantied comparison of the ICP, the MATLAB and the proposed
registration results regarding accuracy and eciency are repectively given in table 3.2
and table 3.3.
ICP MATLAB Proposed
Pose 1: ER 0.60 0.24 0.75
Pose 2: ER 0.61 0.75 0.75
Pose 3: ER 0.73 0.57 0.75
Table 3.2: The quantied comparison of the ICP, the MATLAB and the pro-
posed registration with respect to accuracy. Pose 1-3 correspond to the three
poses presented on the top left to right in gure 3.11.
ICP MATLAB Proposed
Pose 1: T 16.01s 83.11s 1.34s
Pose 2: T 11.79s 109.81s 1.33s
Pose 3: T 11.31s 103.90s 1.34s
Table 3.3: The quantied comparison of the ICP, the MATLAB and the pro-
posed registration with respect to eciency (T represents execution time). Pose
1-3 correspond to the three poses presented on the top left to right in gure 3.11.Chapter 3 Similarity Registration of Volumetric Shapes 49
Figure 3.13: The registration result of our method using the three initial poses
in gure 3.11.
In addition, the intermediate result after coinciding the principal axes given on the top
middle image in gure 3.11 suggests that PCA provides only a coarse match of the two
shapes and further ne adjustments are necessary.
3.5.4 Performance Analyses
Two aspects of the technique are given to analyse its performance: one is accuracy and
eciency, and the other is stability. The reference shape and the target shape chosen
for the analyses in this section are the same in section 3.5.3, namely, two volumetric '4's.
The major parts of the method proposed here are the calculations of scale and rotation
parameters, therefore, extensive analyses are performed for these two parameters.
3.5.4.1 Accuracy vs Eciency
Dierent values of M and B are chosen to demonstrate their impacts upon accuracy
and eciency of the proposed technique.
Figure 3.14 presents the relationship among similarity measures, execution time and
M. In the computation of the similarity measures, a xed large bandwidth (B = 256)
is used and the corresponding ~ Top is recalculated when M is changed. As observed
from gure 3.14, the increase of M does not signicantly change the value of those
similarity measures and only prolongs the time needed for scale estimation. Therefore,
lower degrees of geometric moments are sucient to estimate s.50 Chapter 3 Similarity Registration of Volumetric Shapes
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Figure 3.14: Normalized inner product between shapes (left) and time needed
for estimating sop (right) using dierent values of M.
Figure 3.15 demonstrates the relationship among the similarity measures, execution time
and bandwidth B. Trade-o between accuracy and eciency with respect to bandwidth
could be observed from the plot on the left in gure 3.15. The inner product increases
as bandwidth becomes larger, while more time is needed for numerical computations.
Again, M is xed and ~ Top is recalculated for the computation of similarity measures.
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Figure 3.15: Normalized inner product between shapes after registration (left)
and execution time using dierent bandwidth B (right).
3.5.4.2 Stability and Robustness Against Noise
In this section, the stability of the proposed algorithm is to be shown with respect to
scale calculations. Furthermore, we present a noise test to prove the robustness against
initial poses and noise.
The similarities between CFs of shapes are given in gure 3.16 when the reference shape is
rescaled by using s ranging from 0.60 to 1.20. sop calculated using the proposed technique
is located in the peak area of the curves of the similarity measures. This suggests that
minimizing the scale similarity measure in equation 3.12 based on the geometric momentsChapter 3 Similarity Registration of Volumetric Shapes 51
of CFs, is numerically equivalent to maximizing the similarity measures with respect to
s. However, as shown in gure 3.16 (left), there are uctuations around the peak area
of the curves. This is in fact caused by numerical errors. One reason is that for each
manually chosen s, optimal values for ~ q and ~ T are recalculated. Another reason is
that the rescaling of the reference shape is implemented by a simple nearest-neighbor
interpolation algorithm. Boundary accuracy of shapes is therefore not ensured.
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Figure 3.16: Left: The inner product between shapes when s ranges from 0.60
to 1.20. sop calculated when M = 5 is 0.93. Right: sop locates on the minimum
of EM, which indicates sop that minimizes EM also minimizes the inner product.
Figure 3.17 shows the stability of the algorithm while the target shape is placed in a
variety of poses. Every time the target '4' is in a new pose, the algorithm is used to
register the reference '4' to the target. The group of quaternions that pose the target '4'
is acquired by extracting the surface coordinates of a 4-D ball with the radius of 8 in a
4-D array (744 poses in total), and thus the poses are equally distributed in SO(3). As
demonstrated in gure 3.17, the reference '4' follows well while the target is in various
poses. However, little local uctuations could be observed. These are mainly caused
by the fact that while volumetric shape rotates, the number of voxels contained in the
shape varies a little due to the nearest-neighbor interpolation.
The result of the noise analysis is presented in gure 3.18. Using the same initial poses
for shapes to be registered, the reference shape is to be registered to the target shape
contaminated by binary noise ('salt and pepper' noise). The noise is generated inside the
target shape 10 times at each level which ranges from 10% to 90%. For each level, the
mean and variance of similarity measures are computed and these results are presented
in gure 3.18. As observed from gure 3.18, the means of similarity measures decrease
with the increasing level of noise while the standard deviations remain very low, which
indicates that our method is stable in presence of excessive noise. Figure 3.19 gives
several examples of volumetric '4' with dierent levels of noise. It can be observed that
high levels of noise (70% and 90%) cause severe topological defects of the target shape,
while the method proposed here can still achieve accurate results.52 Chapter 3 Similarity Registration of Volumetric Shapes
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Figure 3.17: Target shape with 744 poses (equally distributed in SO(3)) chosen
to test the algorithm and the results presented by three similarity measures.
Figure 3.18: The results of registration presented by the error plot of the three
similarity measures while the target '4' is aected by increasing level of binary
noise ('salt and pepper' noise). The noise levels of HRCT and low-dose CT
respectively with SNR=8.68 and SNR=4.07 are pointed out in the plot.
3.5.5 Examples of Applications
3.5.5.1 Registration of Reference and Coarsely Segmented Lungs
Figure 3.20 and gure 3.21 demonstrate the registrations of reference lungs and coarsely
segmented lungs. The coarsely segmented lungs are obtained by thresholding HRCT
(high resolution computed tomography) scans and nding the largest 18-connected re-
gion. The reference and the target lungs are from two subjects. In respective regis-
trations of the left and the right lungs, the other irrelevant half is masked out. As
observed from gure 3.20 and gure 3.21, the method proposed here is barely aected
by non-trivial noises (main airways outside and vessels inside).Chapter 3 Similarity Registration of Volumetric Shapes 53
Figure 3.19: Top row: the target '4' contaminated by 30% (SNR=6.45dB), 50%
(SNR=4.78dB), 70% (SNR=3.67dB), and 90% (SNR=2.75dB) level of noise
from left to right (viewed from slice). In addition, the formula of SNR calcula-
tion can be found in appendix A. Middle row: the target '4' with noises viewed
in 3-D. Bottom row: the registration results corresponding to the noise levels.
( a ) ( b ) ( c ) ( d )
Figure 3.20: (a) Overlapping of right lungs to be registered before registra-
tion. (b) Another view before registration. (c) Overlapping of right lungs after
registration. (d) Another view after registration.54 Chapter 3 Similarity Registration of Volumetric Shapes
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Figure 3.21: (a) Overlapping of left lungs to be registered before registration. (b)
Another view before registration. (c) Overlapping of left lungs after registration.
(d) Another view after registration.
3.5.5.2 Registration of a Lung Database
In this section, our method is applied to volumetric lungs in a lung data base. The
lung database consists of respectively 35 left and right lungs (70 lungs in total). This
database covers a range of disease states, including spanning healthy, healthy smoker,
mild COPD (chronic obstructive pulmonary disease) and moderate COPD.
Lungs in this database are manually segmented from HRCT images with resolution
reduced by half to save memory (from approximately 512512700 to 256256350)
under expert supervision to ensure acceptable qualities and they are all represented by
3-D binary arrays (discrete CFs). Furthermore, due to the fact that the coarse lung
data are provided in various numbers of slices (ranging from 545 to 714), the process of
adjusting all of the cases ready to be registered includes extension of 3-D arrays to the
size of 350  350  350 and alignment of these lungs using their centers of mass.
'Leave-one-out' scheme is employed here to perform the test: each lung is regarded as
target while the other 34 lungs are reference shapes. There are 35 targets respectively
for the group of right lungs and left lungs. The total number of registrations is therefore
2380. Several results of lung registration are visualized and presented in gure 3.22.
Figure 3.23, gure 3.24 and gure 3.25 demonstrate a global view of the database regis-
tration. We here use ER, EO and ES, which are respectively the dierence of ER,
EO and ES before and after registration using our method. It could be observed from
these error plots that the majority of the almost all values of means are above zero, while
under certain conditions the algorithm did not deliver correct results. The percentage
of successful cases of registration is presented in table 3.4 with respect to each similarity56 Chapter 3 Similarity Registration of Volumetric Shapes
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Figure 3.24: Dierence of EO before and after registration for both left lungs
(left) and right lungs (right).
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Figure 3.25: Dierence of ES before and after registration for both left lungs
(left) and right lungs (right).
8
Similarity
Measures ER EO ES
Left lungs 84.45% 83.03% 84.07%
Right lungs 90.84% 90.25% 89.71%
Table 3.4: The percentage of successful cases of registration with respect to each
similarity measure for both left and right lungs.Chapter 3 Similarity Registration of Volumetric Shapes 57
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Figure 3.26: A comparison of the proposed, the ICP and the MATLAB methods
for the registration of the lung database leaving case 1 out.
3.6 Conclusions and Future Works
This chapter proposes a robust and fast registration technique of two volumetric shapes
represented by CFs. PCA is employed to nd principal axes associated with each shape.
These principal axes provide a rotation and translation invariant transformation which
largely facilitates the calculation of rotation parameters. Geometric moments are rst
employed to estimate scale parameter. Rotation and translation parameters are then cal-
culated by maximizing corresponding phase correlation terms, which take the advantage
of FFT and make the method proposed here ecient.
We validate the method through three stages of experiments: primary tests that con-
cern registration of topologically dierent synthetic shapes, performance analyses that
demonstrate accuracy, eciency and stability of the method, and applications that show
practical use of the method. Experimental results suggest that our method is able to
register shapes with various topologies, robust to noise and initial poses, and ecient.
However, a limitation of our work is that the ground truth (the true values of the
registration parameters) of our lung database is not available. Nevertheless, successful
registrations can be veried by examining ER, EO and ES over the entire database.
Regarding future directions, rst, it is interesting to extend the method to perform non-
rigid registration. Second, the method is to be incorporated into shape-based volumet-
ric image segmentation which involves statistical modelling of training set and iterative
registration during the segmentation process. This will allow us to have further under-
standings of the registration method proposed here. Last but not least, it will further
improve the quality of the work to relate the noise levels presented in gure 3.18 and
gure 3.19 to CT images.Chapter 4
Statistical Modelling of Lung
4.1 Background
Statistical modelling is a powerful method of understanding and interpreting shapes from
the real world. It provides explicit shape invariants and a parametrization of the degrees
of freedom in a training set. The most popular application of shape modelling is the
extraction of regions of specic shape classes from images. As discussed in section 1.3,
the shape-based image segmentation method brings an deformable shape template to
contribute to the evolution of the active contours/surfaces. With the active contours/-
surfaces and the similarity registration technique investigated respectively in chapter 1
and chapter 3, the purpose of this chapter is to build up a deformable shape template
of the human lungs.
Major styles of shape modelling dier in the representation of shapes. Early model pro-
posed by Cootes et al. (1992) and shapes involved in the modelling are represented by
explicit curves and therefore, proper control points need to be selected based on human
expertise. The disadvantage is that when the training set of shapes is large, manual
labelling of control points can be highly laborious. Leventon et al. (2000) achieves mod-
elling of shapes in a level-set formulation (mostly SDFs), which grants more topological
freedom and seamless combination with active contours/surfaces for segmentation (Tsai
et al., 2003; Bresson et al., 2006).
When a shape class requires modelling, it is usually of rich variations. The ultimate
goal of shape modelling is to estimate novel shapes of the same class. An accurate
approximation of a novel shape enormously facilitates the later stage of segmentation.
PCA (principal component analysis) has long been drawn on for shape modelling shapes,
however, PCA works well only when a training set of shapes has a Gaussian distribution
(Leventon et al., 2000; Bresson et al., 2006). The suitability of PCA for modelling
shapes of human lungs represented by SDFs remains a question. This chapter presents
5960 Chapter 4 Statistical Modelling of Lung
the discussion on this issue and also, inspired by the works of Leventon et al. (2000) and
Bresson et al. (2006), introduces a novel hybrid lung modelling scheme. The proposed
scheme achieves improved accuracy of lung modelling over previous works.
4.2 Shape Decomposition using PCA
Assuming that f1;2; ;Ng is an aligned training set of N shapes represented by
SDFs, the mean shape   can be calculated by
  =
1
N
N X
i=1
i (4.1)
Then the mean-oset shapes are calculated by subtracting the mean shape   from
1;2; ;N and these shapes are reshaped to form a Q  N matrix (Q is the total
number of voxels that consist shape i) represented by
U = (~ 1; ~ 2; ~ 3; ; ~ N) (4.2)
For representation convenience, let us denote the operation that reshapes 3-D matrix to
a vector by Tre() and its inverse operation by T  1
re ():
~ i = Tre(i    ) (4.3)
By the employing eigen-decomposition of the covariance matrix UUT=N, we have
1
N
UUT = VQQVT
Q (4.4)
The problem now is to calculate the QQ unitary matrix1 VQ and Q, whose columns
are respectively eigenvectors and eigenvalues of the Q  Q matrix UUT=N. The value
of Q in this work is extremely large, roughly 106, far exceeds that of N. Furthermore,
only the rst N columns of the diagonal matrix Q have real values and the rest are
all zeros (Leventon, 2000). This also indicates only the rst N columns of VQ are
relevant to shape modelling. Therefore, to reduce the computational cost, Leventon
(2000) proposed to use the eigenvectors and eigenvalues of UTU=N of size N  N to
calculate those of UUT=N. The eigen-decomposition of UTU=N is
1
N
UTU = WNNWT
N (4.5)
1A unitary matrix satisfy VV
 = I, where V
 is the conjugate transpose of V and I the identity
matrix. When V is a real matrix, V
T = V
 1.Chapter 4 Statistical Modelling of Lung 61
where N is an N  N matrix consisting of the rst N rows and columns of Q. WN
and N can be readily calculated and then the rst N columns of VQ, denoted by VN
can be calculated by
VN = UWN ^  (4.6)
where ^  is an N  N diagonal matrix that normalizes each column of UWN to be-
come a unit vector. Thus VN and N = diag(2
1;2
2; ;2
N) are calculated, where 2
i
represents the eigenvalue of the corresponding eigenvector.
By recovering the eigenvectors of Q dimensions back to 3-D matrix, we have a set of
eigen-shapes represented by f^ 1; ^ 2; ; ^ Ng and VN = (Tre(^ 1);Tre(^ 2); ;Tre(^ N)).
It should be pointed out that the importance of the eigen-shapes decreases as the sub-
script increases.
Let K  N be the number of selected eigen-shapes and the shape approximation mod
can be calculated using
mod() =   + T  1
re (VK)
=   +
K X
i=1
i^ i (4.7)
where VK consists of the rst K columns of V and  = (1;2; ;K)T is the shape
parameter vector that controls the contribution of each eigen-shape. One can choose a
proper value of K for a desired shape approximation up to N. Thus, each shape in the
training set can be represented by a unique i that can be calculated by
i = VT
K~ i (4.8)
An N by N matrix A is used here to represent a specic training set:
A = (1;2; ;N) (4.9)
The columns of A are i used to represent shapes in the training set, while the rows of
A are eigen-modes corresponding to eigen-shapes.
It is convenient to assume that the distribution of shapes is Gaussian, and therefore,
in a Q dimensional space, the probability of a certain shape in the training set can be62 Chapter 4 Statistical Modelling of Lung
written as:
P(i) =
1
p
(2)NjNj
exp

 
1
2
Tre(i    )T(
1
N
UUT) 1Tre(i    )

=
1
p
(2)NjNj
exp

 
1
2
~ T(
1
N
UUT) 1~ 

=
1
p
(2)NjNj
exp

 
1
2
~ T(VNNVT
N) 1~ 

=
1
p
(2)NjNj
exp

 
1
2
~ TVN 1
N VT
N~ 

=
1
p
(2)NjNj
exp

 
1
2
T
i  1
N i

(4.10)
when the rst K eigen-shapes are selected to reconstruct the shapes in the training set,
N in the above equation is replaced by K and i is naturally a K dimensional vector.
4.3 An Approximation Technique for Novel Shapes
4.3.1 The Previous Works Concerning Shape Modelling
There are currently two methods exist in the literature for shape approximation in a
level-set formulation. One is proposed by Leventon et al. (2000) and the other by Bresson
et al. (2006). Let us assume that a novel shape is represented by as which can be a
noisy surface extracted from images or a shape acquired from any source in a level set
formulation. The shape approximation in the work of Leventon et al. (2000) is rst to
calculate the shape parameter vector  as described in section 4.2:
 = VT
KTre(as    ) (4.11)
Then the as can be interpreted in the statistical space provided by PCA as
mod =   + T  1
re (VK) (4.12)
The accuracy of this approximation technique is decided by the number of the eigen-
shapes. Undoubtedly a better accuracy incurs a greater computational cost. However,
the growing number of eigenvectors is unable to insure an innite increase in accuracy
and therefore, a 'proper' number K should be chosen to balance accuracy and eciency
through experiments. Furthermore, this approximation method is under the assump-
tion that the registration parameters including scale, rotation and translation are well
estimated and shape distribution is Gaussian.Chapter 4 Statistical Modelling of Lung 63
The method proposed by Bresson et al. (2006) follows a strict variational frame work
which starts with an objective functional for shape modelling:
Eshape(xR;;as) =
Z


2
mod(xR;)jrasj(as)dx (4.13)
xR (similarity registration parameter, xR = (s;~ q; ~ T)) and as are two variables that
optimize energy Eshape other than  compare to Leventon's model. as provides novel
shape information and is often acquired from images in the shape-based image seg-
mentation. Equation 4.13 is to nd the optimal xR and  that minimize the squared
distance between mod and as. On the other hand, as is not static. It also evolves
as a geodesic ow to approach shape model mod. This is a coarse-to-ne process of
shape approximation from global to local. The solution to this functional requires three
motion equations derived from equation 4.13:
dtxR =  2
Z


modhmod;rxRTsimijrasj(as)dx (4.14)
dt =  2
Z


modrmodjrasj(as)dx (4.15)
@tas = (as)

r  (2
mod
ras
jrasj
)

(4.16)
In equation 4.14, Tsim(x) = sRx + ~ T represents the similarity transformation. In an
iterative manner, from equation 4.14 to equation 4.16, mod and as are updated to
minimize Eshape. It should be pointed out that equation 4.15 for shape parameter
estimation works well also under a Gaussian assumption.
4.3.2 A Novel Hybrid Approximation Technique
Following the works of Leventon et al. (2000) and Bresson et al. (2006), a hybrid ap-
proximation technique is built up for shape modelling in 3-D. Before introducing the
technique, some inspirations will be presented in the following paragraphs.
The idea behind method proposed by Bresson et al. (2006) is an optimization process
and mathematically sound, however, iterations, which are computationally costly, take
place in each step of the shape approximation. Considering equation 4.14, the solution
to the registration problem, in 3-D, the term rxRTsim has seven degrees of freedom if
using similarity transformation. One update of xR requires simultaneous calculations of
seven equations which incur huge computational cost.
Concerning equation 4.15, under a Gaussian assumption where  2 [ 31;31] 
[ 32;32][ 3K;3K], it is not necessary to employ iterative method to acquire
 when the result produced by equation 4.12 is satisfactory.64 Chapter 4 Statistical Modelling of Lung
As for equation 4.16, evolution of geodesic ow which starts with as compromise the
original information contained in the surface. It is proposed here to start the evolution
with mod, let mod deform to approach the shape of as, while the neighbourhood band
of deformation is limited. In this way, Eshape would still be minimized while the novel
shape information as is kept for optimal description from knowledge base mod(xR;).
Based on the above discussion, the idea proposed by Bresson et al. (2006) is employed
here while reducing its computational cost in 3-D. The novel technique for shape regis-
tration introduced in chapter 3 and Leventon's method for shape parameter estimation
would be applied here. Therefore, the minimization of energy Eshape can be achieved in
three steps:
Step 1: Calculate xR = (s;~ q; ~ T) and register as to mod using the method introduced
in chapter 3.
Step 2: Calculate  and update mod using the equations blow:
 = VT
KTre(as    ) (4.17)
mod =   + T  1
re (VK) (4.18)
Step 3: Start with mod acquired in step 2, evolve mod using the equation blow:
@tmod = (mod)

r  (2
as
rmod
jrmodj
)

(4.19)
2
as is a squared SDF and replaces g(I) in standard formulation of geodesic ow (see
equation 2.8). Another dierence of this work with that of Bresson et al. (2006) other
than registration is that, the geodesic ow starts with mod, and as provides novel
shape information without getting involved in surface deformation. The only freedom
that as has is similarity transformation. These three steps from coarse to ne use the
knowledge base (shape model) to describe new observed information (novel shape). In
step 3, the geodesic ow evolves on a narrow band of a 3 voxel width, denoted by bm = 3.
The narrow band is built using the method proposed by Sethian (2001). The width of
the narrow band bm controls the exibility of the lung model. Higher value of bm would
bring in more noise into the segmentation results and lower value, bm = 1 or bm = 2
would reduce the accuracy of segmentatoin. Figure 4.1 depicts the modelling process
using the proposed hybrid technique.
4.3.3 Similarity Measures for Evaluation of Modelling
The hybrid technique for shape modelling follows the formulation proposed by Bresson
et al. (2006) and inherits its stability in theory. The term that the work of Bresson
et al. (2006) minimizes is the sum of squared distance of shapes' boundaries. However,Chapter 4 Statistical Modelling of Lung 65
Figure 4.1: The process of lung modelling using the hybrid technique.
more similarity measures should be chosen to achieve a comprehensive and quantitative
evaluation of the technique. Here, four measures are adopted to perform the task, two
for region similarity and the other two for surface distance.
1. The normalized inner product of shapes' CFs (characteristic functions introduced in
chapter 3) can be written as
ER1 =
Z


XmodXas
jjXmodjj2jjXasjj2
dx (4.20)
where Xmod = H(mod) and Xas = H(as) (H() is the Heaviside function). This
measure is chosen in accordance with similarity registration to further indicate whether
this term can be maximized in the modelling process.
2. Another region similarity measure used here is Dice's coecient:
ER2 =
2
R

 XmodXas dx
jjXmodjj2 + jjXasjj2
(4.21)
This measure is recently used in the work of Sun et al. (2012) to indicate the similarity
of regions for lung segmentation. Therefore, it is also employed in our evaluation.
3. The average Euclidean distance of two closed surfaces represented by SDFs can be
written as
ED1 =
R

 jmodjjrasj(as)dx
R

 jrasj(as)dx
(4.22)66 Chapter 4 Statistical Modelling of Lung
The measure is equivalent to Eshape in equation 4.13. When the modelling process reach
a steady state, the area of the zero level set of as becomes a constant. Therefore,
minimizing ED1 would also minimizes Eshape.
4. Hausdor distance of surfaces is presented by
ED2 = max(jmod(as = 0)j) (4.23)
Hausdor distance is the maximum distance between two surfaces. It is a most popular
measure to evaluate experimental results in medical image segmentation.
4.4 Experimental Results
A set of experiments are conducted and presented in this section. Firstly, an intuitive
sense of the lung database is presented to gain some basic understanding of the lung
shapes decomposed by PCA. Secondly, a Gaussianity demonstration of shapes will be
given to validate the applications of Leventon's and Bresson's methods to the lung
database. Then, a comparison between the PCA parameter estimation schemes of the
two methods is performed to the show their equivalence. Lastly, the proposed hybrid
method for shape modelling is compared to the two previous methods to show the
advantage with respect to accuracy and eciency.
The database of mask images of lungs used in this section are segmented under expert
supervision from a database of low-dose thoracic CT scans of 33 cases with size 128 
128128 provided by NIHR Southampton Respiratory Biomedical Research Unit. The
case index of the lung database which includes the patients' IDs and the disease states
is provided by table B.2 in appendix B. It is considered in this work that this database
consists of three classes of lungs, which are the left, right and two lungs together. All
three classes of lungs participate the experiments. The original mask images of lungs
are of the same size as the low-dose CT scans and after registration using the method
proposed in chapter 3, their sizes are reduced. The left and right lungs are represented by
966496 matrices and the two lungs by 969696 matrices. They are all transformed
into SDFs for modelling using the fast Euclidean distance transform algorithm proposed
by Maurer Jr et al. (2003) just as section 2.5.
4.4.1 Several Intuitive Understandings of the Lung Database
This section provides several fundamental understandings of PCA decomposition of the
lung database. Three classes of lungs, namely the left, right and two lungs together are
involved here. Two lungs can topologically be considered as one shape of two parts.
They are interesting to investigate in shape modelling because the shapes we use for theChapter 4 Statistical Modelling of Lung 67
experiments in this study are represented by SDFs, which have long been deemed to be
advantageous over contour/surface representations with respect to handling topologies.
Figure 4.2 presents ER1 between each case in the training set with their average shape.
Considering left, right and two lungs are of dierent shape class, three plots are generated
to oer a basic sense of the training set. It can be observed that ER1 has relatively large
variations which indicates that the database has a good degree of versatility.
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Figure 4.2: ER1 between each case in the database and the average lung of the
database. From left to right are the left, right and two lungs.
Several typical examples of the lungs in the database are given in gure 4.3. From
left to right are respectively case 3, 15 and 24. Case 3 (gure 4.3(a)) in gure 4.2 has
lowest similarity with the averages lungs in all three classes. The shapes appear to be
much shorter than average and the distance between two lungs are quite large. Case 15
(gure 4.3(b)) represents a normal condition and most individuals have shapes of lungs
as these. Case 24 (gure 4.3(c)) is another extreme. It is among the most dissimilar
ones and it is tall and thin.
Figure 4.3: Typical examples of lungs in the database before registration(image
size: 128128128). (a), (b) and (c) are respectively case 3, case 15 and case
24.
Figure 4.4 shows the variations of the left lung under several typical values of  =
(1;2;3;:::;K). The rst eigen-shape is of chief importance and it can be observed
from the rst row of gure 4.4 that the negative value of 1 stretches the lung, making
it taller and the positive value expand the lung, making it shorter. The second and third
eigen-shapes exert similar eects.68 Chapter 4 Statistical Modelling of Lung
Figure 4.4: From the top row to the bottom are respectively the variations of
the left lungs inuenced by the 1st, 2nd and 3rd eigen-shapes.
Figure 4.5 demonstrates the variations of the right lung in dierent parameter settings.
Dierent from the left lungs, the value of 1 has an inverse eect on the variations. The
second eigen-shape is mainly aecting the bottom contours of the the right lungs and
the third aects some local corners.
The variations of two lungs altogether under various parameter settings can be found in
gure 4.6. The most interesting part is the topological changes. The two lungs merge
into each other when  is large enough. This is the advantage of SDFs representations
of shapes. Topology changes are naturally handled without incurring specic schemes.
Figure 4.7 gives the plot of eigenvalues in PCA decomposition of lungs. It can be seen
from the plots that number of the signicant eigen-shapes goes no further than the rst
10 respectively for each lung class. Therefore, more detailed analysis in the next sections
will involve only the rst 10 eigen-shapes.
4.4.2 The Gaussianity of Shapes
In the PCA modelling of shapes, it is assumed that shapes represented by  have a
Gaussian distribution (see section 4.2). Here, normal probability plot (NPP, Chambers
et al. (1983)) is used to carry out the Gaussianity test on the lung database of 33 cases.Chapter 4 Statistical Modelling of Lung 69
Figure 4.5: From the top row to the bottom are respectively the variations of
the right lungs inuenced by the 1st, 2nd and 3rd eigen-shapes.
Figure 4.8 presents the NPPs of several eigenmodes of the left lungs in the database.
There are in total 33 eigenmodes generated after PCA is performed, while the rst 9
are selected and shown here for exemplary purpose. It can be observed from the gure
that most of plots follow straight lines, which indicates the validity of the Gaussian
assumption of the left lung shapes. However there are several special cases. Anomalies
appear in the 4th, 7th and 8th eigenmode and locally there are outliers. If the Gaussian
assumption is still being used, the quality of the modelling result should be examined
to judge whether the left lung would still belong to 'lung class' when 3 2 ( 33;33).
Furthermore, the modelling process mostly involves multiple eigenmodes. They are
probably capable of compensating for each other and achieve a satisfactory result. The
next section (section 4.4.3) will provide proof of this assumption.
The NPPs of eigenmodes of the right lungs are presented by gure 4.9. The right
lungs have a more stable Gaussian distribution than left lungs. Only the NPP of the
3rd eigenmode shown in gure 4.9(3) uctuates greater than others and there are 6
points away from the straight line. The most likely reason for the more stable Gaussian
distribution of the right lungs over the left lungs is that the shapes of left lungs are
largely aected by the presence of the heart (anatomically, the left lungs envelop the
hearts). While individuals are holding their breath during image acquisition process
and generally keeping the shapes of the lungs xed, there is no stopping of the cardiac
motions.70 Chapter 4 Statistical Modelling of Lung
Figure 4.6: From the top row to the bottom are respectively the variations of
two lungs inuenced by the 1st, 2nd and 3rd eigen-shapes.
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Figure 4.7: From left to right are respectively the plots of eigenvalues of the
left, right, and two lungs calculated by PCA.
Figure 4.10 demonstrates NPPs of two lungs. Two lungs involve relative positioning
from each other. It is reasonable to assume that the distance between the left and right
lungs varies in individual case. While interestingly, there are less anomalies than single
lung modellings. This indicates that the individual relative positioning of two lungs can
be tolerated in the modelling process and they can be regarded as one shape of two parts
topologically. This result in addition suggests the prospect of simultaneous modelling of
two lungs and further to this, the simultaneous segmentation of two lungs.
In summary, based on the NPPs for the eigenmodes of the left, right and two lungs,
the Gaussian assumption is valid. Therefore, both methods proposed by Leventon et al.Chapter 4 Statistical Modelling of Lung 71
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Figure 4.8: From (1) to (9) are respectively the NPPs of 9 eigenmodes generated
from 33 cases of the left lungs.
(2000) and Bresson et al. (2006) can be used for modelling of lungs.
4.4.3 Leventon vs Bresson for Parameter Estimation
This section focuses on the accuracy of estimation of the shape parameter . The meth-
ods proposed by Leventon et al. (2000) and Bresson et al. (2006) both have advantages.
Leventon's method calculates  directly given a novel shape under Gaussian assumption,
however, theoretically there is no insuring any of the basic similarity measure (region
or surface) is to be optimized (either minimized or maximized) between the model and
novel shapes. Bresson's method derives a motion equation (see equation 4.15) from the
function of the sum of squared distance between shapes, while the method is iterative
and computationally costly. Next, in lung modelling (both for single and two lungs
modelling), a comparison of these two methods will be demonstrated.72 Chapter 4 Statistical Modelling of Lung
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Figure 4.9: From (1) to (9) are respectively the NPPs of 9 eigenmodes generated
from 33 cases of right lungs.
One thing to clarify is that this section does not present a complete comparison between
Leventon's and Bresson's ideas in modelling. Only the estimation of  from Bresson's
method is used here for a comparison. Bresson's method also include geodesic ows for
local adjustment, which would be further discussed in the next section (section 4.4.4).
Furthermore, the modelling involves the rst 10 eigen-shapes only. As is presented
gure 4.7 in section 4.4.1, beyond the rst 10, the eigenvalues occupy a small minority,
therefore, 10 would be sucient for the comparison purpose.
The implementation validations of Leventon's and Bresson's methods are presented in
gure 4.11 and gure 4.12 following the work of Bresson et al. (2006). 20 synthesized
ellipses are used here to perform the validation. Figure 4.11 presents the result of PCA
decomposition of the 20 ellipses and the variation of the shapes under various values of
. Figure 4.12 shows the results of modelling a novel ellipse left out from the training
set using both Leventon's and Bresson's methods. It can be observed that the ellipse isChapter 4 Statistical Modelling of Lung 73
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Figure 4.10: From (1) to (9) are respectively the NPPs of 9 eigenmodes gener-
ated from 33 cases of two lungs.
correctly modelled by both methods and thus the implementations of both methods are
validated.
Figure 4.11: An overlapped set of 20 ellipses is shown on the left side and the
variation of shapes under dierent  after PCA decomposition is shown by the
rest three pictures.
Figure 4.13 presents the comparison of modelling the left lungs by Leventon et al. (2000)
and Bresson et al. (2006) using the four similarity measures, which are ER1 (normal-
ized inner product of shape's CFs), ER2 (Dice's coecient), ED1 (average Euclidean74 Chapter 4 Statistical Modelling of Lung
Figure 4.12: The modelling of the set of ellipses using Leventon's and Bresson's
methods. (a) The original left-out ellipse from the training set. (b) and (c) are
respectively the results given by Leventon's and Bresson's methods. (d) and (e)
are the results overlapped with the left-out ellipse.
distance), and ED2 (Hausdor distance). Please refer to section 4.3.3 for more details.
The natural dierences of individuals in the database give rise the the uctuation of the
modelling accuracy. Furthermore, a leave-one-out scheme is utilized here, which means
each shape to be modelled is novel to the database. There is a limitation for the database
to describe the novel shape. Leventon's method in the case of left lungs delivers slightly
better results on average. It should be taken into account that the results of Bresson's
method are dependent on precisions of numerical implementation. The evolution equa-
tion (equation 4.15) minimizes sum of squared distance of surfaces represented by SDFs
and is largely aected by the numerical approximation of the Dirac function . The
approximation scheme for  is same as section 2.5. For numerical stability,  should not
be too small and it is reasonable to expect there can be 1 voxel of uctuation in the ap-
proximation. Therefore, considering the numerical defects, Bresson's method produces
similar results as Leventon's. Some examples of modelling using the two methods are
given in gure 4.14.
Figure 4.15 shows the comparison of modelling the right lungs by the two methods.
By observation the modelling results of the right lung using the two methods are quite
close to each other. The most signicant dierences are showed gure 4.15(4) which
is Hausdor distance. It should be pointed out that the term that Bresson's method
minimizes is the sum of squared distance of two surfaces while the Hausdor distance is
maximum distance. In certain cases, the distance of local areas may well be enlarged to
compensate the minimization of the global average distance. (See gure 4.16 for some
examples.)
Figure 4.17 suggests similar results of modelling for two lungs by the two methods. The
accuracy is reduced by a degree compared to modelling of single lungs, due to the fact
that two lungs altogether possess greater variations than any single one. (See gure 4.18
for some examples.)
As for the eciency of the two methods, a comparison can be found in table 4.1. The
iterative solution to the parameter estimation problem proposed by Bresson et al. (2006)
consumes much longer time than the solution given by Leventon et al. (2000).Chapter 4 Statistical Modelling of Lung 75
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Figure 4.13: The comparison of the modelling results for the right lungs pro-
duced by Leventon's and Bresson's methods.
Figure 4.14: Top row: the PCA modelling results of the left lungs using Leven-
ton's method for case 3, 15 and 24 respectively. Bottom row: the results using
Bresson's method. (Novel shapes in green and prior shapes in blue.)76 Chapter 4 Statistical Modelling of Lung
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Figure 4.15: The comparison of the modelling results for the left lungs produced
by Leventon's and Bresson's methods.
Lung class Left Right Two
Leventon et al. (2000) 2.06s 2.09s 4.71s
Bresson et al. (2006) 21.54s 21.36s 28.96s
Table 4.1: A comparison of the parameter estimation methods proposed by
Leventon et al. (2000) and Bresson et al. (2006) with respect to eciency. The
average time of estimation for each case respectively from the databases of the
left, right and two lungs are presented, including the time for learning stage,
which is 0.5-0.6s.
In summary, this section on the whole indicates both methods proposed by Leventon
et al. (2000) and Bresson et al. (2006) produce 'close-to-equivalent' results. It is claimed
in the work of Bresson et al. (2006) that their method is a variational formulation of
Leventon's method. This claim is thus validated in this experiment. In practice, it
is better to use Leventon's approximation of shape parameter  because it incurs less
computational cost than Bresson's while producing similar (sometimes better) results.Chapter 4 Statistical Modelling of Lung 77
Figure 4.16: Top row: the modelling results of the right lungs using Leven-
ton's method for case 3, 15 and 24 respectively. Bottom row: the results using
Bresson's method. (Novel shapes in green and prior shapes in blue.)
4.4.4 The Proposed Hybrid Shape Modelling Method
In section 4.3.2, a hybrid shape approximation scheme is introduced. Based on the
formulation of Bresson et al. (2006) and incorporating the registration method proposed
in chapter 3, it follows a coarse-to-ne process to model a novel shape which is left
out from the database. Technically the hybrid method achieves the same result as the
modelling in the work of Bresson et al. (2006), however, two steps are replaced by more
ecient techniques which involves no iterations, which are similarity registration and
estimation of .
This section addresses the accuracy of the hybrid scheme for shape modelling and
presents a comparison with Leventon's modelling method. While the similarity reg-
istration is not the centre of interest and it is proven in the last section (section 4.4.3)
that the parameter estimation methods of Leventon and Bresson are generally equiva-
lent, the major concern of this section is to show the advantage of adding a geodesic
ow in addition to PCA modelling.
Figure 4.19 demonstrates the left lung modelling results of the hybrid and Leventon's
methods. A huge improvement can be observed from the plots with respect to accuracy
and stability (uctuation between cases). 'Hybrid10' means the modelling involves 10
eigen-shapes in the process and 'Hybrid1' employs the 1st eigen-shape only. While
gure 4.21(4) indicates greater dierence, the other three suggests that both the results
produced by 'Hybrid10' and 'Hybrid1' are similar to each other in a more global view.78 Chapter 4 Statistical Modelling of Lung
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Figure 4.17: The comparison of the modelling results for two lungs together
produced by Leventon's and Bresson's methods.
It is claimed in the work of Bresson et al. (2006) that with geodesic ow following the
PCA modelling, only the 1st eigen-shape is sucient and thus this claim is valid in our
case. Some examples of the shape approximation are provided in gure 4.20.
Figure 4.21 and gure 4.22 present the comparison of the two methods respectively for
the right and two lungs. The results again indicate the improvements of the modelling
quality and the similarity of the modelling using 10 and the 1st eigen-shape. The
geodesic ow can in fact be understood as a local non-rigid voxel-wise registration and
contributes a lot in following local variations of the novel shapes where the database
is unable to reach. Figure 4.23 and gure 4.24 respectively provide some examples of
modelling for the right and two lungs.
Table 4.2 provides the comparison with respect to the eciency of Leventon's and the
proposed hybrid methods. The proposed method takes roughly 1 second longer than
Leventon's with the databases of lung shapes at hand.
In summary, adding geodesic ow after PCA modelling process signicantly improvesChapter 4 Statistical Modelling of Lung 79
Figure 4.18: Top row: the modelling results of two lungs using Leventon's
method for case 3, 15 and 24 respectively. Bottom row: the results using Bres-
son's method. (Novel shapes in green and prior shapes in blue.)
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Figure 4.19: The comparison of the modelling results for the left lungs produced
by Leventon's and the proposed hybrid method with 10 eigen-shapes and the
1st eigen-shape.80 Chapter 4 Statistical Modelling of Lung
Figure 4.20: Top row: the modelling results of the left lungs by the proposed
hybrid method using 10 eigen-shapes for case 3, 15 and 24 respectively. Bottom
row: the results using the 1st eigen-shape only. (Novel shapes in green and prior
shapes in blue.)
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Figure 4.21: The comparison of the modelling results for the right lungs pro-
duced by Leventon's and the proposed hybrid method with 10 eigen-shapes and
the 1st eigen-shape. (Novel shapes in green and prior shapes in blue.)Chapter 4 Statistical Modelling of Lung 81
5 10 15 20 25 30
0.75
0.8
0.85
0.9
0.95
1
Case Index
E
R
1
 
 
Hybrid1
Hybrid10
Leventon
Bresson
5 10 15 20 25 30
0.75
0.8
0.85
0.9
0.95
1
Case Index
E
R
2
 
 
Hybrid1
Hybrid10
Leventon
Bresson
(1) (2)
5 10 15 20 25 30
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
Case Index
E
D
1
 
 
Hybrid1
Hybrid10
Leventon
Bresson
5 10 15 20 25 30
0
5
10
15
Case Index
E
D
2
 
 
Hybrid1
Hybrid10
Leventon
Bresson
(3) (4)
Figure 4.22: The comparison of the modelling results for two lungs produced
by Leventon's and the proposed hybrid method with 10 eigen-shapes and the
1st eigen-shape.
Lung class Left Right Two
Proposed 3.27s 3.31s 5.48s
Leventon 2.06s 2.09s 4.71s
Table 4.2: A comparison concerning eciency of the proposed hybrid shape
approximation method and Leventon's method. The average time of shape
approximation for each case respectively from the databases of the left, right
and two lungs are presented, including the time for learning stage, which is
0.5-0.6s.
the modelling accuracy. The geodesic ow can be understood as a local non-rigid voxel-
wise registration. It can also greatly reduce the number of eigen-shapes from multiple
to only one involved in PCA modelling process and thus reduce the computational cost.
Statistical methods perform well in general classication, in other words, PCA modelling
is capable of insuring the modelling result of a novel shape to be a shape of 'lung' class,
however, it has limitations to achieve a better local accuracy when the training set has
not a shape that is very close to the novel shape to be modelled.82 Chapter 4 Statistical Modelling of Lung
Figure 4.23: Top row: the modelling results of the right lungs by the hybrid
method using 10 eigen-shapes for case 3, 15 and 24 respectively. Bottom row:
the results using the 1st eigen-shape only. (Novel shapes in green and prior
shapes in blue.)
Figure 4.24: Top row: the modelling results of two lungs together by the hybrid
method using 10 eigen-shapes for case 3, 15 and 24 respectively. Bottom row:
the results using the 1st eigen-shape only. (Novel shapes in green and prior
shapes in blue.)Chapter 4 Statistical Modelling of Lung 83
4.5 Conclusions and Future Works
This chapter rstly presents a review of two popular methods in the literature, one
proposed by Leventon et al. (2000) and the other by Bresson et al. (2006). Based on the
two methods and the similarity registration technique introduced in chapter 3, a hybrid
modelling scheme is proposed and improves the accuracy and eciency of novel shape
approximation.
Extensive experiments based on a lung database consisting of the left, right and two
lungs together, which are in total 99 shapes, are carried out. Firstly, the Gaussinity
of 'lung' shapes are validated to justify the combination of Leventon's and Bresson's
methods. Then it is experimentally proven that the estimation methods of the PCA
shape parameter  by both Leventon et al. (2000) and Bresson et al. (2006) have equiv-
alence. Furthermore the geodesic ow following PCA modelling enormously improves
local accuracy and remarkably reduce the number of eigen-shapes involved.
The hybrid method proposed here eliminates two iterative processes (similarity regis-
tration and PCA parameter estimation) and reinforced by geodesic ow, the number of
eigen-shapes in PCA modelling is reduce from 10 to 1. The method inherits the accuracy
of Bresson's method and the eciency of Leventon's method. It should be pointed out
that the method can be assured to work well when the training set of shapes satisfy a
Gaussian distribution.Chapter 5
Automatic Segmentation of Lungs
from Low-dose CT Images
5.1 Background
The most popular trend of developing CT imaging technique is to improve the spatial
resolution that enables more detailed anatomical structures to be revealed. While this
is one way of advancement, in recent years, CT imaging is jointly used with single
photon emission computed tomography (SPECT), known as SPECT-CT, to serve as
a powerful tool in lung disease diagnosis. SPECT is a functional imaging technique
that reveals the physiological and biochemical processes ongoing in the human bodies,
however, its spatial resolution is signicantly lower than other types of medical imaging
techniques like CT and MRI. This means that the locations of the disease given by
the SPECT technique is less accurate than those provided by CT and MRI. SPECT-
CT takes advantage of both imaging methods, therefore, it is capable of associating
the functional images with the corresponding anatomical pulmonary structures, which
largely facilitates diagnostic procedures, surgical planning, radiation therapy, cancer
staging, etc.
For a SPECT-CT machine, the CT scanner and the SPECT scanner are put together to
perform the acquisition of the SPECT and CT images simultaneously. In this way, the
biochemical impacts of the disease can be located more accurately than a stand-alone
SPECT machine. However, the CT scanners on the SPECT-CT machines provides lower
resolution images than those on the CT machines, due to the fact that the voltage can
be applied on the CT scanners on a SPECT-CT machine is lower than that of the CT
machines. The lower the voltage, the less the radiation of the X-ray, therefore the less
resolution of the acquired images (more details of CT imaging principles can be found
on the book written by Hsieh (2009)).
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The CT images acquired using SPECT-CT involve lower dose of radiation from the
scanners and are of lower spatial resolution and noisier than HRCT (see gure 5.1).
These CT images are referred to in this work as low-dose CT images. The process of
scanning takes longer time to complete, which increases the tissue densities compared
to HRCT images obtained during full inhalation of each subject. Moreover, longer time
of acquisition process incurs an extra amount of noise caused by breathing and cardiac
motions. Therefore, it is a more challenging task to segment low-dose CT images than
HRCT images.
Figure 5.1: A comparison of HRCT and low-CT images. The top row presents
the slices from HRCT scans and the bottom row the corresponding low-dose
CT images from the same subjects. (The HRCT and low-dose CT images for
each subject are acquired at dierent moments, therefore, they do not strictly
correspond to each other.)
In section 1.3, the shape-based segmentation as an alternative methodology is proposed
to solve the lung segmentation problem, therefore, this chapter introduces a hierarchical
volumetric image segmentation technique that combines the methods proposed in the
former chapters (chapter 2, 3 and 4), including active surfaces, similarity registration
and statistical modelling of lungs.
Introducing shape information into image segmentation follows a progressive manner,
from the early deformable shape template building (Cootes et al., 1992) to the recent
global-to-local segmentation scheme in a variational framework (Bresson et al., 2006). AChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 87
review of previous methods is presented as follows to introduce the ongoing development
of research concerning this topic.
5.2 Previous Works
Explicit prior shape model is rst proposed by Cootes et al. (1992). PCA is utilized
in this model to decompose a set of shapes and then to give a parametric descrip-
tion of these shapes in an explicit representation (control point sets). This model was
built into a segmentation technique referred to as ASM (Cootes et al., 1994) to cap-
ture brain ventricles in 3-D magnetic resonance (MR) data sets and heart ventricles
in echo-cardiogram sequences. The prior shape in this method adjusts itself to adja-
cent features in the greyscale medical images. Later Hamarneh and Gustavsson (2000)
combined parametric snakes introduced by Kass et al. (1988) and prior shape model to
segment left heart ventricles in ultrasound images. Snakes act as the force that guides
the prior shape to the target in the image and the prior shape in its turn constrains the
motion of the snakes to prevent them from being attracted by irrelevant edges elsewhere
in the image. Also Cremers et al. (2002) used the Mumford-Shah functional (Mumford
and Shah, 1989), which maximizes regional homogeneities, as the force that drives prior
shapes.
Another popular style of segmentation methods are based on the shapes implicitly repre-
sented by level-sets, rst introduced by Osher and Sethian (1988). Level-set formulation
is non-parametric and naturally handles topological changes. Segmentation methods
base on level-sets frequently employ implicit active contours as the driving force. The
advantage is that while active contours attracted by external forces exerted by image
features, it is naturally regularized by inner force during evolution.
Chen et al. (2002) proposed to put boundary-based geodesic active contours (GAC)
(Caselles et al., 1997a) and rigid prior shape into one equation. Prior shapes constrain
motions of GAC in a partial dierential equation (PDE) through similarity registration
(scale, rotation and translation) during curve evolution. Leventon et al. (2000) also uses
GAC, however, the prior shapes becomes deformable in their work and the two models
accomplish the segmentation in separated stages. One is as usual curve evolution, while
the other is estimation of maximum a posteriori (MAP), which seeks to nd the optimal
parameters that deform and transform the prior shape, making it best match a given
curve at a certain iteration.
Tsai et al. (2003) applied a reduced form of the Mumford-Shah functional, namely active
contours without edges (ACWE) introduced by Chan and Vese (2001), as the driving
force of prior shapes to medical image segmentation. This method performs segmenta-
tion both 2-D and 3-D, and is robust in the presence of a considerable amount of noise
and occlusions. Another approach based on region features is proposed by Rousson et al.88 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
(2004), which exploits texture information. A unied framework is proposed by Bresson
et al. (2006), which integrates region features, boundary optimization, statistical shape
modelling and registration (similarity and ane) together into one energy functional.
This integration functions well in the segmentation of brain ventricles in noisy data
obtained from magnetic resonance imaging (MRI). While most statistical prior shape
modelling assumes the training set to has a Gaussian distribution, Cremers et al. (2006)
proposed one that benets from non-parametric density estimators modelling arbitrary
distributions. Also the proposed segmentation algorithm employs intrinsic registration
that removes iterative optimization of explicit pose parameters.
5.3 The Previous Theories of Segmentation Using Prior
Shapes
In this section, several popular theories of shape-based segmentation methods are ex-
plained in details. They mark the major advancements of this methodology. Also, the
description of these theories facilitates the introduction of a novel hierarchical technique
to be proposed in the next section (section 5.4) for the segmentation of lungs from
volumetric CT images.
Leventon et al. (2000) proposed a pioneering shape-based image segmentation method
applied to the medical imagery. PCA is initially performed on a set of training shapes
represented by SDFs to obtain a deformable shape model controlled by parameter 
as described in section 4.2. Then, guided by geodesic active contours/surfaces, the
statistical shape prior achieves the segmentation following a MAP framework that leads
to the motion equation:
ac(t + 1) = ac(t) + 1(mod(t)   ac(t)) + 2jrj

r  (g(I)
r
jrj
) + g(I)

(5.1)
This is a linear coupling of the deformable shape model and GAC (geodesic active con-
tours) that detects edges in the image to be segmented. The segmentation process
requires the initial contours to be located inside the ROIs. Registration participates the
segmentation process, however, the parameters involved are only rotation and transla-
tion. Scale is not addressed. Possibly the images to be segmented have already been
aligned and thus scale dierences from individuals are minimized.
Another thing to be noted is that examples given by Leventon et al. (2000) also share
the same feature that the interior area of ROIs have a relatively stable intensity. This
feature is friendly to GAC as no local intensity pitfalls would hamper the evolution of
the contours to detect the correct boundaries. While in the interior areas of the lung
images, where the intensity of the voxels has relatively large variations, the GAC model
only is probably insucient.Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 89
Chen et al. (2002) presented a mathematically sound method that combines GAC, sim-
ilarity registration and rigid prior shape. The method aims at minimizing the following
energy functional:
Echen =
Z



g(I) + d2(ac(Tsim(x));mod)

jracj(ac)dx (5.2)
where Tsim(x) = sRx + ~ T (also mentioned in equation 4.14) and d2 is the squared
distance between the active contours and shape model. The solution to this functional
is given by two motion equations:
@tac = 0(ac)

r  (g(I)
rac
jracj
)

(5.3)
dtxR =  
Z


dhd;rxRTsimijracj(ac)dx (5.4)
The existence of a solution to equation 5.2 is proven in this work, theoretically insuring
the stability of this method.
In fact, d2 is equivalent to the term 2
mod(as = 0) in equation 4.13, therefore equation 5.4
in nding the similarity registration parameter follows the same manner as equation 4.15.
The dierence is that Bresson et al. (2006) add , the PCA shape parameter into the
equation, allowing mod to deform in the statistical space provided by a training set.
Tsai et al. (2003) introduced a method that combines similarity registration, ACWE
(active contours without edges), and PCA modelling of shapes. This method employs a
functional derived from the one proposed by Chan and Vese (2001) which is a reduced
form of the MS (Mumford-Shah) functional (please refer to equation 2.15, 2.16 and 2.17
for more details):
EACWE =
Z
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
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I2 dx (5.5)
The term
R

 I2 dx is a constant regardless of ac. Therefore, assuming that the inside
area of ac: A+ =
R

 H(ac)dx, outside area: A  =
R

 H( ac)dx, sum of the intensity
inside ac: I+ =
R

 IH(ac)dx and sum of the intensity outside: I  =
R

 IH( 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equation 5.5 can be rewritten as
Etsai =  (c2
+A+ + c2
 A )
=  

I2
+
A+
+
I2
 
A 

(5.6)
This equation omits the length and area terms in the original work of Chan and Vese
(2001) and thus requires no special numerical schemes. The solution to this energy
functional is found by a gradient decent method:
(t + 1) = (t)   rEtsai (5.7)
xR(t + 1) = xR(t)   rxREtsai (5.8)
The regularity of the nal contours is fully handed over to the PCA shape model, which
preserves smoothness in combination of the rst several eigen-shapes. The accuracy of
this method is fully dependent on the quality of shape modelling, and ACWE here acts
only to guide the shape model to the region of interest. When the variations of the
novel shape exceed the statistical space provided by the training set, the accuracy of the
method is compromised.
Bresson et al. (2006) proposed a fully PDE-based segmentation approach that unies
the above methods in a variational framework. The approach aims to optimize a new
energy functional:
Ebrssn = 1Ebndry(ac) + 2Eshape(xR;;ac) + 3Ergn(xR;;l+;l ) (5.9)
where Ebndry represents GAC, Eshape is given by equation 4.13, and Ergn is the original
MS functional:
Ergn =
Z


[(jI   l+j2 + jrl+j2)H(mod)dx + (jI   l j2 + jrl j2)H( mod)]dx
=
Z


[~ I+H(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Variational Rigidity of Type of Dimensionality
Methods shape model registration
Leventon Geodesic PCA Rigid 2-D + 3-D
Chen Geodesic Rigid Similarity 2-D
Tsai Chan-Vese PCA Similarity 2-D + 3-D
Bresson Mumford-Shah + PCA + Similarity + 2-D
Geodesic Geodesic Ane
Table 5.1: A comparison of the popular theories on the shape-based segmenta-
tion problem.
where l+ and l  are the smooth estimations of I inside and outside image domain 
.
The solution to the functional 5.9 is given by a set of motion equations:
@tac = (ac)

r 

(1g(I) + 22
mod)
rac
jracj

(5.11)
dt =  
Z


rmod

22modjracj(ac) + 3(~ I+   ~ I )(mod)

dx (5.12)
dtxR =  
Z


hmod;rxRTsimi

22modjracj(ac) + 3(~ I+   ~ I )(mod)

dx (5.13)
@tl+ = l+   I   l+ (5.14)
@tl  = l    I   l  (5.15)
where  = r  r is the Laplacian operator. The segmentation process presented by
this set of equations follows a coarse-to-ne scheme. Firstly, the initial curve ac evolves
a small distance as GAC and is restricted by the shape model mod as well. Then
the PCA shape parameter  is estimated to nd a best match between mod and ac
within the statistical space provided by the training set, in the meantime, the curve
also evolves under inuence of the region term (~ I+   ~ I )(mod). Next step would be
iterative optimization of the registration parameter xR while the curve keeps evolving
driven by the region term. Lastly, l+ and l  are updated according to the current curve.
These steps combined are considered as one large iteration of this method. The process
comes to an end when the evolving curve achieves a steady state. Table 5.1 provides a
comparison among the works of Leventon et al. (2000); Chen et al. (2002); Tsai et al.
(2003); Bresson et al. (2006).
The segmentation process is a trade-o between prior shape model, the boundary infor-
mation and the region inuence. The shape model would insure the evolving curve to
be of the intended shape class. The geodesic active contours compensate for the novel
information when the shape model is incapable of fully depicting the shapes of ROIs.
The region term can greatly accelerate the segmentation process and is less likely to
be trapped in local minima. The advantage of this method is that the convergence is
mathematically proven, and due its diversity, it can be applied to a very wide range of
problems when well adjusted. However, the drawback would be computationally costly92 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
due to the fact that the method is fully PDE based. In certain steps, iterative process
may not be necessary. As is experimentally proven in section 4.4.3 in the last chapter,
the estimation accuracy of shape parameter  of this method is equivalent (sometimes
less accurate than) to Leventon's approach, which is non-iterative.
5.4 A Novel Hierarchical Segmentation Technique
Following the idea of Bresson et al. (2006), a hierarchical segmentation technique is
proposed here for volumetric image segmentation. In this technique, however, some of
the steps are rened for eciency because the data size can be hundreds of times larger
in 3-D than in 2-D. Firstly, the registration type applied here is similarity registration
and the parameter xR is calculated using the method introduced in chapter 3. Secondly,
the shape parameter  is estimated using the method of Leventon et al. (2000) as is
discussed in section 4.4. Lastly, the MS functional is replaced by its reduced form which
is proposed by Chan and Vese (2001).
With the prerequisites introduced in the former chapters, the hierarchical segmentation
technique executes the following steps:
Step 1: Evolve as using ASWE given by equation 2.18
@tas = (as)

r  (g(x)
ras
jrasj
) +    jI   c+j2 + jI   c j2

(5.16)
Step 2: Calculate xR = (s;~ q; ~ T) and register as to mod using the method introduced
in chapter 3.
Step 3: Calculate  and update mod using the equations blow:
 = VT
KTre(as    ) (5.17)
mod =   + T  1
re (VK) (5.18)
Step 4: Start with mod acquired in step 3, evolve mod using the equation blow:
@tmod = (mod)

r  (2
as
rmod
jrmodj
)

(5.19)
Step 5: Register mod back to as and mod is assigned to as.
Step 6: Evolve as using GAS given by equation:
@tas = (mod)

r  (g(I)
ras
jrasj
)

(5.20)Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 93
This technique can be understood as the interaction between the image and knowledge.
The bridge that establishes the connection between the two is similarity registration. The
surface represented by as after a limited step of evolution is delivered to the knowledge
base provided by the training set. It contains both region and boundary information,
plus a fraction of noise. The knowledge base represented by mod in its turn seeks
to achieve an optimal and noiseless interpretation of the image information provided by
as. Then the best-t mod is registered back to as to replace it. This iterative process
comes to a stop when the surface achieves a steady state. A graphical description of the
hierarchical method is given in gure 5.2 and an example simultaneous segmentation of
lungs from CT images in gure 5.3. Furthermore, for eciency of implementation, step
1, 4 and 6 where variational models are involved, the narrow band numerical scheme
proposed by Sethian (2001) is employed and the width of the narrow band is represented
by bs.
Figure 5.2: A graphical description of the proposed hierarchical method.
Based on the nature of this technique, there are several intended conditions of applica-
tion:
1. The initial surfaces should be appropriately located.
2. The partition of the image should be well dened.
3. The ROIs to be segmented can be described by the knowledge base.
The rst condition suggests that the initial surfaces are intended to be located inside
the ROIs or have a major overlapping with them. The technique combines in total four
mechanisms (GAS, ASWE, registration and PCA) which incur high computational cost.
To reduce the eorts of computations, it is better to apply this technique at the right
location. Coarse detections of the ROIs under most circumstances are straightforward
while the reduction of certain local noise is where special techniques are required. The
second condition requires the general partitioning of image should be the ROIs and the
background. In certain images, there may be several parts that are too bright or dark.94 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.3: The simultaneous segmentation of lungs from volumetric CT images.
The middle row gives the evolving surfaces restricted by the prior shape. The
top row provides the corresponding prior shape interpretations of the surfaces
extracted from the CT images. Bottom row presents typical slice views of the
segmentation process.
The active surfaces may well suer a major leakage into adjacent regions and in this
case, the shape model is incapable of preventing such leakage. The shape of the ROIs
should be of the same class with the training set. More on this issue will be addressed
in section 5.5.2.
5.5 Experimental Results
5.5.1 An Overview
A series of experiments is presented here. The experiments can be divided into three
stages. The rst stage includes section 5.5.2, 5.5.3, 5.5.4, and 5.5.5. The working con-
ditions of the proposed method are explained and some synthetic images are used to
test the robustness against various types of occlusions and an increasing level of noise
following the conventions in the work of Tsai et al. (2003) and Bresson et al. (2006).
This stage also involves comparisons with typical methods proposed in the literature
(Leventon et al. (2000) and Tsai et al. (2003)) to demonstrate the advantage of the
proposed hierarchical technique. It should be pointed out that the work presented in
this thesis is an improvement of both Leventon's and Tsai's methods. The models in-
volved in both previous works have been clearly presented in table 5.1 and each model is
implemented and experimented with from chapter 2 to chapter 4. The second stage in-
cludes section 5.5.6 and 5.5.7. The proposed method is applied to real world volumetricChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 95
images (low-dose CT scans) with articial noise and synthetic tumors. In the last stage,
presented by seciton 5.5.8, the robustness of the method is further proven by the seg-
mentation of a low-dose CT scan database consisting of 33 cases. The case index which
includes the patients' IDs and the disease states is provided in table B.2 in appendix B.
The image size of each case is 128  128  128 and the segmentation for each case is
respectively performed on the left, right and simultaneously two lungs. Furthermore,
the sections that involve the comparisons with previous methods are section 5.5.3, 5.5.4,
5.5.5, 5.5.7 and 5.5.8.
The parameter setting of the proposed method is t =  = h = 1 , = 100,  = 0:2
(ASWE parameters, see section 5.4 and 2.5),  = 50 (GAS parameter, see section 2.2.2),
bm = bs = 3 (the widths of the narrow band for lung modelling and active surfaces
respectively, mentioned in section 4.3.2 and 5.4). The number of eigen-shapes for lung
modelling used is K = 10 for Leventon's and Tsai's methods, and K = 3 for the
proposed method. Mostly the parameter setting remains consistent in the experiments
to be demonstrated. A particular parameter setting will be given in section 5.5.6 because
it concerns images of extreme conditions of noise. The parameter values are chosen to
well demonstrate the experimental results. Parameter optimization can improve the
quality of the experiments and it will be investigated in the future works.
Just as the experiments in chapter 3 and 4, leave-one-out scheme is employed throughout
the experiments in this section. Whenever the segmentation is performed, the shape
corresponds to the image segmented is left out to achieve a fair evaluation of the proposed
method.
The four similarity measures, ER1 (normalized inner product of shape's CFs), ER2
(Dice's coecient), ED1 (average Euclidean distance), and ED2 (Hausdor distance)
introduced in section 4.3.3 are also adopted here for evaluation of the results. The
rst and second stages of experiment only involve ER1 and ED1, because these stages
are considered as test stages in this work, and two measures are sucient to show the
expected properties of the proposed method. While in practical use (the segmentation
of lungs from low-dose CT images), all four similarity are employed for a thorough
evaluation. Also for test stages, only the simultaneous segmentation of two lungs will
be performed to reduce the redundancy of the experiments.
5.5.2 The Working Conditions of the Proposed Method
This section provides the explanations of the working conditions of the proposed method.
It is pointed out in section 5.4 that the proposed method has three conditions of use,
which are in short: 1. a proper initialization, 2. well-dened partition, and 3. similar
shape class. Some examples are given here to show the necessity of these conditions.96 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.4 presents the segmentation process of case 15 in the database of low-dose CT
images using the proposed method starting from the outside the lung regions. It can
be observed that the method falls into local minima and the prior shape ts itself in
the wrong area. ASWE is the major force driving the prior shape and an improper
initialization of evolution leads to an inaccurate result. Figure 5.5 shows that a proper
initial surface gives rise to a satisfactory segmentation result.
Figure 5.4: The evolution of active surfaces restricted by the prior shape starts
outside the ROIs. Top row: the 3-D visualization of the evolution process.
Bottom row: the corresponding slice views.
Figure 5.5: The evolution of active surfaces restricted by the prior shape starts
inside the ROIs. Top row: the 3-D visualization of the evolution process. Bot-
tom row: the corresponding slice views.
The second intended condition of use can be explained by gure 5.6. The background
outside the body of the individual is enormously brightened and the optimal partition
of the image becomes the human body and the background. Even though the lungsChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 97
are the ROIs and active surfaces evolve under restriction of prior shape with a proper
initialization, they simply suer a major leak into other regions of the body.
Figure 5.6: The evolution of active surfaces when the background is remarkably
brightened. Top row: the 3-D visualization of the evolution process. Bottom
row: the corresponding slice views.
In summary, this section demonstrates that the rst two working conditions are necessary
(the third is quite self-evident). The hierarchical method proposed here is in fact a
delicate system which is most feasible for local optimization. In the following sections of
experiments, these conditions are assumed to be fullled or extra schemes are proposed
to achieve these conditions.
5.5.3 Synthetic Images with Occlusions
This section focuses on the robustness of the proposed method against occlusions. The
images to be experimented here are synthesized using one of the mask images of lungs.
The interior region is set to dark and the intensity value of exterior is set to 1000 to
simulate real CT images. Two types of occlusions are synthesized here. Furthermore,
the methods proposed by Leventon et al. (2000) and Tsai et al. (2003) participate in a
comparison with the proposed method.
A validation experiment of the implementation of both Leventon's and Tsai's methods
is presented by gure 5.7 and gure 5.8 following the work of Bresson et al. (2006). It
can be observed from both gures that the ellipse in the synthesized image is accurately
segmented by both methods in the presence of occlusion, achieving ER1 = 0:99 for both
methods.
The rst type of occlusion is inspired by Tsai et al. (2003). A cluster of solid lines
puncture through the ROIs, causing several parts of the boundaries missing. Figure 5.998 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.7: The segmentation process of a synthesized ellipse image using Lev-
enton's method (ER1 = 0:99). The top and bottom rows are respectively the
3-D views and slice views.
Figure 5.8: The segmentation process of a synthesized ellipse image using Tsai's
method (ER1 = 0:99). The top and bottom rows are respectively the 3-D views
and slice views.
presents the experiment with respect to this type of occlusion, which can also be con-
sidered as a leakage problem. A 3-D view of the image overlapped with initial sur-
faces for Leventon's , Tsai's and the proposed methods can be found in gure 5.9(a1).
Figure 5.9(a2), (a3) and (a4) respectively present the results of these three methods.
Corresponding typical slices are given in gure 5.9(b1)-(b4).
It can be observed from the gure that all three methods possess robustness against thisChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 99
Experimental ER1 ED1 No. of Average time Total
Data iterations of one iteration time
Leventon's 0.94 1.68 15 6.95s 104.25s
Tsai's 0.85 1.95 5 31.31s 156.55s
Proposed 0.96 1.39 8 9.91s 79.28s
Table 5.2: A comparison concerning the accuracy and eciency of Leventon's,
Tsai's and the proposed methods for the rst type of occlusion (corresponding
to gure 5.9).
type of occlusion and none of them are largely aected by the line clusters. However,
Tsai's method exhibits limitations of boundary accuracy mainly due to the fact that
it employs no local adjustment mechanism, e.g. geodesic active surfaces. Leventon's
method (gure 5.9(a2) and (b2)) produces similar result with the proposed method
(gure 5.9(a4) and (b4)). Both methods present excellent boundary accuracy and the
proposed method behaves a bit better at sharp corners. Nonetheless, both methods
are slightly distorted by the line clusters by closely examining gure 5.9(b2) and (b4).
A more detailed comparison with respect to accuracy and eciency can be found in
table 5.2.
Figure 5.9: The segmentation of a synthetic image with the rst type of oc-
clusion (leakage) using Leventon's, Tsai's and the proposed method. (a1) The
3-D view of the original image overlapped with the initial surfaces for the three
method. (a2) The segmentation result by Leventon's method. (a3) The segmen-
tation result by Tsai's method. (a4) The segmentation result by the proposed
method. (b1)-(b4) are typical slices corresponding to (a1)-(a4).
The second type of occlusion is to set the line clusters to the inverse intensities, as is
shown in gure 5.10(a1). The initial surface is the same as the previous experiment
and the results of the three methods are respectively given in gure 5.10(a2), (a3) and100 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
(a4). Their typical slice views are demonstrated in gure 5.10(b1) to (b4). Again, these
methods show their robustness against this type of occlusion with Tsai's method (g-
ure 5.10(a2)) incapable of capturing accurate boundary, Leventon's and the proposed
methods detected the boundary while slightly aected by the line cluster. Some exper-
imental data of the three methods are provided in table 5.10 for a comparison.
Figure 5.10: The segmentation of a synthetic image with the second type of
occlusion using the three methods. (a1) The 3-D view of the image overlapped
with the initial surfaces for the three methods. (a2) The segmentation result
by Leventon's method. (a3) The segmentation result by Tsai's method. (a4)
The segmentation result by the proposed method. (b1)-(b4) are typical slices
corresponding to (a1)-(a4).
Experimental ER1 ED1 No. of Average time Total
Data iterations of one iteration time
Leventon's 0.93 1.88 17 6.21s 105.57s
Tsai's 0.82 2.13 6 31.26s 187.56s
Proposed 0.97 1.17 7 9.97s 69.79s
Table 5.3: A comparison concerning the accuracy and the eciency of Leven-
ton's, Tsai's and the proposed methods for the second type of occlusion (corre-
sponding to gure 5.10).
In summary, this section presents two types of occlusions and they are experimented
with the proposed method along with two popular methods in the literature. In general,
the experimental results indicates that shape-based segmentation methods are robust
against occlusions. Tsai's method is based only on prior shape and region features of
the image, therefore, in segmentation of shapes with large individual characteristics like
lungs, it shows the limitation in achieving satisfactory boundary accuracy. Leventon's
and the proposed methods produce better results and the distortions by the occlusions
are controlled in an acceptable level.Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 101
Nevertheless, the experiment here shows a limited number of aspects of the occlusion
problem. In this synthesized image, where the edges of regions are quite clear, Tsai's
method exhibits disadvantages. However, in ultrasound images (experiments conducted
by Tsai et al. (2003)), where the boundaries between regions are vague and the shape
of region has less variations, the boundary information needs to be derived from the
training set (the prior shape). The local detection of edges as in Leventon's and the
proposed method may suer large distortion.
5.5.4 Synthetic Images with Noise
This section presents the experiments on the segmentation of synthetic images with
articial noise. The image used here is same with that of the last section (section 5.5.3).
The three methods namely, Leventon's, Tsai's and the proposed methods are to be
performed on the image with an increasing level of Gaussian noise. The noise ranges
from level 1 to 10 and more details about image noise information are given in the
appendix A.
The rst row of gure 5.11 are examples of images respectively contaminated by noise of
level 1, 4, 7 and 10. The density of the white dots increases dramatically with the noise
level, giving rise to large region and boundary ambiguities. The second to the fourth
row are the corresponding results respectively produced by Leventon's, Tsai's and the
proposed methods and they are overlapped with the ground truth. The increasing level
of noise drives the results of these methods away from the accurate boundary, and
blurs sharp corners of regions more than everywhere else. Therefore, observably the
segmentation results in high level of noise lose thin boundaries of lungs.
The detailed results can be found in the plots presented by gure 5.12. It can be observed
that all methods are aected by the noise. However, region feature enables Tsai's and
the proposed methods to decrease with noise slower than Leventon's method. Most likely
high levels of noise cause Leventon's method which only based on boundary information
to fall into local minima. The proposed method takes advantage of both region and
boundary features, therefore, it remains the most accurate among all three methods with
respect to the two selected similarity measures, ER1 and ED1. An eciency comparison
is provided by table 5.4.
Experimental Average No. Average time of Average time for
Data of iterations one iteration one segmentation
Leventon's 17.6 6.79s 119.50s
Tsai's 6.2 32.24s 199.88s
Proposed 7.1 10.84s 76.96s
Table 5.4: A comparison with respect to the eciency of Leventon's, Tsai's and
the proposed methods for the segmentation of noisy images (corresponding to
gure 5.12).102 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.11: The segmentation of images with an increasing level of noise using
the three methods. (a1)-(a4) are respectively the noisy images of level 1, 4,
7 and 10 with the initial surfaces overlapped. (b1)-(b4) are the 3-D views of
the corresponding segmentation results by Leventon's method overlapped with
the ground truth. (c1)-(c4) are the results by Tsai's method. (d1)-(d4) are the
results by the proposed method.
In summary, this section presents the results of Leventon's, Tsai's and the proposed
methods for segmentation of synthetic images with an increasing level of noise, from
slight to severe. A slight amount of noise barely aects on all three methods. As the
noise level increases to severe, the boundary-based method (Leventon's) falls into local
minima, while the region-based methods (Tsai's and proposed) is capable of achiev-
ing good consistency. The proposed method stands out in this experiment due to its
versatility of applying both region and boundary information.Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 103
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Figure 5.12: A quantitative evaluation of the three methods in segmentation of
the images with increasing levels of noise using ER1 and ED1 (corresponding to
gure 5.11).
5.5.5 Synthetic Images with Noise plus Occlusions
The proposed method in the previous sections delivers superior results and compensates
for several drawbacks of previous method in segmentation of synthetic images with
occlusions and noise respectively. It is interesting to further investigate how the proposed
method behaves when the images are contaminated by noise plus occlusions. Therefore,
this section focuses on this problem.
Figure 5.13(a1) to (a4) are examples of image slices with noise plus occlusions overlapped
with the initial surfaces. The noise levels are same with those of gure 5.11 and the
second type of occlusion shown in gure 5.10 is utilized here. Figure 5.13(b1) to (b4) are
the corresponding results produced by the proposed method. It can be observed that
the method achieves stable results under extreme conditions.
The plots shown in gure 5.14 present the full results of the experiment. They are com-
pared with the results delivered by Leventon's and Tsai's methods. It can be observed
that the proposed method presents more stable and accurate results than the previous
two methods. This indicates even in simultaneous presence of noise and occlusions, the
proposed method produces reliable results. As for eciency, it takes 70-90 seconds from
initial surfaces to achieve convergence.
In summary, this section presents an interesting experiment that further demonstrates
the robustness of the proposed method. Under severe noise, the results produced by the
proposed method barely change when occlusions are added. Nonetheless, the noise and
occlusion types synthesized in this experiment do not cover the whole range of possible
conditions and it can be improved by adding other types of noise and occlusions.104 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.13: The segmentation of images with an increasing level of noise plus
the second type of occlusion using the proposed method. (a1)-(a4) respectively
correspond to noise level 1, 4, 7 and 10 with the initial surfaces overlapped.
(b1)-(b4) are the 3-D views of the corresponding results overlapped with the
ground truth.
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Figure 5.14: A quantitative comparison of the proposed method with Leventon's
and Tsai's methods for the segmentation of the images with noise plus occlusion
using ER1 and ED1 (corresponding to gure 5.13).
5.5.6 Low-dose CT Scans with Articial Noise
In this section, the proposed method is to be tested on real CT data with manually
added noise. Three cases from the database, namely case 3, 15 and 24 are selected to
perform this experiment. As is discussed in section 4.4.1 that these cases are typical in
terms of their shapes. Case 15 is quite average while case 3 and 24 represent two extreme
conditions. Their large dierences from average lungs presumably lead to diculties in
segmentation. The level of Gaussian noise ranges from level 1 to 10 and more about
the noise information can be found in the appendix A. For cases with noise greaterChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 105
than level 5, the parameter setting is changed to  = 200, bm = 1, bs = 2 (width of
narrow band for lung modelling and active surfaces respectively). The initial surfaces
remain consistent for each case and they are shown in gure 5.15. The convergence of
the method is mostly achieved around 1.5 to 2 minutes.
Figure 5.15: (a), (b) and (c) are respectively the initial surfaces (green) for
the segmentation of case 3, 15 and 24 in the experiments of section 5.5.6 and
5.5.7, overlapped with the ground truth (purple) and raw surfaces of the bodies
(grey).
Several examples of the segmentation of case 15 with increasing levels of noise are demon-
strated by gure 5.16. It can be observed from the top row (the typical slice views) of the
gure that the ROIs are gradually blurred in presence of noise. For noise of level 4, which
is presented by gure 5.16(a2), the lungs are moderately observable, however, when the
noise level increases to 7 and 10 (gure 5.16(a3) and (a4)), the lung regions almost
disappear by observation. The bottom row presents the results of segmentation using
the proposed method overlapped with the ground truth. The method produces smooth
surfaces in lower levels of noise (gure 5.16(c1) and (c2)) and for higher levels of noise,
the method is able to recover the majority of the region information (gure 5.16(c3) and
(c4)).
Segmentation of case 3 is more challenging, for it is the most dissimilar with the average
shapes. Several examples are presented by gure 5.17. Just like case 15, high levels
of noise shown in gure 5.17 make the lung regions almost unobservable. The results
overlapped with the ground truth in gure 5.17 (c3) and (c4) indicate the robustness of
the method under these extreme conditions.
Another dicult case of segmentation is case 24 shown in gure 5.18. The left and
right lungs of case 24 are slightly connected to each other and in presence of severe
noise, which has a signicant blurring eect, the front boundaries of left and right lungs
merged into each other. Again, the method provides satisfactory results in low levels of
noise, and stable results in high levels of noise.
Figure 5.19 shows the results of all three cases produced by the proposed method com-
pared with Leventon's and Tsai's methods using ER1 and ED1. The increasing severity106 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.16: The segmentation of the low-dose CT image of case 15 from the
database with an increasing level of noise using the proposed methods. (a1)-(a4)
respectively correspond to noise level 1, 4, 7 and 10. (b1)-(b4) are the noisy
images overlapped with the initial surfaces for segmentation. (c1)-(c4) are the
3-D views of the corresponding results overlapped with the ground truth.
of the noise drives the nal surface away from the true surface due to major information
loss, while the proposed method produces more accurate results than the two methods
in the previous works on the whole.
In summary, this section demonstrates the segmentation of three typical cases selected
from the low-dose CT database contaminated by increasing levels of noise. These cases
range from normal to special, creating signicant challenges of successful segmentation.
The proposed method presents high stability under extreme conditions. Nevertheless,
the experiment conducted here employed limited number of cases. More aspects of the
method can be exhibited by wider range of cases and noise types.
5.5.7 Low-dose CT Scans with Synthetic Tumors
One of the interesting problems in thoracic CT scans is the segmentation of cancerous
lungs in presence of large tumors. Real images with lung tumors are not available at
hand, however, we can simulate several conditions of lung tumors in the recent workChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 107
Figure 5.17: The segmentation of the low-dose CT image of case 3 with an
increasing level of noise using the proposed methods. (a1)-(a4) respectively cor-
respond to noise level 1, 4, 7 and 10. (b1)-(b4) are the noisy images overlapped
with the initial surfaces for segmentation. (c1)-(c4) are the corresponding re-
sults overlapped with the ground truth.
of Sun et al. (2012). The average diameters of tumors involved in segmentation in
their work are 38.8 mm (millimetre) and 53.0 mm for the left lungs and right lungs
respectively. The segmentations are performed on HRCT (high resolution CT) scans of
size 512512512. The sizes of tumors are to be interpreted into voxel measurements.
The average size of voxels reported by Sun et al. (2012) is 0:7mm  0:7mm  0:7mm,
therefore, the average sizes of tumors are 56 and 76 voxels for the right and left lungs
respectively. The general ratio between HRCT and low-dose CT used here is 6:1 (the
128128128 resolution database is extended from 969696). Then the diameters
of the synthetic tumors used in this experiment are 12 and 14 voxels for the left and
right lungs respectively. The shape of synthetic tumor is consistently a sphere.
Case 3, 15 and 24 will also involve the experiment in this section. Case 3 has lungs of
relatively small volumes, therefore, 5 locations of tumors are selected for the right and
left lung respectively. Case 15 and 24 have larger volumes, therefore, 10 locations are
selected for the right and left lungs respectively. The principle is to ensure the locations
of synthetic tumors general cover the whole regions of lungs. The intensity is set to108 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.18: The segmentation of the low-dose CT image of case 24 with an
increasing level of noise using the proposed methods. (a1)-(a4) respectively cor-
respond to noise level 1, 4, 7 and 10. (b1)-(b4) are the noisy images overlapped
with the initial surfaces for segmentation. (c1)-(c4) are the corresponding re-
sults overlapped with the ground truth.
a consistent value, 1100, which is as bright as the blood vessels. The number of low-
dose CT images with tumor is in total 50. The same initial surfaces are used here as
section 5.5.6 (shown in gure 5.15). The time consumed for convergence of each case
ranges from 40 to 70 seconds.
Furthermore, the experiment presented in this section involves only single lung segmen-
tation. The lungs with tumors are the regions of the most interest. In previous sections,
simultaneous segmentation of lungs has been extensively demonstrated, therefore, this
section focuses more on the practical use of the proposed method.
Figure 5.20 provides all the locations selected for each case. The left lungs are shown in
the top row and the right lungs in the bottom row. It can be observed that the selected
locations almost cover the whole area of the lungs.
Figure 5.21 provides a comparison of Leventon's, Tsai's and the proposed method. It
is shown in the gure that Leventon's and Tsai's methods fail to produce satisfactoryChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 109
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Figure 5.19: A quantitative comparison of the proposed method with Leventon's
and Tsar's methods for the segmentation of the low-dose CT images using ER1
and ED1 (corresponding to gure 5.16, 5.17 and 5.18). The top, middle and the
bottom rows are respectively case 3, 15 and 24.
results. The reason is that, as discussed in section 5.5.4, Leventon's method has the
tendency to fall into local minima in the presence of noise and Tsai's method has no
local boundary detection mechanism. However, they are not observably aected by the
occlusion caused by the tumor. The proposed method following a hierarchical scheme,
achieves an accurate segmentation in the presence of the tumor.
Several slice views of the segmentation of case 3 can be found in gure 5.22. The
diameter of synthetic tumor is quite large and in gure 5.22(a1) and (a2), the synthetic
tumors merge a little with the boundaries. The results are overlapped with the slices in
gure 5.22(b1)-(b4).110 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.20: Synthetic tumors of all locations overlapped with the corresponding
lungs. (a) and (e) are respectively the left and the right lungs from case 3; (b)
and (f) from case 15; (c) and (g) from case 24.
Figure 5.21: A comparison of Leventon's, Tsai's and the proposed method for
the segmentation of the left lung with a synthetic tumor from case 15. (a)
The overlapping of the initial surface (green), the ground truth (purple), the
emphasized tumor (cyan) and the raw surfaces of the body (grey). (b), (c) and
(d) are respective the results produced by Leventon's, Tsai's and the proposed
methods.
Figure 5.23 presents all the results of segmentation performed on case 3. Due to the fact
only 10 conditions of tumors are selected for case 3, the results are plotted separately
from case 15 and 24. Both for left and right lungs, the results remain stable and are not
aected by the presence of the large synthetic tumors.
Several examples of the segmentation results of case 15 for the left and right lungs can be
found respectively in gure 5.24 and 5.25. The typical locations of tumors are presentedChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 111
Figure 5.22: Several examples of the segmentation for case 3 with synthetic
tumors viewed from typical slices. (a1)-(a4) are several selected conditions of
tumor. (b1)-(b4) are the corresponding results of segmentation.
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Figure 5.23: A quantitative evaluation of the proposed method in segmentation
of case 3 with synthetic tumors for both left and right lungs. The case indices
of the left and right lungs respectively correspond to gure 5.20 (a) and (e).
and just as case 3, some tumors merges with boundaries.
Lastly for case 24, several tumor locations and their corresponding results are given in
gure 5.26 and 5.27. Case 24 is tall and thin, the tumor of average diameter in certain
cases as in gure 5.26(a2) and gure 5.27(b3) touches two side of lung boundaries.
Figure 5.28 shows the results of segmentation performed on case 15 and 24. The left
and right lungs are plotted respectively for each case, therefore, 4 plots are generated.
Observably the proposed method is not aected by the synthetic tumors of all locations
that cover the whole regions of lungs.
In summary, this section presents the segmentation of a low-dose CT database of syn-
thetic tumors. The tumors are synthesized in accordance with recent experiments found
in the literature (Sun et al., 2012). The locations of synthetic tumors are manually112 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.24: Several examples of segmentation for the left lungs of case 15
with synthetic tumors viewed from typical slices. (a1)-(a4) are several selected
conditions of tumor. (b1)-(b4) are the corresponding results of segmentation.
Figure 5.25: Several examples of segmentation for the right lungs of case 15
with synthetic tumors viewed from typical slices. (a1)-(a4) are several selected
conditions of tumor. (b1)-(b4) are the corresponding results of segmentation.
selected on typical cases and cover almost the whole regions of lungs. Satisfactory re-
sults are produced in this experiment. Notwithstanding, the synthetic database is not
as reliable as real database. The experiment will be further improved as long as sources
of database of lung cancer are available.Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 113
Figure 5.26: Several examples of segmentation for the left lungs of case 24
with synthetic tumors viewed from typical slices. (a1)-(a4) are several selected
conditions of tumors. (b1)-(b4) are the corresponding results of segmentation.
5.5.8 A Database of Low-dose CT Scans
An application of the proposed method to the real world problem is demonstrated in
this section, i.e. the segmentation of lungs from a low-dose thoracic CT scan database.
The segmentation is performed on all three classes of lungs, namely the left, right and
two lungs simultaneously.
Following the three intended conditions of use, an initialization scheme for the proposed
method is designed specically for the database according to the features of the low-
dose CT scans. The CT images of the database typically consist of a black background,
an individual body and inside the body are the lung regions to be extracted. The
initialization scheme is then formulated as follows:
Step 1: Extract the mask image of the individual body. The background is a connected
and the darkest region outside body, therefore, the image is thresholded by a
value of 200 and morphologically smoothed (erosion and then dilation). Then
the largest connected region is detected and thus the mask image of body is
found automatically inside the image.
Step 2: Extract the raw regions of the lungs. The image is thresholded by 500 and the
acquired mask merged with the body mask by an 'AND' operation. A noisy
version of the lung regions along with certain small regions from other organs
is thereby obtained.114 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.27: Several examples of segmentation for the right lungs of case 24
with synthetic tumors viewed from typical slices. (a1)-(a4) are several selected
conditions of tumor. (b1)-(b4) are the corresponding results of segmentation.
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Figure 5.28: A quantitative evaluation of the proposed method for the segmen-
tation of case 15 and 24 with synthetic tumors for both left and right lungs. The
case indices of the left and right lungs of case 15 and 24 respectively correspond
to gure 5.20 (b), (f), (c) and (g).
Step 3: Register the average lungs obtained from the trainings set to the lung regions
obtained from step 2 with respect to translation. The registration technique
introduced in chapter 3 is applied in this step. For single lung segmentation
(left or right), the average lungs are labelled respectively as the left and the
right lungs. They are also eroded by a distance of 2 voxels. The main purpose
is to ensure that the starting point of the proposed segmentation method has a
major overlap with the lung regions.
This scheme employs the simplest techniques in general image processing and it providesChapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 115
the intended initial conditions for all the cases in the database. A graphical description
is shown in gure 5.29. With these initial conditions, the proposed segmentation method
is performed on the database. The time taken to convergence from these initial surfaces
for single lung segmentation (left and right) ranges from 40 to 70 seconds, and for the
simultaneous segmentation of two lungs, 60 to 100 seconds.
Figure 5.29: A graphical version of the initialization scheme for the segmentation
of the low-dose CT database.
A comparison of Leventon's, Tsai's and the proposed methods is given in gure 5.30. Just
as previous sections, Leventon's and Tai's methods provide unsuccessful segmentation
results while the proposed proposed method does. Additionally, the segmentation results
given by IAS introduced in chapter 2 for case 3, 15 and 24 are presented in gure 5.31. It
can be observed that IAS is unable to provide satisfactory results as airways are included
in the nal results.
Figure 5.30: A comparison of Leventon's, Tsai's and the proposed method
for the simultaneous segmentation of lungs from case 15 in the low-dose CT
database. (a) The overlapping of the initial surface (green), the ground truth
(purple) and the coarse surfaces of the body (grey). (b), (c) and (d) are respec-
tively the results produced by Leventon's, Tsai's and the proposed methods.
Figure 5.32 presents the segmentation results of the low-dose CT database performed for
the left, right and two lungs respectively. The proposed method on the whole produces116 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
Figure 5.31: The segmentation results using IAS introduced in chapter 2 for
case 3, 15 and 24. Top row from left to right are respectively the segmentation
results of case 3, 15 and 24 viewed from typical slices. The bottom row are their
corresponding 3-D views.
accurate and stable results. Due to the versatility of the database, certain cases exhibit
lower similarity with the ground truth. These are most likely caused by the in accuracy
in the modelling process. For certain rare cases, case 3 and 10 for instance, the individual
shapes are largely dierent from the average as discussed in section 4.4.1.
Furthermore, it can be observed that the segmentation results of the right lungs are
stabler than those of the left and two lungs simultaneously. This may well caused by
the large variations of the left lungs as discussed in section 4.4.2.
A comparison of Leventon's, Tsai's and the proposed methods for the simultaneous
segmentation of the left and the right lungs from the CT low-dose database is presented
in gure 5.33. It can be observed that the proposed method achieves better results over
the previous two methods.
In summary, this sections presents the segmentation of a low-dose CT scan database. It
is a real world application and a specic initialization for the proposed method is given
here to fully automate the segmentation process. The segmentation is performed on all
three classes of lungs and the results indicate satisfactory accuracy and stability of the
proposed method.Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images 117
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Figure 5.32: The quantied results of the proposed method measured by ER1,
ER2, ED1 and ED2 for the segmentation of the low-dose CT database for the
left, right and simultaneously two lungs.
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Figure 5.33: A comparison of Leventon's, Tsai's and the proposed methods
for the segmentation of the two lungs simultaneously from the low-dose CT
database using ER1 and ED1.
5.6 Conclusions and Future Directions
This chapter based on the idea of Bresson et al. (2006), proposes a novel hierarchical
segmentation method for the segmentation of lungs from volumetric CT images. This
method is a combination of three models, which are active contours/surfaces, statistical
shape modelling and similarity registration. With these models introduced in previous118 Chapter 5 Automatic Segmentation of Lungs from Low-dose CT Images
chapters, this chapter puts major focus on the application of this method to volumetric
images. The method employs a coarse-to-ne scheme which takes advantage of strong
regions features, delicate boundary adjustments and prior shape restrictions.
An extensive amount of experiments are conducted to demonstrate the robustness of this
method against noise and occlusions, including synthetic images and real world images
of low-dose CT scans. Compared to previous methods introduced by Leventon et al.
(2000) and Bresson et al. (2006) in the literature, the proposed method overcomes local
minima and achieves satisfactory boundary accuracy. The implicit shape representation
also enables the method to segment two lungs simultaneously. The method proposed
here is also a suitable solution for general volumetric image segmentation in the presence
of noise and occlusions.
Nevertheless, no methods are without disadvantages. The mechanism of the proposed
method also involves an iterative process. Also, from the intended working conditions,
the method requires a specic initialization scheme for the segmentation to be fully
automated. This method in fact provides a local optimal solution to the prior-shape-
based segmentation problem.
Regarding the future directions, rst, the method should be applied to a database of
lungs with cancer as well as brotic disease to test its suitability for this problem.
Second, the method should be used to segment images of more shape classes. Several
analyses are given on the lung class, however, it is always better to involve more shape
classes to extend the scope of application of this method. Moreover, more types of noise,
including salt & pepper noise, Poisson noise (shot noise), should participate in the test
of robustness against noise. Last but not least, it is interesting to conduct phantom
studies that quantitatively test the performance of the proposed segmentation method
by gradually reducing the beam energy of the CT scanners.Chapter 6
Shape-based Segmentation Aided
by Texture Information
6.1 Inspirations and Introduction
Shape information is one of the prior knowledge that can be applied to the image seg-
mentation. There exists another eld of research that aims to model general image
information, and that is texture. Compared to shapes which convey global region in-
formation, texture representation of images is derived from neighborhood pixels/voxels.
The ROIs in images can be readily emphasized with well established models. As is
introduced in the chapter 5, the shape-based segmentation technique requires a proper
initialization to achieve an accurate segmentation result. In the segmentation of low-
dose CT scans (section 5.5.8), an observation-based initialization scheme is designed
specically for this class of images by assuming the structures to be consistent, however,
when the assumptions of the image structure are inapplicable, one needs to adapt more
compensation schemes. The degree of automation is thus reduced.
In fact, this problem can be overcome by applying texture-based feature extraction
methods when the interior voxel intensities follow a consistent pattern. This chapter
introduces a supervised texture segmentation method which is used as a precursor to
shape-based segmentation technique to improve the degree of automation in volumetric
CT image segmentation. One only needs to understand interior region features without
knowing the whole structures of the image.
Various styles of 2-D texture modelling exist in this active eld of research, including
the Gabor ltering (Jain and Farrokhnia, 1990; Paragios and Deriche, 2002; Sagiv et al.,
2006), Fourier descriptors (Nixon and Aguado, 2008), Markov random elds (MRF)
(Varma and Zisserman, 2003), local histograms (Hofmann et al., 1998), etc. The former
two are based on ltering theory and the latter two statistical modelling.
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Most popular among them is the Gabor ltering theory which models the texture through
obtaining the responses from the selected lter banks. This process imitates human
perception of texture structures and provides a rich source of information that gives rise
to a satisfactory discrimination of textures (Han et al., 2011). However, the intrinsic
drawbacks of the lter banks are that they involve a large amount of parameters to
adjust, high computational cost (convolutions with the lters), and signicant memory
consumption.
Statistically-based modelling, e.g. MRF, is another powerful style of texture understand-
ing. Varma and Zisserman (2003) proposed to apply MRF for classication purpose and
by using rather a small number of parameters, the result of classication surpasses tradi-
tional lter banks. A special case of MRF, the Gaussian Markov random eld (GMRF)
enjoys a wide range of applications for its simplicity of parameter estimation (Rue and
Held, 2004). GMRF is to be employed here for modelling of lung textures in volumetric
CT images.
6.2 Previous Works
6.2.1 GMRF Texture Modelling
Chellappa and Chatterjee (1985) proposed the early idea of texture modelling using
GMRF. The parameters calculated using least square estimation (LSE) are regarded
as feature and then they are applied to the texture classication problem, achieving
good accuracies. Later Krishnamachari and Chellappa (1997) employed GMRF for
texture segmentation in a multi-resolution set-up of images. Two parameter estimation
techniques are proposed, which are respectively based on Kullback-Leibler distance and
local conditional distribution invariance. Segmentation results of synthetic texture and
satellite images suggest the advantage of GMRF texture modelling with respect both
accuracy and eciency.
Following the works on classical GMRF, Descombes et al. (1999) introduced improved
parameter estimation schemes based on LSE applied to a non-stationary framework and
renormalization theory. The estimation schemes lead to successful segmentation of re-
mote sensing data and are robust with respect to the sampling size of texture. C esmeli
and Wang (2001) instead of directly using GMRF model parameters as features, applied
a 2-D array of locally excitatory globally inhibitory oscillator networks (LEGION) to the
model parameters, enabling the homogeneous textures to synchronize and distinct tex-
tures to correspond to dierent phases. Other works on deriving texture features from
GMRF parameters include Kim et al. (2006) who sought to model GMRF parameters
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and real world images, and Zhao et al. (2007) who added weights to the GMRF param-
eters (pixels closer to the centre gain more importance) and achieved signicant results
on the classication of textures from QuickBird satellite images.
Until recently, Mahmoodi and Gunn (2011) combined variational model with GMRF
texture feature extractions to achieve optimal segmentation of texture images using
maximum likelihood estimation (MLE) of the parameters. Dharmagunawardhana et al.
(2012) proposed to use local histograms of GMRF parameters as features for segmenta-
tion and later Dharmagunawardhana et al. (2014) applied isotropic GMRF, referred to
as IGMRF, to discrimination of various types of lung textures (normal or diseased).
6.2.2 Volumetric Texture Modelling
Volumetric texture modelling approaches are not rich in the literature. The most likely
reason is that volumetric textures are dicult to obtain in the real world, which is unlike
the 2-D case, where various sources of large databases are widely available for researchers
to work on.
Early research on this idea is presented by Ranguelova and Quinn (1999). This work
employs volumetric GMRF to model and synthesize textures, and then achieves super-
vised segmentations of both synthetic and the magnetic resonance (MR) images of brain
ventricles. This 3-D based method shows superiorities over conventional 2-D method for
slice by slice processing.
Another volumetric texture segmentation method is proposed by Aldasoro and Bhalerao
(2007). This is a multi-resolution approach based on Fourier domain ltering and is also
applied to both synthetic textural images and MR images of human knees, providing a
starting point that facilitate further quantitative analyses such as cartilage extraction.
Xu et al. (2006) introduces a method for classication of lung tissues. It is an exten-
sion of adaptive multiple feature method (AMFM) to 3-D. The method is successful in
recognition various classes of diseased lung tissues and exhibits greater discriminative
power than the 2-D version of AMFM.
6.3 Mathematical Preliminaries
6.3.1 Markov Random Fields in Volumetric Images
Let 
D 2 Z3 be a 3-D bounded discrete image domain and the neighborhood of a voxel
i 2 
D can be dened as a set Ni that satises:
Ni = fi0 2 
Djd(i0;i) 
p
3r;i0 6= ig (6.1)122 Chapter 6 Shape-based Segmentation Aided by Texture Information
where d(i0;i) denotes the distance between two voxels and r is an positive integer. Here,
it is assumed that Ni is a cube that contains a total number of N = (2r+1)3 1 voxels.
It can be noticed that N here is often an even number. An example of neighborhood
system can be found in gure 6.1.
Figure 6.1: An example of the neighborhood system of voxel i (r = 1;N = 26).
The indexing through the neighborhood system follows a 'x-y-z' manner.
Let X = fXiji 2 
Dg be a set of random variables and each Xi is mapped to a value
(intensity) Ii 2 R+, then X here is a random eld. Xi = Ii denotes an event that Xi
takes the value Ii and fXi = Iiji 2 
Dg, abbreviated as X = I, the joint event. The
probability of X to take the value I is represented by P(X = I), abbreviated as P(I).
X is referred to as a MRF (Markov random eld) when it satises:
P(IijI
Dni) = P(IijINi) (6.2)
where 
Dni is the set dierence, which represents all the voxels in the image other than
i, and INi denotes the intensities of voxels in Ni. This equation indicates that the MRF
assumes the intensity of a voxel is related only to those of its neighborhood voxels in Ni
and independent from every voxel else.
The assumption of MRF has wide applications in image texture modelling, which mainly
studies local distribution of voxel intensities.Chapter 6 Shape-based Segmentation Aided by Texture Information 123
6.3.2 Conditional Gaussian-Markov Random Fields
One of the signicant subclasses of MRF is the Gaussian-Markov random elds (GMRF).
GMRF depicts image textures using a nite number of parameters in a linear manner.
Using the notations introduced in the last section (section 6.3.1), the conditional prob-
ability density function (PDF) of local intensities is written as:
pwi;i(IijINi) =
1
p
2i
exp

 
(Ii   wT
i ~ INi)2
22
i

(6.3)
where parameter wi = (wi1;wi2;:::;wiN=2)T denotes the weights of the contributions
by the corresponding neighborhood voxel intensities and the elements of vector ~ INi =
(Ii1 +IiN;Ii2 +IiN 1;:::;IiN=2 +IiN=2+1)T correspond to that of wi. It can be noticed that
the dimension of wi is half of the neighborhood size of voxel i. The reason is that the
interaction parameters of voxels that are symmetric with respect to voxel i are equal to
each other (Li and Singh, 2009), i.e. wi1+n = wiN n, where 0  n < N.
Here wi exhibits the parametrized relation between the selected voxel i and its adjacent
voxels fiig, and the log-likelihood of wi:
lnL(wi;ijINi) = ln
N Y
i=1
pwi;i(IiijINii)
=
N X
i=1
lnpwi;i(IiijINii) (6.4)
The maximum likelihood estimation (MLE) of parameter wi and i leads to minimizing
lnL. The solution to this problem can be found by setting the derivatives of L with
respect to wi and i to zero, i.e. rwiL = 0 and @iL = 0. It is equivalent to least square
estimation (LSE) and the parameters can be calculated using the following equations:
wi =
N X
i=1

~ INii
~ I T
Nii
 1 N X
i=1

Iii~ INii

(6.5)
2
i =
N X
i=1

Iii   ~ I T
Niiwi
2
(6.6)
Parameter wi and i can be considered as the representation of the voxel i in GMRF.
They are to be used to build texture features that discriminate inhomogeneous regions
in the work of Dharmagunawardhana et al. (2012). However, considering the case when
r = 1 in 3-D, smallest number of neighborhood voxel is 26, and later in the formulation
of texture features, the number of dimension is going to increase to more than 10 times.
This vastly exceeds the computational capacity of a normal workstation, therefore, a124 Chapter 6 Shape-based Segmentation Aided by Texture Information
simpler model proposed by Dharmagunawardhana et al. (2014) is employed here for 3-D
case.
Dharmagunawardhana et al. (2014) applied IGMRF (isotropic GMRF), which takes the
following form:
pwi;i(IijINi) =
1
p
2i
exp

 
(Ii   wi~ INi)2
22
i

(6.7)
It can be noticed that the vector wi is reduced to a scalar wi, which means that the
neighborhood voxels in Ni share a common parameter. This is a special case GMRF,
also known as circular GMRF. LSE is employed here for parameter estimation. The
residue in the sense of LSE is
"i = Ii   wi~ INi (6.8)
We would like nd a wi that minimizes the residues of all voxels in the image domain:
wi = argmin
wi
X
i2
D
"2
i
=
X
i2
D

Iii   wi~ INii
2
(6.9)
This is a simple quadratic equation and the solution can be found by setting the rst
order of its derivative to zero. Then wi can be obtained by
wi =
P
i2
D

Iii
PN
i=1 Iii

P
i2
D

PN
i=1 Iii
2 (6.10)
Then parameter i is computed by the following equation:
i =
v u
u t 1
N
X
i2
D

Iii   wi
N X
i=1
Iii

(6.11)
The parameter estimation of this model is of less computational cost and it gives sat-
isfactory results in discriminating diseased lung tissues from healthy ones. Therefore,
IGMRF is to be applied to model lung texture. It is sucient to extract regions of
lungs from low-dose CT images, providing proper initializations for the shape-based
segmentation technique introduced in chapter 5. This will be shown later in section 6.6.Chapter 6 Shape-based Segmentation Aided by Texture Information 125
6.4 The Texture Feature Formulation
The parameters (wi and i) of IGMRF can be regarded as an interpretation of the image
information other than intensity values. It is intended that the formulated texture
feature should be typical in representation of the corresponding texture class. The
parameters themselves are not sucient to play this role (Dharmagunawardhana et al.,
2012, 2014), however, they can be arranged to full this purpose.
Dharmagunawardhana et al. (2012) proposed a texture feature that employs the local
distributions of wi and i. It is referred to as parameter local histogram (PL histogram).
PL histogram exhibits outstanding discriminative power in texture classication. As is
pointed out in the last section (section 6.3.2) that in 3-D case, the number of image
voxels increases to hundreds of times larger, therefore, the smallest estimation window
is to be employed in this work, which is the 26-neighborhood condition.
Let 
Dl = fi;Nig represent the local domain of 26 voxels that contains the neighborhood
of voxel i, then the calculations of wi and i respectively becomes
wi =
P
i2
Dl

Iii
PN
i=1 Iii

P
i2
Dl

PN
i=1 Iii
2 (6.12)
i =
v u u
u t
1
N
X
i2
Dl

Iii   wi
N X
i=1
Iii

(6.13)
Each voxel in the image corresponds to a parameter vector (wi;i)T and these two
parameters give rise to two feature images. Local histograms on the local domain 
Dl
are calculated and normalized respectively for the two parameters. It is suggested in the
work of Dharmagunawardhana et al. (2014) and Sorensen et al. (2010) that the original
information of the image, namely the intensity values to be employed in combination
with the PL histograms to enhance the discriminative power. Therefore, the texture
feature is formulated using the histograms both calculated according to the IGMRF
parameters and intensity values. Each voxel corresponds to three histograms and they
are put into one large vector ^ Ii (see gure 6.2). Thus, ^ Ii is used here as the feature vector
for texture segmentation of volumetric images. Examples of typical texture patterns and
their corresponding average PL histograms are demonstrated in gure 6.3.
6.5 The Probability Images for Segmentation
Sample patches from the lung regions are selected in the low-dose CT database to build
up the training set of texture features for segmentation. The selection process takes126 Chapter 6 Shape-based Segmentation Aided by Texture Information
Figure 6.2: A graphical description of the texture feature formulation process.
advantage of the manually segmented mask images of lungs. When a 3  3  3 moving
window has a 100% overlap with the mask images, the patch in the window is stored and
its corresponding PL histograms calculated. These PL histograms comprise the training
set of texture features for the lung represented by ^ I = f^ Ijg.
With the established texture feature training set ^ I, the probability of voxel i belonging
to the domain of the ROIs denoted by 
ROI can be calculated by the following equation:
P(i 2 
ROIj^ I) = exp

  D(^ Ii;^ I)k

(6.14)
where D(^ Ii;^ I) is the distance between ^ Ii and the nearest ^ Ij in the training set ^ I. Each
voxel corresponds to a distance value and these distance values constitute a distance
image. The order k has the eect of enhancing the contrast of the posteriori probability
and signicantly reduce the eect of outliers. While this process can be considered as a
soft classication (calculation of probabilities), the increase of k will gradually lead to
a hard classication. The probability of each voxel to be inside the region of interest is
calculated using equation 6.14 and thus, a probability image is generated corresponding
to the image to be segmented. For representation convenience, P(i 2 
ROIj^ I) is simply
written as Pi. Figure 6.4 presents an example of the an original image, its distance and
probability images. (See section 6.6 for more details.)
As is pointed out in section 6.1 that the role of the texture in this work is intended to
increase the automation degree of image segmentation. The limitation of the method
employed in section 5.5.8 is that it requires proper initialization schemes. A new type
of prior knowledge is generated till this point and it can readily provide an appropriate
starting point of the proposed segmentation method introduced in chapter 5. A su-
ciently large k enables the probability image to reveal the ROIs. The probability images
can thus generate reliable characteristic functions of the ROIs which can be used as
initial surfaces for segmentation.Chapter 6 Shape-based Segmentation Aided by Texture Information 127
Figure 6.3: Three volumes extracted from low-dose CT scans and the corre-
sponding average PL histograms representing their texture features. (a) A cubic
volume from the body with a tip of the left lung. (b) A volume of the left lung
with a tip of the heart. (c) A volume of the background with a tip of the body.
(d), (e) and (f) are respectively their PL histograms.
6.6 Experimental Results
This section presents the application of the texture features to the low-dose CT images.
Based on the probability images obtained using the texture features, the hard classi-
cation approach proposed in section 6.5 is described experimentally and this approach
combined with the registration technique introduced in chapter 3 constitutes an initial-
ization scheme suitable for the segmentation of lungs from low-dose CT images. The
initialization scheme is validated by the databases of low-dose CT images and CT images
with synthetic tumors.
Leave-one-out scheme is again employed here. Given 33 cases in the CT database, 32
among them provide sample patches, and the 'left-out' case is regarded as the novel128 Chapter 6 Shape-based Segmentation Aided by Texture Information
Figure 6.4: (a), (b) and (c) are respectively a slice from a volumetric CT image,
its distance images (D(^ Ii;^ I)) and probability images (Pi).
data to be examined. The case index of the lung database used in the experiments is
provided by table B.2 in appendix B.
6.6.1 Texture Segmentation and an Automatic Initialization Scheme
In section 6.5, the probability image corresponding to the image to be segmented can be
calculated by equation 6.14. The parameter k has to be large enough for the probability
image to reveal the ROIs. Here, an experimental explanation is given.
Figure 6.5, gure 6.6 and gure 6.7 demonstrate several examples of the probability
images calculated using the proposed texture features. It can be observed from those
gures that the increase of k from 1 to 50 gradually manifests the ROIs of the CT images.
Outliers can be spotted in gure 6.5(a2) and (a3), gure 6.6(b2) and (b3), gure 6.7(c2)
and (c3). When k > 10, the image remains stable and outliers vanish as presented in
gure 6.5(a4) to (a7), gure 6.6(b4) to (b7), gure 6.7(c4) to (c7). Therefore k = 50 is
considered here as the 'suciently large value'. A hard classication is thereby achieved
by simply thresholding of the probability images. Let us assume the CFs (characteristic
functions) of the regions extracted by texture features to be Xtex, then we have
Xtex =
8
<
:
1; Pi > 0:99;
0; Pi  0:99;
(6.15)
Next, a validation experiment is conducted for the feasibility of the hard classication
scheme to be applied to the initialization of the proposed segmentation method in chap-
ter 5. The shape-based segmentation method requires a proper initialization, ideally
located inside the ROIs. Therefore, the percentage of the region Xtex overlapped with
the manually segmented lung regions is used here to validate the eectiveness of the
initialization scheme. The percentage represented by Etex can be calculated by theChapter 6 Shape-based Segmentation Aided by Texture Information 129
Figure 6.5: The probability images of case 3 computed using PL histograms that
change with an increasing value of k. (a1) The original image slice. (a2)-(a7)
respectively correspond to k = 1, k = 2, k = 5, k = 10, k = 20, k = 50.
Figure 6.6: The probability images of case 15 computed using PL histograms
that change with an increasing value of k. (b1) The original image slice. (b2)-
(b7) respectively correspond to k = 1, k = 2, k = 5, k = 10, k = 20, k = 50.
following equation:
Etex =
R

 XtexXROI dx
R

 Xtex dx
(6.16)
where XROI represents the CFs of manually segmented lung regions regarded as the
ground truth. The validation is performed on the low-dose CT database and the results
are presented by gure 6.8. Within the database the proposed hard classication scheme
achieves major overlapping with the ROIs, thereby proving the volumetric texture fea-
ture provides an ideal initialization for segmentation.130 Chapter 6 Shape-based Segmentation Aided by Texture Information
Figure 6.7: The probability images of case 24 computed using PL histograms
that change with an increasing value of k. (c1) The original image slice. (c2)-
(c7) respectively correspond to k = 1, k = 2, k = 5, k = 10, k = 20, k = 50.
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Figure 6.8: The percentage of volume obtained by the proposed hard classica-
tion method overlapped with the ground truth for the whole database.
Three examples of the initial surfaces provided by the hard classication are demon-
strated in gure 6.9. They are overlapped by coarse surfaces extracted from the original
CT images and the ground truth mask images. It can be observed that some dots are
located outside the lung regions. This indicates that there are some areas outside the
lung possess similar textures. However, these small structures are obviously unable to
hamper a successful segmentation of the ROIs using the robust method introduced in
chapter 5.
Therefore, a proper initialization of the shape-based segmentation method proposed in
chapter 5 can be simply found by registering two lungs to the regions provided by the
hard classication, and thus it is not necessary to observe the CT images to produce anChapter 6 Shape-based Segmentation Aided by Texture Information 131
Figure 6.9: The hard classications (magenta) of low-dose CT images of case 3,
15 and 24, overlapped with the ground truth (purple) and the coarse surfaces
of the body (grey).
initialization scheme. Figure 6.10 demonstrates the process of nding proper initializa-
tions for segmentation of the right, left and two lungs simultaneously.
Figure 6.10: A graphical description of the initialization scheme based on the
texture information.
6.6.2 The Shape-based Segmentation aided by the Initialization Scheme
With an automatic initialization scheme presented in section 6.6.1, validations of this
scheme are performed in this section by applying this scheme to the low-dose CT images
and CT images with synthetic tumors (built up and utilized in section 5.5.7).
Figure 6.11 gives an example of an improper initialization of Leventon's, Tsai's methods
and the segmentation method proposed in chapter 5 leading to an inaccurate direction132 Chapter 6 Shape-based Segmentation Aided by Texture Information
of surface evolution. Therefore, the initialization scheme proposed here is an essential
precursor to be drawn on for shape-based segmentation methods.
Figure 6.11: The improper initialization leads to failures of the segmentation.
(a) The initial surfaces. (b), (c) and (d) are the results respectively produced
by Leventon's, Tsai's and the hierarchical segmentation method proposed in
chapter 5.
Figure 6.12 gives the results of the segmentation of lungs (right, left and two together)
from the low-dose CT images using the initialization scheme followed by the shape-based
segmentation method in chapter 5. Fluctuations can be observed due to individual
variations, however, the segmentation results remain accurate and stable. The results
presented in gure 6.12 are similar to those presented in gure 5.32, which indicates the
eectiveness of the automated initialization scheme using the proposed texture features.
However, they are not exactly the same because they are obtained using dierent initial
conditions.
As for low-dose CT images with occlusions (synthetic tumors), the articial database
built up in section 5.5.7 is also used here to evaluate the initialization scheme. Some ex-
amples of applying the proposed supervised texture segmentation method to the images
are given in gure 6.13.
It is predictable that the tumors will be excluded from the regions found by the hard
classication. By registering the average lungs to the regions found by texture features,
a major overlapping of the initial surfaces with the ROIs can be achieved and start-
ing from these surfaces, a successful segmentation can be obtained (see gure 6.14).
Dierent conditions of tumors for both left and right lungs of case 3 participate the
evaluation. Figure 6.15 demonstrates similar results with those presented in gure 5.23.
This indicates that the shape-based segmentation scheme assisted by the initialization
method achieves satisfactory segmentation.
Other examples of segmentation process starting from the proposed initialization scheme
based on the texture segmentation can be found in gure 6.16 and 6.17, which are
respectively for case 15 and 24. The region and boundary information loss caused by
the tumors aects the results of the texture segmentation, however, these circumstances
are overcome after registering the average lungs to the regions produced by the texture
segmentation. Similar results of all conditions of tumors in case 15 and 24 are presentedChapter 6 Shape-based Segmentation Aided by Texture Information 133
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Figure 6.12: The results of the segmentation using the proposed initialization
scheme followed by the shape-based segmentation method introduced in chap-
ter 5 measured by ER1, ER2, ED1 and ED2 in segmentation of the low-dose CT
database for the left, right and simultaneously two lungs.
in gure 6.18 compared to those demonstrated in gure 5.28. This further suggests that
the combination of texture-based initialization scheme and the shape-based segmentation
method is successful for the segmentation of lungs in the presence of tumors.
6.7 Conclusions and Future Directions
This chapter introduced a novel supervised volumetric texture modelling and segmenta-
tion method based on IGMRF. The part played by the texture feature in this work is to
provide a proper initialization for the image segmentation method proposed in chapter 5
and thus to improve the degree of automation. With the texture feature applied to the
image, a hard classication scheme is proposed to reveal the most relevant regions of the
images that can be readily employed for segmentation purpose. The experiments are
conducted using the same low-dose CT database in section 5.5 and the results suggest
that the method is capable of providing appropriate initial surfaces for the hierarchical
method proposed in chapter 5, aiding it to achieve a successful segmentation.
Notwithstanding, the method has several aspects to improve. Firstly, this method em-
ploy a special case of GMRF which involves only two parameters (wi and i). More134 Chapter 6 Shape-based Segmentation Aided by Texture Information
Figure 6.13: Three examples of the supervised texture segmentation of CT
images with synthetic tumors using the proposed method. (a1), (b1) and (c1)
are respectively the typical slices from case 3, 15 and 24. (a2), (b2) and (c2) are
respectively the corresponding soft classications (probability images). (a3),
(b3) and (c3) the overlapping of the hard classication surfaces (magenta),
emphasized tumors (cyan) and the coarse surfaces of the bodies (grey).
parameters possess greater potentialities to deliver higher discrimination power. Sec-
ondly, the only application of this method presented in this chapter is the lung database.
It better to apply this method to more classes of synthetic and real world textures to
further investigate its eectiveness. Moreover, the texture feature can be incorporated
with variational segmentation framework to perform a supervised volumetric texture
segmentation (Paragios and Deriche, 2002). Lastly, the method has the potentiality to
perform unsupervised texture segmentation in combination with active surfaces (Dhar-
magunawardhana et al., 2012).Chapter 6 Shape-based Segmentation Aided by Texture Information 135
Figure 6.14: A 3-D visualization of the segmentation process of case 3 with
synthetic tumors. (a) The overlapping of the regions extracted by the hard
classication method (magenta), the initial surface found by the initialization
scheme (green), the synthetic lung tumor (cyan) and the coarse surfaces of the
human body (grey). (b)-(d) are the evolution of the shape-based active surfaces.
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Figure 6.15: The segmentation of case 3 with synthetic tumors for both left and
right lungs (corresponding to gure 6.16 and 6.17). The case indices of the left
and right lungs respectively correspond to gure 5.20 (a) and (e).
Figure 6.16: A 3-D visualization of the segmentation process of case 15 with
synthetic tumors. (a) The overlapping of the regions extracted by the hard
classication method (magenta), the initial surface found by the initialization
scheme (green), the synthetic lung tumor (cyan) and the coarse surfaces of the
human body (grey). (b)-(d) are the evolution of the shape-based active surfaces.136 Chapter 6 Shape-based Segmentation Aided by Texture Information
Figure 6.17: A 3-D visualization of the segmentation process of case 24 with
synthetic tumors. (a) The overlapping of the regions extracted by the hard
classication method (magenta), the initial surface found by the initialization
scheme (green), the synthetic lung tumor (cyan) and the coarse surfaces of the
human body (grey). (b)-(d) are the evolution of the shape-based active surfaces.
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Figure 6.18: The quantitive results of the segmentation of case 15 and 24 with
synthetic tumors for both left and right lungs. The case indices of the left and
right lungs of case 15 and 24 respectively correspond to gure 5.20 (b), (f), (c)
and (g).Chapter 7
Conclusions and Future Works
7.1 Conclusions
This thesis describes the process of formulating an eective methodology for the segmen-
tation of lungs from volumetric CT images based on prior knowledge. Four major models
are involved, namely variational image segmentation method (active contours/surfaces),
similarity registration, statistical shape modelling and supervised texture classication.
Each of the models are investigated in details to verify its potentiality to become an
eective part of the nal segmentation mechanism through extensive experiments from
test stages to real-world applications.
The necessities and challenges of extracting lungs from CT scans are discussed and a
brief review of early and recent methods of lung segmentation is presented. Introducing
prior knowledge into segmentation techniques enjoys a good popularity in recent years
and sequential works concerning this topic are done in 2-D under variational frameworks
and shown to be powerful in extraction of specic shapes from images in the presence
of signicant noise and occlusions. Therefore this idea is employed for the segmentation
of lungs. However, shape-based segmentation in 3-D are not rich in the literature.
Introducing prior knowledge into segmentation techniques in 3-D remains to be further
explored.
Variational feature extraction models, namely active contours/surfaces, are considered
to be advanced image segmentation methods. They are associated with mathematical
optimization problems and naturally smoothed by internal force during evolution in
segmentation. Their stability is mathematically supported. However, internal force is
insucient for lung segmentation under impact of bright vessels, dark airways and large
anomalies, shown by experimental results in chapter 2. Therefore, prior knowledge (prior
shape) is necessary for an accurate segmentation.
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A bridge to associate active surfaces with the prior shape model is similarity registration,
which involves calculation of optimal scale, rotation and translation parameters. A novel
registration technique of two volumetric shapes represented by characteristic functions
is proposed. PCA is employed to nd principal axes of each shape. These principal axes
provide an initial transformation which largely facilitates the calculation of rotation
parameters. Geometric moments are used to estimate scale parameter. Then nding
optimal rotation and translation are generalized into solving phase correlation problems
which exploit fast Fourier transform (FFT). Extensive experimental results show the
robustness of the proposed technique registering topologically complex volumetric shapes
in the presence of severe noise.
Shape decomposition using PCA is the current state of the art. The decomposition
process vastly reduce the redundancy of the training set of shapes and assists in building
up deformable shape templates. Then, nding the optimal shape parameters that best
approximates a novel shape becomes the chief concern. An novel hybrid optimization
scheme is proposed based on the works of Leventon et al. (2000) and Bresson et al. (2006).
The estimation process of shape parameters is coupled with the proposed registration
technique introduced in chapter 3 for better accuracy and eciency.
When the necessary techniques are ready to be employed after respective investigations,
they are incorporated into accomplishing the task of the segmentation of lungs from
the volumetric CT images with a huge amount of noise and occlusions. The proposed
segmentation method, when its conditions of use are satised, exhibits high robustness
over previous method against noise and occlusions in a series of experiments, including
synthetic images for specic tests and the real-world database of low-dose CT scans.
The statistical shape model is one type of prior knowledge. Another type of prior knowl-
edge, which is the texture information, also participates in the segmentation mechanism
to enable it to achieve a higher degree of automation. Texture modelling technique
proposed by Dharmagunawardhana et al. (2014) based on IGMRF is extended to 3-D.
A supervised texture segmentation method that employs the novel texture feature is
proposed to serve as a precursor to the proposed segmentation method. The texture
segmentation method is a feasible choice for this task after the validation by CT images
with synthetic tumors and the database of low-dose CT scans.
7.2 Future Directions
Each of the four models has several aspects of to improve, therefore, future directions
are proposed respectively for the four models.Chapter 7 Conclusions and Future Works 139
Active contours/surfaces have a rich amount of parameter settings. The experiments
in section 2.6 provide a limited number of typical conditions. A quantitative analysis
should be performed on various types of image to fully exhibit its potential applications.
The similarity registration consists of isotropic scale, rotation and translation. It is
intriguing to extend the method to ane and non-rigid registrations. The shapes of
lungs are versatile and in gure 4.3, where typical examples are illustrated, it can be
observed that the scale dierence between individual lungs are directional (in certain
cases up and down, and some other cases left and right). Therefore, a directional scale
estimation may well improve registration accuracy.
Statistical shape modelling is only performed on the shapes of lungs. Even though
lung shapes themselves can be divided into three subclasses (left, right and two lungs),
it better to apply the method to a wider range of shape classes, say heart and brain
ventricles, and other anatomical structures.
The proposed hierarchical method should be also performed on a CT database of lung
cancers for a further evaluation. It is interesting to apply the method to more types of
volumetric images of various shape classes, say MRI brain images and ultra-sound heart
images. The method follows an iterative optimization process, progressively achieving
the nal result, presumably this method has the capability of motion tracking. If ani-
mated volumetric images are available, the potentialities of the method can be further
explored.
The supervised texture segmentation technique can be applied to the discrimination of
more volumetric textures, say lung tissues with dierent kinds of diseases. Also, the
volumetric texture feature model coupled with active surfaces can perform unsupervised
texture segmentation.Appendix A
Image Noise Information
This appendix provides the noise information of images involved in section 5.5.4 and
5.5.6. The information is to be presented using three measures that compare original
image and test image dened by Gonzalez et al. (2004). The rst measure is image SNR
(signal-to-noise ratio) in dB:
SNR = 10  log10
 R

 I2 dx
R

(I   It)2 dx

(A.1)
The second is PSNR (peak signal-to-noise ratio) in dB:
PSNR = 10  log10

max(I2)
R

 dx
R

(I   It)2 dx

(A.2)
And the third is RMSE (root mean square error):
RMSE =
sR

(I   It)2 dx
R

 dx

(A.3)
With preliminaries given, the noise information of the synthetic image in seciton 5.5.4
and the CT scan of case 3, 15, 24 in section 5.5.6 from level 1 to 10 are respectively
given by table A.1, A.2, A.3, and A.4:
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Similarity SNR PSNR RMSE
measures
level 1 15.92 16.02 158.11
level 2 12.92 13.02 223.39
level 3 11.24 11.34 271.11
level 4 10.10 10.20 308.97
level 5 9.29 9.39 339.16
level 6 8.68 8.78 363.74
level 7 8.19 8.29 385.07
level 8 7.81 7.91 402.39
level 9 7.48 7.58 417.66
level 10 7.22 7.32 430.74
Table A.1: Noise information
of gure 5.11 and 5.12 demon-
strating the experiments in sec-
tion 5.5.4.
Similarity SNR PSNR RMSE
measures
level 1 8.49 23.57 154.98
level 2 5.52 20.60 218.17
level 3 2.57 17.65 306.30
level 4 0.91 15.98 371.14
level 5 -0.26 14.81 424.60
level 6 -1.14 13.94 469.53
level 7 -3.68 11.39 629.46
level 8 -4.97 10.11 729.72
level 9 -5.75 9.33 798.24
level 10 -6.29 8.79 849.34
Table A.2: Noise informa-
tion of gure 5.17 demonstrat-
ing the experiments in sec-
tion 5.5.6.
Similarity SNR PSNR RMSE
measures
level 1 7.16 24.16 151.50
level 2 4.19 21.20 213.13
level 3 1.23 18.24 299.65
level 4 -0.47 16.54 364.35
level 5 -1.64 15.37 417.20
level 6 -2.54 14.47 462.73
level 7 -5.17 11.84 626.31
level 8 -6.49 10.52 728.64
level 9 -7.30 9.71 800.24
level 10 -7.86 9.15 853.26
Table A.3: Noise informa-
tion of gure 5.16 demonstrat-
ing the experiments in sec-
tion 5.5.6.
Similarity SNR PSNR RMSE
measures
level 1 7.44 23.63 152.26
level 2 4.46 20.66 214.43
level 3 1.51 17.71 301.22
level 4 -0.18 16.01 366.08
level 5 -1.37 14.83 419.50
level 6 -2.26 13.94 464.80
level 7 -4.86 11.34 626.89
level 8 -6.16 10.03 728.85
level 9 -6.97 9.23 799.69
level 10 -7.51 8.68 851.38
Table A.4: Noise informa-
tion of gure 5.18 demonstrat-
ing the experiments in sec-
tion 5.5.6.Appendix B
Case Index of the Lung Database
Table B.1: The case index of the high resolution CT images referred in chapter 3.
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Case Index Subject ID Disease State
Case 1 BRUCI003 Emphysema
Case 2 BRUCI004 Healthy
Case 3
Case 4
BRUCI007 Healthy Smoker
BRUCI008 Healthy Smoker
Case 5 BRUCI009 Healthy
Case 6 BRUCI014 Healthy
Case 7 BRUCI015 Healthy
Case 8 BRUCI016 Healthy Smoker
Case 9 BRUCI018 Healthy
Case 10 BRUCI020 Healthy
Case 11
Case 12
Case 13
BRUCI021 Healthy Smoker
BRUCI022 Emphysema
BRUCI024 Healthy Smoker
Case 14 BRUCI028 Healthy
Case 15 BRUCI032 Healthy
Case 16 BRUCI033 Emphysema
Case 17 BRUCI036 Emphysema
Case 18 BRUCI037 Emphysema
Case 19 BRUCI038 Healthy Smoker
Case 20 BRUCI039 Emphysema
Case 21 Healthy
Case 22 Healthy
Case 23 Healthy
Case 24 Healthy
Case 25 Healthy
Case 26 Emphysema
Case 27 Emphysema
Case 28 Emphysema
Case 29 Emphysema
Case 30 Emphysema
Case 31 Emphysema
Case 32 Emphysema
Case 33 Emphysema
Case 34 Emphysema
Case 35
BRUCI040
BRUCI041
BRUCI042
BRUCI043
BRUCI044
BRUCI045
BRUCI049
BRUCI051
BRUCI052
BRUCI062
BRUCI072
BRUCI076
BRUCI077
BRUCI085
BRUCI089 Emphysema144 Appendix B Case Index of the Lung Database
Case Index Subject ID Disease State
Case 1 BRUCI003 Emphysema
Case 2 BRUCI007 Healthy Smoker
Case 3 BRUCI008 Healthy Smoker
Case 4 BRUCI009 Healthy
Case 5 BRUCI014 Healthy
Case 6 BRUCI015 Healthy
Case 7 BRUCI016 Healthy Smoker
Case 8 BRUCI018 Healthy
Case 9 BRUCI020 Healthy
Case 10 BRUCI021 Healthy Smoker
Case 11 BRUCI022 Emphysema
Case 12 BRUCI024 Healthy Smoker
Case 13 BRUCI028 Healthy
Case 14 BRUCI032 Healthy
Case 15 BRUCI033 Emphysema
Case 16 BRUCI036 Emphysema
Case 17 BRUCI037 Emphysema
Case 18 BRUCI038 Healthy Smoker
Case 19 BRUCI040 Healthy
Case 20 BRUCI041 Healthy
Case 21 BRUCI042 Healthy
Case 22 BRUCI043 Healthy
Case 23 BRUCI044 Healthy
Case 24 BRUCI045 Emphysema
Case 25 BRUCI049 Emphysema
Case 26 BRUCI051 Emphysema
Case 27 BRUCI052 Emphysema
Case 28 BRUCI062 Emphysema
Case 29 BRUCI072 Emphysema
Case 30 BRUCI076 Emphysema
Case 31 BRUCI077 Emphysema
Case 32 BRUCI085 Emphysema
Case 33 BRUCI089 Emphysema
Table B.2: The case index of the low-dose CT images referred to in chapter 4,
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