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The long literature on intergenerational transmission of well-being has largerly been driven by concerns 
for inequality of opportunity and the persistence of low levels of wellbeing among certain social groups. 
A comparative strand of this literature seeks to compare indicators of these transmission mechanisms, 
i.e. mobility regimes, across societies, regions or time. In this paper I contribute to this literature by 
suggesting an additional way of comparing mobility regimes with indices of heterogeneity across 
distributions based on a traditional homogeneity test of multinomial distributions, which is helpful to 
compare discrete-time transition matrices. The indices measure the degree of dissimilarity between two 
or more transition matrices controlling for population size and the dimensions of the matrix. The indices 
provide a good alternative to between-group comparisons based on linear parametric models (chiefly 
OLS) in which either slope coefficients are compared directly or group dummy variables are interacted 
with parameters from the models. They also provide complementary information to comparisons based 
on summary indicators of transition matrices. An application to educational mobility in Peru shows that 
the transition matrices of males and females are more similar among the youngest cohorts of adults. 
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The analysis of the intergenerational transmission of welfare has a long
history. Economists and sociologists have looked at the intergenera-
tional resemblance of income, wealth, education, occupation and multi-
dimensional categories like social class.1 From a theoretical perspective,
economists have debated on the factors ostensibly behind the intergener-
ational transmission of welfare outcomes, ranging from inherited abilities
and other family background endowments2 to credit and insurance mar-
ket imperfections a⁄ecting human capital investment di⁄erentially across
populations.3 Such concern is at the core of a classical theme in stud-
ies of intergenerational transmission of welfare: the degree of equality
of opportunity, and/or the degree of (in)dependence of people￿ s wellbe-
ing outcomes from family background and other circumstances for which
they should not be held accountable. In that sense it has been advocated
as a criterion to judge the degree of justice in a society (e.g. Roemer,
1998). Higher equality of opportunity has traditionally been regarded as
a desirable social trait; and even said to attenuate the negative welfare
e⁄ects of economic inequality.4 Intergenerational economic mobility has
also been studied with an interest in looking at the intergenerational per-
sistence of poverty5, and regarding its e⁄ects on long-term inequality.6
Van de Gaer, Schokkaert and Martinez (2001) also suggest considering
intergenerational mobility in terms of equalization of life chances, i.e.
not just the degree to which children￿ s expected outcomes depend on
parental background but the degree to which they are predictable.
More generally, studies comparing the degree of inequality and mo-
1See for instance the following studies. For income: Solon (1992, 2002); Chadwick
and Solon (2002). For wealth: Charles and Hurst (2003); Asadullah (2006). For
education: Hertz et al. (2007); Holmlund et al. (2006); Behrman et al. (2001);
Gaviria (2007); Pasquier-Doumer (2003). For occupation: Cogneau and Gignoux
(2005); Di Pietro and Urwin (2003); Hayes and Miller (1991). For social class:
Erikson and Goldthorpe (2002); the several works of Wright quoted in Crompton
(1998); Benavides (2002).
2For instance, see Becker, 1993; chapter 7 and its supplement. Also see Piketty
(1999) for a good overview.
3For instance, see Galor and Zeira, 1993; Banerjee and Newman, 1993; Moav and
Mazoz, 1999. For a review of the theoretical debate in Economics see Piketty, 1999.
4Kuznets (1966) suggested that among two societies with the same size distribu-
tion the one with higher mobility would be more desirable. Rosen (1992) argued that
relatively high income mobility should reduce the concern for economic inequality.
5For a review of this literature see, for instance, Corcoran (1995).
6For instance, Benabou and Ok (2001) have proposed to rank societies in terms of
their degree of progressivity which is a measure of convergence, as in the Economic
Growth literature, but whose e⁄ect they also measure with intergenerational changes
in Gini coe¢ cients.
2bility across societies and across di⁄erent subgroups within societies
abound and have a long history.7 One motivation for such comparisons
is the old concern in the social sciences for the welfare outcomes and op-
portunities among groups of societies facing discrimination or another
source of socioeconomic or geographic disadvantage.8 In the intergener-
ational mobility literature gender concerns appear for instance in Hayes
and Miller (1991) who study occupational mobility in Ireland and in
Pasquier-Doumer (2003) who studies educational mobility in Peru; while
a focus on ethnicity is found, for instance, in the studies of the impact
of educational mobility on earnings inequality in Brazil by Bourguignon
et al. (2007), and by Cogneau and Cignoux (2005).
Similarly the methodologies found in the empirical literature are
wide-ranging, including regression-based approaches, log-linear models
for contingency tables, and applications of indices and statistical infer-
ence on Markov chain models. In this paper I contribute methodologi-
cally to the quantitative analysis of economic mobility by suggesting the
use of a family of heterogeneity indices based on the statistic of a tradi-
tional test of homogeneity of multinomial distributions, which is useful
to compare the degree of dissimilarity across transition matrices.9 The
heterogeneity indices are innovative, ￿rst, in that they enable the com-
parison of transition matrices element-by-element as opposed to com-
parisons of summary mobility indices derived from them.10 Secondly,
7A famous empirical debate in the literature is about whether the U.S. exhibits
higher economic mobility than several European countries even though it is char-
acterized by higher inequality. For examples of empirical evidence in favour of and
against this claim see Piketty (1999), Bjorklund and Janti (2000), and Benabou and
Ok (2001). Among recent research in developing countries it is worth mentioning, for
instance, work on educational mobility and earnings inequality in Brazil (Cogneau
and Cignoux, 2005; Bourguignon et al., 2007), on occupational and educational mo-
bility in Peru (Pasquier-Doumer, 2003; Benavides, 2002), on educational mobility in
Malaysia (Lillard and Willis, 1994), on educational mobility and inequality in Mexico
(Binder and Woodru⁄, 2002),and on occupational mobility in Ghana, Uganda, Cote
d￿ Ivoire, Guinea and Madagascar (Bossuroy et al. , 2007).
8In the Economics literature, an early example of this concern is the seminal work
of Becker (1971) on the economics of discrimination. Nowadays the studies on gender
and ethnicity discrimination are plentiful. For a broad interdisciplinary review see,
for instance, Corcoran (1995) who documents comparative studies in the context of
the ￿culture of poverty￿debate in the United States.
9Let be the value that variable x takes at time t and assume the range of potential
values that x takes can be partitioned into s non-overlapping intervals. A typical
element of a transition matrix (e.g. in row i and column j) is the probability of
observing xt in the interval i conditional on having observed xt￿k (where k is an
integer number) in interval j.
10For examples of statistical inference and empirical applications of comparisons of
mobility indices based on transition matrices see, for instance, Trede (1999), Fields
(2001), Formby et al. (2004).
3they provide a non-parametric alternative for comparing the mobility
regimes of di⁄erent populations to comparisons based on linear para-
metric models of intergenerational mobility, usually OLS estimations, in
which either slope coe¢ cients are compared directly or group dummy
variables are interacted with parameters from the models.11
The heterogeneity indices are meant to be most informative in, at
least, two empirical situations. Firstly, to assess the actual degree of
heterogeneity of mobility regimes when summary indices of transition
matrices or slope coe¢ cients from regression models are not di⁄erent
with statistical signi￿cance among a group of samples. In this context
the heterogeneity indices are helpful by answering the following question:
"according to the summary indicator (or the slope coe¢ cient) the two
(or more) mobility regimes seem to exhibit the same degree of persistence
(or any other concept of mobility that the indicator is capturing), but
actually how homogeneous are these mobility regimes?" Secondly, the
heterogeneity indices help to pinpoint the sources of heterogeneity in a
mobility regime when the latter is represented by a transtition matrix. A
particular subfamily of these indices has a property of additive decom-
posability which enables the estimation of the relative contribution of
every column (or row) heterogeneity to total matrix heterogeneity. The
importance of this feature is apparent in the empirical application of
this paper in which the contributions to total heterogeneity of transition
matrices of educational attainment are estimated for every conditional
distribution of educational attainment, i.e. for every column.12
I o⁄er an empirical application of the heterogeneity index for transi-
tion matrices to intergenerational mobility of education in Peru, a coun-
try with the highest coe¢ cient of correlation between parental and o⁄-
spring￿ s education among a sample of 42 countries (Hertz et al. 2007). I
compare the transition matrices linking fathers￿education to adult sons
and daughters separately and for several cohorts of o⁄spring. With the
indices I document an interesting decrease in the degree of heterogene-
ity between the mobility matrices of men and women, which points to
a homogenization of the total e⁄ect of the fathers￿education on their
o⁄spring across gender.
In the next section the heterogeneity indices are introduced. A sub-
section compares it with other comparison methods, chie￿ y tests on
slope coe¢ cients of linear regression models and comparisons based on
summary indicators from transition matrices. The following section is
11For examples of regression-based analyses of intergenerational mobility see, for
instance, Solon (1992, 2002) and Chadwick and Solon (2002), both focusing on in-
come.
12Or row, depending on how the transition matrix is constructed.
4an empirical application to educational mobility in peru, after which the
paper concludes.
2 The heterogeneity indices
To de￿ne the indices formally, let￿ s start by assuming that a population
can be partitioned into a vector of groups of individuals/observations,
denoted by G := f1;:::;Cg. The absolute frequency of people belonging
to group g, i.e.g 2 G , is Ng. Individuals from every group can attain
a certain value of an outcome (e.g. income or education). All possible
values of the outcome are in the vector R := f1;:::;Ag.13 The probability
of attaining a given value of the outcome (e.g. .k 2 O) conditional on
being in group g is: p
g
k. The corresponding absolute frequency of people
being of group g and attaining an outcome value k is Nk
g.
The indices are based on a test of homogeneity among multinomial
















￿ is a weighted average of all the group-speci￿c probabilities
for state ￿ in which the weights are given by the share of each sample
size on the total sum of them.14 p￿

















The weighted average probability performs the comparison of the
probabilities across the di⁄erent group samples. The closer the respec-
tive probabilities across samples, the more the weighted average proba-
bility resembles each and every of its constituting probabilities (in (2))
and therefore the closer to zero the statistic in (1) is. The null hypothe-
sis of the test is that the C distributions are homogenous, i.e. identical
in a statistical sense. Formally: H0 : p1
￿ = p2
￿ = ::: = pC
￿ 8￿ = 1;:::;A.
The statistic in (1) has an asymptotic chi-square distribution with
(C ￿ 1)(A ￿ 1) degrees of freedom under the null hypothesis of homo-
geneity. The statistic also has a maximum value which depends on the
number of groups, the number of states (e.g. the categories of multi-
dimensional outcomes) and on each of the group￿ s sample sizes. The
13In the case of continuous variables discretization would be needed.



















5maximum value is easily found by noticing that the homogeneity test











































Intuitively one can bring together all the conditional probability vec-
tors, i.e. the distributions of outcomes conditional on a given group,
to form a contingency table. In such table N
g
k would be the observed
frequency of individuals from a group ￿g￿ exhibiting a level k of the
outcome; whereas the expected frequency for ￿g￿and k under the null
hypothesis of lack of association between groups and outcomes would









g=1 Ng (see for instance, Everitt,














Where the O stands for observed and the E for expected frequency.
Cramer (1946) showed that the maximum for an expression like (4) is
min(C￿1;A￿1)N where N stands for the sample size of the contingency
table. The corresponding maximum for the statistic (1) is:










This index ful￿ls axioms of population invariance15 and scale invari-
ance.16 It is also normalized in order to take the value of 0 when the
samples under comparison (i.e. the conditional probability vectors) are
15That is, if every individual in society is replicated n times, the value of the index
remains unaltered.
16That is, if the measurements of outcomes are altered proportionately (or addi-
tively) in the same way as the boundaries of the partitions of outcomes are altered
(i.e. the boundaries that determine whether for one individual ￿ = k), then the
index￿ s value remains una⁄ected.
6identical. And it takes the value of 1 with maximum association between
groups and outcomes. As mentioned, perfect (positive or negative) cor-
relations are just examples of maximum association. In the context of
the heterogeneity index (and in general, of contingency tables analysis)
maximum association has three related meanings depending on whether
C < A, C > A or C = A. When C < A (more outcome categories or
states than groups) maximum association means that for any arbitrary
partition of the sets G and R into non-overlapping subgroups then:
8k 2 G;Rk ￿ R : Rk ￿ k
^
R1 [ R2 [ ::: [ RC = R;
where Rk is a subset of R made of all those outcome elements attained
by group k with positive probability. Maximum or perfect association
means therefore that for every group there is a vector of outcomes which
is a subset of the outcome vector and is only attainable by that group.
For instance, if type g1 is associated with outcomes ￿3 and ￿4 (i.e. that
there exists a positive probability of being in outcomes ￿3 or ￿4 condi-
tional on being in group g1), then no other group is associated with those
categories, and similarly if group g2 is associated with outcomes ￿5 and
￿6 then group g1 is not associated with those latter outcomes. The con-
cept of maximum association is not a concept of perfect predictability
because if a group is associated with more than one outcome grids (as in
the aforementioned examples) then one cannot perfectly predict the ￿nal
outcome (e.g. it could be either ￿3 or ￿4 if the group is g1) although one
can accurately predict that someone in group g1 never attains outcomes
￿5 or ￿6.
When C > A (more groups than outcomes) the roles of groups and
outcome values are reversed, so maximum association means:
8￿ 2 R;G￿ ￿ G : G￿ ￿ ￿
^
G1 [ G2 [ ::: [ GA = G;
where G￿ is a subset of G made of all those types who attain outcome
￿ with positive probability. Maximum or perfect association means in
this case that for every outcome state, or value/category, there is a vector
formed by all and only the groups that attain that speci￿c outcome state.
Any other subset of groups can not attain that outcome and/or any other
outcome is associated with a di⁄erent, non-overlapping subset of groups.
When C = A maximum association implies that every group is as-
sociated exclusively with only one outcome and the reverse holds true:
every outcome is associated exclusively with only one group:
8￿ 2 R;k ￿ G : k ￿ ￿
The heterogeneity index can be used to compare the degree of het-
7erogeneity between two (or more) mobility matrices in two ways. First
de￿ne xt as a variable whose values can be classi￿ed into S categories
or states17, such that state i 2 f1;:::;Sg. The elements of a transition
matrix are the probabilities of observing variable x in a given state in
the present period conditional on observing it in a given state in a prior
period. The probability of observing x in state i in period t, conditional
on having observed it in state j in period t ￿ k (where k is just an inte-
ger) is de￿ned as: Pijj ￿ Pr(xt = i j xt￿k = j). A conditional probability
vector of a transition matrix is one of its columns (or rows, depending
on the assortment) which contains the probabilities of being observed in
all di⁄erent states in the present conditional on having been in one spe-





probability of observing x in state i in period t and in state j in period
t ￿ k is:
Pij ￿ Pr(xt = i ^ xt￿k = j) = PijjP:j;
where P:j ￿ Pr(xt￿k = j) =
PS
i=1 Pij is the initial probability of
being in state j in period t-k.18
A ￿rst way in which the heterogeneity index can be used to compare
two or more mobility regimes is to apply it to joint distributions of















min(C ￿ 1;S2 ￿ 1)
PC
g=1 Ng ; (7)
where the superscripts g on the probabilities denote the probabilities
from the joint distribution corresponding to each compared group. No-
tice that (7) does not compare the transition matrices themselves but
the bivariate joint distributions, which are both a⁄ected by the posited
underlying transition matrices and the initial distributions, P:j. There-
fore, for instance, two groups may have the same transition matrices but
(7) may exhibit a high degree of heterogeneity if the initial distributions
are su¢ ciently di⁄erent. Or conversely the transition matrices may be
signi￿cantly di⁄erent but (7) may not re￿ ect such heterogeneity if those
di⁄erences are compensated by the initial distributions in a way that
renders the joint distributions homogeneous.
Hence a second way to use the heterogeneity index is to apply it di-
rectly to the conditional probability vectors of the transition matrices.
17Should the variable be continuous it would have to be discretized.
18Likewise the probability of being in state i in period t is de￿ned as:
Pi: ￿ Pr(xt = i) =
PS
j=1 Pij
8In such context the homogeneity test (upon which the heterogeneity
index is based) was ￿rst proposed by Anderson and Goodman (1957).
It compares conditional probability vectors across samples individually
and then aggregates the respective statistics into a statistic which has
an asymptotic chi-square distribution with (C ￿ 1)S(S ￿ 1) degrees of
freedom; where C is the number of compared samples/groups.19 Since
each one of the statistics which make for the total statistic has a speci￿c
maximum value (as described above) then a family of indices of hetero-
geneity for transition matrices based on the multinomial distribution test












































; wj > 08j ^
PS




































:j is the sample size of the conditional probability vector of group g
conditioned on past state j, and the superscripts g on the probabilities
denote the probabilities from the conditional probability vectors, and
hence transition matrices, corresponding to each compared group. The
family F M
H is characterized by indices which aggregate the heterogeneity
indices for speci￿c conditional probability vectors (compared across C
matrices), i.e. HVj, using functions with constant elasticy of substitution,
also known as weighted generalized means. Such aggregation choice is
common in the inequality literature and other topics of distributional
analysis.20 Notice ￿rstly that any member of the family F M
H reaches its
maximum value of 1, denoting maximum heterogeneity among matrices,
if and only if HVj = 18j. Likewise any member of F M
H reaches its
minimum value of 0, denoting perfect homogeneity among matrices, if
and only if HVj = 08j.
Notice also that wj manages the relative importance of the hetero-
geneity among probability vectors conditioned on state j. Several choices
19Let Qj be the statistic for a test of homogeneity of the jth column of C transition
matrices, then Anderson and Goodman￿ s (1957) statistic is:
PS
j=1 Qj
20See e.g. Atkinson (1970), Foster and Shneyerov (1999, 2000), Foster et al. (2005),
Foster and Szekely (2008).
9for these weights are possible. Three natural choices are the following:
P:j;P:j; 1
S, where P:j stands for the ergodic distribution of the transi-
tion matrix. The ￿rst choice is the initial distribution. Coupled with
￿ = 1, this choice transforms (8) back into (9). Therefore it is not ap-
propriate if the focus is on comparing transition matrices. The second
choice is appealing21 since it weights the contribution of heterogeneity
from each conditional probability vector by the long-term relative size
of each conditioning state. However in empirical applications it requires
that the transition matrix is regular.22 For the empirical application of
this paper I use the third option which has the both the practical appeal
of easy calculation and the conceptual appeal of not attaching weights
that favour the contribution of certain initial states over others.
The choice of ￿ determines the impact of di⁄erent magnitudes of
probability-vector heterogeneity on HM
￿ and the degree of substitution
(compensation) between the contributions to total heterogeneity of the
respective conditioning initial states. For ￿ > 1 initial states with greater
heterogeneity contribute more to HM
￿ . By contrast, when ￿ < 1 initial
states with less heterogeneity contribute more to HM
￿ . Again, to avoid
favouring any speci￿c initial states (j 2 f1;:::;Sg), in the empirical
application of this paper I use ￿ = 1. Another substantial advantage
of setting ￿ = 1 is that the ensuing indices gain the property of addi-
tive decomposability, i.e. that the index can be split into additive sub-
elements.23 In empirical applications this property is helpful in tracking
the contributions of each conditional probability vector to the transition
matrices￿total heterogeneity. Thereby an initial-state-neutral index of
heterogeneity of transition matrices using wj = 1




















For exposition purposes, since in some applications values for (7)
and/or (8) may lie far from unity24, an alternative set of indices stem-
21It has been used in some applications in the economic mobility literature. For
instance see the Atkinson-Dardanoni condition described in Formby et al. (2004).
22For a description of the regularity property see Luenberger (1979).
23In the traditional inequality literature additive decomposability means that the
inequality measure "can be expressed as a weighted sum of the inequality values calcu-
lated for population subgroups plus the contributin arising from di⁄erences between
subgroup means" (Shorrocks, 1980, p. 613). In the context of the heterogeneity
index additive decomposability is only meant to imply that the total value of the
transition matrix index is the sum of the values of the heterogeneity indices for the
comparisons of the respective conditional probability vectors.
24Pearson￿ s coe¢ cient of contingency also has a similar empirical trait (Everitt,
10ming from a monotonic transformation of (7) and (8) respectively, and













2.1 Relationship to other approaches to mobility
comparisons
2.1.1 Comparisons of slope coe¢ cients from OLS-based mod-
els
The use of OLS-based models for group comparisons of economic mo-
bility is very popular. These models have the advantages of being ad-
equate for continuous variables (e.g. income), easy to implement, and
allow for the inclusion of several control variables. However some of the
most popular linear parametric techniques, like OLS models, con￿ ate
much information from the joint distribution of parental and o⁄spring￿ s
welfare outcome into a handful of parameters. Therefore the indices de-
scribed above can help to improve the comparison when the question is
whether two (or more) mobility regimes are homogeneous by zooming in
parts of the joint distribution which might be sources of heterogeneity
but may not be detected properly by comparisons of coe¢ cients across
groups and/or by the use of dummy variables to represent the e⁄ect of
belonging to a certain group.
The two key relationships between comparisons of slope coe¢ cients
from linear parametric models like OLS and the heterogeneity indices
in the way they asses dissimilarity between mobility regimes are the
following:
First, whenever the index is applied to joint distributions (e.g. to
the Pij elements , (7)) every time H = 0 then tests of homogeneity of
parameters fail to reject the null hypothesis of homogeneity (e.g. slope
coe¢ cients are identical or coe¢ cients of dummy variables are zero).
The reverse however is not true. As I show below, when parametric tests
cannot reject the null of homogeneity one should not infer homogeneity
of the joint distributions. Therefore in this situation one should rely on
the index (and its underlying statistic). H = 0 is a su¢ cient but not
necessary condition to ensure that the parametric tests fail to reject the
null hypothesis.
Second, it follows logically from the ￿rst relationship that whenever
the tests of homogeneity of parameters reject the null of homogeneity
1992, p. 54-5).
11then H 6= 0. However the reverse is not true. H 6= 0 does not ensure
that the tests of homogeneity of parameters reject the null hypothesis.
The rejection of homogeneity by the parametric tests is a su¢ cient but
not necessary condition to render H 6= 0.
These same conclusions apply when heterogeneity indices are applied
to transition matrices, i.e. (8), as long as the initial distributions across
the compared samples are identical.25 Otherwise these relationships do
not hold and all combinations of testing outcomes and indices￿values
are possible because the coe¢ cients in the parametric models depend on
the joint distribution of the dependent and the independent variables,
which in turn depends both on the initial distribution and the transition
matrix.
To illustrate these points I resort to the following simple examples:
Let y and x have a bivariate multinomial distribution such that,
for instance, following previous notation Pij ￿ Pr(y = yi ^ x = xj) =
PijjP:j and let there be two groups: A and B. If a simple linear regression
model with an intercept and one slope coe¢ cient is ￿tted separately for









ij 8g = A;B
(where "
g

























































If the index (7) is estimated for A and B and H = 0 then c ￿A = c ￿B
and c ￿
A = c ￿
B since P A
ij = P B
ij 8i;j. The reverse is not true. Consider the
simpler case where the marginal distributions of A and B are identical,
i.e. P A
i: = P B
i: 8i ^ P A
:j = P B
:j 8j. In such case the slope coe¢ cients










i. With S > 2, it is
easy to ￿nd examples in which c ￿A = c ￿B and c ￿
A = c ￿
B do not imply
H = 0. Similarly, in the case of identical marginal distributions, c ￿
A 6=
c ￿















i does not require
P A
ij = P B
ij 8i;j. Also, as mentioned above, if and only if P A
:j = P B
:j 8j
25They also hold if the ergodic distributions are identical.
12then HM
￿ = 0 implies c ￿A = c ￿B and c ￿
A = c ￿
B, since H￿M = 0 means that
P A
ijj = P B
ijj8i;j (and the initial distributions are assumed to be identical).
But the reverse is not true: c ￿A = c ￿B and c ￿
A = c ￿
B do not imply HM
￿ = 0
even when P A
:j = P B
:j 8j.
The same conclusions are warranted if the model estimated is the
following:
yi = ￿ + ￿I (g = A) + ￿xj + "ij
where I is an indicator function that takes the value of 1 if the
statement in parenthesis is true or 0 if it is false. The superscripts A
and B on the probabilities indicate that the latter were estimated only
























































where wg is the percentage of the total population size contributed by
group g. In this case notice that a condition like P A
i: = P B
i: 8i^P A
:j = P B
:j
8j su¢ ces to render ￿ = 0, but such condition does not require H = 0,
therefore ￿ = 0 does not imply H = 0. Similarly, ￿ = 0 does not imply
HM
￿ = 0 even when P A
:j = P B
:j 8j. However HM
￿ = 0 does imply ￿ = 0 if
and only if P A
:j = P B
:j 8j.26
Finally the same conclusions are accrued in another simple model in
which heterogeneity is meant to be captured by di⁄erent slope coe¢ -
cients on x:
yi = ￿ + ￿
gxj + "ij 8g = A;B
The respective coe¢ cients of groups A and B are:
























































































































































Again it is easy to ascertain that whenever H = 0 then c ￿
A = c ￿
B
but the reverse is not true. Therefore the OLS model is not informative
as to the underlying heterogeneity of the mobility regimes when the
slope coe¢ cients are equal. Similarly whenever c ￿
A 6= c ￿
B then H 6= 0,
but the reverse is not true. In addition, similar statements, as in the
above examples, apply to HM
￿ . That is: HM
￿ = 0 implies c ￿
A = c ￿
B if
and only if P A
:j = P B
:j 8j, but the reverse is not true even when initial
distributions are identical. In conclusion, when the tests based on these
linear regression models reject homogeneity of the parameters one can
reject homogeneity of the underlying joint distributions but the estimates
of the parameters themselves should not be used to measure the degree
of heterogeneity.27
















14As the linear parametric models become richer by adding more covari-
ates, particularly higher-order polynomials of the parental explanatory
variable,28 these discrepancies between the heterogeneity indices and the
OLS-based comparisons should narrow down since, for a given S-size of
the joint distribution, there is less freedom in terms of heterogeneous
probabilities available to render the OLS coe¢ cients homogeneous.
2.1.2 Comparisons of summary indicators from transition ma-
trices
The economic mobility literature features extensive examples of sum-
mary indicators from transition matrices used to rank mobility regimes
in terms of concepts of mobility which the indicators are meant to cap-
ture.29 Van de Gaer, Schokkaert and Martinez (2001) explain that some
summary indicators are based on a welfarist approach, others on an
axiomatic approach, whereas some others have a more direct, mathe-
matical, ad hoc appeal. They mention three concepts of mobility that
can be analyzed with transition matrices: mobility as movement, i.e.
any departures from perfect path-dependence; mobility as equality of
opportunity in terms of the association between parental and o⁄spring￿ s
outcome; and mobility as equality of life chances which is a measure of
unpredictability of o⁄spring￿ s outcome (as in Parker and Rougier, 2001).
Usually a test of summary indicators has as its null hypothesis the
equality of the values of a given summary indicator for two or more
samples.30 When the null hypothesis is rejected not only is homogeneity
rejected but also the summary indicator permits ranking the two or more
groups according to the underlying mobility concept. The heterogeneity
indices, on the other hand, embody a homogeneity test (of multinomial
distributions) and are not meant to provide a ranking of individual dis-
tributions. Instead they measure the degree of dissimilarity between two
or more joint distributions or transition matrices. They can be used to
rank groups of matrices according to their degree of dissimilarity (as in



















if the slope coe¢ cients are not expected to be negative.
28Gaviria (2007), for instance, estimates regressions of o⁄spring￿ s education as a
function of parental education in which the latter variable enters as a second-order
polynomial.
29Some classic examples of mobility measures and related concepts are in Shorrocks
(1978), Sommers and Conlisk (1979), Bartholomew (1982), Parker and Rougier
(2001) and van de Gaer et al. (2001).
30The statistical tools used to test di⁄erences between groups in summary indica-
tors have been developed by Trede (1999) and Formby et al. (2004).
15In this section I do not go through the extensive list of summary
indicators. Because these summary indicators are the result of linear
and non-linear combinations of the transition probabilities the claims
made about the connection between the heterogeneity indices and the
OLS estimates also hold when comparing results of tests on summary
indicators and the heterogeneity indices. That is, whenever H = 0
any test of summary indicators fails to reject the homogeneity of the
indicators. The reverse is not true. And whenever these tests reject
homogeneity then H 6= 0, but the reverse is not true. Two examples
illustrate the point:










Whenever H = 0 between A and B, it follows that T A = T B. How-






iji can be achieved
with di⁄erent individual values for the respective diagonal probabilities.
Secondly, even if P A
iji = P B
iji 8i 2 f1;:::;Sg, there can be substantial het-
erogeneity between the respective o⁄-diagonal probabilities. The same
conclusions applied when considering HM
￿ instead of H.
Secondly, consider the second-largest eigenvalue index (Sommers and
Conlisk, 1979):
E
g = 1 ￿ j￿
g
2j 8g = A;B
where ￿
g
2 is the second largest eigenvalue of the transition matrix of
group g. The same result follows: whenever H = 0 between A and B,
EA = EB, but the reverse is not true. To illustrate further imagine















Since transition matrices are stochastic matrices, the largest eigen-



















￿ does not guarantee








￿ ￿ implies H 6= 0. The same relationship holds
when H is replaced by HM
￿ . Therefore a similar conclusion as in the
previous subsection follows: a test of summary indicators should not be
31A stochastic matrix is a square matrix in which either all its rows or all its
columns add up to one. Whenever both rows and columns add up to one then the
matrix is bi-stochastic, as is the case with quantile transition matrices.
16used to assess the degree of heterogeneity whenever its null hypothesis
cannot be rejected.
3 Empirical application: educational mobility of men
and women in Peru
In this section I illustrate the usefulness of the heterogeneity index in
mobility analysis with an application to intergenerational mobility of
education among adult men and women in Peru. The heterogeneity in-
dex allows me to show that the association between father￿ s education
and adult male￿ s education increasingly starts to resemble that between
father￿ s education and adult female￿ s education in Peru among younger
cohorts of adults. In other words the index provides (necessary but in-
su¢ cient) evidence to claim that the e⁄ect of the father￿ s education on
sons have become less di⁄erent from that of father￿ s education on daugh-
ters.32 A similar assessment could be performed by ￿tting parametric
models as Solon (1992) does for income or Behrman et al. (2001) and
Gaviria (2007) do for education. They all run regressions of o⁄spring￿ s
outcome on a polynomial form (e.g. linear, quadratic, etc.) of the same
outcome for the parents. One could run these models for male and
females separately and then test the equality of the slope parameters.
However, unlike the non-parametric option proposed in this paper, these
parameters do not fully capture the likely di⁄erential impact of di⁄erent
levels of parental outcome on the o⁄spring￿ s.
Peru is an interesting case-study, ￿rst, because it has the highest co-
e¢ cient of correlation between parental and o⁄spring￿ s education among
a sample of 42 countries (Hertz et al., 2007).33 However, as other devel-
oping countries it underwent a dramatic socioeconomic transformation
during the 20th century to such an extent that it can be hypothesized
to exhibit heterogeneity in the mobility regimes across cohorts and in
several welfare outcomes beyond education, like occupation, living stan-
dards or general social status indicators. Indeed by 1940, date of the
earliest census of the 20th century, the country￿ s population was mostly
rural (65%) and living in the highlands (63%). By 1993, date of the lat-
est census of that century, cities held the majority of the population and
the coast had become the major region of population settlement (Contr-
eras and Cueto, 2000). Simultaneously, starting incipiently in the 1920s
32The association of maternal education with o⁄spring￿ s education could also be
studied. For other studies focused on intergenerational transmission of education see,
for instance, Berhman et al., 2001; Pasquier-Doumer, 2003; Holmlund et al., 2006;
Gaviria, 2007; Hertz et al. (2007).
33The correlation coe¢ cients estimated by Hertz et al. (2007) are simple averages
of coe¢ cients for ten o⁄spring cohorts within an age range from 20 to 69 years.
17and 1930s the construction of state school facilities boomed between the
1940s and the 1960s (Portocarrero et al., 1988).
These and other major changes in both demand and supply-side fac-
tors led to increasing levels of literacy and educational attainment.34
They also increasingly weakened the links between parental and o⁄spring
education35 which motivates the question as to whether a lower degree of
heterogeneity between the educational mobility matrices of adult males
and females (both with respect to their father￿ s education) should be
expected among the youngest cohorts. Figures 1 through 8 show an
apparent increase in resemblance between the educational distributions
of male and women among younger cohorts, which points to a genuine
weakening of the ￿rst-order stochastic dominance of males￿distributions
over females￿ , tested using Anderson￿ s (1996) multiple-contrasts test (Ta-
ble 2).36 Is it the case that the links between parental and o⁄spring edu-
cation have also become more similar between adult males and females?
This question is answered with the heterogeneity index.
3.1 Data
The dataset is the Peruvian 2001 Household National Survey (ENAHO)
with information for 16,515 households (INEI, 2001). Information on the
education of household heads, spouses and respective o⁄spring is avail-
able in an educational module. For the education of the parents of heads
and spouses there is a special module on ￿Household perception￿which
includes retrospective questions on education, language and ethnicity
characteristics of the parents and grandparents of heads and spouses.
Parental education of the head and spouse is available in terms of the fol-
lowing levels (not in years): no education, incomplete primary, complete
primary, incomplete secondary, complete secondary, incomplete techni-
cal tertiary, technical complete tertiary, incomplete university tertiary,
complete university tertiary.37 Matching categories were de￿ned for con-
structing the respective variable in which the tertiary categories include
technical and university education. The educational variable therefore
has the following ordered categories: no education (value equal to 1);
incomplete primary (equal to 2); complete primary (equal to 3); incom-
plete secondary (equal to 4); complete secondary (equal to 5); and any
post-secondary education accomplished (which includes incomplete and
34For instance, illiteracy rates fell from 59% in 1940 to 11% in 1993.
35See Yalonetzky (2008, Chapter 4).
36The z-statistics decrease with the youth of the cohorts although in principle this
decrease could both be due to genuine increase in resemblance or to a sample size
e⁄ect.
37Therefore the analysis is performed in levels as opposed to years of education.
18complete technical and university tertiary and has a value of 6).
The adult sample is comprised of household heads, spouses and adult
o⁄spring cohabiting with parents. A minimum age of 25 was de￿ned for
being an adult. People who reported being studying were excluded from
the sample to dispose of censored observations.38 It is still possible,
however, that young people who claimed to be not undertaking any
education at the interview, and thus made it into the dataset, were just
caught in the middle of a break from studying.
With respect to cohorts, even though the overall Peruvian sample
size is larger than others for developing countries, which allows a more
re￿ned cohort analysis, it is still not large enough to de￿ne cohorts by
year of birth. Therefore I clustered together some years in order to de￿ne
cohorts, most of them being ￿ve-years39, as shown in Tables 1a and 1b.
The sample sizes for every cohort and conditional probability vector are
in the same tables.
Even though few Living Standard Measurement Surveys in develop-
ing countries are as extensive with regard to retrospective information on
parents of household heads and spouses as the Peruvian ENAHO 200140,
I do not have information on the age at which parents of household heads
and spouses gave birth to them. Such information is only available for
adults found living in the same households as their parents. Therefore,
because I want to account for the information from household heads and
spouses in order to have the most representative sample of all adults, I
cannot control for parental cohort e⁄ects and/or the e⁄ects of life-cycle
patterns of household resource allocation on the inter-generational trans-
mission of education. This limitation is also present in other studies of
Peru which have used this dataset or others lacking the same informa-
tion.41
Similarly controlling for changes in the quality of education along
time and its interaction with the attained level of education would be
interesting.42 Unfortunately the database does not have information on
38In other words, the value of the education variable for them was at least the one
they reported since their education was still ongoing at the time of the interview.
39Hertz et al. (2007) also work with ￿ve-year cohorts.
40Some exceptions, among developing countries, include the ￿ve African datasets
used by Bossuroy et al. (2007), the Brazilian Household Survey used by Bourguignon
et al. (2007) and Cogneau and Cigneaux (2005), the Bangladeshi dataset of rural
households from the national census used by Assadulah (2006) and the datasets
for developing countries listed by Hertz et al. (2007). The special ENNIV module
used by Benavides (2002) is another relevant exception, although the latter has a
signi￿cantly smaller sample size.
41For instance, Pasquier-Doumer (2003).
42For instance, Calonico and Nopo (2007) provide evidence of private-public edu-
cation gaps in earnings and other labor market outcomes in Peru.
19the type of school attended by the parents of the household head and
their spouses. For similar reasons the rest of the literature does not
account for these factors in studies related to Peru, as well as other
developing countries with a paucity of similar data in the retrospective
question modules.
3.2 Results
Table 3 shows the homogeneity test results for the eight cohorts of the
Peruvian sample. The second column indicates clear rejection of the
null hypothesis of homogeneity between the transition matrices of males
and females for all cohorts although there is a non-monotonic reduction
of the p-values among the youngest cohorts. Interestingly, the third
column shows that the rejection of the null hypothesis is mostly due
to heterogeneity stemming from the probability vectors (the matrices￿
columns) conditioned on the lowest levels of parental education. In fact
the homogeneity of the conditional probability vectors related to the
highest level of parental education can never be rejected at 95 per cent of
con￿dence. Likewise in several cohorts there is no evidence to reject that
the probability vectors conditioned on parents having attained complete
or incomplete secondary education are homogeneous.
The trend across cohorts in the degree of heterogeneity between
males￿and females￿transition matrices is portrayed in Figure 9 and Ta-
ble 4. Going from oldest to youngest, the degree of heterogeneity reaches
a peak at the cohort born between 1947 and 1951. Thereafter it declines
monotonically as younger cohorts are considered. The bootstrapped con-
￿dence intervals suggest that the index￿ s values for contiguous cohorts
may not be di⁄erent with statistical signi￿cance although such statis-
tical signi￿cance is attained as cohorts are compared to others farther
away in time. Considering the statistically di⁄erent values of the indices
for the oldest and youngest cohorts and the trend described above, the
evidence points to an actual decrease in the degree of heterogeneity in
the mobility processes between adult men and women in Peru.
Finally Table 5 shows the contributions of heterogeneity between
speci￿c conditional probability vectors to total heterogeneity of the mo-
bility matrices. This decomposition is a convenient property of index
(8).43 Generally the contributions of the probability vectors conditioned
on the lowest levels of parental education tend to be the greatest whereas
those of the vectors conditioned on the highest levels of parental educa-
tion tend to be the lowest, across cohorts. For instance, the contribution
43The contributions of the comparison of conditional probability vectors condi-




. Hence from (10):
PS
j=1 WVj = 1.
20of the conditional probability vector with the lowest parental education
is never below 25% whereas that of the conditional probability vector
with the highest parental education is never above the same percentage
mark.
4 Conclusions
The heterogeneity indices proposed in this paper belong in the family of
indices based on transition matrices.44 Unlike indices based on the in-
formation of one transition matrix, the heterogeneity indices summarize
information from two or more. The reason is that the other indices rank
mobility matrices in terms of conceptual criteria related to the degree
or nature of the association between the variables in rows and those in
columns, whereas the heterogeneity indices rank pairs (or larger groups)
of matrices in terms of how similar they are within each pair or group.
The indices provides a non-parametric alternative to comparing slope
parameters from regression models in the traditional intergenerational
mobility literature.
In the empirical application to educational mobility matrices in Peru
the heterogeneity index proved useful to show an interesting decline in
the degree of heterogeneity between mobility matrices of adult males
and females, both describing the relationship between their education
and their fathers￿ , among the youngest cohorts. The analysis suggests
that the reduction in heterogeneity is led by an increase in the rela-
tive resemblance of the matrices￿probability vectors conditioned on the
lowest levels of parental education. Therefore the heterogeneity index
implies that the di⁄erences in the causes that generate an association be-
tween parental and o⁄spring￿ s education are becoming less pronounced
between male and female o⁄spring. Whether this decreasing trend will
continue is an open and interesting research question for the future. The
adult people considered in this paper were all born in 1976 or before, i.e.
before or right at the beginning of a period of stagnation in the growth
of per capita GDP in Peru. The educational attainment of most of them
was not completely damped by the e⁄ects of such stagnation on the in-
centives, opportunities and constraints to invest in education. Similarly
most of them were too old to reap any bene￿ts from improvements in
educational facilities and the expansion of tertiary education during the
1990s.
44For examples see Shorrocks (1978), Sommers and Conlisk (1979), Bartholomew
(1982), Trede (1999), Fields (2001), van de Gaer et al. (2001), Parker and Rougier
(2001), Formby et al. (2004).
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5 Tables
Table 1a: Sample size per cohort and father￿ s educational level.
Adult males
Educational level
Cohorts 1 2 3 4 5 6 Total
1: 25-29 308 699 387 190 207 160 1951
2: 30-34 397 721 392 122 176 103 1911
3: 35-39 424 751 388 96 164 77 1900
4: 40-44 405 637 353 83 119 60 1657
5: 45-49 395 569 276 44 97 54 1435
6: 50-54 362 390 258 27 76 28 1141
7: 55-59 304 295 170 25 49 28 871
8: 60+ 1018 740 399 62 121 51 2391
Table 1b: Sample size per cohort and father￿ s educational level.
Adult females
25Educational level
Cohorts 1 2 3 4 5 6 Total
1: 25-29 393 745 452 179 282 164 2215
2: 30-34 458 797 429 148 225 111 2168
3: 35-39 512 746 464 119 172 93 2106
4: 40-44 459 612 388 83 142 76 1760
5: 45-49 459 481 298 52 111 49 1450
6: 50-54 416 355 235 30 61 28 1125
7: 55-59 374 250 174 24 53 26 901
8: 60+ 994 563 325 37 97 48 2064
Table 2: First-order stochastic dominance test. Ho: educational
distribution of females ￿educational distribution of males=0.
Z-scores
Cumulatives Cohorts
1 2 3 4 5 6 7 8
1 5.84582 7.40242 9.46915 12.1482 12.3445 13.4571 13.8392 21.3325
1+2 8.28466 8.54794 9.47119 11.1629 10.9819 10.5909 9.71518 12.5452
1+2+3 7.70468 7.09466 8.10759 9.04718 8.09397 9.23039 7.18209 8.78771
1+2+3+4 5.55559 3.15636 5.60473 5.85672 6.10475 8.23213 5.97175 6.71522
1+2+3+4+5 0.52411 0.70856 1.86764 2.08552 5.28624 6.33594 5.38104 5.56447
The critical values for the studentized maximum modulus
distribution for 6 contrasts, in￿nite degrees of freedom and 98% of
con￿dence, are -3.143 and 3.143 (Stoline and Ury, 1979, p. 88).
Since there are 5 contrasts in the table, the critical values are
slightly lower (Stoline and Ury do not o⁄er values for 5 contrasts
but they do for 3 contrasts which for the same degrees of freedom
and con￿dence are equal to -2.934 and 2.934). According to
Anderson￿ s (1996) the null hypothesis of homogeneity in
educational distributions is rejected for all cohorts in favour of the
alternative hypothesis of ￿rst-order stochastic dominance by
males￿distribution. Notice though that the z-scores decrease even
though sample sizes are not decreasing monotonically (Tables 3.1a
and 3.1b), which suggests also a relative decrease in the
distributions￿heterogeneity.
Table 3: Homogeneity test results. H0 : P Males
ijj = P Females
ijj
8i;j = 1;:::;S
26Cohorts Statistic P-value Homogeneous conditional probability vectors*
1: 25-29 136.619 1.49E-15 4, 5, 6
2: 30-34 140.3578 3.33E-16 3, 4, 5, 6
3: 35-39 208.0513 1.53E-28 4, 6
4: 40-44 262.5193 5.71E-39 5, 6
5: 45-49 269.084 3.02E-40 4, 5, 6
6: 50-54 274.6629 2.47E-41 5, 6
7: 55-59 259.038 2.7E-38 4, 5, 6
8: 60+ 583.3616 8.2E-104 4, 6
*At 95% of con￿dence. The numbers are the educational level of
the father that de￿nes the conditional probability vector. For
instance a 6 means that the distribution of education of males
conditional on having a father with some tertiary education is not
statistically di⁄erent from that of females with same parental
background for the corresponding cohort-row of the table.
Table 4: Heterogeneity indices and con￿dence intervals
Cohorts Heterogeneity index Con￿dence intervals by bootstrapping method*
Percentile Bias-corrected percentile
1: 25-29 0.028385 0.026062 0.045681 0.022108 0.03216
2: 30-34 0.032098 0.029 0.052706 0.027081 0.036386
3: 35-39 0.043956 0.040095 0.070407 0.036295 0.050088
4: 40-44 0.068266 0.062886 0.101572 0.058379 0.074128
5: 45-49 0.075425 0.069807 0.131446 0.061533 0.083077
6: 50-54 0.118398 0.105941 0.187736 0.078992 0.135558
7: 55-59 0.11434 0.110712 0.186168 0.092141 0.116986
8: 60+ 0.091209 0.088747 0.142327 0.076713 0.095227
500 re-samplings were performed. For technical details on the
bootstrapping methods see Mooney and Duval (1993).
Table 5: Relative contributions of the conditional probability
vectors to heterogeneity per cohort*
Cohort Conditioning educational level
1 2 3 4 5 6
1: 25-29 0.365145 0.208725 0.183754 0.087355 0.049659 0.105362
2: 30-34 0.392784 0.159208 0.063662 0.102916 0.058888 0.222542
3: 35-39 0.408207 0.140704 0.12129 0.044422 0.209301 0.076077
4: 40-44 0.414784 0.145745 0.044376 0.195389 0.064316 0.135389
5: 45-49 0.449315 0.118602 0.072876 0.120027 0.079635 0.159547
6: 50-54 0.269498 0.136145 0.076701 0.295353 0.10422 0.118084
7: 55-59 0.326836 0.179905 0.101407 0.127324 0.052796 0.211732
8: 60+ 0.343354 0.203014 0.075342 0.14 0.15656 0.081729
27*The rows add up to 1.
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Figure 9: Heterogeneity index of educational mobility matrices across
cohorts
Figure 10: The 95% con￿dence intervals are estimated using a bias-
corrected percentile method of bootstrapping. The horizontal axis mea-
sures the age of cohorts in 2001.
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