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Résumé
Ce papier présente un modèle de classification multi-résolution, multi-date et éventuellement multi-capteur fondé sur une
modélisation statistique explicite au travers d’un modèle hiérarchique de champs de Markov construit sur une structure
quad-arbre. L’approche proposée consiste en un classifieur bayésien supervisé qui combine un modèle statistique condi-
tionnel par classe et un champ de Markov hiérarchique fusionnant l’information spatio-temporelle et multi-résolution. La
méthode proposée intégre des informations pixel par pixel à la même résolution. Cela en se basant sur le critère des
Modes Marginales a Posteriori (MPM en anglais), qui vise à affecter à chaque pixel l’étiquette optimale en maximisant
récursivement la probabilité marginale a posteriori, étant donné l’ensemble des observations multi-temporelles ou multi-
capteur. Une des originalités de l’approche proposée est l’utilisation en cascade de plusieurs quad-arbres, chacun étant
associé à une nouvelle image disponible, en vue de caractériser les corrélations associées à des images distinctes.
Mots clés : Images satellitaires, series temporelles, multi-résolution, multi-capteur, quad-arbre, classification, champs de
Markov hiérarchiques, MPM.
Abstract
This paper describes a method dedicated to multi-resolution, multi-date and eventually multi-sensor classification based on
explicit statistical modeling through hierarchical Markov random field modeling based on quad-tree. The proposed approach
consists of a supervised Bayesian classifier that combines a joint class-conditional statistical model for pixelwise information
and a hierarchical Markov random field for spatio-temporal and multiresolution contextual information fusion based on the
Marginal Posterior Mode (MPM). The aim is to recursively maximize the posterior marginal at each pixel, which associates
the most probable class label given the entire input information. Within this framework, an interesting novel element of the
proposed approach is the use of multiple quadtrees in cascade, each associated with a new image in the available set in
order to characterize the correlations associated with distinct images in the data set.
Keywords : Satellite images, image time series, multi-resolution, multi-sensor, quad-tree, classification, hierarchical
Markov random fields, MPM.
1. Introduction
Les moyens mis en oeuvre pour surveiller la surface
de la Terre, notamment les zones urbaines, en cas de
catastrophes naturelles telles que les inondations ou les
tremblements de terre, et pour évaluer l’impact de ces
événements, jouent un rôle primordial du point de vue
sociétal, économique et humain. De très nombreuses ap-
plications (scientifiques, civils et militaires) sont faites de
ces données. Les satellites ont eu une contribution im-
portante et unique dans certains domaines dont l’évalua-
tion et la surveillance de l’environnement (déforestation,
pollutions, pollution lumineuse, urbanisation et périurba-
nisation, fragmentation écologique, érosion, etc.). Dans
ce cadre, des méthodes de classification précises et ef-
ficaces sont des outils particulièrement importants pour
aider à l’évaluation rapide et fiable des changements au
sol et des dommages provoqués.
Étant données l’énorme quantité et la variété des don-
nées disponibles grâce aux missions satellitaires de der-
nière génération et de différents types (Lillesand et al.,
2014) (voir figure 1), la principale difficulté est de trouver
un classifieur qui puisse prendre en compte des données
multi-bande, multi-résolution (Kato et al., 1996; Laferté
et al., 2000; Chardin, 2000), multi-date (Hoberg et al.,
2015; Hedhli et al., 2014; Melgani et Serpico, 2003), et
éventuellement multi-capteur (Prendes et al., 2015a,b;
Hedhli et al., 2015a,b; Voisin, 2012), tout en gardant un
temps de calcul acceptable (Tupin et al., 2014).
Considérant une série d’images satellitaires repré-
sentant la même surface terrestre, un modèle multi-source
est proposé afin de fusionner les informations spatiales
(texture), temporelles et multi-résolution. À cette fin, deux
approches bayésiennes peuvent être adoptées : un clas-
sifieur en cascade (Swain, 1978) obtenu en supprimant
le couplage entre les dimensions spatiales et temporelles,
et en classifiant chaque image de la série sur la base
FIGURE 1: Classification d’un ensemble de satellites selon le spectre électromagnétique
d’elle-même et des images précédentes, ou bien l’ap-
proche mutuelle qui classifie chaque image sur la base
des images précédentes et ultérieures (Melgani et Ser-
pico, 2003; Bruzzone et al., 1999; Petitjean et al., 2014).
L’approche en cascade est adoptée dans cet article afin
de préserver l’ordre temporel des images et d’améliorer
la classification à chaque nouvelle donnée disponible. La
méthode proposée aborde le problème de la classifica-
tion multi-temporelle et multi-résolution dans laquelle, la
fusion multi-date et multi-résolution est fondée sur une
modélisation statistique explicite au travers d’un modèle
hiérarchique de champs de Markov (MRF) (Kato et Ze-
rubia, 2012; Li, 2009; Winkler, 2003; Chellappa et Jain,
1993) fusionnant l’information spatio-temporelle et multi-
résolution.
Plus précisément, la méthode proposée traite conjoin-
tement deux problèmes de fusion de données : fusion
de données multi-résolution et fusion de données multi-
source (multi-temporelle ou multi-capteur). À notre connais-
sance, ce problème de fusion est rarement abordé dans
la littérature de classification des images de télédétec-
tion. Pour résoudre le problème d’utilisation de données
hétérogènes, des techniques antérieures de classifica-
tion d’image multi-résolution ont été fondées, par exemple,
sur la transformations en ondelettes (Deng et al., 2014),
la segmentation hiérarchique multi-échelle en bas niveau
(Akbas et Ahuja, 2014), ou les modèles stochastiques
de classification d’images à plusieurs résolutions (Voi-
sin et al., 2014; Kurtz et al., 2012; Laferté et al., 2000).
En revanche, ces méthodes utilisent principalement des
données mono-temporelles. D’autre part, des méthodes
classiques de détection de changement fonctionnent avec
des images multi-temporelles, mais en utilisant une seule
résolution spatiale. Par exemple, les approches actuelles
d’analyse multi-temporelle qui se concentrent générale-
ment sur des séquences assez longues d’images à une
seule résolution grossière (de quelques dizaines à une
centaine de mètres) et ne visent pas la classification de
l’image (Gao et al., 2015; Petitjean et al., 2014). Afin
d’utiliser toutes les informations disponibles simultané-
ment, d’autres méthodes proposent un cadre où diffé-
rents algorithmes peuvent utiliser différentes sources. Ces
classifieurs travaillent ensemble de manière collaborative
grâce à un raffinement automatique et mutuel de leurs
résultats (Forestier et al., 2008). D’autres méthodes du
type apprentissage profond (réseau de neurones pro-
fond et réseau de neurones convolutif) sont une autre
façon de travailler en multirésolution en tentant de clas-
sifier les images avec un haut niveau d’abstraction (cf.,
couches de convolution et de max-pooling) (Chen et al.,
2014; Zhao et Du, 2016; Mura et al., 2015).
Tout d’abord, ce papier présente brièvement les don-
nées utilisées avant de se focaliser d’avantage sur la
structure hiérarchique employée pour organiser ces don-
nées hétérogènes provenant des différentes résolutions
et de différents capteurs et/ou dates. Ensuite, nous ex-
pliquons les choix méthodologiques. Finalement, nous
montrons certains résultats de classification sur une sé-
rie temporelle d’images optiques et un ensemble d’images
provenant de différents capteurs (optique et radar) avant
de conclure et de présenter quelques perspectives pour
le futur.
2. Description des données utilisées
Les images traitées dans le présent travail sont es-
sentiellement de deux types : des images optiques (Pra-
sad et al., 2010) et des images radar (Henderson et Le-
wis, 1998). Les complémentarités entre ces deux types
de données sont multiples. L’imagerie radar est parti-
culièrement sensible aux propriétés géométriques des
cibles qu’elles soient microscopiques (rugosité, effets de
surface) ou macroscopiques (orientation, multiréflection),
tandis que l’imagerie optique est plus sensible aux pro-
priétés physico-chimiques des cibles (émissivité, albédo,
couleur). Parmi les propriétés auxquelles le radar est sen-
sible, la nature des matériaux (cibles métalliques, par
exemple), ou leur état (humidité des sols, sécheresse
d’une végétation) sont des paramètres importants pou-
vant être imperceptibles en optique. Nous donnons ci-
dessous les carastéristiques des satellites Pléiades (op-
tique) et COSMO-SkyMed (radar) qui correspondent aux
images que nous avons utilisées.
2.1. Pléiades
Ce capteur optique permet d’enregistrer les rayonne-
ments diffusés de la surface de la Terre dans certaines
longueurs d’ondes. En effet, en fonction de la nature et
des caractéristiques intrinsèques des objets à la surface
de la Terre, chaque surface possède une signature spec-
trale (quantité d’énergie émise ou réfléchie en fonction
de la longueur d’onde) qui lui est propre et qui permet
son identification sur les images satellitaires. L’utilisation
conjointe de l’information spectrale et de l’information spa-
tiale(texture) présente alors l’intérêt d’exploiter pleinement
les possibilités du capteur. Pour chaque prise de vue,
le satellite Pléiades capte systématiquement le rayonne-
ment électromagnétique de la surface de la Terre pro-
venant de quatre bandes spectrales (XS) et une bande
panchromatique (P) à une résolution spatiale améliorée
par rapport aux autres canaux spectraux, et permet une
observation bien plus détaillée des surfaces avec une
profondeur radiométrique de 16 bits (voir la figure 2).
FIGURE 2: Bandes spectrales Pléiades [http ://www.geo-
airbusds.com/pleiades/]
En plus de leurs capacités à discerner des objets
distincts, les données de quatre bandes multispectrales
sont utiles pour afficher des images en fausse-couleur,
et la bande panchromatique peut être utilisée pour amé-
liorer le détail des données multispectrales. En fait, les
images conçues peuvent être de type « bundle » (le pan-
chromatique et le XS séparés, fournis comme 2 produits
distincts) ou fusionné PXS (« pansharpened » en an-
glais). Les images panchromatiques sont acquises à une
résolution spatiale de 70 cm, et rééchantillonnées au sol
à 50 cm. Les images XS sont acquises à une résolu-
tion spatiale de 2,8 m, et rééchantillonnées à 2 m. Les
images fusionnées sont générées au sol à 50 cm.
2.2. COSMO-SkyMed
Les satellites radar utilisent une antenne d’émission
et de réception spécifique de type radar. Le principe re-
pose sur l’émission d’une impulsion courte d’une onde
radar à la fréquence porteuse, et l’écoute de son re-
tour. Pour l’imagerie radar, une technologie spécifique, la
synthèse d’ouverture (RSO), aussi couramment caracté-
risé par l’acronyme anglo-saxon SAR pour « Synthetic
Aperture Radar », est employée. Il s’agit d’une technique
de radar spéciale qui permet d’obtenir des images radar
haute résolution d’objets très éloignés. Avec le radar, les
micro-ondes servent à mesurer les distances et l’ampli-
tude du signal reçu. Contrairement à un altimètre radar
dirigé vers le nadir, le système RSO émet des impulsions
radar latérales. Grâce à ce principe de balayage latéral,
le radar reçoit des signaux réfléchis par différents objets
sur Terre à différents moments. Cela permet de distin-
guer les objets composés par des matériaux différents et
de caractériser leur texture 3D. La constellation COSMO-
SkyMed (CSK) se compose de 4 satellites de moyenne
dimension, chacun équipé avec un système RSO à mi-
croondes haute résolution en bande X. Le RSO employé
a la capacité de changer l’orientation de façon à effectuer
l’acquisition des images soit à droite, soit à gauche de la
trace au sol du satellite. L’information produite est fondée
sur les caractéristiques fondamentales décrites dans la
table 1.
3. Structure Hiérarchique
Dans cette partie, nous présentons la structure dans
laquelle nous allons organiser les données. Cette struc-
ture doit être hautement parallélisable pour traiter une
grande quantité de données, et doit fournir une topo-
logie qui simplifie les interactions entre les différentes
images. La structure dite « pyramidale » (voir figure 3)
peut-être utilisée dans le modèle proposé en insérant les
images suivant leurs résolutions respectives (Jolion et
Rosenfeld, 2004). Les topologies qui modélisent l’inter-
FIGURE 3: Structure Pyramidale
action inter-échelle ont été largement étudiées et leurs
représentations conduisent naturellement à des modèles
utilisant les arbres. Entre autres, les quad-arbres (Luett-
gen et al., 1993; Pérez, 1993) ont été proposés pour la
modélisation de ces interactions. L’utilisation des quad-
arbres permet de bénéficier de leurs bonnes propriétés
analytiques (par ex. la causalité (Basseville et al., 1992))
et donc d’appliquer des algorithmes non itératifs. En re-
vanche, il faut noter que cette structure hiérarchique im-
pose un facteur 2 entre les résolutions spatiales dans les
niveaux successifs de la pyramide.
Par la suite, nous notons les noeuds sur le quad-
arbre avec un indice s qui appartient à l’ensemble des
sites S = S0 ∪ S1 ∪ · · · ∪ Sr où r désigne la résolu-
tion la plus grossière (racine) et 0 correspond la résolu-
tion la plus fine. Nous définissons des relations de pa-
renté entre les différents niveaux n du quad-arbre, de
telle sorte que si nous considérons un site s pour un ni-
veau n quelconque, nous définissons un opérateur de
décalage vers le haut µ tel que s− = µ(s) est le parent
Spotlight Stripmap ScanSAR
HIMAGE Ping Pong Wide Region Huge Region
Polarisation Single Single Dual Single Single
Ampleur [kmxkm] 10X10 40X40 30X30 100X100 200X200
Résolution [m] 1 3 15 30 100
TABLE 1: Les caractéristiques fondamentales suivant les modalités de CSK. [http ://www.cosmo-skymed.it/fr/index.htm]
du noeud s. Définissons également l’opérateur de déca-
lage vers le bas β tel que s+ = β(s) est un descendant
de s, l’opérateur d’échange α entre les noeuds apparte-
nant à la même échelle, et finalement, notons par d(s)
l’ensemble contenant s et tous ses descendants (jusqu’à
n = 0) comme illustré sur la Figure 4.
FIGURE 4: Quad-arbre
L’originalité de l’approche proposée est l’extension de
la structure hiérarchique présentée ci-dessus pour pou-
voir intégrer des données multi-temporelles (voir la Fi-
gure 5) ou multi-capteur (voir la Figure 6), cela en uti-
lisant en cascade plusieurs quad-arbres, chacun étant
associé à de nouvelles images acquises à une date dif-
férente ou provenant d’un autre capteur, en vue de ca-
ractériser les corrélations temporelles ou la complémen-
tarité inter-capteur. À cet effet, nous définissons un autre
opérateur de décalage vers le haut ω tel que s= = ω(s)
est l’equivalent du parent du noeud s mais dans le quad-
arbre précédent. Nous définissons aussi un opérateur
σ d’échange entre les noeuds d’une même échelle et
appartenant à des quad-arbres consécutifs pour carac-
tériser la corrélation entre les images. Cette structure
permet, d’une manière très naturelle, l’utilisation d’une
modélisation statistique explicite à travers un champ de
Markov hiérarchique (HMRF) en utilisant un ensemble
de champs aléatoires à différentes échelles et pour diffé-
rentes sources (dates ou capteurs). Les transitions inter-
échelle et/ou source (σ, ω, α, β et δ dans les Figures 5
et 6) déterminent la structure hiérarchique du champ de
Markov puisqu’elles conservent la causalité des interac-
tions statistiques concernées.
4. Classifieur hiérarchique proposé
L’objectif de la classification est d’estimer un ensemble
d’étiquettes cachées X sachant un ensemble d’observa-
tions Y attachées à l’ensemble des noeuds (pixels) S.
Chaque étiquette a une valeur dans l’ensemble des éti-
quettes, Λ = {0, 1, ...,M − 1}. L’espace des configura-
tions Ω = Λ|S| est l’ensemble de toutes les configura-
tions possibles.
X = {xs}s∈S , xs ∈ Λ et Y = {ys}s∈S sont considé-
rés comme des processus aléatoires. Dans ce contexte,
nous étudions le problème d’inférence de la « meilleure »
configuration x̂ de X dans Ω. La formulation bayésienne
de ce problème d’inférence consiste à minimiser le coût
d’erreur de segmentation selon un critère choisi (Schlue-
ter et al., 2012; Ferguson, 1967) :





où C(., .) est le coût pénalisant l’écart entre la configura-
tion estimée et la configuration aléatoire idéale.
Parmi les différents algorithmes de classification bayé-
sienne à minimum d’erreur, deux critères ont été large-
ment utilisés. Le premier vise à estimer le « maximum a
posteriori »(MAP) où la configuration optimale est obte-
nue par :
x̂MAP = arg min
x∈Ω
p(x|y) (2)
Cela en incluant dans (1) la fonction de coût suivante :





(dans le cadre hiérarchique)
où R est le nombre de niveaux de la pyramide et δ est le
symbole de Kronecker.
Cette fonction de coût est égale à 1 si une erreur de clas-
sification apparaît dans un niveau quelconque de la py-
ramide. Par conséquent, cette fonction pénalise les er-
reurs indépendamment de l’échelle à laquelle elles se
produisent, ce qui n’est pas très intéressant pour des mé-
thodes de classification hiérarchiques et ne compte pas
le nombre total d’erreurs.
Le second critère très utilisé dans la littérature est celui
des « Modes Marginales a Posteriori »(MPM en anglais)




1− δ(xs, x′s) (4)
L’utilisation de cette fonction offre l’avantage de pénaliser
les erreurs en fonction de leur nombre et de l’échelle à la-
quelle elles se produisent : par exemple, une erreur à une
FIGURE 5: Structure hiérarchique multi-temporelle
FIGURE 6: Structure hiérarchique multi-capteur
échelle grossière est plus fortement pénalisée qu’une er-
reur à une échelle plus fine. L’estimateur bayésien résul-
tant est défini pour chaque pixel s par :
∀s ∈ S, x̂s = arg max
xs∈Λ
p(xs|y) (5)
Parmi les méthodes utilisées pour résoudre ce problème
d’optimisation, on distingue la méthode fondée sur la struc-
ture quad-arbre employée par (Laferté et al., 2000) qui
vise à affecter à chaque pixel s l’étiquette optimale x̂s,
en maximisant récursivement la probabilité marginale a
posteriori p(xs|y), cela en exprimant la probabilité margi-
nale du pixel s à travers la probabilité marginale p(xs− |y)
du parent s−. Malgré ses performances en temps de cal-
cul et en précision, l’utilisation de cet algorithme conduit
à des artéfacts de blocs (Laferté et al., 2000). Ce phé-
noméne peut être expliqué par le fait que, à une échelle
donnée, deux pixels voisins peuvent ne pas avoir le même
parent. Dans ce cas, une limite apparaît beaucoup plus
facilement que s’ils étaient liés au même parent ou s’il
existait d’autres liaisons entre les pixels à des échelles
consécutives. Afin d’éviter ces artéfacts, nous pouvons
utiliser une structure hiérarchique plus connectée dans
laquelle la liaison causale ascendant-descendant dans
la même pyramide n’est pas l’unique liaison entre les ni-
veaux consécutifs (cf. par exemple (Bouman et Shapiro,
1994)).
Dans ce contexte, une nouvelle formulation de l’algo-
rithme fondé sur le critère MPM est proposée dans cet
article en utilisant la structure hiérarchique en cascade
définie dans la partie 3. La probabilité marginale a pos-
teriori p(xs|y) de chaque pixel s, est exprimée non seule-
ment à travers la probabilité marginale a posteriori p(xs− |y)
du parent s−, mais aussi à travers la probabilité margi-
nale a posteriori p(xs= |y) du parent à une source anté-
rieure s= afin de caractériser les corrélations entre des
images consécutives de la structure en cascade définie
















A . p(xs− |y).p(xs= |y) (6)
où
A = p(xs|xs− , xs= , yd(s))
=
p(xs, xs− , xs= |yd(s))∑
s p(xs, xs− , xs= |yd(s))
(7)
Il est à noter que les équations dans (6) impliquent deux
hypothèses d’indépendance conditionnelle :
— pour le passage de la ligne 1 à la ligne 2 dans (6) :
étant donné les étiquettes xs− et xs= , l’étiquette
xs ne dépend pas de tout l’ensemble d’observa-
tions y, elle dépend seulement des observations
attachées à s et à ses descendants ce qui im-
plique que :
p(xs|xs− , xs= , y) = p(xs|xs− , xs= , yd(s))
— pour le passage de la ligne 3 à la ligne 4 dans (6) :
les étiquettes xs− et xs= sont indépendantes, étant
donné l’ensemble d’observation y, ce qui implique :
p(xs− , xs= |y) = p(xs− |y).p(xs= |y)
Il reste à calculer les probabilités jointes p(xs, xs− , xs= |yd(s))
évoquées dans (7) qui peuvent être déterminées en esti-
mant les probabilités introduites dans la factorisation sui-
vante :
p(xs, xs− , xs= |yd(s)) = (8)
p(xs|xs− , xs=).
p(x




— des probabilités a priori (p(xs=) et p(xs)),
— des probabilités inter-échelle et/ou multi-source
(p(xs|xs−) et p(xs|xs− , xs=)),
— des probabilités a posteriori partielles p(xs|yd(s)).
Par la suite, à chaque nouvelle donnée t (nouvelle image
à une date différente ou acquise par un capteur diffé-
rent), pour estimer la probabilité marginale a posteriori
p(xs|y), il suffit de calculer les probabilités évoquées dans
(8). A cet effet, l’approche proposée se déroule en trois
passes récursives, « descendante no 1 », « ascendante
no 1 » et « descendante no 2 » (voir Algorithme 1 et Fi-
gure 7).
4.1. Passe no 0 : MPM sur la première pyramide
Selon l’approche en cascade, la classification est ef-
fectuée d’abord à la première pyramide (i.e., l’instant t =
0 ou le premier capteur dans le cas multi-capteurs) en
utilisant une formulation MPM à une seule pyramide,
dans laquelle une segmentation est obtenue récursive-
ment sur les échelles à travers des passes ascendantes
et descendantes. Les détails de cette formulation (i.e.,
une seule pyramide) peuvent être trouvés dans (Laferté
et al., 2000). Nous rappelons seulement que le proces-
sus est initialisé par la définition de la distribution de pro-
babilité a priori sur la racine du quad-arbre correspon-
dant à la première pyramide. Cette initialisation est né-
cessaire pour commencer une récursion descendante et
calculer les probabilités a priori dans tous les niveaux du
quad-arbre. Une stratégie d’initialisation simple consiste
à utiliser une distribution a priori uniforme. À la suite
de ce traitement à la première pyramide, les probabili-
tés marginales a posteriori p(xs|y) seront connues pour
chaque pixel du quad-arbre.
4.2. Passe descendante no 1 : estimation des proba-
bilités a priori
Afin de calculer les probabilités a priori dans la py-
ramide P (à une nouvelle date t dans le cadre multi-
temporel ou avec un nouveau capteur c dans le cadre
multi-capteur), nous procédons à une passe descendante,
en commençant par estimer les probabilités a priori à la
résolution la plus grossière (étape 1 dans Algorithme 1 et
Figure 7). Pour ce faire, nous utilisons la carte de classi-
fication obtenue en utilisant la structure hiérarchique en
cascade jusqu’à la pyramide P − 1 en considérant un
modèle markovien spatial (Li, 2009) qui conduit à une
meilleure estimation de l’a priori. Ainsi, en utilisant le théo-
rème de Hammersley-Clifford, (Hammersley et Clifford,
1971; Moussouris, 1974) nous pouvons définir un a priori
local pour chaque pixel s à la résolution la plus grossière
comme étant un modèle de Potts (Winkler, 2003) décrit
ci-dessous :








Où δ(.) est le symbole de Kronecker, s ∼ s′ signifie que s
et s′ sont voisins par rapport à un système de voisinage
donné et β est un paramètre de lissage, de signe positif
pour faire décroitre l’énergie lorsque les étiquettes sont
identiques.
Puis, une passe descendante est effectuée pour calculer
les probabilités a priori à chaque niveau du quad-arbre
(étape 2 dans Algorithme 1 et Figure 7) en utilisant la




p(xs|xs−) · p(xs−) (10)
Les probabilités de transition inter-échelle au sein de l’arbre
p(xs|xs−) peuvent être calculées indépendamment de
telle sorte que xs appartienne à la même classe que son
ascendant xs− .
4.3. Passe ascendante no 1 : estimation des probabi-
lités jointes
En se basant sur (8), les probabilités jointes
p(xs, xs− , xs= |yd(s)) sont déterminées par :
— les probabilités a priori p(xs), déjà estimées lors
de la passe descendante précédente,
— les probabilités inter-échelle et/ou inter-pyramide
p(xs|xs−) et p(xs|xs− , xs=), qui peuvent être cal-
culées en favorisant l’appartenance des pixels concer-
nés à une même classe ; L’hypothèse fondamen-
tale est de considérer le processus aléatoire X
comme markovien en échelle et entre les py-
ramides (chaque pixel dépend seulement de son
ascendant dans la même pyramide et/ou son as-
cendant dans la pyramide précédente). Ce sont
ces probabilités de transition inter-échelles qui spé-
cifient le champ de Markov, car elle traduisent
la causalité des interactions statistiques entre les
différentes échelles et/ou pyramides. Nous avons
opté pour la forme de la probabilité de transition
adopté dans (Bouman et Shapiro, 1994; Hedhli
et al., 2015a)
— les probabilités a posteriori partielles p(xs|yd(s))
qui peuvent être calculées moyennant une passe
ascendante en utilisant la formulation introduite










Les probabilités a posteriori partielles nécessitent l’es-
timation d’un modèle statistique conditionnel par classe
combinant des informations pixel par pixel, à la même ré-
solution pour le calcul de p(ys|xs). Cela peut se faire en
traitant la modélisation des probabilités marginales des
images acquises à chaque résolution, conditionnées à
chaque classe (voir la partie 4.5).
4.4. Passe descendante no 2 : probabilité a posteriori
et optimisation
Connaissant les probabilités jointes calculées dans
la partie précédente (4.3), nous procédons à une passe
descendante dans laquelle les probabilités marginales a
posteriori p(xs|y) sont calculées en utilisant (6). En prin-
cipe, l’étiquette xs qui maximise p(xs|y) sur l’ensemble
des classes Λ peut être sélectionnée et attribuée à xs.
En revanche, cette procédure est souvent évitée dans
la littérature sur les MRF hiérarchiques en raison de son
temps de calcul (linéaire par rapport au nombre de classes,
nombre de pixels à chaque échelle et au nombre de pyra-
mides utilisés) et aussi pour éviter les artéfacts de blocs
(Laferté et al., 2000). En tant qu’approche alternative, ici,
une formulation spécifique de l’algorithme de Metropolis
modifié (Kato, 1994) (MMD) est appliquée séparément
pour chaque échelle de chaque pyramide. Plus précisé-
ment, à chaque échelle r et pyramide p le MMD est uti-
lisé pour minimiser l’énergie U(X rt |y) par rapport à l’en-
semble X rt de configurations d’étiquettes possibles :







Où le premier terme de l’équation (12) est exprimé
en termes de probabilités a posteriori calculées par le
critère MPM et le deuxième terme est dû au modèle de
Potts sur la couche r du pyramide p.
4.5. Estimation des fonctions de densité de probabi-
lité
Nous cherchons à modéliser les distributions statis-
tiques de chaque classe m (m ∈ Λ) considérée pour
la classification, étant donnée une base d’apprentissage.
Pour chaque classe, les fonctions de probabilités (FDP)
pm(ys|xs = m) suivent un modèle de mélange fini de K
distributions de niveaux de gris indépendantes :
pm(ys|xs = m) =
Kmnt∑
i=1
Πmnti Fmnti (ys|θmnti ), (13)
où Πmnti sont les proportions du mélange, θmnti est l’en-
semble des paramètres de la ième composante du mé-
lange pour la mème classe, la nème échelle et la tème pyra-
mide. Fmnti est la loi de probabilité correspondante dont
les pamètres θmnti sont estimés en ayant recours à un al-
gorithme stochastique d’espérance-maximisation (SEM)
(Celeux et al., 1996). Les lois choisies, en revanche, va-
rient selon la nature de l’image. En fait, dans le cadre des
images optiques, les FDP Fmnti sont modélisées au tra-
vers d’un mélange gaussien (Richards, 2013). Contraire-
ment aux images RSO où l’information radar est mélan-
gée à un bruit multiplicatif (Henderson et Lewis, 1998).
C’est pourquoi, nous utilisons la distribution Gamma gé-
néralisée comme modèle empirique pour la modélisation
des images RSO (H.C. Li et Fan, 2011).
5. Résultats
Avant de comparer les résultats du modèle développé
avec ceux obtenus via des méthodes de référence, il faut
noter que la structure hiérarchique proposée suppose
une contrainte sur les résolutions des images pour les
différents niveaux de la pyramide. En fait, le choix de la
topologie quad-arbre impose un facteur deux entre les
résolutions spatiales des images dans les niveaux suc-
cessifs de la pyramide. Cela implique que des niveaux
manquants peuvent survenir. Ces niveaux « vides » sont
remplis grâce à une décomposition en ondelettes (Mal-
lat, 2008) de l’image intégrée au niveau de la résolu-
tion la plus fine. De nombreuses familles d’ondelettes ont
été testées. Les résultats sont relativement proches, et
la principale différence se situe au niveau de la finesse
de la classification finale. Nous remarquons que la plus
grande précision est atteinte en utilisant des ondelettes
de type Daubechies 10 (db10) (Daubechies, 1988) voir
Figure 8.
FIGURE 7: Champ de Markov hiérarchique multi-temporel ou multi-capteur et estimation des probabilités utilisées dans
l’algorithme 1
Algorithm 1 MPM multi-source (i.e. multi-temporel ou multi-capteur)
Conditions initiales :
— carte de classification à la racine du quad-arbre à la pyramide P0
— P, le nombre total des pyramides.
à une pyramide t :
1: Initialisation de l’a priori en utilisant la carte de classification à la pyramide P − 1 via (9).
2: Passe descendante no 1 : estimation des probabilités a priori via (10)
3: Passe ascendante no 1 : estimation des probabilités p(xs|y(d(s)), puis p(xs, xs− , xs= |yd(s)) via (8) et (11)
4: Passe descendante no 2 : estimation des probabilités a posteriori p(xs|y) via (6)
5: Résultat : obtention de la carte de classification par la maximisation des probabilités p(xs|y) à la résolution la plus fine.
6: si P < P aller à 1.
FIGURE 8: Précision globale en utilisant différentes fa-
milles d’ondelettes
Le classifieur hiérarchique décrit précédemment est
assez générique pour pouvoir être utilié dans un cadre
multi-temporel ou multi-capteur. Pour ce faire, nous pro-
posons de le valider expérimentalement sur une série
temporelle d’images Pléiades (voir la partie 5.1). Puis,
nous utilisons deux ensembles d’images RSO (CSK) et
optique (Pléiades) dans le cadre muticapteur (comme
illustré dans la partie 5.2).
5.1. Cas multi-temporel
Dans cette partie, une série temporelle de trois images
Pléiades panchromatiques (rééchantillonnées à 0.5 m)
et multi-spectrales (rééchantillonnées à 2 m) acquises
sur Port-au-Prince (Haïti) en 2011, 2012 et 2013 sont
utilisées. L’algorithme proposé est donc appliqué en utili-
sant trois pyramides de trois niveaux (R = 2). Ce choix
de configuration semble être optimum. En effet, un ni-
veau de décomposition plus élevé pourrait supprimer cer-
tains détails pertinents de l’image et un choix de niveau
plus faible ne permet pas d’exploiter pleinement la struc-
ture hiérarchique. Quant aux images Pléiades utilisées
dans cet article, la résolution la plus fine de la pyramide
multi-résolution (niveau 0) correspond à la résolution la
plus fine des images d’entrée (i.e. panchromatique). Les
bandes multi-spectrales enregistrées simultanément sont
intégrées dans le niveau 2 de la pyramide (la racine). Le
niveau 1 manquant est complété par la décomposition en
ondelettes db10 de l’image panchromatique.
Cinq classes d’occupation du sol ont été considé-
rées : urbain (rouge), eau (bleu), végétation (vert), sol
nu (jaune) et conteneurs (mauve). L’étape d’apprentis-
sage est faite sur une vérité terrain construite manuel-
lement par photo-interprétation. La méthode proposée
donne une précision globale de la classification de va-
leur élevée avec un faible temps de calcul (voir figure 9,
table 2).
Nous comparons le modèle présenté avec les résul-
tats de la classification obtenus en utilisant les techniques
suivantes :
— Une approche hiérarchique à une seule date pro-
posée dans (Laferté et al., 2000) où la classifica-
tion est obtenue récursivement en appliquant le
critère MPM dans une structure quad-arbre. L’in-
troduction de l’aspect multi-temporel permet non
seulement de contourner les artéfacts de blocs
causés par l’utilisation de la structure quad-arbre
(voir Figure 11), mais aussi d’obtenir une meilleure
discrimination des classes (voir les figures 9 et
10 et le tableau 2). L’une des principales sources
d’erreur de classification dans les résultats utili-
sant une seule date est la confusion entre les
classes « végétation »et « sol nu ». Cette erreur
de classification est réduite dans les résultats ob-
tenus par la méthode multi-temporelle proposée
grâce à l’aspect spatio-temporel.
(1)
(2)
FIGURE 11: (1) Artéfact de blocs apparaissant avec la
méthode proposée dans (Laferté et al., 2000), (2) réduc-
tion des effets de blocs en utilisant la méthode proposée
— Une approche markovienne multi-temporelle et mono-
échelle proposée dans (Melgani et Serpico, 2003).
Contrairement à l’approche en cascade proposée
où l’information temporelle se propage dans un
seul sens pour préserver la causalité du modèle,
la méthode consiste à réaliser un échange bidi-
rectionnel de l’information temporelle entre des
modéles MRF définis à partir des images consé-
cutives de la série temporelle en utilisant un per-
ceptron multicouche (MLP en anglais) de réseau
de neurones. Dans une forme de fonction d’éner-
gie appropriée, chaque modèle MRF (associé à
chaque image de la série temporelle) intégre trois
types d’information : spectrale, contextuelle et spatio-
temporelle. L’approche mutuelle réduit le risque
de la propagation des erreurs de classification entre
deux dates consécutives de la série temporelle
en comparaison avec l’approche en cascade ci-
dessus où les erreurs peuvent se propager en
raison de la causalité de la méthode. Toutefois,
en raison de l’aspect non itératif de l’algorithme
hiérarchique utilisé, seulement quelques minutes
FIGURE 9: Première parcelle de test : (a) Image Pléiades, ( c© CNES distribution Airbus DS, 2013). (b) Vérité Terrain. (c)
Carte de classification en utilisant la méthode de (Laferté et al., 2000). (d) Carte de classification en utilisant une série
temporelle de trois images Pléiades en appliquant la méthode de (Melgani et Serpico, 2003). (e) Carte de classification en
utilisant la méthode proposée. (urbain, eau, végétation, sol nu, conteneurs)
FIGURE 10: Deuxième parcelle de test : (a) Image Pléiades, ( c© CNES distribution Airbus DS, 2013). (b) Vérité Terrain.
(c) Carte de classification en utilisant la méthode de (Laferté et al., 2000). (d) Carte de classification en utilisant une série
temporelle de trois images Pléiades en appliquant la méthode de (Melgani et Serpico, 2003). (e) Carte de classification en
utilisant la méthode proposée.(urbain, eau, végétation, sol nu, conteneurs)
Port-au-Prince, Haïti
urbain eau végétation sol nu conteneurs total temps de calcul
La méthode proposée 81.62% 100% 96.69% 92.82% 62.82% 85,59 % 8 minutes
(Laferté et al., 2000) 77.45% 88.62% 72.59% 86.02% 57.73% 76.34% 3 minutes
(Melgani et Serpico, 2003) 80.63% 100% 86.33% 87.61% 69.61% 84,83 % ≈ 1 heure
TABLE 2: Taux de bonne classification pour chacune des 5 classes considérées et taux moyen de bonne classification sur
les deux parcelles de test utilisées
ont été nécessaires pour obtenir des résultats sa-
tisfaisants très similaires à ceux obtenus par l’ap-
proche « mutuelle » pour laquelle un long temps
de calcul est nécessaire.
5.2. Cas multi-capteur
Nous testons maintenant l’algorithme de classifica-
tion hiérarchique proposé sur un jeu de données multi-
capteur composé de deux images recalées de Port-au-
Prince : (i) une image CSK mono-polarisation et mono
angle d’incidence avec une polarisation HH, une moda-
lité Stripmap et une résolution de 2,5 m ( c© ASI ; fi-
gure 12 (a)), et (ii) une image multispectrale Pléiades
de résolution initiale 2 m, illustrée dans la Figure 12 (b)
( c© CNES distribution Airbus DS, 2013). Les caractéris-
tiques techniques des images considérées ont été dé-
crites dans la partie 2, la méthode proposée est compa-
rée avec les résultats de classification obtenus avec les
techniques suivantes :
— Les classifications hiérarchiques pour chaque cap-
teur séparément (voir la figure 12 (e) pour l’image
Pléiades et la Figure 12 (d) pour l’image CSK) en
utilisant la méthode de (Laferté et al., 2000).
— L’approche multi-capteur proposée par (Storvik et al.,
2009) dans laquelle la vraisemblance est construite
en fusionnant les lois marginales : gamma gé-
neralisée (pour l’image RSO) et gausienne (pour
l’image optique) pour obtenir une distribution méta-
gaussienne (Fang et al., 2002). La classification
est obtenue ensuite par l’estimation du maximum
de vraisemblance.
— L’approche multi-capteur et multi-échelle propo-
sée dans (Voisin et al., 2014) qui prend en compte
à la fois une représentation statistique marginale
des images RSO et optique par modèle de mé-
langes finis et de copules pour calculer les distri-
butions jointes ainsi qu’une modélisation contex-
tuelle à partir de champs de Markov hiérarchiques.
une première analyse visuelle des résultats de classifi-
cations suggère que la méthode hiérarchique proposée
conduit à de meilleurs résultats, en comparaison avec les
classifications hiérarchiques de chaque image séparée.
En effet, les résultats expérimentaux obtenus en utilisant
uniquement l’image radar détecte mieux les routes et
les conteneurs, tandis que le résultat généré en utilisant
seulement l’image optique discrimine mieux les classes,
qui sont spatialement homogènes. La méthode propo-
sée bénéficie à la fois des caractéristiques de l’imagerie
optique et de l’imagerie radar en générant des résultats
de classification qui, visuellement, discriminent toutes les
classes dans les images à haute résolution considérées.
Comparée à la méthode présentée dans (Storvik et al.,
2009) dans laquelle la fusion des données optique et ra-
dar est obtenue via une distribution méta-gaussienne bi-
variée, la méthode proposée génère une carte de clas-
sification plus régulière grâce à l’aspect contextuel du
champs de Markov (voir la figure 12 (g) et le table 3).
D’autre part, en comparant notre méthode avec la mé-
thode développée dans (Voisin et al., 2014) la méthode
proposée montre un gain en temps de calcul, car la mé-
thode décrite dans (Voisin et al., 2014) utilise des co-
pules pour extraire les informations des deux capteurs,
et également un gain en précision en évitant les artefacts
de blocs causés par l’utilisation d’un seul quad-arbre (voir
la figure 12 (f) et le table 3).
5.3. Étude de faisabilité
Nous analysons dans cette partie la complexité des
algorithmes proposés en terme de temps de calculs et de
mémoire utilisée. Le classifieur supervisé décrit dans cet
article est composé de deux parties exécutées séparé-
ment : l’apprentissage obtenu grâce à l’algorithme SEM
(voir le début partie 4.5) et la classification fondée sur le
critère MPM (voir la partie 4). Ces algorithmes sont des
algorithmes de type Monte-Carlo appartenant à la famille
des algorithmes randomisés dont le temps d’exécution
est déterministe, mais dont le résultat peut être incor-
rect avec une certaine probabilité (généralement minime)
(Motwani et Raghavan, 1995). Les algorithmes Monte-
Carlo appartiennent à la classe de complexité BPP (pour
« bounded-error probabilistic polynomial time ») qui dé-
crit les problèmes de décision qui peuvent être résolus
en temps polynomial, avec une probabilité bornée d’er-
reur. Les Figures 13 et 14 présentent les mesures quanti-
tatives des temps d’exécution des algorithmes proposés
suivant le nombre de pixels dans les images utilisées. Il
faut noter ici que dans l’algorithme de classification nous
utilisons deux pyramides à 3 niveaux chacune. En fai-
sant varier les tailles des images utilisées, la Figure 13
montre que cet algorithme s’exécute en un temps poly-
nomial. En ce qui concerne l’algorithme d’apprentissage,
il est exécuté pour chaque image de la pyramide. La fi-
gure 14 montre l’exécution de cet algorithme est réalisée
un temps logarithmique.
En ce qui concerne la mémoire utilisée, elle dépend
essentiellement du nombre d’images et du nombre de
classes utilisées à chaque niveau de la pyramide. En ef-
fet, il faut implémenter des structures de données pour
manipuler les différentes probabilités à chaque pixel et
pour chaque étiquette. L’optimisation du temps de cal-
cul serait intéressante dans le but de pouvoir traiter des
images bien plus grandes (par exemple, une acquisition
Pléiades de 20 km de largeur et 20 km de longueur),
correspondant à des tailles typiques d’acquisition. Ac-
tuellement, le code implémenté ne permet pas de traiter
de telles images si on n’effectue pas un prédecoupage
avant le traitement.
6. Conclusion et Perspectives
Dans la méthode que nous avons proposée, la fusion
multi-résolution, multi-temporelle ou multi-capteur est fon-
dée sur une modélisation statistique explicite au travers
d’un modèle hiérarchique de champs de Markov. La nou-
veauté principale de l’approche est l’utilisation en cas-
cade de plusieurs quad-arbres, chacun étant associé à
une nouvelle image disponible, en vue de caractériser
les corrélations temporelles ou spatiales associées à des
FIGURE 12: (a) CSK, ( c© ASI, 2013) (b) Pléiades, ( c© CNES distribution Airbus DS, 2013). (c) Vérité Terrain. (d) Carte
de classification en utilisant la methode de (Laferté et al., 2000) sur l’image RSO (e) Carte de classification en utilisant la
méthode de (Laferté et al., 2000) sur l’image optique (f) Carte de classification en utilisant la méthode de (Voisin et al., 2014)
(g) Carte de classification en utilisant la méthode de (Storvik et al., 2009) sur l’image optique (h) Carte de classification en
utilisant la méthode proposée.
Port-au-Prince, Haïti
eau urbain végétation sol nu conteneurs total temps de calcul
La méthode proposée 100% 78.12% 96.69% 89.78% 47.12% 82.69 % 4 minutes
(Storvik et al., 2009) 99.95% 97.32% 90.81% 96.22% 37.25% 79.44% 5 minutes
(Voisin et al., 2014) 100% 75.24% 87.16% 98.89% 49.31% 82,12 % 11 minutes
TABLE 3: Taux de bonne classification pour chacune des 5 classes considérées et taux moyen de bonne classification
Les résultats sont obtenus en utilisant une image de taille (2400x1600) au niveau 0 de la pyramide en exécutant l’algorithme
proposé avec un ordinateur dont les caractéristiques sont : un processeur Intel i7 quad-core (2.40 GHz) avec une RAM de
8-GB et une architecture 64-bit sous un système Linux.
FIGURE 13: Temps d’exécution de l’algorithme de classification suivant le nombre de pixels dans l’image à la résolution la
plus fine de la pyramide
FIGURE 14: Temps d’exécution de l’algorithme d’apprentissage suivant le nombre de pixels pour chaque image de la
pyramide
images distinctes. Lorsqu’elle est appliquée à des images
à haute résolution, la méthode proposée donne une pré-
cision globale de la classification de valeur élevée avec
un temps de calcul raisonnable grâce à la structure hié-
rarchique utilisée. Il convient de noter que le nombre de
classes est identique pour tous les niveaux de la struc-
ture hiérarchique définie dans l’approche proposée. Cette
hypothèse est stricte car les différents types d’occupa-
tion des sols dépendent naturellement de la résolution
de l’image. Par conséquent, une extension de ce travail
serait de définir un nombre diffèrent de classes à chaque
niveau de la pyramide et d’établir les liens hiérarchiques
entre ces classes en fonction de leur signification séman-
tique respective, en se basant sur des vérités de terrain
appropriées. De plus, une parallélisation de l’algorithme
proposée pourrait être envisagé.
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