Abstract-Cellular networks have been hierarchical so that mobility management have primarily been deployed in a centralized architecture. More flattened network architecture for the mobile Internet is anticipated to meet the needs of rapidly increasing traffic from the mobile users and to reduce cost in the core network. Distributing the mobility management functions as opposed to centralizing them at the root of the network hierarchy is more compatible with a flat network architecture. Mobility management may be distributed at different levels: core level, access router level, access level, and host level. It may also be partially distributed or fully distributed. A distributed mobility management architecture avoids unnecessarily long routes, is more scalable with the increasing number of mobile users, and is a convenient platform for dynamic mobility management which means providing mobility support to mobile users only when they need the support. Dynamic mobility management can avoid waste of resources and also reduce signaling overhead and network cost. The desired distributed and dynamic mobility management needs to solve existing problems, meet the needs of changes in traffic and network architecture, and be simple and inexpensive to deploy. This paper surveys existing mobility management solutions in mobile Internet, explains the limitations of a centralized mobility management approach, and discusses potential approaches of distributing mobility management functions. The issues and challenges in the design of distributed and dynamic mobility management are also described.
I. INTRODUCTION
The Internet, as it converges with mobile wireless networks, has been experiencing numerous new challenges requiring various extensions to the base mobility protocols. While extensions are needed to optimize handover performance, more extensions are needed with the proliferation of multiple-interface devices utilizing heterogeneous wireless access networks. Deployments missing the appropriate extensions can result in sub-optimal performance.
Further challenges to the deployment of mobility support in mobile Internet is in the content delivery network (CDN) environment in which the content servers are moving closer to access networks. In addition, a new trend for mobile networks is to become more flat in network architecture, i.e., to have fewer levels of hierarchy. The impact of these changes to existing deployment of mobility protocols should be understood in order to ensure better performance optimization. Distributed mobility management [1] with local content servers and the flattened network may integrate the needed extensions to ease deployment and optimize the performance.
Meanwhile, the mobile user traffic volume is increasing much more rapidly than the revenue, and service/network providers are already experiencing need to selectively offload traffic through alternative access networks. In addition, dynamic mobility management is needed with the co-existence of mobile nodes running applications that are actively using mobility support from the network and those that are not [2] [3] . A further selective capability arises when, after route optimization, it is desirable for the end nodes to communicate in peerto-peer mode without the need for signaling message exchanges to establish and to periodically refresh a bidirectional security association between them. These selective mechanisms are called dynamic mobility management.
Most existing IP mobility solutions are derived from Mobile IP (MIP) [4] [5] principles where a given mobility anchor, e.g., the home agent (HA) in Mobile IP or the local mobility agent (LMA) in Proxy Mobile IPv6 (PMIPv6) [6] , maintains mobile nodes (MNs) bindings. Data traffic is then encapsulated between an MN or its access router (AR), e.g., the mobile access gateway (MAG) in PMIPv6, and its mobility anchor. These approaches have been implemented in a centralized architecture where both the mobility context and traffic encapsulation are maintained at a central network entity, the mobility anchor.
Such centralized implementation of mobility management provides the ability to route packets to an MN wherever the MN is located and to maintain IP session continuity during handovers, i.e., when the MN changes its IP point of attachment. However, compared with a distributed approach, a centralized approach has several issues or limitations affecting its performance and scalability, which requires costly network dimensioning and engineering to fix them.
The rest of this paper is organized as follows. After explaining the background on mobility management in Section II, this paper discusses the issues with centralized IP mobility management, as compared with distributed and dynamic mobility management in Section III. It then discusses the networks for which distributed mobility management is relevant in Section IV and categorizes different approaches in distributed and dynamic mobility management in Section V. Finally, some challenges to the work of distributed and dynamic mobility management are stated in Section VI.
II. BACKGROUND ON MOBILITY MANAGEMENT
This background section explains the basic concepts of mobility management and summarizes the options for mobility management. network-layer mobility management including mobile IP and proxy mobile IP, centralized and distributed mobility management.
A. Session Continuity and Mobility Management
Mobility management provides the mechanisms for maintaining active session continuity while a user switches between different communication channels, locations, protocols, networks, and physical environments. It offers seamless access and connectivity to users across personal, local, and wide area networks without interruption. The main concerned issues involved in mobility management include handovers, routing/rerouting, location management, address management, session identification, session migration, etc.
B. Mobility Management Options
The mobility management functions in data networks may reside in different protocol layers according to the design [7] . At the link layer, mobility concerns a change in the access point. In this case, a handover is triggered to carry out the detach/attach operations to different access points. Information on the physical characteristics of the network, such as received signal strength, channel condition, and bit error rate, is usually needed during the handover process. IEEE 802.11 and 802.16 standards have amendments to introduce the link-layer handover procedures, including IEEE 802.11r [8] and IEEE 802. 16-2009 [9] . Numerous papers have proposed different link-layer fast handover schemes in IEEE 802.11-based wireless networks [10] [11] . In addition, the IEEE Std. 802. 21-2008 [12] provides a framework for handovers between heterogeneous wireless networks such that the same framework is applicable to different network types which differ at the link-layer and below.
At the network layer, mobility concerns a change in the subnet, i.e., the location change in the Internet. Network-layer mobility solutions adopt two basic approaches: routing-based approach and mapping-based approach [13] . Under the routing-based approach, a mobile keeps its IP address unchanged regardless of its location changes. Thus, the IP address is used to both identify the mobile and to deliver packets to it. In this case, the routing system must keep tracking the most upto-date location of the mobile and update the routing tables to deliver packets with the unchanged IP address to the new location, which is not scalable to increasing number of MNs. Routing-based network-layer mobility solutions include Cellular IP [14] , HAWAII [15] , and TIMIP [16] . Under the mapping-based approach, the IP address of a mobile dynamically changes to reflect the current location of the mobile. In this case, an explicit mapping function in the system is needed to map the stable identifier of the mobile to its changing IP address for packet delivery. Mapping-based network-layer mobility solutions include Mobile IP (MIP) [4] [5], Proxy Mobile IP (PMIP) [6] , and Hierarchical Mobile IP (HMIP) [17] .
Mobility management at the transport layer focuses on end-to-end mobility for TCP connections. Mobility solutions handle how to migrate TCP connections when the IP address of a TCP end-node changes. Transportlayer mobility solutions, such as the end-to-end approach proposed in [18] and Mobile Stream Control Transmission Protocol (M-SCTP) [19] , use dynamic domain name system (DNS) to track the changing IP address of a mobile but at the same time keep the ongoing TCP connection unaffected. Other solutions, such as the Indirect TCP (I-TCP) [20] and MSOCKS [21] , split a TCP connection at intermediate agents so that the connection between the mobile and the intermediate agent is updated during mobility, while the correspondent node (CN) is unaware of the movement.
Mobility solutions at the application layer let specific applications manage mobility using end-to-end signaling. One approach is to implement a specific mobility scheme for every application, such as the Session Initiation Protocol (SIP) [22] [23] . Another approach is to implement middleware between applications of two endnodes to deal with mobility, such as WiSwitch [24] . In this case, the middleware should be able to know which applications require mobility management.
Irrespective to the protocol layers, mobility management design options include host based and network based approaches. A host-based mobility management protocol provides mobility support at the mobile node. A network-based mobility solution resides in the network only. It therefore enables mobility for existing hosts with existing network applications, which are already in deployment but may lack such mobility support in them.
In what follows, this paper focuses on network-layer mobility management. Also, only "mapping based" schemes are further studied.
C. Network-layer Mobility Solutions
Since network layer is present in all Internet nodes, network-layer mobility solutions are studied the most in mobile Internet. Network-layer mobility solutions can offer transparent mobility support to all applications. Among all the solutions, Mobile IP (MIP) [4] [6] and Fast Handovers for PMIP (PFMIP) [30] .
1) Mobile IP
Mobile IP (MIP) [4] [1] [5] as well as its many variants decouples the session identity, in a home address (HoA), and the routing address, in a care-of-address (CoA). A mobile node (MN) acquires a HoA from its home network and a CoA when it is attached to a visited network. With Mobile IP, the HoA takes the role of session identifier whereas the CoA takes the role of routing address. The binding between them is maintained at the home agent (HA), which is the MN's mobility anchor.
As an MN attaches to a different IP network, its routing address, i.e., the CoA, changes. MIP enables an MN to keep its session identifier by routing via a mobility anchor at its home network so that ongoing sessions may survive the routing address changes. The above basic Mobile IP is host-based, requiring MNs to possess the capability of supporting this protocol.
2) Proxy Mobile IP Network-based mobility management protocol, such as Proxy Mobile IPv6 (PMIPv6) [6] , employs network elements to perform the mobility management functions on behalf of the MN and therefore removes the need to add the MIP function to every MN. In PMIP ( Figure  1 
D. Centralized Mobility Management
Mobility management functions in a network may be centralized or distributed. With centralized mobility management, the mapping information for the stable session identifier and the changing IP address of an MN is kept at a centralized mobility anchor. Packets destined to an MN are routed via this anchor. In other words, such mobility management systems are centralized in both the control plane and the data plane.
Many existing mobility management deployments leverage on centralized mobility anchoring in a hierarchical network architecture, as shown in Figure 2 . Examples of such centralized mobility anchors are the home agent (HA) and local mobility anchor (LMA) in Mobile IP [5] and Proxy Mobile IP [6] , respectively. Current mobile networks such as the Third Generation Partnership Project (3GPP) [31] UMTS networks, CDMA networks, and 3GPP Evolve Packet System (EPS) networks also employs centralized mobility management, with Gateway GPRS Support Node (GGSN) and Serving GPRS Support Node (SGSN) in the 3GPP UMTS hierarchical network and with Packet data network Gateway (P-GW) and Serving Gateway (S-GW) in the 3GPP EPS network. 
E. Distributed Mobility Management
Mobility management functions may also be distributed to multiple locations in different networks as shown in Figure 3 , so that an MN in any of these networks may be served by a closeby mobility function (MF). Distributed mobility management may be partially distributed, i.e., only the data plane is distributed, or fully distributed where both the data plane and control plane are distributed. These different approaches are described in detail in Section V. A distributed mobility management scheme is proposed in [32] for future flat IP architecture consisting of access nodes. The benefits of this design over centralized mobility management are also verified through simulations in [33] .
While it is possible to design new mobility management protocols for the future flat IP architecture, one may first ask whether the existing mobility management protocols that have already been deployed for the hierarchical mobile networks can be extended to serve the flat IP architecture. Indeed, MIPv4 has already been deployed in 3GPP2 networks, and PMIPv6 has already been adopted in WiMAX Forum [34] and in 3GPP standards. Using MIP or PMIP for both centralized and distributed architectures will then ease the migration of the current mobile networks towards the future flat architecture. It has therefore been proposed to adapt MIP or PMIPv6 to achieve distributed mobility management by using a distributed mobility anchor architecture [35] [36].
In [35] , the HA functionality is copied to many locations. The HoA of all MNs are anycast addresses, so that a packet destined to a HoA from any CN from any network can be routed via the nearest copy of the HA. In addition, distributing the function of HA using a distributed hash table structure is proposed in [37] . A lookup query to the hash table will find out where the location information of an MN is stored.
In [36] , only the mobility routing (MR) function is duplicated and distributed in many locations. The location information for any MN that has moved to a visited network is still centralized and kept at a location management (LM) function in the home network of the MN. The LM function at different networks constitutes a distributed database system of all the MNs that belong to any of these networks and have moved to a visited network. The location information is maintained in the form of a hierarchy: the LM at the home network, the 
III. LIMITATIONS OF CENTRALIZED APPROACH
This section describes the problems or limitations in a centralized mobility approach and compares it against the distributed approach.
A. Non-optimal Routes
Routing via a centralized anchor often results in a longer route. Figure 4 shows two cases of non-optimized routes. In the first case, the MN and the CN are close to each other but are both far from the mobility anchor [38] . Packets destined to the MN need to be routed via the mobility anchor, which is not in the shortest path. The second case involves a content delivery network (CDN) [39] . A user may obtain content from a server, such as when watching a video. As such usage becomes more popular, resulting in an increase in the core network traffic, service providers may relieve the core network traffic by placing these contents closer to the users in the access network in the form of cache or local CDN servers. Yet as the MN is getting content from a local or cache server of a CDN, even though the server is close to the MN, packets still need to go through the core network to route via the mobility anchor in the home network of the MN, if the MN uses the HoA as the session identifier.
In a distributed mobility management design, mobility anchors are distributed in different access networks so that packets may be routed via a nearby mobility anchor function, as shown in Figure 3 .
Due to the above limitation, with the centralized mobility anchor design, route optimization extensions [40] to mobility protocols are therefore needed. Whereas the location privacy of each MN may be compromised when the CoA of an MN is given to the CN, those mobility protocol deployments that lack such optimization extensions will encounter non-optimal routes, which affect the performance. In contrast, route optimization may be naturally an integral part of a distributed mobility management design.
B. Non-optimality in Evolved Network Architecture
Centralized mobility management is currently deployed to support the existing hierarchical mobile data networks. It leverages on the hierarchical architecture. However, the volume of wireless data traffic continues to increase exponentially. The data traffic increase would require costly capacity upgrade of centralized architectures. It is thus predictable that the data traffic increase will soon overload the centralized data anchor point, e.g., the P-GW in 3GPP EPS. In order to address this issue, a trend in the evolution of mobile networks is to distribute network functions close to access networks. These network functions can be the content servers in a CDN, and also the data anchor point.
Mobile networks have been evolving from a hierarchical architecture to a more flattened architecture. In the 3GPP standards [31] , the GPRS network has the hierarchy GGSN -SGSN -RNC -NB (Node B). In 3GPP EPS networks, the hierarchy is reduced to P-GW -S-GW -eNB (Evolved NB). In some deployments, the P-GW and the S-GW are collocated to further reduce the hierarchy. Reducing the hierarchy this way reduces the number of different physical network elements in the network, contributing to easier system maintenance and lower cost. As mobile networks become more flattened, the centralized mobility management can become nonoptimal. Mobility management deployment with distributed architecture is then needed to support the more flattened network and the CDN networks.
C. Low Scalability of Centralized Route and Mobility
Context Maintenance Special routes are set up to enable session continuity when a handover occurs. Packets sent from the CN need to be tunneled between the HA and FA in MIP and between the LMA and MAG in PMIP. However, these network elements at the ends of the tunnel are also routers performing the regular routing tasks for ordinary packets not involving a mobile node. These ordinary packets need to be directly routed according to the routing table in the routers without tunneling. Therefore, the network must be able to distinguish those packets requiring tunneling from the regular packets. For each packet that requires tunneling owing to mobility, the network will encapsulate it with a proper outer IP header with the proper source and destination IP addresses. The network therefore needs to maintain and manage the mobility context of each MN, which is the relevant information needed to characterize the mobility situation of that MN to allow the network to distinguish their packets from other packets and to perform the required tunneling.
Setting up such special routes and maintaining the mobility context for each MN is more difficult to scale in a centralized design with a large number of MNs. Distributing the route maintenance function and the mobility context maintenance function among different networks can be more scalable.
D. Wasting Resources to Support Mobile Nodes Not Needing Mobility Support
The problem of centralized route and mobility context maintenance is aggravated when the via routes are set up for many more MNs that are not requiring IP mobility support. On the one hand, the network needs to provide mobility support for the increasing number of mobile devices because the existing mobility management has been designed to always provide such support as long as a mobile device is attached to the network. On the other hand, many nomadic users connected to a network in an office or meeting room are not even going to move for the entire network session. It has been studied that over two-thirds of a user mobility is local [41] . In addition, it is possible to have the intelligence for applications to manage mobility without needing help from the network, such as those proposed in [42] [43] [44] [45] . Network resources are therefore wasted to provide mobility support for the devices that do not really need it at the moment. It is necessary to dynamically set up the via routes only for MNs that actually undergo handovers and lack higherlayer mobility support. With distributed mobility anchors, such dynamic mobility management mechanism may then also be distributed. Therefore, dynamic mobility and distributed mobility may complement each other and may be integrated.
E. Complicated Deployment with Too Many Variants and Extensions of MIP
Mobile IP (MIP), which has primarily been deployed in a centralized manner for the hierarchical mobile networks, already has numerous variants and extensions including PMIP, Fast MIP (FMIP) [26] [27], Proxy-based FMIP (PFMIP) [30] , hierarchical MIP (HMIP) [17] , DualStack Mobile IP (DSMIP) [28] [29] and there may be more to come. These different modifications or extensions of MIP have been developed over the years owing to the different needs that are found afterwards. Deployment can then become complicated, especially if interoperability with different deployments is an issue.
While adaptations for MIP are being proposed for the deployment in a distributed manner for more flattened networks, it is desirable to also take a holistic view of different networks and scenarios and integrate the different MIP extensions. The result will then be a more comprehensive mobility solution with options that can be turned on or off depending on different scenarios. A desirable feature of mobility management is to be able to work with network architectures of both hierarchical networks and flattened networks, so that the mobility management protocol possesses enough flexibility to support different networks. In addition, one goal of dynamic mobility management is the capability to selectively turn on and off mobility support and certain different mobility signaling. Such flexibility in the design is compatible with the goal to integrate different mobility variants as options. Some additional extensions to the base protocols may then be needed to improve the integration.
F. Mobility Signaling Overhead with Peer-to-Peer Communications
In peer-to-peer communications, end users communicate by sending packets directly addressed to each other's IP address. However, they need to find each other's IP address first through signaling in the network. While different schemes for this purpose may be used, MIP already has a mechanism to locate an MN and may be used in this way. In particular, MIPv6 Route Optimization (RO) mode enables a more efficient data packets exchange than the bidirectional tunneling (BT) mode, as shown in Figure 6 . This RO mode is expected to be used whenever possible unless the MN is not interested in disclosing its topological location, i.e., the CoA, to the CN (e.g., for privacy reasons) or some other network constraints are put in place. However, MIPv6 RO mode requires exchanging a significant amount of signaling messages in order to establish and periodically refresh a bidirectional security association (BSA) between an MN and its CN. While the mobility signaling exchange impacts the overall handover latency, the BSA is needed to authenticate the binding update and acknowledgment messages (note that the latter is not mandatory). In addition, the amount of mobility signaling messages increases further when both endpoints are mobile.
A dynamic mobility management capability to turn off these signaling when they are not needed will enable the RO mode between two mobile endpoints at minimum or no cost. It will also reduce the handover latency owing to the removal of the extra signaling. These benefits for peer-to-peer communications will encourage the adoption and large-scale deployment of dynamic mobility management.
G. Single Point of Failure and Attack
A centralized mobility anchoring architecture is generally more vulnerable to a single point of failure or attack, requiring duplication and backups of the support functions. On the other hand, a distributed mobility management architecture has intrinsically mitigated the problem to a local network which is then of a smaller scope. In addition, the availability of such functions in neighboring networks has already provided the needed architecture to support protection.
IV. APPLICABLE NETWORKS FOR DMM
Distributed Mobility Management (DMM) can be applied at different parts of a mobile network (see Figure  7) . This section introduces possible scenarios for introducing DMM. 
A. Distribution in Mobile Core Network
Conventional mobility management assumes a single mobility anchor per MN, such as the HA, which has been regarded as a negative aspect due to the cause of concentration of mobile data traffic and a single point of failure. By topologically distributing mobility anchors, MNs can be managed in a decentralized way and mobile data traffic can also be distributed (i.e., the "Core-level" distribution in Figure 8 ). If each mobility anchor covers specific geographical area and an MN crosses this boundary, change of the mobility anchor occurs, and this handover must be handled properly by, for example, transferring the binding information of the MN from the old to the new mobility anchor. When different mobility anchors manage different blocks of IP addresses, packet delivery to/from the MN must also be assured after handover. If the mobile network adopts a hierarchical architecture, such as home agent (HA) and foreign agent (FA) in Mobile IPv4 or local mobility anchor (LMA) and mobile access gateway (MAG) in PMIPv6, more flat architecture can be considered by confining the mobility management within a specific region and directly exchanging mobile data at a specific level of hierarchy (i.e., the "AR-level" distribution in Figure 9 ). The former approach is regarded as localized mobility management and the latter as route localization. Several methods and protocols have been proposed, but no universal and self-contained protocol exists. Moreover, there are different possibilities to distribute mobility functions at the AR-level. The mobility anchor (MA) may be confined down to each of the routers closest to the MNs, i.e., the first AR, resulting in a flat mobility architecture of having only one level of ARs in the mobile access networks interconnecting with each other and to the Internet. It is also possible to have one MA for several ARs. The result is then a less flat mobility architecture with the MA as the next level of hierarchy above the ARs.
B. Distribution in Access Network
The location of information content is getting distributed and closer to users. Consumer Generated Media (CGM) contributed by end users can be innately located in a distributed manner. Content Delivery Network (CDN), which has been constructed near the backbone network, is getting more distributed along with the cache technology and closer to the access network for further efficient use of network resources. As a wireless access method, WiFi is rapidly prevailing and its access points (APs) are being more installed in residential and public areas. As for the cellular system as well, picocells or femtocells are gaining higher attention for more efficient spectrum usage and data traffic offload, examples of which are in 3GPP Local IP Access (LIPA) and Selected IP Traffic Offload (SIPTO) [46] . These access nodes (ANs) basically have layer-2 capability, but by adding layer 3 capability, they can handle IP-level mobility management working as, for example, an FA or MAG, which is shown as the access-level distribution in Figure 10 . This approach is employed in [47] for femtocell-based route optimization. The same protocol can be applied as in Section IV.A, but the number of ANs (i.e., WiFi APs or pico/femto-cells) is much larger than the number of the HAs, thus more frequent handover is likely to happen. Therefore, scalability and signaling overhead are the main design issues which should be more carefully considered. 
C. Distribution in Host
This is a more peer-to-peer approach, whereby once the corresponding host is found, both hosts directly communicate, which is shown as the "host-level" distribution in Figure 11 . In order to discover the peer host, information server such as DNS is required in the network, which can be centralized or distributed. While MIPv6 [5] is not a peer-to-peer communication protocol, its route optimization mechanism can provide a host-tohost communication leveraging the HA. 
V. APPROACHES FOR DMM
Distributed mobility management may be partially distributed or fully distributed.
A. Partially Distributed Approach
Distributed mobility management can be applied partially (1) by considering the separation of control and data planes while taking advantage of the differences in traffic volume or host behavior, and/or (2) by providing mobility support only to the hosts who really need it, thereby saving resources for mobility management.
1) Control/Data Plane Separation
Conventional mobility management protocols such as Mobile IP (MIP) or Proxy Mobile IP (PMIP) combine the control and data planes, which means that all signaling packets and data packets go through the HA or local mobility anchor (MIPv6 route optimization [5] is not included). The volume of data traffic is much higher than that of control traffic, so by separating the control and data planes and applying a distributed architecture to the data plane, effective traffic distribution can be achieved without reallocating mobility anchors during the session, as described in Section IV.A. This simplifies the interaction between distributed mobility anchors (MAs), but new signaling between the control and data plane functional entities is required.
A partially distributed mobility management scenario is depicted in Figure 12 with a centralized control plane and a distributed data plane. There are multiple MAs in the network to route the data traffic. In this example, the routing function of the MA is confined with the access router, but less flat deployment is also possible (see Section IV.A). If an MN attaches to MA1 and initiates an IP communication with a CN, the traffic will be anchored to MA1. When performing a handover to MA2, the control function updates the routing state of MA1 in order to forward packets to the new location. Registration update to the control function may be initiated by the MN or controlled by the network. An example of separating control plane and data plane using PMIP is proposed in [36] . 
2) Dynamic Mobility Management
If an MN is nomadic meaning that once attached, it rarely moves, or is idle most of time, it should be enough to provide handover capability only when it is really needed. This can save signaling traffic and network resources for maintaining mobility bindings.
The purpose of dynamic mobility management is to provide mobility support only to those applications and to those MNs that really need it. An important case of such need is to ensure session continuity during handovers. Unless an MN needs to use static IP address, many applications that are initiated after a handover do not really need mobility support. One scenario to avoid providing mobility support to such applications not needing mobility support is depicted in Figure 13 . Here, an MN acquires an IP address (IP1) from the local access router (AR1). When this MN moves to another network, this local access router plays a role of the HA to this MN and interacts with the access router (AR2) in the new network for continuous packet delivery. The MN has also acquired another IP address (IP2) in the new network. Communications newly initiated with IP2 while the MN is attached to AR2 will be routed in a standard way as that used to route any other IP packets not involving mobility. In other words, the MN plays with an IP flow to AR1 (the IP flow initiated while attached to AR1) and an IP flow via AR2. If the MN moves away from AR2, while maintaining communications, two mobility anchors will come into play: the data traffic will be anchored in AR1 for communications initiated via AR1 and in AR2 for communications initiated via AR2. An example of dynamic mobility management is the Dynamic Mobility Anchoring (DMA), as proposed in [32] and depicted in Figure 13 . Dynamic mobility management can be combined with the approaches for control/data plane distribution considered in this paper (i.e., separation of control and data planes in Section V.A.(1) and fully distributed approach in Section V.B). An example of combining dynamic mobility management with fully distributed PMIP is explained in [3] .
B. Fully Distributed Approach
The distribution scheme is applied to both control and data planes in a fully distributed approach. One of the most significant issues of the distributed control plane (e.g., distributed HAs), is that a special mechanism is needed to identify the exact mobility anchor that maintains the mobility binding of each MN. A possible solution is to replicate the HA in many networks and use anycast to direct packets destined to the HoA of an MN from any network to the nearest HA [35] .
In a fully distributed mobility management, the routing and control functions of the mobility anchor (MA) may be confined within an access router, but less flat deployment is also possible (see Section IV.A). If an MN attaches to an MA and initiates an IP communication with a CN, the traffic is anchored to this MA. When performing a handover to another MA, the control information to support this movement will be shared by these two MAs or all MAs or may be handled independently. Thus, the control function is distributed without relying on a centralized entity. The previous MA can forward packets to the new location of the MN with this control information, which means that the data plane is also distributed. Registration updates to the control function can be initiated by the host or controlled by the network.
The following subsections provide clues to implementing fully distributed mobility management schemes.
1) P2P Type of Approach (Search and Delivery)
This approach searches for the correct MA for an MN before delivering packets. Distributed Hash Table ( DHT) is a popular search mechanism for its efficiency and can be used for searching MAs. However, as the number of MAs increases, the number of hops increases and the MA search time cannot be ignored. In addition, when an MN moves to another network, the location information of the MN needs to be updated. According to the search scenario, this location information may need to be disseminated among multiple distributed MAs, which generates additional signaling traffic among MAs. The user data can be continuously delivered to the MN in the new location by, for example, the new MA's searching for the old MA and getting data forwarded from it.
2) Broadcast/Multicast Type of Approach (Multiple Delivery)
In this approach, data packets are delivered to all or multiple MAs and only the corresponding MA delivers the packets to the MN. This approach does not require an MA search mechanism and the signaling between MAs is not mandatory when the MN moves to a new location. However, the use of the network resources is not efficient since the packets are multiply delivered. This approach is only effective and feasible in relatively limited areas; from local to metropolitan areas, but not suitable for the global area network. 
VI. CHALLENGES AND ISSUES
Distributed and dynamic mobility management is a promising research direction. Currently, there are several issues and challenges in the design of distributed and dynamic mobility management, which the solutions need to address.
A. Traffic/Mobility Model Has Changed
The very fast growth in mobile Internet traffic is posing new challenges to mobile operator's network. Mobile network operators provide many services to their users using the hierarchical core network, such as that in the 3GPP EPS and UMTS. The traffic from MNs is therefore all going through the mobile core network in order to receive these services when needed. However, the majority of the traffic needs only simple Internet connectivity and does not really need the mobile core network services. In addition, the model of user mobility has also changed, with many low mobility users and smart applications that can handle location changes without relying on the mobility support from the network.
All these changes require conventional mobility management to be re-visited and re-designed. As explained in Section III.D, the existing mobility management design to always provide mobility support to all applications sent to or from any MN wastes network resources especially for users who do not move often. New mobility solutions should consider the change in traffic and mobility models in the current mobile Internet, which also makes dynamic mobility management an attractive option.
B. Network Architecture is Evolving
Mobile operators are offloading traffic, which leads to the evolution of the network towards a flat architecture. However, the current mobility management solutions are not optimized for this flat architecture, as explained in Section III.B. Distributed mobility management can be a good option for this evolved flat network architecture. Based on the network architecture, the level of the distribution (as explained in Section IV) and the approach of distribution (as explained in Section V) should be carefully considered in order to optimize the mobility management performance for the flat architecture.
C. Operator Needs to Simplify Network and Reduce Cost
The hierarchical core network has been deployed with centralized mobility anchor and has provided the high level of telecom grade services. However, it is much more expensive and more complicated than the Internet.
The Internet and the mobile wireless networks have been very different. Their convergence brings together numerous challenges. The Internet is less expensive than the conventional cellular operator networks, and it can be desirable to support mobility in the future Internet [48] .
The rapid growth in mobile Internet traffic is already overloading the mobile core network, and it is expensive to expand the capacity of the hierarchical mobile core network. A more flattened network architecture for mobile Internet with distributed mobility management can address these issues, offering simplicity and cost reduction.
D. Performance Optimization is Needed
The CDN servers and content caching are already moving towards the network edge to reduce the delay for users to receive contents from the Internet. Distributing the mobility anchors to the network edge may seem a similar strategy to improve the performance of mobility support. It can, for example, support offloading traffic to the Internet. However, providing such a much larger number of mobility anchors must also be accomplished with cost reduction and optimized performance in mind. In addition, as explained in Section III.D and III.E, a comprehensive mobility solution with options that can be turned on or off depending on different scenarios is desirable. A distributed and dynamic mobility solution must then possess enough flexibility and be able to provide optimized mobility performance for each MN.
VII. CONCLUSION
In this paper, distributed and dynamic mobility management for mobile Internet was introduced. The current approaches and issues of implementing distributed and dynamic mobility management were also discussed. Distributed mobility management is a promising research direction. It has many features that are compatible with the evolution trend of mobile networks and mobile data traffic. It also has the potential to overcome many limitations of centralized mobility management, if carefully designed. This paper aims to shed light on this promising research direction and more research works on distributed mobility management are expected to emerge in the next few years.
