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Abstract. This contribution is the third of four parts.
Based on the gain-number concept, canonical forms will
be presented of the ambiguity search spaces of the
geometry-based model, the time-averaged model, and
the geometry-free model. These forms reveal the intrinsic
geometry of the search spaces and allow one to study
their size, shape, and orientation as function of data
precision, sampling rate, satellite redundancy, and
change in receiver-satellite geometry. The canonical
forms are also used to address the problem of search
halting. The phenomenon of search halting is explained
and it is shown how decorrelating ambiguity transfor-
mations can largely eliminate this computational burden.
1 Introduction
In this contribution we will analyze the geometry of the
ambiguity search space. The present study is a contin-
uation of Teunissen (1996a, 1996b), which will hence-
forth be referred to as Part I and Part II, respectively.
Although our analysis is restricted to the single-baseline
model, we consider three dierent versions of it. They
are the geometry-based model, the time-averaged model,
and the geometry-free model. For the geometry-based
model, the linearized set of double-dierenced (DD)
observation equations reads as
DT /ji  DT Aib kjaj ;
DT pji  DT Aib ; 1
with j  1; 2 and where i  1; . . . ; k denotes the epoch
number and k equals the total number of epochs; /1, /2,
p1 and p2 are the m-vectors containing the (observed
minus computed) metric single-dierenced (SD) phase
and code observables on L1 and L2; DT is the
mÿ 1  m DD matrix operator; Ai is the m 3 SD
design matrix that captures the relative receiver-satellite
geometry at epoch i; b is the 3-vector that contains the
unknown increments of the three-dimensional baseline;
k1 and k2 are the wavelengths of L1 and L2; and a1 and a2
are the two mÿ 1-vectors that contain the unknown
integer DD ambiguities. Time correlation is assumed to
be absent and the time-invariant weight matrix (inverse
variance matrix) at epoch i is assumed to be given as the
block diagonal matrix





' denotes the Kronecker product. The scalars
a1, a2, b1, and b2 are the weights of the L1 and L2 phase
and code observables.
The time-averaged model follows from taking the
time average of the vectorial observation equations of
Eq. (1). The geometry-free model follows from the ge-
ometry-based model if we disregard the presence of the
receiver-satellite geometry. Hence it follows if we replace
Aib in Eq. (1) by the SD range vector ri.
Motivated by the purpose of ambiguity ®xing, the
gain-number concept was introduced in Part I. The gain
numbers were de®ned as the stationary values of the
variance ratio of baseline precision before and after
ambiguity ®xing. Thus the gain numbers measure the
improvement in baseline precision due to the ®xing of
the ambiguities. With the gain number concept, we were
able to give a complete canonical description of the
baseline precision. In Part II we studied the precision
and correlation of the ambiguities. We also analyzed the
celebrated widelane ambiguity and showed that its pre-
cision is not per se better than the precision of the L1 and
L2 ambiguities. Fortunately, the conditions for which
they have a better precision are usually satis®ed in
practice. It was also shown, through the gain numbers,
how the ambiguity precision and correlation is aected
by the receiver-satellite geometry. One of the results
obtained was that the ambiguities are highly correlated
when the gain numbers are large and that one cannot
expect the correlation to decrease signi®cantly over time
if only short observation time-spans are used.
In the present contribution, we will give a canonical
description of the size, shape, and orientation of the
ambiguity search space. This is done for all three of the
mentioned single-baseline models. In Sect. 2 we intro-
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duce the ambiguity search space and confront the ref-
erence-satellite dependency of the DD ambiguities. In
Sect. 3 we present a way of describing the DD grid such
that it becomes independent of the arbitrary choice of
reference satellite. It allows us to concentrate on the
truly intrinsic properties of the search space.
In Sects. 4 and 5 the canonical forms are given of the
various search spaces. The single-frequency case is con-
sidered in Sect. 4 and the dual-frequency case in Sect. 5.
The canonical forms show for each of the individual
cases how the size, shape, and orientation depend on the
observation weights, on the number of satellites tracked,
on the number of observation epochs used, and on the
change over time of the receiver-satellite geometry.
In Sect. 6 we consider the problem of search halting
which is typically experienced when computing the DD
integer least-squares ambiguities. The nature of the
search halting is explained by means of the results of the
previous two sections. We also study the use of the
widelane ambiguity and show how it aects the shape of
the search space. Finally we show why decorrelating
ambiguity transformations in general help to diminish
the problem of search halting.
2 The ambiguity search space
The process of GPS ambiguity resolution can be divided
into two distinct parts:
1. the ambiguity estimation problem,
2. the ambiguity validation problem.
The estimation part addresses the problem of ®nding
optimal estimates for the ambiguities. Since the principle
of least squares is employed, the task is to ®nd the least-
squares solution for the unknown integer ambiguities.
The second part is concerned with the validation of the
estimated integer ambiguities. The validation part is of
importance in its own right and quite distinct from the
estimation part. Namely, one will always be able to
compute an integer least-squares solution, whether it is
of poor quality or not. The question addressed by the
validation part is therefore, whether the quality of the
computed integer least squares solution is such that one
is also willing to accept this solution.
In both the estimation and the validation of the in-
teger ambiguities, a central role is played by the qua-
dratic form
T a  âÿ aT Qÿ1â âÿ a ; 3
in which â denotes the real-valued least squares estimate
of the ambiguity vector and Qâ denotes its variance
matrix. In case of validation, one infers whether the
most likely integer ambiguities are suciently likely and
whether the less likely integer values dier suciently in
likelihood from the most likely values. With the
principle of least squares, assuming normally distributed
data, the most likely integer ambiguities are given by the
integer least-squares solution, denoted by a. The infer-
ence of the likelihood of the integer least-squares
solution is therefore based on T a. In a similar way,
the quadratic form Eq. (3) is used to infer the likelihood
of the less likely integer solutions, for instance the
second most likely solution. Since T a compares the
real-valued least-squares ambiguities with the integer
least-squares ambiguities, it implicitly compares to what
extent the data is consistent with the model when either
the integer constraints a 2 Z2mÿ1 are included in the
model or when they are excluded. When the integer
constraints are included, the parameter estimates are
usually referred to as the `®xed' solution. Without these
constraints, they are usually referred to as the `¯oat'
solution. That T a indeed measures to what degree the
data is consistent with the model when the integer
constraints are included or when not, follows from the
fact that it equals the dierence of two weighted sum of
squares, one in the `®xed' least-squares residuals and the
other in the `¯oated' least-squares residuals. For our
single GPS baseline model, they read as




aj k ê/ji k2 bj k êpji k2




aj k e/ji k2 bj k epji k2 ;
8>><>>: 4
with the SD least-squares residuals
ê/ji  /ji ÿ kjâj ÿ Aib̂ ; êpji  pji ÿ Aib̂ ;
e/ji  /ji ÿ kjaj ÿ Aib ; epji  pji ÿ Aib ;
and where k : k2 :T P :, with P being the orthogonal
projector that projects onto the range space of the DD
operator D and along em, the m-vector having 1 at each
entry. Thus when evaluated at the integer least-squares
solution, the quadratic form Eq. (3) equals
T a  T e ÿ T ê : 5
This quadratic form can be evaluated once the
estimation problem has been solved. That is, once the
integer least-squares solution a has been computed. The
integer least-squares ambiguities are the solution to the
minimization problem
T a  min
a
T a; with a 2 Z2mÿ1 : 6
It is this minimization problem which forms the basis,
either implicitly or explicitly, of all least-squares-based
methods that have been proposed for computing the
integer ambiguities. For a review, we refer to Teunissen
(1996c). Since Eq. (6) cannot be solved as an ordinary
least-squares problem, the idea is to introduce an
ellipsoidal region which is based on the objective
function T a. This region is known as the ambiguity
search space and reads as
âÿ aT Qÿ1â âÿ a  v2 : 7
The integer least-squares estimate a is then computed by
means of a search within this region. The ambiguity
search space is centered at â 2 R2mÿ1, its orientation
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and elongation are governed by the ambiguity variance
matrix Qâ, and its size can be controlled through v2.
It is the objective of the present contribution to de-
velop the canonical form of T a, thereby giving a
complete geometric description of the aforementioned
ellipsoidal search space. Since this description should
capture all intrinsic characteristics of T a, we already
have from the start to face the problem of reference-
satellite dependency. Let us for the moment introduce
lower indices to indicate which satellite is chosen as
reference when constructing the DD ambiguities. Thus
the ambiguity vector ap has satellite p 2 f1; . . . ;mg as
reference and the ambiguity vector aq has satellite
q 2 f1; . . . ;mg as reference. Let the mÿ 1  mÿ 1
matrix ZTpq, be the matrix that transforms aq into ap.
Then
ap  ZTpqaq ; âp  ZTpqâq; and Qâp  ZTpqQâq Zpq :
This shows, since ZTpq 6 Imÿ1 for p 6 q, that ap 6 aq,
âp 6 âq and Qâp 6 Qâq for p 6 q. The quadratic form
itself however, is independent of the choice of reference
satellite
âp ÿ apT Qÿ1âp âp ÿ ap  âq ÿ aqT Qÿ1âq âq ÿ aq :
This situation points out that one cannot hope to
obtain a geometric description, which is invariant to the
arbitrary choice of reference satellite, when one bases
the analysis solely on the variance matrix of the DD
ambiguities. The dilemma with which we are confronted
is not unlike the one we met in Part II when studying the
average precision of the ambiguities. There the dilemma
was solved by using the idea of a double averaging. This
approach does not work in the present situation how-
ever, an alternative solution has to be devised. In order
to get rid of the dependence on the arbitrary choice of
reference satellite, we need to go back to the reference-
satellite independent generators of the DD ambiguities,
which are the SD ambiguities. We therefore introduce
the idea of lifting the DD grid into the SD space. This
idea and its consequences are worked out in the next
section.
3 Lifting the DD grid into the SD space
Without loss of generality, we will restrict ourselves in
this section to L1 ambiguities only. We therefore omit
the index, which shows whether we are dealing with an
L1 or an L2 ambiguity. The only indices used for the
ambiguities refer to the reference satellites on which they
are based. Since the DD operator is also dependent on
the choice of reference satellite, it will also be given a
lower index to show on which reference satellite it is
based. The SD ambiguity vector will be denoted by s.





cizi ; with zi 2 Z ; 8
where ci is the canonical unit mÿ 1-vector having 1 as
its ith entry. This parametrization is in fact the descrip-
tion of the mÿ 1-space of integers or of the standard
grid space Zmÿ1. The grid space Zmÿ1 lies however in Rmÿ1
and not in Rm, which is the space of the SD ambiguities.
Hence, it cannot be used directly to establish the link
with the SD ambiguities. We therefore need to lift the
stated DD grid from Rmÿ1 into the SD ambiguity space
Rm. In order to do so, we ®rst need the de®ning relation
between the SD and DD ambiguities. It reads
ap  DTp s ; 9






The inverse of Eq. (9) reads
s  DpDTp Dpÿ1ap  lem ; 10
in which DpDTp Dpÿ1ap is a particular solution of
Eq. (9) and lem the homogeneous part, since DTp em  0.
Since Eq. (10) can be seen as a parametrization of the
SD ambiguities in terms of the DD ambiguities, it
suggests, in analogy with Eq. (8), that the DD grid as
subset of the SD ambiguity space Rm is given as
GDD  s 2 Rm j s  Dp DTp Dp
 ÿ1




Note that we have not taken into account the homoge-
neous part of Eq. (10). This is because we are primarily
interested in how the DD structure propagates into Rm
and not so much in its location as determined by lem.
It is tempting to accept Eq. (11) as theDD-grid in Rm.
However, before this can be done, there is one point that
should be taken care of ®rst. Since matrix DpDTp Dpÿ1 in
Eq. (11) depends on p and thus on the choice of refer-
ence satellite, we should ®rst verify whether or not GDD
depends on this choice as well. It would not make much
sense to refer to GDD as the DD grid, if it still depended
on the choice of reference satellite.
In order to show that GDD is indeed independent of
the choice for p, we will show that GDD equals the or-
thogonal projection of the standard grid in Rm, Zm, onto
the range space of Dp. Thus
GDD  fs 2 Rm j s  P z; z 2 Zmg : 12
To prove this we need to show: if z 2 Zm then P z 2 GDD
and, vice versa, if s 2 GDD then s  P z for some z 2 Zm.
The ®rst condition is easily veri®ed, since
Pz  DpDTp Dpÿ1a for some a  DTp z and
a  DTp z 2 Zmÿ1 if z 2 Zm. In order to verify the second





 DTq Dp  DTq cpeTmÿ1 ; 13
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in which cp is the canonical unit m-vector having 1 as its
pth entry. This equation is veri®ed as follows. From the
expression for Dp in Eq. (9) follows that DTp Dp
 Imÿ1  emÿ1eTmÿ1 and thus that DTp Dpÿ1
 Imÿ1 ÿ emÿ1eTmÿ1=m. This shows that DpDTp Dpÿ1 Dp ÿ emeTmÿ1=m cpeTmÿ1. Premultiplication with DTq
gives Eq. (13), since DTq em  0. Since Eq. (13) reduces to
the identity for q  p, we have: if s  DpDTp Dpÿ1a for
a 2 Zmÿ1 then s  DpDTp Dpÿ1DTp z for z  DpacpeTmÿ1a 2 Zm since DTp z  a. This veri®es the second
condition. The conclusion reads therefore that the grid
GDD as de®ned by Eq. (11) is indeed independent of the
choice of reference satellite, despite the fact the matrix
DpDTp Dpÿ1 is not.
With Eq. (12) we are now in a position to link the
DD grid GDD  RDp to the standard grid of the SD
ambiguity space Rm. The relation between these two
grids and their geometry are shown in Fig. 1. Figure 1a
shows the orthogonal decomposition of the SD ambi-
guity vector s 2 Rm into its DD part and its homoge-
neous part. Figure 1b shows the standard grid of Rm.
Figure 1c shows the unit box of Zm aligned with the m-
vector em, which itself is orthogonal to the range space
RDp. Finally, Fig. 1d shows the DD grid GDD in RDp.
In it is also shown the projection along em onto RDp of
the unit box of Fig. 1c.
Now that we have established the DD grid in Rm, we
are also ready to position the (single-frequency) ambi-
guity search space in Rm. It reads
T s  v2; s 2 RDp ; 14
with the quadratic form
T s  ŝÿ sT DpQÿ1âp DTp ŝÿ s ;
and with ap  DTp s, âp  DTp ŝ. Since the matrix DpQÿ1âp DTp
is guaranteed to be independent of the choice of
reference satellite, we are ready to commence with our
canonical analysis of the ambiguity search space. In the
next section, we will ®rst consider the single-frequency
case.
4 Size, shape, and orientation of L1 search space
In this section we will present a canonical analysis of the
single-frequency ambiguity search space. The quadratic
form on which it is based is given as
T1  ŝ1 ÿ s1T DQÿ1â1 DT ŝ1 ÿ s1 : 15
Since our results are independent of the arbitrary choice
of reference satellite, we have omitted the lower index
denoting the reference satellite. Instead, we use a lower
index to show that we are dealing with the L1
ambiguities. The canonical decomposition of T1 is given
in the following theorem.
Theorem 1 (Canonical form of L1 search space)
The single-frequency quadratic form T1 can be written in
canonical form as
T1  ŝ1 ÿ s1T R1K1 RT1 ŝ1 ÿ s1 ;
where K1 is the pseudo-inverse of the diagonal matrix











with:   b1=a1, the L1 phase-code variance ratio; C, the
3 3 diagonal matrix of gain numbers; and R1, the











Fig. 1a±d. Geometry of
GDD  RDp  Rm and Zm. (a)
the orthogonal decomposition
s  DpDTp Dpÿ1a lem; (b) the
standard grid Zm; (c) the unit box
of Zm aligned with em ? RDp;
(d) the grid GDD  RDp.
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R1  U ; V ;w
with
U  P AF ÿT F ÿ1 A T P AF ÿTÿ ÿ1=2 ;
V  E ET E ÿ1=2 ;




and where E is an m mÿ 4 basis matrix of the
orthogonal complement of the range space of P A; em.
Proof: see Appendix. (
It follows from the theorem that T1 equals a weighted
sum of squares of orthogonal projections of ŝ1 ÿ s1
onto the orthonormal columns of U and V . If so desired,
one may replace ŝ1 ÿ s1 by
ŝ1 ÿ s1  DT â1 ÿ a1 ;
with
DT 
Imÿ1 ÿ 1m emÿ1eTmÿ1
ÿ 1m eTmÿ1
24 35 ;
where D is the pseudo-inverse of the DD operator that
corresponds to choosing satellite m as reference satellite.
The canonical structure as revealed by the theorem
allows us to analyze the size, shape, and orientation of
the ambiguity search space. The orientation is deter-
mined by the orthogonal matrix R1  U ; V ;w. The
three orthogonal projectors that belong to the range
spaces of U , V , and w are given as
UU T  P A A T P Aÿ ÿ1 A T P ;
VV T  Im ÿ  A; em

A; em T A; em 
ÿ1 A; em T ;
wwT  em eTmem
ÿ ÿ1
eTm  Im ÿ P :
8><>:
16
Since they sum up to the identity matrix, their range
spaces are complementary and mutually orthogonal.
Hence, we have the following direct sum of Rm:
Rm  RU  RV   Rw
 R P A   R A; em ?Rem :
17
Note that the range spaces of U , V and w, but not the
matrices themselves, are completely determined once A,
and thus the time-averaged receiver-satellite geometry, is
known. Within these subspaces, the orientation of the
principal axes is further determined by the matrix of
gain vectors F . But as it will be shown, the orientation of
the ambiguity search space is, quite remarkably, id-
entical for the geometry-free model, the time-averaged
model, and the geometry-based model.
Geometry-free model
In Part I it was shown how the results that hold true for
the geometry-freemodel can be derived from the results of
the geometry-based model. Hence, with U  u1; u2; u3
and V  v1; . . . ; vmÿ4, the canonical form of the geom-












with Ds1  ŝ1 ÿ s1. This shows that the geometry-free
search space in RD is a perfect sphere and thus that its
elongation ~e, as measured by the length ratio of the
major and minor principal axes, equals the smallest
value possible
~e  1 : 19










This shows that the size of the search space is dominated
by the poor precision of the code data and that only by
using a sucient number of observation epochs (k large
enough) will one be able appropriately to downsize the
search space.
Time-averaged model
By taking ci  1, the result for the time-averaged model















This shows that the orientation of the time-averaged
search space is equal to that of the geometry-free search
space. In fact, the two search spaces are identical in the
absence of satellite redundancy m  4. In the presence
of satellite redundancy however, the time-averaged
search space is extended with mÿ 4 very small
principal axes. They lie in the subspace
RV   R A; em?. Hence, in the presence of satellite
redundancy the search space becomes very elongated. Its







The shape of the search space is thus independent of the
receiver-satellite geometry and completely governed by
the phase-code variance ratio . The elongation will get
smaller when the precision of the code data improves
relative to the precision of the phase data.
Geometry-based model


















Again we note that the orientation of the search space
has remained the same. In case only one single
observation epoch is used, the geometry-based search
space becomes identical to the time-averaged search
space. This is due to the lack of change in the receiver-
satellite geometry. The two search spaces approximate
each other quite well in case of very short observation
time-spans. Due to the presence of the gain numbers in
Eq. (23), the ®rst three principal axes of the geometry-
based search space will be shorter than their time-
averaged counterparts. And they will shrink further
when the change in receiver-satellite geometry increases.
As to the elongation, one should discriminate between
the satellite-redundant case and the nonredundant case.
The elongation of the geometry-based search space is
larger than that of the time-averaged search space in
case satellite redundancy is absent, but smaller in case
satellite redundancy is present. In the latter case, the







this shows, since  is very small in practice and c3 is very
large for short observation time-spans, that the ambi-
guity search space will still be very elongated. The
elongation is much smaller, however, in the absence of
satellite redundancy. In order to analyze the elonga-
tion's sensitivity with respect to the gain number c3 and
the variance ratio , for the satellite-redundant case, we

















This shows that the elongation gets smaller as the
maximum gain gets smaller and/or when the variance
ratio gets larger. Note however, that the derivative with
respect to the gain is small when the gain is large. Hence,
the elongation is not very sensitive to small changes in
the receiver-satellite geometry, when c3 is large. With
respect to the variance ratio , the situation diers. Since
 is small in practice, the derivative is large when the
gain number c3 is large. Hence, in case of short
observation time-spans, an improvement in the preci-
sion of the code data will allow for a signi®cant decrease
in elongation.
In Part I it was shown how the gain in baseline
precision is related to the observation time-span
k ÿ 1T . This result allows us now to show the time
dependency of the elongation. In order to do so, we
discriminate between the phase-only case and the phase-
and-code case. Using Theorem 6 of Part I, we obtain for
the elongation in the phase-only case
e2  0 ÿ 1  1k ÿ 1T 2 ;
and when the code data are included as well, we get the
relation
e2  0




k ÿ 1T 2 :
This shows that the elongation is smaller when the code
data are included, but also that it decreases less rapidly
as function of the observation time-span than the
inverse-square law which holds true for the phase-only
case. Thus for a suciently large change in the receiver-
satellite geometry, there will be no signi®cant dierence
anymore between the two type of elongations.
From the preceding analysis it follows that all three
types of search space have the same orientation. They
only dier in the amount they are squeezed along the
directions of their principal axes. Figure 2 shows the
relative geometry of the three search spaces in RD and
Fig. 3 shows the geometry-based search space as a cyl-
indrical set in Rm.
5 Size, shape, and orientation of L1=L2 search space
In this section we will assume that the GPS data are
available on both of the frequencies L1 and L2. In that
case, the ambiguity search space is based on the
quadratic form
T12  ŝÿ sT I2 
 DQÿ1â I2 
 DT
ÿ ŝÿ s ; 25
with the 2m-vector of least squares SD ambiguities
ŝ  ŝT1 ; ŝT2
ÿ T
. The canonical decomposition of T12 is












Fig. 2. The relative geometry, in RD, of the ambiguity search spaces
of the geometry-free, the time-averaged, and the geometry-based
model
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Theorem 2 (Canonical form of L1=L2 search space)
The dual-frequency quadratic form T12, can be written in
canonical form as
T12  ŝÿ sT R12K12RT12ŝÿ s ;
where K12 is the pseudo-inverse of the 2m 2m diagonal
matrix












and where R12 is the 2m 2m orthogonal matrix
R12  UC ÿUS V 0 w 0US UC 0 V 0 w
 
with the diagonal matrices
K1  diagk11; k12; k13 ;
K2  diagk21; k22; k23 ;
C  diagcosx1; cosx2; cosx3 ;
S  diagsinx1; sinx2; sinx3 ;
8>><>>:
and their entries


























; i  1; 2; 3;
8>><>>:
with
ti  r1cis1ci2ciÿ1  
b1b2
a1a2 ;
p  a2a1 k2k1  a1a2 k1k2 q  k2k1  k1k2 ;
r  a2a1 k2k1 ÿ a1a2 k1k2 s  k2k1 ÿ k1k2 ;
8><>:
and where U , V and w are de®ned as in Theorem 1.
Proof: see Appendix. (
The canonical structure as revealed by this theorem
allows us to write T12 as a weighted sum of squares of
orthogonal projections
T12s1; s2  TU s1; s2  TV s1; s2 ; 26
with











ÿ sinxi uTi Ds1
ÿ  cosxi uTi Ds2ÿ  2
and









where Ds1  ŝ1 ÿ s1, Ds2  ŝ2 ÿ s2. In case of
TV s1; s2, the squares consist of orthogonal projections
of both Ds1 and Ds2 onto the same orthonormal
columns of V . And in case of TU s1; s2, the squares
consist of a double projection. Both Ds1 and Ds2 are ®rst
projected onto the same orthonormal columns of U , and




is projected orthogonally onto
either cosxi; sinxiT or ÿ sinxi; cosxiT .
The quadratic form T12s1; s2 should reduce to
T1s1, in case the phase data on the second frequency
are absent. Similarly, it should reduce to the single-fre-
quency quadratic form of L2 if the phase data on the ®rst
frequency are absent. This can be veri®ed if we take the






























In order to discuss the intricacies of the canonical
decomposition further, we will concentrate on some
dierent aspects of it. First we will consider the
orientation of the search space. Then we study the case
where it is assumed that the gain is at its minimum or the
precision of the code data is at its maximum. This is
followed by the case that the gain is at its maximum or
the precision of the code data is at its minimum. Finally,
we will assume that the phase variance ratio a2=a1 equals
the square of the wavelength ratio k1=k2 and see how the
canonical form of the search space simpli®es.
5.1 On the orientation
The ellipsoidal sets that correspond with T12, TU and TV
read
E12  sT1 ; sT2
ÿ T2 RI2 
 D j T12s1; s2  v2n o ;
EU  sT1 ; sT2
ÿ T2 RI2 
 U j T12s1; s2  v2n o ;
EV  sT1 ; sT2
ÿ T2 RI2 







Fig. 3. The cylindrical ambiguity search space as viewed from the
space of single dierences, Rm
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The set E12 is the dual-frequency ambiguity search space
in R2m, EU is its orthogonal projection onto RI2 
 U;
and EV is its orthogonal projection onto RI2 
 V .
Figure 4 shows (not to scale) two-dimensional sections
of EU and EV . The set EV has its principal axes aligned
with the vi-axes, its shape is independent of the receiver-
satellite geometry and it exists only in case satellite
redundancy is present. The set EU , on the other hand,
has the orientation of its principal axes in RI2 
 D
governed by xi, its shape is dependent on the receiver-
satellite geometry, and it has a ®xed dimension of 6.
As in the single-frequency case, the orthogonal ma-
trix R12 is built up from the matrices U , V , and w. But in
addition, we now also have the 6 6 rotation matrix




It is determined by the three angles xi, i  1; 2; 3. This
rotation matrix reduces to the identity matrix in case the
gain is at its maximum or when the code data are exact:




This is not likely to happen in practice though, since the
code data are far from being exact and the observation






when ci  1 and   0, the angles xi will all be close to
38 in practice.
In order to infer the sensitivity of xi with respect to
changes in the receiver-satellite geometry, we consider




 sin22xi r  s1 
4ci ÿ 12
;




r  ÿs ;
  1 ;
ci  1 :
8><>:
This shows that the angles xi are rather insensitive to
changes in the receiver-satellite geometry when the gain
is large. A somewhat dierent result is obtained if we
consider the sensitivity with respect to the phase-code




 ÿ sin22xi r  sci
2ci ÿ 1
;




r  ÿs ;
  1 ;
ci  1 :
8><>:
The ®rst condition is satis®ed when the weights of the L1
and the L2 phase data satisfy the relation a1k
2
1  a2k22.
This relation will later be further considered. The last
two conditions (  1; ci  1) will generally not be
satis®ed in practice; instead, it is more likely that   0
and ci  1 prevails. In that case, we have
dxi
d
 ÿ2 r  s
q2
;
from which it follows that the derivative is about equal
to ÿ0:5 when a1  a2.
The overall conclusion which we can draw from the
preceding analysis is that for short observation time-
spans using code data which are far less precise than the
phase data, the angles xi will all be close to 38 and
rather insensitive to changes in the receiver-satellite ge-
ometry. The angles are sensitive, though, to changes in
the precision of the code data.
5.2 Minimum gain or exact code data
Having exact code data corresponds to   1. When
taking the limit !1 of the eigenvalues k1i, k2i and the





























Fig. 4. (a) a 2D section of E12 in
the subspace RI2 
 U; (b) a 2D


























This result shows that the case of exact code data
produces an ambiguity search space which is inde-
pendent of the receiver-satellite geometry and of which
the principal axes all have a very small length indeed.
Note that both the orthogonal projections of E12 onto
R DT ; 0 T  and R 0;DT T  give a perfect spheroid.
The ambiguity search space E12 itself becomes a per-




This result can be understood if one considers the
baseline precision. The code data can be used to solve
for the baseline, without the use of the phase data.
Hence, when the code data are exact, the baseline will
also be exact. This implies that the phase data can be
used to solve directly for the unknown ambiguities. The
ambiguities will therefore directly inherit the high pre-
cision of the phase data.
The case of minimum gain ci  1 will give exactly
the same result as the case of exact code data. This can
also be understood in terms of the baseline precision.
When the gain numbers are at their minimum of 1, the
variance matrix of the ¯oated baseline becomes identical
to the variance matrix of the ®xed baseline. This implies
that the constraining of the ambiguities, as it is done
when one resolves them as integers, has no eect on the
precision of the baseline. But if this is the case, the
columns of the design matrix of the ambiguities in the
single-baseline model must be orthogonal to the col-
umns of the design matrix of the baseline, of course after
having taking care of the respective weight matrices.
Thus the normal matrix must be block diagonal and the
least-squares ambiguities must be completely decorre-
lated from the ¯oated baseline. But this implies that also
in this case, the ambiguities directly inherit the high
precision of the phase data.
5.3 Maximum gain or codeless data
In this case, we will ®rst consider the limits ci !1 and





2 p  q q   1 14 r  s s2
h i1=2




tan2xi  2r  s sÿ1 ; 28






2 p  q=ci ÿ 1  q   1 14 r  s=ci ÿ 1  s2
h i1=2




tan2xi  2r  s=ci ÿ 1  sÿ1 :
Note the similarity in these two pairs of limits. The
reciprocal of the phase-code variance ratio  plays a









k2i ' a1  a2
a1a2k21  k22k
29










k2i ' a1  a2
a1a2k21  k22k
for ci large. This shows that the three eigenvalues k1i,
i  1; 2; 3, become in®nite in case the gain is at its
maximum and code data are missing. In that case, the
ambiguity variance matrix Qâ fails to exist. This can be
understood as follows. An in®nite gain corresponds with
the use of only one single observation epoch. But if the
code data are missing, a single epoch does not allow us
to solve for the ambiguities on the basis of phase data
only. The design matrix of the single-baseline model will
have a rank defect. But since the rank defect equals only
3, there still will be 2mÿ 5 linear functions of the
ambiguities that can be determined from the phase data.
And the preceding result shows that these functions can
be determined with a very high precision indeed. Of
these functions, 2mÿ 4 correspond with the very small
principal axes of EV and the remaining three correspond
with k2i, i  1; 2; 3, and thus with the three very small
principal axes of EU .
5.4 A special phase variance ratio
The canonical decomposition of T12 simpli®es consider-
































Hence in this case, EV is a perfect spheroid of dimension
2mÿ 4 and EU is a six-dimensional ellipsoid with an
elongation which is identical to the elongation of E12,
which in turn is identical to the elongation of E1. Thus
both EU and E12 will be extremely elongated when the
maximum gain number c3 is large and the phase-code
variance ratio  is small. Note that although the shape of
EU is dependent on the receiver-satellite geometry, its
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orientation in RI2 
 D is not. In fact, xi is independent
of both the gain numbers ci and the phase-code variance
ratio . All three angles xi, i  1; 2; 3, are identical and
about equal to 38.
The preceding result also allows an easy comparison
to be made with the results of Theorem 1, discriminating
between the impacts of the three dierent GPS models.
For an easy reference, we have summarized these results
in Fig. 5. The K-matrices contain the squares of the
lengths of the principal axes. Their index shows their
order. The ®gure shows for the geometry-free model, the
time-averaged model, and the geometry-based model,
how the lengths of the principal axes are built up from









and by how much the principal axes get squeezed when
additional information is used. It clearly shows the
contributions of dual-frequency data, of satellite redun-
dancy, and of the receiver-satellite geometry in reducing
the lengths of the principal axes. The lower line is absent
in case only single-frequency data are used and the
middle line is absent in case satellite redundancy is
absent.
6 Ambiguity search halting
In the previous two sections we have studied the
intrinsic geometry of the ambiguity search space. This
was done for the geometry-free model, the time-
averaged model, and the geometry-based model. In this
section we will show how the elongated shape of the
ambiguity search space eects the actual computation of
the integer least-squares ambiguities. This allows us to
explain the behavior of search halting which is typically
experienced when one computes DD integer ambigui-
ties. We will also show what impact the widelane
transformation has on the shape of the ambiguity search
space and on the search of the ambiguities. As a result it
will become clear that one can do much better than the
widelane ambiguities, even within the rather restricted
class of ambiguity transformations that fail to take the
receiver-satellite geometry into account. Ultimately
however, the strongest decorrelation is achieved when
the ambiguity transformation is multivariate instead of
only two dimensional and when it is constructed from
using the available information on the receiver-satellite
geometry.
6.1 Partial search spaces
The computation of the integer least-squares ambigui-
ties is based on a search inside the ambiguity search
space
âÿ aT Qÿ1â âÿ a  v2 : 31
In order to formulate the bounds on which the search is
based, a sequential conditional least-squares adjustment is
carried out, thus allowing the quadratic form Eq. (31) to
be written as a sum of independent squares. As a result,
scalar bounds on the individual ambiguities can be
formulated, which are then used in the sequential search
for the sought for integer ambiguities. For our present
purposes, we do not need the complete factorization into
a sum of independent scalar squares. It suces to
factorize Eq. (31) into a sum of two independent
quadratic forms. We therefore partition the ambiguity
vector as a  aT1 ; aT2
ÿ T
. Its variance matrix is parti-
tioned accordingly. The least-squares estimator of a2,
conditioned on a1, then reads
â2j1  â2 ÿ Q21Qÿ111 â1 ÿ a1 : 32
This ambiguity estimator is not correlated with â1 and
its variance matrix is given as
Q22j1  Q22 ÿ Q21Qÿ111 Q12 : 33
Since â2j1 is not correlated with â1, we can write the
quadratic form of Eq. (31) as a sum of two quadratic
forms, in â1 and â2j1, respectively. As a result, the
ambiguity search space can also be formulated by means
of the two inequalities
â1 ÿ a1T Qÿ111 â1 ÿ a1  v2 ;
â2j1 ÿ a2T Qÿ122j1â2j1 ÿ a2  v21 ;
(
34
where v21  v2 ÿ â1 ÿ a1T Qÿ111 â1 ÿ a1. Were one to
continue this factorization to the level of the individual
ambiguities, one would obtain the set of scalar bounds
on the individual ambiguities which are used in the
search.
The two inequalities of Eq. (34) can be interpreted as
a decomposition of the ambiguity search space Eq. (31)
into two partial ambiguity search spaces, one for the
partial ambiguity vector a1 and one for the partial am-
biguity vector a2. The ®rst of these partial ambiguity
search spaces is centered at â1, its size is controlled by v2
and its shape governed by Q11. The second is centered at
â2j1, with its size controlled by v21 and its shape governed
by Q22j1. Since â2j1 depends on a1, also the location and
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Fig. 5. Shrinkage of ambiguity
principal axes for the geometry-
free model ~K, the time average
model K and the geometry-based
model K. For the dual-frequency





size of the second partial search space depend on it. Its
shape however, is independent of it.
It will be clear that the characteristics of the variance
matrix Qâ and thus also those of the variance matrices
Q11 and Q22j1, to a large extent in¯uence the eciency
with which the search can be performed. The search
becomes trivial for instance, when all ambiguities would
be uncorrelated. In that case the sought-for integer least-
squares ambiguities simply follow from rounding the
least-squares ambiguities to their nearest integer. The
search is nontrivial however, when the ambiguities are
correlated. In fact, the search becomes rather time
consuming when the ambiguities are heavily correlated.
To see this, assume that â1 and â2 are highly correlated.
Conditioning on a1 will then result in a greatly improved
precision for the second set of ambiguities. This implies,
assuming that the ambiguities are all of about the same
precision, that the conditional variance matrix Q22j1 will
be much `smaller' than the unconditional variance ma-
trix Q11. Hence
Q22j1  Q11 : 35
But this implies that the second partial search space of
Eq. (34) would be very much smaller than the ®rst. As a
consequence search halting will be experienced. That is,
for many of the integer vectors a1 that satisfy the ®rst
inequality of Eq. (34), no corresponding integer vectors
a2 can be found that satisfy the second inequality. Thus
many of the integer candidates a1, which looked
promising based on the ®rst inequality, would then
have been computed without avail.
The phenomenon of search halting as just described
is precisely what happens when the search is based on
the DD ambiguities. With the results of the previous two
sections we are now in a position to show this. We will
only show it for the single-frequency case. For the dual-
frequency case it can be shown in a similar way.
Since the variance matrix of the L1 DD ambiguities is

















The ®rst equality follows from the theorem, the second
follows since DT w  0 and since the three orthogonal
projectors UUT , VV T , and wwT sum to the identity
matrix.
Since  is small and ci very much larger than 2 for
short observation time-spans, it follows that
ci 
2
1ÿ  : 37
This implies that the entries of the second matrix within
the square brackets of the second equation of Eq. (36),
can be expected to be very much larger than the entries
of the ®rst matrix within these square brackets, the
entries of the identity matrix. Hence, if we partition






DT1 UCÿ I3I3  Cÿ1UT
h i
D1 ; 38
and a similar approximation can be given for Q12 and
Q22. If we now assume that the 3 3 matrix DT1U is
invertible, it follows upon substituting the approxima-







Comparing this conditional variance matrix with the
unconditional variance matrix Eq. (38) shows, since
Eq. (37) holds true, that the inequality Eq. (35) is indeed
satis®ed. The conditional variances of the last mÿ 4
ambiguities are thus very much smaller than the
variances of the ®rst three ambiguities. In fact, the
conditional variances of the last mÿ 4 ambiguities are
governed by the high precision of the phase data,
whereas when the gain numbers are suciently large, the
variances of the ®rst three ambiguities are governed by
the poor precision of the code data. Also note that for
the approximation used, the conditional variance matrix
is independent of the receiver-satellite geometry. It only
varies when the number of observation epochs varies.
For two epochs and a standard deviation of 0:3 cm for
the SD phase data, the conditional standard deviations
of the last mÿ 4 ambiguities are all of about the order
of 0.02 of a cycle. This is indeed the order one will
typically ®nd in practice.
From the preceding analysis we can conclude that the
search halting which is experienced when solving for the
integer DD ambiguities is due to the highly elongated
shape of the ambiguity search space. In case of the time-
averaged model and the geometry-based model, the
search space has three very long principal axes, while the
remaining principal axes are very short. This is true for
the single-frequency case and for the dual-frequency
case. Hence, the three long principal axes mainly govern
Q11, whereas the very small principal axes govern Q22j1.
As a result, search halting is experienced when passing
from the third to the fourth bound in the sequentially
conditional least-squares-based search.
In case of the geometry-free model we have a some-
what dierent result. In the dual-frequency case, there
are now mÿ 1 very long principal axes and an equal
number of very short principal axes. Hence, in this case
the search halting will take place when passing from the
mÿ 1th bound to the mth bound. In the single-fre-
quency case, there are no dierences in the lengths of the
principal axes. This implies that no search halting is
expected to take place for this particular case.
The fact that one will not have any diculties in
computing the integer least-squares estimates of the DD
ambiguities when using the single-frequency geometry-
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free model, does not imply of course that this model
should be preferred over the other models. Here it is
important to make a clear distinction between the inte-
ger estimation problem and the integer validation prob-
lem. The phenomenon of search halting is met when
solving the integer estimation problem in terms of DD
ambiguities. It is a computational inconvenience, which
although serious, does not imply that `poorer' estimates
are computed when it occurs. Quite the contrary in fact.
The large disparity in the lengths of the principal axes is
very bene®cial for the validation of the integer estimates,
in the sense that it very much helps to improve the
quality of the integer least-squares solution. This will be
shown and discussed in detail in Part IV.
From this discussion it will be clear that in order to
lessen the computational burden of ®nding the integer
least-squares solution, we need a way to get rid of the
problem of search halting. In the next subsection, we
will investigate what the widelane ambiguity has to oer
in this respect.
6.2 The widelane transformation
In Part II the impact on the precision and correlation of
the ambiguities of using the widelane transformation
was analyzed. It was shown that it is not guaranteed that
the introduction of the widelane ambiguities improves
the precision of the ambiguities. As to whether or not it
improves the precision depends ®rst of all on the type of
model used (geometry-free, time-averaged, or geometry-
based). In case of the geometry-free model it always
improves the precision. In case of the time-averaged and
geometry-based model however, it depends on the
strength of the receiver-satellite geometry, on the
presence or absence of satellite redundancy and on the
relative precision of the phase and code data. It was
shown for circumstances which are typically experienced
in practice, that the introduction of the widelane
ambiguities improves by a factor of about 20 the
precision of those three ambiguity functions that have
the poorest precision, while it degrades by a factor of
about 1:61 the precision of the remaining ambiguity
functions, which are those with the best possible
precision.
Also the conditions for the widelane transformation
to decorrelate the ambiguities were derived. Here we saw
a similar mechanism at work as that which we saw when
studying the precision. That is, ambiguity functions that
are highly correlated get decorrelated, while those which
are already decorrelated get somewhat correlated.
In the present subsection we will show how the
widelane transformation aects the shape of the ambi-
guity search space. As a consequence, it allows us to
study its impact on the search for the integer least-
squares ambiguities. Since we know, from Theorem 1,
how the canonical form of the search space looks for the
geometry-based model, and since we also know how to
obtain from it the corresponding canonical forms for the
time-averaged model and the geometry-free model, we
can study the impact of the widelane transformation for
the three models together.
The matrix Qâ  I2 
 DT  R12K12RT12
ÿ I2 
 D is
the dual-frequency variance matrix of the DD ambigu-
ities for the geometry-based model. Using Theorem 2, it
can be written as





































Matrix Râ is of order six and the diagonal matrix Xâ is of
order 2mÿ 4. The only nonzero entries of matrix Râ
are on its main diagonal and on two subdiagonals.
In order to obtain the corresponding decomposition
for the time-averaged model, we simply have to replace























These limits are given in Eqs. (27) and (28).
In order to obtain the corresponding decomposition
for the geometry-free model, we need in addition to the




We are now in a position to apply the widelane








After the widelane transformation has been applied, the
geometry-based ambiguity variance matrix reads




 Imÿ1 . Since ZTw 
 Imÿ1 com-
mutes with I2 
 DT U ;DT V , the variance matrix Qŵ
follows from Eq. (40) as


























For the time-averaged model and the geometry-free
model, the corresponding results follow if we make the
appropriate substitutions for Râ and Xâ.
Based on these results, some interesting observations
can be made. First, note that when comparing Eq. (42)
with Eq. (40), the widelane transformation only aects
the two matrices Râ and Xâ. This implies that once the
eigenvalue-eigenvector structures of Rŵ and Xŵ are
known, the dual-frequency variance matrix Qŵ can be
given a canonical decomposition which is very similar to
the one given in Theorem 2. Also note that the eigen-
value-eigenvector structures of Rŵ and Xŵ are not too
dicult to derive. Due to its structure, the 6 6 matrix
Rŵ can be decoupled into three 2 2 matrices. And the
2mÿ 4  2mÿ 4 matrix Xŵ can be decoupled into
mÿ 4 identical 2 2 matrices. Thus in total, only four
2 2 matrices need to be handled in case of the geom-
etry-based model. For the other two models it is even
less. For the time-averaged model, it will be two 2 2
matrices and for the geometry-free model only one such
matrix. Once their eigenvalue-eigenvector structures are
given, a complete canonical decomposition of the
widelane-based search space is available.
For our present purposes, we do not need the com-
plete canonical decomposition of Qŵ. It suces to re-
strict our attention to the lengths of the principal axes.
We will therefore concentrate on the eigenvalues of Râ,
Xâ and of Rŵ, Xŵ. First we will consider the eigenvalues
of the three pairs of 2 2 matrices that are captured in
Râ and Rŵ.
We know that K1 >> K2 and thus that k1i >> ki2, for
i  1; 2; 3. We also know that the widelane transforma-
tion Eq. (41) is area preserving and that it is likely to
decorrelate. From these last two properties it follows
that for the two-dimensional case, the widelane trans-
formation forces the ellipse to become more circular-
like. Hence, if we denote the eigenvalues after the
widelane transformation has been applied as l1i and l2i,







must hold. The question now is, how much smaller is the
second ratio when compared to the ®rst ratio? In the
ideal case, we would of course like the second ratio to be
identical to 1. In that case the corresponding lengths of
the six principal axes would all become equal, with the
result that they would no longer be responsible for the
phenomenon of search halting.
In order to analyze Eq. (43), we will assume that the
phase data are equally precise a1  a2  a and that the
observation time-span is such that we may use the ap-
proximation ci !1. According to Eq. (29), the eigen-







; k2i ' 2




In a similar way we can derive the eigenvalues after the
widelane transformation has been applied. This gives
then the approximation
l1i '











Note that k1ik2i  l1il2i. This re¯ects the area-preserv-
ing property of the widelane transformation. If we now
take the ratios of the eigenvalues, it follows from




























This shows that inequality Eq. (43) is indeed ful®lled.
But it also shows that the second ratio is still far from
being close to 1. For   10ÿ4, the ®rst ratio is about
equal to 1032, while the second is about equal to 422.
This change in the eigenvalues holds true for all three
models. However, when satellite redundancy is present
(m > 4), we also need to consider for both the geometry-
based model as well as for the time-averaged model
what happens to Xâ. Since the two matrices of Xâ on
which the widelane transformation operates are already
diagonal, the situation cannot improve, but instead only
get worse. That is, the dierences between the eigen-





2k are very small, also the
eigenvalues of Xŵ and their dierences will remain suf-
®ently small. Hence for all practical purposes, no sig-
ni®cant change in the impact on the search can be
expected from this small change in eigenvalues.
The overall conclusion from this analysis is that the
widelane transformation indeed succeeds in pushing the
three, or in the case of the geometry-free model, the
mÿ 1 very large eigenvalues down to smaller values
and pulling the three or mÿ 1 small eigenvalues up to
larger values. For the search of the integer least-squares
solution this has two favourable consequences. First,
since the large eigenvalues get smaller, the ®rst partial
ambiguity search space of Eq. (34) will get smaller, thus
allowing a smaller number of integer candidates. Sec-
ond, since the gap between the large eigenvalues and the
following small eigenvalues is made smaller as well, the
dierence between Q11 and Q22j1 becomes less pro-
nounced as before, which implies that less search halting
will take place.
Although the widelane transformation does improve
the situation, we have already remarked that there seems
to be considerable room for further improvement. In the
next subsection we will show that one can indeed do
much better than the widelane transformation.
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6.3 On decorrelating transformations
When constructing the decomposition Eq. (42) of the
variance matrix Qŵ, we observed that the widelane
transformation ZTw 
 Imÿ1 commuted with the matrixI2 
 DT U ;DT V . But this property is not unique for
the widelane transformation. There is a whole class of
transformations which have this property. Every
2mÿ 1  2mÿ 1 matrix that can be written as
ZT 
 Imÿ1 has this property. Thus, as long as this matrix
is an admissible ambiguity transformation, one can
analyze in exactly the same way as was done in the
previous subsection its impact on the shape of the
ambiguity search space. The transformation is admissi-
ble when the matrix




is area preserving and its entries are all integers. After
applying the transformation, the variance matrix of the
transformed ambiguities becomes














where Rẑ and Xẑ play the same role as the two matrices
Rŵ and Xŵ of Eq. (42). With this result we are now in a
position to develop ambiguity transformations of the
form of Eq. (47), which do a better job in appropriately
molding the shape of the ambiguity search space than
the widelane transformation does. Some examples are
given in Table 1, for dierent values of . It shows, for
instance for   10ÿ4, that the transformation
ZT  ÿ3 4ÿ4 5
 
reduces the eigenvalue ratio from 1032 to 1:62 as
opposed to the value 422, which we had earlier with
the widelane transformation.
The transformations of Table 1 are optimal for the
geometry-free model. Although better than the widelane
transformation, these transformations are still not
optimal, however, for the time-averaged model and the
geometry-based model. The reason for this is the
following. First, they require that dual-frequency data
are available. Second, they fail to take the existing
relative receiver-satellite geometry into account. It is
precisely due to these two restrictions that the trans-
formed ambiguity variance matrix Eq. (48) takes on a
form which resembles that of the original DD ambiguity
variance matrix. There is no interaction between the Rẑ
matrix and the Xẑ matrix. Also, the two semi-orthogonal
matrices U and V , in which the receiver-satellite
geometry is predominantly present, stay untouched by
the transformation. Much more leeway in improving the
shape of the ambiguity search space is available
however, when the dual-frequency DD ambiguity vari-
ance matrix is transformed by a 2mÿ 1  2mÿ 1
matrix of which still all the entries can be appropriately
selected, as opposed to only the four of ZT 
 Imÿ1. This
is the approach taken with the LAMBDAmethod. Since
it is not bound by the afore mentioned restrictions, it
allows one to take the existing receiver-satellite geom-
etry into account, and it works both for the single-
frequency case as well as for the dual-frequency case.
Typical results that can be obtained with the method are
reported in Teunissen (1994), de Jonge and Tiberius
(1995), and Tiberius and de Jonge (1995).
7 Summary
In this contribution we studied the geometry of the
ambiguity search space. Canonical forms were derived
for the single-frequency and the dual-frequency search
spaces of the geometry-based model, the time-averaged
model, and the geometry-free model. It was shown that
the orientation of the single-frequency search space is
identical for all of the three models. The three search
spaces only dier in the lengths of their principal axes.
These dierences however, can be very signi®cant. It was
shown how and to what extent the shape of the search
space alters when the gain numbers, the phase-code
variance ratio, or the satellite redundancy change. The
single-frequency search space of the time-averaged
model coincides with that of the geometry-free model
in case satellite redundancy is absent, and it coincides
with the search space of the geometry-based model when
in addition to the absence of satellite redundancy, the
gain numbers tend to in®nity.
The canonical form of the dual-frequency search
space is somewhat more intricate than its single-fre-
quency counterpart. In particular an additional rotation
enters due to the inclusion of the second frequency. This
rotation is the multivariate generalization of that which
we already met in Part II. The three angles of rotation
depend on the observation weights and on the gain-
numbers. Their dependency on the receiver-satellite ge-
ometry make the orientation of the dual-frequency
search space dier for the three single-baseline models.
This dierence will be small however when the gain
numbers are large. The principal axes of the search
space can be divided into two sets according to their
length. For the geometry-free model, there are mÿ 1
principal axes which have a very small length, and an
equal number which have a very large length. For the
time-averaged model, the number of short principal axes
Table 1. 2D decorrelating ambiguity transformations and their
eect on elongation (eL ! ez) compared with the widelane elon-
gation (ew)
 ci  1 eL ew ZT ez
0:25 10ÿ4 206 84 ÿ7 9ÿ4 5
 
1.6
10ÿ4 103 42 ÿ3 4ÿ4 5
 
1.6





has increased by mÿ 4 to 2mÿ 5. Thus in this case
there are only three long principal axes. The same holds
true for the geometry-based model, even though they are
smaller than their counterparts of the time-averaged
model.
We also explained the phenomenon of search halting
which is typically experienced when one performs the
search for the integer least-squares solution of the DD
ambiguities. Based on the canonical forms of the search
spaces, one can predict if and at what level of the search
the search halting will occur. Using the widelane trans-
formation as an example, it was shown how decorre-
lating ambiguity transformations permit one to mold the
shape of the search space, such that the computational
burden of the integer search is lessened. But it was also
shown that if one uses ambiguity transformations that
are optimized with respect to the decorrelation property,
one can generally do much better than the widelane
transformation.
Appendix
Proof of Theorem 1 (Canonical form of L1 search space)
According to Theorem 1 of Part II, the variance matrix






DT D DT AQb̂/; p A T D
 
: 49
Inversion, premultiplication with D and postmultiplica-
tion with DT , gives
DQÿ1â1 D
T  a1k21k P ÿ a1kP AQb/; p A T P
 
: 50
Note that Qâ1 is expressed in the variance matrix of the
¯oated baseline, whereas DQÿ1â1 D
T is expressed in the
variance matrix of the ®xed baseline.
In order to construct the canonical form of Eq. (49),
we need to solve the eigenvalue problem
a1k
2
1k P ÿ a1kP AQb/; p A T P
 
x  kx : 51
We will solve this eigenvalue problem in three steps.
First step: since matrix DQÿ1â1 D
T has a rank defect of 1, it
has one zero eigenvalue. The corresponding eigenvector
lies in the null space NDT  and is thus given by x  em.
The normalized eigenvector and its eigenvalue read
therefore
w  em eTmem
ÿ ÿ1=2
; k  0 : 52
Second step: due to the orthogonality of the eigenvec-
tors, the remaining eigenvectors satisfy
x 2 Rem?  RD. Hence, for the remaining eigenvec-
tors we have Px  x. This shows, together with Eq. (51),
that if x lies in the null space N AT P
ÿ 
, then x is an
eigenvector having the eigenvalue a1k
2
1k. In order to ®nd
out how many of these eigenvectors exist, we need to
know the dimension of the intersection RD \ N A T Pÿ .
Since dim RD  mÿ 1 and dim N A T Pÿ   mÿ 3, the
dimension of the intersection is less than or at the most
equal to mÿ 3. Since x 2 RD \ N A T Pÿ  is equivalent
to A T P x  0 and x  Dy for some y 2 Rmÿ1, it is also
equivalent to A T Dy  0 and x  Dy for some y 2 Rmÿ1.
This shows that the dimension of RD \ N A T Pÿ 
equals the dimension of the null space N A T D
ÿ 
, which
is mÿ 4. Hence, there exist mÿ 4 linear independent
eigenvectors having the eigenvalue a1k
2
1k. If we intro-
duce an m mÿ 4 basis matrix E of RD \ N A T Pÿ ,
the matrix of orthonormal eigenvectors and the corre-
sponding eigenvalue matrix follow as
V  E ET Eÿ ÿ1=2 ; a1k21kImÿ4 : 53
Third step: we know that the number of remaining
eigenvectors equals mÿ 1 mÿ 4  3. We also
know that these eigenvectors satisfy x 2 Rem?  RD
and x ? z for A T Pz  0, z  Dy. Vectors in the range
space RP A are clearly orthogonal to z and also lie in
RD. It therefore follows, since dim RP A  3, that the
last three eigenvectors span RP A. In order to ®nd the
corresponding eigenvalues, let x  P Aa for some a 2 R3.
Substitution into Eq. (51) then gives
a1k
2
1k P ÿ a1kP AQb/; p A T P
 
P Aa  kP Aa ;
P A a1k21k ÿ kI3 ÿ a21k21k2Qb/; p A T P A
 
a  0 ;




 1 I3 ÿ C
ÿ1
 
F T a  0 ;
since a1kQb/; p A T P A  11 F ÿT I3 ÿ Cÿ1F T , accord-
ing to Theorem 7 of Part I. It thus follows that
a  F ÿT ci or x  P AF ÿT ci, with the eigenvalues
ki  a1k21kci  1= 1ci, i  1; 2; 3. The matrix of
remaining orthonormal eigenvectors, with its corre-
sponding matrix of eigenvalues, therefore reads




Collecting Eqs. (52), (53), and (54) concludes the proof
of the theorem.
End of proof. (
Proof of Theorem 2 (Canonical form of L1=L2 search
space)
Although it is possible to give a constructive proof along
the lines of the proof of Theorem 1, we will now simply
show how the theorem can be veri®ed. It is easily
veri®ed that matrix R12 is orthogonal. What remains to
be veri®ed is therefore
RT12I2 








where, according to Theorem 1 of Part II,


































T T I2 
 UT D
I2 
 V T D
 
and
T T I2 
 UT D
I2 




 UT DT 
I2 




T  C ÿS
S C
 
and D  DT Dÿ1DT ;
we may write
RT12I2 














X  T T I2 
 UT DT Qâ I2 
 DU T ;
Y  T T I2 
 UT DT Qâ I2 
 DV  ;
Z  I2 
 V T DT Qâ I2 
 DV  :
8<:
Since the matrix U ; V ;w is orthogonal according to
Theorem 1, with the range spaces RU  RP A and
RV   RP A; em?, and since





AP A   1b1b2 k F I3 ÿ C
ÿ1ÿ F T ;
8<:
according to Theorem 7 of Part I, it follows with
Eq. (56) that












































Hence, what remains to be shown is that
C2K1  S2K2  R1 ;
CSK1 ÿ K2  R12 ;
S2K1  C2K2  R2 :
8><>:
But since all matrices in these three matrix equations are
diagonal, these equations are easily veri®ed.
End of proof. (
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