Abstract. The purpose of this paper is to develop a scattering theory for twisted automorphic functions on the hyperbolic plane, defined by a cofinite (but not cocompact) discrete group Γ with an irreducible unitary representation ρ and satisfying u(γz) = ρ(γ)u(z). The Lax-Phillips approach is used with the wave equation playing a central role. Incoming and outgoing subspaces are employed to obtain corresponding unitary translation representations, R − and R + , for the solution operator. The scattering operator, which maps R − f into R + f , is unitary and commutes with translation. The spectral representation of the scattering operator is a multiplicative operator, which can be expressed in terms of the constant term of the Eisenstein series. When the dimension of ρ is one, the elements of the scattering operator cannot vanish. However when dim(ρ) > 1 this is no longer the case.
Introduction
Let Γ be a discrete cofinite but not cocompact group of motions acting on the hyperbolic plane H and let ρ be a unitary representation of Γ acting on a Euclidean vector space V of dimension n. A (Γ, ρ)-automorphic V -valued function on H satisfies the condition:
u(γz) = ρ(γ)u(γz). (1.1)
A theory of such functions was developed early on by Selberg [Se] and extended somewhat later by Venkov [V] . They were concerned with a spectral theory for the Laplace-Beltrami operator:
with the Eisenstein series and above all with the Selberg trace formula. Scattering theory entered into their work only incidently as an important property of the Eisenstein series.
The purpose of this paper is to systematically develop a scattering theory for the (Γ, ρ)-automorphic wave equation: ∂ 2 t u = ∆ ρ u, u(z, 0) = f 1 (z) and ∂ t u(z, 0) = f 2 (z), (1.3) all of the functions being (Γ, ρ)-automorphic. To achieve this end we have adapted the Lax-Phillips approach as presented in [LP2] and [LP4] . This theory is built around two translation representations (incoming and outgoing) for the solution operator U (t) of the wave equation. The scattering operator is the mapping from the incoming translation representation to the outgoing representation. The corresponding spectral representations are simply the Fourier transforms of the respective translation representations. As expected, the spectral representation of the scattering operator can be expressed in terms of the constant term of the Eisenstein series.
Let P j be the generator for the parabolic subgroup of the jth cusp and denote by V j the set of all vectors v such that ρ(P j )v = v. If r j = dim V j is greater than 0, then the jth cusp is called singular. ∆ ρ has a continuous spectrum of multiplicity r = r j . We shall assume throughout that ρ is irreducible. This imposes certain constraints on the system. In Section 2 we illustrate this by studying the kinds of singular cusps that can occur for Γ(2) when the dimension of ρ is 1, 2 and 3. In Section 3 we investigate the discrete spectrum of ∆ ρ which splits into cusp forms (mainly non-positive eigenvalues) and exceptional (positive) eigenvalues. We also introduce the energy form for the wave equation and we show that this form is non-negative on the orthogonal complement of the point spectrum; we denote this subspace by H E . Scattering theory takes place on H E . In Section 4 we introduce the incoming and outgoing subspaces: D − and D + and set
We prove that
Property (iii) amounts to proving completeness for the wave operators. Properties (i)-(iii) can be used to establish the existence of translation representations R ± : (R ± U (t)f )(s) = (R ± f)(s ∓ t), (1.5) mapping H E unitarily onto L 2 (R) r . Also in Section 4 we give an explicit formula for these representations and prove their completeness. Finally in Section 5 we define the scattering operator:
S is clearly unitary on L 2 (R) r and commutes with translation. In the spectral representation it becomes a multiplicative operator which we identify with the constant term of the various Eisenstein series. We use this machinery to extend a theorem due to Kubota [K] , which shows, when ρ is trivial, that no element of the scattering operator vanishes. This remains true when the dimension of ρ equals 1; this is a consequence of various criteria for the nonvanishing of elements of S which are proved for dim(ρ) ≥ 1. However we show in Example 5.12 that some elements of the scattering operator for Γ(2) can vanish when dim(ρ) = 2.
Equivalent representations
Two representations are said to be equivalent if the Laplacians for the corresponding automorphic functions have the same spectral properties. It is clear that conjugation of ρ by a unitary map of V will result in an equivalent representation.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Another source of equivalent representations comes from the conjugation of the group elements. In the case of Γ(2) = {γ ∈ PSL(2, Z); γ ≡ identity mod 2} we can conjugate by elements of Γ(1) = PSL(2, Z). Now Γ(2) is normal in Γ(1) and Γ(1)/Γ(2) is of order 6. We define the mapping
Two elements of the coset gΓ(2) map into equivalent representations since for β ∈ Γ(2)
ρ(β) being unitary on V . Conjugation of Γ(2) by an element of gΓ(2) corresponds to a permutation of the cusps of Γ(2) and since the cusps of Γ(2) are interchangable the resulting representations will be equivalent. Now Γ(2) is a free group generated by A = (1 2, 0 1) and B = (1 0, −2 1). A is the generator of the parabolic subgroup for the cusp at ∞, B for the cusp at 0 and AB for the cusp at 1 (see Figure 1 ). The matrices g 1 = (1 1, 0 1) and g 2 = (0 1, −1 0) generate the cosets of Γ(1)/Γ(2). We note that g
2 Bg 2 = A. Setting ρ(A) = a and ρ(B) = b we obtain in this way the following pairs of equivalent representations defined by {ρ(A), ρ(B)}: {a, b}, {b, a}, {a, a
Definition 2.1. Suppose P j is a generator of the parabolic subgroup Γ j of Γ for the jth cusp and set V j = {v ∈ V ; ρ(P j )v = v}. r j = dim (V j ) is the rank of the jth cusp. The representation ρ is singular at this cusp if r j > 0. The representation is called singular if r = r j > 0 and regular if r = 0.
For the trivial representation each cusp is singular. More generally if ρ is singular in the jth cusp with ρ(P j )v = v and if f is ρ-automorphic, then f.v will be periodic in x in this cusp. An Eisenstein series can be defined only for such cusps, the first term being y s .v. Likewise the incoming and outgoing subspaces are defined only for such cusps using v-component data.
Definition 2.2.
A representation is said to be irreducible if there is no proper subspace of V left invariant by ρ(Γ).
Remark. One easy way of determining whether ρ is reducible is the following: If W is a maximal invariant subspace of dimension one, then W is an eigenspace for all of the ρ(P j ). If dim(V ) = 3 and W is a maximal invariant subspace of dimension two, then the orthogonal complement of W is maximal invariant subspace of dimension one and again the ρ(P j ) will have a common eigenvector. Hence also in this case ρ is irreducible if the ρ(P j ) have no common eigenvector.
In the remainder of this paper we shall consider only irreducible unitary representations of Γ(2). This restricts the number of singular cusps occurring in a given representation. For instance when dim(V ) = 1 and ρ is nontrivial there can be at most one singular cusp (see [PS] ). Proposition 2.3. In the case of Γ(2) if dim(V ) = 2 then there can exist at most two singular cusps but no singular cusp of rank two.
Proof. Now A, B and AB are parabolic generators for the cusps at ∞, 0 and 1, respectively. Again set ρ(A) = a and ρ(B) = b, a and b in U (2). If there is a singular cusp of rank two then either a, b or ab is the identity, in which case ρ is reducible.
Next let {v i }, {w i } and {u i } denote three orthogonal bases for V . We may suppose without loss of generality that w 1 = µv 1 + νv 2 , w 2 = −νv 1 + µv 2 with |µ| 2 + |ν| 2 = 1
The most general set-up for two singular cusps is
This representation will be irreducible iff µν = 0. If there is an additional singular cusp at 1 we will require abu 1 = u 1 . We now show that this leads to a contradiction. In the first place if γδ = 0 then either u 1 = w 1 or w 2 . In either case ρ will be reducible, so we may assume that γδ = 0. Writing
This requires νδe iφ = νδ and since νδ = 0 we conclude that φ must equal a multiple of 2π, which would make ρ reducible.
Proposition 2.4. In the case of Γ(2) if dim(V ) = 3 there exist representations for which ∞ and 0 are singular cusps of rank two coexisting with 1 being a singular cusp of rank one (but not of rank two).
Proof. In the notation of the previous proof the conditions making ∞ and 0 singular cusps of rank two are
bw 1 = w 1 , bw 2 = w 2 , bw 3 = e iφ w 3 ; (2.7)
In order that 1 be a singular cusp we must have abu = u. Combining (2.6) and (2.7) we obtain three homogeneous linear equations in α, β, γ:
(2.8)
There exists a nontrivial solution of (2.8) for α, β, γ for all values of (ν ij ), θ and φ, in particular for values which make ρ irreducible. However for there to exist a two dimensional subspace of solutions (i.e. for 1 to be a singular cusp of rank 2) the determinant of coefficients must be of rank 1 and this requires either ν 31 = ν 32 = 0 or ν 13 = ν 23 = 0. Since (ν ij ) is unitary (with orthogonal rows and columns) each of these requirements implies the other. In this case w 3 = v 3 and ρ is reducible as we explained in the remark above. This concludes the proof of the proposition.
The ρ-automorphic Laplacian
For n = dim (V ) and f, g ρ-automorphic vector valued functions, we define the corresponding Laplacian as ∆ ρ = ∆I n ; here I n is the identity matrix on βV and
It is routine to show that ∆ ρ is selfadjoint on L 2 (F ) n using the quadratic form
where '.' denotes the hermitian inner product on V . The spectrum of ∆ ρ splits into three parts: The exceptional spectrum or positive spectrum, the non-positive cusp form spectrum and the continuous spectrum of multiplicity r. The exceptional spectrum may be empty and when it is not empty there may be cusp forms in it. We also introduce two other forms:
where F 0 = F ∩ {y ≤ a in each cusp} is a compact subset of F , and C 0 which is the same as C but integrated over F 0 instead of F . We infer from the Rellich compactness criterion that Lemma 3.1. The form K is compact with respect to C 0 .
Compactness implies for any ε > 0 that
on some subspace in L 2 (F ) n of finite codimension. Moreover the estimates derived in ([LP2] , pp. 94-97), when applied componentwise, show that
Now take ε < 1/8. Then it follows from (3.4) and (3.5) that
on a subspace of finite codimension. This proves Theorem 3.2. The non-negative spectrum of ∆ ρ on ρ-automorphic data is finite dimensional.
Let {q i ; i = 1, . . . , m} denote a set of orthonormal eigendata spanning the exceptional eigenspace:
The cusp form eigendata {φ k } satisfy the following condition in the jth singular cusp (transformed to ∞):
for all y and all v ∈ V j in the jth singular cusp. If we exclude the exceptional cusp form eigendata then ∆ ρ φ k = −µ 2 k φ k . It may of course happen that an exceptional eigendata is also a cusp form in the sense of (3.9).
We study the cusp forms using a slightly modified cut-off Laplacian ∆ ρ defined as follows: Let L 2 (F ) denote the space of all square integrable data u which in the jth singular cusp (transformed to ∞) has the zeroth x-Fourier coefficient of u.v vanishing for all y and all v in V j . Then ∆ ρ is defined as the Friedrichs' extension of the quadratic form C in (3.2) acting on smooth ρ-automorphic data in L 2 (F ) . Consequently ∆ ρ is selfadjoint and, since it is a restriction of the usual cut-off Laplacian, it has a compact resolvent (see section 8 of [LP2] or [C] ). This proves Theorem 3.3. The cusp form spectrum of ∆ ρ is discrete with finite multiplicity and complete in L 2 (F ) .
Next we consider the wave equation. Here we deal with data u = (u 1 , u 2 ) each component of which is a ρ-automorphic n-component vector-valued function on the fundamental domain F . The wave equation in this setting can be written formally as
As a consequence
It is easy to check that A is skew-symmetric with respect to E on the core domain of A; in fact
It is evident from (3.12) that E need not be a positive form. To correct for this we make use of (3.5) to introduce a new form which is strictly positive:
H G is the closure in the G metric of C ∞ 0 ρ-automorphic data. E is clearly continuous in the G-metric. A is defined as the G-closure of A restricted to its core domain.
We now proceed as in section 5 of [LP2] and show that A satisfies the HilleYosida criteria to generate a group {U (t)} of operators on H G , which, in view of (3.13), is skew-symmetric with respect to E. The null space of A, namely N(A), consists of those data for which f 2 = 0 and ∆ ρ f 1 = 0; and it follows from Theorem 3.2 that N (A) is finite dimensional.
The action of U on ρ-automorphic data can be treated in several ways: (1) A acting on F with suitable boundary conditions on ∂F ; (2) A acting on a strip S j with boundary conditions on ∂S j ; and (3) A acting on the entire hyperbolic plane with no boundary conditions. We will make use of both (1) and (2).
E can be made positive if we project out the positive spectrum of ∆ ρ . To this end we define the following (exceptional) eigendata for A:
(3.15)
We note that
Further we set
Next we define the E-orthogonal projection operator
where ω = −σ. Clearly Qf is E-orthogonal to P and each component of Qf is E-orthogonal to the q j 's. It follows that E ≥ 0 on H = QH G . We denote the null subspace for E on H by Z. Moreover QU (t) = U(t)Q so that H is invariant under the action of U .
Proposition 3.4. Z = N (A).
2n we can write
Setting g 1 = 0 we conclude that (f 2 , g 2 ) = 0 for all g 2 in (C ∞ 0 ) n and hence that f 2 = 0. It then follows that ∆ ρ f 1 = 0, initially in the sense of distributions and then, using elliptic theory, in the usual sense. Hence f lies in N (A). That N (A) ⊂ Z is obvious from (3.12).
Next we define H to be the G-orthogonal complement of Z in H . H is isometric to H /Z in the E-norm. We see from Lemma 3.1 that K is compact with respect to G and it follows from Theorem 3.7 of [LP3] that Lemma 3.
E and G are equivalent norms on H and, in particular, H is complete in the E norm.
It is instructive to introduce the cusp form eigendata:
Let C denote the span of the nonexceptional {φ σ j }. It is clear that C is invariant under the action of U ; further it is easily seen that C is an E-orthogonal set of eigendata which are E-orthogonal to the f σ j 's; thus Qφ
The main focus of our attention, however, will the ρ-automorphic data B defined as follows: As before let Γ j denote the parabolic subgroup for the jth singular cusp (transformed to ∞) and denote its fundamental domain by S j . Then Proof. Making the substitution w = u(y)/ √ y, s = log y, the scalar wave equation (3.22) which again belongs to B j , as asserted.
)). It is clear that we can write the action of
U on ρ-automorphic data f = Γj \Γ ρ(γ −1 )vg(γz) in B j (v ∈ V j ) as U(t)f = Γj\Γ ρ(γ −1 )v(U 0 (t)g)(γz),
Theorem 3.7. Q(B + C) is dense in H /Z.
Proof. Suppose the assertion is false. Then there exists an f ∈ H which is Eorthogonal to Q(B + C). Since Q is an E-orthogonal projection f will be Eorthogonal to B + C. Recall that B and C are invariant under the action of U . It follows from this that
is also E-orthogonal to B + C. The second component of f ζ is L 2 orthogonal to all second components in B and therefore, by unfolding the integral we see that it lies in L 2 (F ) . Since f ζ is also E-orthogonal to C as well as any exceptional cusps in P , it follows from Theorem 3.3 that the second component of f ζ vanishes. Likewise the second component of Af ζ = −f ζ vanishes. But then Af ζ = 0 and f ζ lies in N (A) and hence Z. Taking the limit as ζ approaches a delta function we see that f ∈ Z which is the 0 element of H /Z. This concludes the proof of the theorem.
From now on we shall only work with the E-norm on H /Z. It follows by Lemma 3.5 that this space is complete. Moreover U (t) is now unitary. Setting H E = QB we conclude from Theorem 3.7 that
In the next section we shall need a little more information about the scalar wave equation (3.21). The complete solution has two basic modes, incoming (σ = −1) and outgoing (σ = 1):
where θ σ is a smooth function with support < ∞. Given arbitrary smooth initial data f = e s/2 φ with support < ∞, we can decompose it into the sum of these two modes as follows: Set
where
it is easily checked that σ r 
Notice that each of the solutions in (3.25) are essentially translation representations. With this in mind we define the σ-representation for f = e s/2 φ so as to pick out the u σ part of the solution:
It follows from (3.25) that
4. Translation representations 4.1. Incoming and outgoing subspaces. We are now ready to start on a scattering theory for ρ-automorphic data. Our theory is based on the notion of incoming and outgoing subspaces (cf. [LP4] ). These subspaces have their support in the various singular cusps and remain in that cusp under the action of U (t) for negative t if the subspace is incoming and for positive t if the subspace is outgoing. If the jth cusp is singular let {v(jk); k = 1, . . . , r j } be an orthonormal basis for V j and let α denote the pair (jk) associated with v(jk).
Definition 4.1. If the jth cusp is singular we define the αth outgoing (σ = 1) and incoming (σ = −1) subspaces on F as
where g k belongs to C ∞ 0 (R) with support in {s > c}. We also define
Recall that the solution to the scalar wave equation (3.21) is of the form e s/2 g(s − σt). Because of the initial conditions imposed on data in D σj the solution behaves componentwise in F like u σ in (3.24) when σt > 0 and since QU = U Q we infer that
Now U (t)D σ vanishes in F for s < c + σt, σt > 0, in each of the singular cusps and hence for d in D σ and d = Qd, U (t)d = QU (t)d is a linear combination of data from P for s < c + σt. Thus any f in U (t)D σ lies in P and since it is also in the range of Q we have
We shall prove later on that 
Since w 2 is L 2 , the solution to these equations is
s/2 φ in D σj (which has its support in the jth cusp) we obtain, after performing the x-integration,
Proof. The first assertion follows directly from the previous proposition, the relation (3.16) and the expression (3.18) for Q. Using (3.16) and the fact that d is orthogonal to P , the second assertion can be read off of
We prove that D σα is orthogonal to D σβ for α = β in a similar fashion, using the fact that D σα is orthogonal to D σβ and the mutual orthogonality of the f σ j 's. To prove the last assertion take data
Since U is unitary we conclude that f α is orthogonal to f β .
Taking our cue from (3.28) we now define the σ-translation representors R σj = k R σ(jk) , R σ = j R σj as follows: In the jth cusp coordinates we write the 0th x-Fourier coefficient as f 0 (s) = e s/2 φ(s) for all s in R and set
It follows from (3.5) that R σα f is square integrable on {s > c} for f in H G .
As we noted in Section 3, the ρ-automorphic solution of the wave equation satisfies this equation in both F and S j with suitable boundary conditions in each case. In particular the 0th x-Fourier coefficient of U (t)f.v with v in V j will satisfy the scalar wave equation with x-periodic boundary conditions in S j . If we take f to be smooth with support < ∞, it follows from (3.30) that Proof. Choose d α in D σα (α = (ik)) and σt > 0. In the notation of (4.1), Using this result together with (3.31) we get, after summing over the components of d,
The proof of Proposition 4.4 also shows that 
by Corollary 4.5 and R σα d = R σα f follows from (4.6). Finally if β = α and d in D σβ , we have by Corollary 4.6 and Proposition 4.7 that 0 = R σα d = R σα d and hence by (4.6) that R σα f = 0.
Proof. We already know from Lemmas 4.3 and 4.8 that these maps are isometries. So to prove the first assertion we need only show that the range of R σα is all of To prove the last assertion of the theorem we suppose that f in H E is orthogonal to H σα . Then for f 0 = e s/2 φ and d in D σα with d = Qd, we have in the jth cusp coordinates and in the notation of (4.1)
Again replacing d by U (t)d we see that this holds for all g k in C
∞ 0 and it follows as before that R σα f is constant. Since it is L 2 on {s > c} it must vanish for all s. This concludes the proof of the theorem.
Corollary 4.11. For f in H
Proof. We decompose f into the sum of two parts: f 1 in H σ and f 2 orthogonal to H σ . By Theorem 4.9 R σ f 2 = 0 and R σ f 1 2 = E(f 1 .f 1 ). Consequently
Corollary 4.12. For f in H E , R σα f = R σα f σα where f σα is the orthogonal projection of f in H σα .
4.2.
Completeness. In this subsection we prove property (4.3) iii that is
To this end we establish Lemma 4.13. H E = H σ and U has an absolutely continuous spectrum in H E .
Proof. According to Theorem 4.9, U has a translation representation on each of the H σ and it follows that U has an absolutely continuous spectrum on the H σ and hence on H σ . Since H E = QB it suffices to show that any Qf , f in B j , belongs to H σ . We may suppose that f is described as in (3.20) and set φ 1 = e −s/2 g, φ 2 = e −s/2 h, both in C ∞ 0 (R). To begin with we shall assume that φ 2 ds = 0. We then construct θ ω , ω = ±1, as in (3.26) so that
s/2 φ σ | 1 and h σ = e s/2 φ σ | 2 as in (3.20) we end up with f σ and f −σ , f = f σ + f −σ and Qf ω lies in H ω for ω = ±1.
If φ 2 ds = 0, then we proceed as follows: Choose ζ in C ∞ 0 so that ζ = 0 for s < 1 and s > 2 and ζ(s) ds = 1; set ζ R = ζ(s/R)/R. We now replace φ by (4.12) in which case φ R | 2 has a zero integral. Because of this the lower bound of supp φ R remains the same as that of the g and h and therefore any change in φ for s sufficiently large will only affect f in F in the identity term of the automorphizing sum. We now proceed as before to construct θ Rω and f Rω , ω = ±1, with all the desired properties. It is easy to check that the f Rω form a Cauchy sequence in the Enorm as R → ∞. It follows from Lemma 4.3, as before, that the Qf Rω also converge in the E-norm and the limit will lie in H ω . It is also clear that Qf Rσ + Qf R,−σ converges to Qf as desired. This completes the proof of the lemma. Theorem 4.14.
Proof. If the theorem were false there would exist a non-zero f in H E H σ . According to Theorem 4.9 R σ f = 0. Since H σ is invariant under the action of U the data f ζ , defined by (3.23), also lies in the complement of H σ . Now f is the limit of such data so we will attain a contradiction if we can show that f ζ = 0 for all ζ. Moreover
is well defined and since A has an absolutely continuous spectrum in H E , it follows that w = 0 will imply f ζ = 0. Clearly R σ w = 0. The remainder of the argument, which consists of three steps, shows that w = 0.
Step 1 
If we now represent E(U (t)w, h) in terms of its spectral resolution, we conclude from the absolute continuity of the spectrum and the Riemann-Lebesgue lemma that U (t)w converges to zero weakly in H E as σt → ∞. In particular for h = (0, ψ) with ψ in C ∞ 0 (F ), we see that w(t) 2 converges to zero weakly in L 2 and this together with the compactness shows that it converges to zero locally in the L 2 norm as σt → ∞.
Step 2. Control of the 0th x-Fourier coefficient in the jth singular cusp. Let ε k = {δ jk ; j = 1, . . . , r j }. Then in the jth cusp with w(t) 2 | 0 = e s/2 φ 2 (t, s) we see from (4.5) that
Recall that R σ w = 0. Moreover according to Corollary 4.11 R ω w(t)
2 ≤ E(w, w). Hence for σt > 0, 0 < k ≤ r j and any ε > 0
for b sufficiently large. We can rewrite this inequality as
Step 3. Control of the other Fourier components. Again let P j denote a generator of the parabolic subgroup for the jth cusp of Γ(2). Next we introduce an orthonormal basis for V consisting of the eigenvectors of ρ(P j ): (4.16) In this step we will estimate all of the x-Fourier coefficients not treated in Step 2. The basic inequality comes from (3.12) and the fact that E ≥ 0 componentwise in
(4.17)
This inequality holds as well for w(t) 2 and in this case we can then replace w(t) on the RHS by w(0): 
Since exp(−πiθ k s)∂ x w 2 .v(jk) is also x-periodic in the jth cusp, so we can apply the same analysis as above to get
If we let denote the sum over all m when r j < k ≤ n and all but m = 0 when 0 < k ≤ r j , then it follows from this and (4.18) that
Combining the results of Steps 2 and 3 we see that in the jth cusp for a given ε > 0 This completes the proof of Theorem 4.14.
The scattering operator
In Part 1 of this section we use the translation representors to define the scattering operator. We then exhibit its spectral representation in terms of the constant term of the Eisenstein series. In Part 2 we find conditions under which the various matrix elements of the scattering operator do not vanish and we conclude with an example with dim(ρ) = 2 in which the diagonal elements of the scattering operator do vanish.
Part 1.
Definition 5.1. The scattering operator
here f ranges over H E , '−' replaces σ = −1 and '+' replaces σ = 1.
It follows from Theorem 4.9 that S is unitary on L 2 (R) r . Its action on the various H −α subspaces is given by
Recall (see Corollary 4.12) that R ωα f = R ωα f ωα where f ωα is the orthogonal projection of f onto H ωα . We deduce from (4.6) that
so that S commutes with translation. This shows that S is a convolution operator on L 2 (R) r and hence will become a multiplicative operator in the spectral representation.
We obtain the spectral representation from the translation representation by taking the Fourier transform:
We shall treat only data f in the dense subspace U (t)D + . For such f, R + f is smooth with compact support (see Propositions 4.4 and 4.7). Moreover
Proof. Since we are working with translation representations we may suppose that f lies in
We denote by g k the data in H E for which
Then g k lies in the closure of D − by Corollary 4.10. Further one can read from (4.8) that
, this shows that the restriction of T − d + to {s < −c} is equal to T − P d + . According to (4.4) and (5.5) T −α g k = const . exp(λ k s) for s < −c; the assertion of the lemma follows.
where l.i.m. denotes the limit in the mean.
If there were data e α (ζ) in H −α such that (T − e α (ζ))(s) = {δ αβ exp(−ζs); β}, (5.7) then we could writef α in terms of the energy form as
Similarly we could write
as a pointwise limit. Moreover, since S is linear and commutes with translation we would have
Thus ST − e α (ζ) is an eigendata of U (t) in the translation representation with eigenvalue e −ζt . Interchanging the roles of s and t and setting s = 0 in the above relation, we see that ST − e α (ζ) is a linear combination of the e β (ζ)'s; that is
The r × r matrix S(ζ) = (s αβ (ζ)) is called the scattering matrix.
In order to make this rigorous we have to construct e α (ζ) to satisfy (5.7). After doing this we shall express s αβ in terms of the constant coefficient of the Eisenstein series. Since e −ζs is not square integrable we shall have to extend the space H E . Here we follow Chapter 7 of [LP2] and introduce a λ-norm on functions g(s) in L 2 (R) r :
It is proved in the above reference that for f in H E and 0 < λ < min{λ k } (or, if there is no residual spectrum, 0 < λ < 1/2) that
Incidently, it follows from this that S(ζ) is analytic in ζ for 0 < ξ < λ. Next we define a λ-norm for data f in H E , namely
and denote by H(λ) the completion of H E in this norm. The relation (5.12) continues to hold for all f in H(λ). Notice that if 0 < ξ < λ then T − e α (ζ) has a finite λ-norm; we shall prove that e α (ζ) can be realized in H(λ).
The fact that the exponential is a generalized eigendata of A in the translation representation suggests that we use the Eisenstein series to devise e α (ζ). The Eisenstein series E(., ζ, α) with α = (j, k) is generated by automorphizing y 1/2+ζ v(jk). The 0th Fourier coefficient of the mth component of E (., ζ, α) in the ith cusp (β = (im)) is (see Venkov [V] )
We now set
We see from (5.14) that the 0th x-Fourier coefficient of the mth component of e α (ζ) in the ith cusp is
Using (4.5) a straightforward calculation gives
Thus e α (ζ) satisfies (5.7) and, comparing (5.10) with (5.17), we see that
In order to show that e α (ζ) belongs to H(λ) we must approximate it in the λ-norm by data in H E . To this end we choose ψ L in C 
which clearly converges 0 in the λ-norm as L → ∞ when 0 < ξ < λ. This validates the assertion of the theorem. It follows from (5.12) that Corollary 5.5. R + e αL (ζ) converges in the λ-norm to R + e α (ζ).
Since S is unitary on H E we can write
For f in U (t)D +α we now havẽ
Making use of (5.10) this becomes
(5.24)
Since this relatesf and Sf it follows that (s αβ (iη)) is indeed spectral representive of the inverse scattering matrix. It is shown in Corollary 4.2 of Chapter 4 in [LP1] that (s αβ (iη)) is unitary on C r . Since s αβ (iη) = θ αβ (iη) this also follows from known properties of the Eisenstein series. In any case we can now write
Another treatment of the scattering matrix, which does not make explicit use of the Eisenstein series, can be found in Chapter 7 of [LP2] .
Part 2. The previous development gives us a new insight into a theorem due to Kubota which played a prominant role in [PS] . In the case of the trivial representation Kubota proved ( [K] , p. 16) that θ jk (iη) cannot be identically zero. We now treat the corresponding problem for the general representations considered in this paper. In view of (5.18) this amounts to showing that s αβ is not zero. Now s αβ = 0 iff there is an f in H −α which has a nontrivial projection into H +β or what amounts to the same thing.
Theorem 5.6. s αβ = 0 iff H −α and H +β are not orthogonal.
Let ε denote either α = (jk) or β = (im). According to (4.4)
It is clear from (3.5) that c ω n (ε) does not depend on ω and we will omit the superscript from now on. (5.28) where ω = −ω and For such a choice it follows by our hypothesis that the resulting d α and d β are not orthogonal and hence that s αβ is not zero.
It could happen that the hypothesis of Proposition 5.7 is not satisfied by a particular representation. Indeed for some representations there are no exceptional eigendata (see [PS] ). 
Proof. We proceed as above with d α replaced by U (t)d α . Notice that
Since all of the partial sums (5.27) vanish, we conclude that the entire sum in this expression vanishes and we obtain (5.31). 
In the ith cusp, φ = (θ β , −θ β )v(β). To make (5.32) different from zero we choose θ α and θ β to have positive slope in c < s < c + δ in the jth and ith cusp coordinates, respectively. The second component of d β .v(α) will be negative in this region and so will the derivative of φ 1 in the jth cusp. The stability group of the ith cusp forces d β to be constant on all horocycles about the point at infinity of the ith cusp. Next we choose t so that the supports of θ α (s + t) and d β | F overlap only on the region of positive slope for θ α (s + t) as in Figure 2 . In these horocycles φ will be in the v(β) direction and in the overlap region θ α (s + t) > 0 and (φ 1 .v(α))(φ 2 .v(α)) > 0. As a consequence (5.32) will be different from zero, as desired. Since ρ is irreducible there will exist γ in Γ for which v(α).ρ(γ)v(β) = 0. Hence even if v(α).v(β) = 0 we can still pursue the method used in Proposition 5.9. The main complication in using a γ not the identity arises from the fact that d β will be supported on several horocycles of the same size all of which contribute to (5.32). The γ's in Γ associated with any one such horocycle differ only by a factor δ on the right belonging to the stability group of the ith cusp. Since ρ(δ)v(β) = v(β) it follows that v(α).ρ(γ)v(β) (which enters in (5.32)) remains the same throughout any such horocycle.
To illustrate this procedure we now treat the diagonal element s αα of the scattering operator for Γ(2) when ρ is of dimension 2 and there are two singular cusps (we shall use the notation introduced in Proposition 2.3). Again we assume that Proposition 5.7 does not apply. We may take α = (j, k) with the jth cusp at ∞. Now any element γ = (a b, c d) of Γ(2) takes the region {y > β} into the horocycle of height 1/(βc 2 ) which is tangent at a/c. The highest such horocycle will be of height 1/(4β) and will come from the group elements B ±1 A n (see Figure 3) , where, as before, the matrices A = (1 2, 0 1) and B = (1 0, −2 1) freely generate Γ(2). As in (2.4) we set av 1 = v 1 , av 2 = e iθ v 2 , bw 1 = w 1 and bw 2 = e iφ w 2 , where 0 < θ, φ < 2π;
where |µ| 2 +|ν| 2 = 1 and, since ρ is irreducible, µν = 0. Here v(α) = v 1 corresponds to a singular cusp.
The relevant factor in (5.32) is I = I + + I − , where It turns out that both I and I can vanish simultaneously for a restricted set of parameters.
In essence the scheme which we have outlined above is a way of determining whether or not the successive terms in the series expansion for s αα vanish (see [K] ). The main difficulty in pursuing this program is factoring an arbitrary γ in Γ(2) into A and B factors. Remark 5.13. If s αα = 0 then it follows from Proposition 5.7 that c n (α) = 0 for all of the exceptional eigenvalues λ n ; in other words any exceptional eigendata must be a cusp form.
The proof of this assertion will be presented in several steps. It suffices to treat only the case α = (∞1). At this point it is convenient to introduce a modified incoming subspace: We now denote the energy form restricted to a subset S by E S . Then by unfolding the integral expression for E F (U (t)d − , d + ) we get
Since d + (γz) = ρ(γ)d + (z) this expression can be rewritten as This is a string of mp α−1 /2 successive odd multiples of p which repeats itself moduli 8 in groups of 4, ending with either a group of 4 or 2. Clearly (p, 3p, 5p, 7p) goes into (1, 3, 5, 7) if p ≡ 1 mod 8; (3, 1, 7, 5) if p ≡ 3 mod 8; (5, 7, 1, 3) if p ≡ 5 mod 8; and (7, 5, 3, 1) if p ≡ 7 mod 8. In each case there will be as many a's congruent to 1 or 7 mod 8 as 3 or 5 mod 8 in the sequence.
Finally let c = mp As we have seen above each of the sequences has the desired property and hence so does s. This completes the proof of Example 5.12.
