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DOCTORAL THESIS
Search for supersymmetry with the ATLAS detector at the Large Hadron
Collider in final states with two hadronically decaying τ-leptons
Fantastic taus and Where to Find Them
by Mario GRANDI
ABSTRACT
In this thesis I present all the work that I have done during my PhD. First, I will present the
search for the supersymmetric partner of the τ-lepton in 13 TeV proton-proton collisions at
the LHC using data collected between 2015 and 2018 by the ATLAS detector. This search uses
events with two hadronically decaying τ-leptons and missing transverse momentum in the fi-
nal states. In this analysis I have been responsible for the signal region optimisation, the op-
timisation of the triggers and the theory systematic calculation. Results were interpreted con-
sidering natural supersymmetric extensions to the standard model in the R-parity conserving
decays. No significant excess was observed and stringent exclusion limits were set. During my
PhD I have also had leading involvement in the characterisation of the performances of the
Inner Detector Trigger, which I will discuss in this thesis. Finally, stemming from my analysis
work, I had major involvement in the study of a novel technique for estimating the contribution
of mis-identified τ-leptons in signal enriched regions. A tool using this technique is currently
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I may make you feel, but I can’t
make you think.
Jethro Tull
Leucippus and Democritus, two Greek philosophers in the 5th century BC, were the first re-
corded people to propose the idea that matter is composed of small indivisible particles called
atoms. Particle physics has come a long way since then, culminating in the 20th century with
the overwhelming success of the Standard Model (SM) [1] and the discovery of sub-atomic
particles. We have now a better understanding of the matter that constitutes the universe than
we’ve ever had, albeit that can be said to be true for any point in the history of mankind. Per-
haps what differs now is that we have a better understanding of what we know we don’t know.
Thanks to the technological advances achieved in the last century, particle physicists have been
able to study the most elusive of elementary particles at energies that were only present mo-
ments after the Big Bang. This resulted in many discoveries being made and many questions
answered. But there are still fundamental problems that need to be solved before we can really
understand this universe we inhabit.
The SM provides a framework that describes the known elementary particles and their in-
teractions. Its robustness and prediction powers have been tested experimentally many times
by a large plethora of different experiments, some of which have been based at the European
Organization for Nuclear Research (CERN) such as the Large Electron-Positron Collider (LEP),
which tested the so-called electroweak sector, and the A Toroidal LHC ApparatuS (ATLAS) and
Compact Muon Solenoid (CMS) experiments at LHC, which were the first to identify the Higgs
boson. However, the SM is still incomplete as it fails to address problems such as in the Higgs
sector or explain dark matter. One of the most established extensions to the SM proposed to
address these issues is Supersymmetry (SUSY). In this hypothesis fermion-boson symmetry is
introduced, giving SM particles corresponding SUSY partners, with a mass around the 1 TeV
scale. The SUSY extension gives rise to a particle that fits the characteristics of dark matter and
is able to provide a natural solution to the hierarchy problem introduced by the Higgs boson
mass.
2 Introduction
This thesis presents the work carried out over a 3.5-year Doctor of Philosophy (PhD) degree
in the search of SUSY focusing on the direct stau-slepton (τ̃) production from proton-proton
collisions with fully hadronic final state and missing transverse momentum. The author was
part of the group, within the ATLAS collaboration, that performed this analysis using data recor-
ded between 2015 and 2018 at centre-of-mass energies of
p
s= 13 TeV at the LHC. The resulting
work has been described in a paper published in the Physical Review D journal [2] in February
2020. The thesis will begin with Chapter 1, which described the theoretical concepts and motiv-
ations for SUSY searches along with their current status. This will be followed by a description
of the experimental apparatus given in Chapter 2. A general description of the ATLAS trigger
system alongside with the work performed by the author on the ATLAS Inner Detector (ID) trig-
ger, as part of his qualification task, is presented in Chapter 3. The work done in the study of the
performance of the ID trigger has been summarised in a paper currently undergoing the last
steps of the ATLAS review process before being submitted for publication. Chapter 4 presents
the analysis carried out by the author as part of the direct-stau analysis team within the ATLAS
SUSY working group. The author had major contributions in the optimisation of the signal re-
gion definitions with the performance study done on combined τ-lepton triggers, and in the
estimation of theory uncertainties for the main SM background processes. The author has also
had significant contribution in the development of a novel technique used for the estimation
of mis-identified jets faking tau-leptons (fake-τ) in the ATLAS detector, called Universal Fake
Factor method. Once fully developed this method will be available to any analysis involving
τ-leptons, alongside with a tool that will use this method as basis to estimate the contribu-
tion of fake-τ’s in any given region. A full description of the method, tool development, and
most recent results is given in Chapter 5. The work carried out by the author in several studies
centred around future searches of the τ̃ for Run-3 of the LHC are described in Chapter 6. A
strong emphasis is given towards the study of stau-producing SUSY signals in association with
jets originating from Vector Boson Fusion topologies for the exploration of the compressed
stau mass region. Studies on ongoing work towards the developments of trigger, to target these
SUSY scenarios for Run-3 and the High-Luminosity LHC are also presented.
3
1THE STANDARD MODEL ANDBEYOND
Many times I’ve lied, many times
I’ve listened, many times I’ve
wondered how much there is to
know.
Led Zeppelin
The Standard Model (SM) is the theoretical framework used to describe the physics of ele-
mentary particles and their interaction. Although it has had significant success in describing
and predicting particle and their properties, it also possesses several limitations such as the
non-natural radiative corrections to the Higgs boson mass at Plank mass scale energies, and
does not predict the existence of dark matter. Beyond Standard Model (BSM) hypotheses aim
to address these limitations by providing valid extensions to the SM at high energies. One of
such extensions is Supersymmetry (SUSY), which postulates the existence of a new symmetry
that links fermions to bosons and introduces additional particles called sparticles. The produc-
tion and detection of these sparticles would allow for a new range of phenomena to be tested
experimentally.
In Section 1.1 an overview of the SM of particle physics is presented, together with its limit-
ations. Section 1.2 provides a discussion of the proposed SUSY extension to the SM to address
some of these limitations. Finally, Section 1.3 presents an overview of current experimental res-
ults on the search of Electroweak SUSY at the Large Hadron Collider (LHC), which are relevant
for the studies shown in this thesis.
1.1 The Standard Model
All the phenomena of particle physics, in terms of the properties and interaction of the known
fundamental particles, is attempted to be explained by the SM [1]. The SM describes all matter
as composed by 4 distinct types of particles. The first two are leptons and quarks and are spin- 12
fermion, the third are a set of gauge bosons that act as "force carriers", and the last is the Higgs
boson. There is good experimental evidence that supports the SM of particle physics as it was
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able to be used to successfully predict the existence of many particles including the W and Z
bosons, and Higgs boson, all of which have been observed first at European Organization for
Nuclear Research (CERN) [3–7].
Figure 1.1: Elementary particles of the SM. Fermions
are separated into quarks (purple) and leptons (green)
and arranged into columns according to generation. The
fourth and fifth columns show the Gauge (red) and Higgs
(yellow) bosons, respectively. Approximate values of the
masses are given.
The SM is a Quantum Field Theory
(QFT) [8] that describes particles as excita-
tions of their corresponding quantum field,
which give rise to the particle’s intrinsic phys-
ical properties (mass, charge, spin, colour
etc...) and is able to describe the weak, elec-
tromagnetic and strong forces.
The elementary particles described by
the SM can be generally classified by their
spin properties. Fermions, which corres-
pond to leptons and quarks and are gener-
ally referred to as "matter" particles, pos-
sess half-integer spin in units of ~, while
bosons, known as the "information" carrier,
have integer-spin values. The spin-1 bosons
are known as the gauge bosons and are gen-
erally considered as the "force" mediators.
Figure 1.1 shows the elementary particles of
the SM known today, separated into the dif-
ferent groups described above.
Symmetries and Gauge Groups
As mentioned in the previous section, the SM uses QFT to describe particle dynamics by Lag-
rangian field densities:
L=L(ϕ,∂µϕ), (1.1)
where ϕ is a fermion field and ∂µϕ is the partial derivative four-vector of all generalised spatial
coordinates. The equations of motion of a system, as described using Lagrangian formalism,
are derived by minimising the action S , where:
S =
∫
Ld t . (1.2)
Noether’s theorem states that every differentiable symmetry of the action of a physical system,
S , has a corresponding conservation law [9]. Here, a symmetry is a property of a physical sys-
tem that under certain transformations remains preserved.
The SM is described as a QFT gauge theory, meaning that its Lagrangian is invariant under
a set of gauge transformations [10]. A gauge transformation is a continuous set of local trans-
formations between all possible gauges, forming a Lie group, which can be represented through
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a basis of linear transformations. For each group generator associated to any Lie group, a cor-
responding gauge field emerges. These fields relate to the symmetry transformations at differ-
ent points in space-time, and their corresponding quanta are called gauge bosons.
The full SM gauge symmetry group can be described as:
U (1)Y ⊗SU (2)L ⊗SU (3)C , (1.3)
where each term represents a symmetry group to which the strong, electromagnetic (EM) and
weak interactions can be associated. In equation 1.3, Y represents the hypercharge which
relates the electric charge (Q) to the third component of the weak isospin (I3) via the Gell-
Mann-Nishijima formula Q = I3 + 12 Y [11, 12]. The "handedness" is represented by L, while the
colour charge by C . Handedness refers to the relative direction of helicity with respect to the
direction of momentum, so that a system whose spin direction is the same as the momentum
is called "right-handed", and one with opposite directions is called "left-handed". I3 can either
be +12 or 0 for right-handed or for left-handed particles, respectively.
Fermions
The SM attempts to describe all physical matter1 using twelve particles, called fermions, sep-
arated into two groups, quarks and leptons. Within each group the particles can be further
separated into three sets of SU (2)L weak isospin doubles, called generations, that change with













where each flavour pair consists of an "up" (up, charm, top) and "down" (down, strange, bot-
tom) type, with a charge of +23 and −13 in units of electron charge (e), respectively. The cor-
responding anti-quark particles have opposite charges of −23 for the anti-up (ū), anti-charm
(c̄) and anti-top (t̄ ), and +13 for anti-down (d̄), anti-strange (s̄), and anti-bottom (b̄), in units
of e. Analogously to electric charge, quarks also have colour charge, which exists in three dif-
ferent states: red, green, and blue. Quarks cannot propagate as free particles but must instead
be grouped into colourless hadronic matter, known as hadrons. Hadrons composed of quark-
antiquark pairs (e. g. the pions π0, π±) are know as mesons while three-quark hadrons (e. g.
protons and neutrons) are known as baryons. In addition to the electric charge, Q, quarks have
another characteristic quantum number called Baryon number, (B), with a value of 13 (−13 ) for
each quark (anti-quark) that must be conserved in all known interactions.













1 with some note-worthy exceptions such as dark matter which will be discussed later in the chapter
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where a chargeless neutrino (ν) is assigned for each charged lepton: electron (e), muon (µ), and
tau (τ). Each lepton has a characteristic quantum number, similar to the Baryon number, that
must be conserved in all interactions, called Lepton number. There are three types of lepton
numbers, according to each lepton type (Le , Lµ, Lτ) with values of 1 or -1 for leptons or anti-
leptons, respectively.
For the quarks and leptons shown in 1.4 and 1.5, L denotes the "left-handedness" of the
fermions, for which there are also corresponding "right-handed" singlets, with the exception of
neutrinos (anti-neutrinos) which are uniquely left-handed (right-handed).
A summary of the quarks and leptons described above along with their relative character-
istic quantum numbers is given in table 1.1.
Table 1.1: Summary of quarks and leptons described in the SM with corresponding symbols, charge, and Ba-









(Le , Lµ, Lτ)
up u +23 13 0 0 0
charm c +23 13 0 0 0
top t +23 13 0 0 0
down d −13 13 0 0 0
strange s −13 13 0 0 0









(Le , Lµ, Lτ)
electron e -1 0 1 0 0
muon µ -1 0 0 1 0
tau τ -1 0 0 0 1
electron neutrino νe 0 0 1 0 0
muon neutrino νµ 0 0 0 1 0
tau neutrino ντ 0 0 0 0 1
Electromagnetic Interactions
The electromagnetic interactions are described in the SM by Quantum Electrodynamics (QED),
and are mediated by the photon (γ). QED is an abelian gauge theory described by the symmetry
group U (1), meaning that the 1×1 generator is able to only self-commute, resulting in the fact
that the electrically neutral photon is unable to self-interact [13]. The electromagnetic force
affects fermions (with the exception of neutrinos, which are only affected by the weak force)
via the exchange of photons, with a coupling constant value of






where e is the electric elementary charge.
Weak Interactions
The weak force interactions, denoted by Equation 1.3 by the SU (2)L term, are associated to the
"handedness" of the particles and behave in a non-abelian nature. This means that the three 2×
2 generators of which the SU (2)L group is comprised, do not commute. The weak interaction,
thus, only couples with left-handed chiral fields via the W boson, which correspond to the
charged current, while both left- and right-handed chiral fields can couple to the Z boson, that
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corresponds to the neutral current. Even though both leptons and quarks have both left- and
right-hand components, neutrinos (anti-neutrinos) only have the left-handed (right-handed)
component observable in nature. The consequence of this is that the W boson coupling is the
only interaction that can change quark flavour, and can also violate both parity and charge-
parity symmetry [14].
The weak force mediators have also significant masses, as show in table 1.2, which results
in short life-spans of O(10−25s). Consequently, the weak force acts on relatively short distances






The theory that describes the strong interactions in the SM, i. e. the SU (3)C symmetry group in
Equation 1.3, is Quantum Chromodynamics (QCD). In QCD, the strong force is mediated by
the massless and electrically neutral gluon (g ), which couples to the quark’s quantum property
known as colour charge. Colour charge allows quarks to be described as color triplets (red,
green, blue), each with identical strong interactions that allow colours of the same quark flavour
to exist in the same bound state without violating the Pauli exclusion principle. This leads to
three important features of QCD:
Confinement: all quarks are bound to colourless hadrons and cannot be observed as free
particles. This can be achieved with the combination of three quarks (anti-quarks) with
all three colours (anti-colours) in baryons, or as mesons where the colour and baryon
number cancel.
Hadronisation: gluons are non-abelian, meaning that they can self-interact and gener-
ate virtual gluons in quantities proportional to the distance between the two interacting
quarks. This gives the strong force a range of O(10−15m), but with an increasing force
strength as the distance also increases. As the energy required to separate the two quarks
increases, there comes a point at which it is energetically preferable to produce a pair of
hadrons from the vacuum, than to increases the distance any further. The continuous
production of hadrons, which form a "jet" cone, proceeds until the energy is low enough
to form bound hadron states.
Asymptotic freedom: the strong force coupling constant (αS) is the strongest of all the
forces described, where αS = 1 at zero momentum transfer. αS is also correlated to the
four-momentum squared (Q2), where the four-momentum vector (~Q) describes the en-
ergy and momentum of a particle in 3-dimensional space, and the length of the four-
momentum vector is associated to the rest energy of the particle. The correlation between
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where n f is the number of quarks with mass below Q
2 and ΛQC D is the QCD character-
istic scale, for Q2 >>Λ2QC D . As Q2 approachesΛQC D , the value of αS will quickly diverge.
As such, QCD cannot be described at low energies using perturbation theory. On the
other hand, at high energy scales αS becomes sufficiently small, such that perturbation
theory can be applied and the interactions between quarks and gluons becomes weaker,
enabling quarks to behave as free particles.
The properties and mediators described in the above sections are summarised in Table 1.2.







Electromagnetic Photon γ 0 0
Weak
W W ± 80.379 ±1
Z Z 0 91.1876 0
Strong Gluon g 0 0
Electroweak Unification
Below the electroweak scale (O(246) GeV) the EM and weak interactions behave as described
above. However, in the early universe the two interactions were merged together as described
by the electroweak unification mechanism as proposed by Sheldon Glashow, Abdus Salam, and
Steven Weinberg [15–17], with the electroweak symmetry group SU (2)L ⊗U (1)Y . For the Lag-
rangian to remain invariant, the unified electroweak force introduces four massless un-physical
bosons W α=1,2,3µ and Bµ, associated to the four physical bosons described by the SM, W ±, Z and





W 1µ ∓ iW 2µ
)
(1.9)
Aµ =W 3µ sinθW +BµcosθW (1.10)
Zµ =W 3µ sinθW −BµcosθW (1.11)
where θW is the experimentally determined Weinberg angle, or weak mixing angle. The W ±
vector field, W ±µ , are formed by the linear combination of the W 1µ and W 2µ bosons, whereas
the Z and photon vector fields (Zµ and Aµ) are formed by the mixing of the Bµ and W 3µ . The
mass terms for both bosons and fermionic fields are forbidden by the electroweak gauge as
they are not invariant under gauge transformations. The W and Z bosons have, nonetheless,
been experimentally proven to have mass [13], meaning that the electroweak symmetry must
be broken. This introduces an additional complex scalar field, the Higgs field, which couples
to bosons and fermions giving them mass.
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1.1.1 The Higgs Mechanism
The SM Lagrangian can be described as the sum of the Lagrangians of the electroweak (LEW K )
and strong (LQC D ) interactions, and the masses of the elementary particles (LM ass):
LSM =LEW K +LQC D +LM ass (1.12)
The spontaneous symmetry breaking of SU (2)L ⊗U (1)Y is described by the Higgs mechan-
ism [18, 19], which preserves the gauge symmetry in the SM, without requiring the insertion
of the mass term, LM ass , by hand, thus maintaining the SM Lagrangian as a re-normalisable
theory. The Higgs mechanism introduces the most general scalar potential permitted under
the restrictions of SU (2)L invariance and advisability, in the form of:
V (ϕ) =µ2ϕ†ϕ+λ(ϕ†ϕ)2, (1.13)
whereµ andλ> 0 are additional parameters to the complex scalar doublet under SU (2)L , iden-









and depicted in Figure 1.2. For the case where µ2 < 0, V (ϕ) describes the potential with local
Figure 1.2: Visualisation of the "Mexican hat" Higgs potential in the complex imaginary plane. The movement from
the centre of the potential to the trough corresponds to the massive Higgs boson [20].
maximum at ϕ= 0, surrounded by minima in the region defined by ϕ=
√
−µ2
λ ≡ ν, also known
as the Vacuum Expectation Value (VEV). The resulting shape that the Higgs potential forms in
the three dimensions of complex plane of ϕ and V (ϕ) is commonly referred to as the "Mexican
hat." The underlying SU (2) symmetry of the Lagrangian is therefore preserved, but the field
picks up the non-zero ground state VEV, spontaneously breaking the symmetry.
The interaction of the VEV of the Higgs field and the SU (2)⊗U (1) gauge fields, W α=1,2,3µ , al-
lows for massive W ± and Z bosons, while the photon remains massless. Fermions are expected
to gain mass from the Higgs field VEV interacting with the Yukawa couplings of the particles.
The Higgs mechanisms is verifiable as it predicts the existence of a new scalar, the Higgs
boson, with mass:
Mh = 2λν2. (1.15)
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The Higgs boson mass must to be determined experimentally due to the free parameter of the
theory, λ, which cannot be known a priori. In 2012, the A Toroidal LHC ApparatuS (ATLAS) and
Compact Muon Solenoid (CMS) experiments at CERN observed a Higgs-like particle with mass
of 125 GeV [6, 7]. The couplings of the Higgs boson as predicted by the SM have, since then,
been observed by many different analyses and channels, as shown by Figure 1.3.
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Figure 1.3: (a) Summary of Higgs boson measurements from individual and combined analyses from ATLAS and
CMS using Run 1 and Run 2 data. Statistical-only and total uncertainties are shown by horizontal yellow band and
black error bars, respectively. Central value with corresponding total uncertainty for combined ATLAS Run 1 +2
measurements are shown by the red vertical line and gray shaded column, respectively. Taken from Ref. [21]. (b)
Summary of Higgs boson cross-sections, normalised to their SM predictions and with SM branching fractions as-
sumed. Total, systematic, and statistical uncertainties in measurements are shown by black error bars, blue boxes,
and yellow boxes, respectively. The gray band indicate the theory uncertainty in the cross-section predictions.
Taken from Ref. [22].
1.1.2 Weaknesses of the Standard Model
The SM is an extremely powerful tool able to explain and predict many of the phenomena ob-
served in particle physics. It has also been extensively validated at several experiments at varius
colliders, e. g.: the Large Electron-Positron Collider (LEP) at CERN, Tevatron at Fermilab, and
SPEAR/PEP at SLAC. The agreement between the measured and expected cross-sections for
several SM processes have been determined and found to be in extremely good agreement.
Nonetheless, the SM has some fundamental limitations and deficiencies that cannot be ex-
plained using the current model, suggesting that it is still incomplete. This section will describe
some of the limitations of the SM that could be solved with theoretical extensions such as SUSY.
Hierarchy Problem: The coupling of the Higgs field to the fermions causes the Higgs’ mass
to receive several contributions from one-loop corrections, as shown by Figure 1.4. The
expression of the quantum loop contributions from the fermionic fields in the difference







Λ2UV +·· · , (1.16)
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where λ f is the coupling constant to the fermion field (Yukawa coupling), andΛ
2
UV is the
ultraviolet momentum cut-off, which is the highest mass scale at which the theory is still
valid [23]. If theΛ2UV is of the order of the Plank scale (O(1019) GeV), the quadratic nature
would cause the measured Higgs mass, m2H , to quickly diverge from the bare Higgs mass,
m20 becoming approximately 30 orders of magnitude larger. This large difference violates
naturalness, a property that states that ratios between free parameters must not be lar-
ger than one or two orders of magnitude, and that the fine-tuning cancellation between
the quadratic radiative corrections and the bare mass would indicate an incomplete the-
ory [24, 25].
Figure 1.4: One-loop fermionic quantum correction
with coupling λ f to the Higgs mass.
Gauge Coupling Unification: The running of gauge coupling is predicted by the SM. Although
the electroweak unification occurs at O(102) GeV, it does not occur for the strong force.
Figure 1.5 shows a representation of the electromagnetic (blue), weak (red), and strong
(green) interactions as a function of energy. The three lines are shown to not meet at any
point, indicating that they fail the Grand Unification Theory (GUT) [26] criteria, which
requires all the interactions to converge at one point. A possible solution to this problem
could be the introduction of new physics that would allow for all interactions to converge
at one singular point. This will be discussed in more detail in Section 1.2.
Figure 1.5: Running coupling constants
of the electromagnetic (blue), weak
(red) and strong(green) interactions
in the SM. The three lines do not con-
verge, which goes against the idea of a
GUT. [26]
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Electroweak Baryogenesis: The overwhelming excess of matter compared to anti-matter in
the universe (i. e. baryonic asymmetry) is of great concern when discussing the SM. For
the level of excess observed in our universe there must be:
1. At least one baryon number violating process
2. CP violation
3. Interactions outside of equilibrium
This set of requirements are called the Sakharov conditions [27], and are required for




= 6×10−10 excess baryons
photons
, (1.17)
where nB , n̄B , and nγ are the number of baryon, anti-baryons, and photons in the uni-
verse. The above conditions can, in theory, be fulfilled within the SM since the first con-
dition is satisfied by quantum effects associated to the weak interaction. The Cabibbo-
-Kobayashi-Maskawa (CKM) mixing, which describes the mixing of quark generations,
fulfils the second condition, while the third is met via electroweak phase transitions.
However, experimental values of CKM mixing and the measured Higgs mass seem to sug-
gest that the latter two conditions are not satisfied to a sufficient degree to account for
the observed disparity. This in turn suggests the existence of physics beyond the SM that
can provide new sources of CP violation, and additional Higgs fields to modify the elec-
troweak phase transitions [30].
Dark Matter: Observations of the rotation of galaxies was one of the first pieces of experi-
mental evidence to suggest the existence of Dark Matter (DM) [31]. The rotational ve-
locity of matter in galaxies as a function of their radial distance from the centre, shown
in Figure 1.6, is found to be considerably higher than expected in the outer arms of the
galaxy, if only visible matter (disk) is taken into account. Only by the addition of invisible
(dark) matter found in halos around galaxies does the rotational velocity fit the predic-
tions. Gravitational lensing and measurements of the Cosmic Microwave Background
Radiation (CMBR) have been used to validate the existence of dark matter, and have
been found to be consistent with this hypothesis2. DM, which has been calculated to
account for ∼ 27% of the universe (∼ 85% of all matter), seem to only interact via grav-
ity and the weak force, and is therefore hypothesised to be a Weakly Interacting Massive
Particle (WIMP) [29, 32–34]. Although SM neutrinos can fulfil some of the WIMP criteria,
they are not massive enough to account for the galaxy rotational curve observation, leav-
ing no SM particle as a suitable dark matter candidate.
2 An alternative hypothesis is a modified theory of general relativity on galactic scales, the details of which are
beyond the scope of this thesis.
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NFW











Figure 1.6: Navarro, Frenken and White
(NFW) DM mass modelling for galaxy NGC
3198. Circular velocity data (black points
with error bars) are shown with models
for the stellar disk (magenta line), the DM
halo profile (green line), and the neutral
Hydrogen contribution (azure line). The
combination of contritions from all mod-
els is depicted by the thick red line, which
shows that contribution from DM is re-
quired to account for the velocities observed
at large radial distances. [35]
1.2 Supersymmetry
A proposed extension that could account for many of the issues not explained in the SM is
SUSY, which introduces new particles, called SUSY particles or sparticles (where "s" stands
for "superpartner"), by adding a new space-time symmetry that transforms a particle’s spin by
∆s =±12 via a quantum operator, Q. This results in all SM fermions having a bosonic superpart-
ner and vice versa:
Q |Boson〉 = ∣∣Fer mi on〉
Q
∣∣Fer mi on〉= |Boson〉 , (1.18)
thus creating a supermultiplet between the SM and SUSY particles, where the two components
have the same masses and quantum numbers, but different spins. SUSY particles are denoted
by a "∼" placed atop of the symbol corresponding to their SM counterpart. The convention
used to name superpartners is to use the SM particle name with the "ino" suffix, when describ-
ing the superpartner of a boson (e. g. Higgsino is the superpartner of the Higgs boson), while for
fermions an "s" prefix is used instead (e. g. stau is the superpartner of the tau lepton). Therefore,
Squarks and sleptons are the superpartners of the SM quarks and leptons, respectively, differing
only by ∆s = 12 . The left- and right-handed fermions ( fL , fR ) and their equivalent SUSY super-
partners ( f̃L , f̃R ) are known as supermultiplets. SM vector bosons also have a corresponding
spin- 12 fermion superpartner, grouped into gauge multiplets. In order for this model to satisfy
Noether’s theorem and be renormalisable, the SUSY particles are expected to have identical
masses and quantum numbers, besides spin, to their SM partner. The superpartners of the SM
gauge bosons, generally called gauginos, can be further identified by the names gluino, Wino,
and Bino for the gluon, Wµ, and Bµ boson fields, respectively. The SM Higgs boson and its SUSY
partner, the higgsino, have on the other hand two supermultiplets, each coupling to either the
up- (Hu ,H̃u) or down-type (Hd ,H̃d ) fermions, giving them mass.
The introduction of new particles by SUSY can provide a solution to the hierarchy problem,
described in Section 1.1.2, as the Higgs mass square potential would receive corrections from a
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where λS is the coupling of SUSY particles to the Higgs field [36, 37]. Since the couplings are
the same but with opposite sign to their fermionic counterparts, the quadratic divergence is
cancelled, thus resolving the hierarchy problem. The experimental mass of the Higgs boson
can be obtained without performing any unnatural tuning of the parameters, making SUSY a
natural theory.
Figure 1.7: Running coupling constants of the electro-
magnetic (blue), weak (red) and strong(green) interac-
tions in the MSSM. The three lines converge in this model,
this supporting a GUT.
The scale dependence of the running
coupling constants will also be affected by
the addition of new particles, as they will
contribute with a new set of coefficients de-
rived from additional gauge interactions. The
three lines in Figure 1.7 show the electromag-
netic (blue), weak (red) and strong (green)
interactions in the Minimal Supersymmetric
Standard Model (MSSM) [38, 39]. The MSSM
is a supersymmetric extension to the SM that
requires a minimal amount of supersymmet-
ric partners in order to solve the hierarchy
problem. In this SUSY model, which will be
described in more detail below, the thee lines
converge, indicating that it can provide the
basis for a GUT.
Searches for SUSY have resulted with no superpartners being observed at the same masses
of their SM counterparts. This indicates that SUSY must be a broken symmetry, which would
allow superpartner particles to have masses higher than their SM counterparts. The only re-
striction is that if the masses of the SUSY particles are too high (close to the Planck scale), the
hierarchy problem would not be solved. The mechanism of soft SUSY breaking overcomes this
problem by imposing constraints on the masses of the sparticles.
1.2.1 Soft SUSY breaking
SUSY predicts the masses of the superpartners to have the same mass as their SM counterparts.
Experimental evidence shows that this isn’t the case, as no SUSY particles have yet been dis-
covered, suggesting that SUSY cannot be an exact symmetry. As discussed in Section 1.1.1, the
mass of SM particles is given via the electroweak symmetry breaking. To maintain a spontan-
eous mechanism that breaks the symmetry, in the MSSM, sparticles are allowed to have mass
before the electroweak symmetry breaking occurs. The total MSSM Lagrangian can therefore
be defined as:
LMSSM =LSUSY +Lsoft, (1.20)
where LSUSY contains the original SUSY interaction terms and Lsoft contains the new mass
terms that are present due to the symmetry breaking. The soft breaking refers to SUSY being
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maintained as a natural theory, where the sparticles masses are required to be not much greater
than ∼ 1 TeV, in order to preserve it as a solution to the hierarchy problem. The introduction
of the new mass terms with opposite sign to their fermionic SM counterparts gives additional
quantum loop corrections to the Higgs mass shown by equation 1.19 that cancel out the quad-
ratic divergence, thus solving the hierarchy problem. A new set of parameters that determine
the mixing between the flavour of eigenstate and the SUSY phenomenology are introduced by
this extension to the SM. The full extent of the parameters and phenomenology introduced by
SUSY will be discussed in more detail in the following sections.
Mass spectrum
In the MSSM the electroweak symmetry breaking is applied to all sparticles, taking into account
the enhanced Higgs sector, which mixes the masses of the particles to form mass eigenstates.
Higgs Boson The two Higgs supermultiplets (H̃u , H̃d ) mix together to form five mass eigen-
states of the Higgs boson. These include two charged Higgs states H± and three neutral
Higgs bosons, A0, H 0, and h. By convention, h is the lightest Higgs boson corresponding
to the 125 GeV boson first observed by CMS and ATLAS in 2012.
Charginos and Neutralinos The neutral Winos (W̃ 0), Binos (B̃ 0), and Higgsinos (H̃ 0) mix to
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0 M2 cβmZ cW −sβmZ cW
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where cβ, sβ, cW , and sW are shorthands for cos(β), sin(β), cos(θW ), and sin(θW ), respect-
ively. mW and mZ are the W and Z boson masses, while θW and tan(β) are the ratios of
the: electroweak coupling constant, and VEVs of the two Higgs doublet fields, respect-
ively. Similarly, the charged Winos (W̃ ±) and Higgsinos (H̃±) mix to form the charginos
(χ±i=1,2) via the matrix: χ̃±1
χ̃±2
=





By convention, the indices used for the charginos and neutralinos are used in increasing




1 the lightest neutralino and charginos, respectively.
Squarks and Sleptons Similarly to charginos and neutralinos, slepton’s and squark’s mass-mixing
are also regulated by mass matrices whose terms provide corrections to the nominal mass
of the sparticles. For sleptons and squarks, these corrections depend on the squared
value of the mass of their SM partners and specific mixing angles. This becomes par-
ticularly important for the more massive third generation quarks (bottom and top) and
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leptons (tau), but is otherwise negligible. The mass matrix for the sfermions ( f̃ ) for the




 m2f̃L a f m f














2 − 23 sin2θW
)





−12 − 13 sin2θW
)
















M 2ũ +m2u +m2Z cos2β23 sin2θW , f̃ = ũ
M 2
d̃
+m2d −m2Z cos2β13 sin2θW , f̃ = d̃
M 2˜̀ +m2`−m2Z cos2βsin2θW , f̃ = ˜̀
,
a f m f =

mu(Au −µcotβ), f̃ = ũ
md (Ad −µtanβ), f̃ = d̃
m`(A`−µtanβ), f̃ = ˜̀
.
(1.24)
The mass parameters with a tilde, shown in the above set of equations, refer to the soft
SUSY breaking squark and slepton mass parameters, while the mass parameters without
a tilde are the usual quark and lepton masses. The parameters µ and tanβ are the pre-
viously mentioned higgsino mass parameters and ratio of Higgs field VEVs, respectively.
The mixing effect of the off-diagonal elements of the matrix, shown in Equation 1.23,
make it so that the stop (t̃1) is the lightest squark and τ̃ is the lightest slepton in the MSSM.
The full list of gauge and mass eigenstates of sparticles predicted by the MSSM are listed in
Table 1.3 for reference.
1.2.2 R-Parity
Several interactions not found in the SM are introduced by the MSSM, some of which directly
violate total baryon and lepton number. A discrete symmetry, R-parity, is introduced to re-
move these violations. With it, a conserved quantum number is given for each particle, defined
as [36]:
PR = (−1)3(B−L)+2s , (1.25)
where B , L and s are the baryon, lepton and spin quantum numbers, respectively. SM particles
have PR = +1, while SUSY particles have PR = −1. If R-parity is exactly conserved then there
can’t be any particle-sparticles interaction mixing, and every interaction vertex must contain an
even number of PR =−1 sparticles. Consequently, this results in some important phenomeno-
logical consequences:
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Table 1.3: Gauge and mass eigenstate of SUSY particles introduced in the MSSM. First and second generation
sparticles have very small Yukawa and soft couplings, which result in degenerate mass and gauge eigenstates. For
third generation sparticles the Yukawa coupling is non negligible resulting in divergent gauge and mass eigenstates.
Name Spin Gauge Eigenstates Mass Eigenstates
squarks (q̃) 0
ũL , ũR , d̃L , d̃R (same)
c̃L , c̃R , s̃L , s̃R (same)
t̃L , t̃R , b̃L , b̃R t̃1, t̃2, b̃1, b̃2
Sleptons ( ˜̀) 0
ẽL , ẽR , ν̃e (same)
µ̃L , µ̃R , ν̃µ (same)
τ̃L , τ̃R , ν̃τ τ̃1, τ̃2, ν̃τ







0, H 0, A0, H±
















Gluinos 1/2 g̃ (same)
Gravitino 3/2 G̃ (same)
• In a collider experiment, sparticles can only be produced in even numbers (usually two
at a time)
• The Lightest Supersymmetric Particle (LSP) must be absolutely stable and thus a good
candidate for dark matter [40].
• Each sparticle (other than the LSP) must eventually decay into an odd number of LSPs.
In this work only R-parity conserving scenarios are considered3, with the electrically neutral
and weakly interacting χ̃
0
1 assumed to be the LSP.
1.2.3 Phenomenology of MSSM
The unconstrained MSSM has O(100) parameters, once soft SUSY breaking occurs, in addi-
tion to the SM ones. To reduce the number of free parameters, a set of phenomenologically
motivated assumptions are made to derive simpler models:
• There are no additional sources of CP-violation introduced.
• There are no Flavour Changing Neutral Currents (FCNC)
• The first and second-generations sfermions have identical (degenerate) masses [41]
3 R-Parity Violating (RPV) scenarios are also being investigated by the particle-physics community but are beyond
the scope of this thesis.
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The above constraints to the MSSM result in a smaller set of observable parameters, sum-
marised in Table 1.4. These parameters are used to define the so-called Phenomenological
MSSM (pMSSM).
Table 1.4: MSSM parameters introduced by soft SUSY breaking.
Description Parameters
Mass of Bino, Wino, and Gluino M1, M2, M3
Mass of speudo-scalar Higgs boson MA
Masses of first- and second- generation squarks mq̃ , mũR , md̃R
Masses of third-generation squarks mQ̃L , m t̃ , mb̃
Masses of first- and second- generation sleptons ml̃ , mẽR
Masses of third-generation sleptons mL̃ , mτ̃R
Mass parameter of Higgs and higgsino µ
Two-higgs doublet fields VEV ratio tanβ
To further reduce the parameter space, in order to make pMSSM searches easier to ex-
clude, simplified models are used. In simplified MSSM models, only particles that contribute
to the production of a certain signal process are considered, while the other SUSY masses are
ignored. Therefore, number of parameters are drastically reduced to only the masses of the
studied sparticles, allowing for much stronger constraints to be made.
The simplified model considered in this thesis is the production of τ̃ from proton-proton
(pp) interactions. Production of SUSY particles mediated by electroweak interactions are pos-
sible from hadronic final states, albeit at lower cross-section compared to squark and sgluino
production. Figure 1.8 shows some electroweak SUSY production modes, that allow for parton-
parton interaction to produce di-slepton events.
Figure 1.8: Production channels of gauginos and sleptons with hadronic final states via electroweak mediators. For
these diagrams C±i =χ±i=1,2 and N j =χ0j=1,2,3,4 [36].
SUSY cross-section production generally scales with increasing centre-of-mass energy, and
decreases with the masses of the sparticles. Figure 1.9 shows the production cross-section as
a function of particle masses for each initial sparticle pair, in pp collisions at centre-of-mass
energy of
p
s = 13 TeV. Recent experimental results show that masses of the squarks and gluinos
are excluded up to around 1 TeV for massless χ̃
0
1 [42,43]. At these mass regimes, the slepton pair
production becomes the dominant process, assuming a light slepton (O(100) GeV) compared
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to the channels for the squark and gluino production.
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Figure 1.9: Theoretical cross-section values computed at NLO and NNLOappr ox +NNLL for sparticle production, as
function of their mass, in pp collisions at
p
s= 13 TeV. All other SUSY sparticles not considered in the cross-section
calculation are assumed to be heavy and decoupled. [44]
1.3 Electroweak SUSY searches
Many different production modes of SUSY particles can be experimentally explored at the LHC.
Electroweak SUSY production refers to the direct production of sleptons, charginos and neut-
ralinos via the methods described above. This thesis will focus on the direct production of the
stau (τ̃) with τ-lepton and χ̃
0
1 final states. This process, along with its experimental challenges
and limitations, will be discussed in more detail in Chapter 4.
In this section, an overview of the decay patterns of the relevant SUSY particles for this
analysis will be given. This will be followed by the current status of electroweak SUSY searches
at the LHC, and will be concluded with the motivations for current and further searches.
Sparticles decays
The lighter masses of the sleptons, compared to the gauginos and higgsinos, makes them the




, where the possible two-body decays are:
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The final states shown in bracket are energetically less favourable. Gaugino decays will favour
the τ̃, as it is the lightest slepton.
Right-handed sleptons favour decays to the bino-like lightest neutralino compared to left-
handed sleptons, which decay more favourably to wino-like charginos and neutralinos. This is
due to the higher weak interaction coupling, mediated by the winos, compared to the smaller
electromagnetic coupling, which is mediated by the binos. Sleptons are able to decay via the
following modes:
˜̀→ `χ̃0j ,νχ̃±j , (1.28)
and
ν̃→ νχ̃0j ,`χ̃±j , (1.29)
as long as lepton flavour is conserved. Slepton decay modes containing χ̃
0
1 particles are fa-
voured over the other heavier gauginos, due its lighter mass.
Status and motivation
Up to now there has been no success in uncovering SUSY particles by any experiment. This al-
lows experiments to set limits on the masses and cross-sections of the expected SUSY particles.
Both ATLAS [45–47] and CMS [48,49] collaborations have performed experiments to search
for top-squarks (t̃ ). A summary of the results collected by the ATLAS experiment, as of May
2020, are shown in Figure 1.10, using pp collision data collected between 2009 and 2012 at
p
s = 8 TeV and between 2015 and 2018 at ps = 13 TeV at the LHC. The searches shown in this
figure consider the t̃1→ t χ̃01 decay process and are able to exclude top-squark masses of up to
1.2 TeV (for massless LSP) at 95% Confidence Level (CL).
Searches for gluino production in pp collisions have also been performed by the ATLAS
and CMS collaborations. A summary of the results achieved by the ATLAS collaboration, as of
May 2020, are shown in Figure 1.11. Data collected from pp collisions between 2009 and 2018
at
p
s = 8 TeV and ps = 13 TeV for the simplified model in which g̃→ t t̃ χ̃01 has been used to
produce these plots. Limits are obtained for the gluino mass up to 2.2 TeV for massless LSP.
The t̃ and g̃ production searches, thus far, have placed limits on their masses to at least 1
TeV or more. This provides strong motivation for the search for electroweak SUSY production
at the LHC, since it would become the dominant form of SUSY production, as discussed in
Section 1.2.3.
Direct τ̃-lepton SUSY production searches are very challenging due to the low cross-section
of the signal SUSY events compared to the SM background processes, and the difficulties of re-
constructing τ-lepton objects in the ATLAS detector. Nonetheless, direct τ̃ production analyses
are extremely important for probing the mass of the τ̃, which is expected to be the lightest
slepton. Searches at LEP [51] set a lower limit on the mass of the τ̃ of 86.6 GeV at 95% CL for
a massless χ̃
0
1. Similar searches performed by the ATLAS and CMS collaborations using data
collected at
p
s= 8 GeV set the lower limits at 109 GeV and 125 GeV, respectively [52–54].
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Figure 1.10: Observed and expected exclusion limits on the mass of the t̃ squark. Plots are produced using 20.3
fb−1 and 139 fb−1 of proton-proton collision data collected at ps= 8 TeV and ps= 13 TeV at the LHC, by the ATLAS
experiment. Limits are set at the 95% CL. [50]
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Figure 1.11: Observed and expected exclusion limits on the mass of the gluino (g̃ ). Plots are produced using 20.3
fb−1 and 139 fb−1 of proton-proton collision data collected at ps= 8 TeV and ps = 13 TeV at the LHC, by the ATLAS
experiment. Limits are set at the 95% CL. Black dashed line shows the limit for which the total mass of the final state
particles is equal to the gluino mass. Exclusion limits are allowed to be above this line as it does not violate the strict
m(g̃ < m(χ01)) limit. [50]
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2THE ATLAS EXPERIMENT
I am just a dreamer, but you are just
a dream.
Neil Young
The LHC is the largest collider in the world and has been providing proton-proton (pp) col-
lisions at a centre-of-mass energy of
p
s= 13 TeV between 2015 and 2018 to several experiments
situated around its ring. ATLAS is one of the four main experiments 1 that collects and analyses
the pp collision data provided by the LHC. The analyses presented in this thesis have been
performed using the data collected by the multi-purpose ATLAS detector during the so-called
Run-2 data taking period, that lasted between 2015 and 2018. In this chapter an overview of
the LHC and ATLAS will be presented, with a detailed focus on the most relevant components
that constitute the ATLAS detector. Section 2.1 will present a general overview of the LHC func-
tionality and performance. The overall ATLAS detector and its constituent sub-detectors will
be described in Section 2.2. In Section 2.3 the ATLAS trigger system and strategy for cleverly
selecting data is presented. A more in-depth description of the Trigger algorithms the author
has been involved in will be presented in Chapter 3.
2.1 The Large Hadron Collider
Currently, the LHC [55] is the largest and most powerful particle accelerator in the world, which
has delivered approximately 160 fb−1 of pp collision data with a centre-of-mass energy of
p
s= 13 TeV during the Run-2 data collection period which spanned between 2015 and 2018.
The LHC was designed to help provide answers to some of the fundamental open questions in
particle physics by accessing information from collisions happening at unprecedented ener-
gies and luminosities. It is located at the CERN in Geneva, at the border between Switzerland
and France, and consists of a 27-kilometre ring 50-175 meters below ground, made of super-
1 Where the other three are CMS (Compact Muon Solenoid), ALICE (A Large Ion Experiment), and LHCb (Large
Hadron Collider beauty).
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conducting magnets, with two separate beam pipes containing proton (or heavy-ion) beams
travelling in opposite directions.
Strong electromagnetic fields, generated by coils made of special electric cables operating
in a superconductive regime, are used to guide the particle beams around the LHC ring. A total
of 1,232 superconducting dipole magnets are used to bend the beams around the ring, while
392 quadrupole magnets are used to focus the beam as it is accelerated. These magnets are
kept at a temperature below 1.7 K, in order to maintain their superconductive properties and
create an average magnetic field of 8.3 T. Radiofrequency (RF) cavities, with an electromag-
netic field oscillating at 400 MHz, are used to accelerate the beam particles around the ring.
Charged particles that pass through the cavity are affected by the EM field, which transfers en-
ergy pushing them forward along the beam line. The particle beam is not continuous, but is
instead sorted into "bunches," where high (low) energy protons will arrive earlier (later) and be
decelerated (accelerated) so that they stay close in energy [56].
Runs and performance
So far there have been two data collection periods ("Runs") since the LHC first went live in 2008.
The first operational run, referred to as Run-1, occurred between 2009 and 2013, in which the
LHC provided 5 fb−1 and 20 fb−1 of integrated luminosity at
p
s= 7 TeV, and 8 TeV, respectively.
This was followed by a two-year upgrade program during which the LHC was not running (Long
Shut-down 1 (LS1)). During the LS1 many aspects of both the LHC and ATLAS detector where
changed or upgraded (for example the magnets for the LHC and the trigger system for ATLAS)
in order to handle the requirement to circulate 13 TeV beams and collect the resulting higher
energy collision data. On June 2015 the LHC restarted to deliver physics data, marking it the
beginning of Run-2, which lasted until 2018. In this period the LHC collided up to 1011 bunches
of protons every 25 ns, resulting in over forty million collisons per second at the design lumin-
osity2 of 2×1034 cm−2s−1. Luminosity is defined as [57]:
L = f nb N1N2
4πσxσy
, (2.1)
where nb is the number of bunches in an accelerator, N1 and N2 are the number of protons
per bunch (which in the case of the LHC is assumed to be equal) in each colliding beam, f
is the revolution frequency of the bunches, and 4πσxσy is the transverse area of the bunches
at the interaction point, described by the Gaussian widths in the horizontal (σx ) and vertical
dimensions (σy ) of the beam. The instantaneous luminosity (L ) relates to the event rate (
d N
d t )




The number of interaction per bunch crossing is generally referred to as pile-up (µ) [58], and




2 The highest luminosity the detector was design to cope with.
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where σinel. is the total inelastic cross-section, nbunch is the number of circulating bunches,
and fr is the bunch frequency. Figure 2.1 shows the mean number of interactions per bunch
crossings averaged over a specific luminosity block (〈µ〉) found to be ranging from 13.4 up to
37.8 during the Run-2 data taking period, which was a significant increase from the 9.7-20.1
reached in Run-1.
Mean Number of Interactions per Crossing

































> = 20.7µ, <-1Ldt = 21.7 fb∫ = 8 TeV, s
> =  9.1µ, <-1Ldt = 5.2 fb∫ = 7 TeV, s
(a) Run-1 (2011-2012) (b) Run-2 (2015-2018)
Figure 2.1: Luminosity-weighted mean number of interaction per crossing in the ATLAS detector during stable
beams for pp collisions at centre-of-mass energy of 13 TeVfor (a) Run-1 (2011-2012) and (b) Run-2 (2015-2018) data
collection periods.
Accelerator stages
To reach their maximum energy in the LHC, protons need to be accelerated in various stages by
different smaller accelerators. The first stage of proton acceleration is performed by the Linear
Accelerator 2 (LINAC2), which accelerates the protons in the beam to 50 MeV; the Proton Syn-
chrotron Booster (PSB) accelerates the protons to 1.4 GeV. The resulting beam is then injected
into the Parton Shower (PS), which brings the beams to 25 GeV, and then into the Super Pro-
ton Synchrotron (SPS), which allows the protons to reach 450 GeV. At this point the beams are
separated into bunches with a 25 ns spacing and introduced into the LHC where they travel
in opposite directions while accelerating to the required centre-of-mass energy of 13 TeV. A
sketch of the machinery used for the injection and acceleration of the proton beam can be
seen in Figure 2.2. The LHC also operates heavy ion runs, which begin the acceleration process
in the Linear Accelerator 3 (LINAC3) and the Low Energy Ion Ring (LEIR), before following the
same acceleration chain as the protons.
The yellow points visible along the gray oval used to represent the LHC in the schematics
shown in Figure 2.2 represent the four large detectors situated at the collision points: the Large
Hadron Collider beauty (LHCb) [60] that focuses on flavour physics; A Large Ion Collider Exper-
iment (ALICE) [61], which is specialised in heavy ion physics; and the multi-purpose CMS [62],
and ATLAS detectors. There are many other smaller experiments situated at CERN both in the
cavers about the collision points and around the site, but these are beyond the scope of the
thesis and will not be discussed further.
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Figure 2.2: Schematics of CERN accelerator complex. The LHC is represented by the larger gray oval line, with the
smaller machines used for early-stage accleration and to provide beams for other experiments shown in different
colors [59].
2.2 The ATLAS detector
The ATLAS detector was designed to be a multi-purpose detector able to collect the data with
the highest luminosity available by the LHC. The ATLAS detector has a forward-backward cyl-
indrical geometry with respect to the interaction point, totalling in about 45 m in length and 25
m in diameter. It was designed to reconstruct and measure physics objects, such as electrons,
muons, photons, and hadronic jets, that are essential for the core physics programmes at the
ATLAS experiment. Various sub-systems (sub-detectors) are used to observe all possible decay
products in a nearly 4π steradians of solid angle.
A schematic of the ATLAS detector and its components is shown in Figure 2.3. The sub-
detector system closest to the interaction point is the Inner Detector (ID), which is a core com-
ponent of the tracking system, and consists of the Silicon Pixel Tracker (Pixel), SemiConductor
Tracker (SCT), and Transition Radiation Tracker (TRT). A 2 T magnetic field, generated by a
thin superconducting solenoid which envelops the ID, bends the trajectories of the charged
particles originating from the interaction process, and allows for the measurement of their
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Figure 2.3: Schematics of cut-away ATLAS detector with labelled sub-systems. The dimensions of the detector are
25 m in height and 45 m with an overall weight of approximately 7000 tonnes [59].
transverse momentum. The next layers of the detector are composed of the Electromagnetic
and Hadronic Calorimeters, which are used to perform precise energy measurements of photons
and electrons in the former, and hadronic jets in the latter. The outermost layer of the detector
is composed by the Muon Spectrometer (MS), which is located in a 4 T magnetic field gener-
ated by the barrel and end-cap toroids, and is tasked with the detection of tracks originating
from penetrating muons. The magnets and sub-detectors that compose the ATLAS detectors
will be discussed in more detail in the following sections.
The ATLAS coordinate system
A coordinate system with its origin at the interaction point of the detector is used for the spatial
definition of the sub-detectors and kinematic measurements of physics processes. The z-axis
runs along the beam line, with the x − y plane perpendicular to the beam, and the x and y
axes pointing from the origin towards: the centre of the LHC ring, and the surface of the earth,
respectively.
Spherical coordinates are used, withφbeing the azimuthal angle around the beam axis, and
θ being the polar angle measured from the positive z-axis. Other coordinates known as rapidity
y and pseudorapidity η are used instead of θ, which is susceptible to a boost in the beam direc-
tion. The angle φ, on the other hand, is invariant under a boost in the beam direction. Rapidity
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where E is the energy of the particle and pz is the z-component of the momentum. For light











where ∆η and ∆φ are the difference in pseudorapidity and azimuthal angle between the ob-
jects. Other widely used kinematic variables include the transverse momentum (pT ) and trans-
verse missing energy E missT . The transverse momentum describes the momentum of a particle
in the transverse plane to beam line. It is thus measured in the x − y plane and is defined as:
pT =
√
p2x +p2y , (2.7)
where px and py are the x and y components of the momentum. The transverse missing en-
ergy is instead used to describe the transverse momentum of all the "invisible" particles (i. e.
particles not detected by the ATLAS detector), since we know that the initial transverse mo-
mentum of the system was 0 and due to conservation of momentum, the final transverse mo-
mentum must also be 0. Therefore, a measured non-zero total "visible" momentum ~pvisT in-
dicates that there must be an equivalent amount of missing transverse momenta ~pmissT with
magnitude E missT , defined as:





The ATLAS magnet system is composed of three separate sets of magnets, used to generate
the magnetic field needed to bend the trajectory of charged particles in order to measure their
momenta, the details of which will be described in more detail below. Figure 2.4 shows the
geometry of the system, which measures 26 m in length and 22 m in height, and is composed
by: the central solenoid located around the ID, the barrel toroid which spans the length of the
detector, and the end-cap toroids which are located at each end of the detector. More details
on each set of magnets is given below. The magnets are made of Niobium-Titanium (NbTi),
a material that allows the magnets to operate in the superconductive conditions required to
generate strong magnetic fields.
The Central Solenoid: it is located between the ID and the Electromagnetic Calorimeter (ECAL).
It has an inner and outer radius of 2.46 m and 2.56 m, with an axial length of 5.8 m. It is
designed to generate a 2 T axial magnetic field, used to bend charged particle trajectories
as they travel through the ID, providing the ATLAS experiment with accurate measure-
ments of the momentum up to 100 GeV [64].
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Figure 2.4: Schematics of the ATLAS magnet system used in the ATLAS detector (taken from [63])
Barrel and End-cap toroids: these are the other two sets of toroid magnets used in the ATLAS
detector for the measurement of muon particles. On the outer edge of the detector, meas-
uring 25.3 m in length and with an outer and inner diameter of 9.4 m and 20.1 m, respect-
ively, is the barrel toroid. It is comprised of eight coils that provide 0.5 T toroidal mag-
netic field each acting perpendicular to the beam pipe, for a total field of 4 T, to the muon
spectrometer. The end-cap toroid also provides a 4 T magnetic field, but are located at
the ends of the detector, as shown in Figure 2.4 in order to be able to measure the highly
energetic muons travelling close to the beam pipe. The end-cap toroids are 5 m long and
10.7 m in diameter [65].
2.2.2 Inner Detector
The ID is the sub-detector component of the ATLAS detector closest to the interaction region.
It is designed to accurately reconstruct charged particle tracks used in the selection of physics
objects. Different elements are used in the ID, as shown by Figure 2.5, to ensure that all particles
within a range of |η| < 2.5 and pT > 0.5 GeV can be measured. Primary and Secondary vertices
are accurately measured by the Pixel layer, composed of the Pixel and Insertable B-Layer (IBL),
whose outgoing tracks are then detected by the SCT and finally identified by the TRT. A more
detail description of each section of the ID is given below.
Pixel: The Pixel [67] detector is composed of three layers of silicon pixels formed into 1,456
and 288 identical sensorchip-hybrid modules for the barrel and end-caps, respectively.
Each module contains 46,080 readout channels, or pixels, each with a surface area of
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(a) Overview of the ATLAS ID with labels and dimen-
sions.
(b) Schematics of ATLAS ID and its sub-detectors
Figure 2.5: The ATLAS inner detector (taken from [66])
50× 400µm2, for a total of approximately 80 million pixels in the whole system (barrel
and end-cap) [68]. The whole of the silicon pixel detector measures 48.4 cm in diameter
and 6.2 m in length, covering |η| < 2.5 in pseudorapidity with three concentric layers
placed at 50.5 mm, 88.5 mm, and 122.5 mm along the barrel. Three additional layers are
located at the end-caps of both ends of the ID, for a total of 6 layers. This is done so that
when a charged particle traverses the layers, the three space-points can be determined
and consequently the track and vertices can be reconstructed.
IBL: The IBL [69] was added during the LS1 period to improve the vertex finding by a factor
of 1.4 and impact parameter reconstruction by a factor of 2 with respect to Run-1 (see
Chapter 3 for a more details description of the performance of vertex tracking in Run 2).
It is part of the Pixel section of the ID and is comprised of 6 million channels, with each
pixel measuring 50×250µm.
SCT: The SCT [70] consists of four concentric barrel layers of silicon micro-strip detectors with
2,112 modules, while the end-caps have nine layers with a total of 1,976 modules, each.
It was designed for precision measurements of positions using four points (correspond-
ing to eight silicon layers) obtained as track hits as a particle crosses the layers, and is
used for precise momentum reconstruction for pseudorapidities |η| < 2.5. The SCT lay-
ers are located at 299 mm, 371 mm, 443 mm, and 514 mm from the interaction point, as
shown by Figure 2.5(b), with each module having an intrinsic resolution of 17µm and 580
µm in the R −φ and z directions, respectively. A reduced granularity can be used whist
maintaining the same level of performance, compared to the pixel detector, because it
is located further away from the interaction region and thus has to cope with reduced
particle density.
TRT: The TRT [71] consists of three barrel rings, with 32 modules each, and 18 end-caps units
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with 224 layers. A total of 370,000 cylindrical drift tubes (straws) of 4 mm diameter and
1.44 m in length are filled with a mixture of 70%Xe + 27%CO2 + 3%O2. These are posi-
tioned parallel to the beam pipe in the barrel and radial in the end caps. The combina-
tion of gases have been chosen and tested to have good X-ray absorption, and increase
the electron drift velocity and photon quenching. An aluminium coat around the straws
is used as the cathode, with a 30 µm gold-plated tungsten wire through the centre of the
straw tube as the anode. As a charged particle travels trough the TRT, the gas in the straw
tubes is ionised causing the electrons to drift to the anode, which records this as a hit. The
TRT can also perform particle identification through the detection of transition radiation
photons, which are emitted when highly relativistic charged particles cross boundary
between mediums with different dielectric constants. In the TRT this is done by polypro-
pylene fibres (foils), which are interwoven between the barrel (end-cap) straws, that en-
able the production of transition radiation in the form of X-rays. The amount of radiation
produced can be used to distinguish between, e. g. electrons and charged pions, as the
amount of radiation would depend on how relativistic the charged particle is.
2.2.3 Calorimeters
Figure 2.6: Labelled schematics of the ATLAS ECAL and HCAL system. [65]
The ATLAS calorimeters are designed to measure the energy of electromagnetic (ECAL) and
hadronic (HCAL) interacting particles. The energy of electromagnetically interacting particles,
such as electrons, positrons, or photons, is measured in the ECAL [72], which is comprised
of one barrel and two end-cap sensors located around the central solenoid. The HCAL [73] is
also comprised of one barrel and two end-cap sectors and it is located around the ECAL, so
that particles travelling through the detector will have to first go through the ECAL. The HCAL
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is tasked with the detection and measurement of the energy deposited by hadronic showers.
This is done by using tile sensors in the barrel made of scintillating plastic, while Liquid Argon
(LAr) is used in the end-caps. Figure 2.6 shows a detailed schematics of the calorimeter system
used by the ATLAS detector. More detail of the ECAL and HCAL geometry, functionality, and
materials is given in the following paragraphs.
ECAL The ECAL utilises LAr to measure electromagnetic showers that occur when a high-
energy electron or photon travel through the fluid. Photons that are above a few MeV will
interact primarily via pair production, in which a highly energetic photon will interact
with a nucleus to create a electron-positron pair. High-energy electrons and positrons,
on the other hand, will produce photons via Bremsstrahlung. These two processes will
continue in the ECAL until the energy of the emitted photons falls below the pair produc-
tion threshold. At that point, the energy loss of the electron will start to dominate. The
ECAL uses an "accordion"-geometry, shown in Figure 2.7, comprised of multiple layers of
LAr sampler and lead (Pb) absorber, to achieve a full φ coverage with no non-interactive
regions (referred to as "cracks"), and fast extraction of signals from both front or read end
of the electrodes. The barrel and end-cap sectors provide a pseudorapidity coverage of
up to |η| < 1.475 and 1.375 < |η| < 3.20, with the junction between the barrel and end-cap
components being defined as a crack region from which any signal should be discarded.
An additional thin LAr layer with no absorber is placed in front of the calorimeter in the
|η| < 1.8 region. This layer is designed to correct for the energy lost, as particles enter
the calorimeter, by taking a measurement just before the majority of the electromagnetic
shower is developed.
Figure 2.7: Schematics of the ECAL accordion-geometry. [65]
HCAL: Steel and scintillating tiles, coupled with optical fibres, are read out by photo-multipliers
in the HCAL. A central barrel, 5.64 m long covering |η| < 1.0, and two extended barrels,
2.91 m long covering a region 0.8 < |η| < 1.7 make up the HCAL. Each cylinder is com-
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posed of 64 modules, each of which is made of three layers. The forward region, closest
to the beam, is covered by a LAr Forward Calorimeter (FCal). The smallest section of the
calorimeter module is a cell with a ∆φ×∆η= 0.1×0.1 granularity for the two innermost
layers and ∆φ×∆η= 0.2×0.1 for the outermost one.
2.2.4 Muon spectrometer
Muon particles are minimal interacting and are thus able to travel through the entire ATLAS
detector. Therefore, MS [74] is designed to accurately measure the momenta of these particles.
It is located within the 4 T magnetic filed generated by the long barrel toroid, described in
Section 2.2.1, and is comprised of three concentric chambers in the barrel region with an outer
radius of 10 m, and three layers of chamber planes perpendicular to the beam pipe in the end-
caps at a maximum distance of 21.5 m (as shown in Figure 2.8). High precision momentum
Figure 2.8: Computer generated schematics of the ATLAS MS system (taken from [65]) .
measurements are possible by performing high precision tracking on the deflected trajectories
of the charged muons as they travel through the different layers of the MS. The large barrel
toroid covers a region of |η| < 1.4, while two end-cap toroids deflect tracks between 1.6 < |η| <
2.7. A combination of both magnets is used for the "transition" region 1.4 < |η| < 1.6. Two
types of chambers are used in the barrel: the Monitored Drift Tubes (MDTs) and Resistive-
Plate Chambers (RPCs). The MDTs are also present in the end-cap layers, along with Cathode
Strip Chambers (CSCs) and Thin-Gap Chambers (TGCs). A more detailed description of each
of the chamber systems used in the MS is given in the following paragraphs.
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MDTs are 29.97 mm diameter drift tubes, filled with pressurised 93%Ar + 7%CO2 gas, em-
ployed in most of the pseudo-rapidity range to provide measurements of track coordin-
ates in the bending direction. Electrons resulting from the ionization of the gas from a
penetrating muon are collected by a tungsten-rhenium wire, measuring 50 µm in dia-
meter, located at the centre of the tube. Three to eight layers of drift tubes are used in
both barrel and end-caps to allow a total of twenty measurements for each track. MDTs
can achieve an average resolution of 80 µm per tube, or about 35 µm per chamber.
CSCs are used in the innermost tracking layer for the higher particle flux and muon-track
density forward direction (2 < |η| < 2.7), due to their higher rate capability and time res-
olution compared to MDTs. CSC consist of two disks with eight chambers each, where
each chamber contains four multi-wire proportional chambers with four cathode plates.
The chambers are filled with 80%Ar+20%CO2 gas, with the cathode strips aligned both
parallel and perpendicular to the anode wires, to provide precision and transverse co-
ordinates. The achieved resolutions of the CSC is 40 µm in the bending plane and 5 mm
in the transverse plane.
TGCs are very similar to CSC and compliment the precision tracking system provided by the
MDT and CSC by delivering track information within a few tens of nanoseconds after the
passage of the particle. Like CSC, they are multiwire proportional chambers filled with
55%CO2+45%n-pentane gas, with the cathode plates 2.8 mm and the anode wires 1.8
mm apart. This configuration, along with high electric field, results in very good time
resolutions. TGCs are essential for providing muon triggering and secondary comple-
mentary coordinates, orthogonal to the precision measurements, in the end-caps for the
1.05 < |η| < 2.7 region. Nine space-points are recorded for every track using a TGC.
RPCs are also used, like TGCs, to provide muon triggering and secondary coordinates in the
barrel for |η| < 1.05. They are parallel electrode-plate detectors, made of plastic laminate
2 mm distance apart, filled with 94.7%C2H2F4 +5%Iso−C4H10 +0.3%SF6 gas. A max-
imum of six space-points are recoded for every track.
2.3 The ATLAS Trigger and Data Acquisition
The LHC provides the ATLAS experiment with∼40 MHz of pp collisions. A sophisticated Trigger
and Data Acquisition (TDAQ) [75, 76] system is used to reduce this rate of data down to man-
ageable levels (∼1 kHz) by storing only events that contain potentially "interesting" physics. A
two level trigger system has been used during Run 2, consisting of a hardware-based trigger,
named Level-1 (L1), and a software-based trigger, called High Level Trigger (HLT). Low granu-
larity information from the calorimeter and muon spectrometer systems is processed by the L1
to identify so-called Region of Interests (RoIs) before making a decision. Event data from other
sub-detectors and systems is stored in memory until the L1 decision is taken. Upon passing
the rapid L1 selection, the event data is passed to the HLT system. The HLT is made of software
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running on computer cluster (HLT farm), which use information not available to the L1 such as
finer-granularity calorimeter inputs and precious measurements from the MS, to further ana-
lyse the event-data and decide whether to keep or discard the event. The flow of data through
the L1 and HLT system is managed by the data acquisition system, which eventually passes all
accepted events into data streams for offline physics, monitoring, and detector analyses. Ob-
jects that do not meet the L1 or HLT requirements are discarded. The ATLAS trigger system is
discussed in detail in Chapter 3.
2.4 The detection and measurement of τ-leptons
The τ-lepton has a mass of ∼1.777 GeV and a proper decay length of 87 µm [77], and can de-
cay either leptonically (τ→ `ν`ντ, ` = e,µ) or hadronically (τ→hadrons ντ,hadrons= π±,π0),
typically before reaching active regions of the ATLAS detector. The hadronic tau lepton decay
represents 65% of all possible decay modes, where the decay products can be with one or three
charged pions (generally referred to as 1- or 3-prong) in 72% and 22% of all cases, respectively.
Figures 2.9 shows a set of feynman diagrams describing the allowed first order decay processes
for the τ-lepton, separated between the leptonic, one charge pion (1-prong), and three charged
pions (3-prong) final states. The neutral and charged hadrons stemming from the τ-lepton de-
cay make up the visible part of the τhad lepton, and are, therefore, extremely important when
identifying and reconstructing this object.
In the ATLAS experiment only hadronically decaying τ-leptons (τhad ) are considered as τ-
objects. τ-leptons that decay to a lepton are considered as the final state lepton (i. e. τ-lepton
decaying to an electron is considered as an offline electron by the ATLAS algorithms). τ-leptons
can be identified within the ATLAS detector as they will have a displaced vertex, resulting from
the τ-lepton mean lifetime. They will then produce a distinct number of charged particles, that
can be measured and tracked by the ID, corresponding to the decay process of the τ-lepton (1-
prong or 3-prong). The hadronic jets originating from the τ-lepton generally will be collimated
and well isolated. This will result with the ECAL registering a clusters of energy deriving from
the charged and neutral hadrons produced by the τ-lepton, with the full energy deposit of the
hadrons collected by the HCAL.
Due to the complex nature of the τ-lepton and the quick decision time required by the
ATLAS trigger, the online and offline identification and reconstructions are performed differ-
ently. A summary of the different reconstruction, identification, and calibration procedures
performed online and offline is provided below.
2.4.1 Online hadronic τ-lepton Reconstruction and Identification
For the online τ-lepton identification required for the trigger decision, the Level-1 will con-
struct a trigger tower defined in the ECAL and HCAL with coarse granularity. A core region is
made up of a set of 2× 2 trigger towers and a requirement on the sum of the total transverse
























(c) τ− → ντπ−π−π+
Figure 2.9: Feynman diagrams illustrating the allowed first-order decay processes for the τ-lepton. The final state
particles can either be (a) a lepton and neutrinos, (b) one changed pion and a neutrino, or (c) three charged pions
and a neutrino. Additional neutral pions may also be produced in the hadronic τ-lepton decay. Only τ-leptons that
decay to hadrons are reconstructed as τhad objects by the ATLAS detector.
energy of the two highest adjacent trigger towers is placed. At HLT, the energy is re-calculated
using Local hadronic Calibration (LC)-calibrated TopoClusters of finer granularity calorimeter
cells in a∆R = 0.2 cone around the L1 tau direction. A multistage tracking process, described in
detail in Chapter 3, is used to identify tracks from the τ-lepton candidate. The track and calor-
imeter information derived from the HLT are used to calculate a number of pileup corrected
variables used as inputs to an online Boosted Decision Tree (BDT) algorithm similar to the one
used offline for τ-lepton identification described below.
2.4.2 Offline hadronic τ-lepton Reconstruction and Identification
The τhad offline reconstruction algorithm uses jets formed by the anti-kt algorithm with dis-
tance parameter R = 0.4 and clusters of calorimeter cells, calibrated using a LC as input seeds
for the reconstruction algorithm. These seed jets must also satisfy a pT > 10 GeV and |η| < 2.5
requirement. Tracks associated to the τhad candidate must also follow some criteria. They are
required to be within a cone of ∆R < 0.2 around the τhad candidate direction and also satisfy
the following criteria: pT> 1 GeV, at least two associated hits in the pixel detector (including
37 2.4 The detection and measurement of τ-leptons
IBL), and at least seven hits total in the pixel and SCT detector. More details on the require-
ments and methodology of τhad reconstruction can be found in Reference [78].
Figure 2.10: Efficiency for reconstructing the same number
of tracks as the number of charged decay products of the tau
lepton as a function of visible τhad pT. (taken from [78])
The reconstruction efficiency of the
visible τhad is defined as the fraction of
1-prong (3-prong) τhad decays which are
reconstructed as a 1-track (3-track) vis-
ible τhad candidate by the ATLAS detector
and reconstruction algorithm divided by
the number of true visible τhad objects
in the event (truth τhad-vis) and identified
at truth level using the truth matching
method, described in more details in Sec-
tion 5.2. Figure 2.10 shows the reconstruc-
tion efficiency for 1-prong and 3-prong
τhad with respect to true visible τhad pT
(pτhad-visT ). The efficiency is relatively con-
stant for 1-prong decays with respect to the transverse momentum of the visible τhad , peaking
at around 75% at 100 GeV with a slow drop towards the higher values of momentum due to
two separate effects. Very high-pT τ-leptons may decay after the first pixel detector and fail the
requirement on the number of hits. Secondly, the probability of wrongly classifying an elec-
tron from photon conversion as a charged hadron from a τ-lepton decay also increases with
pT, thus increasing the probability of assigning the incorrect number of charged particles to
the tau decay. For the 3-prong decay, the efficiency is found to be ranging between 50-75%.
The reduction in efficiency observed for the 3-prong decays in the low-pT bins is due to the
minimum transverse momentum requirement on the charged decay products. At high-pT the
increase collimation of the decay products results in an increased probability of missing a track
due to overlapping trajectories [78].
The identification of visible τhad candidates to discriminate τ-lepton decays from hadronic
jet offline follows the approach described in Reference [78] for Run-1, and the first half of Run-2
(up to 2018), where a BDT [78] multivariate technique is used to distinguish between the true
visible τhad objects for QCD processes. For the second half of Run-2 (2018-onwards) the BDT-
based tau identification algorithm was superseded by the Recursive Neural Network (RNN)
identification algorithm described in Reference [79]. This was found to have a rejection power
about two times better than the previously used BDT-based classifier for any given signal se-
lection efficiency. The RNN algorithms uses a set of low-level (individual) and high-level (cal-
culated) input variables for tracks and clusters associated to the τ-lepton candidate. Low-level
variables include the track transverse momentum, transverse and longitudinal impact para-
meters, angular distance to the visible τhad axis, and number of hits on the track in the differ-
ent Silicon (Si) detector layers, the TopoCluster transverse energy, angular distance to the vis-
ible τhad axis, and the cluster moments. High-level observables include transverse momentum
of the seed jet, transverse momentum at the LC scale, the fraction of transverse energy at EM
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scale deposited in the central region of the calorimeters around the τhad axis, the maximum
track ∆R, the transverse impact parameter significance of the leading track, and many more.
The full description of the Multivariate Algorithm (MVA) sctructure and parameters used can
be found in Reference [79].
Figure 2.11: Rejection power for jets misidentified as visible τhad (fake visible τhad ) depending on the true
visiblτhad efficiency. Shown are the curves for 1-prong (red) and 3-prong (blue) visible τhad candidates using
the RNN-based (full line) and the BDT-based (dashed line) identification algorithms. The markers indicate the four
defined working points Tight, Medium, Loose and Very loose with increasing signal selection efficiencies (taken from
[79]).
The rejection power against misidentified τhad as a function of the true visible τhad se-
lection efficiency, for both BDT and RNN classifiers (independently for 1-prong and 3-prong
candidates), is shown in Figure 2.11. Four working points, with increasing background rejec-
tion (Very loose, Loose, Medium and Tight), are generally used in ATLAS physics analyses. The
corresponding signal selection efficiencies and rejection powers are given in Table 2.1
Table 2.1: List of defined working points with fixed true visible τhad selection efficiencies and the correspond-
ing background rejection factors for misidentified visible τhad in multi-jet events for the BDT and RNN classifiers
(taken from [79]).
Signal Efficiency Background Rejection BDT Background Rejection RNN
Working Point 1-prong 3-prong 1-prong 3-prong 1-prong 3-prong
Tight 60% 45% 40 400 70 700
Medium 75% 60% 20 150 35 240
Loose 85% 75% 12 61 21 90
Very Loose 95% 95% 5.3 11.2 9.9 16
It is important to note that the rejection power for jets misidentified as visible τhad ob-
jects is strongly dependent on the reconstructed τhad pT (as well more weakly dependent on η
and 〈µ〉) [79]. Figure 2.12 shows the background rejection in multi-jet events for the Medium
working point for both BDT and RNN classifiers as a function of reconstructed τhad pT. The
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rejection power is found to increase with increasing pT.
(a) (b)
Figure 2.12: Rejection power for jets misidentified as visible τhad (fake visible τhad ) for (a) 1-prong and (b) 3-prong
as a function of their transverse momentum pT. The rejection power is shown for the Medium working point for
both RNN-based (red) and BDT-based (blue) classifiers. (taken from [79]).
2.4.3 Offline hadronic τ-lepton Energy Calibration
The energy scale calibration of τ-leptons uses calorimeter information only. After the recon-
struction, τhad candidates are calibrated at the LC scale which corrects for the calorimeter non-
compensation and for the energy deposited in dead material or outside TopoClusters. The
τhad energy scale is additionally adjusted by subtracting the energy contribution originating
from pileup interactions and applying a response correction to account for the following pos-
sible τhad effects: decay products not reaching the calorimeter, not depositing enough energy
to create TopoClusters, or notdetected within ∆R = 0.2 of the reconstructed visible τhad can-
didate. No other effects are taken into account towards the energy scaale calibration of the
τ-lepton. A more detailed description of the energy scale calibration process performed by the
ATLAS experiment during Run-2 can be found in Reference [78].
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3THE ATLAS TRIGGERSYSTEM
There are patterns I must follow,
just as I must breath each breath.
Like a rat in a maze, the path before
me lies.
Simon & Garfunkel
The ATLAS Inner Detector trigger system, together with its performance for Run-2, will be
presented in this chapter. A brief introduction of the motivation behind the need of a trigger
system, together with its implementation in ATLAS, will be discussed. The L1 and HLT stages
of the trigger will be discussed in Sections 3.2 and 3.3, respectively. Section 3.5 will be dedic-
ated to the description and performance of the tracking and triggering performed by the inner
detector trigger system for electrons, muons, taus and b−jet triggers. The study of the perform-
ance of these triggers has been part of the author’s qualification task and the results have been
collected in a paper that is currently under collaboration review. The study of the tau-triggers
in particular are extremely important for the analysis discussed in Chapter 4, the identification
of τ-leptons discussed in Chapter 5, and the development of future low-pT triggers discussed
in Chapter 6.
3.1 Overview
In 2016, 2017 and 2018 the ATLAS detector recorded 35.6 fb−1, 46.9 fb−1, and 60.6 fb−1 respect-
ively of pp collision data at centre-of-mass energy of 13 TeV. Due to storage and processing
limitations, it is not feasible to store all the information about the collisions after every bunch
crossing. Therefore, the ATLAS trigger system [80, 81] is indispensable for reducing the read-
out rate without discarding potentially interesting events for the ATLAS physics programme.
The trigger operates with a multi-level architecture, consisting of both hardware- and software-
based real-time algorithms for the identification of interesting events.
The TDAQ system is comprised of the first-level hardware-based L1 trigger, followed by
the software-based HLT. Figure 3.1 shows schematic of the architecture structure of the TDAQ
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system, including the Fast Tracker (FTK) system which was being commissioned during the
Run-2 data collection period and was, therefore, not used for the results shown here. The L1
Calorimeter (L1Calo) and L1 Muon (L1Muon) triggers are used as inputs to the Central Trigger
Processor (CTP), which performs the trigger decision in real-time (online). The events that pass
the L1 selection are buffered in the Read-Out System (ROS) [82] so that they can be ready for
distribution to a farm of the HLT processing nodes. Because of the extremely high data volume
in the SCT and Pixel detectors, these can only be read out following a L1 accept and as such the
HLT is the first stage at which tracks can be reconstructed in the silicon layers. The HLT receives
information on the Region of Interest (RoI) defined by the L1 to perform the reconstruction in
the trigger algorithms. RoIs are extended wedge-shaped spatial regions in the detector used to
reduce the amount of data (between 2%-6% of total volume of data [83]) to be transferred and
processed. The geometry of an RoI in the HLT changes between the different object candidates
to be reconstructed, but it is generally constructed as a region originating from and extending
along the beam-line (see Section 3.4 for further details).
Figure 3.1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering [80]. The
FTK system was being commissioned during Run 2 was thus not used for the results shown here.
The ATLAS triggers are configured into different categories. Triggers are generally defined
as trigger chains which start from a L1 trigger and specify a sequence of reconstruction and
selection steps required for the signature of interest. The naming convention is as follows:
TriggerLevel_TypeAndThreshold_Identification_Isolation_L1Thresholds,
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where "TriggerLevel" refers to either L1 or HLT and "TypeAndThreshold" refers to the type of
object that is being triggered (e, µ, τ, jet, etc.) and its energy threshold. If any identification
and/or isolation criteria are used, they are appended to the end of the trigger chain name i. e.:
HLT_tau25_medium1_tracktwo is a tau trigger at HLT level with a 25 GeV energy threshold,
using "medium" identification criteria, and with between 1 and 3 tracks in the inner detector
("tracktwo"). The energy threshold and identification criteria used to identify the trigger object
are have been discussed in detail in Section 2.4. For HLT triggers, any additional L1 require-
ments are described in the "L1Thresholds" and appended to the end of the trigger chain.
It is important to note that not all triggers need or are able to run at their full rate, due
to the high luminosity achieved at the LHC and abundance of trigger objects (e. g. single jet
triggers). In these cases, a sub-sample of events passing the trigger requirements are enough.
Therefore, some triggers have a purposefully decreased output rate, known as prescale, which
can be applied at L1 and/or at the HLT. A trigger with a prescale of N would indicate that the
trigger accepts 1 out of N events.
3.2 Level-1 Trigger
The L1 trigger decision is performed by the CTP, which uses the information gathered by the
L1Calo and L1Muon trigger systems. The L1Calo trigger [65, 84] is based on coarse granularity
data inputs from the electromagnetic and hadronic calorimeters. It aims to identify high-ET
objects such as electrons and photons, jets and τ-leptons decaying into hadrons as well as
events with large E missT and large total transverse energy. For electron/photon and τ triggers,
isolation can be required, meaning that the energetic particle must have a minimum angular
separation from any other significant energy deposit in the same trigger.
The L1Muon trigger is based on input signals from the muon trigger chambers: RPC in the
barrel and TGC in the end-caps. The trigger searches for patterns of hits consistent with high-
pT muons originating from the interaction region. Muons are not double counted across the
different thresholds.
While the L1 trigger is based only on the multiplicity of trigger objects (or flags indicating
which thresholds were passed, for global quantities), information about the geometric location
of triggers objects is retained in the muon and calorimeter processors. Once the event is ac-
cepted by the L1 trigger, this information is sent as an RoI to the HLT. Due to the high rate of
interactions, the latency, which is the the time taken from the pp collision until the L1 trigger
decision, must be kept as short as possible. The design of the trigger requires the L1 latency to
be less than 2.5 µs. To achieve this aim the L1 trigger is implemented as a system of purpose-
built hardware processes. The L1 trigger is thus able to reduce the peak data rate from 40 MHz
(rate of collision at LHC) down to a more manageable 100 kHz.
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Events that pass the L1 are buffered by the ROS and then processed by the HLT. The HLT trig-
ger is able to access information not available to the L1, such as finer-granularity calorimeter
inputs, precision measurements from the MS, and tracking information from the ID pixel and
SCT. The information provided to the HLT is in the form of RoIs, which allows for faster recon-
struction algorithms as the entire range of the detector does not need to be processed. The HLT
triggers reconstruct tracks first using a fast but less accurate reconstruction algorithm, which
is able to reject the majority of uninteresting events. Following this first stage, a second more
precise (but slower) reconstruction algorithm is run using the results of the first stage on the
remaining events. Using this software based reconstruction and event acceptance algorithms,
the HLT trigger system is able to reduce the peak input rate from 100 kHz, from the L1 trigger,
down to 1.2 kHz. Events that are accepted by the HLT are transfered to a local storage at the
experiment site and exported to the CERN’s computing centre for offline reconstruction [85].
3.4 Inner detector Trigger Tracking
As mentioned previously, to reduce processing time a two-step tracking approach is imple-
mented by the HLT triggers: fast tracking and precision tracking. The fast tracking consists
of a trigger specific pattern recognition, while the precision tracking relies heavily on offline
algorithms, and is seeded with the information from the fast tracking step [80, 86].
The tracking of electrons and muons is performed using the standard two-step approach
consisting of the fast tracking followed by the precision tracking. The combination of these two
steps is considered to be a single tracking stage. The tracking of hadronically decaying taus and
b-jets is, however, more complex and thus employs a multi-stage approach in order to reduce
the volume of the RoI, and the processing time that would be required if it were done in a single
stage.
Fast Tracking
For the inital stage of track finding in the trigger, the Fast Track Finder (FTF) [86] algorithm was
developed to provide track candidates that could be used to seed the precision tracking stage.
Therefore, the FTF design prioritises track finding efficiency over purity. The FTF pattern re-
cognition is performed by searching for triplets of space-points (track seeds) in bins of r and
sectors of φ, as shown in Figure 3.2. The selection of the triplet begins with the middle space-
point, followed by the identification of the outer and inner space-points at larger and smaller
radii, respectively. The inner and outer pair of space-points must be compatible with the nom-
inal interaction region along the beam line. This region can be replaced by a restricted z-region
of the RoI along the beam line as also shown by Figure 3.2, in the case of RoI based tracking.
The triplet track parameters φ0, transverse momentum pT , and transverse impact parameter
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fitter [34]. For speed, TRT hits are not used in the FTF.288
During the initial tr ck finding, tracks candidate that have too large a d0 value are rejected in order to289
keep the c ntribution from fak tracks to a manageable l vel. For the muon signature, where the muon290
candidates are used to seed the b-physics ignature which reconstructs h dronic re onances with displaced291
secondary vertex, the maximum allows d0 is taken to be 10 mm. For all oth r signatures, a maximum of292
4 mm is used.293
For some signatures a two-stage tracking strategy is used, ru ning a ditional tracking stages in an updated294
RoI. In such a case, where the z range of the RoI along the beamline is restricted, the FTF triplet s ed295
making employs an a ditional selection where the individual spacepoint doublets used to construct the296
triplets are rejected if they do not point back a proximately to the restricted region in z.297
10
(b)
Figur 3.2: Sch matics (a) t track seed inform tion i radial bins and azimuthal se tions and (b) tracks seed
information in the r-z plane.
t the point of closest ap roach to th beam line d0, are estimated using a conformal tra s-
for ation [87], with the tra sf rm tion c tre placed in th iddle space-p i t and ap lying
cuts on d0 an pT .
Using the track seeds, a simple track fin ing algorithm optimised for spe d is utilised to
f r the initial tr k ca didates. To remove duplicat tracks t at h r tr ck seeds, a dedica d
algorithm is appli d, which retains tracks f higher quality ele by a fas χ2 fitt r [88].
These preliminary tracks are then passed to the Kalman filter track fitter [89]. For speed the
TRT hits re not used in the FTF. Track c ndidates with too large d0 values (i. e.above 10 mm
for muons and 4 mm for other signatures) are rejected in order to keep the contributions from
fake tra t a manage ble lev l.
Precision Tracking
To li t th Centr l Processing Un t (CPU) usage, the pre isio tracking tage applies a version
of the offline racking algorithms [90, 91], configured to run onli in the trig [92, 93], usi g
the FTF tracks as inputs. Tr candidates ar extended int the TRT in an attempt to s lec
TRT hits at large radii to improve the track momentum resolution. Finally, the final ID track
refit is performed using a more precise χ2 fitter algorithm [94].
The rate o processi g for the precision tracking is gene ally significantly lower than for the
fast tracking. This allows for a more detailed handling of the detector conditions and better
compensation for detector effects (i. e. inactive sensors or calibration corrections). This results
in the precision tracks being much closer in performance to the offline tracks than to the fast
tracks. Since the precision tracking uses the tracks and clusters identified by the fast tracking,
by definition, the precision tracking efficiency cannot exceed that of the fast tracking.
The overall purpose of the precision tracking is to perform a higher quality fit to improve
the purity and quality of the trigger tracks identified by the first stage FTF.
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Vertex Reconstruction
Two vertex reconstruction algorithms are used online: a histogramming based algorithm, and
the offline vertex algorithm [95,96]. Typically, trigger signatures use the offline vertex algorithm,
with the exception of the b-jet trigger which uses both algorithms to maximise the vertex find-
ing efficiency. The simple histogramming algorithm works by histogramming the z0 position
for the point of closest approach to the beam line of each track and then calculates the ver-
tex z position. This is done by using the mean of the bin centres weighted by the number of
tracks in each bin for the group of adjacent bins within the 1 mm sliding window which con-
tains the largest number of tracks. All tracks passing some basic quality selection are used and
are weighted equally. The second algorithm is based on the offline vertex finder algorithm [96]
with modifications applied for online running. Both algorithms only run on tracks that have
been reconstructed in the relevant RoI of the track finding.
Multistage Tracking
As mentioned previously, the fast and precision tracking algorithms run in distinct stages, but
are considered to be part of a single tracking stage, because there is only a single pass of the
tracking over any specific RoI. Performing multiple passes of aspects of the tracking is referred
as multistage tracking. Multistage tracking can run multiple aspects of the tracking in different
steps, updating the constructed RoI at each step.
The generic structure of the multistage tracking is illustrated in Figure 3.3 where in a region
of the detector the first stage fast tracking is performed over an RoI to identify the event ver-
tex. Given the results of the first stage, the dimensions of the RoI are changed into a different
RoI. The second stage executes the fast tracking again, followed by the precision tracking for
the tracks found in this second fast tracking stage, run in this new RoI. This process is trigger
specific and will be discussed in more detail for the relevant objects below.
Hadronic tau triggers require a larger RoI than for instance electrons, to allow for the open-
ing angle of the tracks from the three prong decay. To limit the tracking CPU usage in this wider
RoI, a multistage approach is used, as illustrated by Figure 3.4. In the first stage, the fast track-
ing is run to identify the position of tau event vertex and leading track along the beam line in
a narrow RoI with a full width of 0.2 in both η and φ, but fully extended along the beam line
in the range of |z| < 225 mm, represented by the purple area in the diagram. The RoI is then
changed to a wider version with full width 0.8 in both η and φ, centred on the z position of the
leading track identified by the first stage (as shown by the blue area on the diagram) and limited
to |∆z| < 10 mm with respect to the leading track. The fast tracking is performed in this wider
RoI, followed by the precision tracking for the tracks found in this second fast tracking stage.
Even though the multistage tracking runs the tracking algorithms repeatedly for the two stages,
the combined tracking volume of the first and second stage is still significantly smaller than for
the RoI in the single-stage tracking scheme.
The multistage approach reduces the mean processing time for the hadronic tau trigger fast
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Figure 3.3: Schematics illustrating multistage tracking. And initial first stage is fast tracking performed on an RoI,
followed second fast and precision tracking stages run over a second stage RoI.
tracking from 66.2 ± 0.34 ms for the single-stage, down to 23.1 ± 0.11 ms and 21.4 ± 0.09 ms for
the first and second stages of the multistage approach, respectively. For the precision tracking
the mean processing time was reduced from 12.0 ± 0.07 ms for the single-stage down to 4.8 ±
0.04 ms using the multistage [81].
A similar multistage tracking strategy is adopted for the b-jet trigger. In the first stage, the
vertex tracking is used to identify the likely event vertex z position for use in the second stage for
jets identified by the jet trigger with transverse energy ET > 30 GeV. For the second stage, sep-
arate RoIs about each jet, specialised more tightly at the beam line about the z vertex position
identified in the first stage, are used. The tracks are then reconstructed with the fast tracking
algorithm in a narrow region with full width of 0.1 in η and φ around the jet axis of each jet, but
with |z| < 225 mm along the beam line. To prevent multiple processing of overlapping regions
of the detector, before running the fast tracking, the RoIs about each jet axis are aggregated
into a super RoI, as shown by Figure 3.5. This super RoI is used to determine which detector
elements should be read out by the data preparation stage.
Following this stage, the tracks identified in the super RoI are used for the primary vertex
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Figure 3.4: Schematics illustrating the RoIs from the single-stage and two-stage tau lepton trigger tracking shown
in plane view, (x − z plane) along the transverse direction, and in perspective view, with the z-axis along the beam
line. The combined volume of the first and second stages of the two-stage tracking approach (blue and purple areas
respectively) is noticeably smaller than the RoI in the single-stage (pink area) tracking scheme.
reconstruction [97]. This vertex is used to define wider RoIs with |∆η| and |∆φ| less then 0.4
each, with respect to the jets axis, but with |∆z| < 10 mm relative to the primary vertex z posi-
tion. These RoIs are used for the second-stage reconstruction which runs the fast tracking in a
wider η and φ regions about the jets. The precision tracking, primary vertexing, and b-tagging
algorithms are all subsequently run. As in the case of the tau multistage tracking, the use of
this multistage process reduces the mean processing time from an average ∼78.2 ms to ∼49.3
ms [81].
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Figure 3.5: A schematic illustrating the creation of the super RoI from all the trigger jets reconstructed with an ET >
30 GeV.
3.5 ID tracki g Pe f rmance
The performance of muon and electron triggers is presented for the full available luminosity for
the 2016-2018 data collection period, collected at the ATLAS experiment using
p
s= 13 TeV pp
collision events. This was possible since the processing for these triggers did not change signi-
ficantly throughout data taking. For the tau and b-jet signatures, which ran multistage tracking,
48 3.5 ID tracking Performance
significant changes were made to the reconstruction of either the first or second stages of the
multistage process over the data collection period. These changes include the modification to
the second stage seed finding. Therefore, only results for 2018 are presented in full detail for
these signatures.
To remain as unbiased as possible, specific monitoring triggers that do not require a track to
be present for the event to be accepted are used for the estimation of efficiency of the tracking.
The efficiency, residuals, and resolutions presented below are calculated with respect to the
tracks found by the offline reconstruction software [90]. The efficiency is therefore defined as




where Ntrigger is the number of tracks matched to a trigger and Noffline is the number of tracks re-
constructed by the offline reconstruction software. For any given offline track, the reconstruc-
ted track that matches the closest to a loose preselection cone of size ∆R =
√
(∆η)2 + (∆φ)2 =
0.05 to the offline track, is chosen as a match.
Muon trigger
Figure 3.6 shows the tracking efficiency for medium quality [98] offline muon candidates, using
a range of HLT triggers [99] to cover the whole transverse momentum reconstruction spectrum
down to 4 GeV, for the fast and precision tracking. Two representative thresholds are used for
the offline muon selection: pT > 4 GeV corresponding to the lowest trigger threshold, and pT >
20 GeV for the higher trigger thresholds. The efficiency shown for both the fast and precision
tracking is significantly better than 99% and flat as a function of pile-up interaction multipli-
city. The small apparent loss in precision tracking for higher pT tracks is primarily caused by
the offline reconstruction. Poorly reconstructed candidates of lower pT are occasionally mis-
reconstructed at higher momentum by the offline reconstruction, thus creating a larger ex-
pected contribution in the reference sample in the high pT region. Therefore, poorly offline
reconstructed low-pT tracks cause the apparent loss in efficiency at higher pT. Hence, it is not
an inefficiency derived from the online ID triggers.
The resolutions for the trigger tracks in η and d0 with respect to the offline muon candidate
pseudorapidity and pT are shown in Figure 3.7. The fast and precision tracking d0 resolutions
are found to be better than 25 µm and 20 µm respectively, for muons candidates with offline pT
> 4 GeV. The difference in resolution between the two algorithms is due to the fact that the pre-
cision tracking performs a higher quality fit using the space points identified by the fast track-
ing, which improves the purity and quality of the trigger tracks. The degradation of resolution
observed at larger pseudorapidities is predominantly due to the increased amount of material
through which tracks must travel. The position of the endcap silicon detectors (perpendicular
to the beam line) partially ameliorate this, the effect of which can be seen for |η| values larger
than 1.2, which is the approximate boundary between the barrel and endcap silicon detectors.
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Figure 3.6: ID trigger efficiency as a function of (a) the offline reconstructed muon pT, (b) the mean pile-up inter-
action < µ> for muons selected by 4 GeV and 20 GeV muon support triggers with respect to medium offline muon
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Figure 3.7: ID trigger track resolution for (a) transverse impact parameter with respect to the beam line (d0) and (b)
pseudorapidity (η) as a function of offline muon η and pT for muons selected by 4 GeV and 20 GeV muon support
triggers with respect to medium offline muon candidates with pT > 4 GeV or pT > 20 GeV.
Electron trigger
Offline electron candidates are required to pass the tight identification criteria [100], have at
least two pixel hits, an IBL hit if passing through at least one active IBL module, and at least four
clusters in the SCT. These requirements have been selected to eliminate poorly reconstructed
Brehmsstrahlung candidates and ensure better reconstruction in the pixel detector. A range of
HLT triggers are used to cover the whole transverse momentum reconstruction spectrum down
to 5 GeV (and |η| < 2.5), for the offline electron candidate tracks. For the candidates from the
5 GeV, 10 GeV and 26 GeV triggers a selection of ET > 5 GeV, ET > 10 GeV and ET > 26 GeV
was applied, respectively. However for all three triggers the same 5 GeV track pT selection was
requested. Offline candidates with ET /pT < 0.8 have been removed (except for the ET /pT plot
in Figure 3.8(c)), where the ET is measured in the calorimeter and pT from the track. This is
50 3.5 ID tracking Performance
done to remove offline candidates where the track pT has been badly overestimated.
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Figure 3.8: ID trigger efficiency as a function of (a) the offline reconstructed electron ET , (b) the offline reconstruc-
ted electron track pT, and (c) offline electron ET /pT for electrons selected by 5 GeV and 26 GeV muon support
triggers with respect to medium offline muon candidates with pT > 5 GeV or pT > 26 GeV.
Figure 3.8 shows the ID track efficiency for the 5 GeV and 26 GeV electron triggers as a func-
tion of offline electron pT and ET . The efficiencies for the fast and precision track finder are
consistently high and exceed 99% for all values of ET . For tracks candidates from the 26 GeV
trigger with pT below 26 GeV, there is significant radiation, which may cause "kinks" in the
electron trajectory and thus decrease the track reconstruction efficiency. Even for this case, the
efficiency exceeds 97% in the low pT range and reaches above 99% at ∼20 GeV. For Figure 3.8(c)
the ET /pT selection has been relaxed. Here the long tail of values greater than unity repres-
ent the Bremsstrahlung candidates which have radiated energy away into the calorimeter, and
thus have an ET value that is greater than the track pT. The contribution of Bremsstrahlung
differs when selecting different offline ET values. For the 5 GeV trigger the Bremsstrahlung will
be less than for the 26 GeV trigger. Values with ET /pT below unity represent electron candid-
ates that have a track pT that is larger than the calorimeter cluster ET . This is a consequence
of offline low pT tracks being misreconstructed with larger values. These tracks can not have
significantly more energy than the cluster, and therefore represent less reliable track pT meas-
urements. There is a clear reduction in the ET /pT efficiency for values below unity, but with
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only 1% reduction for tracks where the track pT is 60% higher than might be physically possible.
Tracks that have not radiated have an efficiency well over 99%, while the efficiency for tracks
that have radiated over half of their original energy is still greater than 98%.
Figure 3.9 shows the resolutions for the track pseudorapidity and 1/pT with respect to the η
and pT of the offline track from the offline electron candidate. Unlike for the events with the 26
GeV selection, events with the 5 GeV selection have no phase space for the electron candidate
near the threshold to radiate any Bremsstrahlung photons. As such, tracks with pT below 26
GeV from the 26 GeV trigger will correspond to electrons that have undergone a significant
amount of radiation. Because of this, the resolution of these tracks will be significantly worse
than for the tracks with the same pT but from the 5 GeV trigger. As expected, the resolutions
also degrades at larger η for both the higher and lower threshold triggers in both the fast and
precision tracking. Despite the worse resolution at low pT for the tracks from the 26 GeV trigger,
when integrated over pT, the resolution is significantly better than for the lower pT threshold
since only a relatively small fraction of events from the 26 GeV trigger will have low pT tracks.
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Figure 3.9: ID trigger track resolution for (a) track pseudorapidity (η) and (b) track 1/pT as a function of offline
electron η and pT for electrons selected by 5 GeV and 26 GeV electron support triggers with respect to tight offline
electron candidates with pT > 5 GeV or pT > 26 GeV for both the fast and precision tracking algorithms.
Tau trigger
Figure 3.10 shows the efficiency for the tau tracking with respect to the offline tracking for off-
line tracks with pT > 1 GeV, originating from decays of offline τ-lepton candidates with pT >
25 GeV. For the ID trigger tracking a multistage process was used, as described in Section 3.4,
where the first stage runs the FTF in a narrow RoI in η−φ. In this narrow φ region low-pT
tracks (around or below 5 GeV) may bend significantly in the solenoid magnetic field. If these
tracks are on or near the edge of the RoI, they may bend outside the region and thus are not
reconstructed.
Figure 3.10(b) shows the efficiency for the first stage fast tracking, and for the second stage
fast and precision tracking from the data collected in 2018. Due to the RoI containment issue
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Figure 3.10: ID trigger efficiency as a function of (a) the offline reconstructed tau η comparing performance
between 2016, 2017, and 2018, and (b) the offline reconstructed tau track pT for the first stage fast tracking and
second stage fast and precision tracking. The efficiency is evaluated for the 25 GeV tau performance trigger, which
does not use any ID tracking information for the selection. Only tracks from tau decays with pT> 1 GeV are used.
Bayesian uncertainties are shown.
for low pT tracks just described above, there are fewer samples of tracks near the threshold.
This results in lower efficiencies and larger uncertainties for both the fast and precision track-
ing, but more significantly for the first stage fast tracking due to the narrower RoI used in the
initial stage. Efficiencies are nonetheless very high, well above 96.5% everywhere for all fast and
precision tracking in first and second stage of multistage tracking and above 99% for second
stage precision tracking for tracks with pT > 1.2 GeV. The effect of the changes to the trigger
between 2016, 2017 and 2018 can be seen for the second stage fast tracking in Figure 3.10(a).
In 2016, a small inefficiency was observed at large pseudorapidities because of the tightening
of the second stage RoI about the z−position of the leading track. Approximations used in
the layer positions for the seed finding were particularly affected by the worse resolution for
seeds at large η, causing a significant fraction of the seeds to be rejected. The increased rate
due from the higher pile-up occupancy in 2017 required some additional changes to the seed
finding used for the FTF tracking, which resulted in the further inefficiencies observed at larger
η, leaving the efficiency at central η unaffected. Modifications to take into account the worse
seed resolution at large pseudorapidities were under development, but were not ready for the
start of data taking in 2017. For 2018, the seed finding was reimplemented which restored the
efficiency at large η.
Figure 3.11 shows the resolutions for d0 with respect to offline track η and pT. As expected,
the precision tracking resolution is found to be generally better than the fast tracking resolu-
tion. The fast tracking resolution is found to be very similar between the first and second stage
for tracks with offline track pT > 5 GeV but different for pT < 5 GeV. This is again due to the
RoI containment requirement discussed above. When integrating over pT, the resolution is
between 15-20 µm for all pseudorapidities.
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Figure 3.11: ID trigger track resolution for transverse impact parameter (d0) as a function of offline tau track (a)
pseudorapidity η and (b) transverse momentum (pT), respectively.
b-jet trigger
The efficiency for the tracking as a function of pile-up interactions 〈µ〉 from both stages of the
b-jet multistage tracking process is shown in Figure 3.12(a), while 3.12(b) compares the pre-
cision and fast tracking efficiencies as a function of offline track pT for the jet tracking from
the 55 GeV and 150 GeV threshold triggers. For the vertex finding shown in Figure 3.12(a), only
tracks with pT > 5 GeV are reconstructed and thus only offline tracks with pT above 5 GeV have
been selected. For offline tracks above ∼1.2 GeV the second stage fast tracking efficiency is
better than 99.5% for both 55 GeV and 150 GeV threshold triggers. For tracks near 1 GeV the
fast tracking efficiency is better than 98% but the precision tracking efficiency is approximately
85%1. This is a consequence of placing a 1 GeV cut on tracks from the precision tracking in the
b-jet signature for processing latency reasons. The small drop in efficiency with increasing 〈µ〉,
which is more significant for the precision tracking, is driven largely by the lower efficiencies at
low pT.
Figure 3.13 shows the ID trigger track d0 resolutions as a function of η and offline track pT
from the fast and precision tracking from the second stage of the b-jet trigger for the 55 GeV and
150 GeV signatures. As expected, the precision tracking provides significantly better resolutions
for the whole η range and for d0 values at lower track pT. However, there is also a slight degrad-
ation of the d0 resolution with increasing pT for the high ET jet trigger. This is correlated with
a slight loss of pixel hits and thus corresponds to a loss in efficiency for the precision tracking
at higher pT, as found in Figure 3.12. When integrating over pT, the resolution for the b-jet ID
trigger second stage precision tracking is between 20-30 (20-35) µm for the 50 (150) GeV trigger.
1 This is not shown on figure as it would extend the axis range making more relevant features of the distributions
more difficult to discern.
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Figure 3.12: ID trigger efficiency as a function of (a) the mean pileup interaction multiplicity 〈µ〉, comparing the
RoI based jet tracking with vertex tracking and (b) the offline reconstructed jet track pT for the second stage fast and
precision tracking, evaluated for the 55 GeV and 150 GeV b-jet triggers. Bayesian uncertainties are shown.
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Figure 3.13: ID b-jet trigger track resolution for transverse impact parameter (d0) as a function of offline b-jet track
(a) pseudorapidity and (b) transverse momentum.
Vertex Finding
For the measurement of performance, the online vertex efficiency is calculated for the single
offline vertex candidate from the bunch crossings with the highest sum of the squared trans-
verse momenta. Figure 3.14 shows the efficiency for identifying the vertex candidates in the
trigger for the 110 GeV and 420 GeV triggers, as a function of the offline track multiplicity in the
super RoI and the mean pile-up interaction multiplicity of the event.
A steep rising edge is found for the vertex finding algorithms with increasing offline track
multiplicity. For the histogram based algorithm full efficiency is reached for events with more
than four vertex tracks within the RoI, while for the offline based algorithm full efficiency is
reached only for events with more than eight vertex tracks. This is due to the tighter track
quality required by the offline based algorithm. Due to this higher track quality requirement,
some vertices with only a few tracks in the super RoI may not have any tracks remaining with
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Figure 3.14: The vertex algorithm ID trigger efficiencies for 110 GeV and 420 GeV ET threshold b-jet triggers. The
efficiencies versus (a) the offline track multiplicity for tracks in the super RoI, and (b) the mean pile-up interaction
multiplicity are shown. Bayesian uncertainties are shown.
which to form a vertex once the tracks with lower quality are removed. Higher ET jet triggers will
have significantly higher track multiplicities and larger average track pT making the probability
of the track multiplicity for a pile-up vertex matching significantly lower. Both algorithms show
a reduction in the efficiency as 〈µ〉 increases. This is due to the increased possibility for the
offline selection to misidentify the jet vertex candidate within the super RoI. Therefore, as the
pile-up interaction multiplicity increases within an event, so do the chances of there being
additional tracks from additional vertices within the super RoI. The lower overall efficiency of
the offline based algorithm, particularly for the lower ET threshold trigger, is due to the lower
overall track multiplicity in the events passing the trigger. The trigger is therefore still on the
rising edge of the efficiency distribution for many events, causing a lower overall efficiency
as a function of 〈µ〉. For the higher ET threshold triggers, the multiplicity is higher and thus
the algorithm is further along the efficiency curve for most events, resulting in a higher overall
efficiency.
The resolution of the vertex z for both online algorithms as a function of the offline track
multiplicity and the offline z vertex positions is shown in Figure 3.15. The resolution on the
vertex z position for both online algorithms improves with increasing track multiplicity, with
the offline based algorithm showing a significantly better resolution. The resolution of both
algorithms improves logarithmically with increasing track multiplicity from 100 µm and 70 µm
at low track multiplicity, to 30 µm and 20 µm at 50 tracks for the histogram and offline based al-
gorithms, respectively. The higher resolution observed for the high ET threshold trigger is due
to the larger average pT of tracks from the higher ET jet triggers, such that the track z positions
themselves have an intrinsically better z resolution. The resolution as a function of vertex z
position is largely constant with a small degradation at around large z values, and a slight trend
towards better resolutions for more negative z, particularly for the lower ET threshold triggers.
This is especially evident for the histogram based algorithm and is a consequence of the imple-
mentation of the algorithm which selects bins starting from the most negative z bin and keep
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it as the original if it finds another bin with the same occupancy.
Offline vertex track multiplicity
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Figure 3.15: ID vertex reconstruction vertex z position track resolution for 110 GeV and 420 GeV b-jet triggers as a
function of (a) the offline track multiplicity and (b) the offline z vertex position.
3.6 Summary
In this chapter the ATLAS trigger, with particular interest in the ID trigger and tracking al-
gorithms and corresponding performance, is presented. The performance in terms of effi-
ciency with respect to the offline algorithms, and resolutions of the ID tracking algorithms for
the main physics signatures needed by the ATLAS physics program: muon, electron, tau, and
b-jet, are shown. The performance has been excellent even at the very high interaction multi-
plicities observed at the end of data taking in 2018. The collected results have been reported in a
public paper [81] currently undergoing the submission process for publication to the European
Physics Journal C. The summarised results reported in the paper have been presented by the
author at many conferences, including at: the Large Hadron Collider Physics conference in
2018 2, The Institute of Electrical and Electronics Engineers Realtime Conference in 2018 3, and
the International Conference on High Energy Physics in 2020 4. The study of the performance
of these triggers has been part of the qualification task5 of the author. The excellent perform-
ance of the ID trigger algorithms demonstrates how the ID trigger continues to lie at the heart
of the trigger performance and plays an essential rôle in the ATLAS physics programme.
2 Link to LHCP 2018 conference material: https://indi.to/tktyf
3 Link to IEEE RealTime 2018 conference material: https://indi.to/RHgmw
4 Link to ICHEP 2020 conference material: https://indi.to/fSYKv
5 To become an ATLAS author active ATLAS researchers must spend 50% of their time on a technical task (for the
first year) and 30% the following year.
57
4SEARCH FOR DIRECT STAUPRODUCTION
Go closer hold the land feel partly
no more than grains of sand. We
stand to lose all time a thousand
answers by in our hand. Next to
your deeper fears we stand.
Surrounded by million years.
Yes
This chapter presents the analysis strategy, optimization and results of the search for dir-
ect production of the supersymmetric partner of the τ-lepton in all-hadronic final states, using
data collected during the Run-2 data-taking period, totalling in 139 fb−1 of pp collisions at a
centre-of-mass energy
p
s= 13 TeV. In Section 4.1 an introduction to the analysis, including
the motivation of the search, the signal process considered and the adopted analysis strategy
is presented. Sections 4.2 and 4.3 describe the SUSY and SM Monte Carlo (MC) generated
samples used for this analysis. The reconstruction of the particle objects used, in both data
and MC, is described in Section 4.4. The study of the combined tau triggers Scale Factors (SFs)
and efficiencies used in the selection of relevant events in the analysis Signal Regions (SRs) was
performed by the author and is presented in Section 4.5. Section 4.6 describes the SR optim-
isation performed by the author to isolate the signal events from the SM background, and the
background estimation methods performed for the most significant background processes. A
major contribution of the author’s work has been in the estimation of the systematic uncer-
tainties that affect this analysis, described in Section 4.7. Finally, a description of the statistical
analysis used, the corresponding results, and interpretation are given in Sections 4.8, 4.9, and
4.10, respectively.
4.1 Introduction and Strategy
As already discussed in Chapter 1, the SUSY extension to the SM is an appealing hypothesis
proposed to solve the fine-tuning problem. If R-parity [101] is conserved, SUSY particles are
produced in pairs at the LHC, with the LSP being stable and weakly interacting and thus a
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strong candidate for dark-matter. In the MSSM the coloured sparticles (squarks and gluinos)
have a high mass, and the weakinos instead have a low mass. In this case, the first signs of SUSY
at the LHC would be spotted in events with high lepton multiplicity and low jet activity, such




) and the sleptons ( ˜̀ and
ν̃).
For this analysis only the direct production of τ̃ from pp interactions at the LHC is con-
sidered, as shown by Figure 4.1. The considered final states signature is composed of two had-
ronically decaying τ-leptons with low jet activity and large missing transverse energy (E missT ),
originating from the neutralinos and neutrinos. The signal considered in this work is gener-
ated using a simplified model, where the scalar superpartner of the left-handed τ-lepton (τ̃L),
right-handed τ-lepton (τ̃R), and the lightest neutralino (χ̃
0
1) are the only SUSY particles con-
sidered. In this model, the χ̃
0
1 is considered to be the LSP while the τ̃L and τ̃R are assumed to be











Figure 4.1: Diagram of the decay topology of the signal model considered in this work. A pair production of charged
staus and subsequent decay to a di-tau final state.
Final states with hadronic τ-leptons can be experimentally challenging due to the difficulty
in the reconstruction and identification of these particles in the ATLAS detector. The methods
and challenges of τ-lepton reconstruction and identification will be discussed in more detail
later in the chapter. Nonetheless, they are of particular interest in SUSY searches since light
sleptons could play an important rôle in the co-annihilation of neutralinos in the early uni-
verse, and models with light scalar taus are consistent with dark-matter searches [102].
4.2 SUSY signal
The masses of all charginos and neutralinos, apart from the χ̃
0
1, are set to 2.5 TeV so that they
are decoupled from the phenomenology under study. This leaves only a single kinematically
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allowed decay: τ̃± → χ̃01τ±. The masses of the other sleptons are also decoupled and not in-
cluded in the production. The masses of the left-hand and right-hand τ̃ are degenerate, and
vary between 100-400 GeV. The mass of the bino-like χ̃
0
1 is varied between the range of 0-200
GeV. Most results that will be shown will use reference points with τ̃ masses of 120 GeV, 280
GeV, and a χ̃
0
1 mass of 1 GeV to illustrate typical features of the SUSY models that this analysis
is sensitive to.
The signal samples for this work have been generated using MADGRAPH5_AMC@NLO 2.6.2
[103] interfaced with PYTHIA 8.186 with the A14 tune [104] for the PS modelling, hadronisation,
and underlying event. The NNPDF2.3LO Parton Distribution Function (PDF) [105] has been
used for the Matrix Element (ME) calculation, and includes the emission of up to two additional
partons. The nominal cross section and its uncertainty has been taken from an envelope of
cross section predictions using different PDF sets and factorization and renormalization scales,
as described in References [106–110]. The theoretical cross section used at Next-to-Leading-
Logarithm Accuracy (NLO + NLL) was 140 (50) fb with τ̃Lτ̃L(τ̃Rτ̃R) of 120 GeV, and 5.8 (2.2) fb
with τ̃Lτ̃L(τ̃Rτ̃R) of 280 GeV [2].
4.3 SM samples
In order for the analysis to robustly target the desired signal, the accurate modelling of back-
ground processes is fundamental. For this type of analysis there is a wide variety of SM pro-
cesses whose cross sections are significantly larger than of the SUSY signal process of interest.
These SM processes constitute the background of the analysis. The definition of a SR must take
into account the kinematic properties and multiplicities of the final state particles of the target
signal and background processes to achieve the highest possible discrimination between the
two. Therefore, the defined signal region will be most sensitive to the target signal events. In or-
der to construct a high sensitivity SR, background processes need to be accurately simulated in
MC events. The backgrounds that significantly contribute to the search of direct τ̃ production
in a di-τ+E missT final state scenario, with their relative MC samples, are discussed below [111].
W boson production in association with jets: the production of W bosons with jets is a relev-
ant background for our search, due to the W → `ν (` = e,µ,τ) decay, with a Branching
Ratio (BR) of ∼ 32%. Therefore, production of W + jets events where at least one jet is
misidentified as a τ-lepton is an important background to this search.
Z boson production in association with jets: the production of Z bosons in association with
jets is one of the main SM backgrounds of our analysis. The Z boson will decay via
Z → `` (`= e,µ,τ), with a BR of ∼ 10%, contributing significantly to the SM background
producing final states with two real taus.
Multi boson production: the production of di- or multi- bosons (V V , V V V where V = W, Z ),
are also a significant source of background events containing real tau leptons. The real
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taus in the multi boson production come from the W W and Z Z processes that decay
into a ττνν final state with BR of ∼ 10% and ∼ 2%, respectively.
Top single and pair production: single top, t t̄ production in association with jets, or top with
an additional W or Z boson are collectively referred to as "top" background. The differ-
ent decays from the single top process are generally separated into the different channel-
types (s-channel, t-channel). All these background processes contribute towards the
amount of irreducible background present in this analysis. The dominant top-quark de-
cay is t → W with BR of ∼ 99%. This can in turn yield 0-lepton, 1-lepton and 2-lepton
final states with 45.7%, 43.8% and 10.5% BR, respectively. The irreducible background
contribution will therefore come from the 2-lepton final state, and from the other two
channels when there is at least one mis-identified jet in the event.
Higgs boson production: there is a small contribution of from higgs boson events produced
by gluon-gluon fusion and vector boson fusion. These events only contribute in small
part to the total irreducible background, but have still been included in this analysis.
Multi-jet: multi jet production is the process with the highest cross section among the ones
mentioned thus far. Despite the low probability of mis-identifying two jets as real taus,
because of the large cross section of this process the background will generate a non-
negligible contribution. There is also a significant contribution arising from heavy-flavour
multi-jet events containing a real τ-lepton from the heavy-flavour quark decay as part of
the total multi-jet estimate.
4.4 Object Definition
Reconstructed objects are required to pass a "loose" selection to be categorised as baseline
objects. This indicates that these objects have been reconstructed with enough precision and
can be used for further analysis. These baseline objects are used as inputs for the Overlap
Removal (OR) procedure described in Chapter 5. The resulting objects are referred to as signal
objects after they pass some additional selection criteria. The baseline and signal objects are
defined as:
Taus only the visible part of the τ decay is reconstructed for the candidates that are associated
with a Primary Vertex (PV). Taus not associated to a PV are not considered. An energy
calibration derived independently of the jet energy scale is applied to the reconstructed
τ objects. τ candidates with pT < 20 GeV or |η| > 2.5, or in the region of 1.37 < |η| < 1.52
are rejected. A total track charge of ± 1 is required with the presence of 1 or 3 associated
tracks. A BDT discriminant is used to reject jets that do not originate from a hadronically
decaying tau leptons with a Medium working point for the signal taus and a minimum
value of 0.01 for the baseline tau (see paragraphs below for more detailed description of
reconstruction and identification algorithms with corresponding working points).
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Electrons Electrons must pass the Tight (loose) likelihood identification criterion to be signal
(baseline) candidates. Signal electrons are required to satisfy an isolation criteria to re-
duce the number of jets mis-identified as charged leptons.1 For electrons with pT> 200
GeV this requirement does not apply and instead an isolation requirement using a fixed
size cone (∆R < 0.2) is used. Electrons must have pT > 17 GeV and |η| < 2.47.
Muons Muon candidates must pass the Medium selection criteria, defined in Reference [112],
and must satisfy pT> 14 GeV and |η| < 2.7. A loose fix cut working point is applied to
select the isolated signal muons.
Jets and b-tagging Reconstructed jets are calibrated using a Jet Energy Scale (JES) derived from
simulation and in situ corrections based on 13 TeV data [113–115]. Jets are required to
have pT > 20 GeV and |η| < 2.8. Events with at least one jet arising from non-collision
sources or detector noise are removed [116], resulting in negligible loss of efficiency. An
additional Medium working point requirement on the Jet Vertex Tagger (JVT) is made for
jets with pT < 20 GeV in central (|η| < 2.5) region of the detector to avoid selecting jets
from secondary pp interactions. In ATLAS, reconstructed jets are identified as originat-
ing from the hadronisation of a b-quark (b-tagged) via the MV2C10 algorithm [117].
Missing transverse momentum The transverse missing momentum observable (E missT ) is defined
as the size of the vectorial sum pT of all selected and calibrated physics objects in the
event, with an extra term added to account for soft energy in the event that is not associ-
ated to any of the selected objects. This soft term is calculated from ID tracks associated
to the primary vertex to make it more resilient to pileup contamination [118, 119].
The reconstruction algorithms in ATLAS run independently from each other. Thus, it may
happen that the detector signatures stemming from one physical object are reconstructed as
two or more different objects. To resolve these ambiguities, a procedure is defined which looks
for reconstructed objects that lie within a certain cone to decide which particle should be kept
or removed. This procedure is commonly referred to as the Overlap Removal Procedure. The
fixed set of requirements that the different objects need to pass for the OR procedure used for
this analysis are shown in Table 4.1. A more detailed description of the general implementation
of the OR procedure is provided in Chapter 5.
4.5 Trigger Strategy
In this section, the trigger strategy used for the selection of relevant events for the search of the
direct τ̃ production is presented.
As discussed in Chapters 2 and 3, physics events are only recorded if they pass a certain
trigger with some online (i. e. during data taking) object kinematic threshold. In order to ensure
1 The scalar sum of pT of tracks inside the variable-size cone around the lepton must be less that 15% of the lepton
pT. The track isolation cone size is given by ∆R = 10GeV/ pT and must be less than 0.2.
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Table 4.1: Consecutive steps of the overlap removal procedure used in the direct stau analysis. All objects used in







1. electron electron shared track
2. tau electron ∆R < 0.2
3. tau muon ∆R < 0.2
4. electron muon shared ID track
5. jet electron ∆R < 0.2
6. electron jet ∆R < 0.4
7. jet muon
N. tracks < 3 and
∆R < 0.2
8. muon jet ∆R < 0.4
9. jet tau ∆R < 0.2
high trigger efficiencies for the full range of the possible SUSY kinematic regimes, the SR is
split into two separate and orthogonal regions based on E missT . Events with E
miss
T > 150 GeV are
triggers using the so-called di-tau+E missT trigger and target the high τ̃ mass region signature,
as higher values of E missT would be expected for the higher τ̃ masses. For low τ̃ mass events,
the expectation is that there would be lower E missT values and thus events with E
miss
T < 150 GeV
are selected using the asymmetric di-tau trigger. The use of these two triggers, along with the
opposite E missT requirement, ensures orthogonality of the selected events, thus removing the
possibility of double counting events by the two triggers. Because of changes to triggers and
trigger menus throughout the Run-2 data taking period (2016-2018), the asymmetric di-tau
and di-tau+E missT triggers were changed in 2018. The most significant change occurred between
2017 and 2018 where the di-tau triggers were changed to use full tracking information instead of
the fast tracking, as denoted by the tracktwoEF nomenclature2. The lowest unprescaled triggers
used for event selection in this analysis throughout the Run-2 data taking period can be found
in Table 4.2.
Table 4.2: Lowest unprescaled triggers for Run-2 with two hadronic taus (asymmetric di-tau) or two hadronic taus
with missing transverse momentum (E missT ).
Year Trigger






To properly model the efficiency of these combined object triggers on MC simulations the
Scale Factors of these combined trigger objects are derived. SF are scaling factors derived from
data and applied to the MC, to match the performance observed in the data.
2 Refer to Section 3.1 regarding the rules and structure used for trigger nomenclature.
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Efficiency
The trigger performance is parametrised by the efficiency of the trigger to select events of in-






where NS is the number of events that pass some set of selection cuts for an arbitrary region, S,
and N trig.S is the number of events that pass the same region selection and the trigger. To derive
the efficiency of combined triggers the individual trigger "legs" that constitute the full trigger
are considered to be independent. The efficiency of the single legs of the combined triggers is,
thus, derived using MC simulations in a region defined to be abundant with the triggered ob-
ject. Single τ-lepton triggers, representing the individual trigger legs that constitute the asym-
metric di-tau and di-tau+E missT triggers, with online thresholds of 25 GeV, 35 GeV, 50 GeV, 60
GeV, and 80 GeV are used. These triggers are evaluated in a region defined to be abundant with
W boson production in association with jets with τhad final states, with corresponding selec-
tion cuts:
• At least one medium τ-lepton with pT > 20 GeV
• At least one jet with pT > 100 GeV
• Pass E missT trigger with E
miss
T > 200 GeV
Using the above selection, the transverse momentum distributions for the triggered and non-
triggered τ-lepton are derived, as shown in Figure 4.2 (so called turn on curves). In these plots,
the pT distributions for the leading tau object in each SM samples are shown when using the
different triggers. Using equation 4.1, the efficiency with respect to the non-triggered distri-
bution is also shown in the bottom plot of the figures. Vertical dashed lines are used to show
offline thresholds that can be applied to ensure that the triggering is performed on the plateau
of the efficiency distribution and thus, where the trigger is at highest performance. Higher on-
line threshold triggers have lower offline thresholds to increase the acceptance in the higher pT
regions to improve statistics. These offline thresholds found for the single leg tau triggers have
been validated in additional regions described in Appendix A.
The turn on curves for the single leg E missT trigger, with online energy threshold of 50 GeV,
have been derived in a similar region as the one defined above but without any requirements
on the E missT . Figure 4.3 shows the resulting turn on curve for the single leg E
miss
T trigger. The
associated offline threshold is found to be around 200 GeV. However, these distributions can
only be used as reference to evaluate the effect of the E missT trigger on the E
miss
T kinematics
distribution and cannot be used to determine the efficiency of the E missT trigger leg used in the
di-tau+E missT trigger as it should be derived in a region that is abundant with missing transverse
energy originating from the τ-lepton decay process. The high turn on threshold value seen in
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(a) (b)
(c)
Figure 4.2: Turn-on curves of single tau triggers on SM background samples, simulated in MC for (a) 2015-2016, (b)
2017, and (c) 2018 data. Dashed line represents estimated turn-on thresholds.
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these distributions is a consequence of triggering on E missT originating from decay processes
with one fake-τ object and E missT originating from the decay process itself (e. g. W →µνµ).
(a) (b)
(c)
Figure 4.3: Turn-on curves of 50GeV online threshold E missT trigger on SM background samples, simulated in MC
for (a) 2015-2016, (b) 2017, and (c) 2018 data. Dashed line represents estimated turn-on thresholds.
To study the performance of the E missT trigger, a new region is defined in order to isolate the
W → τντ decay, using the following selection:
• One medium τ-lepton with pT > 20 GeV
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• No light leptons (e,µ)
• No b-tagged jets
• m(τ,E mi ssT ) > 70 GeV
• E missT > 120 GeV
The invariant mass requirement between the E missT and τ-lepton is used to select events from
the W + jets decay process. A E missT > 120 GeV requirement is used to also remove events from
other SM background processes, which is possible to do in part due to the fact that only a small
amount of performance will be lost, because of the large inefficiency of E missT triggers at low
missing transverse momentum values. Due to the inherent bias in the number of total events
of the prescaled E missT trigger leg, a tag and probe method must be used to check the efficiency.
In the tag and probe method an orthogonal unprescaled trigger is used to select the relevant
events (known as the tag trigger). The prescaled trigger in question (known as probe trigger), is
then checked to see if it has also triggered for the selected event. The efficiency for the tag and





For this analysis, a known unprescaled single tau trigger (tag) is used to select relevant events.
The E missT trigger is then checked to see if it has also been fired (probe) in these events. A 160
GeV online threshold single tau trigger is used as the probe trigger with an offline pT > 180 GeV
requirement to ensure that events on the trigger plateau are selected. Figure 4.4 shows the τ-
lepton pT and E missT distributions for the events that pass the tag and probe selection in this
region. MC simulated SM background processes are used to evaluate the kinematic distribu-
tion of data. The simulated background processes and data distributions are found to have
good agreement, with the W + jets as the main contributing background process.
Using Equation 4.2 the trigger efficiencies in both the combined SM background samples
and collected data can be derived, as shown by the bottom plot of Figure 4.5, while the top plots
shows the number of events that pass the tag (black) and tag+probe (red) trigger requirements
as a function of transverse missing energy, respectively. The efficiency exceeds 90% in both
data and background at around 150 GeV (shown by red dotted line), above which it quickly
increases to 100% for higher E missT values. Using these trigger efficiencies, the E
miss
T trigger SF
values are derived and are shown in Figure 4.6 for the range of offline E missT values above 120
GeV. Due to the use of offline reconstructed E missT and high threshold selection the resulting
turn-on curve are relatively slow, compared to the expected turn-on curve for online E missT . The
SF are found to be approaching unity for large E missT values, thus indicating the MC simulations
to be a good at estimating the performance of the E missT trigger in data. Because of changes in
the trigger menu between data collection years, the simple E missT trigger was only turned on for
data collected in 2016, and was not available for the data collected in the later years.
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Figure 4.4: Kinematic distributions of τ-lepton pT (left) and E
miss
T (right) for Tag and Probe method selection. SM
background are shown by the stacked histograms while data is represented by black markers. Statistical uncertain-
ties are shown by shaded area.
Figure 4.5: E missT distributions using Tag (black) and Probe (red) method for 50 GeV threshold E
miss
T trigger for a
combined set of MC simulated SM backgrounds (left) and 36.2 fb−1 of data collected in 2016 (right). Bottom plot
show corresponding efficiencies.
To ensure that the combined triggers are performing at maximal efficiency offline selec-
tions cuts for the triggered objects are used to select the events that lie on the plateau of the
trigger turn on curve. For the di-tau+E missT trigger, an offline 50 GeV minimum pT requirement
on the highest τ-lepton is used for data collected between 2015-2017, which was increased to
75 GeV in 2018 due to the change of triggers, while the second triggered τ-lepton in the event is
required to have pT > 40 GeV. An offline requirement of E missT > 150 GeV is used for the E
miss
T leg
of the combined trigger. For the asymmetric di-tau trigger the highest energy τ-lepton of the
event is required to have an offline pT > 95 GeV, while the second highest energy τ-lepton must
have pT > 60 (75) GeV for data collected between 2015-2017 (2018). The HLT online and offline
thresholds used by each trigger for each trigger leg are summarised in Table 4.3.
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Figure 4.6: Efficiency plot of 50 GeV threshold E missT trigger for combined MC SM backgrounds (black) and collected
data (red). SF values as a function of E missT are shown in the bottom plot. Online E
miss
T thresholds shown on as
vertical red dashed line.
Table 4.3: Lowest unprescaled triggers for Run-2 with two hadronic taus (asymmetric di-tau) or two hadronic taus
with missing transverse momentum (E missT ).









2nd leading τ-lepton pT 2015-2018 25 40
E missT 2015-2018 50 150
asymmetric di-tau
leading τ-lepton pT 2015-2018 80 95




The individual trigger legs of a combined trigger are considered to be independent. The ef-
ficiency of the full trigger can, thus, be derived by combining the trigger efficiencies of the
individual legs of which is constituted. This assumption is tested and proved using a closure
test. The closure test is performed, using MC simulated samples, by comparing the product of
the efficiencies of the two legs with the trigger efficiency of the full di-tau trigger. For this clos-
ure test, the asymmetric di-tau trigger as well as the combined di-tau legs of the di-tau+E missT
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A simple selection of 2 medium Opposite Sign (OS) τ-leptons with no b-tagged jets, nor light
leptons in the event is used. Figure 4.7 shows the resulting efficiencies, as defined by Equa-
tion 4.1 for the single legs and combined triggers using this selection. The bottom plot of the
figures show the closure test, which is found to be close to unity for τ-lepton pT values above 90
GeV for the asymmetric di-tau trigger. Similarly, the di-tau leg of the di-tau+E missT is also found
to have a closure test value of approximately one for the full range of pT values above 50 GeV.
Therefore, the closure test shows that the single trigger legs can be combined to give the total
efficiencies of the di-tau triggers for values above the offline trigger thresholds.
(a) tau80_tau60 (b) tau80_tau50
(c) tau35_tau25
Figure 4.7: Closure test for di-tau trigger efficiencies using for tau trigger legs of the asymmetric di-tau and di-
tau+E missT triggers. Single tau trigger efficiencies are shown in green and red for each leg of the di-tau trigger. Com-
bined trigger efficiency is shown in black.
4.6 Event Selection
The analysis presented utilises a cut-and-count strategy to isolate the SUSY signal from the SM
background, using dedicated sets of discriminating variables. Background-enriched regions,
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defined as Control Regions (CRs) are used to estimate the contribution of the most relevant
background in the defined SR. MC-based or data-driven methods can be used to estimate the
relative contribution of background in the SR, depending on the process that is being estim-
ated. A detailed description of the background estimation methods used in this analysis can be
found below.
Due to the different running conditions and configurations of the detector, some selec-
tion (e. g. trigger requirements or calibration parameters) are applied differently between data
collected in 2015 to 2018. The different kinematic regions used for the selection of relevant
events will be discussed in more detail in Sections 4.6.2 and 4.6.3. MC samples are generated
for various periods of data taking, where a random number is generated and associated to the
simulated MC event in order to identify any given ATLAS run. This way, simulated events can
be associated with specific operation periods that reflect the parameters with which data was
collected.
4.6.1 Event Cleaning
Event cleaning requirements are applied to data to ensure that only events collected when the
detector was fully functional are used in the analysis. The first requirement for the event to
be accepted as "good physics" is for the existence of a primary vertex with a minimum of two
tracks, with pT > 500 MeV, associated to it. The status of the HCAL and ECAL is also checked and
if any error state is returned the event is discarded. To reduce and suppress the fake-jet (bad
jet) contamination, quality requirements on a variety of jet parameters are checked. These
parameters include the fraction of energy deposited in the different layers of the calorimeters,
and the fraction of jet pT measured by the tracks in the ID. The impact of pileup is accounted by
a technique, based on jet areas, that provides an event-by-event and jet-by-jet correction [120].
Events containing muon candidates whose relative uncertainty on their charge-to-momentum
ratio (σ(q/p)/|q/p| is larger than 0.4, or that have been identified as not originating from the
pp collision (cosmic), are also discarded.
4.6.2 Signal Regions and optimization
The experimental signature expected for the signal topology described in Section 4.2 is the
presence of two taus that have decayed fully hadronically and a significant amount of E missT . No
additional jets or light leptons (electrons or muons) in the signal event final state are expected.
As explained in Section 4.5, in order to use the tau trigger SFs and efficiencies from the
individual triggers, two orthogonal SR are constructed:
Low-mass SR: Optimised to cover the low stau mass processes. The asymmetric di-τ trigger in
events with E missT ≤ 150 GeV is used.
High-mass SR: Targets the high τ̃ mass processes, using the di-τ+E missT trigger in events with
E missT > 150 GeV.
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Preliminary selection and discriminating variables
The preliminary selection (pre-selection) is a basic selection common to both SRs, used as an
initial step to separate the signal from the backgrounds. This selection includes the common
event cleaning described in Section 4.6.1 and the trigger selection described in Section 4.5. A
further selection is applied to discriminate for events that contain exactly two medium taus
after OR. The two selected taus are required to be of opposite charge, generally referred to
as OS taus, and to be matched to the corresponding trigger objects at HLT level. Apposite re-
quirement on the offline E missT and tau pT are applied to ensure that the triggers are in their
efficiency plateau. If light leptons, a third τ-lepton, or a b-tagged jet are present, the event
is rejected to ensure orthogonality from the semi-hadronic channel (where one tau decays to
leptons), to suppress 3 tau background processes, and to suppress SM backgrounds originating
from top quarks. Events with invariant mass of the two visible taus below 120 GeV are rejected
to suppress contribution from the Z + jets and Higgs SM background events (Z/H veto). The
summary of the used pre-selection is shown in Table 4.4.
Table 4.4: Preliminary selection common to both low- and high-mass SR in addition to the event cleaning.
Low-mass Preselection High-mass Preselection
2 medium taus (OS)
light lepton veto and 3rd tau veto
b-jet veto
Z/H-veto (m(τ1,τ2) > 120 GeV)
asymmetric di-tau trigger di-tau+E mi ssT trigger
E mi ssT ≤ 150 GeV E mi ssT > 150 GeV
τ1 and τ2 pT trigger requirements
The following event kinematic variables or global event properties, based on the decay to-
pology of SUSY, top, and Z events are studied to further select signal events:
MT 2 : stranverse mass, which can be shown to have a kinematic endpoint for events where
two massive pair produced particles each decay to two objects, one of which is detected
and the other escapes undetected [121, 122]. In the case of this analysis, the detected
objects are the visible τ-leptons while the undetected objects are the neutralinos. The
stransverse mass is defined as:









where pT,τ1 and pT,τ2 are the transverse momenta of the two leading tau, and qT is the
transverse vector that minimises the larger of the two transverse masses mT,τ1 and mT,τ2 .




mT,τ1 +mT,τ2 : the sum of the transverse mass values of the leading and next-to-leading taus;
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Me f f : the effective mass is the scalar sum of the missing transverse energy (E missT ) and the
transverse momenta of the leading and next-to-leading taus;
∆R(τ1,τ2) : the cone size between the leading and next-to-leading tau. An upper cut on this
variable is a powerful discriminant against back-to-back events such as multi-jets;
m(τ1,τ2) : the invariant mass of the two reconstructed taus.
Optimization strategy
The SR optimization is fundamental for any analysis that uses the cut-and-count method. The
goal is to remove as many background events as possible while retaining the largest possible
number of signal events. The set of discriminating variables described above are used to this
end.
To represent the discovery significance of the signal model targeted, a Figure of Merit (FoM)
is employed. In this analysis the FoM used is the significance, which is the probability that
an observed event counted in a SR could have been produced by the sole fluctuation of the
background in that region. The optimization of the cuts that comprise the SR of interest is
performed by maximising the value of the significance Zn [63], which is generally implemented





where Nsig and Nbkg are the signal and background yields, respectively. σbkg is the relative sys-
tematic uncertainty on the background which has been set to a flat 30% based on previous
analyses. Signal statistical uncertainty is not taken into account, as it is assumed to be negli-
gible compared to the background uncertainty.
To avoid potential bias on the part of the analysers during the SR optimization, a so-called
blinding procedure is employed. The number of data events that fall within the SR is purpose-
fully hidden from the analysers, until the modelling of the background falling into that SR has
been solidly estimated from background-enriched CRs and tested in Validation Regions (VRs).
The estimation and validation of the background is discussed in detail in Section 4.6.3.
SR definition
Based on the optimization procedure described above, the optimised signal regions are defined
in Table 4.5. Values of E missT > 75 GeV are required for the Low-mass SR to increase signal
sensitivity. In addition the two τ-lepton candidates are required to satisfy ∆R(τ1,τ2) < 3.2,
|∆φ(τ1,τ2)| > 0.8 and mT 2 > 70 GeV to further suppress contributions from SM background
processes.
The so-called "N-1" plots, showing the distributions of relevant kinematic variables, after
the Low-mass and High-mass SRs requirements, except for the variable being evaluated, are
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Table 4.5: Optimised selection for Low-mass and High-mass SRs.
Low-mass SR High-mass SR
2 tight τ (OS) 2 medium τ (OS), ≥ 1 tight τ
light lepton veto and 3rd medium τ veto
b-jet veto
Z/H-veto (m(τ1,τ2) > 120 GeV)
|∆φ(τ1,τ2) > 0.8|
∆R(τ1,τ2) < 3.2
mT 2 > 70 GeV
asymmetric di-tau trigger di-tau+E mi ssT trigger
75 < E mi ssT ≤ 150 GeV E mi ssT > 150 GeV
τ1 and τ2 trigger pT requirements
shown in Figures 4.8 and 4.9, respectively. The red arrow shows the kinematic region that is
accepted by the selection, while the rest is rejected.
(a) mT 2 (mT 2 > 70 GeV) (b) E missT (75 < E mi ssT < 150 GeV)
(c) ∆R(τ1,τ2) (∆R(τ1,τ2) < 3.2) (d) |∆φ(τ1,τ2)| (|∆φ(τ1,τ2)| > 0.8)
Figure 4.8: "N-1" distributions of relevant kinematic variables after Low-mass SR requirements, except the one on
the shown variable, are applied. The stacked histogram show the expected SM background estimates from MC
normalised to 139 fb−1.
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(a) mT 2 (mT 2 > 70 GeV) (b) E missT (75 < E mi ssT < 150 GeV)
(c) ∆R(τ1,τ2) (∆R(τ1,τ2) < 3.2) (d) |∆φ(τ1,τ2)| (|∆φ(τ1,τ2)| > 0.8)
Figure 4.9: "N-1" distributions of relevant kinematic variables after High-mass SR requirements, except the one
on the shown variable, are applied. The stacked histogram show the expected SM background estimates from MC
normalised to 139 fb−1.
4.6.3 Background estimation
The main SM backgrounds to this analysis are the multi-jet events, W + jets, and multi-boson
production, as explained in Section 4.3. Background events may contain a combination of
"real" τ-leptons or "fake" τ-leptons. A "real" τ-lepton is defined as a correctly identified prompt
τhad , while a "fake" τ-lepton is one which originates from a misidentified quark or gluon jet,
an electron, or a muon.
Multi-jet and W + jets events are known as reducible backgrounds. These are SM pro-
cesses whose final states involve either one or both final state objects to be mis-identified as
τ-leptons. The contributions of the reducible background in the SRs is, therefore, estimated in
data from dedicated CRs. On the other hand, the multi-boson, Z + jets, and t t̄+V (V = W, Z )
background processes contribute predominantly to events containing real τ-leptons and are
therefore called irreducible backgrounds. To estimate the irreducible backgrounds, only MC
simulated samples are used and validated in dedicated VRs.
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Multi-jet background estimation
One of the dominant backgrounds in the SRs originates from jets mis-identified as τ-leptons in
multi-jet production. It accounts for 44% (30%) of the total SM contribution in the Low-mass
(High-mass) SR. This contribution is estimated using the so-called ABCD method.
(a) (b)
Figure 4.10: Illustration of the ABCD method for the multi-jet background determination for (a) Low-mass and (b)
High-mass SRs. CRs A, B, C, SR D, and VRs E, F are described in the text and are drawn as blue and green boxes,
respectively. Transfer factor T used in the ABCD method is the ratio of number of multi-jet events in the regions C
and B.
Four exclusive regions, labelled as A, B, C and D are defined in a two dimensional plane as
a function of two (or more) uncorrelated discriminating variables. Regions A, B and C are ded-
icated CR while region D is the SR. Figure 4.10 shows the schematically drawn ABCD regions
used in the analysis estimation of multi-jet background. The ratio of events in the regions C
and B is then equal to that in the regions D and A. The number of multi-jet events in region D
(ND ) can thus be calculated from the multi-jet events in region A (NA) multiplied by the transfer
factor T = NC /NB where NC (NB ) is the number of multi-jet events in region C (B). Regions A,
B, C, D are labelled as CR-A, CR-B, CR-C, and Low-mass SR (or High-mass SR), respectively. The
ABCD method only provides a first-order estimate of multi-jet background, the normalised and
uncertainty being then modified by a combined fit to CR-A for both Low-mass and High-mass
SR. The CR-A and SR-D are defined in the same way except that in the former the τ-leptons are
required to pass the loose BDT requirement but fail the medium BDT requirement, to be ortho-
gonal with SR-D and reduce the signal contamination in CRs. The same tau BDT identification
criteria and charge requirements as in CR-A (SR-D) of the two taus is applied in CR-B (CR-C).
In CR-B and CR-C, less stringent requirements on the kinematic variables MT 2 and E missT are
applied. Furthermore, two validation regions, VR-E and VR-F, are defined with similar defin-
itions as CR-A and SR-D, respectively, except for intermediate requirements on the kinematic
variables. The validation regions are used to verify the extrapolation of the ABCD estimation
to the SR-D, and to estimate the systematic uncertainty from the residual correlation between
the tau-identification, the charge requirement, and kinematic variables. The definitions of the
control and validations regions used are summarised in Table 4.6, only for those requirements
that are different in the CRs, VRs with respect to the SRs. Requirements not listed in SRs defin-
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itions in Table 4.6 but present in Table 4.5 are applied to all ABCD method CRs and VRs. The
asymmetric di-tau (di-tau+E missT ) triggers with corresponding scale factors are applied for Low-
mass (High-mass) ABCD regions. The number of multi-jet events in each control region and
validation region is estimated from data after subtraction of other SM contributions estimated
from MC simulation. The contribution from multijet events in the Low-mass (High-mass) CR-
Table 4.6: The multi-jet CR and VR definitions for Low-mass (left) and High-mass (right) SRs. Only requirements
that different in the CRs,VRs with respect to SR definitions are listed.
Low-Mass
CR-A Low-mass SR (D)
≥ 2 loose τs == 2 tight τs
< 2 medium τs (OS) –
∆R(τ1,τ2) < 3.2 ∆R(τ1,τ2) < 3.2
75 < E mi ssT < 150 GeV 75 < E mi ssT < 150 GeV
MT 2 > 70 GeV MT 2 > 70 GeV
VR-E VR-F
≥ 2 loose τs == 2 tight τs (OS)
< 2 medium τs (OS) –
∆R(τ1,τ2) < 3.2 ∆R(τ1,τ2) < 3.2
E mi ssT < 150 GeV E mi ssT < 150 GeV
30 < MT 2 < 70 GeV 30 < MT 2 < 70 GeV
CR-B CR-C
≥ 2 loose τs == 2 tight τs (OS)
< 2 medium τs (OS) –
no ∆R(τ1,τ2) cut no ∆R(τ1,τ2) cut
E mi ssT < 150 GeV E mi ssT < 150 GeV
10 < MT 2 < 30 GeV 10 < MT 2 < 30 GeV
High-Mass
CR-A High-mass SR (D)
≥ 2 loose τs == 2 medium τs
< 2 medium τs (OS) ≥ 1 tight τ
∆R(τ1,τ2) < 3.2 ∆R(τ1,τ2) < 3.2
E mi ssT > 150 GeV E mi ssT > 150 GeV
MT 2 > 70 GeV MT 2 > 70 GeV
VR-E VR-F
≥ 2 loose τs == 2 medium τs (OS)
< 2 medium τs (OS) ≥ 1 tight τ
∆R(τ1,τ2) < 3.2 ∆R(τ1,τ2) < 3.2
50 < E mi ssT < 100 GeV 50 < E mi ssT < 100 GeV
50 < MT 2 < 70 GeV 50 < MT 2 < 70 GeV
CR-B CR-C
≥ 2 loose τs == 2 medium τs (OS)
< 2 medium τs (OS) ≥ 1 tight τ
no ∆R(τ1,τ2) cut no ∆R(τ1,τ2) cut
50 < E mi ssT < 100 GeV 50 < E mi ssT < 100 GeV
30 < MT 2 < 50 GeV 30 < MT 2 < 50 GeV
B and VR-E is around 96% and 90% (75% and 79%), respectively. Figure 4.11 shows the prefit
mT 2 distribution in the low-Mass and High-mass VR-E. Good agreement between the data and
MC is observed indicating that an appropriate estimation of the multijet contribution to this
region has been derived using this procedure. The multi-jet impurity in CR-A, CR-C, and VR-F
is 74%, 57%, and 51% (58%, 53%, and 51%) for the Low-mass (High-mass) region, respectively.
The signal contamination is defined as the ratio of signal event multiplicity to the sum of sig-
nal and background events (contamination = Nsi g /(Nsi g +Nbkg )). The signal contamination
in multi-jet CR-A ranges from 0.4% (1.2%) to 9.4% (21.4%) for the Low-mass (High-mass) SR.
The ABCD method is validated using a different method, the fake factor method, which is
described in detail in Chapter 5. The universal fake factor method, also described in Chapter 5,
was not used in this analysis as it is not yet an ATLAS-approved method. The predicted multi-
jet event yields from the ABCD method and Fake Factor (FF) method in both SRs and VRs agree
within statistical and systematic uncertainties.
W+jets background estimation
Around 25% of the SM background in the two SRs is expected to derive from the W + jets pro-
duction with at least one misidentified τ-lepton. A dedicated control region (WCR) is used to
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Figure 4.11: The prefit MT 2 distribution in the (a) Low-mass and (b) High-mass ABCD method defined VRs. The
stacked histograms show teh expected SM backgrounds normalised to 139 fb−1. The multijet contribution is estim-
ated using the ABCD method. Hatched bands represent the combined statistical and systematic uncertainties of
the total SM background. The lower panels show the ratio of data to the total SM background estimate.
normalise the W + jets MC estimate to data and another region is then used to validate the es-
timate (WVR). The WCR is enriched in events where the W decays leptonically to a muon and a
neutrino, to suppress the contamination of multi-jet events. Therefore, events for these regions
are selected with a single-muon trigger and must contain exactly one muon and one τ-lepton
candidate of OS. The muon is required to have pT > 50 GeV, while the τ-lepton candidate must
satisfy the Medium τ-lepton RNN identification criteria and have pT > 60 GeV. Top quark and
t t̄ events are suppressed by rejecting events that contain b-tagged jets, or if they are compat-
ible with t t̄ production (top-tagged) [125]. The transverse mass of the µ+E missT system (mT,µ) is
used to reduce the contribution from Z + jets, top-quarks, and multi-boson events. The E missT
and∆R(τ,µ) cut are applied to further reduce the multi-jet and Z + jets contribution, while the
invariant mass and sum of transverse mass of the muon and τ-lepton (m(τ,µ) and mT,µ+mT,τ)
are used to improve the W + jets purity. Events in the WCR (WVR) are selected by requiring
low (high) mT 2. The selection applied in the WCR and WVR using the cuts described above is
summarised in Table 4.7.
Table 4.7: Summary of selection requirements for the W + jets control (WCR) and validation (WVR) regions.
WCR WVR
1 medium τ and 1 isolated µ (OS)
single-muon trigger
pT (τ) > 60 GeV, pT (µ) > 50 GeV
E mi ssT > 60 GeV
b-jet veto and top-tagged events veto
m(µ,τ) > 70 GeV
1 <∆R(µ,τ) < 3.5
50 < mT,µ < 150 GeV
mT,µ+mT,τ > 250 GeV
30 < mT 2 < 70 GeV mT 2 > 70 GeV
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The contribution of multi-jet events in the WCR (WVR) is estimated using the so-called OS-
SS method. The OS-SS method is performed by counting the number of events in data that
satisfy the same requirements as for the WCR (WVR) but with electric charge of the two leptons
having the Same Sign (SS). MC processes other than multi-jet production are subtracted from
the data counts in the SS region using MC simulation. This method relies on the fact that the
ratio of SS to OS events in multi-jet events is close to unity while for W + jets processes it is
around 0.14. This is due to the latter process having events dominated by g u/g d-initiated pro-
cesses that often give rise to a jet originating from the quark with charge that is anti-correlated
to the W boson charge. The systematic uncertainty assigned to the multi-jet estimate in the
WCR is 100%, based on studies performed on simulated samples. The prefit mT 2 distribution
in the WCR is shown in Figure 4.12. Good agreement is observed both for the normalization
and shape between data and SM prediction, and the purity of the W + jets selection is found
to be around 79%. The purity in the WVR is around 69%. The contamination of signal in WCR
and WVR is negligible.
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Figure 4.12: The prefit MT 2 distribution in the WCR. The SM multi-jet production background is estimated from
data using the OS-SS method, while all other backgrounds are estimated from MC simulation. Hatched bands
represent the combined statistical and systematic uncertainties of the total SM background. Distributions of SUSY
signal are shown but the contribution is too low to be visible.
Irreducible background estimation
Irreducible SM backgrounds arise mainly from t t̄ , single top quark, t t̄+V , Z + jets, and multibo-
son processes. All other SM backgrounds are found to be negligible. These relevant irreducible
backgrounds are estimated with MC simulations and validated in dedicated VRs, enriched with
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events from the process to be validated. The VRs selection used to target the relevant SM back-
ground are described below.
Z+jets Validation Region (ZVR): to suppress top-quark background, b-tagged events are ve-
toed. To enhance the purity of Z + jets events, ∆R(τ1,τ2), m(τ1,τ2), and mT 2 require-
ments are applied.
Top Validation Region (TVR): to enrich the region with top-quark events a∆R(τ1,τ2), require-
ment must be satisfied. There must also be at least one b-tagged jet with pT > 20 GeV. An
additional requirement on the mT 2 > 60 GeV is needed to be close to the SRs.
Multiboson Validation Region (VVVR): the purity of multi-boson events is enhanced via m(τ1,τ2)
mT,τ1+mT,τ2 , and mT 2 requirements. Top-quark background is also suppressed by reject-
ing events that have at least one b-tagged jet.
For all VRs events are also required to have at least two τ-leptons that satisfy the Medium RNN
identification criteria with opposite sign charge, and at least one τ-lepton candidate must sat-
isfy the Tight RNN identification criteria, in order to be close to the SR. Events must also pass
either the combined di-τ+E missT trigger or the asymmetric di-τ trigger for the High-mass and
Low-mass selections, respectively. Table 4.8 gives a summary of the described VRs selection
criteria.




≥ 2 medium τ (OS), ≥ 1 tight τ
≥1 b-jet b-jet veto b-jet veto
— m(τ1,τ2) < 70 GeV m(τ1,τ2) < 110 GeV
∆R(τ1,τ2) >1.2 ∆R(τ1,τ2) <1 —
— — mT,τ1 +mT,τ2 > 250 GeV
mT 2 >60 GeV mT 2 <60 GeV mT 2 >60 GeV
asymmetric di-τ trigger
60 < E mi ssT < 150 GeV
τ1 and τ2 trigger pT requirements
High-Mass
TVR ZVR VVVR
≥ 2 medium τ (OS), ≥ 1 tight τ
≥1 b-jet b-jet veto b-jet veto
— m(τ1,τ2) < 60 GeV m(τ1,τ2) < 110 GeV
∆R(τ1,τ2) >1.2 ∆R(τ1,τ2) <1 —
— — mT,τ1 +mT,τ2 > 200 GeV
mT 2 >60 GeV mT 2 <60 GeV mT 2 >60 GeV
di-τ+E mi ssT trigger
E mi ssT > 150 GeV
τ1 and τ2 trigger pT requirements
The data event yields and the SM predictions are derived using a simultaneous fitting pro-
cedure based on the profile likelihood method [126], which takes as input the number of events
passing the multijet and W CRs, the transfer factors, and the contribution of multijet/non-
multijet and W /non-W contributions to their corresponding CR, as described in more detail
in Section 4.8. The resulting data event yields and SM predictions for the WVR, TVR, and VVVR
are shown in Figure 4.13. The data and SM prediction in each validation region agree within the
uncertainties. The purity of the selection in Z + jets, t t̄ , and multiboson events are 83%-96%,
83%-96%, and 47%-71% in the respective VRs.
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Figure 4.13: The postfit yields in the WVRs, TVRs, ZVRs and VVVRs for both High-mass and Low-mass selec-
tions. The SM multi-jet production background contribution is negligible and estimated from data using the OS-SS
method, while all other backgrounds are estimated from MC simulation. Hatched bands represent the combined
statistical and systematic uncertainties of the total SM background. Distributions of SUSY signal are also shown.
The lower panel shows the ratio of data to the SM background estimate.
4.7 Systematic uncertainties
For this analysis several sources of systematic uncertainties are considered. These include:
experimental uncertainties, which derive from the reconstruction of physics objects and the
integrated luminosity of the analysed dataset used, as well as theoretical uncertainties on the
modelling of the relevant SM background and SUSY signal processes.
The systematic uncertainties discussed here affect the predicted background yields in the
SRs and are either used when evaluating a given background yield in the SRs, by relying on the
sole MC prediction, or when computing the uncertainty on the Transfer Factor (TF). The over-
view of the sources of systematic uncertainties is presented in this thesis in two separate sec-
tions. One section will be dedicated to the experimental uncertainties that affect this analysis,
while the other will describe the study and derivation of the theory uncertainties, including
uncertainties on cross sections, choice of scales, and PDFs, primarily performed by the author.
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4.7.1 Experimental uncertainties
Each reconstructed object has an assigned uncertainty. Dedicated calibrations of each physics
objects (e, µ, τhad , b−jets, and E missT ) are used to estimate the associated uncertainties. These
calibrations are then added to the MC samples as e. g. lepton/photon reconstruction efficien-
cies, JES, Jet Energy Resolution (JER), b-tagging efficiencies, E missT reconstruction, etc. A list of
such non-negligible uncertainties for this analysis is given here:
JES and JER: the JES and JER arise from the measured momentum of jets, which need to be
calibrated to the right energy scale [127]. The uncertainty on the JES is pT and pseu-
dorapidity (η) dependent, and is evaluated in MC simulation using a set of grouped vari-
ations consisting of six Nuisance Parameters (NPs), which describe how the observed
property is affected by the uncertainties. Three η intercalibration non-closure uncertain-
ties and three additional uncertainties, the combination of all the remaining parameters
(O (100)), are used as a NP each, for a total of six NPs. The uncertainty due to the JER is
evaluated by smearing the jet energy using a simple set of systematic variations with 8
NPs.
Hadronically decaying taus: τ-lepton energy scale [128], resolution, and identification are one
of the main sources of experimental systematic uncertainties in the SRs because of the
requirement of at least two of these objects to be present in the final selection. Uncertain-
ties on the τ-lepton JES are evaluated using SFs and corresponding uncertainties on the
efficiency of reconstructing a jet, identifying it as a tau jet, and for passing the electron
OR are taken into account.
Light leptons: lepton reconstruction, identification and isolation efficiencies have contribu-
tions to the background. For electrons, uncertainties on the electron energy scale and
resolution are evaluated by scaling and smearing the energies of electrons in simulated
events. Similarly, muon uncertainties originating from the muon energy resolution, isol-
ation, reconstruction and momentum scale are evaluated by modifying the energies of
muons in simulated events.
b-Jets: SF uncertainties in b-tagging depend on the kinematics of the jet and on the jet flavour.
The efficiency of correctly identifying a jet originating from a b-quark, as well as the effi-
ciency of incorrectly tagging a jet originating from a c or light quark are modelled using
three uncertainty variations to the b-jet weight called nominal, up, and down, which are
propagated to the SFs for b-jets.
E missT : uncertainties on the missing transverse momentum are evaluated by propagating the
uncertainties of the constituent objects. There is a residual uncertainty due to the "soft-
term", which sums up the tracks not associated to any of the physics objects described
above. Scale and resolution uncertainties for this term are evaluated by modifying it ac-
cordingly, and evaluating the effect of this change on the event selection.
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Pile-up: the uncertainty on the distribution of the number of simultaneous interactions in
each pp collision is performed by varying 〈µ〉 by ±4% and using the modified parameter
to perform a pile-up re-weighting procedure to match the distributions of the number of
reconstructed vertices observed in data [129].
Trigger: τ-lepton trigger SFs are a source of uncertainty that is implemented using results
taken from dedicated measurements [130] and are included with the τ-lepton identific-
ation uncertainty.
Luminosity: an uncertainty in the integrated luminosity of ±2.0% is applied for the combined
2015, 2016, 2017, and 2018 dataset [131].
The sources of uncertainties associated to the determination of the multijet background via the
ABCD method are: the correlation among the τ-lepton identification, the charge requirement,
and the kinematic variable mT 2, the limited number of events in the CRs, and the subtraction
of the other SM backgrounds. The systematic uncertainty in the correlation is determined by
comparing the transfer factor described in Section 4.6.3, between CR-B to CR-C to that of VR-E
to VR-F.
Table 4.9: The postfit relative systematic uncertainty (%) in the background estimate (signal reference points) in the
Low-mass and High-mass SRs from the leading sources at top (bottom). Uncertainties from different sources in the
background estimates may be correlated, and do not necessarily add in quadrature to the total uncertainty.















Multijet estimation 4 10
Jet energy scale and resolution 5 8
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Jet energy scale and resolution 3 2
E mi ssT soft-term
resolution and scale
3 <1
Table 4.9 summarises the main sources of experimental systematic uncertainties in the SM
background estimates for the Low-mass and High-mass SRs, where the statistical uncertainty
of the event yields in the CRs is propagated to the SRs as a systematic uncertainty. The dom-
inant uncertainties in the SRs are the statistical uncertainty of the MC prediction (11%-21%),
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τ-lepton identification and energy scale (10%-19%), and multijet background normalization
(8%-12%). The total uncertainty in the signal yields for the SUSY reference points is about
17%-31% and are dominated by the τ-lepton identification and energy scale (14%-29%), and
the statistical uncertainty of the signal MC predictions (6%-20%).
4.7.2 Theory Uncertainties
The theoretical uncertainties are evaluated by considering variations with respect to the nom-
inal settings and choices for the event generation. The three main sources of theoretical un-
certainties considered for this analysis are: the uncertainty associated to missing higher order
corrections to the cross-section, the uncertainty on PDFs, and the uncertainty on the running
strong coupling constant (αS). The re-normalization scale (µR ) gives the dependence for αS
and is set to equal the momentum transfer Q of the scattering. The factorization scale (µF )
refers to the separation of the hard scattering QCD effects from the PDF. A scale variation, i. e.
a variation of the re-normalisation and factorisation scales by some fixed factors, is generally
used to estimate the uncertainty associated to the missing higher order in the perturbative ex-
pansion of the partonic cross section. The uncertainty on the PDFs will change accordingly to
experimental uncertainties introduced in the datasets used in the PDF fits. Two sets of PDFs are
compared to the nominal PDF to check the spread between the different PDF sets and their un-
certainties. The strong coupling constant is determined experimentally from the combination
of different datasets and its value is quoted at the scale of the Z boson mass. The associated
uncertainties are thus a combination of the experimental errors and the truncation of the the-
oretical value at a fixed order in perturbation theory.
Each systematic uncertainty i is described as a NP (θi ) that parametrizes the impact on
the parameter(s) of interest (i. e. rate of signal process, normalization factors, etc.). Therefore,
they are described as variations from the nominal, e. g. θi = ±1 for ±1σ, where 1σ means one
standard deviation.
The recipes used for the estimation of the theoretical uncertainties for the main back-
grounds are shown below.
Multiboson: The prescription used for the estimation of the uncertainties for the higher order
corrections requires the usage of the factorization and re-normalization scale variations.
These are implemented as seven weights in the nominal sample corresponding to the
variations of the QCD factorization and re-nomalization scales in the matrix element by
a factor of 2 and 0.5, avoiding variations in the opposite direction [132]. These uncertain-
ties are then combined by taking the envelope of all the uncertainties. Uncertainties on
the PDF+αs are computed following the PDF4LHC prescriptions, that can be found in
Ref. [133], and include 100 variations as well as variations in the central value of the PDF.
A global 6% uncertainty due to scale and PDF should be applied to W W /W Z /Z Z cross
sections.
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t t̄ , single top: Uncertainties associated to the parton shower, which affect the event yield of
the t t̄ background, are evaluated by comparing the predictions of POWHEG+PYTHIA8
and POWHEG+HERWIG7. The uncertainty associated to the Initial State Radiation (ISR)/Final
State Radiation (FSR) are also evaluated by comparing the predictions of POWHEG+PYTHIA8
with two samples with varied radiation settings. These uncertainties are implemented as
a NP for each scale variation and process; they are not constraint. The inclusive cross
section uncertainty at Next-to-Next-to-Leading-Order + Next-to-Next-to-Leading Logar-
ithm Accuracy (NNLO+NNLL) is 6%.
W ,Z+jets: Similarly to the multi boson case, W /Z + jets modelling include uncertainties from
the factorization and re-normalization scales, computed using different variations im-
plemented as weights in the nominal sample. Uncertainties affecting the SHERPA event
generator predictions are also estimated using the PDF sets following the PDF4LHC re-
commendations.
SUSY signal: signal cross sections are calculated at NLO + NLL using the resummino code from
Ref. [106] with two sets of PDFs (CTEQ6.6 and MSTW2008NLO90CL). Only the cross-
section uncertainty is taken into account for signal processes and it varies from 2 to 3%
for the considered SUSY models.
Table 4.10: Fractional variations from nominal of theoretical uncertainties in Low-mass SR and High-mass SR.
Low-mass SR













0.193 0.103 0.027 0.091 0.017 0.016
0.116 0.115 0.037 0.036 0.013 0.012
Multiboson
0.248 0.237 0.010 0.026 0.020 0.018
0.168 0.161 0.006 0.044 0.020 0.001
Top
0.126 0.084 0.065 0.047 0.025 0.024
0.125 0.076 0.055 0.039 0.031 0.030
W+jets
0.355 0.353 0.012 0.038 0.023 0.015
0.221 0.219 0.011 0.049 0.026 0.008
Z+jets
0.362 0.359 0.009 0.061 0.027 0.005
0.232 0.229 0.009 0.067 0.031 0.001
High-mass SR













0.134 0.093 0.017 0.056 0.015 0.014
0.099 0.101 0.013 0.018 0.011 0.010
Multiboson
0.270 0.257 0.014 0.037 0.022 0.016
0.195 0.183 0.013 0.070 0.023 0.000
Top
0.152 0.113 0.039 0.045 0.062 0.027
0.142 0.075 0.043 0.033 0.030 0.029
Wjets
0.411 0.396 0.014 0.128 0.031 0.006
0.256 0.246 0.012 0.094 0.030 0.012
Zjets
0.391 0.375 0.016 0.058 0.031 0.011
0.246 0.233 0.013 0.053 0.028 0.002
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The theoretical uncertainties determined for the Low-mass and High-mass SRs for the most
relevant SM backgrounds are shown in Table 4.10. The uncertainties are shown as fractional
values for the up and down variations from the nominal value of interest. The uncertainties
associated to the high order corrections to the cross section are shown by the combined re-
normalisation and factorisation scale, as well as with the individual uncertainties to the µR and
µF . The PDF uncertainties are also shown for the alternative PDF set for comparison.
In addition to the theoretical uncertainties derived for the SRs, the same uncertainties are
derived for the WVR, WCR, and transfer factors from the WCR to the WVR, and from the WCR to
the High-mass and Low-mass SRs. The systematic uncertainty on the transfer factor is defined
as
∆T F Pr ocessSy st =
T F V ar i ati onSy st −T F Nomi nalSy st
T F Nomi nalSy st
=
T F V ar i ati onSy st
T F Nomi nalSy st
−1, (4.4)
where T F Nomi nalSy st and T F
V ar i ati on
Sy st are the transfer factors derived using the nominal and var-
ied property for the studied uncertainty, respectively. The full set of tables showing the frac-
tional variations from nominal for the theoretical uncertainties for these control and validation
regions, as well as corresponding transfer factors can be found in Appendix B.
The derived theoretical uncertainties are used, in combination with the experimental un-
certainties described above, in the statistical interpretation of the results performed using the
profile likelihood method, that will be discussed in more detail below in section 4.8.
4.8 Statistical analysis
A statistical tool able to take into account all the derived uncertainties (statistical and system-
atic) is required to produce quantitative results. The statistical tool used for the interpretation
of the results of this analysis is performed using the profile likelihood method implementation
in the HISTFITTER framework [134], a common framework used in ATLAS. This framework is
used to implement the background-only fit with CRs described in Section 4.6.3 and statistical
uncertainties to establish the compatibility of the results obtained from the data analysis to the
given hypothesis.
Once the CRs and VRs are constructed and satisfactory agreement is found between the
normalised background predictions and the observed data in the VRs, the background predic-
tions can be extrapolated to the SRs. The observation of predicted background with observed
data in the SRs is a process generally referred to as unblinding. Assuming proper background
estimation has occurred, there are only two possible outcomes for the unblinding procedure:
an excess of data is observed compared to the predicted background, or there is perfect agree-
ment to the predicted SM background.
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4.8.1 Likelihood Construction
Key ingredients for the fitting procedure are the transfer factors described in some detail in Sec-
tion 4.6.3, for the multijet and W + jets background. The transfer factors allow for the normal-
ization of each SM background processes between each SRs and CR. The estimated number of
background events in the SR (NB (SR)) is therefore given by number of observed events in the
CR (N obs.p (C R)) and the TF, which is the ratio between the raw number MC events in the SR
(N MCp (SR)) and CR, (N
MC
p (C R)) for process p:
NB (SR) = N obs.p (C R)×
 N MCp (SR)
N MCp (C R)
=µp ×N MCp (SR) (4.5)
where µp is the ratio between the observed and estimated background yields obtained in the
fit to data, and is used as a normalization factor for background. Similarly, the number of es-
timated signal process (s) events in the SR is given by NS(SR) = µs ×N MCs (SR) where µs is the
signal strength, while N MCs (SR) is the expected signal yield in the signal region SR. The total
expected number of events in signal region SR is, thus, given as:






where Ns and N ib are the number of expected signal and background MC yields for the i
th back-
ground in the SR, respectively. Therefore, the background normalization factor, µb , is used to
normalise the SM background raw un-normalised MC estimates to data in the SR, while the
signal strength, µs , provides a scale factor associated to the theoretical strength of the signal
model in the given region, determined using the profile likelihood that will be described in
more detail below. The effect of systematic uncertainties on the signal and background yields
are implemented in the above equation as NPs associated to the signal (θ js ) and i
th background





















The nuisance parameters are given as variations from the nominal yields (i. e. θ = 0) by some
factor of a standard deviation (θ), so that when the variation from nominal is zero in both signal
and background, equation 4.7 reverts to equation 4.6.
The SM background normalization factors, µb , signal strength µs and nuisance parameters
θ are extracted from the analysis using a likelihood function, L, that describes the number of
events observed in the SR and/or CR as the combination of Poisson distributions and of addi-
tional distributions that implement the constraints on systematic uncertainties. The likelihood




















where Nobs is the observed yield for a given region (denoted by the subscript). The impact
of systematic uncertainties is included in the probability density function Csyst(θ0,θ), where
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θ0 are the central values of the auxiliary measurements, which are set to zero for the fitting
procedure around which θ can be varied when, for instance, maximising the likelihood. If the




G(θ0j −θ j ), (4.9)
where S is the full set of systematic uncertainties considered for the auxiliary measurements
(θ0j ) by the fluctuating nuisance parameter (θ j ). More details can be found in Ref. [134, 135].
Once the likelihood equation 4.8 is constructed, it is possible to obtain the relevant SM back-
ground normalization parameters via a Maximum Likelihood Estimation (MLE), as discussed
in detail in Ref. [136]. This is performed in HISTFITTER [134] interfaced with the HISTFACT-
ORY [135] package.
4.8.2 Hypothesis testing
The BSM signal discovery or exclusion is determined using a statistical procedure known as
statistical hypothesis testing [137]. For this type of analysis the null hypothesis H0, i. e. the hy-
pothesis to be tested against the alternative H1, is chosen to be background-only, while the
alternative is the signal-plus-background. The probability of an observation to be a number
of Gaussian standard deviations away from the null hypothesis is given by the significance Z ,
given by:
Z =Φ−1(1−p), (4.10)
where Φ−1 is the inverse of the cumulative Gaussian distribution and p is the probability (p-
value) of the observation under H0. Equation 4.8 can be condensed by referring to the sig-
nal and background model (and associated nuisance parameters) as θ, and the likelihood as
L(µs , ˆ̂θ). In turn, a statistic test can be obtained as follows:




where the denominator is maximised over all parameters and is absolute, and the numerator is
maximised for a given value of the signal strength µs parameter. The background-only (null hy-
pothesis) corresponds to µs = 0 (i. e. SM without SUSY), while µs = 1 corresponds to alternative
hypothesis which is for the presence of the SUSY model being tested. Therefore, the larger theλ
values the better the agreement of the data with the hypothesis being tested (where 0 < λ< 1).
It is possible to redefine Equation 4.11 and assign it as our test statistic:
q =−ln(λ(µs)), (4.12)
for the HISTFITTER software to randomly generate thousands of pseudo-data from Poisson
distributions, towards the calculation of the p-value. This is done for all the models of µs
that are being tested, which results in independent p-values for every hypothesis, including
background-only.
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To claim discovery (evidence) against the background-only hypothesis a value of Z = 5 (Z =
3) is required, which corresponds to a p-value of 2.87×10−7 (0.0013). To exclude a given signal
model a significance of 1.54σ, which corresponds to p = 0.05 is used instead.
4.8.3 Exclusion limits
The p-values can also be defined as a CL, an alternative FoM to describe the confidence at
which the measurements have been performed [138]. A signal model is excluded if the p-value
between the signal hypothesis and observed data (ps+b) is < 0.05. In confidence level terms,
this corresponds to a 95% CL. This approach however suffers from falsely excluding models for
which the analysis has little or no sensitivity to. To account for this effect, a new confidence
level is used, with which, on top of the signal and background p-value (ps+b), it accounts for
the p-value of the background only hypothesis (pb):
C Ls = ps+b
1−pb
. (4.13)
Using this CL method, when the discovery and exclusion test statistic show similar distribu-
tions, the nominator and denominator of Equation 4.13 will be of the same order, which guar-
antees that signals are not excluded.
4.8.4 Discovery limits
Model independent limits are used to show how compatible the observed data is with the
background-only hypothesis, and are generally referred to as Discovery Limits. These limits are
particularly significant when estimating the sensitivity to new physics in regions with excess
data compared to the estimated SM background. The limits include:
Background upper limit: on the number of events that can be observed before compatibility
with SM breaks down.
Signal upper limit: on the visible signal cross section defined by the signal cross section, the
detector acceptance, and the analysis efficiency.
A scan of µs in each SR is performed independently, starting with large excluded values, and
reducing until p-value = 0.05, to obtain the visible signal cross sections limits. µs therefore acts
a a dummy signal to test scenarios not included in this thesis.
4.8.5 Performing the fits
As previously discussed, the interpretation of the results is performed using a profile likelihood
method implemented in the HISTFITTER framework [134]. The fit parameters are determined
by maximising the product of the Poisson probability functions and the Gaussian probabil-
ity constraints for the nuisance parameters. For the combined Low-mass and High-mass SRs,
three types of fits are performed:
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background-only: uses the observed events and expected SM background contributions in
the CR-A and WCR as well as the TF as inputs to the fit. The normalizations of the W + jets
and multijet contributions are used as free parameters in the fit. The signal is assumed
to be absent.
model-independent: data event yields and SM background estimates with associated uncer-
tainties are combined in the model-independent limit fit in a given SR, to test whether any
new physics contributes to the SR. The background yields and uncertainties are taken
from the background only fit results.
model-dependent SUSY signal is allowed to populate both the SRs and CRs, and is scaled by
a freely floating signal normalization factor in the fit. Background normalization factors
are also determined at the same time in the fit. If the upper limit on the signal normal-
ization factor obtained in the fit is smaller than unity then the SUSY model is rejected at
95% CL.
The result of the background only fit is presented in Table 4.11, which shows a summary of the
observed, expected, and fitted events in the High-mass and Low-mass multijet CRs as well as
the CR and VR used for W + jets SM background estimation. The fitting shows comparable
results with the observed event multiplicity in all the CRs as well as in the WVR, which gives
great confidence in the modelling of the relevant backgrounds and their estimations. The SRs
can therefore be unblinded, and the data yields in the SRs can be compared to the prediction.
Table 4.11: Observed, expected, and fitted event yields of SM processes in the multijet CRs and W + jets CR and VR.
The fitted event yields are given after the background-only fit. Uncertainties correspond to the sum in quadrature






Observed 72 27 1099 552
Total SM (fit) 72.05±8.41 26.97±4.92 1099.10±33.14 545.46±134.13
Multiboson 1.43±0.56 1.88±0.98 63.19±20.80 36.55±12.00
W+jets 12.96±4.31 4.31+7.26−4.31 853.86±67.29 365.60±130.02
Top 2.65±0.92 3.31±1.61 167.28±41.34 115.78±32.18
Z+jets 0.25+1.41−0.25 1.47±0.69 12.78±7.26 27.04±20.43
Higgs 0.01+0.34−0.01 0.01±0.01 1.05+1.77−1.05 0.48+1.01−0.48
Multijet 54.74±9.86 15.99±6.28 0.93±0.93 0.00±0.00
Total SM (exp.) 72.00 27.00 1184.34 581.27
4.9 Results
In this section the results for the search of direct production of τ̃ particles in final states with
two hadronically decaying τ-leptons and E missT are presented using 139 fb
−1 of data collected
with the ATLAS experiment at the LHC, at a centre-of-mass energy of
p
s = 13 TeV. The CRs and
VRs used for the estimation SM background, as well as the SRs used to isolate the SUSY signal of
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interest have been previously discussed in Sections 4.6.3 and 4.6.2, respectively. The statistical
strategies adopted have also been discussed in Section 4.8.
The fitted, expected, and observed event yields in the Low-mass and High-mass SRs are
summarised in Table 4.12. In both signal regions, observation and background predictions are
found to be compatible within uncertainties. The most dominant background contribution
is found to be from the multijet background process, which contributes to ∼ 50% (∼ 30%) of
all background processes in the Low-mass (High-mass) SR. This is further illustrated by Fig-
ure 4.14, which shows the mT 2 distributions for data, expected SM backgrounds, and the SUSY
reference signal points defined in Section 4.2. The background distributions in these plots have
been scaled to the values determined from the simultaneous fit. It is clear that the distributions
show no statistically significant excess in the data compared to the SM background in either
SRs. The observations and predictions are thus fully compatible within uncertainties.
Table 4.12: Observed, expected, and fitted event yields of SM processes in the Low-mass and High-mass SRs. The
fitted event yields are given after the background-only fit. Uncertainties correspond to the sum in quadrature of















Total SM (exp.) 6.06 10.34
(a) (b)
Figure 4.14: Post-fit mT 2 distribution for Low-mass SR (left) and High-mass SR (right). The stacked histograms
show the expected SM background. Contribution from W + jets and multijet background events are scaled with the
corresponding normalization factors derived from the background-only fit. The SUSY signal point distributions are
shown, for reference, as dashed lines.
91 4.10 Interpretation
Individual model-independent fits of the Low-mass SR and High-mass SR on the visible
BSM cross section are used to derive the p-value for the background to fluctuate to the ob-
served yields if no signal is present p(s = 0) (p0) and are reported in Table 4.13. No signi-
ficant excess is observed for either the High-mass or Low-mass SRs, with only a small (< 2σ)
over-fluctuation in the Low-mass SR corresponding to a p0-value of 0.11. In case of an under-
fluctuation, the p-value is defaulted at 0.5. The observed and expected 95% CL upper limits
on the visible BSM cross section (σ95vis) derived from the same model-independent fits are also
presented. Signal models are excluded if the CL is less then 0.05
Table 4.13: Observed and expected event yields for the SUSY m(τ̃) 120 GeV and 280 GeV with m(χ̃
0
1) =1 GeV for all
SRs considered in this analysis. The uncertainties include experimental, theoretical and statistical uncertainties.
Table also reports the observed and expected 95% CL: upper limits on the visible BSM cross-section (σ95vis) and the






m(τ̃, χ̃01) = (120,1) GeV 9.8±4.0 7.2±2.2
m(τ̃, χ̃01) = (280,1) GeV 6.1±1.5 14.4±2.5












Observed σ95vis [fb] 0.08 0.05
4.10 Interpretation
In the absence of any significant excess over the expected SM background, exclusion limits at
95% CL are set on the masses of the τ̃ and χ̃
0
1 using the model-dependent limit fit. The ex-
clusion limits are set using the observed and expected number of events in the signal regions
derived in the analysis. Figure 4.15 shows the exclusion limits for the combined Low-mass
and High-mass SRs for the simplified SUSY model mentioned in Section 4.2, using a step size
of 10 GeV to scan the full parameter space. The solid lines show the observed exclusion con-
tours, while the dash lines represent the expected exclusion limits. The yellow band around
the expected limit is used to represent the ±1σ variations, which include all uncertainties ex-
cept for theoretical uncertainties in the signal cross-section. The sensitivity to ±1σ variations
of the theoretical uncertainties in the signal cross-section are shown by the dotted lines around
the observed limit. Stau masses from 120 GeV to 390 GeV are excluded for a massless lightest
neutralino in the scenario of combined τ̃L and τ̃R (τ̃L+R τ̃L+R ). The exclusion limits for the in-
dividual left-handed and right-handed τ̃ production have also been derived and are shown in
Figure 4.16. For τ̃L pair production only (τ̃Lτ̃L), the exclusion limit extends from 155 GeV to 310
GeV. For the counterpart τ̃R pair production (τ̃Rτ̃R) no significant observed exclusion limit was
set. While the τ̃L pairs have a higher production cross-section, the τ̃R have a higher efficiency
times acceptance due to kinematic differences in the resulting decay products. These limits
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extend significantly beyond the previous found results in the high τ̃ mass regions, shown in
References [54, 139–141].
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Figure 4.15: 95% CL exclusion limits for simplified models with direct τ̃ pair production in the combined High-mass
and Low-mass SRs.
4.11 Summary
In this chapter the strategy and methodology used for the search for the direct production of
the supersymmetric partner of the τ-lepton (τ̃) from pp collisions at the LHC is presented. The
final state signature of the SUSY process studied by this analysis is composed of two hadron-
ically decaying τ-leptons and two χ̃
0
1 (pp → τ̃τ̃ , (τ̃→ τχ̃01)), which is not visible in the ATLAS
detector and is, thus, considered as E missT . The construction and optimization of the two ortho-
gonal signal regions used to tackle high and low SUSY signal mass points, via the application of
two different di-tau triggers (asymmetric di-tau and di-tau+E missT ) whose performance studies
and SFs derivation was done by the author, is presented. This is followed by a description of
the main sources of SM backgrounds that pollute the SRs, as well as the methods and CRs used
to estimate their contributions to number of events observed in the SRs. The main sources of
SM background processes with corresponding CRs and VRs employed is summarised below;
W +jets: the source of this background is derived from the mis-identification of one τ-lepton.
The W + jets contribution is estimated using a dedicated WCR enriched in W boson decay
events, which is in turn validated in an orthogonal WVR.
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Figure 4.16: 95% CL exclusion limits for simplified models with direct (a) τ̃Lτ̃L and (b) τ̃Rτ̃R pair production in the
combined High-mass and Low-mass SRs.
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Multijet: these events produce the highest background multiplicity in the constructed SR, from
jets being mis-identified as τ-leptons, due to the process’s high cross-section. The con-
tribution to the SR is estimated from a set of transfer factors derived using a combination
of CRs and VRs named the ABCD method.
Irreducible: these are the SM background processes which produce final states identical to the
SUSY process final states. These include processes such as Z + jets, t t̄ , single top, t t̄+V ,
and multiboson production. The contribution of these SM background to the SR event
yields is estimated using MC simulated samples in dedicated VRs.
Systematic uncertainties are separated into experimental and theory uncertainties, the latter
of which have been studied and derived by the author, and are implemented into the fitting
procedures used to retrieve the background scale factors and discovery limits. No statistically
significant excess in data collected was found in either High-mass or Low-mass SRs. There-
fore, exclusion limits on the mass of the τ̃ and χ̃
0
1 have been extracted. This analysis has been




Standing at the crossroads trying to
read the signs, to tell me which way
I should go, to find the answer.
Eric Clapton
In this chapter the identification and object reconstruction efficiency of hadronically de-
caying tau particles (τhad ) will be presented. A brief introduction to the τhad object and the
motivation for its accurate reconstruction in the ATLAS detector, together with the expected
challenges, is discussed in Section 5.1. An in depth explanation of the Fake Factor (FF) method
– one of the methods used for the estimation of the τhad faking objects – will be presented in
Section 5.2. Section 5.3 describes a new method currently being developed within the ATLAS
collaboration that uses the principles of the FF method, described in the former section, to es-
timate the number of fake τhad objects for any given τhad -abundant selection region, and the
tool under development that uses this method to derive the corresponding FF values for this
arbitrary region. In Section 5.4 the derivation of the different data regions used by the tool for
interpolation is discussed. Sections 5.5 and 5.6 discuss the MC FF tool inputs and jet width
templates derivation used for proof of concept, respectively. In Section 5.7, a significant por-
tion of the author work on the derivation of the inputs for the Tau Fake Factor Tool (TFFT) and
jet width distribution studies is presented. The author has had a leading contribution in these
studies, in particular in the MC inputs, the derivation of the sample structures, the jet width
distributions, and of the derived FF values. In Section 5.8, a brief description of the fitting pro-
cedure used by the tool and the expected future developments is given. Finally, Section 5.9
gives a summary of the discussed project, and concludes this chapter by highlighting the main
points of interest investigated.
5.1 Fake taus
As discussed in Section 2.4, τ-leptons can decay hadronically into one or three charged pions
72% and 22% of the times, respectively. Jets originating from other background processes can
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often be mis-identified as τ-leptons in the ATLAS experiment.
The main background to hadronic τ-lepton decay comes from jets of energetic hadrons
produced from the fragmentation of quarks and gluons, present both at trigger level as well as
during the event reconstruction. The narrow shower in the calorimeter, the distinct number of
tracks, and displaced τ-lepton decay vertex are the variables used to discriminate τhad lepton
candidates from jets.
Final states with hadronic τ-lepton decays are very important to the ATLAS physics pro-
gram, as well as to the analysis discussed in Chapter 4. The reconstruction and identification
algorithms discussed in Chapter 4 will have a direct and significant impact on the quark to
gluon ratio that populate the reconstructed fake-τ objects.
5.2 Fake Factor method
After the τhad identification with either BDT or RNN techniques, there are still large numbers
of misidentified τhad objects (fake-τ) remaining. MC simulations are insufficient to properly
model the fake-τ background with large enough statistics. This is due to the large cross sec-
tion of jet production at the LHC relative to the τ production and the subsequent difficulty in
modelling jet shower shape and track multiplicity to match that of a true τ jet.
Data-driven methods, such as the FF method described here, are therefore a very powerful
tool towards the estimation of fake-τ multiplicities. In the FF method, a correction factor is
applied to data in a particular SR, in order to estimate the fake-τ background in that region.
This correction factor, normally referred to as the Fake Factor value, is measured in a dedicated
CR that is abundant in fake-τ, and is defined as:




NC R-dataanti−τhad (i )
, (5.1)
where NC Rτhad is the number of visible τhad objects in data that pass the identifier algorithm
working point of interest (BDT or RNN) in the given CR and NC Ranti−τhad is the number that fail
the same working point of interest, also in data. The index, i , refers to the bin where the FF
is calculated. Typical choices of binning are in pT, η and number of prongs. Assuming that
the SR of interest requires the visible τhad objects to pass a given identification work point, the
number of fake-τ leptons in that region is then calculated by:
Nτhadf akes(i ) = Nanti−τhad (i )×F F (i ), (5.2)
where Nanti−τhad is the number of visible τhad objects in data that fail the identification working
point in the SR. It is important to note that NC Rτhad , N
C R
anti−τhad , and Nanti−τhad have the visible
τhad truth-matched to a true τ-lepton performed in MC samples and subtracted from the τhad
multiplicity. The truth matching procedure used to perform this step will be described in more
detail in the next section. This results in the transformation of Equation 5.1 to:
FF(i ) =
NC Rτhad (Data)(i )−NC Rtruth τhad (MC)(i )
NC Ranti−τhad (Data)(i )−N
C R
truth anti−τhad (MC)(i )
, (5.3)
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where NC Rtruth τhad and N
C R
truth anti−τhad is the number of truth matched τhad object in MC simu-
lations that pass or fail the identification criteria, respectively. Therefore, contribution of true
τ events in either category is subtracted in the CR. Consequently equation 5.2 can also be re-
defined as:
Nτhadf akes(i ) = (Nanti−τhad (Data)(i )−Nanti−τhad (MC)(i ))×F F (i ), (5.4)
when subtracting the contribution of real τ’s estimated in MC simulations (Nanti−τhad (MC)).
Truth Matching
The τhad truth-matching procedure is performed by comparing the path of a true τ to that of
the visible τhad . If the path coincides, i. e.the ∆R
1 between the truth object and the recon-
structed visible τhad is < 0.2, then the τhad is considered truth matched to that object. In the
case of multiple truth objects being within a cone of ∆R < 0.2, the object with the highest pT is
chosen. Figure 5.1 shows a schematic representation of the cones constructed for the τ-lepton
truth matching-procedure.
QCD Jet 𝛕 Jet 
Isolation Cone
Core Cone
Figure 5.1: Diagram illustrating the difference in QCD and τ jet cones. τ jets tend to have one or three charged
tracks inside a "core cone" (∆R < 0.2) and an absence of particles inside a larger "isolation cone" (0.2 < ∆R < 0.4).
QCD jets, on the other hand, generally tend to have more charged tracks in relatively wide cone.
As shown by this figure, jets are associated to the decay of a visible τhad if there are either
one or three charged tracks that are within a tight "core cone" of ∆R . 0.2 inside a larger and
relatively void "isolation cone" of∆R . 0.4. QCD jets tend to have more particles in a relatively
wide cone compared to those initiated by τ-decays. It is also important to note that quark-
initiated jets tend to be more narrow and contain less particles than jets initiated by gluons.
The implication of this is that quark- and gluon-initiated jets have different probabilities of
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quark/gluon compositions. Thus, the FF value generally needs to be derived as a combination
of FF values from different backgrounds processes:
FFcomb = fW FFW + fZ FFZ + ft t̄ FFt t̄ + fQC D FFQC D +·· · , (5.5)
where fX represent the fraction of background source (X = W, Z , t t̄ , QC D, . . .) in the given re-
gion of interest and FFX is the corresponding FF value for that background in the same region.
Therefore, the combined FF value (FFcomb) is derived by combining all the FF values from the
different sources of backgrounds.
5.3 Universal Fake Factor method
The FFs should be measured in a CR with similar quark/gluon compositions to the SR. This
is quite difficult to achieve in practice, although it is necessary to correctly apply FFs to any
particular SR. The dependence of the quark- and gluon-initiated jet composition in an arbitrary
region can be studied by considering the FF of pure quark and pure gluon samples. In this case,
jets initiated from quarks and gluons would be defined as misidentified visible τhad ’s that fail a
particular identification criteria working point. If we assume there are no other objects that can
initiate a jet (and neglecting the difference in light and heavy flavoured quark-initiated jets), the
FF can be written as a function of the quark fraction:
FF(q f ) = q f FFq + (1−q f )FFg , (5.6)
where q f is the fraction of quark-initiated jets in the sample, FFq is the FF associated to the
quarks, and FFg is the FF associated to the gluons in the sample. If it is assumed that jets can
only be initiated by quarks or gluons then:
1 = q f + g f , (5.7)
where g f is the fraction of gluon-initiated jets in the sample.
Figure 5.2 shows an illustration representing the FF as a function of q f . It is clear that any
pure quark or pure gluon region will have fixed values of FF, represented in the illustration by
FFq and FFg , respectively. However, the pure quark and gluon FFs are not directly measurable
quantities in data, but the functional relationship between of the FF and q f can be determined
in data by interpolation.
If two arbitrary regions are considered, where the FFs are written as:
FF1 = q1FFq + (1−q1)FFg , (5.8)
FF2 = q2FFq + (1−q2)FFg , (5.9)
then FFq and FFg can be expresses analytically using the above system of equations:
FFq = (1−q2)FF1 − (1−q1)FF2
q2 −q1
, (5.10)
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Figure 5.2: Illustration of linear dependence of FF on the quark fraction, q f , given the relationship FF = q f FFq +
(1−q f )FFg . The points at the extremes show the FF for a pure quark or pure gluon sample (FFq FFg respectively).
and
FFg = q2FF1 −q1FF2
q2 −q1
, (5.11)










For any arbitrary SR the corresponding anti-ID region (i. e. the same SR selection but with the
τhad identification criteria flipped so that only the events for which the τhad fails the identific-
ation criteria pass) can be used to derive the appropriate FF. Thus, the FF can be defined as:
FFSR = qSR FFq + (1−qSR )FFg , (5.14)
where FFSR is the FF value for this SR-like region and FFq and FFg are given by equations 5.10
and 5.11, respectively. Therefore, FF of the SR-like region can be re-written in terms of the FF
for the two arbitrary regions FF1 and FF2:
FFSR = qSR (1−q2)FF1 − (1−q1)FF2
q2 −q1
+ (1−qSR ) q2FF1 −q1FF2
q2 −q1
, (5.15)
making the FFSR value dependent only on three unknown quantities: q1, q2 and qSR , which are
the quark fractions for the arbitrary regions 1, 2, and SR, respectively. Therefore, by deriving the
FF values of two regions (one gluon and one quark abundant), as well as their corresponding
quark fraction it is possible, in turn, to determine the FF value for any given SR. Figure 5.3
illustrates this procedure along the linear dependence of the FF to the q f for arbitrary regions
1, 2, and SR. The SR quark fraction (qSR ) is determined by a fit to quark and gluon fractions
derived in MC template to data. This procedure is explained in more detail in Section 5.8.
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Figure 5.3: Illustration of the interpolation of FFSR using pure quark/gluon FF, thus allowing the determination of
FF uniquely by analytically calculating FFq and FFg .
Jet Width
The quark fraction cannot be calculated directly from data, as individual partons are not seen
or reconstructed by the ATLAS detector. Therefore, the quark fraction must be derived in MC
using a template method, i. e. where a discriminating variable is used to discriminate between
different types of partons. The truth-matching method is used to identify the τhad objects that
are truth-matched to quark and gluon-initiated jets. These objects are then parametrised using
a variable with good quark/gluon separation.
A variable found to have well-suited separation between quarks and gluons is the jet width.





where i is the number of objects that constitute the reconstructed jet. The jet width can be cal-
culated from the calorimeter-based LC topo-cluster [142] jets that seed the visible τhad , which
in the text will be referred to as calo-based jet width.
This definition is quite sensitive to proton-proton interactions per bunch crossings (re-
ferred to in text as pile-up and denoted by µ) [143]. It was found that the calo-jet based track
width was suffering from significant mis-modelling in the MC due to the incorrect modelling
of pileup jets in the samples. Therefore, it became impossible to use this particular variable for
discrimination, despite it having such good sensitivity to quark and gluon-initiated jets.
Because of this, a track-based jet width was explored instead. The track-based jet width
is calculated using the same jet width equation described above (equation 5.16), but it only
considers tracks associated to the seeded jet that:
• Have pT > 1000 MeV
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• Are associated to the primary vertex
If no tracks fulfil these two requirements, then the jet width value is set to -1. Therefore, track-
based jet width values of -1 tend to be associated to pileup jets, which do not come from the
interaction’s primary vertex.
Some examples of jet width distributions are shown in Figure 5.4 for several different MC
samples. These plots show the normalised quark and gluon calo-based (top) and track-based
(bottom) jet widths for Z+jets (left) and Dijets (right) samples simulated for the 2015-2016 data
collection period. To produce these distributions the reconstructed jet-faking τhad was truth-
matched to its corresponding parton. The templates use τhad candidates that fail the Medium
BDT working point and have a minimum BDT score of 0.005. As mentioned above, there is
reasonable quark gluon separation in both samples for both calo-based and track-based jet
widths. The relatively lower number of gluons observed in the track-based jet width distribu-
tion compared to what is found when looking at the calo-based distribution is due to the higher
number of gluons that have a track-based jet width value of -1, shown in the plot by the first
bin (underflow).
Some mis-modelling present in both the calo-based and track-based jet width, as shown
in Figure 5.5. The track-based (a) and calo-based (b) jet width shown in this figure are for the
1-prong visible τhad in a Z boson abundant region of phase space derived using the following
selection:
• A single muon trigger
• A leading muon pT > 27 GeV which is matched to the trigger
• The sub-leading muon has pT > 10 GeV
• Two muons of opposite-sign charge that pass the Tight isolation working point2
• M(µ,µ) ∈ (81,101) GeV
• No electrons present
• At least one visible τhad candidate with:
– pT > 20 GeV
– Absolute charge of 1
– 1 or 3 tracks associated with its vertex
– Failed Medium BDT identification working point and no minimum score require-
ment
2 as defined in Reference [98]
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(a) (b)
(c) (d)
Figure 5.4: Unit-normalised quark and gluon distributions of calo-based (top) and track-based (bottom) jet widths,
in the pT bin [20,30] GeV, derived from MC samples of Z+jets (left) and Dijet (right) events are shown in the top
half of each plot. Underneath each template the ratio of parton to quarks (chosen as reference) is shown. τhad
candidates that fail the Medium BDT identification working point and have a minimum BDT score of 0.005 are
truth-matched to the corresponding parton. Red arrows indicate a point that is outside the range of the graph.
The calo-based mis-modelling is caused by the poor modelling of pileup jets in the sample,
which causes a difference in the shape, as well as a shift, of the MC calo-based jet width distri-
bution compared to data. The track-based jet width template also shows some mis-modelling
of the jet width. Because the ratio of data to MC for the track-based jet width in the bulk of the
distribution is approximately flat, then the shape can be assumed to be well simulated, albeit
poorly normalized. The inaccurate normalisation is caused by the large number of jet width
entries with values equal to -1, which for a 1-prong pT inclusive visible τhad candidate, cor-
responds to ∼ 30% of the cases, and by the presence of pile-up jets that still pass the stricter
selection of the track-based jet width. The flat ratio of data to MC allows for the track-based jet
width to be used as discriminating variable for quark and gluon-initiated jets.
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(a) (b)
Figure 5.5: Distributions of visible τhad candidates jet width in Data and MC using a track-based (a) and calo-based
(b) jet width. Top plots show the jet width distributions for different MC processes and 44.3 fb−1 of collected data.
Bottom plots show the Data/MC ratio, where 1 represents perfect agreement.
5.4 Data regions
This section describes the two FF regions used to derive FF1 and FF2 defined above, for in-
terpolation. The quark abundant region is dominated by Z boson production in association
with jets (Z + jets) with Z→ µµ events selected using a single µ trigger [144]. The correspond-
ing derived FF values will be referred to as FFZ from here on. The second region is a multi-jet
gluon-enriched region, consisting of di-jet events triggered using a single jet trigger. The res-
ulting FF value corresponding to this region will be referred to as FFM J .
5.4.1 Quark abundant region
The Z + jets region was isolated in data using the following selection:
• Events are accepted if any of the the following single muon triggers are fired:
– For data collected in 2015:
* HLT_mu20_iloose_L1MU15
* HLT_mu50
– For data collected in 2016 onwards:
* HLT_mu26_ivarmedium
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* HLT_mu50
• Events are accepted if there are no electrons that pass the Loose identification criteria3
and with pT > 15 GeV
• There are exactly two reconstructed muons with:
– Muon passes the Tight track-based isolation working point [98]
– Leading pT > 27.3 GeV and matched to trigger
– Sub-leading pT> 10.0 GeV
– Medium quality [98]
– M(µ,µ) ∈ (70,100) GeV
• There is exactly one reconstructed τ-lepton with:
– pT > 18.0 GeV
– Absolute charge of 1
– 1 or 3 tracks associated with its vertex
– RNN efficiency score > 0.01
Using the above selection, a region predominately dominated by Z + jets and, thus, abund-
ant with quark-initiated tau-faking jets, is obtained. Therefore, using the method described in
Section 5.2 the values for the FFs can be derived for any given region or anti-region of identific-
ation working point.
(a) (b)
Figure 5.6: Distributions of FF values as a function of the leading visible τhad object in the Z+jets quark-initiated
tau-faking-jets abundant data region for the one prong (left) and three prong (right) case using Medium RNN work-
ing point and full Run-2 data
3 Likelihood (LH) based electron identification criteria is described in detail in References [145, 146]
105 5.4 Data regions
Figure 5.6 shows the visible τhad FF values with respect to the leading tau pT (denoted by
pτT in the figure) derived from data using the selection above. Real τ are subtracted using MC
simulations, for a Medium RNN working point for 1 prong (a) and 3 prong (b) case, as defined
by equation 5.12. The FF values seem to have a strong dependence with pT. These plots show
that the FF values decrease as the visible τhad object pT increases. The FFs for the 3 prong
τ-leptons are also found to be lower in value then for 1 prong τ-leptons.
As discussed in Section 2.4, the rejection power of both RNN and BDT classifiers increases
with increasing pT. In a fake-τ dominated sample, as the pT increases the probability for the
classifier to identify and reject fake-τ also increases. This will, in turn, decrease the number of
τhad objects that populate the pass-ID region (nominator of equation 5.12), whilst simultan-
eously increasing the fail-ID region (denominator of equation 5.12). The FF as a function of
τhad pT in a region that is abundant in fake-τcandidates, such as the one described above, is
thus expected to decrease with increasing pT.
The lower FF values of the 3 prong τ-leptons, compared to the 1 prong, are due to the higher
rejection power of the RNN/BDT classifier for the 3 prong taus. This results in a relatively higher
multiplicity of taus which fail the identification working point compared to the 1 prong scen-
ario.
5.4.2 Gluon abundant region
The Multi-jet production was isolated in data to derive a gluon abundant region to derive FF
values as in Section 5.4.1. To achieve this, the following selection was used:
• Event are accepted if any of the the following single jet triggers are fired:
– HLT_j15 with offline pT > 20 GeV
– HLT_j25 with offline pT > 35 GeV
– HLT_j35 with offline pT > 45 GeV
– HLT_j85 with offline pT > 110 GeV
– HLT_j110 with offline pT > 120 GeV
– HLT_j175 with offline pT > 216 GeV
– HLT_j260 with offline pT > 300 GeV
– HLT_j360 with offline pT > 400 GeV
– HLT_j400 with offline pT > 440 GeV
– HLT_j420 with offline pT > 460 GeV
• No electrons that pass Loose identification criteria4 with pT > 15 GeV
• No Loose quality muon with pT > 7 GeV
4 LH based electron identification criteria is described in detail in References [145, 146]
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• No photon that passes the Loose identification criteria [145, 146] with pT > 10 GeV
• At least one jet
– pT > 20 GeV
– η < 4.5
– No JVT5 requirement
• Loose jet cleaning
• OR6 procedure is performed
– With loosely selected electrons, muons, taus, photons, and jets
– Where tau selection before OR: pT > 20 GeV, RNN > 0.01
(a) (b)
Figure 5.7: Distributions of FF values as a function of the leading visible τhad object in the di-jets gluon-initiated
tau-faking-jets abundant data region for the one prong (left) and three prong (right) case using "Medium RNN"
working point and full Run-2 data. Truth tau subtraction has not been applied to these results.
Figure 5.7 shows the FF values derived for this region for the 1 prong (a) and 3 prong (b) cases,
as a function of the leading visible τhad pT for the Medium RNN working point. Similarly to
the Z + jets region, the FF values for the di-jet region are found to be dependent on the leading
τhad pT but with slightly lower overall values. This is due to the high multiplicity of jets in this
region, which have a higher probability of being mis-identified as taus. This results in a larger
multiplicity of τ-leptons failing the RNN working point, thus translating to overall lower FF
values. It is worth noting that the large uncertainty band shown in the highest pT bin for the
1 prong case is due to low statistics in that bin from the data collected in 2017. In the 3 prong
case there are no τ-leptons above 150 GeV that pass the required selection, resulting in the last
bin of the distribution not being populated.
5 The JVT is a multivariate combination of track-based variables used to suppress pileup jets [147]
6 OR procedure discussed in detail in Section 5.5.3
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5.5 MC Inputs
In this section the MC samples, generators, selections, and required calibrations, used to pro-
duce the track based jet width and FF distributions needed to determine the quark fraction and
for the estimation of the FF values, are discussed. Section 5.3 describes how, through the deriv-
ation of pure quark and pure gluon track based jet width templates, it is possible to calculate
the relative abundance of quarks (quark fraction) in a given sample using a fitting procedure
(to be discussed in more detail in Section 5.8). The track based jet width, and τhad transverse
momentum distributions derived from MC samples used for the quark fraction fitting will be
referred as templates from here on.
5.5.1 Samples and generators
Parton kinematics can differ slightly depending on the generator used due to the different
methods and prescriptions used for the Matrix Element PS matching. To account for this sys-
tematic effect, a set of MC samples generated using different generators have been studied.
The samples studied are separated into two categories: High Priority (HP) and Low Priority (LP)
samples. HP samples include only Z + jets, W + jets and di-jets processes that have been pro-
duced using similar generator with significant statistics. LP samples include a wider range of
processes produced with different generators, and can be used to study the generator effects
and boost the overall statistics.
The HP Z + jets and W + jets samples have been generated using POWHEG-BOX v1 [148]
interfaced to the PYTHIA V8.186 [149]( referred as PYTHIA 8 from now on) PS and hadronisation
model, except for the heavy-flavour decays which are modelled using the EVTGEN V1.2.0 [150]
program. The CTEQ6L1 PDF [151] is used for the parton shower along with the AZNLO [152]
set of tuned parameters. The HP di-jet samples are generated using the PYHTIA 8 and EVTGEN
combination as above, but using the A14 set [104] of tune parameters with the NNPDF2.3 LO
PDF [105] set instead and are separated into several slices of different generator-level jet pT
thresholds, generally referred to as "JZx" (with x running from 0 to the number of slices) [153].
JZxW is the same as JZx slicing but filtered based on the pT spectrum such that there are equal
numbers of events at each pT.
Table 5.1 summarises the samples and generators as well as any filtering or slicing that were
applied to each sets of samples. As mentioned previously, HP samples are used as the main
samples for comparison, while LP samples have been used for further studies of generator and
process driven effects.
5.5.2 Analysis Object Data Samples selection
Analysis Objects Data (AOD) samples are the baseline MC samples produced by the ATLAS col-
laboration. AOD samples are not skimmed or slimmed for any particular type of analysis and
instead are composed of the full collections of reconstructed objects. This makes these type of
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Table 5.1: Samples and generators used for FF studies. Generators for each samples are shown with corresponding
PDF sets, selections and filters. Sample names shown in bold text represent HP samples, the rest are considered LP
samples.
Processes Generators PDF veto / filter selection / comments
Z+jets
W+jets
SHERPA V2.2.1 NNPDF3.0 NNLO
c-jet veto and b-jet veto
OR
c-jet filter and b-jet veto
OR
b-jet filter
m(`,`) > 40 GeV
max(HT, pVT ) ∈ [0,70,140,280,500,1000, inf]
b-jet veto OR b-jet filter
10 GeV < m(`,`) < 40 GeV,
max(HT, pVT ) ∈ [0,70,140,280, inf]
MADGRAPH5_AMC@NLO V2.2.3.P4
+ PYTHIA 8 + EVTGEN V1.2.0
A14
NNPDF2.3 LO
c-jet veto and b-jet veto
OR
c-jet filter and b-jet veto
OR
b-jet filter
m(`,`) > 40 GeV
HT ∈ [0,70,140,280,500,1000,2000, inf]
Np ∈ [0,1,2,3,4] (*only for some Z → ττ samples)
POWHEG V1 + PYTHIA 8 + EVTGEN V1.2.0
AZNLO
CTEQ6L1




on shell diboson production with factorised decays
SHERPA V2.2.2
m(`,`)SFOS > 4 GeV
pT (`1) > 5 GeV
pT (`2) > 5 GeV
m(`,`) > 2×m`+250 MeV
(pT (`1) > 20 GeV OR pT (`2) > 50 GeV)
AND
(pT (`2) < 5 GeV OR m(`SFOS==1) < 4 GeV)
POWHEG V2 + PYTHIA 8 + EVTGEN V1.2.0
AZNLO
CTEQ6L1
m(`,`)mi n > 4 GeV
Dijets
Herwig v7.0.4 + EvtGen v1.6.0
NNPDF3.0 NLO (ME)
MMHT2014 (shower/MPI)
JZx with x ∈ [1,2,3,4,5,6,7,8,9,10,11]
PYTHIA 8 + EVTGEN V1.2.0
A14
NNPDF23LO
JZxW with x ∈ [1,2,3,4,5,6,7,8,9,10,11,12]
single top + t t̄




hd amp = 258.75 GeV (1.5 × top mass)hadronic decays
inclusive
leptonic decay








samples very useful to use for an initial proof of concept as the samples wont be affected by any
bias introduced though the application of selections, calibrations or derivations. To maintain
the unbiased property of the AOD samples, only a very loose selection is used to construct a
region abundant with fake τhad objects. The following selection cuts are thus applied:
• At least one tau:
– pT > 20 GeV
– BDT background rejection efficiency score > 0.005
Where the BDT was later changed to the better performing RNN identifier, following the re-
commendations for the appropriate reconstruction of the visible τhad , and thus changing the
BDT score selection to RNN background rejection efficiency score > 0.01. The τhad are categor-
ised accoring to their Particle Databook Group Identification (PDG ID)s [111] from the results
of the truth matching procedure. To truth match the visible τhad to their corresponding τhad -
faking parton, the jet seeding the τhad object is identified and is used for the truth-matching.
Table 5.2 shows the categories used to describe the truth-matched visible τhad objects using
the variables: CONETRUTHLABELID for identifying the τhad faking jets and PARTONTRUTHLA-
BELID to identify τhad candidates truth-matched to parton jets. Both variables use the absolute
value of PDG ID values to describe the appropriate truth-matched object.
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Table 5.2: Truth table for selection of quark, gluon and un-matched candidates from jet-faking τhad objects identi-
fied via the truth matching method.
Parton / Object Cone Truth Label ID Parton Truth Label ID
Fake-tau !|15|, !|13|, !|11|, !|22| -
Quark Fake-tau ∈ [0,7]
Gluon Fake-tau 21
Un-Matched Fake-tau -1, 0
Un-matched objects are defined as the candidates that fail the truth-matching proced-
ure. Figure 5.8 shows the distribution of highest visible fake-taus pT per event for matched
(i.e. quark and gluon) objects against the same distribution for the un-matched objects for all
MC campaigns. The ratio plot below the pT distributions shows that the un-matched objects
have a higher multiplicity in the low τhad pT region and decrease with increasing transverse
momentum. Furthermore, the fraction of of un-matched candidates seems to increase with
increasing mean number of interaction per bunch-crossing (〈µ〉). The different MC samples
shown in Figure 5.8 are generated with the different pileup conditions associated to the dif-
ferent data collection periods (2015-2016, 2017, and 2018), where MC16a, MC16d, and MC16e
correspond to 〈µ〉= 24.5, 〈µ〉= 37.8, and 〈µ〉= 36.1 with luminosities of 36.2 fb−1, 44.3 fb−1, and
58.4 fb−1, respectively. The relative higher number of un-matched candidates present in the
samples with higher 〈µ〉 implies a direct correlation between un-matched candidates and 〈µ〉.
A considerably significant number of un-matched candidates can, thus, be attributed to fake-τ
pile-up jets.
pT dependence
The left and right plots of Figure 5.9 show the pT distributions extracted from Z + jets, W +
jets, and di-jet samples for the jet-initiated fake-tau objects matched to MC quarks and gluons,
respectively. Different samples are found to possess different kinematic distributions for these
tau-faking objects, which in turn affects their corresponding jet width distributions. A boosted
visible τhad object can have a narrower jet width compared to a lower pT object since the tracks
from the boosted object will tend to be closer. Furthermore, when comparing the data samples
to MC samples for FF interpolation the Z → µµ region will match more closely the Z → ee
sample’s kinematic properties then the W + jets or di-jets MC samples, for instance. However,
all samples described in the previous section (both HP and LP) are needed to construct the
resulting templates. The dependence (or bias) caused by the different pT distributions between
the samples on the jet widths must therefore be isolated and removed. There are two main
effects that need to be addressed.
The first effect to consider is the direct dependence of pT on the jet width of the τhad object.
To that end, the pT of the fake-τhad candidates is separated into bins, as shown by Table 5.3.
The jet width templates and FF values need to, thus, be derived for each pT bin. This ensures




Figure 5.8: Figures showing the pT distribution for leading τhad candidates for matched (quark+gluon) and un-
matched candidates in the (a) Z+jets, (b) W+jets and (c) di-jet samples for MC16a, MC16d and MC16e campaigns.
The bottom plots shows the ratio of matched to un-matched candidates for each campaign for the respective
samples.
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(a) (b)
Figure 5.9: τhad pT distribution plots for truth matched fake-tau candidates,i. e. to quarks (left) and gluons (right)
in dijet, Z+jet and W+jet samples. Histograms have been normalised to unity to show differences in shape. Bottom
plot shows the ratio between the dijet and the other sample’s pT distribution.
that regions of different kinematic properties are treated and evaluated separately. Each pT bin
is then "fine-binned" in intervals of 1 GeV, while the jet width should have bin widths of 0.01.
Table 5.3: visible τhad pT binning used for derivation of templates and FF values.







Further dependences of notice are taken considered and are isolated into further bins, as
shown by Table 5.4. "Prong" refers to the number of charge tracks associated with the stud-
ied τhad vertex, and can either be 1 or 3 prong. "BDT WP" and "RNN WP" correspond to the
the BDT and RNN identifier algorithm working points, respectively, and can be either Loose,
Medium or Tight as defined in Table 2.1. The "BDT min" and "RNN min", corresponds to the
minimum background rejection efficiency scores of the BDT and RNN identifier algorithms at
which a τhad candidate is accepted. The "JVT cut" selects for objects that have passed the JVT
algorithm [147], which is primarily used to suppress pileup jets. Finally, the last possible se-
lection displayed in the column "Trigger requirement" applies when a trigger requirement is
requested to be passed by the τhad object.
The second effect that needs to be considered is the different pT distributions shapes between
different samples. The procedure used to minimise this effect is called "pT re-weighing" and is
performed differently for MC-to-MC compared to MC-to-data, as follows.
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Table 5.4: Further available requirements for further isolation of jet width dependence. Any combination of these
requirements can be done and studied, where each combination would result in corresponding set of FF values and
jet width templates. Note "*" corresponds to the options that have so far been studied.
Prong BDT min BDT WP RNN min RNN WP WP region JVT cut Trigger Pass
1*
0.00 Loose 0.00 Loose
pass no JVT cut* no requirement*
0.05* Medium* 0.01* Medium*
3* 0.50 Tight 0.05* Tight fail* some JVT cut passed
For the MC-to-MC re-weighing, the MC samples are separated into two categories, one
sample is used as "reference", while the rest are considered "variable" samples. The "refer-
ence" sample pT distribution is used as the distribution to which the other ("variable") samples
are re-weighed to. Because the different parton pT distributions (quark, gluon, un-matched...)
need to be independently re-weighed, the procedure must be performed for each parton. Each
sample’s parton full pT distribution can thus be derived and plotted in histograms of 1 GeV pT
bins. The distributions are normalised to unity before the re-weighing is performed, as to be
independent of any scaling factors applied to the distribution. By comparing the "reference
sample" distribution to the "variable sample," a weight for each pT bin can be derived for each
sample. This event weight is then be used to re-weigh the "variable sample" pT distribution to
the "reference sample".
In contrast, when comparing the MC samples (di-jet, W + jets and Z + jets) to the FF in-
terpolation data regions (multijet and Z → µµ), the quark, gluon and un-matched candidates
are independently re-weighed to the pT distribution of the FF interpolation regions as well as
to the region of interest.
An example of pT re-weighing is shown for the quark template pT in Figure 5.10. Plot
(a) shows the quark and gluon pT distributions between the different samples in the pT bin
∈ [20,30] before re-weighing. As described above, the distributions have been normalised to
unity to clearly show the differences in the pT distribution between samples. In Plot (b), the
same distributions, with the pT re-weighing procedure applied are shown. The pT re-weighing
changes the distribution shape to make it coincide with the appropriate parton distribution.
Figure 5.11 shows the effect of pT re-weighing on the jet width distributions for quarks (a),
gluons (b) and un-matched (c) MC templates. For all templates the pT re-weighing results in
only a very small shift of the jet width distribution. This indicates that the pT distribution shape
between processes only has a small effect for these samples.
5.5.3 Derived Analysis Object Data samples
The concepts described above for the derivation and application of FF are intended to be de-
veloped for use in many different types of analyses. To that end, it is important to ensure that
general analyses selections and object calibrations, or any other tools applied at analysis level,
do not unexpectedly affect the quark fraction or jet width templates. If so they must be studied
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(a) (b)
Figure 5.10: Top plot shows the distribution of τhad pT of truth matched τhad to quark (black) and gluon (red)
for dijet and V+jets (W+jets and Z+jets merged). Bottom plot shows the same distributions after implementing the
re-weighing procedure with respect to the dijet sample.
and understood for the proper application of the universal FF method.
Figure 5.12 shows the track based jet width distributions between the same MC samples
that have undergone two different calibration processes. The distributions have been produced
using fake-τ objects in the anti-Medium working point BDT region (i. e. accepting events which
fail the Medium BDT τhad requirement), with 1-prong, and in the pT bin ∈ [20,30] GeV. One
of the samples shown is an AOD (blue), while the second is a Derived Analysis Object Data
(DAOD) sample (red). DAOD (also called "derivation") is the name given to AOD samples that
have also been processed through "derivation selections." Significant discrepancies in the track
based jet width distributions are observed, indicating that the selections applied to the DAOD
sample result in biases to the τ-lepton kinematics, that needs to be fully understood.
The samples used for ATLAS physics analyses are DAOD. This is because DAOD samples
include selections and calibrations that are essential for the accurate reconstruction of particle
objects. The most relevant and common processing procedures applied to DAOD samples are
the τhad object calibration, the overlap removal procedure, and implementation of tighter se-
lection cuts. All of these procedures are discussed in more detail below.
Object calibration
An important step of the visible τhad object reconstruction is the calibration. After the recon-
struction of a τhad following the prescription described in Ref. [78], the energy of the tau can-
didate is calibrated at the LC scale, which corrects for calorimeter non-compensation and for
the energy deposited in dead material or outside topological clusters of calorimeter cells. The
correction of the tau energy back to the true visible energy, via the application of the Tau En-
ergy Scale (TES) can have significant effects on the kinematic properties of the reconstructed
τhad . These effects must be taken into consideration when deriving templates of the τhad jet
track-based jet width. The TES calibration is generally performed when generating a "deriva-
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(a) (b)
(c)
Figure 5.11: The effect of pT re-weighing on MC16a Z+jet sample using dijet sample as "reference" on the track-
based jet width templates of quark, gluon and un-matched candidates are shown in plots (a), (b) and (c), respect-
ively. All plots correspond to one prong 20-30 GeV τhad candidates which fail the "Medium" BDT working point.
tion" sample. Hence, the τhad objects contained in AOD samples are not calibrated. The effect
of TES calibration on the tau objects can be seen in Figure 5.13 where the quark (a), gluon (b)
and un-matched (c) track-based jet width templates are shown for calibrated and un-calibrated
τhad objects. The figure shows the track based jet width templates for the different partons in
the pT bin ∈ [20,30] in the Z→µµ process. The large discrepancy observed in the parton’s tem-
plates is due to the larger number of candidates with a track-based jet width value of -1, which
when normalised to unity results in a relatively smaller distribution for the calibrated objects
compared to the non-calibrated.
Overlap removal procedure
A common procedure employed when running an analysis is to remove potentially overlapping
objects, i. e. a lepton that falls within the same "cone" of a jet. An OR procedure, where the
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(a) (b)
(c)
Figure 5.12: Comparison between AOD and DAOD samples for quark (a), gluon (b) and un-matched (b) track-based
jet width templates. The bottom plot shows the ratio between the AOD and DAOD distribution.
inputs are two objects that have been loosely selected, is performed to resolve the ambiguity
and discard one of the two objects. This is done by looking angular distance ∆R between the
two reconstructed objects in the detector. Table 5.5 shows the standard selection applied using
∆R to resolve ambiguity between the different objects. The OR procedure can, thus, have a
large effect on the multiplicity of tau-faking objects in the observed events.
Figure 5.14 shows the effect of the OR procedure on the track-based jet width distribution
for a Z →µµ sample 1 prong tau-faking quarks. The reconstructed fake-τhad objects are shown
in the plot by green points when the TES calibration is applied but without OR, in blue when the
TES calibration is not applied and neither is the OR, and in yellow when both TES calibration
and OR are applied. It is important to note that the OR procedure should only be implemented
after applying the TES calibration to the reconstructed τhad objects as the kinematic properties
of all the objects in the event need to be properly modelled before any candidate is rejected,
hence why the "applied OR but no TES calibration" combination is not shown.
In this plot, the distributions have been normalised to unity only for values of track-based
jet width above 0. This is to better display the differences in template shape between the calib-
rated and un-calibrated distributions since, as shown in the previous section, have significantly
different scales when normalised to unity while taking into account the values of track-based
jet width of -1. The calibration of the reconstructed tau objects cause a decrease in the of the
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(a) (b)
(c)
Figure 5.13: Comparison of track-based jet width distribution of 1-prong fake-τ (a) quarks, (b) gluons, and (c) un-
matched candidates between an un-calibrated and calibrated Z →µµ sample.
Table 5.5: Steps are performed in the listed order. Only surviving objects participate in the subsequent steps.
Reject Object Against Criteria
electron electron shared track, pT1 < pT2
tau electron ∆R < 0.2
tau muon ∆R < 0.2
muon electron is a calo-muon, shares ID track
electron muon shares ID track
photon electron ∆R < 0.4
photon muon ∆R < 0.4
jet electron ∆R < 0.2
electron jet ∆R < 0.4
jet muon N. Tracks < 3, ∆R < 0.2
muon jet ∆R < 0.4
jet tau ∆R < 0.2
photon jet ∆R < 0.4
large-R jet electron ∆R < 1.0
jet large-R jet ∆R < 1.0
tail of the distribution, as shown by comparing the green and the blue histograms. This seems
to be due to the fact that by applying the TES calibration a significant number of low-pT τhad
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Figure 5.14: Distributions of track based jet width for quark faking 1-prong τhad objects using no calibration and
no OR (blue), calibrated and no OR (green), calibrated and OR (yellow). Distributions have been derived using
MC simulations for the 2015-2016 running conditions, for pT ∈ [20,30] GeV and RNN score between 0.01 and the
Medium working point.
that normally populate the tail of the distribution are renormalised in a way that now allows
them to fail the track-based jet width requirements, thus also explaining the large increase in
track-based jet width values of -1. Therefore, the ratio between the two histograms is approx-
imately flat in the bulk of the distributions, with the large shape discrepancy being observed
primarily in the tail. By comparing the green and yellow histogram shapes, it is clear that the
OR procedure introduces a shift in the track-based jet width distribution towards higher-pT
values. This is due to the fact that lower-pT tracks will generally have "larger cones" and thus
have a higher probability of overlapping with other objects.
DAOD Selection
The ATLAS experiment has produced many different analysis derivations to cover the full ATLAS
physics program. For this study only a small specific subset of the available derivations are con-
sidered. These are the TAUP3, SUSY11 and HIGG4D2 derivations. These derivations have been
specifically chosen because the "derivation selections" applied in them do not affect the kin-
ematic properties of the tau leptons, via direct skimming or slimming of the tau containers nor
by requesting a minimum BDT or RNN identification algorithm score requirement. This results
in DAOD samples, whose τ-lepton kinematics should be completely unbiased by the derivation
used.
Table 5.6 shows the skimming used within each derivation and the derived samples. Dif-
ferent samples have been processed using different derivation because the selection applied in
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the DAODs limit the possible samples whose events pass the specified selection. For example,
TAUP3 DAOD can be applied to W + jets samples but will be less efficient on di-jet samples
due to the requirement of having at least one tau and one muon present in the event which,
due to low multiplicity of real muons in this type of decay, would reduce the statistics of the
latter sample significantly.
Table 5.6: Derived AOD selections and samples used. LP samples have all been produced using the TAUP3 deriva-




and τ pT > 15 GeV with 1 or 3 charged tracks
HIGG4D2 HP Z+jets
at least one τ with pT > 18 GeV and ∆R < 0.6,
non-cosmic ("good") muon [98] with pT > 12 GeV,
electron with pT > 15 GeV passes:
the electromagnetic calorimeter-based isolation [154] Medium working point OR
the likelyhood-based identification [145] Medium working point




at least one non-cosmic muon [98] with pT < 20 GeV,
at least one τ with pT > 18 GeV with 1 or 3 charged tracks
and at least one primary vertex in event with more than 3 associated tracks
The effect of the different DAODs to the same sample is is shown by Figure 5.15, where the
HP Z → µµ and Z → ee are derived using both TAUP3 and HIGG4D2 derivations and are sub-
sequently merged into a unique Z + jets sample, for each derivation. The track-based jet width
distribution for gluon-faking 1 prong τhad are derived and plotted against each other using
these two different samples in the anti-Medium RNN region, for pT bin ∈ [20,30]. The distri-
butions show very good agreement, indicating that that there is no apparent bias on the τhad
reconstructed objects kinematics introduced with the implementation of the DAOD selection.
5.6 Proof of concept
Section 5.3 describes how pure quark or pure gluon regions with (i. e. regions with q f = 1 or
g f = 1) will have the same respective FFq and FFg values, independent of the sample used.
In turn, this indicates that different sample’s quark and gluon track based jet width distribu-
tions should also be very similar, yet not necessarily identical if we take into account statistical
and systematic variations. This property of universality between pure quark and pure gluon
regions is referred to as the FF and template universality and is a key property required towards
achieving proof of concept for the universal FF method.
5.6.1 Template universality
Figure 5.16 shows the track based jet width templates, separated into the different pT bins (as
described in Section 5.5.2) for the 1 prong (left) and 3 prong (right) gluon fake-τ jets with BDT
score ranging from 0.05 up to the Medium BDT working point, without JVT or trigger require-
ments for the di-jet (black), W + jets (red) and Z + jets (green) samples. Only samples that
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Figure 5.15: MC16a tau-faaking gluon initiated jet track based jet width template between HIGG4D2 (black) and
TAUP3 (red) Z+jets derivation samples. The χ2 value with corresponding p-value is shown on plot, indicating a
statistical correlation between the two distributions at 95% CL.
simulate the pileup conditions during 2016 data taking are shown7, normalised to unity. The
templates have very similar shapes up to the high pT bins where more discrepancies are ob-
served. In these high-pT bins the sample statistics are very low, which allows the event weight
to be more significant and thus translate into uneven distributions with large jumps in the data
points. Figure 5.17 shows the same track-based jet width templates for the quark initiated fake-
τ jet objects. The same selection used for the gluon templates is used. These distributions
show regions of pure quark and gluon fake-τ jets, that have been identified and selected using
the truth-matching procedure. Because of the consistent shapes of the distributions observed
across samples and pT bins, the templates indicate a track-based jet width universality between
samples. Some differences are observed in the higher pT bin distributions due to the lower stat-
istics of the samples, making the distribution more susceptible to event weight variations.
Figure 5.18 shows the track based jet width template for the quark, gluon and un-matched
tau-faking jets. A good separation is observed between the quark and gluon templates, as ex-
pected. However, very similar templates are observed in the lower pT bins of the di-jet sample
between the gluon and un-matched candidates. This suggests that the un-matched candidates
could be used as a statistical supplement to the gluon template for some of the samples where
the templates match. As explained in Section 5.5.2, the different pileup condition, simulated to
reflect the Run-2 data taking period run conditions, have a direct effect on the jet width tem-
plates of the tau-faking partons. In particular, the un-matched candidates are heavily affected
7 The full set of templates for all pT bins, and all average pileup conditions (2016, 2017, and 2018) can be found in
Appendix C.1
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(a) 1 prong τhad - 20 < pT < 30 GeV (b) 3 prong τhad - 20 < pT < 30 GeV
(c) 1 prong τhad - 40 < pT < 60 GeV (d) 3 prong τhad - 40 < pT < 60 GeV
(e) 1 prong τhad - 90 < pT < 150 GeV (f) 3 prong τhad - 90 < pT < 150 GeV
Figure 5.16: Track based jet width templates of gluon initiated fake-τ jets for the multijet (balck), W + jets (red), and
Z + jets (green) MC simulated samples. Separated into pT bins of 20-30 GeV, 40-60 GeV and 90-150 GeV going from
top to bottom. Left column row shows templates for 1 prong tau, and right column for the 3 prong tau.
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(a) 1 prong τhad - 20 < pT < 30 GeV (b) 3 prong τhad - 20 < pT < 30 GeV
(c) 1 prong τhad - 40 < pT < 60 GeV (d) 3 prong τhad - 40 < pT < 60 GeV
(e) 1 prong τhad - 90 < pT < 150 GeV (f) 3 prong τhad - 90 < pT < 150 GeV
Figure 5.17: Track based jet width templates of quark initiated fake-τ jets for the multijet (balck), W + jets (red), and
Z + jets (green) MC simulated samples. Separated into pT bins of 20-30 GeV, 40-60 GeV and 90-150 GeV going from
top to bottom. Left column row shows templates for 1 prong tau, and right column for the 3 prong tau.
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by the pileup conditions and multiplicity of the studied sample. This is particularly evident
in the different track based jet width distributions of the un-matched candidates between the
Z + jets and di-jet sample. The effect of pileup on the shape of the un-matched candidates
track based jet width templates will be discussed in more details in Section 5.7.
(a) (b)
Figure 5.18: Distributions of track-based jet width for quark, gluon and un-matched candidates in Z+jet (left) and
dijet (right) samples. Ratio plot between the quark and other samples partons is shown in the bottom plot of the
diagrams.
5.6.2 FF universality
Using the same selections as in the previous section, the pT distributions for the quark, gluon,
and un-matched candidates in the Z + jets, W + jets, and di-jet samples have derived, as well
as the corresponding FF values as a function of leading τhad pT, as shown in Figure 5.19.
In these plots the binned pT distributions for the leading τhad faking quark, gluon, and un-
matched jet initiated fake-τ candidates that pass (solid line) and fail (dotted line) the Medium
BDT identifier working point, with corresponding FF values binned into the appropriate pT
bins for each sample, are shown. The FF values are found to consistent between samples, albeit
with some small differences due to kinematic and statistical effects, and dependent on pT. This
shows that FF universality seems to be present between the different samples, as predicted by
the universal FF method.
5.7 DAOD Templates
For the fitting procedure the quark, gluon, and un-matched candidate templates are needed
from different processes and samples. To account for the τhad biases introduced by derivations,
the parton templates have also been derived using DAOD samples.




Figure 5.19: Distribution of visible τhad pT for quark (top) and gluon (middle) and un-matched (bottom) tau-faking
jet candidates pass and fail region for the "Medium" BDT working point in pT bins 20-30 GeV (left) and 40-60 GeV
(right). Bottom plots show corresponding FF values.
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5.7.1 Quark templates
Figure 5.20(a) shows the quark distribution between di-jet, Z + jets, and t t̄ samples for the 1
prong τhad candidates that fail the RNN identification working point, with pT bin ∈ [20,30] GeV.
Significant agreement is observed between the di-jet and Z + jets templates but a large shift in
the track-based jet width distribution is observed in the t t̄ sample.
Upon closer inspection of the quark initiated fake-τ jets, the track-based jet width distribu-
tion was found to be directly dependent on quark-type, where the mean value of track-based jet
width increases for increasingly heavier quarks. For a b-jet abundant sample such as the t t̄ , this
translates to a general shift of the track-based jet width distribution towards larger values for
all pT bins. Figure 5.20(b) shows the track-based jet width templates for quark-initiated fake-τ
jets in the di-jet, Z + jets, and t t̄ samples using the same selection used in Figure 5.20(a), but
now rejecting track-based jet width values deriving from fake-τs truth matched to a b-jet quark.
The resulting templates show good agreement, with little change observed in the Z + jets and
di-jet templates (which is expected), while a large shift towards smaller values of track-based
jet widths is observed in the t t̄ template that allows for better agreement with the di-jet and
Z + jets templates.
(a) (b)
Figure 5.20: Quark initiated tau-faking jets track-based jet width distribution between di-jet (black), Z + jets (red)
and t t̄ (green) samples. All histograms have been normalised to unity and have been re-weighed to the di-jet Quark
pT distribution. The χ
2 value with corresponding p-values (with respect to the di-jet distribution) are shown for
each histogram.
5.7.2 Gluon templates
Similarly to the previous section the gluon templates have been studied in closer detail. Fig-
ure 5.21 left-hand side plot (a) shows the track-based jet width distributions between the PY-
THIA 8 di-jet, POWHEG+PYTHIA 8 Z+jet and SHERPA 221 W /Z + jets samples. A significant shift
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is observed between the templates, with the SHERPA 221 (POWHEG+PYTHIA 8) sample being
shifted towards lower (higher) track-based jet width average values. This effect is caused by the
different generator used to simulate the parton level objects. Depending on the PDF set and
parton showering used at generator level, different kinematic distributions for the parton ob-
jects are obtained, which in turn affect the kinematic properties of the partons themselves. This
translates to a slight change in the shape of the track-based jet width distribution observed. To
account for this effect a "shift factor" is derived. By shifting the template of the Z + jets template
by some fractional amount (which will be referred to as the "shift factor") it is possible to obtain
an optimised track-based jet width distribution that minimises the χ2 value between the di-jet
and Z + jets samples template shapes, as shown in Figure 5.21(b). Therefore, the derived "shift
factor" can be used as a systematic error to account for the different generators that have been
used to produce the different set of samples. This systematic error should be included when
evaluating the errors associated with the fitting procedure, described in detail in Section 5.8.
(a) (b)
Figure 5.21: Gluon-initiated tau-faking jets, track-based jet width distribution between di-jet (black), Z+jets (red)
and W /Z + jets (green) samples. All histograms have been normalised to unity and have been re-weighed to the
di-jet Gluon pT distribution. The χ
2 value with corresponding p-values (with respect to the di-jet distribution) are
shown for each histogram.
5.7.3 Un-matched jet templates
As defined in Section 5.5.2, the un-matched candidates are fake-τ jet objects which either fail
the truth matching procedure or for which no seeding jet is found. The un-matched candidates
have also been found to be primarily composed of pile-up jets. The kinematic distributions of
the un-matched candidates should, thus, be heavily affected by the selection used on the de-
rivation sample. The derivation selection used on the di-jet sample will by construction, due
to the low threshold requirement of having to pass a single-jet trigger and have a reconstructed
τhad for it to be accepted, be more prone to contain pile-up jets in its events. Inversely, the
derivation selections used for the Z + jets and t t̄ samples, which only require one muon and
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one τhad for the event to be accepted, will have a lower probability of containing pile-up jets in
the final stored events. This effect is clearly shown in Figure 5.22, which shows the track-based
jet width distributions between the SUSY11 di-jet, HIGG4D2 Z + jets and TAUP3 t t̄ samples by
the black, red and green points respectively. The plot shows a large discrepancy in the shape of
the distributions between the di-jet and Z + jets. This clearly indicates the effect that pile-up
jets have on the shape of the un-matched candidates track-based jet width templates. The de-
rivation used has a clear impact on the track based jet width template shape of the un-matched
candidates, and must therefore be taken into account in the fit. The un-matched candidates’
shape will differ significantly depending on the selection used and must thus be taken into ac-
count when fitting the MC templates to a data region to derive the appropriate quark fraction.
Figure 5.22: Un-matched candidate-initiated tau-faking jets track-based jet width distribution between di-jet
(black), Z + jets (red) and t t̄ (green) samples. All histograms have been normalised to unity and have been re-
weighed to the di-jet un-matched pT distribution. The χ
2 value with corresponding p-values (with respect to the
di-jet distribution) are shown for each histogram.
5.8 Fitting Procedure and Tool development
The ATLAS collaboration is currently developing the TFFT [155] as a single executable in the
ATLAS analysis program ATHENA 21.2 [156]. The aim of the tool is to perform "on-the-fly" in-
terpolation for any user-given SR that fails the identification classifier working point of interest,
to derive the corresponding τ-lepton FF values with associated uncertainties. The workflow of
the TFFT, as well as the required inputs and output are shown in Figure 5.23. The TFFT requires
the user to provide the pT and jet width histograms for the relevant SR. The ATLAS dedicated
task-force in charge of providing methods components and tools for the determination of the
fake-τ background, which has also been developing the TFFT, has been working towards the
preparation of the other required inputs for the tool. The provided inputs include the data re-
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gion, and MC parton pT and jet widths templates. The TFFT performs the pT re-weighing on
given jet width templates as discussed in Section 5.7, determines the quark fraction of the input
sample, and derives the FF by interpolation with systematic error calculation.
Figure 5.23: Illustration of general workflow of TFFT. The TFFT requires histograms of pT and jet widths from the
user as inputs to the tool. The dedicated ATLAS task-force provides the pT and jet width histograms for data-region
and MC partons inputs required for the interpolation and quark fraction fitting.
Quark Fraction determination
The quark fraction is determined by a fit to data using the quark, b-jet, gluon, and un-matched
MC templates as parameters. The discriminating variable used is the track based jet width are
described in Section 5.3. The fitting procedure is performed using a minimum log-likelihood
method, implemented using HISTFACTORY [135] for the likelyhood building and MINUIT [157]
for minimization.
To test the fitting procedure a known mixture of Z→ µµ and multi-jet events was used to
derive the fraction of multi-jet events (αM J ) in the sample using the tool. The two samples used
for this test have been normalised to the number of Z→ µµ events. The mixture has been set
to 60% Z→µµ events and 40% multi-jet events. Figure 5.24 shows the result of the TFFT fitting
procedure using this sample mixture, not considering systematic constraints or the effect of
statistical uncertainty. The fit is able to reproduce the fraction of multi-jet events (αM J = 0.4)
with a very small χ2 value, indicating a perfect reconstruction of the known mixture of the
two samples. The black dots indicate the template of the mixture, while the green and red
markers indicate the Z→ µµ and multi-jet events templates, respectively, that have been used
to produce the fit, which is shown as the solid blue line on the plot. The ratio of the fitted
template and the mixed template is shown in the bottom plot, which is found to be 1 across the
whole range of jet width values. This validates the fitting procedure’s ability to reproduce the
correct fraction of multi-jet events in the sample.
In order to model the fit results with the addition of systematic uncertainties, the following
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Figure 5.24: Fit of Z→ µµ and multi-jet data templates to a known mixture of the two. Fit does not consider any
constraint terms describing systematic variations. Templates correspond to one prong, 20-30 GeV τhad candidates
that fail the Medium BDT working point.
constraint terms have been tested:
Flat Systematic Uncertainty: log-normal constraint of ±5% of the bin content of each sample.
For this type of systematic ±5% represents ±1σ.
Shape Shift Uncertainty: log-normal constraint of Gaussian variation for each bin centred at
0 with σ of 1 for both "up" and "down" variation.
Template Statistical Uncertainty: Gaussian constraint that uses a modified version of the Barlow-
Beeston method [158], which considers the relative statistical uncertainty for all samples
combined.
By implementing the aforementioned constraints simultaneously in the fitting procedure,
in order to mimic the inclusion of systematic and statistical uncertainties, the templates and
fitting can be re-performed for the mixed samples as shown by Figure 5.25. On the left, the
result of the fit is shown with both Z→ µµ and multi-jet templates. The right plot shows the
pull plot of the included systematic variations. The fit shows a slight increase in error from
1.3% to 2.5% with χ2 << 1, which is indicative of an "Asimov" type fit to a precisely know data
sample. The "pull" plot indicates that the fit result is consistent with the expectation that the
templates are precise, given the known mixture of the data sample. The exception is "fraction
multi-jet," which corresponds to the fraction of multi-jet events in the sample. This is due to
starting point for both templates being declared as 50%, making this kind of pull expected.
Since the FF interpolation contains three unknowns, αZ , αM J and αSR , the fraction fitting
procedure is the most important part of the TFFT. The fitting procedure performed for the
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(a) (b)
Figure 5.25: Left hand plot shows fit of Z→µµ and multi-jet data templates to a known mixture of the two. System-
atic variations constraint terms have been taken into account when performing fit. Templates correspond to one
prong, 20-30 GeV τhad candidates that fail the Medium BDT working point. Right hand plot shows "pull" plot of the
relevant systematics included in the fitting procedure performed in the left plot.
determination of the quark-fraction of a given sample using the calibrated quark, b-jet, gluon,
and un-matched τhad -faking jet candidate templates is shown in Figure 5.26. The 20-30 GeV pT
bin is shown for the candidates that fail the Medium RNN identification criteria working point.
The mixed sample used in this case has a quark fraction (αq ) of 50%. The fit has improved
significantly with the inclusion of the un-matched and b-jet templates as parameters to the fit,
resulting in a χ2 < 5 and a αq =0.512±0.004. It is important to note that appropriate systematic
uncertainties need to be identified and implemented into the quark fraction fitting procedure
for a proper estimate of the quark fraction and fit to be derived.
The TFFT is therefore showing promising results towards the derivation of FF values via
template fitting and interpolation. The use of track based jet width as the discriminating vari-
able shows some promise in its ability to correctly identify the true quark fraction in a given
sample when using the 4 parameter fit derived from MC: the quark, gluon, un-matched, and
b-jet fake-τhad candidate jets, as well as the MC pileup template in the form of un-matched
candidates. There are still aspects that need further investigation such as ambiguities in the
definition of the τhad candidates, including non-uniformity across different object selection
frameworks, that are required to test to the robustness of the fit. Furthermore, all systematic
uncertainties described in the previous sections need to be fully identified and implemented
in the quark fraction fitting procedure.
130 5.9 Summary
Figure 5.26: Fit of Z→ µµ and multi-jet data templates to a known mixture of the two. Fit does not consider any
constraint terms describing systematic variations. Templates correspond to one prong, 20-30 GeV τhad candidates
that fail the Medium RNN working point.
5.9 Summary
This chapter presented the strategy and implementation of the universal fake factor method
for the estimation of the number of fake tau objects present in any SR of interest. The studies
and tests done towards the ongoing development of the TFFT are also presented, including the
currently available inputs provided by the dedicated ATLAS task force. The work presented in
this chapter has been proposed for presentation at several national conferences, including the
Sussex Student Conference 20208, and is expected to be summarised in a paper by the analysis
group conveners.
8 Link to abstract: https://docs.google.com/document/d/1B4myu9WOYEt-N_h1xjHOJLjrfHtg734BpJhSb0jal_0
131
6FUTURE SEARCHES
You can’t always get what you want.
But if you try sometime, yeah. You
just might find, you get what you
need.
The Rolling Stones
In this chapter a discussion of the plans for future searches for the SUSY τ-lepton spartner
in the third data collection run of the LHC are presented. A strong emphasis is given towards
the study of SUSY signals with τ̃ production in association with Vector Boson Fusion (VBF) for
the exploration of the compressed mass regions and the development of a new trigger strategy
for the efficient selection of events of interest to the general ATLAS τ̃ analysis strategy. In Sec-
tion 6.1, a summary of the current status of the direct-τ̃ production analysis is provided, along
with the current obstacles that are expected to be overcome with the collection of additional
data during the third data-collection run of the LHC and the planned High Luminosity LHC
described in Section 6.2. A study performed by the author, for the use of low-threshold triggers,
that will be introduced for the High Luminosity LHC to improve the selection of di-τ̃ produc-
tion events, is given in Section 6.3. In Section 6.4, a description of some interesting topologies
for the exploration of the τ̃ mass compressed region via the production of τ̃ sparticles in asso-
ciation with jets via VBF, along with the MC simulation process and the preliminary selection
strategy used to isolate these SUSY samples is presented. Section 6.5 will show an initial study
performed by the author to observe the kinematic properties of the simulated VBF SUSY to-
pologies compared to the SM background. The author has also had significant involvement
in the study comparing the achievable signal acceptance using a VBF trigger available during
Run-2 to the di-tau+E missT trigger used in the analysis described in Chapter 4, with the goal of
understanding the possible sensitivity gain achievable when using dedicated VBF triggers in
the third data-collection run of the LHC and beyond. The results of this study are presented in
Section 6.6. Finally, in Section 6.7 a summary of the discussed studies and foreseen obstacles
for future experiments in the search of SUSY sparticles is given, along with concluding remarks
that highlight the main points of interest investigated within the chapter.
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6.1 The compressed mass region
In Chapter 4, the most up to date limits on the mass of the τ̃particle are presented. These limits,
however, show a large un-explored region for relatively small mass difference (∆m = mτ̃−mχ̃01 ),
which is generally referred to as the compressed region. In the direct τ̃ production scenario,
small ∆m topologies would generally result in final states containing τ-leptons with very low
pT values ("soft"), that are below the current threshold at which τ-lepton objects can be recon-
structed by the ATLAS detector. This makes the exploration of these compressed regions very
experimentally challenging, but worth investigating nonetheless.
(a) (b)





1 production with τ̃. Plots are produced using 139 fb
−1 and 36.1 fb−1 of proton-proton collisions data
collected at
p
s= 13 TeV at the LHC by the ATLAS experiment and ATLAS+LEP, respectively.
Figure 6.1(a) shows the available exclusion limits for the mass of the χ̃
0
1 candidate as func-
tion of the τ̃ mass. The results shown in this figure have been derived using 139 fb−1 of data
collected by ATLAS at the LHC with 13 TeV of proton-proton collisions, and are the result of
the analysis described in Chapter 4. Similarly, the χ̃
0
1 exclusion limits have been derived for τ̃
channels mediated by other winos, such as the Chargino-Chargino and Chargino-Neutralino
productions. The combined exclusion limits for these channels is shown in Figure 6.1(b). These
limits have been derived using 36.1 fb−1 of data collected at 13 TeV by ATLAS at the LHC using
proton-proton collisions at centre-of-mass energies
p
s= 13 TeV [159].
6.2 LHC Run-3 and beyond
Currently, the LHC is in the middle of its Long Shut-down 2 (LS2) during which the ATLAS de-
tector is undergoing some required maintenance and upgrades to a few of the existing systems
and sub-detector. Some of the most significant upgrades expected to be completed by the end
of LS2 are the introduction of the New Small Wheel (NSW) to help the MS system towards the
detection and precise measurement of muon leptons, a significant improvement to the current
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L1 trigger system, and the implementation of a new multi-threaded based software framework
(ATHENAMT). All these upgrades are expected to be of great importance for the successful per-
formance of the third data-collection run of the LHC (Run-3). Run-3 is expected to begin in
2022 with a commissioning year, collecting 10-20 fb−1 of data. The following two years (2023-
2024) are planned to be the main production years, aiming to collect ∼ 80 fb−1 of pp collision
data per year with the ATLAS detector. The goal for the beam energy is to achieve a centre-of-
mass energy of
p
s= 14 TeV, although due to slow progress in magnet training, the ps may be
limited to 13.5 or even 13 TeV. In any case, during the production years the mean number of
interactions per bunch crossing is expected to be 〈µ〉 ≈ 55 for about 80% of the time, which is
significantly higher than the previously measured 〈µ〉 in Run-1 and Run-2 (refer to Figure 2.1).
Run-3, therefore, provides many interesting challenges but also opportunities for further SUSY
studies. The increase of luminosity could potentially permit for more "exotic" (i. e. lower pro-
duction cross-section) channels to gain enough statistics to become relevant towards the study
of the compressed mass regions not accessible to standard electroweak SUSY searches.
High Luminosity LHC
Plans for a High Luminosity LHC (HL-LHC) are already under way. The HL-LHC is expected to
begin colliding protons soon after the end of Run-3. The aim of the HL-LHC is to deliver ∼ 2500
fb−1 of pp collision data at around 5 times the nominal LHC luminosity (5×1034 cm−2s−1) to
the ATLAS experiment over ten years [160]. The increased luminosity will significantly enhance
the capabilities of searches for new physics at the LHC, extending the reach for SUSY sparticle
searches in the multi-TeV region. This is particularly exciting for the low production cross-
section SUSY searches, which will benefit from the luminosity increase and the higher statist-
ics. Furthermore, the potential increase of centre-of-mass energy to
p
s= 14 TeV will allow for
searches in higher mass regions.
6.3 Low-threshold triggers
One of the main limiting factors to the study of the compressed regions are the triggers. As dis-
cussed in Section 6.1, the compressed τ̃ mass region is largely populated by low-pT τ-leptons.
Currently, these soft objects are not being efficiently selected by the τ-lepton triggers used by
ATLAS [130]. Therefore, it is important to study and understand the possible gain in sensitivity
achievable by upgrading the ATLAS triggers to select lower-pT τ-leptons for future analyses.
In this study, low offline pT thresholds are compared to the asymmetric di-tau trigger de-
scribed in Section 4.5 to study the possible achievable gain in sensitivity that a hypothetical
low-threshold trigger could achieve. This new low-threshold di-τ trigger is currently under de-
velopment within the ATLAS collaboration and planned to be implemented for the HL-LHC. To
quantify the signal acceptance to background rejection a simplified version for the sensitivity




= Nsi g nal√
Nbackg r ound
, (6.1)
where Nsi g nal and Nbackg r ound are the number of signal and background events that pass the
selection, respectively [161].
The lowered pT thresholds to be studied for this proposed di-τ trigger are 40 GeV for the
highest-pT (leading) τ-lepton of the event and 30 GeV for the second highest pT (sub-leading)
τ-lepton. The even lower 20 GeV and 30 GeV thresholds for the leading- and sub-leading τ-
leptons are also studied in this section. This study has been performed using similar MC sim-
ulated SM background samples as the ones described in Chapter 4, with the exception of the
multijet background samples which have not been included. All available samples are com-
bined and normalised to total of 139.0 fb−1. A representative sub-set of the direct-τ̃ signal
samples used in the analysis described in the aforementioned Chapter have been used in this
study. The signal samples have been simulated to have χ̃
0
1 and τ̃ masses of:
• 1 GeV and 100 GeV
• 1 GeV and 200 GeV
• 60 GeV and 100 GeV
• 100 GeV and 160 GeV
• 160 GeV and 280 GeV
and q̃ masses of 1.5 TeV, respectively. These signal points have been chosen to have a repres-
entative range of masses along the diagonal ([60,100] GeV, [100,160] GeV, and [160,280] GeV)
and two points well contained within the already excluded mass region ([100,1] GeV and [200,1]
GeV) for validation.
A basic set of pre-selection cuts are used to ensure the selection of relevant events for the
study. For an event to pass this pre-selection, it is required to have 2 OS Tight τ-leptons that
pass the asymmetric di-tau trigger along with its offline trigger requirements1, or that pass the
low offline pT thresholds for the proposed di-tau trigger.
Figure 6.2 shows the resulting τ-lepton and E missT kinematic distributions for the simulated
MC SUSY signal and SM background samples, when requesting that the asymmetric di-tau
trigger has been fired in the event and matched a di-τ-lepton pair. Figures 6.3 and 6.4 show
the same distributions, using the same selection but for the lowered offline pT thresholds of
pT(τ1) = 40 GeV and pT(τ2) = 30 GeV (will be shortened to "(40,30) GeV" for ease), and pT(τ1) =
30 GeV and pT(τ2) = 20 GeV (will be shortened to "(30,20) GeV" for ease), respectively.
As shown by these kinematic distributions, the asymmetric trigger is able to significantly
reduce the background while also rejecting a significant amount of small ∆m signal. On the
other hand, the lower pT-thresholds allow for more compressed signal events to pass but also
1 Refer to Section 4.5 for asymmetric di-tau trigger offline requirements
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(a) (b)
(c) (d)
Figure 6.2: Distributions of (a) MT2, (b) E missT , (c) M(τ0,τ1), and (d) pT(τ) in the preselection region using the
asymmetric di-tau trigger to select relevant events. Signal scenarios are shown by the dotted lines while SM MC
samples displayed as stacked histogram. The shaded band include only systematic uncertainties in the background
prediction.
have a very poor background rejection. The overall multiplicity of each background and signal
in the given region is shown in Table 6.1, with the resulting sensitivity values shown in Table 6.2.
The asymmetric di-tau trigger has significantly higher sensitivity to signal events with large∆m
compared to the lowered thresholds selection. The compressed scenario mass signal points’
sensitivities are observed to be of comparable values between the asymmetric trigger and lower
thresholds, showing that there seems to be no significant improvement to the sensitivity when
using these lower pT thresholds.
However, unlike the asymmetric di-tau trigger that tends to reject a large portion of the
compressed region signal point events, the lack of sensitivity of the lower-thresholds triggers
is derived from the poor background rejection caused by the higher acceptance of events con-
taining low momentum objects. A stricter event selection aimed at reducing some of the more
prominent backgrounds, such as the W , Z , and Higgs boson production in association with
jets, could help reduce background contribution to a level such that an improved signific-
ance for the compressed mass signals is observed. A dedicated SR created to take advantage
of the lowered thresholds and target the compressed signal points should be considered for
optimal results. Due to time limitation such region has not been derived and instead a version
of the Low-mass SR described in Table 4.5 has been used in this study. The MT 2 requirement
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(a) (b)
(c) (d)
Figure 6.3: Distributions of (a) MT2, (b) E missT , (c) M(τ0,τ1), and (d) pT(τ) in the preselection region using the
lowered pT(τ0) > 40 GeV and pT(τ1) > 30 GeV offline thresholds to select relevant events. Signal scenarios are
shown by the dotted lines while SM MC samples displayed as stacked histogram. The shaded band include only
systematic uncertainties in the background prediction.
(MT 2 > 70 GeV) has been lifted from the original set of selection cuts for this region in order to
obtain slightly higher statistics.
The E missT and τ-lepton kinematic distributions for events that pass the asymmetric di-tau
trigger in loosened Low-mass SR are shown in Figure 6.5. Similarly, Figures 6.6 and 6.7 show
the same kinematic distributions for the lowered pT thresholds (40,30) GeV and (30,20) GeV, re-
spectively. The implementation of a tighter event selection, via the use of the Low-mass SR, has
caused a significant reduction of SM background events with comparable event multiplicities
for SUSY signals at high values of MT 2. The overall multiplicity of events passing this loosened
Low-mass SR selection for both signal and background processes is shown in Table 6.3. The
multiplicities are shown for events passing the asymmetric di-tau trigger, or have leading and
sub-leading τ-leptons with pT of (40,30) GeV or (30,20) GeV.
Compared to the preselection, the implementation of the SR results in the number of ac-
cepted SM background events that pass the asymmetric di-tau trigger to decreases on average
by a factor of ∼20. For the lower pT thresholds the SM background multiplicity reduces by
around ∼400-1500, with the Higgs background decreasing by O(1000) in magnitude. Simil-
arly to the results observed when applying the preselection, when events are required to pass
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(a) (b)
(c) (d)
Figure 6.4: Distributions of (a) MT2, (b) E missT , (c) M(τ0,τ1), and (d) pT(τ) in the preselection region using the
lowered pT(τ0) > 30 GeV and pT(τ1) > 20 GeV offline thresholds to select relevant events. Signal scenarios are
shown by the dotted lines while SM MC samples displayed as stacked histogram. The shaded band include only
systematic uncertainties in the background prediction.
the asymmetric di-tau trigger, a better background discrimination is achieved compared to
when they are required to pass the lower pT thresholds. This higher background discrimina-
tion comes at the cost of fewer signal events being accepted by the trigger, particularly for the
compressed mass scenarios. On the other hand, the looser low-thresholds pT requirements al-
low for enough signal events to pass the selection to make the resulting sensitivities comparable
to the ones achieved by the asymmetric di-tau trigger and sometimes even greater, as shown
by Table 6.4. For all signal points, the sensitivity increases with the implementation of the SR
selections. The 40-30 GeV combination of low threshold selection shows the highest achiev-
able sensitivity for the (100,1) GeV, (200,1) GeV, (100,60) GeV, and (280,160) GeV mass, while the
30-20 GeV combination achieves the highest sensitivity for the (160,100) GeV and (100,60) GeV
mass points, albeit by a small margin.
This investigation shows some promising preliminary results towards lowering the trig-
ger thresholds. The lowering of the trigger thresholds results in an initial drop in sensitivity
achieved when no selection is applied, due to more background events being accepted by the
trigger. However, this effect is counterbalanced by the higher signal acceptance which results
in overall higher sensitivity values for the compressed mass points after the application of SR
selections. It is also worth noting that a dedicated SR targeted to select for compressed SUSY
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Table 6.1: Number of expected MC events corresponding to the signal and background prediction passing the
preselection. Multiplicities are shown for the asymmetric trigger, leading and sub-leading tau pT of 40 GeV and
30 GeV and leading and sub-leading tau pT of 30 GeV and 20 GeV.
Asym.
Trigger
pT (τ1) > 40 GeV
pT (τ2) > 30 GeV
pT (τ1) > 30 GeV
pT (τ2) > 20 GeV
Background
Multiboson 4.64 78.58 192.69
Wjets 11.05 510.08 1993.41
Top 0.00 0.00 0.00
Zjets 145.05 11881.93 52052.14
Higgs 26.71 639.67 1101.29




(100,1) 2.24 11.29 15.94
(200,1) 0.81 2.09 2.49
(160,100) 0.40 2.26 3.28
(100,60) 0.65 5.34 9.07
(280,160) 0.20 0.59 0.70
Table 6.2: Signal sensitivity after application of preselection selection for the asymmetric trigger, leading and sub-






pT (τ1) > 40 GeV
pT (τ2) > 30 GeV
pT (τ1) > 30 GeV
pT (τ2) > 20 GeV
(100,1) 0.163 0.099 0.068
(200,1) 0.059 0.018 0.011
(160,100) 0.030 0.020 0.014
(100,60) 0.047 0.047 0.039
(280,160) 0.015 0.005 0.003
mass points would provide even better discrimination between background and signal events
and thus yield even better sensitivity.
This is a preliminary study that does not take into account several aspects relating to the
trigger objects and selections used in ATLAS. In this study, the lower thresholds were performed
on offline reconstructed objects, rather than the online trigger object, like it is performed for
the asymmetric di-tau trigger requirements. However, due to the current limitation of τhad
reconstruction within ATLAS, the study of the lower pT threshold on trigger objects would have
been non-trivial and beyond the scope of this project which was an initial proof of concept.
Currently, the limiting factor for lowering the thresholds triggers is due to the challenges that
arise from the reconstruction of low momentum τ-leptons. A significant amount of work is
currently being conducted within ATLAS to address these challenges, making the possibility of
low-threshold di-tau triggers in the future worth investigating further.
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(a) (b)
(c) (d)
Figure 6.5: Distributions of (a) MT2, (b) E missT , (c) M(τ0,τ1), and (d) pT(τ) in the SR using the asymmetric di-tau
trigger to select relevant events. Signal scenarios are shown by the dotted lines while SM MC samples displayed as
stacked histogram. The shaded band include only systematic uncertainties in the background prediction.
6.4 Vector Boson Fusion Strategy
A possible complimentary study towards the exploration of the compressed τ̃mass region is via
the search for τ̃ production in association with VBF scenarios [162]. As stated above, traditional
τ̃ searches have lower sensitivities in the compressed mass spectrum region due to the experi-
mental difficulties present when reconstructing low momentum SM particles, in particular for
hadronically decaying τ-leptons. In contrast, in VBF processes the electroweak SUSY particles
are pair-produced in association with two high-pT jets that are close to the beam axis (forward)
and are travelling in opposite directions, which result in a large di-jet invariant mass (m j j ). The
presence of these two additional high-pT VBF jets in the event topology provide an extra level
of background discrimination available to the analysis, while simultaneously creating a "re-
coil" effect that facilitates the detection of the E missT in the event and aids in the identification
of the "soft" τ-leptons, because of this natural kinematic boost [163, 164]. Figure 6.8 shows the
Feynman diagrams of τ̃ production via the following VBF processes that are addressed in this
chapter: direct production, via Chargino-Neutralino, and via Chargino-Chargino. A summary
of the individual processes’ topology and expected final states are described below.
VBF di-τ̃: the production of a τ̃ pair via VBF is the most analogous process to the signal ex-
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(a) (b)
(c) (d)
Figure 6.6: Distributions of (a) MT2, (b) E missT , (c) M(τ0,τ1), and (d) pT(τ) in the SR using the lowered pT(τ0) > 40
GeV and pT(τ1) > 30 GeV offline thresholds to select relevant events. Signal scenarios are shown by the dotted lines
while SM MC samples displayed as stacked histogram. The shaded band include only systematic uncertainties in
the background prediction.
plored by the analysis described in Chapter 4. The highest order topology of this VBF
process is shown in Figure 6.8(a), where two W bosons exchange a χ̃
0
2 and produce τ̃
particle. Each τ̃ in turn decays into a τ-lepton and χ̃
0
1. Similarly to the direct τ̃ produc-
tion, this process also contains two hadronically decaying τ-leptons and large E missT in
the final state. However, unlike the direct τ̃ production the two τ-leptons have no op-
posite charge requirement since they are produced independently via VBF production
process and there are two high-pT jets in opposite hemispheres and with large m j j value
that are also expected in the final state.
VBF Chargino-Chargino: Figure 6.8(b) shows the highest order process for the VBF produc-
tion of two χ̃
±




1 further decays to a τ-neutrino and τ̃,
which in turn produces a τ-lepton and χ̃
0
1. This results in a final state consisting of two τ-
leptons, a large amount of E missT originating from the invisible χ̃
0
1 and neutrinos, and two
high-pT jets from the VBF interaction. Although the final state topology is very similar
to the VBF direct-τ̃ production, the presence of the additional charginos in the process
significantly increases the amount of E missT expected in the final states, which may be
extremely useful when constructing a dedicated trigger to target these types of scenarios.
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(a) (b)
(c) (d)
Figure 6.7: Distributions of (a) MT2, (b) E missT , (c) M(τ0,τ1), and (d) pT(τ) in the SR using the lowered pT(τ0) > 30
GeV and pT(τ1) > 20 GeV offline thresholds to select relevant events. Signal scenarios are shown by the dotted lines














































Figure 6.8: Diagrams of the decay topology of the signal models considered in this chapter. Displayed processes
show (a) the VBF production of charged τ̃with at least two associated jets, (b) the production of two χ̃
±
1 that further




2 that further decay into τ̃.
VBF Chargino-Neutralino: the production of a Chargino-Neutralino pair via VBF is shown by
Figure 6.8(c). The W and Z boson exchange a χ̃
0







1 decays into a τ̃ and τ-neutrino, while the χ̃
0
2 decays into a τ̃ and
τ-lepton. The τ̃ sleptons further decay into τ-leptons and χ̃
0
1 which is observed by the
ATLAS detector as E missT . Therefore, the final state for the VBF Chargino-Neutralino scen-
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Table 6.3: Number of expected MC events corresponding to the signal and background prediction passing the SR.
Multiplicities are shown for the asymmetric trigger, leading and sub-leading tau pT of 40 GeV and 30 GeV and
leading and sub-leading tau pT of 30 GeV and 20 GeV.
Asym.
Trigger
pT (τ1) > 40 GeV
pT (τ2) > 30 GeV
pT (τ1) > 30 GeV
pT (τ2) > 20 GeV
Background
Multiboson 0.46 1.88 2.10
Wjets 1.08 8.12 10.78
Top 0.00 0.00 0.00
Zjets 8.21 21.27 22.92
Higgs 0.04 0.23 0.25




(100,1) 0.61 1.80 1.92
(200,1) 0.31 0.60 0.62
(160,100) 0.12 0.35 0.38
(100,60) 0.13 0.51 0.55
(280,160) 0.08 0.16 0.17
Table 6.4: Signal sensitivity after application of the SR selection for the asymmetric trigger, leading and sub-leading






pT (τ1) > 40 GeV
pT (τ2) > 30 GeV
pT (τ1) > 30 GeV
pT (τ2) > 20 GeV
(100,1) 0.196 0.321 0.320
(200,1) 0.099 0.107 0.103
(160,100) 0.037 0.062 0.063
(100,60) 0.042 0.091 0.092
(280,160) 0.025 0.029 0.028
ario is unique compared to the other processes described above due to the presence of an
additional τ-lepton in the final state, for a total of 3 τ-leptons, in addition to the expected
large E missT and two high-pT jets.
6.4.1 Sample generation
Simulated samples for the signals events described above have been generated using MC event












2, and τ̃τ̃) with asso-
ciated partons for the respective signal samples are generated with the MADGRAPH program
(v2.6.2) [103]. The PS and hadronisation processes modelling is performed by the PYTHIA8 pro-
gram [149], while the decays of the τ-leptons are described using the EVTGEN program [165].
The signal cross sections are calculated at Leading Order (LO) using the MADGRAPH generator
and are found to be 10−20 fb for VBF di-τ̃ production, O(10−2)−5 fb for VBF χ̃±1 χ̃±1 production,
and O(80) fb for VBF χ̃±1 χ̃02 production. The cross section of the signal is strongly dependent
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on the simulated process and SUSY sparticle masses. Therefore, there can be significant differ-
ences in cross sections within each process depending on the mass of the simulated sparticles.
A reduced set of mass points for the gauginos and τ̃ masses that cover both the unexplored
"compressed-region" and the "excluded-region" have been simulated. The mass points which
overlap with the excluded mass region have been simulated for validation purposes. The av-







2 VBF scenarios. The mass of the τ̃ is instead predefined for the di-τ̃ VBF scenario




2 are assumed to be mass degenerate.
The di-τ̃ VBF signal samples have been fully simulated by previous ATLAS analysts and
have thus undergone all steps of offline reconstruction and object identification, with associ-
ated inefficiencies and calibrations applied. The Chargino-Chargino and Chargino-Neutralino
VBF signal samples, however, have not been previously simulated within ATLAS. Therefore,
the author began the simulation production process for these samples, but due to time restric-
tions was not able undergo all steps of the objects’ reconstruction and identification required.
A more detailed description of the simulation process for these signal processes, along with the
resulting kinematic distributions and accessible sensitivities is provided in Section 6.5. Due to
the incomplete processing of the Chargino-Chargino and Chargino-Neutralino VBF samples,
the kinematic information available in these samples is the "real" (i. e. MC simulated) inform-
ation, rather than the more realistic offline reconstructed information that takes into account
reconstruction inefficiencies and energy calibrations. Table 6.5 provides a summary of the MC
simulated mass points for the different VBF scenarios studied in this chapter. The generation
processes for the backgrounds samples has already been described in depth in Chapter 4.






1 mass points. In the simulation of the Chargino-Chargino
and Chargino-Neutralino scenarios the average mass assumption (mτ̃ = ¡(mχ̃±1 +mχ̃01 )) was adopted for derivation







































In order to discriminate signal VBF events from the SM background a set of selection cuts,
based on previously published results by CMS in Reference [166] are used to construct a custom
VBF-SR. In this VBF-SR, the τ-leptons in the events are required to have |η| < 2.1 and ∆R >
1.5 in order to select high quality and well isolated candidates. Events with E missT < 30 GeV
containing a b-tagged jet, or containing a light lepton are rejected to reduce the SM background
contamination from t t̄ , multiboson, and V + jets (V = Z ,W ) events. To select for VBF topology,
at least two jets in the event are required to be in opposite hemispheres (η1η2 < 0) and with
large separation (|∆η( j , j )| > 4.2). Events are also selected if the jets have pT > 50 GeV, |η| < 5.0,
and a combined dijet mass of m j j > 250 GeV. Table 6.6 shows a summary of the selection cuts
used to construct the described VBF-SR.
Table 6.6: Summary of selection requirements for the VBF-SR.
VBF-SR
2 medium τ with pT > 35 GeV and |η| < 2.1
light lepton veto
b-jet veto
at least 2 jets with pT > 50 GeV and |η| < 5
η jη j < 0
|∆η( j , j )| > 2.8
∆R(τ,τ) > 1.5
m j j > 250 GeV
E mi ssT > 85 GeV









In order to study the kinematic properties of the signal samples described above, the Chargino-
Chargino and Chargino-Neutralino VBF topologies had to be simulated. This was done using
MADGRAPH simulator interfaced with PYTHIA8 and EVTGEN, similarly to what had been previ-
ously done for the di-τ̃ VBF signal samples. All samples were simulated to be inclusive in QCD
and with only a simple generator filter. A generator filter is used to accept only the simulated
events that fit with the wanted selection of final state objects. In order to be as inclusive as pos-
sible when simulating these samples, a very loose generator filter selection was applied which
required at least two τ-leptons in the final state that are allowed to decay either leptonically or
hadronically. The τ-leptons are also required to have at least pT > 15 GeV and |η| < 2.8, since
τ-leptons outside these values cannot currently be accurately reconstructed by the ATLAS de-
tector. The efficiency associated with the generator filter is taken into account as a systematic
weight associated to the generated events, along with the expected cross-section and the sum
of all weighted events. All samples have been simulated with 104 events to ensure a quick sim-







ulation process. This, however, results in the signal samples possessing low statistics and large
event weights.
Figures 6.9 and 6.10 show the Chargino-Chargino, and Figures 6.11 and 6.12 the Chargino-
-Neutralino VBF signal samples kinematic distributions compared to the SM background pro-
cesses. All samples are normalised to 54.8 fb−1. As previously predicted, it is possible to ob-
serve from these plots that the more "compressed" signal points tend to have overall lower
momentum τ-lepton and jet objects. The production of more massive sparticles also results in
overall softer final state kinematics. The kinematic variables shown in these plots are inclus-
ive for all decay channels of the signal samples. This is particularly evident in the distribution
of number of τhad leptons, which shows that the majority of the events contain a single τhad .
This is a result of the τ-lepton ability to decay either hadronically to pions (π±,π0) or lepton-
ically to light leptons (e,µ), making it statistically more likely to have a semi-leptonic, where at
least one τ-lepton has decayed to lepton. This results in the majority of events containing only
one (two) τhad for the Chargino-Chargino (Chargino-Neutralino) VBF scenario. As mentioned
previously, these plots should only be used for a preliminary observation of the kinematic prop-
erties of the signal samples compared to the SM background. They have not undergone the full
simulation and reconstruction process required by the ATLAS MC samples and thus cannot be
used to reach any final conclusion on expected sensitivity.
To further study the effects of the kinematic properties of these signal samples compared to
the SM backgrounds, a loosened selection based on the VBF-SR described in Section 6.4.2 has
been derived. Due to the incomplete nature of the simulated signal samples under study, some
of the selection cuts present in the VBF-SR could not be applied and have thus been discarded.
For this loosened VBF-SR , events are accepted if they pass the following set of selection cuts:
• Exactly (at least) 2 τhad with pT > 35 GeV and |η| < 2.1 when studying the χ̃±1 χ̃±1 (χ̃±1 χ̃02)
VBF scenario
• Light leptons veto
• ∆R(τ,τ) > 1.5
• E missT > 85 GeV
• At least 2 jets with pT > 50 GeV and |η| < 5
• |∆η( j , j )| > 2.8
• m j j > 250 GeV
Figures 6.13 and 6.14 show the Chargino-Chargino, and Figures 6.15 and 6.16 the Chargino-
-Neutralino VBF signal samples kinematic distributions compared to the SM background pro-
cesses using this loosened VBF-SR. The selection applied to the Chargino-Chargino VBF signal
and SM backgrounds seem to be allow for some signal excesses at high MT 2, E missT , and m j j
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values, for the large ∆m signal points. The more compressed signals are found to be heav-
ily suppressed by this selection. This is due to the fact that in these scenarios the simulated
particles tend to populate the lower end of the kinematic regime (low pT τ-leptons), making
high τ-lepton pT cuts result in very high signal rejection. Unlike the Chargino-Chargino scen-
ario, the Chargino-Neutralino samples are found to have an overall higher signal acceptance
and some excess in signal events in the high MT 2, E missT , and m j j regions, even for the com-
pressed mass point with mχ̃±1 = 200 GeV and mχ̃01 = 150 GeV. This could be attributed to the
higher overall cross-section of the samples and the more unique 3 τhad final state signature,
which provides a higher multiplicity of events with at least 2 τhad leptons.
This initial study shows some promising results towards the possibility of using these VBF
SUSY signals to study the unexplored compressed mass regions. These preliminary results are
showing that to achieve the best signal sensitivity it will become increasingly important to im-
prove the τhad identification and reconstruction and thus enable the selection of "softer" τ-




2 VBF samples show that even with higher
pT thresholds these samples could achieve significant signal excesses in key discriminating
variables, if appropriate selection regions are derived to exploit their unique kinematics signa-
tures.
6.6 VBF trigger
During the last year of the Run-2 data collection period a single di-τ+jets un-prescaled trigger
was made operational to target VBF scenarios with two τ-leptons and jets in the final states.
The trigger was named:
HLT _t au25_medi umRN N _tr ackt woMV A_t au20_medi umRN N _tr ackt woMV A_
j 70_ j 50_0et a490_i nvm900 j 50_L1M J J_500_N F F
and was dedicated to the selection of VBF events containing a Higgs boson decaying to a two
τhad final state (H → ττ). It requires at least two τ-leptons in the event with pT(τ1) > 25 GeV
and pT(τ2) > 20 GeV, that pass the medium RNN identification working point criteria, and have
between 1 and 3 tracks identified using a MVA [78, 167]. It also requires there to be two HLT jet
objects with pT > 70 GeV and pT > 50 GeV, respectively, and with 0 < η < 4.9. The trigger also
requires the jets to have a combined invariant mass (m j j ) value above 900 GeV in the HLT and
above 500 GeV at L1. An event is only accepted by this trigger if all these conditions are met by
both the HLT and L1.
As mentioned in Section 6.3, the understanding and development of current and new trig-
gers towards the study more complex and exotic scenarios becomes increasingly important as
more data is collected by the ATLAS experiment. As of yet, there has been no study performed
on the efficacy of the currently available di-τhad VBF trigger for triggering VBF SUSY scenarios.
In this section, the kinematic variable distributions and yields resulting from from the selection
of VBF di-τ̃ events using the aforementioned VBF di-τhad trigger compared to the simulated SM
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background will be presented. MC simulated signal and SM background processes are used,
normalised to an integrated luminosity of 54.8 fb−1 (only data collected in 2018 is simulated
since the trigger was not operational before hand). The VBF di-τ̃ signal scenario mass points
described in Table 6.5 have been used in this study.
The VBF-SR selection shown in Table 6.6 is used to reject SM background events in combin-
ation with the studied VBF trigger along with its associated offline thresholds. To ensure that
the trigger is performing at maximal efficiency, both τ-leptons that pass the di-τ VBF trigger
are required to have offline pT > 35 GeV. Similarly, for the jet legs of the VBF trigger to be per-
forming at maximal efficiency a requirement of two jets with offline pT > 80 GeV and pT > 60
GeV is enforced. The di-tau+E missT trigger described in Section 4.5 is used as a reference in
this study to compare the efficacy of the VBF trigger at selecting VBF signal events. To ensure
high trigger performance for the di-tau+E missT trigger, the offline τ-lepton pT requirements have
been changed appropriately, while the E missT requirement is increased to 150 GeV, following the
prescription described in Section 4.5. A summary of the additional selection to the VBF-SR
introduced by the di-tau VBF and di-tau+E missT triggers is shown in Table 6.7
Table 6.7: Summary of offline selection requirements for the di-tau VBF and di-tau+E missT triggers in addition to the
VBF-SR.
di-τ VBF trigger di-τ+E mi ssT trigger
pT (τ) > 35 GeV
pT (τ0) > 75 GeV,
pT (τ1) > 40 GeV
pT ( j0) > 80 GeV
pT ( j ) > 50 GeV
pT ( j1) > 60 GeV
E mi ssT > 30 GeV E mi ssT > 150 GeV
The kinematic distributions of τ-lepton and jet MC simulated objects resulting from the
events passing the VBF-SR for the di-tau VBF and di-tau+E missT triggers are shown in Figures 6.17
and 6.18, and Figures 6.19 and 6.20, respectively. The kinematic variables found to have the
most discriminating power for both trigger strategies are the m j j and E missT , as the signal be-
comes more dominant over the SM background with increasing value of m j j and E missT . Non-
etheless, no appreciable signal excess is achieved using the combination of these triggers and
this selection, suggesting that further optimisation is required.
Using the di-tau VBF trigger to select for relevant events seems to have comparable back-
ground rejection compared to the di-tau+E missT trigger, as shown by the event multiplicities
separated for each SM background and SUSY processes in Table 6.8. The most predominant
background that passes the di-tau VBF trigger is found to be the Z + jets background, which res-
ults in ∼ 56% of the total background multiplicity, while W + jets and mutliboson backgrounds
contribute to ∼ 17% of the total background each. For the di-tau+E missT trigger the most pre-
dominant background contribution instead comes from the multiboson processes (∼ 40%),
followed by the Z + jets processes (∼ 36%), with W + jets contributing to ∼ 17% of the total
SM background. For both di-tau+E missT and di-tau VBF triggers, both Top and Higgs processes




Figure 6.17: Set of kinematic distributions for τ-leptons, and jets objects for VBF SUSY di-τ̃ signal and SM back-
ground MC simulated samples that are accepted by the di-tau VBF trigger. Shaded areas represent the statistical
uncertainties only.




Figure 6.18: Set of kinematic distributions for τ-leptons, and jets objects for VBF SUSY di-τ̃ signal and SM back-
ground MC simulated samples that are accepted by the di-tau VBF trigger. Shaded areas represent the statistical
uncertainties only.




Figure 6.19: Set of kinematic distributions for τ-leptons, and jets objects for VBF SUSY di-τ̃ signal and SM back-
ground MC simulated samples that are accepted by the di-tau+E missT trigger. Shaded areas represent the statistical
uncertainties only.




Figure 6.20: Set of kinematic distributions for τ-leptons, and jets objects for VBF SUSY di-τ̃ signal and SM back-
ground MC simulated samples that are accepted by the di-tau+E missT trigger. Shaded areas represent the statistical
uncertainties only.
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Table 6.8: Number of expected MC events corresponding to the signal and background prediction passing the VBF-
SR. Multiplicities are shown for the di-tau VBF and di-tau+E missT triggers.




















contribute to < 10% of the total accepted background. Accepted signal multiplicity is similar
for both triggers, with the di-tau+E missT trigger having a slightly higher acceptance overall.
The di-tau VBF trigger is, thus, observed to have lower signal event acceptance across all
signal mass points, as shown in Table 6.9. The di-tau+E missT trigger is found to have on average
∼ 1.5 times the sensitivity to VBF SUSY signals that the currently available VBF trigger. This
suggest the need for a custom trigger dedicated to the selection of VBF events that possess a
SUSY process topology, to target these signals and explore the compressed region.
Table 6.9: Signal event acceptance after application of VBF-SR selection using di-tau VBF and di-tau+E missT triggers.
(τ̃,χ̃
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As demonstrated in Section 6.5, VBF signals have strong potential for investigating the com-




1 and τ̃ mass regions and would thus strongly benefit from the in-
161 6.7 Summary
troduction of a trigger dedicated to the selection of such events. No such trigger currently exists
but there is a large amount of work ongoing in the ATLAS collaboration towards the develop-
ment and testing of such triggers in preparation of Run-3 and beyond.
6.7 Summary
In this chapter several studies aimed at providing new avenues for further SUSY searches into
τ̃ production are presented. These studies are important for the continued development of the
ATLAS physics program as it prepares to begin the next stages of data collection at the LHC.
An initial study towards the understanding of the achievable sensitivity gain from lowered τ-
lepton pT threshold is presented and has shown some promising preliminary results. MC VBF
signals samples have been simulated by the author and are described in detail in this chapter.
A study on the kinematic properties of these samples at simulation level is presented and has
been found to posses some promise towards the exploration of the compressed τ̃ mass region.
The performance of a currently available VBF trigger is presented compared to the di-tau+E missT
trigger used in previous searches of di-τ̃ production. The VBF trigger is found not to be as
effective in selecting VBF SUSY signals as the di-tau+E missT trigger suggesting the need for such
a dedicated trigger in order to more effectively search the unexplored compressed mass region.
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CONCLUSIONS
All in all, you’re just another brick
in the wall.
Pink Floyd
In this thesis the best results to date for the search of the direct production of the supersym-
metric partner of the τ-lepton, from pp collisions delivered by the LHC with a centre-of-mass
energy
p
s = 13 TeV, are presented. Data collected by the ATLAS experiment between 2015 and
2018, corresponding to 139 fb−1, is used to search for the τ̃ particle that decays to two hadron-
ically decaying τ-leptons and transverse missing energy, E missT . Two SRs are derived and optim-
ised to tackle the high and low τ̃ signal masses separately. The author had leading involvement
in the study of the performance of the tau triggers both in the inner detector, and as a full trig-
ger chain used for the definition of the SRs. The t t̄ , t t̄+V , Z + jets, single top, and multiboson
irreducible SM backgrounds are estimated using dedicated VRs derived using MC simulated
samples. The reducible SM backgrounds derived from the mis-identification of τ-lepton from
the multijet and W + jets processes are estimated from data using the ABCD method and a
dedicated WCR, respectively.
The theory uncertainties have been estimated by the author for the main SM background
processes, which combined with the experimental uncertainties, are used by the fitting proced-
ure as the total systematic uncertainties associated with the analysis. No significant deviation
from the expected SM background events is observed in the constructed VRs, indicating an
accurate estimation of background contributions.
Statistical fits have been used to extract the normalization factors used to derive the ex-
pected SM event yield in the defined SRs. In the absence of any significant excess over the
expected SM background, the observed and expected numbers of events are used to set 95%
CL exclusion limits on the parameters of the simplified electroweak supersymmetry models.
Stau masses from 120 GeV to 390 GeV are excluded for a massless lightest neutralino, for this
scenario. Limits on the simplified model production of left-handed-staus (τ̃L), with masses
between 155 GeV and 310 GeV for a massless lightest neutralino, have also been set .
A novel technique, named Universal Fake Factor method, currently under development for
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the estimation of mis-identified τhad objects in any arbitrary SR is also described in detail in
Chapter 5. Once fully developed, this method will be able to produce transfer factors that can be
used for the estimation of the main sources of reducible backgrounds for any analysis involving
τ-leptons. This method is currently being validated in ATLAS and it is expected to be used by
the collaboration in all analyses involving τ-leptons.
A description of possible future SUSY searched at ATLAS to target currently unexplored re-
gions of τ̃ masses is provided in Chapter 6. Several studies targeting low momentum τ-leptons
and VBF SUSY topologies have been performed. The results yielded from these studies show
the need for further improvements in the ATLAS trigger strategy and in the reconstruction of
low energy hadronically decaying τ-leptons for future searches.
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AANALYSIS TRIGGER STUDIES
A.1 Turn on curves
Different selection regions have been derived to create the turn on curves required for the es-
timation of the trigger efficiency described in Chapter 4. In addition to the region defined in the
aforementioned chapter, two additional regions targeting Z boson production in association
with jets and Top production have been derived as follows:
Z region: exactly 1 signal muon and at least one signal τ-lepton with OS to muon candidate.
The muon must pass a single muon trigger and have pT > 30 GeV. The calculated invari-
ant mass between the muon and τ-lepton must be 65 < M(µ,τ) < 95 GeV. Only events
without any b-tagged jets and with MT 2 < 20 GeV are accepted.
Top region: exactly 1 signal muon and at least one signal τ-lepton with OS to muon candidate.
The muon must pass a single muon trigger and have pT > 30 GeV. Events must contain at
least 2 baseline jets and at least one b-tagged jet. At least of the jets must have pT > 100
GeV.
Using these selection the resulting turn on curves for the studied single leg tau triggers have
been derived and are shown in Figures A.1 and A.2 for the Z region and top region, respectively.
The resulting offline thresholds are consistent with the ones derived using the W boson
abundant regions described in Chapter 4.
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(a) Z region 2015-2016 (b) Z region 2017
(c) Z region 2018
Figure A.1: Turn-on curves of single tau triggers using the Z region selection cuts on SM background samples,
simulated in MC for 2015-2016, 2017, and 2018 data. Dashed line represents estimated turn-on thresholds.
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(a) Top region 2015-2016 (b) Top region 2017
(c) Top region 2018
Figure A.2: Turn-on curves of single tau triggers using the top region selection cuts on SM background samples,
simulated in MC for 2015-2016, 2017, and 2018 data. Dashed line represents estimated turn-on thresholds.
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BTHEORETICALUNCERTAINTIES
The theoretical uncertainties derived for the WCR, and WVR defined in 4.6.3 for all relevant SM
backgrounds. To extrapolate the estimation of W + jets background events in the WVR, and SRs
a transfer factor between these regions can be defined as T = NR /NW C R , where NR and NW C R
are the number of events that pass the region that pass some region (R =WCR, High-mass SR,
or Low-mass SR) and the WVR, respectively. The relevant systematic uncertainties are thus
calculated using equation 4.4(∆T F Pr ocessSy st =
T F V ar i ati onSy st
T F Nomi nalSy st
−1), for the W + jets background alone,
since these transfer factors are only relevant to the estimation of W + jets background events.
Table B.1: Table containing theoretical uncertainties for all relevant backgrounds using the WCR selection.
WCR













0.101 0.001 0.098 0.071 0.025 0.022
0.077 0.062 0.077 0.026 0.017 0.015
Multiboson
0.174 0.164 0.007 0.025 0.016 0.019
0.129 0.123 0.007 0.048 0.017 0.002
Top
0.064 0.012 0.030 0.030 0.036 0.042
0.085 0.041 0.014 0.041 0.039 0.046
Wjets
0.249 0.232 0.014 0.025 0.017 0.014
0.165 0.154 0.013 0.054 0.020 0.006
Zjets
0.232 0.205 0.023 0.027 0.016 0.012
0.155 0.137 0.020 0.050 0.017 0.010
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Table B.2: Table containing theoretical uncertainties for all relevant backgrounds using the WVR selection.
WVR













0.110 0.008 0.109 0.063 0.021 0.023
0.077 0.053 0.077 0.024 0.016 0.014
Multiboson
0.172 0.159 0.011 0.034 0.016 0.019
0.128 0.119 0.011 0.039 0.017 0.003
Top
0.104 0.064 0.032 0.044 0.052 0.035
0.095 0.064 0.027 0.037 0.039 0.041
Wjets
0.278 0.255 0.020 0.021 0.020 0.014
0.184 0.169 0.017 0.043 0.021 0.004
Zjets
0.207 0.195 0.012 0.034 0.019 0.016
0.145 0.137 0.011 0.044 0.018 0.003
Table B.3: Table containing theoretical uncertainties for W + jets background estimation transfer factors from the
WCR to: the WVR (T FW V R ), the Low-mass SR (T FLow−mass SR), and to the High-mass SR (T FHigh−mass SR) for
W + jets background only.












T FW V R
0.024 0.019 0.006 0.003 0.002 0.0002
0.022 0.017 0.005 0.012 0.001 0.003
T FLow−mass SR
0.086 0.099 0.002 0.013 0.005 0.002
0.067 0.077 0.001 0.005 0.006 0.015
T FHigh−mass SR
0.130 0.134 0.0003 0.101 0.013 0.019
0.109 0.108 0.001 0.042 0.010 0.018
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CFAKE TAU ESTIMATIONADDITIONAL MATERIAL
C.1 MC templates
In this section, the track based jet width distributions derived using the base selection samples
described in Section 5.5.2 of Chapter 5 are shown. The shown distributions have been made
using the following selection requirements:
• τhad pT > 20 GeV
• τhad minimum BDT score > 0.05
• τhad fails the Medium BDT working point
• No JVT requirement
• No trigger requirements
The distributions of the track based jets width have been produced for the full set of available
pT bins and for both 1 prong and 3 prong fake-τ candidates.







Figure C.1: Jet Width templates of gluon tau-faking jets separated into pT bins, going from top as the lowest pT bin
to bottom being the highest. Left column shows templates for 1 prong tau, while right columns shows 3 prong tau
templates. Samples shown have been produced for the 2015-2016 data collection period pile-up conditions.






Figure C.2: Jet Width templates of quark tau-faking jets separated into pT bins, going from top as the lowest pT bin
to bottom being the highest. Left column shows templates for 1 prong tau, while right columns shows 3 prong tau
templates. Samples shown have been produced for the 2015-2016 data collection period pile-up conditions.







Figure C.3: Jet Width templates of gluon tau-faking jets separated into pT bins, going from top as the lowest pT bin
to bottom being the highest. Left column shows templates for 1 prong tau, while right columns shows 3 prong tau
templates. Samples shown have been produced for the 2017 data collection period pile-up conditions.






Figure C.4: Jet Width templates of quark tau-faking jets separated into pT bins, going from top as the lowest pT bin
to bottom being the highest. Left column shows templates for 1 prong tau, while right columns shows 3 prong tau
templates. Samples shown have been produced for the 2017 data collection period pile-up conditions.
174
GLOSSARY
ALICE A Large Ion Collider Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
AOD Analysis Objects Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
ATLAS A Toroidal LHC ApparatuS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
BDT Boosted Decision Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
BR Branching Ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .59
BSM Beyond Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
CERN European Organization for Nuclear Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
CKM Cabibbo-Kobayashi-Maskawa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .12
CL Confidence Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
CMBR Cosmic Microwave Background Radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
CMS Compact Muon Solenoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
CPU Central Processing Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .44
CR Control Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
CSC Cathode Strip Chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .33
CTP Central Trigger Processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
DAOD Derived Analysis Object Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
DM Dark Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
ECAL Electromagnetic Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
EM electromagnetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
FCal Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
FCNC Flavour Changing Neutral Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
FF Fake Factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .76
FoM Figure of Merit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
FSR Final State Radiation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .84
175 Glossary
FTF Fast Track Finder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .43
FTK Fast Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
GUT Grand Unification Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
HCAL Hadronic Calorimeter
HL-LHC High Luminosity LHC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .133
HLT High Level Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
HP High Priority . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
IBL Insertable B-Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
ID Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
ISR Initial State Radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
JES Jet Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
JER Jet Energy Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
JVT Jet Vertex Tagger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
L1 Level-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
L1Calo L1 Calorimeter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .41
L1Muon L1 Muon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .41
LAr Liquid Argon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
LC Local hadronic Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
LEIR Low Energy Ion Ring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
LEP Large Electron-Positron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
LH Likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
LHC Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
LHCb Large Hadron Collider beauty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
LINAC2 Linear Accelerator 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
LINAC3 Linear Accelerator 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
LO Leading Order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
LP Low Priority. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .107
LS1 Long Shut-down 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
LS2 Long Shut-down 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
LSP Lightest Supersymmetric Particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
MC Monte Carlo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .57
ME Matrix Element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
MDT Monitored Drift Tube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
176 Glossary
MLE Maximum Likelihood Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
MS Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
MSSM Minimal Supersymmetric Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
MVA Multivariate Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
NbTi Niobium-Titanium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
NLO Next-to-Leading Order
NNLO Next-to-Next-to-Leading Order
NLO + NLL Next-to-Leading-Logarithm Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
NNLO+NNLL Next-to-Next-to-Leading-Order + Next-to-Next-to-Leading Logarithm
Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
NNLL Next-to-Next-to-Leading Logarithm
NP Nuisance Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
NSW New Small Wheel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
OR Overlap Removal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .60
OS Opposite Sign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Pb lead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
PhD Doctor of Philosophy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Pixel Silicon Pixel Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
PDF Parton Distribution Function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .59
PDG ID Particle Databook Group Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
pMSSM Phenomenological MSSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
PS Parton Shower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
PSB Proton Synchrotron Booster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
PV Primary Vertex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
QCD Quantum Chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
QED Quantum Electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
QFT Quantum Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
RF Radiofrequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
RNN Recursive Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
RoI Region of Interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
ROS Read-Out System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
RPC R-Parity Conserving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
RPC Resistive-Plate Chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .33
177 Glossary
RPV R-Parity Violating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
SCT SemiConductor Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Si Silicon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .37
SF Scale Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
SM Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
SPS Super Proton Synchrotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
SR Signal Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
SS Same Sign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
SUSY Supersymmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .3
TDAQ Trigger and Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
TES Tau Energy Scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .113
TF Transfer Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
TFFT Tau Fake Factor Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .95
TGC Thin-Gap Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
TRT Transition Radiation Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
VBF Vector Boson Fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .131
VEV Vacuum Expectation Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
VR Validation Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
WIMP Weakly Interacting Massive Particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
178
BIBLIOGRAPHY
[1] B. R. Martin and S. Graham, Particle physics. The Manchester physics series. Wiley,
Chichester, 2nd ed.. ed., 1997.
[2] ATLAS Collaboration, Search for direct stau production in events with two hadronic
τ-leptons in
p
s = 13 TeV pp collisions with the ATLAS detector, Phys. Rev. D 101 (2020)
032009. https://link.aps.org/doi/10.1103/PhysRevD.101.032009.
[3] G. Arnison et al., Experimental observation of isolated large transverse energy electrons
with associated missing energy at s=540 GeV, Physics Letters B 122 no. 1, (1983) 103 –
116. http://www.sciencedirect.com/science/article/pii/0370269383911772.
[4] UA1 Collaboration, Experimental Observation of Lepton Pairs of Invariant Mass Around
95-GeV/c2 at the CERN SPS Collider, Phys. Lett. B126 (1983) 398–410. [,7.55(1983)].
[5] M. L. Perl and et.al., Evidence for Anomalous Lepton Production in e+−e− Annihilation,
Phys. Rev. Lett. 35 (1975) 1489–1492.
https://link.aps.org/doi/10.1103/PhysRevLett.35.1489.
[6] ATLAS Collaboration, Observation of a New Particle in the Search for the Standard Model
Higgs Boson with the ATLAS Detector at the LHC, Phys.Lett. B716 (2012),
arXiv:1207.7214 [hep-ex].
[7] CMS Collaboration, Observation of a new boson at a mass of 125 GeV with the CMS
experiment at the LHC, Phys.Lett. B716 (2012), arXiv:1207.7235 [hep-ex].
[8] M. E. Peskin, D. V. Schroeder, An Introduction to Quantum Field Theory. Westview Press,
1995.
[9] E. Noether, Invariant variation problems, Transport Theory and Statistical Physics 1
no. 3, (1971) 186–207, https://doi.org/10.1080/00411457108231446.
https://doi.org/10.1080/00411457108231446.
[10] L. Lederman and C. Hill, Symmetry and the Beautiful Universe. Prometheus Books,
2004. https://books.google.co.uk/books?id=X2QPAQAAMAAJ.
179 BIBLIOGRAPHY
[11] M. Gell-Mann, The interpretation of the new particles as displaced charge multiplets, Il
Nuovo Cimento (1955-1965) 4 no. 2, (1956) 848–866.
https://doi.org/10.1007/BF02748000.
[12] T. Nakano and K. Nishijima, Charge Independence for V-particles, Progress of Theoretical
Physics 10 no. 5, (1953) 581–582,
https://academic.oup.com/ptp/article-pdf/10/5/581/5364926/10-5-581.pdf.
https://doi.org/10.1143/PTP.10.581.
[13] A. Pich, The Standard Model of Electroweak Interactions, arXiv:1201.0537 [hep-ph].
[14] S. Weinberg, The quantum theory of fields. Vol. 2: Modern applications. Cambridge
University Press, 2013.
[15] S. L. Glashow, Partial Symmetries of Weak Interactions, Nucl. Phys. 22 (1961) 579–588.
[16] A. Salam and J. Ward, Electromagnetic and weak interactions, Physics Letters 13 no. 2,
(1964) 168 – 171.
http://www.sciencedirect.com/science/article/pii/0031916364907115.
[17] S. Weinberg, A Model of Leptons, Phys. Rev. Lett. 19 (1967) 1264–1266.
https://link.aps.org/doi/10.1103/PhysRevLett.19.1264.
[18] P. W. Higgs, Broken Symmetries and the Masses of Gauge Bosons, Phys. Rev. Lett. 13
(1964) 508–509.
[19] F. Englert and R. Brout, Broken Symmetry and the Mass of Gauge Vector Bosons, Phys.
Rev. Lett. 13 (1964) 321–323.
[20] J. Ellis, M. K. Gaillard, and D. V. Nanopoulos, A Historical Profile of the Higgs Boson. An
Updated Historical Profile of the Higgs Boson,.
https://cds.cern.ch/record/2012465.
[21] ATLAS Collaboration, Combined measurements of Higgs boson production and decay
using up to 80 fb−1 of proton-proton collision data at
p
s = 13 TeV collected with the
ATLAS experiment, Phys. Rev. D 101 (2020) 012002.
https://link.aps.org/doi/10.1103/PhysRevD.101.012002.
[22] ATLAS Collaboration, Measurement of the Higgs boson mass in the H → Z Z∗→ 4` and
H → γγ channels with s=13 TeV pp collisions using the ATLAS detector, Physics Letters B
784 (2018) 345–366.
https://www.sciencedirect.com/science/article/pii/S0370269318305884.
[23] S. Weinberg, Implications of Dynamical Symmetry Breaking, Phys. Rev. D19 (1976)
1277–1280.
180 BIBLIOGRAPHY
[24] K. L. Chan, U. Chattopadhyay, and P. Nath, Naturalness, weak scale supersymmetry, and
the prospect for the observation of supersymmetry at the Fermilab Tevatron and at the
CERN LHC, Physical Review D 58 no. 9, (1998).
http://dx.doi.org/10.1103/PhysRevD.58.096004.
[25] L. J. Hall, D. Pinner, and J. T. Ruderman, A natural SUSY Higgs near 125 GeV, Journal of
High Energy Physics 2012 no. 4, (2012) 1–25.
http://dx.doi.org/10.1007/JHEP04(2012)131.
[26] G. Ross and B. P. Company, Grand Unified Theories. Benjamin/Cummings Series in the
Life Sciences. Benjamin/Cummings Publishing Company, 1984.
https://books.google.co.uk/books?id=cfbvAAAAMAAJ.
[27] A. D. Sakharov, Violation of CP Invariance, C asymmetry, and baryon asymmetry of the
universe, Pisma Zh. Eksp. Teor. Fiz. 5 (1967) 32–35.
[28] V. Kuzmin, V. Rubakov, and M. Shaposhnikov, On anomalous electroweak
baryon-number non-conservation in the early universe, Physics Letters B 155 no. 1,
(1985) 36–42.
https://www.sciencedirect.com/science/article/pii/0370269385910287.
[29] N. Jarosik, C. L. Bennett, J. Dunkley, B. Gold, M. R. Greason, M. Halpern, R. S. Hill,
G. Hinshaw, A. Kogut, E. Komatsu, D. Larson, M. Limon, S. S. Meyer, M. R. Nolta,
N. Odegard, L. Page, K. M. Smith, D. N. Spergel, G. S. Tucker, J. L. Weiland, E. Wollack,
and E. L. Wright, Seven-year Wilkinson Microwave Anisotropy Probe (WMAP)
Observations: Sky Maps, Systematic Errors, and Basic Results, The Astrophysical Journal
Supplement Series 192 no. 2, (2011) 14.
http://dx.doi.org/10.1088/0067-0049/192/2/14.
[30] M. Carena, J. Moreno, M. Quirós, M. Seco, and C. Wagner, Supersymmetric CP-violating
currents and electroweak baryogenesis, Nuclear Physics B 599 no. 1, (2001) 158–184.
https://www.sciencedirect.com/science/article/pii/S0550321301000323.
[31] V. C. Rubin and W. K. Ford, Jr., Rotation of the Andromeda Nebula from a Spectroscopic
Survey of Emission Regions, Astrophysical Journal 159 (1970) 379.
[32] M. Bradac, S. W. Allen, T. Treu, H. Ebeling, R. Massey, R. G. Morris, A. von der Linden,
and D. Applegate, Revealing the properties of dark matter in the merging cluster
MACSJ0025.4-1222, Astrophys. J. 687 (2008) 959, arXiv:0806.2320 [astro-ph].
[33] Planck Collaboration, P. A. R. Ade et al., Planck 2013 results. XVI. Cosmological
parameters, Astron. Astrophys. 571 (2014) A16, arXiv:1303.5076 [astro-ph.CO].
[34] M. H. Jones, R. J. A. Lambourne, and S. Serjeant, An Introduction to Galaxies and
Cosmology (2nd ed). Cambridge University Press/Open University, Cambridge, January,
2015. http://oro.open.ac.uk/44361/.
181 BIBLIOGRAPHY
[35] G. Gentile, G. I. G. Józsa, P. Serra, G. H. Heald, W. J. G. de Blok, F. Fraternali, M. T.
Patterson, R. A. M. Walterbos, and T. Oosterloo, HALOGAS: Extraplanar gas in NGC 3198,
Astronomy and Astrophysics 554 (2013) A125, arXiv:1304.4232 [astro-ph.CO].
[36] S. P. Martin, A Supersymmetry primer, arXiv:hep-ph/9709356 [hep-ph]. [Adv. Ser.
Direct. High Energy Phys.18,1(1998)].
[37] R. Barbieri and G. F. Giudice, Upper Bounds on Supersymmetric Particle Masses, Nucl.
Phys. B306 (1988) 63–76.
[38] F. Jegerlehner, The hierarchy problem of the electroweak Standard Model revisited,
arXiv:1305.6652 [hep-ph].
[39] C. CSÁKI, The minimal supersymmetric standard model, Modern Physics Letters A 11
no. 08, (1996) 599–613. http://dx.doi.org/10.1142/S021773239600062X.
[40] J. Ellis, J. Hagelin, D. Nanopoulos, K. Olive, and M. Srednicki, Supersymmetric relics from
the big bang, Nuclear Physics B 238 no. 2, (1984) 453–476.
https://www.sciencedirect.com/science/article/pii/0550321384904619.
[41] M. Bona, M. Ciuchini, E. Franco, V. Lubicz, G. Martinelli, F. Parodi, M. Pierini,
P. Roudeau, C. Schiavi, L. Silvestrini, V. Sordini, A. Stocchi, and V. Vagnoni,
Model-independent constraints on ∆F= 2 operators and the scale of new physics, Journal
of High Energy Physics 2008 no. 03, (2008) 049–049.
https://doi.org/10.1088/1126-6708/2008/03/049.
[42] ATLAS Collaboration, Search for squarks and gluinos in final states with jets and missing
transverse momentum using 36 fb−1 of
p
s = 13 TeV pp collision data with the ATLAS
detector, Phys. Rev. D 97 (2018) 112001.
https://link.aps.org/doi/10.1103/PhysRevD.97.112001.
[43] ATLAS Collaboration, Search for new phenomena in final states with large jet
multiplicities and missing transverse momentum using
p
s = 13 TeV proton-proton
collisions recorded by ATLAS in Run 2 of the LHC, Journal of High Energy Physics 2020
no. 10, (2020) 62. https://doi.org/10.1007/JHEP10(2020)062.
[44] W. Beenakker, C. Borschensky, M. Krämer, A. Kulesza, and E. Laenen, NNLL-fast:
predictions for coloured supersymmetric particle production at the LHC with threshold
and Coulomb resummation, Journal of High Energy Physics 2016 no. 12, (2016).
http://dx.doi.org/10.1007/JHEP12(2016)133.
[45] ATLAS Collaboration, M. Aaboud et al., Search for a scalar partner of the top quark in the
jets plus missing transverse momentum final state at
p
s=13 TeV with the ATLAS detector,
JHEP 12 (2017) 085, arXiv:1709.04183 [hep-ex].
182 BIBLIOGRAPHY
[46] ATLAS Collaboration, Search for direct pair production of the top squark in all-hadronic
final states in proton-proton collisions at
p
s = 8 TeV with the ATLAS detector, JHEP 09
(2014) 015, arXiv:1406.1122 [hep-ex].
[47] ATLAS Collaboration, Search for new phenomena with top quark pairs in final states
with one lepton, jets, and missing transverse momentum in pp collisions at
p
s= 13 TeV
with the ATLAS detector, tech. rep., 2020. arXiv:2012.03799 [hep-ex].
[48] A. M. Sirunyan, A. Tumasyan, W. Adam, F. Ambrogi, T. Bergauer, J. Brandstetter,
M. Dragicevic, J. Erö, A. Escalante Del Valle, and et al., Search for top squark pair
production in a final state with two tau leptons in proton-proton collisions at
p
s = 13
TeV, Journal of High Energy Physics 2020 no. 2, (2020).
http://dx.doi.org/10.1007/JHEP02(2020)015.
[49] A. M. Sirunyan, A. Tumasyan, W. Adam, F. Ambrogi, T. Bergauer, J. Brandstetter,
M. Dragicevic, J. Erö, A. Escalante Del Valle, and et al., Search for direct top squark pair
production in events with one lepton, jets, and missing transverse momentum at 13 TeV
with the CMS experiment, Journal of High Energy Physics 2020 no. 5, (2020).
http://dx.doi.org/10.1007/JHEP05(2020)032.
[50] ATLAS Collaboration, SUSY March 2021 Summary Plot Update, Tech. Rep.
ATL-PHYS-PUB-2021-007, CERN, Geneva, Mar, 2021.
http://cds.cern.ch/record/2758782.
[51] L3 Collaboration, Search for scalar leptons and scalar quarks at LEP, Physics Letters B
580 no. 1-2, (2004) 37–49. http://dx.doi.org/10.1016/j.physletb.2003.10.010.
[52] ATLAS Collaboration, Search for the electroweak production of supersymmetric particles
in
p
s = 8 TeV pp collisions with the ATLAS detector, Phys. Rev. D 93 (2016) 052002.
https://link.aps.org/doi/10.1103/PhysRevD.93.052002.
[53] CMS Collaboration, Search for electroweak production of charginos in final states with
two τleptons in pp collisions at
p
s = 8 TeV, Journal of High Energy Physics 2017 no. 4,
(2017) 18. https://doi.org/10.1007/JHEP04(2017)018.
[54] A. M. Sirunyan, A. Tumasyan, W. Adam, F. Ambrogi, T. Bergauer, J. Brandstetter,
M. Dragicevic, J. Erö, A. E. Del Valle, and et al., Search for direct pair production of
supersymmetric partners to the τ lepton in proton–proton collisions at
p
s = 13 TeV, The
European Physical Journal C 80 no. 3, (2020).
http://dx.doi.org/10.1140/epjc/s10052-020-7739-7.
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