Measuring the local dark matter density in the laboratory by Kavanagh, Bradley J. et al.
Measuring the local dark matter density in the laboratory
Downloaded from: https://research.chalmers.se, 2022-01-01 18:23 UTC
Citation for the original published paper (version of record):
Kavanagh, B., Emken, T., Catena, R. (2021)
Measuring the local dark matter density in the laboratory
Physical Review D, 104(8)
http://dx.doi.org/10.1103/PhysRevD.104.083023
N.B. When citing this work, cite the original published paper.
research.chalmers.se offers the possibility of retrieving research publications produced at Chalmers University of Technology.
It covers all kind of research output: articles, dissertations, conference papers, reports etc. since 2004.
research.chalmers.se is administrated and maintained by Chalmers Library
(article starts on next page)
Measuring the local dark matter density in the laboratory
Bradley J. Kavanagh *
Instituto de Física de Cantabria (IFCA, UC-CSIC), Avenida de Los Castros s/n, 39005 Santander, Spain
and Gravitation Astroparticle Physics Amsterdam (GRAPPA), Institute for Theoretical Physics Amsterdam
and Delta Institute for Theoretical Physics, University of Amsterdam,
Science Park 904, 1098 XH Amsterdam, The Netherlands
Timon Emken † and Riccardo Catena ‡
Chalmers University of Technology, Department of Physics, SE-412 96 Göteborg, Sweden
(Received 9 April 2020; revised 18 November 2020; accepted 26 September 2021; published 19 October 2021)
Despite strong evidence for the existence of large amounts of dark matter (DM) in our Universe, there is
no direct indication of its presence in our own solar system. All estimates of the local DM density rely on
extrapolating results on much larger scales. We demonstrate for the first time the possibility of
simultaneously measuring the local DM density and interaction cross section with a direct detection
experiment. It relies on the assumption that incoming DM particles frequently scatter on terrestrial nuclei
prior to detection, inducing an additional time-dependence of the signal. We show that for sub-GeV DM,
with a large spin-independent DM-proton cross section, future direct detection experiments should be able
to reconstruct the local DM density with smaller than 50% uncertainty.
DOI: 10.1103/PhysRevD.104.083023
I. INTRODUCTION
Dark matter (DM) is a self-gravitating fluid that does not
emit or absorb radiation at any observable wavelength and
is the only coherent explanation for a number of otherwise
anomalous phenomena [1,2]. These range from stellar
motions in nearby dwarf spheroidal galaxies [3] to anisot-
ropies in the cosmic microwave background radiation [4].
There is also strong evidence for the presence of DM in the
Milky Way (MW), as inferred from kinematic measure-
ments of stellar populations [5], microlensing events [6]
and the dynamics of satellite galaxies [7].
While the evidence for DM in the Universe and in our
own Galaxy is compelling, there is no direct indication of
the presence of DM within about one parsec of the Sun [8].
The only available estimates are divided into two classes:
(1) local methods based on the vertical motion of stellar
populations [9–20], and (2) global methods relying on mass
models for the MW [21–29]. Each method comes with its
own limitations as well as systematic and statistical errors
[30–37]. However, no currently known astronomical tracer
can directly probe the DM contribution to the MW
gravitational potential with subparsec resolution [38,39].
Progress in understanding the particle properties of DM
[40–42], the shape, composition, and merger history of the
MW [43,44] and, more broadly, the formation of galaxies is
hampered by the lack of such ultralocal subparsec informa-
tion about theDMdensity. In particular, by combining global
and ultralocal measurements of the DM density, we can
constrain the shape of the MW halo [39]. This in turn may
resolve a long-standing tension in standard ΛCDM cosmol-
ogy; theory and simulations predict triaxial DM halos
[45–50], while observations in the MW [51–54] point
towards a roughly spherical halo. Although significant effort
has recently been made to explain the observed halo shapes
with hydrodynamic simulations [55–59], a direct measure-
ment of the local DM density would provide a crucial,
independent test of our understanding of Galaxy formation,
with important implications for astronomy, astrophysics,
cosmology and particle physics.
The lack of direct astronomical measurements of the DM
density at the Earth’s location also hinders the success of
terrestrial direct detection experiments [60–62]. These detec-
tors search for DM-nucleus scattering events in underground
laboratories, with an expected event rate depending on both
the local DM density and the DM-nucleus scattering cross
section.
Here, we explore a radically new approach to the
problem of finding the local DM density at the Earth’s
location. We propose to exploit the diurnal variation of the
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the local DM density ρχ and the DM-nucleus scattering
cross section σ with future direct-detection experiments.
This diurnal variation arises from distortions in the DM
distribution, due to interactions of DM particles in the Earth
before they reach the detector [63–65]. The amplitude of
this modulation depends on the cross section [66,67], as we
will demonstrate via Monte Carlo (MC) simulations,
allowing us to break the degeneracy between ρχ and σ.
A similar method has recently been used to measure the
high-energy neutrino-nucleon cross section with IceCube
[68]. We show that using event timing information,
combined with the energy spectrum of a hypothetical
DM signal, can enable a measurement of the local DM
density and cross section with low-threshold experiments.
Throughout this paper, we emphasize the DM density
measurement, given that our proposal is potentially the
only method of directly pinning down ρχ .
1 We find that the
precision of this measurement depends on the detector’s
location and can be smaller than about 50% for DM-proton
scattering cross sections larger than 10−32 cm2 and a DM
mass around 100 MeV, becoming much more precise for
larger cross sections. Here, we focus on DM-nucleus
scattering, but, if extended to DM-electron interactions
[70] or more exotic detection strategies (e.g., [71–74]), our
method can be applied to DM candidates in the keV to sub-
GeV range, covering a significant fraction of the parameter
space of detectable DM candidates [75].
The associated simulation and statistics codes are pub-
licly available at Refs. [76,77] respectively.
II. DIRECT DETECTION FORMALISM
The differential recoil rate for a DM particle of mass mχ











with local DM density ρχ and local DM velocity distribu-
tion in the laboratory fðvÞ. Neglecting the effect of Earth
scatterings, the usual choice for fðvÞ in the context of direct
detection is the standard halo model (SHM) [78,80,81]—a
Maxwell-Boltzmann distribution in the galactic frame,
truncated at the local galactic escape speed vesc ≈
544 km s−1 [82,83]. We integrate over v > vmin; the mini-
mum speed kinematically required to produce a nuclear
recoil of energy ER. It is a crucial feature of this work that
for large enough cross sections both ρχ and fðvÞ are
modified by underground scatterings, thereby modifying
the rate in Eq. (1).
The true recoil energy ER does not directly correspond to
the detected energy deposit ED. We account for a finite
energy resolution by transforming the theoretical recoil











Here, wemodel the detector response function as a Gaussian
with mean ER and standard deviation or energy resolution
σE. For a given energy threshold Eth, a finite energy
resolution means that a nuclear recoil below the threshold,
ER < Eth might fluctuate above the threshold and be
detectable.However, the approximation of aGaussian breaks
down for energies far below the threshold [84], which is why
we set EminR ¼ Eth − 2σE and thereby only include up-
fluctuations of 2σ to avoid unphysical signal rates.
We also assume standard spin-independent (SI) inter-








Here, σSIp is the DM-proton cross section at zero momentum
transfer and A the nucleus’ mass number. We consider
light DM, mχ ≪ mA, so we set the nuclear form factor
F2ðERÞ ¼ 1.
While we focus on spin-independent interactions as a
proof of concept, similar analyses could just as well be
performed for spin-dependent scattering [79], long-range
interactions [85–87], or the broader class of effective field
theory interactions [88–92]. Indeed, similar results should
also apply for DM-electron scattering [70,93,94].
III. EARTH SCATTERING
Above a certainDM-proton cross sectionσSIp ≳10−37 cm2,
the probability for a DM particle to scatter on a terrestrial
target becomes non-negligible. In this regime, underground
scatterings prior to passing through the detector decelerate
and deflect the incoming DM particles and thereby change
the localDMdensity and distribution. These distortions grow
with the cross section, and the signal thus depends non-
linearly on σSIp .
In the single-scattering regime of moderate cross sec-
tions, the impact of Earth scatterings on the local DM
properties can be quantified analytically [66]. However, the
precise contributions of multiple scatterings require the use
of MC simulations of underground DM particle trajectories
[64,65,67], where we use the numerical tool DaMaSCUS
[76].2 The simulation details are described extensively in
Refs. [67,109], and we briefly review the essentials here.
1For a related proposal, with DM leaving multiscatter tracks in
the detector, see Ref. [69].
2Similar MC simulations have been used to study the sensi-
tivity of terrestrial experiments to strongly interacting DM [95–
100]. However, a number of analytic approximations have also
been applied in this context [69,101–108].
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The shape of a DM particle’s trajectory is primarily








where niðxÞ is the local number density of isotope i, and σSIi
is the total DM-nucleus scattering cross section for that
nucleus. The number densities depend on the Earth’s mass
density profile ρ⊕ðrÞ, taken from the Preliminary
Reference Earth Model (PREM) [110], and the relative
nuclear abundances [111]. Furthermore, the distribution of
the DM-nucleus scattering angle θ arises from the differ-
ential cross section in Eq. (3) and the relation between θ
and the recoil energy, ER ∝ ð1 − cos θÞ.
The simulated system features an axial symmetry around
the direction of the Earth’s velocity v⊕. This symmetry
allows us to define the isodetection angle Θ [64,65]; the
polar angle from the symmetry axis as illustrated in Fig. 1.
The time-dependent local isodetection angle of a terrestrial







where r⊕ ≈ 6370 km is the Earth’s radius, and d ∼ 1 km is
the underground depth of the observer. It varies over a
sidereal day, as described e.g., in Appendix A of Ref. [67].
To extract local estimates based on the MC simulations,
we define isodetection rings of finite size ΔΘ ¼ 5°. By
counting the particles passing through each isodetection ring,
we obtain an MC estimation of the local DM density ρ̂χ. By
recording their speeds, we obtain a (weighted) histogram
estimate of the local speed distribution f̂ðv;ΘÞ [67]. Finally,
these estimates are used to determine the local nuclear recoil
spectrum expected for a given value of Θ via Eq. (1). We
performed a grid of 45 MC simulations and evaluated
the recoil spectra for DM parameters in the ranges
mχ ∈ ½0.058;0.5GeV and σSIp ¼½10−38;10−30cm2, account-
ing for the crucial impact of Earth scatterings. Below
mχ ≈ 0.058 GeV, the experimental setupswe consider begin
to rapidly lose sensitivity, due to the exponential suppression
of events above the energy threshold.
IV. EXTRACTING THE LOCAL DM DENSITY
FROM DATA
We express the sensitivity of direct detection experi-
ments to the local DM density in terms of contours of
constant p-value. We can then reject a point θ ¼ ðσSIp ; ρχÞ
on these contours in favor of the alternative, benchmark
point θ0 ¼ ðσSI0p ; ρ0χÞ with a statistical significance of
Φ−1ð1 − pÞ, where Φ is the standard normal distribution.
For the local DM density, we assume ρ0χ ¼ 0.4 GeV cm−3.
We calculate such p-value contours by using tθ ¼
−2 ln λðθÞ as a test statistic, where λðθÞ is the profile-
likelihood ratio, defined in Eq. (7) of Ref. [112]. We account
for the unknown DMmass by maximizing the likelihood (at
fixed θ) with respect tomχ ∈ ½0.058; 0.5 GeV. The p-value
calculation requires the probability density function (PDF) of
tθ under the assumption that the true model parameters are θ
or θ0. We denote these PDFs by fðtθjθÞ and fðtθjθ0Þ,
respectively. Following Ref. [112], we approximate
fðtθjθÞ as a chi-square distribution with k ¼ 2 degrees of
freedom and fðtθjθ0Þ as a noncentral chi-square distribution
with the same number of degrees of freedom [112] and
noncentrality parameter Λ ¼ −2 ln λðθÞ. Here, we restrict
ourselves to “Asimov data”, defined as the hypothetical
dataset such that the maximum likelihood estimator, θ̂, and
FIG. 1. Left: Visualization of the local isodetection angle defined in Eq. (5) at LNGS and a specific moment in time. Right: Final
velocity of DM particles as a function of isodetection angle and DM-proton cross section σSIp . For illustration only, we assume straight-
line trajectories of DM particles [101] with initial speed v⊕ þ vesc ≈ 775 km=s, traveling in the mean direction of the DM flux −v⊕ (i.e.,
left to right in the left panel).
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benchmark point, θ0, coincide. The p-value for rejecting the





where tmed is the median of fðtθjθ0Þ.
The profile-likelihood ratio, λðθÞ, depends on the
expected number of nuclear recoils from DM signal and
background events in the ith energy bin and in the jth time
bin, sij and bij, respectively [see Eq. (7) in [112]]. We
calculate sij, i ¼ 1;…; N, j ¼ 1;…;M, by integrating
Eq. (1) over N ¼ 12 ðM ¼ 12Þ energy (time) bins of equal
size. We consider two experimental setups. Motivated by
existing experiments [113,114], the first detector we con-
sider is a germanium detector, with a Gaussian energy
resolution of 18 eV. The energy bins in the analysis cover
the energy interval from the assumed threshold, 60 eV, to a
maximum energy of 500 eV. The second detector we
consider is a cryogenic calorimeter with a sapphire target
ðAl2O3Þ, inspired by the ν-cleus experiment [115,116]. For
the energy threshold and resolution, we assume Eth ¼
10 eV and σE ¼ 3 eV respectively, which should be
achievable for sapphire targets with some improvements
in detector performance [115]. We assume perfect detection
efficiency for both detectors.
The exposure spans a total of 30 days, starting from
January 1st 2020, folded onto a single sidereal day, which is
then divided intoM ¼ 12 time bins. For both detectors, we
assume a target mass of 35 g, leading to a total exposure of
1 kg day.3 We calculate bij assuming a time-independent
background consisting of a flat component and an expo-
nentially falling component, as observed by EDELWEISS-
Surf [113]. We assume that both detectors are operated at a
depth d ¼ 1000 m underground.
We consider two benchmark masses for the DM particle.
The first benchmark is m0χ ¼ 400 MeV, for which the DM-
proton scattering cross section is constrained to be σSIp ≲
10−37 cm2 by current direct searches [117]. We consider
searches for this particle with the germanium detector
ðEth ¼ 60 eVÞ. The second benchmark is m0χ ¼
100 MeV, which is significantly less constrained; cross
sections of σSIp ≲ 5 × 10−31 cm2 are still allowed by current
constraints [118]. A very low threshold is required for
sensitivity to such light DM and we therefore consider
searches for this particle with the sapphire detector
ðEth ¼ 10 eVÞ.
V. RESULTS
The projected p ¼ 0.05 contours in the ðσSIp ; ρχÞ-plane
are shown in Fig. 2. The upper (lower) panel shows
reconstructions for a hypothetical direct detection experi-
ment in the Northern (Southern) Hemisphere, located at
Laboratori Nazionali del Gran Sasso (LNGS, 46°N) and
Stawell Underground Physics Laboratory (SUPL, 37°S)
respectively [119,120]. In the left (right) panels, we show
results for the 400 MeV DM particle and germanium
detector (100 MeV DM particle and sapphire detector).
In Fig. 2, we focus on five benchmark values for the
cross section, σSI0p , in the range 10−33 –10−30 cm2. While
we have performed the analysis over a wider range of cross
sections, we do not find closed contours in the (σSIp , ρχ)
plane for cross sections smaller than σSI0p . This indicates that
for our heavier benchmark mass of 400 MeV (left panels),
there remains no unconstrained region of parameter space
for SI interactions, for which a substantial modulation
effect due to Earth scattering can be observed. We therefore
focus in the remainder of this work on the light benchmark
of mass 100 MeV (right panels).
We note also that it is also not possible to obtain closed
contours in the (σSIp , ρχ) plane when taking only the recoil
energies of the observed signal events into account,
assuming no knowledge of their timing information.
This is because of the strong degeneracy between σSIp
and ρχ , which can not be broken by the energy data alone.
In contrast, keeping track of the signals’ timing and
accounting for their modulation signature improves the
situation drastically, as seen in the colored contours of
Fig. 2, for the scenario of a light DM particle (right panels).
In the case of the northern experiment and cross sections
above about 10−33 cm2, the degeneracy betweenDMdensity
and scattering cross section starts to become weaker. For
higher benchmark cross sections, the true density as well as
the cross section itself can be reconstructed with increasing
precision. For example, for σSIp ¼ 10−32 cm2 ðσSIp ¼
10−31 cm2Þ we could determine the local DM density to
be ρχ ¼ 0.40þ0.26−0.03GeV cm−3 ðρχ ¼ 0.40þ0.01−0.02GeV cm−3Þ at
95% C.L. In these cases, the cross section would be con-
strained to σSIp ¼ 1.00þ0.07−0.33 × 10−32 cm2 ðσSIp ¼ 1.00þ0.03−0.01 ×
10−31 cm2Þ.
Projected contours for an experiment at SUPL (lower
panel) show a similar evolution. However, the reconstruction
of the local DM density and cross section is generally less
precise than in the Northern Hemisphere. In the case of a
benchmark cross section of σSIp ¼ 10−32 cm2, a closed
contour is obtained though the constraints on ρχ are very
wide (extending over the entire range of our analysis,
from 0.01 GeV=cm3 to 1.0 GeV=cm3). Instead, for a bench-
mark cross section of σSIp ¼ 10−32 cm2, we find ρχ ¼
0.40þ0.23−0.19 GeVcm
−3 and σSIp ¼ 1.00þ3.77−0.21 × 10−31 cm2.
These results indicate that with future ultra-low threshold
detectors, it should be possible to reconstruct both the local
3Such a large target mass is unlikely to be possible with a
single sapphire target, while preserving the low threshold of
10 eV [115]. However, it is conceivable that an array of
gram-scale targets could be operated. In any case, we find
that our results are background limited rather than exposure
limited.
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DM density and cross section, if the DM-proton cross
section lies within a few orders of magnitude of current
constraints, for a DM mass of 100 MeV.
VI. DISCUSSION
From these results, the necessity of timing information is
obvious. Without time tagging, it is always possible to
reabsorb a change of the local DM density into a rescaling
of the cross section such that ρχ × σSIp remains constant.
The time dependence of the local DM distribution in the
laboratory, caused by underground scatterings, introduces
an additional dependence of the signal on σSIp . Since this
dependence manifests itself through diurnal modulation,
knowledge of event timings is the key to disentangling the
local DM density and the cross section.
Contrary to our intuition,4 we find that experiments in
the Northern Hemisphere are generally better suited to
measuring the local DM density. For an experiment at
LNGS, ΘðtÞ varies in the range ½4°; 84°, so the bulk of the
incoming DM flux reaches the laboratory directly from
above at a certain time of day, while it has to pass through a
small fraction of Earth’s mantle 12 hours later. Therefore,
the experiment switches continuously between being
totally exposed to and partially shielded from incoming
DM particles, as illustrated in Fig. 1. Increasing the cross
section increases the modulation amplitude and steadily
improves the reconstruction of ρχ .
FIG. 2. Projected 95% CL contours using both energy and timing of events. In all cases, we assume a benchmark DM density of
ρ0χ ¼ 0.4 GeV=cm3. We consider five different benchmark cross sections, denoted by different colors. Left: Germanium detector and
benchmark DMmassm0χ ¼ 400 MeV. Right: Sapphire detector and benchmark DMmassm0χ ¼ 100 MeV Top: detector in the Northern
Hemisphere at LNGS. Bottom: detector in the Southern Hemisphere at SUPL. For a germanium detector in the Southern Hemisphere
(bottom left), we find no closed contours in the ðσSIp ; ρχÞ plane.
4Detectors in the Southern Hemisphere are generally more
sensitive to these diurnal modulations [65,67].
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However, in order to reach a direct detection experiment in
theSouthernHemisphere,mostDMparticles need to traverse
the planet’s bulk mass throughout the day. An experiment at
SUPL is always partially shielded, with ΘðtÞ ∈ ½86°; 167°.
For cross sections between 10−34 cm210−32 cm2, the
Earth’s stopping power renders the majority of the DMwind
undetectable. The slower subcomponent, which arrives from
the opposite direction passing the atmosphere and over-
burden only, is not yet affected (see again Fig. 1). In this
regime, the modulation amplitude depends only weakly on
the cross section, and estimates of ρχ and σSIp are less precise
than in the Northern Hemisphere. This demonstrates that the
determining factor for reconstructing the DM density is not
so much the diurnal modulation’s amplitude, but rather its
sensitivity to changes in the cross section.
To better understand the contour shapes in Fig. 2, we
focus on the benchmark point m0χ ¼ 100 MeV, σSI0p ≈ 3 ×
10−33 cm2 and a sapphire experiment in the Southern
Hemisphere. The left panel of Fig. 3 shows the projected
contour and best-fit mass at each point in parameter space
ðσSIp ; ρχÞ, while the right panel shows the log-likelihood
across three fixed cross-section slices (A–C). In each slice,
the curved region where the log-likelihood peaks corre-
sponds roughly to a region where the total number of signal
events is constant. The dominant effect is that increasing
the DM mass from the benchmark value exponentially
increases the number of events above threshold. This is
because the typical recoil energy deposited by a 100 MeV
particle in a sapphire detector Oð8 eVÞ, is so close to our
assumed threshold of 10 eV. This exponential increase in
the number of signal events must be compensated for by a
decrease in ρχ , as seen in the right panel of Fig. 3.
Focusing on slice C; overestimating the scattering cross
section would mean predicting more events and a greater
modulation amplitude. The former is compensated for by a
lower best-fit value of ρχ , while the latter is compensated for
by an overestimate of mχ (red triangle). Though increasing
mχ increases theEarth’s stopping power,
5 it also increases the
typical recoil energy which can be deposited by a DM
particle. For signals close to threshold, this latter effect wins
out, meaning that a larger DM mass reduces the overall
attenuation of the signal and lowers the modulation ampli-
tude due to Earth scattering. Thus, in slice C the log-
likelihood peaks in a region of higher mass, over a restricted
range of values for ρχ. In general, the slope of the log-
likelihood contours around the peak then determines the
uncertainty on ρχ and thereby the contour shape in the left
panel of Fig. 3.
VII. CONCLUSIONS
Provided that DM-matter interactions are sufficiently
strong for underground scatterings to occur frequently,
signals in direct detection experiments should show a diurnal
modulation, which can be exploited to break the degeneracy
between ρχ and σSIp . We have explored this possibility for a
number of benchmarks using MC simulations.
For the case of a DM mass of 400 MeV (left panel of
Fig. 2), we find that both ρχ and σSIp can be reconstructed only
for cross sections close to 10−30 cm2; substantially larger
than allowed by current constraints. Lighter DM of mass
100MeV (right panel of Fig. 2) should be accessible to near-
future low-threshold nuclear recoil searches. In this case, it
should be possible to disentangle the local DM density and
the scattering cross section for models just below current
constraints, in the range σSIp ∈ ½10−33; 10−30 cm2. For this,
detectors in the Northerm Hemisphere offer the best
FIG. 3. Left: Projected 95% C.L. contour for a single benchmark (σSI0p ≈ 3 × 10−32 cm2; m0χ ¼ 100 MeV; ρ0χ ¼ 0.4 GeV cm−3, black
cross), assuming a sapphire detector in the Southern Hemisphere. The colored shading shows the best fit DM mass at each point. Right:
Log-likelihood contours in ðmχ ; ρχÞ for three fixed cross-section slices through the parameter space, labeled A–C in the left panel. The
white dashed lines show the benchmark values. The log-likelihood is shown relative to the best fit point in each slice (red triangle).
5At fixed cross section, Earth stopping is more effective for
DM closer to nuclear masses, due to the reduced kinematic
mismatch [101].
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prospects, with a Oð50%Þ ðOð5%ÞÞ reconstruction of ρχ
possible for σSIp ¼ 10−32 cm2 ðσSIp ¼ 10−31 cm2Þ.
This is the first demonstration that it is possible to
measure the local DM density directly in the laboratory and
further motivates the search for light, strongly-interacting
DM with low-threshold detectors.
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