We consider the nonlocal KPP-Fisher equation u t (t, x) = u xx (t, x) + u(t, x)(1 − (K * u) (t, x)) which describes the evolution of population density u(t, x) with respect to time t and location x. The non-locality is expressed in terms of the convolution of u(t, ·) with kernel K(·) ≥ 0, R K(s)ds = 1. The restrictions K(s), s ≥ 0, and K(s), s ≤ 0, are responsible for interactions of an individual with his left and right neighbors, respectively. We show that these two parts of K play quite different roles as for the existence and uniqueness of traveling fronts to the KPPFisher equation. In particular, if the left interaction is dominant, the uniqueness of fronts can be proved, while the dominance of the right interaction can induce the co-existence of monotone and oscillating fronts. We also present a short proof of the existence of traveling waves without assuming various technical restrictions usually imposed on K. 
Introduction and main results
This paper continues the studies of traveling waves for the following nonlocal version [1, 4, 6, 10, 17, 31, 32, 33, 35, 36] of the KPP-Fisher equation: u t (t, x) = u xx (t, x) + u(t, x)(1 − (K * u)(t, x)), u ≥ 0, (t, x) ∈ R 2 .
The requirement u(t, x) ≥ 0 is due to the usual interpretation of u(t, x) as the population density at time t and location x. The convolution (K * u)(t, x) := +∞ −∞ K(y)u(t, x − y)dy describes the nonlocal interaction among individuals; it is assumed that the non-negative kernel K ∈ L 1 (R, R + ) is normalised by |K| 1 = R K(s)ds = 1. It is clear that the restriction of K(s)| {s≥0} characterizes the instantaneous interaction of an individual with his left side neighbors, its intensity α − ∈ [0, +∞] can be expressed as
where c is some positive parameter (wave velocity) to be specified later. Similarly,
|s|K(s)ds
can be used to quantify the intensity of the interaction of an individual with his right side neighbors. We recall that the classical solution u(t, x) = φ(x + ct) is a wavefront (or a traveling front) for (1) propagating with the velocity c ≥ 0, if the profile φ is C 2 -smooth, non-negative and satisfies φ(−∞) = 0 and φ(+∞) = 1. By replacing the condition φ(+∞) = 1 with the less restrictive condition 0 < lim inf s→+∞ φ(s) ≤ lim sup s→+∞ φ(s) < ∞, we get the definition of a semi-wavefront. Clearly, each wave profile φ to (1) satisfies the functional differential equation
The main concern of this paper is the existence and uniqueness of wavefronts and semiwavefronts to equation (1) in the situation when α + > 0. Since we have much more information about the existence-uniqueness problem when α + = 0 (i.e. in the so-called delayed case), it is enlightening to recall here the key results about traveling waves for the delayed KPP-Fisher equation:
Case α + = 0: expected uniqueness of traveling fronts in the Hutchinson diffusive equation.
If we formally choose K(t) = δ(t − cτ) with some τ > 0, then (2) takes the form
which is precisely the wave profile's equation for the diffusive Hutchinson's model u t (t, x) = u xx (t, x) + u(t, x)(1 − u(t − τ, x)), u ≥ 0, x ∈ R.
Case α + > 0: main existence and convergence results.
It is somewhat surprising that the first existence result for the equation (1) was proved under condition α + > 0. More precisely, it was established by Berestycki et al. [4] that the assumptions c ≥ 2 and K ∈ C 1 (R, R + ), K(0) > 0, |K| 1 = 1, 
denote the positive roots of the quadratic equation z 2 − cz + 1 = 0, guarantee the existence of at least one semi-wavefront of (1) . Observe that the last inequality in (5) does not appear explicitly in [4, Theorem 1.4] , however it was used to construct a super-solution, cf. [4, p. 2836] . Note also that the condition K(0) > 0 of (5) is essential for the proofs in [4] and therefore the existence result from [4] cannot be applied when α + = 0 or α − = 0. Thus the known proofs [7, 21] of the existence of semi-wavefronts for (4) are based on rather different approaches.
We show in the present paper that the method of [21] can be also applied to (1) which allows to weaken restrictions (5): Theorem 1. Assume that K ∈ L 1 (R, R + ), |K| 1 = 1. Then equation (1) 
has at least one semiwavefront u(t, x) = φ(x + ct) if and only if c ≥ 2.
It is not difficult to deduce from this result the existence of at least one semi-wavefront for each given velocity c ≥ 2 in the case of a more general equation
Here the increasing function m : R → R satisfies m(−∞) = 0, m(+∞) = 1. In other words, the convolution K * u of a continuous function u with Lebesgue's integrable kernel K (as in equation (2)) is replaced here by a convolution u * µ of u with the normalised Borel measure µ (where µ(A) = A dm(s)). Clearly, this family of equations includes (3) as a particular case. 3
The symmetry (evenness) properties of the kernel K do not matter for such a general existence result as Theorem 1. However, the shape of K plays a decisive role in the determination of monotone wavefronts to (1) . This question was exhaustively answered by Fang and Zhao [10] in terms of roots of the equation
is worth noting that α + and α − are entering (10) in asymmetric way and this inequality is satisfied automatically when α + → 0 + (thus condition 2 of Theorem 2 can be considered as a limit case, at α + = 0 + , of condition 3). Obviously, the inequality c > M * +∞ −∞ |s|K(s)ds is less restrictive than the Alfaro and Coville condition (9) in view of Hölder's inequality.
Since the proof of Theorem 2 is one of the principal motivations for our studies exposed in the next subsection, we outline it below.
Proof of Theorem 2. Take c ≥ 2 and consider semi-wavefront solution u(t, x) = φ(x+ct). Then it can be proved that p := lim inf t→+∞ φ(t) ≤ 1, P := lim sup t→+∞ φ(t) ≥ 1 are positive numbers satisfying certain systems of inequalities, the simplest of which has the following form (see Lemma 8 in Section 2): 
respectively. The points (1, 1) and
belong to the intersection of the boundaries of A, B: (1, 1), A * ∈ ∂A ∩ ∂B.
In the case (a), it is clear that the unique point satisfying both inequalities is p = P = 1, which implies the convergence of each profile at +∞. In the cases (b)-(e), however, the final result depends strongly on the position of M * . If M * is situated as in the picture (d) (that is analytically expressed by (10)) or as in pictures (b) and (e) (that is, M * < 1/(α + + α − )), then the upper part of the intersection A ∩ B can be ignored so that p = P = 1 and we obtain the convergence of all semi-wavefronts at +∞.
However, if the position of M * is as in the picture (c), there is a possibility of the co-existence of a monotone wavefront (recall here that α − = 0 assures its existence in virtue of Fang and Zhao criterion) and a proper oscillating semi-wavefront. The main result of this paper consists precisely of the analytical proof of such a dynamical behaviour for certain systems with α − = 0.
Remark 1. Clearly, the statement of Theorem 2 remains true if we replace M
* with the smaller value P = lim sup t→+∞ φ(t). In the case (b), the condition P < 1/(α + + α − ) can be replaced by the dual inequality p > 2 − 1/(α + + α − ), where p = lim inf t→+∞ φ(t).
Case α − = 0: the co-existence of monotone traveling fronts and proper semi-wavefronts in
the KPP-Fisher equation with advanced argument. The recent work by Nadin et al. [32] has provided another argument supporting the conjecture about the co-existence of different dynamical patterns in equation (1) . The authors of [32] have proposed the following substitute, with K(s) = δ(s + h), (called "a toy model") of (2):
(actually, this equation is obtained from the original toy model from [32] by reversing time). The positive parameters A, h and θ ∈ (0, 1) satisfy the inequality A ≥ (1 − θ)/θ, which is the reminiscence of the sub-tangency condition at 0 of the classical KPP-Fisher nonlinearity. The piece-wise linear model (11) inherits the local properties at the steady states from (1) and therefore it can be used to understand the geometry of the semi-wavefronts to (1) . It is a remarkable fact that the computations of [32] predicted the co-existence of asymptotically periodic semi-wavefronts and monotone as well as oscillating wavefronts in equation (1) . Nevertheless, the toy model (11) has one important deficiency: the right hand side of (11) is a discontinuous functional. At a first glance, precisely this drawback could be considered as a main reason for the existence of multiple semi-wavefronts. Indeed, let us consider the following "delayed" toy model:
where c = 2.5, cτ = 2 ln 1.5 = 0.8109 . . . (so that τ = 0.8 ln 1.5 = 0.3243 . . . < 1/e = 0.3678 . . .).
It is easy to check that the eigenvalues of (12) at 0 are 0.5 and 2, while the set of all eigenvalues at 1 contains two negative numbers −0.5 and −4.035 . . . This information allows us to construct two different monotone wavefronts φ j ∈ W 2,∞ (R) to (12):
Even more surprisingly, an oscillating wavefront to (12) can also be constructed. Indeed, since x 0 ± iy 0 , x 0 = −6.2402 . . . , y 0 = 10.054 . . . is a pair of conjugated eigenvalues to the equation 6 (12) at the steady state 1, it is easy to find the following oscillating profile φ 3 ∈ W 2,∞ (R): in Subsection 1.1, this equation should possess a unique wavefront (up to a translation). Moreover, the wavefront φ 2 decreases rapidly at −∞ (i.e. φ 2 is a pushed front) that is formally not compatible with the above mentioned sub-tangency condition A ≥ (1 − θ)/θ. It is clear that the discontinuity of equation (12) is the main reason of all these "contradictions".
Hence the conclusions suggested by the analysis of the "toy" models must be corroborated by rigorous analytical proofs. In the present work, using Hale-Lin method [20] adapted for the singular functional differential equations in [11, 14, 16] ; Hale-Huang analysis of the perturbed periodic solutions developed in [8, 18, 19, 23] ; Krisztin-Walther-Wu theory of an invariant stratification of an attracting set for delayed monotone positive feedback [25] ; Magalhães-Faria normal forms for retarded functional-differential equations [12] and Mallet-Paret-Sell theory of monotone cyclic feedback systems with delay [29, 30] , we provide such a result: (7) has, at the same time, a unique monotone wavefront, multiple oscillating wavefronts as well as asymptotically periodic proper semi-wavefronts propagating with the velocity c.
The structure of this paper is as follows. In Section 2 we establish a series of auxiliary results and a priori estimates necessary to prove Theorems 1 and 2. Section 3 contains the proof of Theorem 1. The first part of Theorem 3 (stated as Theorem 5) is proved in Sections 4, 5. The second part of Theorem 3 (stated as Theorem 7) is proved in Section 6 of our work.
A priori estimates and the convergence of semi-wavefronts
As it was suggested in [21] , it is convenient to study equation (2) together with
where the continuous piece-wise linear function g β , β > 1, is given by
Observe that equation (13) has three constant solutions: φ(t) ≡ 0, 1, 2β. We have the following Lemma 1. Assume that φ, φ(−∞) = 0, is a non-negative, bounded and non-constant solution of (13) . Then φ(t) ≤ 2β for all t ∈ R. Next, if either t 0 is a point of local maximum for φ(t) with φ(t 0 ) < 2β or t 0 is the smallest number such that φ(t 0 ) = 2β, then (φ * K)(t 0 ) ≤ 1.
Proof. On the contrary, suppose that there exists a maximal interval (t 0 , t 1 ), such that φ(t) > 2β = φ(t 0 ) for all t ∈ (t 0 , t 1 ). Then φ ′ (t * ) > 0, φ(t * ) > 2β for some t * ∈ (t 0 , t 1 ). It follows from (13) and the definition of g β that φ ′′ (t) = cφ ′ (t) for all t ∈ (t 0 , t 1 ). Hence, φ ′ (t) = φ ′ (t * )e c(t−t * ) > 0, t ∈ (t 0 , t 1 ) and therefore t 1 = +∞, φ(+∞) = +∞, contradicting the boundedness of φ.
Finally, if t 0 is a point of local maximum for φ(t), then φ ′ (t 0 ) = 0, φ ′′ (t 0 ) ≤ 0. If, in addition, φ(t 0 ) < 2β then g β (φ(t 0 )) > 0 and thus (13) assures that (φ * K)(t 0 ) ≤ 1. In the case when t 0 is the smallest number such that φ(t 0 ) = 2β, then clearly there exists a sequence t j → t 0 ,
The following property of solutions to (2) and (13) was established in [4, Lemmas 3.7 and 3.9]: Lemma 2. Assume that φ is a non-negative, bounded and non-constant solution of (13) or (2) . If, in addition, φ(t n ) → 0 along some sequence t n → −∞, then φ(t) is increasing on some interval (−∞, ρ], φ(−∞) = 0, and lim inf t→+∞ φ(t) > 0.
In fact, it is easy to see that each non-trivial non-negative profile should be positive: Lemma 3. Let a non-negative bounded φ 0 solve either (13) or (2) and c ≥ 2. Then
If, in addition, φ(−∞) = 0, φ(t) ≤ 1, t ∈ R, then φ ′ (t) > 0 for all t ∈ R and φ(+∞) = 1.
Proof. First, notice that equation (13) with β = +∞ coincides with (2), so it suffices to consider equation (13) allowing β = +∞. Suppose that, for some s, solution φ of (13) satisfies φ(s) = 0. Since φ(t) ≥ 0, t ∈ R, this yields φ ′ (s) = 0. Notice that y = φ(t) is the solution of the following initial value problem for a linear second order ordinary differential equation
where
is a continuous bounded function. But then y(t) ≡ 0 due to the uniqueness theorem, a contradiction. Suppose now that φ satisfies (13) and c > 2. Set
then N(φ)(t) > 0 and
As a consequence, we have that
and therefore
If now c = 2, we find similarly that
and thus also
In the first case, φ ′ (t) > 0, t ∈ R, while in the second case φ(t) is non-increasing and φ
. Now, observe that both φ(t) and 1 satisfy equation (15) and that N(φ)(t) = N(1)(t) = 1 for all t ≥ T 1 and N(φ)(t) = φ(t)(φ * K)(t) for t ≤ T 1 . Therefore (15) implies that, for t < T 1 close to T 1 ,
Lemma 4. Let a positive bounded φ solve (13) and there exists the limit φ(+∞).
Proof. It follows from Lemmas 1 and 2 that φ(+∞) ∈ (0, 2β]. In addition, if φ(+∞) {1, 2β}, then for
we have that lim
However, in this case the differential equation φ ′′ (t) − cφ ′ (t) + r(t) = 0 does not have any convergent solution on R + . Indeed, we have that
Finally, assume that φ(+∞) = 2β, then there exists
, we obtain a contradiction: φ ′ (+∞) = +∞. Therefore we have to analyse the case when φ ′ (s) = 0 for all s ≥ T 1 (we can assume that T 1 is the smallest number with such a property). By Lemma 1,
which proves the last statements of the lemma. 
Remark 2. Suppose that
transforms equation (2) into
We will also consider the family of equations
where non-decreasing continuous function
For c ≥ 2, we will consider a strictly increasing function f :
. (13) with β > U(c, K), then
Lemma 5. For each c ≥ 2 and K
∈ K := {K ∈ L 1 (R, R + ) : |K| 1 = 1, K ≥ 0} there exists U(c, K) ≥ 10 < φ(t) ≤ U(c, K), t ∈ R (17) (i.e.
the set of all semi-wavefronts to (13) is uniformly bounded by a constant which does not depend on a particular semi-wavefront). Moreover, given a fixed pair
Proof. First, we take U(c, K) ≥ 1 defined by one of the following non-exclusive formulas:
can be considered as a constant (hence, continuous) function in some small neighborhood of (c 0 , (17) is true because of U(c, K) ≥ 1. In particular, this happens if the profile φ(t) is nondecreasing and 2β
Thus let us suppose that φ(t 0 ) > 1 at some point t 0 . Then at least one of the following three possibilities can occur: Situation I. Solution φ(t) is nondecreasing and
. In such a case, by Lemma 4, there is some finite
and therefore 1 2β
Thus we can take
The latter shows that Situation I cannot occur if 2β > U(c, K).
Situation II. Solution φ(t) is not nondecreasing and
Then we can repeat the above arguments to conclude that, for the local maxima φ(t j ) > 1 of φ we have that
Situation III. Solution φ(t) is not nondecreasing and
we get the following contradiction
In consequence,
Corollary 2. Assume that c ≥ 2 and K are fixed. Then, for each sufficiently large β > 1, equations (13) and (2) share the same set of semi-wavefronts propagating at the velocity c.
Proof. Due to Lemma 5 and the definition of g β (u), it suffices to take β > U(c, K).
A stronger a priori estimate is based on the following assertion:
Lemma 6. Let y be a bounded solution of the boundary problem
where c ≥ 2 and a continuous function g satisfies The next two results can be considered as improvements of Lemma 5.
Lemma 7. Let c ≥ 2 and φ(t), φ(−∞) = 0, be a bounded positive solution of equation (2). Set
Observe that the integrals in the statement of Lemma 7 (and in Lemma 8 below as well) can be infinite (i.e. equal to +∞).
Proof. By Lemma 2, the wavefront profile φ(t) is increasing on some maximal interval (−∞, Q 0 ) and lim inf t→+∞ φ(t) > 0. Moreover, if φ(t) is eventually monotone and β is sufficiently large then φ(+∞) = 1 by Lemmas 4 and 5. In such a case, M = m = 0, which proves the lemma. Hence, we may assume that φ(t) is not eventually monotone. Set y(t) = x ′ (t), since x(t) is neither eventually monotone there exists some s > Q 0 such that y(s) > 0. Moreover, it is clear that for each such s we can find some finite a < s < b such that y(s) > 0 = y(b) = y(a). Then Lemmas 6 and 5 assure that
In particular, this means that sup s∈R y(s) is a finite number. We claim that
13 Indeed, let s j → +∞ be such that y(s j ) → lim sup s→+∞ y(s). Then for appropriately chosen sequences a j < s j < b j , a j → +∞, we have that
Next, by Lemma 5, for every small ǫ > 0 there exists
Consequently,
Letting ǫ → 0 + in the last inequality, we obtain (18) .
Therefore Lemma 6 can be applied yielding
From this estimation, arguing as above, we deduce that
Next, let t j → +∞ be a sequence of local maximum points of x(t) such that x(t j ) → M as j → +∞. With T and ǫ as in (19) and for sufficiently large j, we find that
Taking limit in the last inequality when ǫ → 0 (so that T → +∞), j → +∞, we obtain that
This relation is valid for each −∞ ≤ A ≤ 0 ≤ B ≤ +∞ and if A, B are infinite, we get the first inequality of the lemma. Clearly, the second inequality can be deduced in a similar way from
where Then 0 < p ≤ 1 ≤ P and
Proof. Taking (20), (21) we find immediately that 0 < p ≤ 1 ≤ P. In the case when p = P, Lemma 4 and Corollary 2 imply that p = P = 1 and that proves the lemma. If p < P, φ(t) oscillates between p and P. Therefore φ ′ (t) is oscillating around 0 and there exist finite limits
We claim that
For an arbitrary ǫ > 0, we fix T sufficiently large to have
After taking limit as j → +∞, ǫ → 0 + (so that T → +∞), we get one of the required relations: −d ≤ P(P − 1)/c. The second inequality can be proved similarly.
Next, consider the sequence {s j } of local maximum points such that φ(s j ) → P, s j → +∞. We can suppose that s j is large enough to have
Finally, letting ǫ → 0 + (hence, T → +∞), s j → +∞, we get the required inequality
The proof of inequality (22) is completely analogous and therefore it is omitted here. 
Remark 3. Inequality (23) has a simple geometric interpretation. Indeed, consider the following functionφ
− (−s) := P − P(1 − p)s/c, s ≥ 0, P + P(P − 1)s/c, s ≤ 0,(p, P) = (K * φ − )(0) ≤ 1. Obviously, continuous function Θ(p, P) is non-negative for all 0 ≤ p ≤ P.
Existence of semi-wavefronts for c ≥ 2.
In this section, we are going to prove Theorem 1. It should be observed that the necessity of the condition c ≥ 2 can be easily obtained from the analysis of the asymptotic behaviour of eventual semi-wavefront φ at −∞ (if c < 2 then φ(t) oscillates around 0 at −∞). Thus we have to prove only the sufficiency of the condition c ≥ 2 for the existence of semi-wavefronts.
First, consider
where g β (u) is defined by (14) , β is as in Corollary 2, and b > 1 + 2β. In view of Corollary 2, it suffices to establish that the equation
has a semi-wavefront. Observe that if a continuous function ψ(t), 0 ≤ ψ(t) ≤ 2β, satisfies 0 ≤ ψ(s) ≤ β at some point s ∈ R, then
Next, we consider the non-delayed KPP-Fisher equation u t = u xx + g β (u). The profiles φ of the traveling fronts u(x, t) = φ(x + ct) for this equation satisfy
Recall that 0 < λ ≤ µ denote eigenvalues of equation (27) Let us note here that φ + (t) for all t such that φ + (t) < β, satisfies the linear differential equation
In particular, if c > 2 then there exists (see e.g. [15, Theorem 6]) C ≥ 0 such that 
Lemma 9.
Assume that b > 1 + 2β and let 0 ≤ φ(t) ≤ φ + (t), then
Proof. The lower estimate is obvious since 0 ≤ φ(t) ≤ φ + (t) ≤ 2β and therefore r(φ(t)) ≥ 0 in view of (25) and (26) . Now, since φ(t) ≤ φ + (t) and bu + g β (u) is an increasing function, we find that
and the lemma is proved.
Lemma 9 says that φ + (t) is an upper solution for (24), cf. [37] . Still, we need to find a lower solution. Here, assuming that c > 2 and that K has a compact support we will use the following well known ansatz (see e.g. [37] )
where ǫ ∈ (0, λ) and M ≫ 1 is chosen in such a way that
−ǫt ), λ + ǫ < µ, and
The above inequality φ − (t) < φ + (t) is possible due to representation (28) . We note also that
Lemma 10. Assume that c > 2, K has a compact support, b > 2β + 2. Then the inequality
Proof. Due to Lemma 9, it suffices to prove the first inequality in (29) for t ≤ T c . Since 0 < φ(t) < 1 < β, t ≤ T c , we have, for t ≤ T c , that
In order to estimate Q(t), we first find, for t ≤ T c , that
But then, rewriting the latter differential inequality in the equivalent integral form (see e.g. [26] or [34, Lemma 18] ) and using the fact that
Next, with each vector m = (µ 1 , µ 2 ) we will associate the following Banach spaces:
Remark 4. Observe that C
in the notation of [20, p. 185] .
It is clear that, in order to establish the existence of semi-wavefronts to equation (24) , it suffices to prove that the equation A m φ = φ has at least one solution from the set
where m = (ρ, λ/2) for some fixed ρ > 0. Observe that the convergence x n → x in K is equivalent to the uniform convergence on compact subsets of R.
Lemma 11. Let c > 2. Then K is a closed, bounded, convex subset of C m and A m : K → K is completely continuous.
Proof. By the previous lemma, A m (K) ⊂ K. It is also obvious that K is a closed, bounded, convex subset of C m . Since Proof. Assume first that K has a compact support. If c > 2 then, due to the previous lemma, we can apply Schauder's fixed point theorem to A m : K → K that guarantees the existence of a fixed point for A m in K, which is a semi-wavefront profile for equation (1) . Let now c = 2 and consider c j := 2 + 1/ j. Since c j > 2, we already know that for each j there exists a semiwavefront φ j of equation (24): we can normalise it by the condition φ j (0) = 1/2 = max s≤0 φ j (s). It is clear from (30) that the set {φ j , j ≥ 0} is precompact in the compact-open topology ofC b (R, R) and therefore we can also assume that φ j → φ 0 uniformly on compact subsets of R, where φ 0 (0) = 1/2 = max s≤0 φ 0 (s). In addition, R j (s) := r(φ j (s)) → R 0 (s) := r(φ 0 (s)) for each fixed s ∈ R. The sequence {R j (t)} is also uniformly bounded on R. All this allows us to apply Lebesgue's dominated convergence theorem in
In this way we obtain that A m φ 0 = φ 0 with c = 2 and therefore φ 0 is a non-negative solution of equation (2) satisfying condition φ 0 (0) = 1/2 = max s≤0 φ 0 (s). Lemma 3 shows that actually φ 0 (t) > 0 for all t ∈ R. We claim, in addition, that inf s≤0 φ 0 (s) = 0 and therefore φ 0 (−∞) = 0 in view of Lemma 2. Indeed, otherwise there exists a positive k 0 such that k 0 ≤ φ 0 (t) ≤ 1/2 for all t ≤ 0. This implies immediately that k 0 /4 ≤ a(t) := φ 0 (t)(1 − (φ 0 * K)(t)) ≤ 3/4 for all sufficiently large negative t (say, for t ≤ t 0 ). But then
contradicting the positivity of φ 0 (t). In consequence, φ 0 is a semi-wavefront.
Finally, in order to prove the theorem for general kernels, we can use a similar argument by constructing a sequence of compactly supported kernels K j converging monotonically to K.
, and set K j (s) = 0 otherwise. As we already proved, for each fixed c ≥ 2 and K j there exists a semi-wavefront φ j propagating with the velocity c and satisfying the condition φ j (0) = 1/2 = max s≤0 φ j (s). Due to Lemma 5, 0 < φ j (t) ≤ U(c, K j ) for all t ∈ R. By using the explicit form of U(c, K j ) given in Lemma 5, it is easy to show that the sequence {φ j (t)} is uniformly bounded on R. Thus the sequence {φ ′ j (t)} is uniformly bounded on R as well, so we can assume that φ j → φ 0 ∈ C b (R, R) uniformly on compact subsets of R. But then φ 0 (0) = 1/2 = max s≤0 φ 0 (s) so that, as we have recently seen, φ 0 (x + ct) must be a semi-wavefront for equation (1).
Proof of the first part of Theorem 3
In Sections 4 and 5, we show that the non-local KPP-Fisher equation (1) can possess multiple wavefront solutions. It is convenient to split our proof into two stages. In the next section, we are doing all standard technical work related to the application of the Lyapunov-Schmidt reduction. This allows us to focus our attention in the present section on the new ideas of the proof.
We start by analysing zeros of the function χ 1 (z) := z − exp(−zτ):
Lemma 12. The function χ 1 (z) has exactly three simple zeros (denoted as z 1 (τ) ∈ (0, 1), z 2 (τ) and z 3 (τ) =z 2 (τ) ∈ C) in the half-plane {ℜz ≥ 0} and does not have any root on the imaginary axis {ℜz = 0} if and only if τ ∈ (3π/2, 7π/2). Furthermore, ℜz 2 (τ) < z 1 (τ).
Proof. By applying the Rouché theorem in the domains D R ∋ {0} bounded by the graphs of {ℜz = −2} and {|z| = R}, R > 0, we easily find that the half-plane {ℜz > −2} contains only one zero z 1 of χ 1 (z) for every τ ∈ [0, 0.5 ln 2). It is clear that z 1 > 0 if τ > 0. Since τ > 0, all zeros of χ 1 (z) are simple. This means that when τ is increasing from the initial value 0.5 ln 2, each new pair of roots appearing in the half-plane {ℜz > 0} should cross the imaginary axis {ℜz = 0} at some moment τ n . It is easy to check that the first pair of complex conjugated roots z 2 (τ), z 3 (τ) 20
will cross transversally {ℜz = 0} at the point τ = 3π/2 with the velocity ℜz Proof. By the definition, every wavefront profile φ to equation (31) is a solution of the nonlinear boundary value problem
By setting ǫ = c −2 > 0 and realizing the change of variables y(t) = 1 − φ(−ct), we transform (32) into the following equivalent form:
Taking ǫ = 0 in (33), we obtain the first order system
It is easy to see that the condition y(t) < 1 in (34) is redundant. Indeed, if y(t 0 ) = 1 at some leftmost point t 0 , then the function z(t) = 1 − y(t) solves the linear non-autonomous equation z ′ (t) = −â(t)z(t), z(t 0 ) = 0, whereâ(t) := y(t − τ) is bounded and continuous on R. But then z(t) ≡ 0 and, in consequence, y(t) ≡ 1, a contradiction.
, has a unique monotone solution converging to 1 as t → +∞. In consequence, applying [13, Theorem 5] , we obtain that equation (34) has a positive increasing heteroclinic solution y(t) = φ 0 (t). Then Theorem 6 of Section 5 assures the following:
For each fixed τ ∈ (3π/2, 7π/2) and m = (µ 1 , µ 2 ) with −1 < µ 1 < 0 < µ 2 < ℜz 2 (τ) < 1, there exists a small ǫ 0 > 0 and an open subset Ω of R 3 such that, for each fixed ǫ ∈ [0, ǫ 0 ], equation (33) has a continuous three-dimensional family of heteroclinic solutions F (µ 2 ) := {y(t, ζ, ǫ), ζ ∈ Ω}, satisfying y(t, ζ 1 , ǫ) y(t, ζ 2 , ǫ) for ζ 1 ζ 2 , y(t, 0, 0) = φ 0 (t), sup s≤0 e −µ 2 s |y(s)| < ∞ (for a moment, we do not claim that y(t, ζ, ǫ) < 1). Moreover, F (µ 2 ) contains all heteroclinic solutions of (33) satisfying |y − φ 0 | m < σ whenever σ > 0 is sufficiently small. This means that for each τ ∈ (3π/2, 7π/2) there is a positive c * (τ) and an open subset Ω of R 3 such that equation (32) has a three-dimensional family φ(t, ζ, c), ζ ∈ Ω, of different heteroclinic connections for each c > c * (τ). Let us prove that all these connections are positive. Indeed, since each solution φ(t) = φ(t, ζ, c), t ∈ R, of (32) is bounded, it should satisfy
where λ, µ are defined in (6) . Next, we know that φ(−∞) = 0, φ(+∞) = 1, and therefore there exists the rightmost point t 0 ∈ R ∪ {−∞} such that φ(t 0 ) = 0 and φ(t) > 0 for all t > t 0 . But then, assuming that t 0 is finite and taking t = t 0 in (35), we get a contradiction: 0 = φ(t 0 ) > 0. Next, we claim that the set {φ(t, ζ, c), ζ ∈ Ω} contains a unique (up to a translation) monotone wavefront for each fixed c > c * (τ). In order to prove this assertion, we take 0 < µ 2 < µ ′ 2 < z 1 (τ) such that the strip Σ(µ ′ 2 ) := {z ∈ C : ℜz ≥ µ ′ 2 } contains exactly one zero, z 1 (τ), of χ 1 (z) while the strip Σ(µ 2 ) contains exactly three zeros, z 1 (τ) and z 2 (τ) =z 3 (τ), of χ 1 (z). It is easy to see that, in such a case, Σ(µ ′ 2 ) contains also exactly one root z 1 (τ, ǫ), z 1 (τ, 0) := z 1 (τ), of the characteristic equation ǫz 2 + z − e −τz = 0, for all sufficiently small ǫ ≥ 0. Respectively, Σ(µ 2 ) contains exactly three roots z j (τ, ǫ), z j (τ, 0) := z j (τ), j = 1, 2, 3 of the characteristic equation ǫz 2 + z − e −τz = 0. In addition, z j (τ, ǫ), j = 1, 2, 3 are simple and depend continuously on τ, ǫ. Also, with µ ′ 2 as above, due to Theorem 6 and Corollaries 3, 4 in Section 5, the subfamily
for some δ > 0 and C(ζ, ǫ), see e.g. [28, Propositions 6.1, 6.2]. Let us prove that
On the other hand, it is easy to see that equation (33) does not have any nontrivial small solution. Indeed, if such a solution y * (t) 0 exists, the function z * (t) = e −Lt y * (t) is exponentially decreasing when t → −∞, for each fixed L > 0. Next, z * (t) satisfies the asymptotically autonomous linear equation
whose limit equation at −∞,
has the characteristic equation ǫ(L+z) 2 +(L+z)−e −(L+z)τ = 0. Thus, for all L > 0 sufficiently large, equation (38) is exponentially stable. Due to the roughness property of an exponential dichotomy (in particular, of an exponential stability, see [20, Lemma 4.3] ), the unperturbed equation (37) is exponentially stable too. This means that z * (t) ≡ 0, contradicting our initial assumption of non-triviality of y * (t).
Hence, C(ζ, ǫ) 0 in (36) and therefore y(s, ζ, ǫ), y ′ (s, ζ, ǫ) do not change their signs at −∞. Consequently, the associated positive solutions φ(t, ζ, c) of (32) are eventually monotone at +∞ and each φ(t) = φ(t, ζ, c) 1 for all sufficiently large t. Then either φ(t) > 1 on some maximal interval (T, +∞), T ∈ R, or φ(t) < 1 on some maximal interval (S , +∞), S ∈ R ∪ {−∞}.
In the first case, there exists some
In the second case, suppose that φ ′ (t 2 ) = 0 at some rightmost point t 2 . Then φ ′′ (t 2 ) ≥ 0, φ(t 2 ) < 1, φ(t 2 +cτ) < 1, and we again obtain a contradiction: 0 ≤ φ ′′ (t 1 ) = −φ(t 1 )(1−φ(t 1 +cτ)) < 0. The above arguments show that if y ∈ F (µ ′ 2 ) then φ ′ (t) = φ ′ (t, ζ, c) > 0 for all t ∈ R. Finally, take some y ∈ F (µ 2 ) \ F (µ 
Proof of the existence of heteroclinic solutions for equation (33)
In this section, we apply the Hale-Lin functional-analytic approach [11, 13, 16, 20] to equations (33) and (34) . The wavefronts for (33) without the restriction y(t) < 1 will be obtained as perturbations of the monotone positive heteroclinic solution φ 0 (t) of (34) . Hence, it is convenient to use the change of variables y(t) = w(t) +φ 0 (t) transforming (33) without the restriction y(t) < 1 into ǫw
Here
, and the functionals G, L :
The roots of the characteristic equation for ǫw ′′ (t)+w ′ (t)−w(t) = 0 are the extended real numbers
for ǫ > 0, and α(0) := −∞, β(0) := 1.
Functions α(·), β(·) are continuous on R + (including 0 because α(ǫ) → −∞, β(ǫ) → 1 − as ǫ → 0 + ). A bounded function w : R → R is a solution of (39) if and only if
where (Jw)(t) = w(t) − 
Our purpose is to apply a contraction principle argument in order to obtain a solution of Eq. (40), for ǫ > 0 small and w close to 0, in the space C m , for suitably chosen m = (µ 1 , µ 2 ), µ 1 < 0 < µ 2 < 1. We first analyse the linear part Proof. By a direct computation we find that |L(·, Next, consider the linear differential equation
This equation is asymptotically autonomous, with the limiting equations y ′ (t) = y(t − τ) and y ′ (t) = −y(t), respectively, at −∞ and +∞.
Lemma 14.
Assume that τ ∈ (3π/2, 7π/2). Let m = (µ 1 , µ 2 ) satisfy
Proof. Following Hale and Lin [20] , we say that the first order linear autonomous delayed equation y ′ (t) = M(y t ) has a 'shifted exponential dichotomy' on R with the splitting made at ν ∈ R, if the vertical line {ℜz = ν} does not contain any eigenvalue of y ′ (t) = M(y t ). Hence, clearly, the equations y ′ (t) = −y(t) and y ′ (t) = y(t − τ) admit shifted exponential dichotomies on R with the splitting made at µ 1 and µ 2 , respectively. As a consequence, by [20, Lemma 4.3] , there is T > 0 such that (41) has a shifted exponential dichotomy on (−∞, −T ] and [T, ∞). Therefore we can apply Lemma 4.6 of [20] to (41). It follows that T m is a Fredholm operator, with index Ind(T m ) given by 
Proof. We write
For t ∈ R, ǫ > 0, j = 1, 2, we have
where c j (0 + ) = 0. As a consequence, setting c 3 (ǫ) := (c 1 (ǫ) + c 2 (ǫ))(2 + e −µ 1 τ ), we obtain
Now, since the equilibria 0, 1 of equation (34) are hyperbolic (cf. Lemma 12), φ 0 (t) converges to the limits φ 0 (+∞) = 1 and φ 0 (−∞) = 0 at exponential rate. In fact, there exist finite lim t→+∞ (1 − φ 0 (t))e t and lim t→−∞ φ 0 (t)e −z 1 (τ)t , see e.g. [15] for more details. As a consequence, we conclude from φ
It follows from the above estimates that, for all v, w ∈ B m σ (0), ǫ ≥ 0,
From these inequalities, for ǫ ≥ 0 small enough we obtain that (42) holds for all 
The following result is straightforward. 
Proof. Since the function η(ǫ, ξ) is continuous on the compact set [0, ǫ * ] × (X m ∩ B m σ (0)), the first estimate in (45) with C independent of ǫ, ξ is obvious.
Next, as we know, φ In addition, since ψ(t) := ψ(ǫ, ξ)(t) = φ 0 (t) + ξ(t) + η(ǫ, ξ)(t) is a bounded solution of (33), we find that ǫη ′′ + η ′ − η = (Nη), where (Nη)(t) := −ǫ(φ ′′ 0 (t) + ξ ′′ (t)) − ξ(t − τ)(η(t) + ξ(t)) − (1 + φ 0 (t − τ) + η(t − τ))η(t) + η(t − τ)(1 − φ 0 (t) − ξ(t)) satisfies, for some positive C, the inequality |Nη(ǫ, ξ)| m ≤ C for all ξ ∈ X m ∩ B m σ (0) and 0 ≤ ǫ ≤ ǫ * . Consequently, for ǫ > 0, We also have that η ′ (0, ξ) = η + Nη(0, ξ). Thus there is C 1 > 0 independent of ǫ, ξ and such that |η ′ (ǫ, ξ)| m ≤ C 1 for all ξ ∈ X m ∩ B m σ (0) and ǫ ∈ [0, ǫ * ]. This completes the proof.
Proof of the second part of Theorem 3
In this section, we prove that the non-local KPP-Fisher equation (1) [23] .
Our proof of the existence of a point-to-periodic connection is based on the perturbation techniques developed by J. Hale in [18] , [19, Section 10.4] and W. Huang et al. in [8, 23] . In fact, the paper [23] deals precisely with the problem of point-to-periodic connections for equations 27
with time delay and nonlocal response. However, since there are important differences between the frameworks of [23] and the present paper, the main results from [23] do not apply directly to equation (32) . Still, using the Krisztin-Walther-Wu theory of delayed monotone positive feedback equations [25] , it is possible to retrace the main arguments of [18, 23] in order to obtain the desired point-to-periodic connections in our case. We are doing this work in the present section, where we are paying special attention to the arguments which are different from those used in [23] . The related results are given in Lemmas 17, 18, 19 , see also Remarks 6, 7 below. The final part of this section (after Lemma 19) follows closely the arguments of [18, 19, 23] : for completeness of the exposition, we included this part as well.
Analogously to the proof of Theorem 5, a point-to-periodic connection in equation (32) is obtained as a result of singular perturbation of a periodic-to-point connection φ 0 for the equation
