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Abstract
A fully automated computer controlled Deep Level Transient Spectroscopy (DLTS)
system has been constructed for semiconductor characterization. The system has been
checked by means of measuring a known deep level due to Ni in Si. The measured
value of 0.33 eV above valence band for this level agrees well with results reported
previously in the literature. This system is then applied to study shallow junctions
formed by Sb recoil implantation into Si using Ar as the primary ion. The I-V and C-V
characteristics of these junctions have also been measured. A Boltzmann transport
equation simulation program has been written to calculate the ion distributions to help
understanding the experimental results. From C-V measurements, the active dopant
profiles in the lightly doped region has been compared with BTE simulated
as-implanted profiles. The samples that annealed at 750 °C have apparent doping
profiles different from those of the 1000 °C annealed devices. From I-V measurements,
it is found that the mechanism of the current flow across the junction of the devices that
annealed at 1000 °C cannot be fully explained. by conventional diode equation.
Nevertheless, I-V curves for devices annealed at 750 °C follow conventional diode
equation with large n-factor. DLTS study of the devices shows that the damage are
mainly due to argon. An antimony majority (hole) trap in unannealed devices and an
antimony minority (electron) donor trap in 750 °C annealed devices have been found.
Others are argon related. DLTS profiling has also been done on some selected devices.
The trap levels are electric field dependent and shift towards the valence band and
conduction band for the unannealed devices and 750 °C annealed devices respectively
for an increase of reverse bias.
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Real crystals are not perfect. By taking great pains, one can reduce crystal
imperfections, or defects, considerably, but one can never eliminate them entirely. In
some situations defects are, in fact, highly desirable, as in the case of donor and
acceptor impurities in semiconductor, which are essential to all the modern
semiconductor devices. However, only a few of the large variety of possible crystal
defects are advantageous and can be introduced into the crystals in a controlled manner.
The vast majority of defects are detrimental to device performance. Controlling or
eliminating defects is difficult to achieve when the identities and structures of the
defects are unknown. Consequently, considerable researches have been carried out to
characterize the properties and origins of defects. One important parameter to identify a
defect is the energy level of the defect in the band gap of the semiconductor. The
ionization energies of shallow levels, with energies near the band extremes, can be
characterized by optical excitation with high precision. Defects which have energy
levels deep in the band gap, on the other hand, are not as easily characterized by optical
techniques. For these defects, deep level transient spectroscopy (DLTS) provides a
technique which has high sensitivity and can provide activation energies with good
accuracy.
DLTS, introduced by Lang in 1974, characterizes deep level states by determining the
thermal activation energy, trap concentration, and capture cross section using junction
capacitance transients. In short, DLTS is a very useful non-destructive technique for
semiconductor characterization. In particular, DLTS has become an important technique
to study defects due to ion implantation.
Ion implantation has now become one of the indispensable production technologies for
VLSIs (Furuyama et al., 1986). However, several reasons have been pointed out
recently which may limit the application of implantation in fabricating submicron size
devices. For example, a doped layer with a very shallow (less than 0.1 µm in depth)
carrier profile and a high surface concentration is necessary in realizing source and
drain junctions -of future MOSFETs (Tokuyama, 1987). Although rapid thermal
annealing can be utilized in activating such a shallow impurity profile without diffusion
spreading, decrease of channelling tail is essentially difficult when implantation is used
as a doping process. In addition, high current production implanters in a low energy
range (10keV) are not available at present.
2Recently, recoil implantation is considered to be an useful way of forming shallow p-n
junctions as described by Bruel et al. (1981). It has been shown by Shannon (1976) and
later Kwok et al. (1986,1987, 1988) that indeed very shallow 'junctions' could be
formed by proper selection of the beam energy and the metal film thickness. The main
problem of forming these devices, however, seems to be related to the damage
associated with the implantation process for shallow emitters. This damage effect would
normally enhance the reverse leakage current thereby degrading the overall device
performance. Besides the effects due to the defects formed during implantation, the
mechanisms related to p-n junction formation by recoil implantation were also of
interest.
It is therefore the aim of this project to first construct a fully automated computer
controlled DLTS system. In addition to DLTS, this system can be used to measure high
frequency C-V and forward I-V characteristics. The system has been checked by means
of measuring a known deep level due to Ni in Si. As an application the system is then
used to study the formation of shallow p-n junctions formed by recoil implantation.
Besides, a Boltzmann Transport Equation (BTE) simulation program modified from
Christel et al. is written to calculate the range distribution and energy deposition profiles
of primary and recoil ions.
In the next Chapter, we shall describe the theory, setup and calibration of our DLTS
system. In Chapter 3, the theory and procedures for writing the BTE simulation
program will be outlined. Then, we will describe the application of our DLTS system
and simulation program for the Ar* implanted Sb/Si recoil system in Chapter 4, and
finally we will conclude the thesis in Chapter 5.
3Chapter 2 DEEP LEVEL TRANSIENT SPECTROSCOPY SYSTEM
To characterize the shallow junctions formed by recoil implantation, a computer based
automatic digital isothermal Deep Level Transient Spectroscopy (DLTS) System with
I-V and C-V measuring capability has successfully been constructed. In the following
sections, we'll discuss the basic theory, instrumentation procedures, data analysis and
calibration of our DLTS system.
Section 2.1 Theory
2.1.1 DLTS
Deep Level Transient Spectroscopy developed by Lang in 1974 has become a useful
technique to determine the characteristics of deep-level impurities and defects in
semiconductors. Information on energy levels, thermal emission rates, trap
concentrations, capture cross sections, and spatial locations of these levels in bulk
material, surface or interface can be obtained from DLTS measurement.
DLTS is a capacitance transient method which measures the high frequency depletion
capacitance of a p-n junction or Schottky diode versus time just after switching the bias
from forward, zero or slightly reverse bias (filling pulse) to more reverse bias. In
general, the capacitance transient varies exponentially with time. The time constant of
the transient is a function of temperature and the trap energy level. Therefore the trap
level can easily be calculated from a plot of transient time constant versus temperature.
However, there are many reasons that causes nonexponential behaviour of the trap
transients (Phillips and Lowney, 1983): the emission rate may depend on electric field
strength, spatial non-uniformity of emission or capture rates may exist because of
complex formation, the density of the deep-level defects may not be small compared to
the net dopant density, the junction may not be abrupt, several trapping levels may exist
(a sum of exponentials is non-exponential), and trap charging may occur in only part of
the depletion region with moderate trap density.
The deep traps can either trap majority carriers or minority carriers. Both p-n junction
and Schottky barrier can be used to detect majority carriers traps. But for Schottky
barrier diodes, whose electrical character is dominated by majority carriers, only high
Schottky barrier can be used for the detection of minority carriers traps (Stolt and
Bohlin, 1985).
4In the subsequent sections, we will outline the theory and basic assumptions that lead to
the exponential behaviour of the trap transients, and extend the result of Stolt and
Bohlin to one-sided linearly graded high-barrier Schottky diodes.
2.1.1.1 Theory of Analysis
In this section, we shall briefly review the basic theory of DLTS. For simplicity, we first
consider the case of a Schottky barrier on an n-type semiconductor. The result is of
course, completely general with only trivial change of notation. The Schottky barrier
diode is in principle equivalent to a p*n junction diode. For more symmetric junctions
the main difference is that traps in both sides of the junction. will give comparable
signals, whereas for the highly asymmetric case the depletion region is primarily in the
low doped material, and consequently one is much more sensitive to the traps only on
that sides of the junction. Figure 2-1 is a schematic summary of the emission and
capture processes which characterize a particular trap. The capture and thermal
emission rates for holes (minority carriers in this case) are cp and ep respectively. The
capture and thermal emission rates for electrons (majority carriers) are cn and e.,
respectively. The observable traps are within the depletion region, thus, the capture
rates are zero and the occupation of the level is determined by the thermal emission
rates ep and en. As indicated in figure 2-1, the steady-state electron occupation of a level
is
(2-1)
where N, is the concentration of the trap. We define an electron trap as one which tends
to be empty of electron







Figure 2-1, The band diagram of a semiconductor with a deep-level at E,. The
arrows show the possible thermal process, describing the electron traffic and en,
ep, c. and cp are the electron emission rate, hole emission rate, electron capture
rate and hole capture rate respectively.
Then according to equation (2-1), an electron trap must have
and a hole trap must have
The emission rates are proportional to a Boltzmann factor, and depend exponentially on
the energy difference between the trap level and the conduction band (for electron
emission) or that between the trap level and the valence band (for hole emission).
Because of this, electron traps tend to be in the upper half of the gap while the, hole
traps in the lower half. Outside the depletion region where the capture process
dominates, the steady-state electron occupation is
where cn is the electron capture rate proportional to the electron concentration and cp is
the hole capture rate proportional to the hole concentration.
Ec
6The rates at which filled traps emit carriers, en and e., and the rates at which empty traps





where F. and FP are quasi-Fermi levels, g is the degeneracy factor and CA, Cp are the
capture coefficients. Here we assume non-degeneracy material. Rewriting equations





It becomes obvious that if the pre-exponential factors are neglected, the four energies






en : Een = Ec - Et
cn : Ecn = Ec - Fn
ep : Eep = Et - Ev
cp : Ecp = Fp - Ev
7The smallest of these four energies determines which process dominates within a certain













Figure 2-2, Band diagram for a Schottky diode on an n-type semiconductor.
Shown in the figure is the diode during a filling pulse and under a steady-state
reverse bias immediately after the filling pulse. The deep traps between x, and xp
are those which capture electrons.
Now, let us come back to the Schottky diode on n-type semiconductors. The space
charge region of the diode determines the capacitance to be measured. We must know
the ionization state of the impurity atoms including the deep traps. The trap center is
assumed to have only two charged states. For acceptor-like centers, it has a negative
charge when an electron is captured while neutral when the captured electron is
emitted. For-donor-like centers, the charge state is neutral when an electron is captured
while positive when the captured electron is emitted. In figure 2-2, the band diagram
shown for a Schottky diode during a filling pulse and under reverse bias immediately
after the filling pulse is shown. During the filling pulse, the diode is under reverse bias
VP. We first consider the deep traps are majority type and acceptor-like. In the steady
state, we can solve the Poisson's equation by dividing the depletion region into region I
and H.
I 0<x<xp, space charge densityp = Nd
II
xp<x<Wp, p = Nd - Nt
8where WP is the position of the depletion edge under the filling pulse, xP is where the
deep trap level crosses the Fermi level during the filling pulse, Nd is the shallow donor
concentration, and NL is the total trap concentration. For x lies between 0 and xp, E1 is
closer to the conduction band than Er therefore, emission is the dominant process and
the traps are neutral. While for x lies between xP and WP, Ef is closer to the conduction
band the E, therefore, the trap is negative and the net space charge here is Nd-Nt.
We then solve the Poisson equation by looking into the two region and apply continuity
of electric field and potential in the boundary x_.








integration and setting dV/dx= 0 at x= Wp yields
(2-18)
By setting V= Vb,+VP at x= WP, we obtain
(2-19)
Continuity of electric field and potential at x= xp gives
9(2-20)
(2-21)






Equation (2-23) is obtained by setting x=xP in equation (2-19). The result of (2-23)
indicate that the width WP- XP is a constant independent of the applied voltage to the
junction. For N, Nd, WP reduces to
Equation (2-22) determines the steady state capacitance of the diode under bias VP We
now try to find out what happen to this capacitance when a larger reverse bias is applied
to this diode.
Just after the filling pulse, the diode is under reverse bias V. and it is assumed that the
electric field vanishes at the depletion edge. From Poisson's equation,
(2-25)
where W(t) is the position of the depletion edge and it is a function of time. The forward
filling pulse V, applied to this diode causes the traps in the depletion region between xP
and x.to capture electrons. The point xr is the Fermi level crossing point of the deep trap
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level under the steady-state reverse bias (Figure 2-2). Immediately after the pulse has
been applied, t=0 the total reverse bias on the diode is once again Vr and equation (2-25)
can be written as
(2-26)
where n(t) is the concentration of traps which have captured electrons during the filling
pulse and which then thermally emit these electrons.
To solve equation (2-26), the depletion region is divided into three intervals:














Integration and setting dV/dx= 0 at x= Wr yields
(2-34)
By setting V= Vbi+Vr at x= Wr, we obtain
(2-35)
Continuity of electric field and potential at x= x. gives
(2-36)
(2-37)
Continuity at x= xt gives
(2-38)
(2-39)










where ti is the emission time constant equals to the reciprocal of the emission rate
equations (2-6) and (2-8)),
It is assumed in the analysis that the trap is acceptor like. For donor like trap, we have to
replace
and the corresponding space charge in the three regions then become
I 0<x<xp,p=Nd + Nt
13
which is equivalent to replace Nd with Nd+ N1 and n(t) with- n(t). Then equation (2-27)
is changed for donor like traps to
(2-44)
Under the same approximation of low trap concentration, we have the same final
results as given by equation (2-42) and (2-43).
As a conclusion, both acceptor like and donor like trap obey equation (2-42) and (2-43)
under the assumption of low trap concentration.
The time constant of the capacitance transient of equation (2-42) is measured versus
temperature. From equation (2-6) and
we obtain
where c is the cross-section and vt, is the average thermal velocity.
A and B are assume constants.
To determine the energy position of the deep level an Arrhenius plot of ln(T2/en) versus
1000/T is made, and E,- E, is obtained from the slope.
For minority carrier traps, as in the case of a p+-n junction, we follow the similar
argument above except that the filling pulse should be forward bias injection of
minority carriers. The result can easily be obtained by setting the corresponding Nt by
-N and n(t) by -n(t) in all the above equations.
There is something different for minority carrier traps in Schottky barrier diodes. It is
hard to inject minority carriers into the depletion region of the Schottky barrier, except
that we use high Schottky barrier diode (Stolt and Bohlin, 1985). We shall outline the
approach of Stolt and Bohlin then extend their result to one-sided linearly graded
junctions.
Once again, we assume acceptor-like traps in an n-type Schottky diode. We now discuss
the possibility of detection of minority deep traps in such a Schottky diode. Referring to
figure 2-3a, at forward bias the quasi-Fermi levels are closer to the corresponding
energy bands than the trap level. This means that the capturing processes dominate over
the emission processes throughout the diode. For 0 x x1? E is the smallest and hole
capture dominates (equations 2-10 to 2-13). The deep states will be empty here. For x







Figure 2-3, (a) Band diagram of a forward-bias high-barrier Schottky diode, (b)
The same diode under reverse bias.
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At reverse bias (figure 2-3b) the competing energies are Ems, E., and E.. For x between 0
and y,, E is the smallest and hole capture dominates. For x between y, and y2, E., is the
smallest and hole emission dominates and for x greater than y2, E. is the smallest and
electron capture dominates. The deep state will be empty for x between 0 and y, and
filled for x greater than y,. The same processes dominate in the regions (O,y,) and (y2,oo)
at both forward and reverse bias. However, in the region (y,,x), the dominant process
changes from hole capture to hole emission and the empty traps will be filled with
electrons emitted from the valence band as the diode changes from forward bias to
reverse bias. Similarly in the region (x1,y2), the dominant process changes from electron
capture to hole emission, but since both process gives filled states the occupancy of the
deep levels is not changed. Table 2-1 summarizes the dominant processes in various
regions during the forward and reverse bias.
Table 2-1, the dominant processes during the forward and reverse bias
Region (o,y1) (Y,,XI) (X1,y) (Y2,)
forward hole hole electron electron
bias capture capture capture capture
hole hole hole electronreverse bias I
capture emission emission capture
During the discussion, forward and reverse bias have been used this is to distinguish
between two different situations, the first with less band bending than the later. It is of
course possible to obtain this without having to change 'the polarity of the applied
voltage.
The capacitance per unit area of a structure like the one in figure 2-3 is calculated as
follows. Assuming a homogeneous trap concentration, a straightforward evaluation of





The capacitance per unit area is given by
(2-47)
At the time immediately after the bias is reversed, the traps in the interval 0 < x < x, are
positively charged, the capacitance is given by equation (2-47). After a sufficiently long
time, when the steady state is obtained, the donor like traps in the interval y,< x < x,
have emitted their holes and become neutral. The capacitance is then given by inserting
y1, instead of x, in equation (2-47), and hence the capacitance change is
(2-48)
Usually
and for sufficient reverse bias.
(2-49)
The transient behaviour is given by replacing N1 by
The capacitance transient is then given by
(2-50)
.Form equation (2-50), we can see that both majority and minority carriers traps can be
investigated simultaneously by DLTS, using high-barrier Schottky diode. We shall now
extend the result to one-sided linearly graded high-barrier Schottky diodes.
For one-sided linearly graded Schottky diode, the space charges are
17
where A is the slope of the doping profiles. By solving the corresponding Poisson's




Under similar approximations as usual
(2-53)
we have, after Taylor expansion
(2-54)
For the transient behaviour, we replace N, with N, exp(-ep t). We finally show that the
capacitance transient of one-sided linearly graded junction also satisfies equation
(2-50).
2.1.2 I-V Characteristics
Recently, two groups of researchers (Sato and Yasumura, 1985 and Cheung and
Cheung, 1986) published the methods for the extraction of Schottky diode parameters
from forward current-voltage characteristics. We -implement the method used by
Cheung and Cheung




To account for' deviations of most practical diodes from the above equation, a
dimensionless ideality factor n is introduced
(2-56)
where q is the electronic charge, V is the voltage applied across the diode, k is the
Boltzmann constant, and T the absolute temperature. The reverse saturation current I. is
given by by
(2-57)
where ACn is the effective area of the diode, A is the Richardon constant, and B is the
Schottky barrier height of the diode.
If a series resistor is present, and for V 3kT/q, we have
(2-58)




Differentiating Equation (2-60) with respect to I and rearranging terms, we obtain
(2-61)
Thus a least square fit of the above equation will give R as the slope and n/P as the
y-intercept. To evaluate 0., we can define a function H(I):
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(2-62)
From equation (2-62), we can deduce
(2-63)
Using the n value determined from equation (2-61), least square fit of (2-63) gives the
slope as the second check for R and intercept n.
2.1.3 C-V Characteristics
In our application, the devices are mainly Schottky diode, p+n or n+p junction diodes.
The dopant profile in the lighter doping region can easily be found experimentally by
C-V mctacnr-mPnt
The one-dimensional Poisson equation is given as
(2-64)
where N is the dopant concentration, assume Nis given by
(2-65)
From equation (2-64) and (2-65), it can be shown that the reverse-bias depletion
capacitance is given by
(2-66)




For s= 0, the junction is uniformly doped (or one sided abrupt junction). For s= 1, the
doping profile corresponds to a one-sided linearly graded junction. For s 0, the device
is called a hyper-abrupt junction. Since we are interested in experimental data,
equation (2-66) can be rewritten as
(2-68)
where Vj is the jthvoltage value in the experiment.








So the only non-linear variable is x(Vb). At each estimate V, we compute the
corresponding x and try to maximize the correlation coefficient. An approximated
Newton-Raphson algorithm is implemented in Pascal as suggested by Ridders, 1987.
Section 2.2 Setun of The DLTS System
The DLTS method was first developed by Lang (1974) using a double-gate boxcar with
weight of +1 and -1. The DLTS signal is the difference between two values of the
capacitance transient taken at different delay times (tl,t) after applying a trap filling
pulse. The DLTS reaches a maximum value at the temperature for which the time
constants of the transient and the measurement apparatus are the same. This maximum
value is called the rate window. By varying the delay times between the sampling time
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ti and t2, different rate windows can be obtained at different temperatures. The center
thermal activation energy is obtained from an Arrhenius plot the capture cross section
is determined by varying the pulse length and the spatial location is obtained by
changing the applied bias voltage to the Schottky barrier or p-n junction.
Modifications, improvement and extensions to Lang's method have been made since
Lang's original work was published. Uncertainty in data acquisition during thermal scan
has been improved by certain number of constant temperature measurements
(Lang,1974 Okushi and Tokumaru, 1980). The nonexponential transients has been
analysed and tested by digital DLTS systems (Kirchner and Schaff, 1981 Nakashima et
al., 1986 and Ikossi-anatasiou and Roenker, 1986). The method has been used to
determine interface state (Eades and Swanson, 1984 Murray et al., 1986 and Zhang et
al., 1987), spatial distribution of deep centers (Lang, 1974 Zohta and Watanable, 1982
Stievenard, 1986 Zhao et al., 1987) and minority-carrier traps using Schottky barrier
diodes (Stolt and Bohlin, 1985 and Auret and Nil, 1987). etc.
The generalized rate-window concept was developed by Miller et al. (1975) by showing
that it is equivalent to the correlation of two unknown transients with an exponential
weighting function. From a practical point of view, the most common techniques for
establishing a rate window are either the use of,a dual gate, provided by a dual-channel
boxcar averager or the use of a square-wave signal supplied by a lock-in as a weighing
function. This second method gives better S/N ratio. Both methods need expensive
equipment and several temperature scans to obtain enough points to construct the
Arrhenius plot.
Fourier Analysis of the transient decay has been attempted for direct emission-rate
determination at particular temperatures, thus reducing the number of temperature scans
required (Wang, 1981). Others have obtained emission rates at fixed temperatures,
without recourse to the peak determination of the earlier methods- boxcar method
(Lang, 1974), correlation method (Miller et al., 1975), etc.- using computerized Fast
Fourier transforms to analyze a normalized decay (Okuyama M, 1983).
Attention has recently been centered on computerization of conventional DLTS. The
method of Sexton and Brown (1981), Jack et al. (1980), Forbes and Kaemf (1979), and
Chang et al. (1984) use variations on the dual box-car technique to determine emission
rates, while that described by Wagner et al. (1980) and Martinez et al. (1987) utilizes
several points on the transient, where the observed data points are correlated with an
exponential decay, resulting in improved signal-to-noise characteristics compared with
boxcar systems. The entire transient can also be measured in a single-temperature scan
(Hamish et al., 1986 and Henini et al., 1985) so that the necessary data to create an
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Arrhenius plot is obtained. Unlike conventional systems the Arrhenius plots are not
obtained from the peaks in the AC graphs, but directly from the emission rate calculated
at individual temperatures.
With one feature in common, the computer systems use Booton 72B capacitance meter
as their basic component to minimize the system cost. Modifications are required with
this capacitance meter (Chappell and Ransom, 1984 Martinez et al., 1987) or additional
circuitry must be built (Chandra and Kumar, 1984). We used the modification method
proposed by Martinez et al., 1987. A major advantage of using computer-based system
is that it permits greater flexibility in the analysis and presentation of results than is
possible using analog systems. Another advantage is that the expensive dual-channel
boxcar averager or the lock-in amplifier are no longer used. They are replaced by
digital boxcar system (signal averaging) of the computer.
PC XT









Figure 2-4, Block diagram of DLTS system.
Sample
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The block diagram of our DLTS system is shown in figure 2-4 and the corresponding
circuitries in Appendix. The DLTS system used PC XT as the central controlling unit
via a 8255 PIA card and a APC-1612 A/D card to communicate with the capacitance
meter, PID temperature controller, pulse generator and a current generator (for I-V
measurement).
A p-n junction or Schottky diode is held in reverse bias, and the equilibrium is altered
by momentarily reducing the reverse bias to study majority levels or changing the bias
from reverse to forward to study minority levels. Bias is provided from a video speed
fast D/A convertor HOS-0820 and a super high speed current booster HOS-060
supplied by Analog Devices. The use of the D/A as a pulse generator reduce the system
cost without loss in performance and flexibility. Moreover, it is simpler to construct
than the one suggested by Mangamma et al. (1987). A modified Booton 72B
capacitance meter measures the capacitance changes of the specimen after the filling
pulse. Note that during the filling. pulse, the capacitance meter may become saturated,
so it has to be disabled before and during the filling pulse by a special timing circuitry.
The timing is provided by a timer 8253 of the 8255 PIA card with the addition of a
digital control circuit: the pulse interface.
Although a timing circuit for disconnection of the capacitance meter has been proposed
by Chandra and Kumar (1984), it does not suit our purpose. The basic principle of the
timing circuit is to make full utilization of the available circuitry with little
modifications and maximal desirable effects. Keeping this in mind, the timing circuit as










Figure 2-5, Timing sequence for transient capacitance measurement. At the
beginning, the capacitance meter is disabled. When CNI PCO produces a rising
pulse, it triggers timer 0 to generate a prearranged one-shot negative delay pulse
which in turn trigger the pulse generator. The rising edge of timer 0 makes the
capacitance meter able and trigger timer 1 to produce a preconcerted delay of
pulse train for the timing of AID conversion. The circle is terminated by resetting
CN1 PCO logic to 0.
The capacitance transient data is taken through a modified fast (30 KHz), 12-bit
analog-to-digital converter APC-1612. The modification of the D/A card is to make
possible that the acquisition of the transient data can be precisely controlled by
hardware timing of the timers. The sample temperature is controlled, analysed and
recorded following each transient. The design of the cryostat is shown in figure 2-6.
The temperature of the cryostat is controlled by a PID controller which can maintain the
temperature within 0.3 K with respect to the set-point created by the computer through
the D/A convertor. The cryostat is of cold finger type, when liquid nitrogen is used as
the heat sink, the minimum attainable temperature is 95 K and the maximum
temperature is about 450 K.
25








Figure 2-6, Schematic diagram of the cryostat.
Section 2.3 DLTS Control Program and Data Fitting
The control program of the whole system was written in Turbo-Pascal version 4 and
linked with assembly language procedures to direct control the hardware system. The
software is a group of procedures designed to provide the following functions
1) assist calibration of the capacitance meter before each experiment
2) monitor the temperature at a fixed time interval in the background display the
past 32 minutes temperature history of the cryostat when needed (It is desirable to
ensure that a steady temperature has been reached)
3) set the set-point temperature of the cryostat and display the recent temperature
readings
4) take, average and store the capacitance transient data with the input parameters,
the transient is displayed after a persist averaging of the signal in real time on the
CRT screen, and if desired, the computer can fit a least square curve to the
experimental data and display the fitted curve on the screen along with the
transient raw data for comparison
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5) take and store the C-V data, also the raw and fitted data are display on the screen
in real time as well as the calculated profiles of the nntiva rlnnnntc-
6) take and store of the IN data, with graphical display of the raw data and the fitted
curve.
All the above data are stored in text form and can very easily be retrieved for later use
in other data base software like Lotus 123 and DBase IV etc.
The fitting of I-V and C-V characteristics has been described in Section 2.1.2 and 2.1.3.
The implementation into computer program is straight forward. However, much trouble
has been encountered in the fitting of the transient capacitance by many researchers.
Firstly, there is always an offset to the transient that makes linear fitting impossible.
Although the offset can be measured after sufficiently long time so that the transient has
become negligible, it is impractical since a very long acquisition time is required for
long time constant transients. Secondly, the noise level in digital system is greater than
the analog counterpart. It makes the fitting of multiexponential transients very
unreliable.
Recently, Dibdin G H (1988) proposed a fitting method to a single exponential of the
form
(2-71)
with an extension to the linear regression of ln(yp y) against x. Because of the
transformation, he used a weighting to counteract the effect in fitting. Moreover, data
points with y-values greater than y. had to be excluded from the regression calculation.
All this makes the programming complicated. We shall use another approach. The




then equation 2-72 takes the form of 2-70. By following the similar procedure as
described in Section 2.1.3, the required parameters can easily be found out.
Section 2.4 Calibration of the DLTS System
The accuracy of a system is very much dependent on the calibration. The calibration
work though tedious is a must in instrumentation. Our DLTS system had been
calibrated for any individual parts to the system as a whole. The calibration of
temperature reading is done by comparing with a commercial digital thermometer from
a temperature range of -35 °C to 100 °C. A standard capacitor accompanied with the
capacitance meter is used to calibrate the capacitance reading. The pulse voltage levels
of the fast DA convenor after manually read out on an HP digital multimeter are stored
in an array of the computer program. The same thing is done on the current generator of



























Figure 2-7, I-V characteristic ofAlNi-dopedp-Si Schottky diode.
As a testing, the DLTS system was checked with a known deep level. Nickel was
introduced into p-type silicon by solid-state diffusion (Indusekhar H,1986). The p-type
sample is a 100 orientated supplied by Wacker Chemitronic. The resistivity is 10-20
ohm-cm. Nickel is deposited on the unpolished side of the silicon wafer by resistive
evaporation. The diffusions are carried out in an open quartz tube in flowing nitrogen at
1140 °C for four hours. After diffusion, the sample is rapidly quenched in oil (300 K).
The back surface of the sample is mechanically lapped and chemically etched.
Aluminium is evaporated to form Schottky barriers on pp+ wafer after making back
ohmic contact with solid state diffusion of aluminium. Forward I-V measurement on
the diode shows that the n-factor is 1.03 and the barrier height is 0.56 eV (figure 2-7).
The barrier height is consistence with that from Sze (1981) of 0.54eV of A1 on p-type
semiconductor. C-V measurement shows that the junction is abrupt with a doping
concentration of 1015 cm3 (figure 2-8) which is just right with the resistivity of the
wafers used. Figure 2-9 is the capacitance transient at varies temperature. Only one
third of the 512 data points taken has been shown in each of the figures for clarity. Each
of the experimental data is an average of 256 data points actually taken. This
corresponds to a signal to noise improvement of 16. The experimental data are fitted
using least square method to a single exponential (equation 2-72 and 73). The fitted
results are shown on the corresponding figures for comparison. Using the fitted time
constant t, an Arrhenius plot of T2! versus the inverse temperature is shown in figure
2-10 and the energy level of the nickel deep level is determined to be at Ev + 0.33 eV.
Measurements on the sample were performed again two weeks later to check the
reproducibility and the same energy was obtained. The value of the nickel deep level in
Si agrees well with results reported previously in the literature. For example, Pearton
and Tarendale (1984) reported a deep level at 0.33 eV above valence band in Ni doped
silicon, while Indusekhar and Kumar (1987) reported the existence of a deep level at
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Figure 2-9c, Capacitance transient of the test diode due to Ni deep level at 183 K.
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Figure 2-10, Arrhenius plot to determine the nickel deep level.
This completes the calibration of our DLTS system and we shall use our system to
study the argon recoil implantation samples in the subsequent chapters.
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Chapter 3 RANGE CALCULATION OF RECOIL
IMPLANTATION
This chapter covers the calculation and physical phenomena associated with the ions
implanted into different layers of solids with emphasis on recoil implantation. We are
interested in the spatial distributions of both the primary ions and the recoiled atoms in
each layer of the target, as both of them affect the device performance. Therefore, it is
very desirable to be able to calculate both primary ion and recoil atom distributions so
that one may choose experimental conditions which account for and possibly optimize
our special requirements.
As pointed out by Gibbons (1987), we have three techniques that can be used to obtain
impurity profiles. The LSS approach (Gibbons, 1975), carried to the fourth central
moment and used in a Pearson type IV distribution function, seems to provide a very
good fit for impurity profiles in homogeneous, amorphous and single layer targets. For
implantation in multi-layer targets, we have to use a Boltzmann Transport Equation
(BTE) approach (Christel and Gibbons, 1980), especially when we are interested in the
distribution of recoils, or to use a Monte Carlo simulation technique (Biersack, 1982).
The calculation process is in principle more direct for the Monte Carlo approach, but it
is also more length for most applications. For some. typical applications it takes 50-500
s on a Cray-1 super-computer for the Monte Carlo approach, while it takes only 1-10 s
for these same calculations using the BTE approach.
In the following sections we will outline the transport theory and its implementation
with a computer program. The results of some test calculations will be compared with
those of others as a check. Then calculation will be done for our experimental
conditions.
Section 3.1 Boltzmann Transport Theory
Consider a beam of ions with atomic number Z,, mass M,, and energy E directed
towards the plane surface of a monoatomic amorphous target along a direction e, which
makes an angle 0 to the surface normal n, see Figure 3-1 (Littmark and Ziegler, 1981).
The target has an atomic number Z2, with an mass number M2 and an atomic density N
(for muti-elements target, we may consider them separately). The problem is
concentrated on setting up an equat for the number of particles (integrated over
time) F. The ions are slowed down to zero energy in a target layer of width, dz, at a
depth z below the surface measured along the n direction (Figure 3-1). The ion range





Figure 3-1, Calculation mechanism of ion implantation.
The following assumptions are made. The target is random and therefore any crystalline
structures do not affect the final range distribution. The dose (or fluence) is low
compared to the atom density of the target, and hence the implantation does not
significantly affect the energy loss or scattering of the incident ions and sputtering.
Mixing and saturation effects can be neglected.
The interaction among the moving particles and the target complex is considered to be
of uncorrelated nuclear and electronic collisions. The binary elastic collisions with the
target atoms are described by the nuclear-scattering cross section don(E,T,e,e') for
changing the ion state from (E,e) to (E-T,e') where T is the energy transferred to the
target atom during a collision and e' is the direction of the scattered ion as shown in
Figure 3-1. The electronic inelastic collision slows down the ions with a cross section
dae(E,T), where Te is the energy transferred to the target electronic structure. This
energy loss does not affect the ion's direction and considered to be inelastic.
The spatial evolution of each distribution is governed by the Boltzmann transport
equation (Christel and Gibbons, 1980):
(3-1)
36
The total differential scattering cross-section d6(E,e -4 E-Tn,e') represents a
differential area presented to an moving particle by each target atom. Any moving
particle which enters this area with energy E and direction e is scattered to energy E-T
and direction e'. The factors of cosO result from the fact that a particle moving at an
angle 6 with respect to the z axis travels a distance dz/cosO as the entire distribution
moves the distance dz. The quantity Q is a generation term for recoil atoms that created
by any moving particles.





ao is the Bohr radius 0.529A.
The scattering function f(t1R) depends on the choice of interatomic potential. We use the
spline fit suggested by Littmark and Ziegler (1981). The define
(3-5)
(3-6)




The interval (x.,xi+1) is in principle as small as possible to have very accurate results.
However, it is accurate to 4 decimal place with the interval of about 0.28.
Electronic scattering losses which cause no angular deflections and the corresponding
collisions are inelastic may be account for by a stopping power of the form
(3-9)




However, a correction factor is required for light moving particles with low atomic
number of which the electronic stopping is dominate. We use the correction factors
calculated from the experimental data from Mayer et al. (1970).
Section 3.2 Calculation Procedure
The work of Christel and Gibbons (1980) is summarized. Quantities of interest are
determined by numerical integration of equation (3-1) in a stepwise fashion, the
momentum distributions F of both primary and recoil particles as a function of distance
z from the target surface. The basic philosophy of the method is described in figure 3-2.
The target is divided into a number of slabs (typically 1-5 A in thickness) and follow the
trajectory of an incident particle as it comes to rest. As it has collisions, its energy will
be reduced and its own direction changed. Recoils of known energy and angle will also
be generated in each slab.
Figure 3-2, Division of target into slabs for the calculation of impurity and recoil
profiles by Boltzmann equation.
For each slab F in equation (3-1) is approximated by an energy-angle matrix as
suggested in fig. 3-3 for each ion species (recoils and primary ions). In order to save
computation time with a reasonable accuracy, an array of only 150 elements was used
for F... This consisted of 15 equally space energy intervals E. and ten angular intervals
which were equally spaced in cos0. Particles enter the target in the top left-hand box,
where they have maximum energy and zero angle with respect to the beam direction.
After passing through the first slab, the incident ions will be scattered to lower energies
at a variety of angles, so the energy-angle boxes lying below and to the right will begin
to fill.
The rate of filling of each box can be calculated directly from a knowledge of the













where T and T2 are the minimum and maximum energy transfers which take a particle
from a state E. to one of energy E. E.. An equal number of recoils are created with
energies between Tl and T2. The particles transferred are consider to be uniformly





Recoils are similarly distributed over states of energy OCrT which satisfy
where
where
The energy of particles in a given state is lower due to inelastic electronic collisions and
nuclear collisions that transfer energy which is less than the threshold T of transition
between states by an amount
(3-16)
Such losses are averaged over states with same energy E whose values are changed to
account for these losses. After the redistribution of states and the reduction of energy
levels, F is renormalized with an equal spacing in energy level. The renormalization
satisfies the law of conservation of energy. For the recoils, the distribution that are
newly created by moving particles is combined with the old moving distribution to fomi
a single moving distribution. Once again, the conservation of energy should be obeyed.
And when an particle reaches a sufficiently low energy (typically 3 keV) or scattered to
angles greater than tc2, as suggested in part b of figure 3-3, it is assumed stopped. The
distribution of any ions can then be constructed by simply keeping track of the number
of particles of a given type that reach the minimum energy or the angles of scattering is

















Figure 3-3, Energy-angle box matrix for calculation of profiles using the
Boltzmann equation.
r
Similarly, energy deposition profiles are determined at each depth by summing all
energy transfers T which occur in the corresponding interval of z.
Section 3.3 Result and Discussion
In this section we try to clarify the details in calculating procedures of the original
paper of Christel. We present comparisons of our TE calculations with experimental
results or the TE results from Christel. Our TE simulation program is written in Turbo
Pascal version 4 on a IBM PC. Typical application requires 4 to 8 hours CPU time of
PC XT.
Following the algorithm of Christel, we have calculated the range distributions of the
three common dopants (arsenic, phosphorus, and boron) in semi-infinite silicon targets.
These ions represent a fairly wide range of mass ratios and will provide a reasonable
test of the consistency of calculations. It is surprising that our results show a range of
1.5 times deeper than the correct results from experiment or from Christel's
calculations. We have check thoroughly the implementation of our program but nothing
comes wrong according to the physical situation. Several other nuclear cross-sections
had been tried but with no improvement.
Not mentioned by Christel and Gibbons, the maximum energy transfer T2 should in any
case smaller than yEj for any i. If this restriction is released, our results for arsenic and
boron will closer to the correct results, but with no improvement for the case of
phosphorus. The release of the restriction allows a factor of about 1.3 times increase in
nuclear cross-section for arsenic and boron implantation calculations. But the effect is
negligible for the case of phosphorus whose y is approximately 1 with silicon (Eq.
3-15).
A solution is by multiplying an adjusting factor of 1.3 to both the nuclear cross-section
and electronic cross-section. With the adjusting factor, our results fit reasonably well
with both experimental results and Christel's calculation results. The requirement of the
adjusting factor may due to the approximation used in the number distribution of the
moving particles and can be introduced to justify our results.
In Figure 3-4, TE calculations are compared with experimental data from Hirao et al. of
arsenic implanted into single-crystal silicon substrates which were misaligned by 8°
from the (111) direction. Figure 3-5 and 3-6 show similar results for phosphorus at 160
keV and boron at 100 keV. The experimental results for phosphorus are also from Hirao
et al. and data for boron are from Hofke et al. For these lighter ions, electronic stopping
is more significant and since the electronic cross-section is not well known, disparity
between theory and experiment is expected to increase. For boron, there is
non-smoothing around the peak and in the tail of the profile. Which is due to the
transition when threshold stopping energy Eniin greater than the lowest energy level Et of
the number distribution matrix. And the stopping energy of 3keV may be too large for
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Figure 3-4, Comparison of TE method written here and experimental results
from Hirao for the range profile of 355 keV arsenic implanted into silicon to a
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Figure 3-5, Comparison ofTE method written here and experimental results from
















Figure 3-6, Comparison ofTE method written here and experimental results from
Hofker for the range profile of 100 keV boron implanted into silicon to a dose of
1015 cm2.
As our second comparison, we consider the damage density distribution resulting from
implantations of antimony into silicon. Energy deposited into nuclear scattering events
for both the primary and recoils are included in these profiles since it is believed that
only such events contribute to the production of lattice disorder. TE calculation of the
total energy transfer profiles for 100 keV antimony implanted into silicon is shown in
Figure 3-7. The result is compared with the as-deposited (primary ions only) energy
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Figure 3-7 Energy deposition profiles for 100 keV antimony implanted into
o
silicon. The abscissa is normalized to the projected range of antimony (500 A) and
the ordinate is energy density per incident particle. Squares are calculated data
from Christel.
The previous results show that our TE calculation is consistent with that of Christel.
We now turn our attention to distributions in multilayered targets. Figure 3-8 gives a
comparison of calculated and experimental results for the oxygen recoil distribution
resulting from 180 keV arsenic implanted in 550 A of silicon dioxide on silicon. We
have also calculated the range distribution of nitrogen which has been recoil implanted
into silicon from a 1550 A thick coating of silicon nitride during an implantation of 1016
cm-3 phosphorus at 250 keV. The result is shown in Figure 3-9. Figure 3-10 compared
our TE calculation with that of Christel and Gibbons resulting from 180 keV arsenic
implantation through 1000 A aluminium on silicon. It can be seen that the range of
aluminium is much deeper than that of arsenic. With the above reasonable results, we
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Figure 3-8, Comparison of calculated and experimental results for the oxygen
recoil distribution resulting from the implantation of 180 lceV arsenic into 550 A















Figure 3-9, Calculated recoil profiles of nitrogen from implantation of 1016 cm2
phosphorus at 250 keV onto 1550 A of silicon nitride on silicon. Squares are











































Figure 3-10,180 keV arsenic with dose 1015 cm2 in 1000 A aluminium on silicon
Hollow dots are TE results from Christel. Full curve are TE results written here.
Section 3.4 Application of BTE Simulation to Recoil Implantation
The main difference in conventional and recoil implantation is that in conventional
implantation, the main dopant is the primary ion while both primary and recoils are
contributed to the doping effect in recoil implantation. In our study here, we concentrate
on the doping effect due to recoils only. Argon is used as the primary ion for it is
thought to be neutral and contributes no electrical effect in silicon. However, argon do
influence the overall performance of the devices due to its damages on the silicon
substrate. Antimony is used as the recoil species for it is a donor in silicon.
Optimization is achieved by minimizing the influence of argon and maximizing the



























Figure 3-11, Antimony recoil flux profile by 150 keV argon at a dose oflO16 cm2.
Maximizing of doping effect due to antimony can be achieved by choosing a suitable
antimony thickness coated on silicon surface. The optimum value for recoil efficiency
(number of antimony atoms crossing the interface per incoming ion) can be found by
simulation of argon implanted into antimony. Figure 3-11 is the moving flux of
antimony created by 150 keV argon implantation in each depth inside antimony. Figure
3-12 is the corresponding range distribution of argon in antimony. The range of argon in
antimony is about 1000 A and the maximum flux of antimony created is at a depth of
about 500 A in antimony. A thickness of 500 A antimony will therefore give maximum
recoil efficiency into silicon. It should be pointed out that the above result is different
from the works of Sigmund, 1979 and Bruel et al., 1981 who believed that the optimum
value is achieved when the projected range of primary ions is approximately equal to




















Figure 3-12, Range of 150 keV argon with dose oflO16 cm2 in antimony.
Consistent with the works of Sigmund and Bruel et al., Figure 3-13 shows that the
energy deposition profile of argon in antimony is similar in sharp and range with the
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Minimization of the influence of argon has not been considered by other workers whose
main concern is the recoil efficiency. In order to study the effect of argon, simulation on
different thicknesses of antimony implanted by the same energy and dosage have been
carried out. Figure 3-14 to 3-17 show the recoil implantation of 150 keV of argon with a
dosage of 1015 cm-2 into antimony at a thickness of 700 A, 900 A, 1400 A, 1750 A
respectively. Figure 3-18 to 3-20 show the recoil implantation of argon with dosage of
1016 this time and same energy as above into antimony with thickness of 700 A, 1200 A
and 1800 A respectively. The difference in argon dosage only changes the scale of
doping concentration and as a result the junction depth. In all cases, the range and
doping concentration of argon is much deeper than antimony. It is due to the large mass
ratio of argon and antimony. If the range of recoil deeper than the primary ions is
required, the primary ion chosen must be heavier than the recoil atom (figure 3-10). The
junction depth (antimony as a donor) is decreasing with increase in antimony thickness
as 700 A is deeper than the maximum flux of the recoiled antimony. The junction depth
is very shallow, in all case around 700 to 1500 A. Figure 3-21 to 3-23 are the energy
deposition profiles in silicon. It can help to decide the extent of amorphous silicon layer

























Figure 3-14, Recoil implantation of 700 A antimony by 150 keV argon at a dose
















Figure 3-15, Recoil implantation of 900 A antimony by 150 keV argon at a dose
















Figure 3-16, Recoil implantation of1400 A antimony by 150 keV argon at a dose















Figure 3-17, Recoil implantation of 1750 A antimony by 150 keV argon at a dose
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Figure 3-18, Recoil implantation of 700 A antimony by 150 keV argon at a dose

















Figure 3-19, Recoil implantation of 1200 A antimony by 150 keV argon at a dose
















Figure 3-20, Recoil implantation of 1800 A antimony by 150 keV argon at a dose













Figure 3-21, Energy deposition profile of 150 keV argon with dose of 10'6 cm2
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Figure 3-22, Energy deposition profile of 150 keV argon with dose of 10'6 cm2
o








o 1 2 n
(Thousands)
Depth (A)
Figure 3-23, Energy deposition profile of 150 keV argon with dose of 10'6 cm -o
into 1800 A antimony on silicon.
Chapter 4 APPLICATION TO Ar+ IMPLANTED SbSi:
EXPERIMENT, RESULTS AND DISCUSSION
Section 4.1 Ar+ Implantation into SbSi
As mentioned in Chapter 1, the motivation for the study of Ar implantation into SbSi
lies on the possible formation of shallow junctions by such a recoil implantation
technique. Direct implantation of argon and antimony has been studied by Spinelli and
Bruel (1983). They had studied the effect of changing the order of the two ion species.
After implantation, each sample was annealed at 650 °C for 30 min. Spinelli and Bruel
concluded that good electrical activity of antimony only happened when the distribution
of the antimony atoms is deeper than that of the argon atoms. In this case, the epitaxial
regrowth of the layer containing the antimony atoms is unaffected by the presence of
the argon atoms. On the contrary, when the distribution of the argon atoms is deeper
than that of the antimony atoms, the argon atoms induce unfavourable conditions for
the epitaxial regrowth, giving rise to many defects in the antimony doped layer.
Direct argon implantation into silicon has also been studied by many researchers.
Kalitzova et al. (1986) found by means of RHEED that for high-dose (5xl015 ions cm2)
r - '
Ar-implanted 111 silicon a thermal annealing at even 1000 °C does not lead to
complete regrowth of the damaged layer. The study of Chien and Ashok (1986) using
high-resolution electron microscopy and low temperature I-V characteristics revealed
the presence of argon ion damage-induced polycrystalline regions. Ringel et al. (1986)
also found that the presence of microcrystallites in the surface damage layer is resulted
from the implantation of 20 keV Ar at a moderate dose (1013 cm2). Moreover,
extremely high Schottky barrier of Al on p-type silicon, up to 0.88 eV, are found
resulting from the implantation of both argon and atomic hydrogen. Ashok (1984)
reported that there is a lowering of Al barrier height on n-Si and an increasing on p-Si
due to ion damage-induced donor level. However, to our knowledge, DLTS study on Ar
implanted SbSi system has not been reported in the literatures. In this chapter, we shall
present some preliminary results on the characterization of the Ar implanted SbSi
system by our DLTS system.
Section 4.2 Sample Preparation and Experimental Method
In all our I-V, C-V and DLTS experiments, p-type 100 silicon wafers were used.
They were supplied by Wacker Chemitronic. The resistivity was between 10-20
ohm-cm. These wafers were first cleaned using standard IC procedure. Prior to the
coating of antimony p+ back side ohmic contact by solid state diffusion of aluminium at
550 °C was made on all the devices. Antimony was then deposited on the wafers using
an Edwards E-beam evaporator. The antimony film thickness was monitored using a
quartz oscillator. Antimony films with thicknesses of 0, 700, 1200, 1800 and 2400 A
were used in our experiment.








D1T0 0 0 0
D4T0 1800 0 0
D1T7 0 750 30
D2T7 700 750 30
D3T7 1200 750 30
D4T7 1800 750 30
D5T7 2400 750 30
D1T10 0 1000 30
D2T10 700 1000 30
D3T10 1200 1000 30
D4T10 1800 1000 30
D5T10 2400 1000 30
A Varian 200-1000 ion implanter was used to perform the An implantation. The beam
energy was set at 150 keV and the dose was 1016 cm-2. Annealing was performed at
either 750 °C or 1000 °C for 30 min. One set of devices was not annealed for
comparison. Then the antimony layers were removed and aluminium dots of 3 mm
diameter were evaporated on the front side of the wafer for diode connection. After
evaporation, the samples were alloyed at 450 °C in a nitrogen atmosphere for 5-min
duration. The varies devices are labelled as shown in Table 4.1.
The I-V and C-V measurement were performed at room temperature. DLTS
measurements were performed within the temperature range from 95 K to about 450 K.
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Section 4.3 C-V Measurement
From the C-V measurements, the doping profiles in the lightly doped region can be
calculated as discussed in Chapter 2. Figure 4-9 shows the apparent carrier profiles for
the devices D 1 T7, D2T7, D3T7, D4T7 and D5T7. In order to understand the
experimental results, we used BTE to simulate the as-implanted profiles of Ar and Sb
under these experimental conditions. Figure 4-10 shows the simulated results of the Ar
profiles in silicon and figure 4-11 is the semi-log plots of the simulated results of the Sb
profiles where the horizontal line indicates the background doping level. Figure 4-12
focuses on the behaviour of the Sb profiles near the junctions and the plots are on linear
scales with the depth axis indicating only relative position.
The profile labelled by D1T7 in figure 4-9 corresponds to direct implantation of argon
into silicon and there is no Sb atoms in this sample so that it is anticipated that this
profile should reflect the background doping of the silicon substrate. However, the
apparent doping profile as observed for this sample not only is non-uniform and tends to
approach the background doping level of about 1015 cm-3. The exact origin of this effect
has not yet understood. As Ashok (1984) suggested this may be due to the doping effect
of argon: a very little fraction (about one in 104) of argon atom may here act as donors.
Note that redistribution of the argon atoms may also have been achieved at 750 °C.
An exact understanding of the other doping profiles in figure 4-9 from C-V
measurements is also difficult to obtain. The profiles are similar in shape. This can
qualitatively be understood as a result of the compensation between the activated Sb
atoms and the background dopants plus the activated Ar atoms. However, the
magnitude of the profiles does not show simple dependence on the thickness of the Sb
layer. We can only speculate that this may be related to the complicated behaviours of
Sb atoms in Si near 750 °C, as Kwok et al. (1986) show that around this annealing
temperature there is a sheet resistance minimum. Figure 4-13 shows the sheet resistance
versus annealing temperature for some Ar implants Sb/Si samples( after Kwok et al.
(1986)).
Figure 4-9, Carrier profiles in lightly doped region by C-V measurement. The
samples are annealed at 750 °C.
Figure 4-10, BTE simulation result of Ar profiles in silicon after penetrating
through Sb films. The thicknesses of the Sb films are 0, 700, 1200, 1800 and 2400
A respectively, as indicated in the labels for the curves.
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Figure 4-11, BTE simulation results of Sb impurities profiles in silicon after

















Figure 4-12, Magnified impurity profiles of Sb in figure 4-11 near junctions. The










Figure 4-13, Plots of sheet resistance against the annealing temperature after
antimony recoil implantation for various thicknesses. The durations were 30 min.
The argon beam energy was 120 keV and the beam current was 1015 cm-2. The
broken line shows the sheet resistance for similar samples prepared by direct
argon implantation (after Kwok et al. (1986)).
Figure 4-14 shows the doping profiles deduced from C-V measurements for samples
annealed at 1000 °C for 30 min. It can be seen that the shapes of the profiles are very
different from those shown in Figure 4-9. For the D1T10 device, which contains no Sb
atoms, the doping concentration is maximum near the surface and decreases to the
background doping of 1015 cm-3 at a depth of 700 A from the surface. The higher
concentration in the surface may due to the diffusion of the surface aluminium metal
after alloying. The difference between the active dopants profiles in figure 4-14 and 4-9
is due to the difference of argon activation and redistribution at 1000 °C and 750 °C.
Other properties in figure 4-14 show systematic trends against Sb film thickness. As
shown in figure 4-11 and 4-12, the amount of Sb atoms recoiled into Si decreases with
the Sb film thickness. Hence the net doping concentration after compensation increases
with the Sb film thickness. But the shape of the profiles has become concave upward.
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Figure 4-14, Carrier profiles of lightly droped region by C-V measurement, the
samples are annealed at 1000 °C.
Section 4.4 I-V Measurement
The quality of the recoil implanted diodes can be inspected by their I-V characteristics.
Figure 4-17 to 4-20 are the forward bias I-V characteristics for the samples annealed at
750 °C. It can be seen that the theoretical fittings for devices D3T7, D4T7 and D5T7 are
close to the experimental results but with large n-factors. The n-factor decreases from
4.462 to 1.696 with increase in antimony film thickness. The device with thinner Sb
film suffers more damage from Ar implantation and therefore larger n-factor and
smaller apparent barrier height. The n-factor and barrier height (assume Schottky
barrier) are shown in figure 4-21. For the devices D2T7, D1T10, D2T10, D3T10,
D4T10 and D5T10, the experimental I-V curves cannot be fitted well by using equation
(2-58). Figure 4-22 to 4-25 are I-V characteristics for samples that annealed at 1000 °C.
There may exist two regions in the forward I-V curve, one corresponds to a low n-factor
at the low current region the other corresponds to a high n-factor at the high current
region, as suggested by Chien and Ashok (1986). From this I-V measurements, it is
observed that diodes with thicker Sb film thickness have better I-V characteristics. It is
because less amount of Ar and Sb atoms are implanted into Si as shown by the BTE
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Figure 4-24,1-V characteristic of device D3T10.
Figure 4-25,1-V characteristic of device D5T10.
Section 4.5 Damage Characterization
4.5.1 DLTS Data Analysis
As mentioned in Section 2.2, the conventional DLTS signal at a particular temperature
is the difference between two values of the capacitance transient taken at different delay
times (tpt2) after applying a trap filling pulse. The formation of a peak of this DLTSr
signal versus temperature curve (DLTS sprectrum) is an indication of one trap level. At
the positive peak (maximum) or negative peak (minimum) of the DLTS sprectrum, one
can measure the temperature and calculate the emission time-constant by
(4-1)
to get one point in the Arrhenius plot. Therefore, this rate window technique needs
several temperature scans to obtain enough points to construct the Arrhenius plot.
In our digital DLTS system, we no longer rely on this rate window technique to
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in deciding the number of trap levels and the position of points which can be fitted to
give physical trap levels in the Arrhenius plot. As an illustration, we first study deep
levels of unannealed samples.
4.5.2 Deep Levels of Unannealed Samples
DLTS measurement was performed on device D4T0 using a reverse bias of 2.5V and a
filling pulse of -0.0 IV (Vp at figure 2-2). Figure 4-26 is the DLTS sprectrum obtained
with the times q and t2 chosen to be 1.8 ms and 18 ms, respectively. This corresponds to
a rate window of 37 ms close to the range of 40 ms in taking the capacitance transient.
Therefore, the temperature where the DLTS sprectrum peak locates can be used as a
reference temperature for the fitting of the thermal activation energy in the Arrhenius





























Figure 4-26, DLTS sprectrum of device D4T0 using a reverse bias of 25V and a



















Figure 4-27, Arrhenius plots for device D4T0 to determine the trap energy levels.
The 'low' and 'high' symbols indicate the error bounds of the least square fittings.
From the DLTS sprectrum, two deep trap levels can be identified in this unannealed
device. The positive peak indicates a majority (hole) trap level (labelled EJ and the
negative peak indicates a minority (electron) trap level (labelled E2). Each of the
corresponding thermal activation energies for these traps can be found by least square
fit to a proper selection of data. Only data close to the peaks of DLTS sprectrum are
useful for the energy fit. Therefore, data points far from the peaks in the DLTS
spectrum or deviated much from the fitted straight line would be omitted in the
subsequent energy fits for clarity. For example, figure 4-28 results from retaining only
those fitted data in figure 4-27.
The energy level for Ej is thus determined to be at Ev + 0.468 ± 0.0042 eV ( H(0.47) on
the Arrhenius plot ) and that for E2 is at Ec - 0.323 ± 0.0023 eV ( E(0.32) on the
Arrhenius plot).
















Figure 4-28, Arrhenius plot for device D4T0 after retaining only those fitted data
in figure 4-27.
DLTS measurement was also performed on device D1T0 using a reverse bias of 2.5V
and a filling pulse of -0.0 IV (Vp at figure 2-2). Figure 4-29 is the DLTS sprectrum
obtained with the times tt and t2 chosen to be 1.8 ms and 18 ms, respectively. Figure

















Figure 4-29, DLTS sprectrum of device D1T0 using a reverse bias of 25V and a
filling pulse of -0.0IV with the times tx and t2 chosen to be 1.8 ms and 18 ms,
respectively.
From the DLTS sprectrum, the positive peak of in the device D4T0 was replaced by
a small negative peak Eg in this device. The large negative peak was indentified as E2 in
the device D4T0. From these information, we can conclude that E2 and Eg are due to
argon only and Ex must be related to Sb. Figure 4-30 is the Arrhenius plot of this device
















Figure 4-30, Arrhenius plot for device DITOfor the reverse bias of 25V.
The Energy level for E8 is Ec - 0.213±0.0059 eV and E2 is Ec - 0.283±0.0028 eV. The
energy level E2 in device D1T0 is different from E2 in device D4T0. This energy shift is
probably due to interaction between Sb and Ar atoms in the d4T0 sample.
4.5.3 Deep Levels of 750 °C Annealed Samples
DLTS experiments were preformed at a reverse bias of 2.5 V and a filling pulse of -0.01
V on the devices D1T7, D2T7, D3T7 and D4T7 from 95 K to 400 K in an increment of
5 K. Figure 4-31 shows the DLTS sprectra of these devices. All the DLTS sprectra


















Figure 4-31, DLTS sprectra for devices annealed at 750 °C using a reverse bias of
2.5V and a filling pulse of-0.0 IV with the times t, and t2 chosen to be 1.8 ms and
18 ms, respectively. The vertical axis is for sprectrum of device D4T7 only, other
spectra are shifted downwards for clarity.
Let us first concentrate on the DLTS sprectrum of the device D4T7 which according to
BTE simulation is influenced most by Sb and least by Ar. Four traps labelled E3 to E6
are observed. The same four trap levels also show up in the spectra of devices D3T7
and D2T7. The trap E6 cannot be observed in the DLTS sprectrum of D1T7, but another
trap level E7 is observed. There seems to be some sign of indication of E7 in the D2T7
sprectrum. However, E7 cannot be observed in the D3T7 and D4T7 DLTS sprectra. The
above observation is summarized in Table 4-2.
Table 4-2. DeeD traDS observed in the devices annealed at 750 °C
E, E. E E e7
riT7 yes yes yes yes no
D3T7 yes yes yes yes no
D2T7 yes yes yes yes not cleai
D1T7 yes yes yes not clear yes
As device D1T7 contains no Sb atoms, we can conclude that the four trap levels E3, E4,
E5, E, are mainly due to argon. The uncertainty of the presence of E7 in device D2T7
and the total disappearing of E7 in devices D3T7 and D4T7 can be explained by the fact
that the influence of argon is decreasing with increasing in Sb film thickness. The origin
of E6 can be found by finding its thermal activation energy. Figure 4-32, 4-33, 4-34 and
4-35 are the Arrhenius plots for devices D4T7, D3T7, D2T7 and D1T7, respectively.
The fitted thermal activation energies are summarized in Table 4-3. Of these levels, the
level E3 at about Ec - 0.55 eV is believed to be identical to the level E7 reported by Auret
et al. (1983) in their argon ion-beam sputtered devices and the level E6 at Ec - 0.040 eV
is identified to be the donor level of Sb in Si which was reported in the literature to be






















































Figure 4-34, Arrhenius plots of capacitance transient of device D2T7.
Figure 4-35, Arrhenius plots of capacitance transient of device DTT7.
Table 4-3, Thermal activation energies of the deep traps observed in devices
annealed at 750 °C.
4.5.4 Deep Levels of 1000 °C Annealed Samples
Figure 4-36 is the DLTS sprectrum of the device D4T10 measured at a reverse bias of
2.5 V and a filling pulse of -0.01 V from 95K to 400K in an increment of 5 K. Only a
small amplitude negative peak approximately equals 7 can be found. The corresponding
Arrhenius plot is as shown in figure 4-37. The energy of the trap level is determined to
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Figure 4-36, DLTS sprectrum of device D4T10 using a reverse bias of -25V and a
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Figure 4-37, Arrhenius plots of capacitance transient of device D4T10.
All other trap levels observed for devices annealed at 750 °C cannot be observed in this
device. They are annealed out at such a high temperature of 1000 °C.
In addition, at the high temperature end of the spectrum in figure 4-36, there seems to
be a positive peak at a temperature higher than the maximum measurable range. The
highest measurable temperature is limited by the leakage current of the device at that
temperature. Therefore, it is impossible to obtain any further information about this trap
level (if exist).
4.5.5 DLTS Profiling of the Unannealed Samples
DLTS profiling has been carried out on the device D4T0 using reverse biases of 1, 2,
2.5, 3, 4, 5 V and a fixed filling pulse of -0.01V and the obtained spectra are shown in
figure 4-38. The magnitude of the peaks is an indication of the trap concentration.
Therefore, the normalized peak under different reverse bias is plot on figure 4-39 for
trap Ej and on figure 4-40 for trap Er It is shown that the two trap concentration profiles
are different. It is an indication that Ej and E2 are due to different damage mechanisms


















Figure 4-38, DLTS sprectra of device D4T0 under different reverse bias. The
vertical axis is for sprectrum having reverse bias of 5V only, other spectra are
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Figure 4-40, DLTS profiling ofE2 concentration of device D4T0
Under different reverse bias conditions, the Arrhenius plots show different thermal
activation energies for the same trap level. The trap levels correspond to the different
bias are summarized in Table 4-4 and shown in figure 4-41. Figure 4-42 to 4-47 are the
corresponding Arrhenius plots. The shifts in energy levels of Ep and E2 indicate that






Table 4-4 Thermal activation energy of device D4T0 under different reverse bias.
5V4V3V2.5V2VIV
11(0.514±0.0W1) H(0.487±0.0042) H(0.469±0.0(W2) 11(0.46410.0062) 11(044910.0066) H(0.44210.0073)




















Figure 4-41, DLTS profiling of trap energy of device D4T0, where Ec and Ev are
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Figure 4-47, Arrhenius plot of device D4T0 at a reverse bias of 5 V
DLTS profiling has also been carried out on the device D1T0 using reverse biases of 1,
2, 2.5, 3, 4, 5 V and a fixed filling pulse of -0.0IV and the obtained spectra are shown
in figure 4-48. The normalized peak under different reverse bias is plot on figure 4-49
for trap Eg and on figure 4-50 for trap Er It is shown that the two trap concentration
profiles are similar. It is an indication that Eg and E2 in this device are due to same
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Figure 4-48, DLTS sprectra of device'D1T0 under different reverse bias. The
vertical axis is for sprectrum having reverse bias of IV only, other spectra are
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Figure 4-50, DLTS profiling ofE2 concentration of device D1T0.
Under different reverse bias conditions, the Arrhenius plots show different thermal
activation energies for the same trap level. The trap levels correspond to the different
bias are summarized in Table 4-5 and shown in figure 4-51. Figure 4-52 to 4-57 are the
corresponding Arrhenius plots. The shift in energy level E2 indicate that it is electric
field dependent. It shifts towards the valence band for an increase of reverse bias.
Table 4-5 Thermal activation energy of device D1T0 under different reverse bias.
Figure 4-51, DLTS profiling of trap energy of device D1T0, where E and E are
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Figure 4-57, Arrhenius plot of device D1T0 at a reverse bias of 5 V.
4.5.6 DLTS Profiling of the 750 °C Annealed Samples
DLTS profiling has also been carried out on the device D4T7 using reverse biases of 1,
2, 2.5, 3, 4, 5 V and a fixed filling pulse of -0.01 V. Figure 4-58 shows the DLTS
sprectra of the device under different reverse bias. The concentration profiles of the
deep traps for levels E3, E4 and E5, as indicated on figure 4-59, decrease with increasing
reverse bias. This corresponds to a decrease in trap concentration with increasing
distance from junction. However, the concentration profiles for level E6 shows a
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Figure 4-58, DLTS sprectra of device D4T7 under different reverse bias. The
vertical axis is for sprectrum having reverse bias of 5V only, other spectra are
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Figure 4-59, DLTS profiling of trap concentration of device D4T7.
Under different reverse bias conditions, the Arrhenius plots also show different thermal
activation energies for the same trap level. The trap levels correspond to the different
bias are summarized in Table 4-6 as shown in figure 4-60. Figure 4-61 to 4-66 are the
corresponding Arrhenius plots. The shifts in energy levels of E3, E4, and E5 indicate that
they are electric field dependent. However, by contrast with device D4T0, the shifts are
towards the conduction band for an increase in reverse bias. Since E6 is the donor level
of Sb, it is not field dependent.




















































Figure 4-60, DLTS profiling of trap energy of device D4T7 where Ec and Ev are
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Figure 4-66, Arrhenius plot of device D4T7 at a reverse bias of 5 V.
Chapter 5 CONCLUSION
A fully automated computer controlled Deep Level Transient Spectroscopy (DLTS)
system has been constructed for semiconductor characterization. The system has been
checked by means of measuring a known deep level due to Ni in Si. The measured
value of 0.33 eV above valence band for this level agrees well with results reported
previously in the literature. This system is then applied to study shallow junctions
formed by Sb recoil implantation into Si using Ar as the primary ion. A Boltzmann
transport equation simulation program has been written to calculate the ion distributions
to help understand the experimental results.
From C-V measurements, the active dopant profiles in the lightly doped region were
compared with BTE simulated as-implanted profiles. For the 750 °C annealed devices,
the active dopant concentration of the Ar implanted device without coating of antimony
film are found to be lower near the surface and approach the background concentration.
This may be explained by the speculation as suggested by Ashok (1984) that a small
fraction (about one part in 104) of argon atoms may have acted as a donor. However, the
doping efficiency of argon is very low, about one part in 104. An exact understanding of
the other doping profiles that created with different Sb film thicknesses is also difficult
to obtain. The shape of the dopant profiles can be qualitatively understood as a result of
the compensation effect of active Sb impurity atoms. However, the magnitude of the
profiles does not show systematic trend with respect to the Sb film thickness.
The samples that annealed at 1000 °C have apparent doping profiles different from
those of the 750 °C annealed devices. In addition to the change in sharp , there is also a
systematic trend in the magnitude of these carrier profiles against Sb film thickness the
thicker the Sb film: the larger the dopant concentration. This change in the sharp of the
profile is attributed to the combined effect of compensation and redistribution of the Sb
atoms.
From I-V measurements, it is found that the mechanism of the current flow across the
junction cannot be fully explained by conventional diode equation. Many of the argon
implanted devices shows two regions in the forward I-V characteristic. At the low
current level region, the n-factor is low and at the high current level region the n-factor
is high. However, for devices D3T7, D4T7 and D5T7, the I-V curve follows
conventional diode equation with the n-factor decreasing from 4.462 to 1.696 and the
apparent barrier height varying from 0.659 to 0.773 eV.
In the DLTS data analysis, we have suggested a method which combined the
conventional DLTS sprectrum and digital data fitting to find the number of deep traps
and corresponding thermal activation energies. The method not only reduces the
number of thermal scans to one but also eliminates the ambiguous traps in data analysis
of a digital DLTS system.
Two trap levels Ej and E2 have been found on the device D4T0. Et is a hole trap that due
to recoiled antimony having a thermal activation energy of Ev + 0.468 eV. E2 is an
electron trap that mainly due to argon ion and partly due to antimony having a thermal
activation energy of Ec - 0.323 eV. The two traps are electric field dependent upon
DLTS profiling. They shift towards the valence band for an increase in reverse bias.
Another argon related trap Eg (Ec - 0.213 eV) which is hidden by Et in device D4T0 has
been found on the device D1T0. The thermal activation energy of E2 in device D1T0 is
Ec - 0.283 eV which is different from E2 in device D4T0. This energy shift is probably
due to interaction between Sb and Ar atoms in the D4T0 sample.
Four trap levels E3, E4, E5 and E6 have been found on the devices D2T7, D3T7 and
D4T7. E6 cannot be found on the device D1T7 but a new trap level E7 appears. As
device D1T7 contains no Sb atoms, we can conclude that the four trap levels E3, E4, E5,
E7 are mainly due to argon. E6 having thermal activation energy of Ec - 0.040 eV is
believed to be the donor level of Sb which has thermal activation energy of Ec - 0.039
eV reported by Sze (1981). E3 has a thermal activation energy of Ec - 0.55 eV. It is
believed that this level is identical to the level E7 reported by Auret et al. (1983), in their
argon ion-beam sputtered devices. DLTS profiling of device D4T7 shows that the trap
levels are electric field dependent. They shift towards the conduction band for a
increase in reverse bias.
Only an argon related level E7 can be found on the 1000 °C annealed device D4T10.
The Sb donor level E6 may be hidden by E, on the DLTS sprectrum. It requires further
investigation and experiments to clarify this possibilty. Other Ar related levels seem to
have been annealed out in such a high temperature.
There are still a lot of problems unresolved about the microscopic origin of the deep
levels due to argon, and how these deep levels are related to the processing conditions.
Much more experiments have to be done to answer these questions.
The information obtained by DLTS will be valuable for the improvement of processes
to fabricate good quality shallow junctions by the method of recoil implantation. But
this relies on our ability to correctly extract the time constants of the capacitance
transient. When the capacitance transient is of multi-exponential nature, which
corresponds to very closely located peaks in the DLTS sprectrum, to resolve the
transients into correct time constants is a big problem. Recently, Ramson et al. (1986)
has proposed to apply the modulation function technique to analyse muti-exponential
DLTS data and this may be a solution to this problem.
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Appendix -CIRCUIT DIAGRAM FOR DLTS SYSTEM
(A -1)PID Temperature Controller
(A -2)Pulse Generator
(A -3)Pulse Interface
(A -4)A/D Card Mode Control
(A -5)Capacitance Meter AMP.
(A -6)Modification of Cap. Meter
Current Generator for I-V (A-7)
(A -8)Power Supply of Current Generator
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