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ENHANCED ADIC FORMALISM AND PERVERSE T-STRUCTURES
FOR HIGHER ARTIN STACKS
YIFENG LIU AND WEIZHE ZHENG
Abstract. In this sequel of [LZa,LZb], we develop an adic formalism for étale coho-
mology of Artin stacks and prove several desired properties including the base change
theorem. In addition, we define perverse t-structures on Artin stacks for general per-
versity, extending Gabber’s work on schemes. Our results generalize results of Laszlo
and Olsson on adic formalism and middle perversity. We continue to work in the
world of ∞-categories in the sense of Lurie, by enhancing all the derived categories,
functors, and natural transformations to the level of ∞-categories.
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Introduction
In [LZa,LZb], we developed a theory of Grothendieck’s six operations for étale coho-
mology of Artin stacks and prove several desired properties including the base change
theorem. In the article, we develop the corresponding adic formalism and establish
adic analogues of results in [LZb]. This extends all previous theories on the subject,
including SGA 5 [SGA5], Deligne [Del80], Ekedahl [Eke90] (for schemes), Behrend
[Beh03] and Laszlo–Olsson [LO08b]. We prove, among other things, the base change
theorem in derived categories, which was previous known only on the level of sheaves
[LO08b] (and under other restrictions). Another limitation of the existing theories,
including those for schemes, is the constructibility assumption. This assumption is not
often met, for example, when considering morphisms between Artin stacks that are
only locally of finite type. By contrast, the adic formalism developed in this article
applies to unrestricted derived categories.
In addition, we define perverse t-structures on Artin stacks for general perversity,
extending the work of Gabber [Gab04] for schemes and the work of Laszlo and Olsson
[LO09] for the middle perversity.
As in our preceding article, the approach we are taking is different from all the
previous theories. We work in the world of ∞-categories in the sense of Lurie [HTT,
HA], by enhancing all the derived categories, functors, and natural transforms to the
level of ∞-categories. At this level, we may use some new machineries among which
the most important ones are gluing objects, Adjoint Functor Theorem, ∞-categorical
descent, all in [HTT,HA], and some other techniques developed in [LZb]. In particular,
we obtain several other special descent properties for the derived category of lisse-étale
sheaves.
0.1. Six operations in adic formalism. In this and the next sections, we will state
our constructions and results only in the classical setting of Artin stacks on the level of
usual derived categories (which are homotopy categories of the derived ∞-categories),
among other simplification. We will provide the precise references of the complete
results in later chapters, for higher Artin stack higher (and higher Deligne–Mumford
stacks), stated on the level of stable ∞-categories. We refer the reader to [LZb, §0.1]
for our convention on Artin stacks.
Let X be an Artin stack and let λ = (Ξ,Λ) be a ringed diagram, that is, a functor Λ
from a partially ordered set Ξ to the category of unital commutative rings. Recall that
for every ξ ∈ Ξ, Dcart(Xlis-e´t,Λ(ξ)) is the full subcategory of D(Xlis-e´t,Λ(ξ)) spanned by
complexes whose cohomology sheaves are all Cartesian. It has a natural∞-categorical
enhancement D(X,Λ(ξ)). In fact, we have a functor N(Ξ)op → Cat∞ from the nerve
of Ξop to the ∞-category of ∞-categories sending ξ to D(X,Λ(ξ)), with the transition
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functors being (derived) extension of scalars. We define
D(X, λ)a := lim←−
N(Ξ)op
D(X,Λ(ξ))
and let D(X, λ)a be its homotopy category. It is crucial that the limit is taken on the
level of ∞-categories.
Let f : Y→ X be a morphism of Artin stacks. We then define operations:
f ∗a : D(X, λ)a → D(Y, λ),
f∗a : D(Y, λ)a → D(X, λ),
−
a
⊗X − : D(X, λ)a × D(X, λ)a → D(X, λ)a,
HomaX : D(X, λ)
op
a ×D(X, λ)a → D(X, λ)a.
The pairs (f ∗a, f∗a) and (−
a
⊗X K,HomaX(K,−)) for every K ∈ D(X, λ)a are pairs of
adjoint functors.
To state the other two operations, we fix a nonempty set  of rational primes. Recall
that a ring is -torsion [SGA4, IX 1.1] if each element of it is killed by an integer that
is a product of primes in . An Artin stack X is -coprime if there exists a morphism
X→ SpecZ[−1]. If X and Y are -coprime, f : Y→ X is locally of finite type, and λ
is a -torsion ringed diagram, then we have another pair of adjoint functors:
f!a : D(Y, λ)a → D(X, λ)a,
f !a : D(X, λ)a → D(Y, λ)a.
The functors f ∗a, f!∗ and −
a
⊗X − are naturally defined from the limit construction of
D(−, λ)a.
In §1.3, we show that D(X, λ)a is canonically equivalent to a full subcategory of
D(X, λ) spanned by so-called adic complexes, which admits a colocalization functor
RX : D(X, λ) → D(X, λ)a. Moreover, f ∗a, f!∗ and −
a
⊗X − are simply restrictions of
f ∗, f! and −⊗X −, respectively, as they preserve adic complexes. For the other three,
we have f∗a = RX ◦ f∗, f !a = RY ◦ f ! and HomaX = RX ◦ HomX. These operations
satisfy the similar properties as in the non-adic version. Moreover, the exact category
D(X, λ)a carries a usual t-structure (D≤0(X, λ)a,D≥0(X, λ)a). We refer the reader to
§1.2 and §1.3 for more details.
The adic formalism introduced above does not assume the constructibility at the
first place. In other words, we are free to talk about adic complexes for any sheaves.
In particular, in terms of Grothendieck’s fonctions-faisceaux dictionary, we make sense
of divergent integrals on stacks over finite fields, those appear for example in [FN11].
In §2, we introduce a special setup of the adic formalism, namely, the m-adic for-
malism on which there is a good notion of constructibility. Such formalism is enough
for most applications. Let Λ be a ring and m ⊆ Λ be a principal ideal, satisfying the
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conditions in Definition 2.1.1. The typical example is that Λ is a 1-dimensional valu-
ation ring and m is a proper ideal. The pair (Λ,m) corresponds to a ringed diagram
Λ• with the underlying category N = {0 → 1 → 2 → · · · } and Λn = Λ/mn+1. Now
we fix a pair (Λ,m) as above such that Λ is Noetherian and Λ/m is -torsion. Let S
be either a quasi-excellent finite-dimensional scheme or a regular scheme of dimension
≤ 1, that is -coprime. Consider Artin stacks that are locally of finite type over S. In
this setup, we define the intersection
D(X,Λ•)a,c := Dcons(Xlis-e´t,Λ•) ∩D(X,Λ•)a ⊆ D(Xlis-e´t,Λ•)
of constructible complexes and adic complexes as the category of constructible adic
complexes. We assume that X is locally Λ/m-bounded (Definition 2.2.6). Then we show
in Corollary 2.3.6 that the usual t-structure on D(X,Λ•)a restricts to a t-structure on
the full subcategory D(X,Λ•)a,c. Moreover, for a morphism f : Y → X of Artin stacks
(that are locally of finite type over S), the six operations mentioned previously restrict
to the following refined ones:
f ∗a : D(X,Λ•)a,c → D(Y,Λ•)a,c,
−
a
⊗X − : D
(−)(X,Λ•)a,c × D
(−)(X,Λ•)a,c → D
(−)(X,Λ•)a,c,
HomaX : D
(−)(X,Λ•)
op
a,c × D
(+)(X,Λ•)a,c → D
(+)(X,Λ•)a,c;
if S is locally finite-dimensional, then we have
f !a : D(X,Λ•)a,c → D(Y,Λ•)a,c;
if f is of finite presentation [LZb, 5.4.3], then we have
f!a : D
(−)(Y,Λ•)a,c → D
(−)(X,Λ•)a,c;
if f is quasi-compact and quasi-separated [LZb, 5.4.3], then we have
f∗a : D
(+)(Y,Λ•)a,c → D
(+)(X,Λ•)a,c.
See §2.3 for more and precise statements under various assumptions. In §2.4, we show
that our theory of constructible adic formalism coincides with Laszlo–Olsson [LO09]
under their assumptions.
0.2. Perverse t-structures and hyperdescent. In §3, we define the perverse t-
structure, in both non-adic and adic settings, for general “perversity” for (higher) Artin
stacks, while in all previous theory only middle perversity is considered [LO09]. We
introduce the notion of perversity smooth evaluation p on an Artin stack X (Definition
3.1.11) to be an assignment to each atlas u : X → X a weak perversity function pu
on X in the sense of Gabber [Gab04], satisfying certain compatibility condition. In
particular, when X is a scheme, a perversity smooth evaluation is essentially same as
a weak perversity function.
Theorem 0.2.1 ((Adic) perverse t-structure, §3.2 & §3.3). Let X be a -coprime
Artin stack equipped with a perversity smooth evaluation p and λ an -torsion ringed
diagram.
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(1) There is a unique up to equivalence t-structure (pD≤0(X, λ), pD≥0(X, λ)) on
D(X, λ) = Dcart(Xlis-e´t, λ), called the perverse t-structure, such that for every
atlas u : X → X, we have u∗ pD≤0(X, λ) = puD≤0(X, λ) and u∗ pD≥0(X, λ) =
puD≥0(X, λ), where the corresponding t-structure on the scheme X is defined by
Gabber [Gab04].
(2) If f : Y → X is a smooth morphism, then f ∗ is perverse t-exact with respect to
compatible perversity smooth evaluations p on X and q on Y.
(3) We have similar results in the adic setting, where pD≤0(X, λ)a =
pD≤0(X, λ) ∩
D(X, λ)a.
(4) Moreover, the classical description of the perverse t-structure via cohomology
on stalks again holds (Remark 3.2.7 and Proposition 3.3.2).
In particular, when p = 0, we recover the usual t-structure in the non-adic case and
obtain the similar usual t-structure in the adic case. When p is the middle perversity
evaluation, we generalize the classical notion of middle perverse t-structure for schemes
to Artin stacks, in both non-adic and adic cases.
In §3.4, we show that in the m-adic formalism, under certain conditions on (Λ,m)
and the perversity smooth evaluation p, the adic perverse t-structure restricts to the
one on D(X,Λ•)a,c. In particular, when p is the middle perversity smooth evaluation
(that is, the middle perversity function in the case of schemes), the corresponding
(adic) perverse t-structure coincides with the one defined by Laszlo–Olsson [LO09],
under their further restrictions on (Λ,m) and X.
In §4, we prove several hyperdescent properties of derived ∞-categories and their
adic version we have constructed. In particular, we have the following theorem, which
is the incarnation1 on the level of usual derived categories of the main results in this
chapter. For simplicity, we only state in the m-adic formalism.
Theorem 0.2.2. Let (P) be a property that is either smooth, proper, or flat. Let
f : Y→ X be a morphism of Artin stacks and y : Y+0 → Y be a (P) surjective morphism.
Let Y+• be a (P) hypercovering of Y (Definition 4.2.1) with the morphism yn : Y
+
n →
Y+−1 := Y. Put fn := f ◦ yn : Y
+
n → X for n ≥ 0. Fix a pair (Λ,m) as in the m-adic
formalism.
(1) If (P) is proper or flat, then we assume that Y is locally Λ/m-bounded. For
every complex K ∈ D≥0(Y,Λ•)a, we have a convergent spectral sequence
Ep,q1 = H
q((fp)∗a(yp)
∗aK)⇒ Hp+qf∗aK.
(2) Suppose that (P) is smooth. If X is -coprime; Λ/m is -torsion; and f
is locally of finite type, then for every complex K ∈ D≤0(Y,Λ•)a, we have a
convergent spectral sequence
E˜p,q1 = H
q((f−p)!a(y−p)
!aK)⇒ Hp+qf!aK.
Finally, we would like to emphasize that all conventions and notation from [LZb],
especially those in §0.5 there, will be continually adopted in the current article, unless
otherwise specified.
1To deduce Theorem 0.2.2, we use the same argument in [LZb, 6.2.14].
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1. The adic formalism
In this chapter, we provide the adic formalism for Grothendieck’s six operations. In
§1.1, we provide our adic formalism by constructing two enhanced operation maps via
the limit construction. In §1.2, we study several properties of the enhanced operation
maps we constructed previously. In §1.3, we study the relation between the limit con-
struction and so-called adic complexes. In §1.4, we construct adic dualizing complexes
and study biduality properties.
1.1. The limit construction. Recall from [LZb] that for higher Artin stacks, we
construct the first enhanced operation map
ChpArEO
I : ((ChpAr)op × N(Rind)op)∐ → Cat∞,
and the second enhanced operation map
ChpAr

EOII : δ∗2,{2}(((Chp
Ar

)op × N(Rind-tor)
op)∐,op)cartF,all → Cat∞.
Their restrictions to the common domain ((ChpAr

)op×N(Rind-tor)op)∐ are equivalent.
In particular, for every object X of ChpAr and every object λ = (Ξ,Λ) of Rind, we
obtain a diagram Ξop → PrLst given by ξ 7→ D(X,Λ(ξ)) with the transition map given
by extension of scalars.
Definition 1.1.1. We define the adic derived ∞-category of λ-modules on X to be
D(X, λ)a := lim←−
N(Ξ)op
D(X,Λ(ξ)).
The goal of this section is to make the above definition functorial in a homotopy
coherent way. Namely, we will construct the first enhanced adic operation map
a
ChpArEO
I : ((ChpAr)op × N(Rind)op)∐ → Cat∞,(1.1)
and the second enhanced adic operation map
a
ChpAr

EOII : δ∗2,{2}(((Chp
Ar

)op × N(Rind-tor)
op)∐,op)cartF,all → Cat∞,(1.2)
such that their values on (X, λ) are both (equivalent to) D(X, λ)a.
By definition, there is a tautological functor Rind → Cat1 sending (Ξ,Λ) to Ξ.
Applying Grothendieck’s construction, we obtain an op-fibration π : Rinduniv → Rind.
More precisely, Rinduniv is an ordinary category whose objects are pairs ((Ξ,Λ), ξ)
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where (Ξ,Λ) is an object of Rind and ξ is an object of Ξ, and a morphism from
((Ξ,Λ), ξ) to ((Ξ′,Λ′), ξ′) is a morphism (Γ, γ) : (Ξ,Λ) → (Ξ′,Λ′) of Rind such that
Γ(ξ) admits an arrow to ξ′. We have another functor σ : Rinduniv → Rind sending
((Ξ,Λ), ξ) to (∗,Λ(ξ)). We have two natural inclusion
j0 : N(Rind)
op → N(Rind)op ⋄N(Rind)op N(Rind
univ)op,
j1 : N(Rind
univ)op → N(Rind)op ⋄N(Rind)op N(Rind
univ)op
of simplicial sets.
To construct (1.1), we start from the map
σ
ChpArEO
I : ((ChpAr)op × N(Rinduniv)op)∐ → Cat∞
as the composition of
(id(ChpAr)op × N(σ)
op)∐ : ((ChpAr)op ×N(Rinduniv)op)∐ → ((ChpAr)op × N(Rind)op)∐
and
ChpArEO
I. Taking the right Kan extension of σ
ChpArEO
I along the inclusion
((ChpAr)op × N(Rinduniv)op)∐ →֒ ((ChpAr)op × N(Rind)op ⋄N(Rind)op N(Rind
univ)op)∐
induced by j1, and restricting to ((Chp
Ar)op×N(Rind)op)∐ via j0, we obtain the desired
map a
ChpArEO
I (1.1).
The construction of (1.2) is similar. We have the map
σ
ChpAr

EOII : δ∗2,{2}(((Chp
Ar

)op × N(Rinduniv
-tor)
op)∐,op)cartF,all → Cat∞,
where Rinduniv
-tor = Rind
univ×RindRind-tor in which the first functor in the fiber product
is π. Taking the right Kan extension of σ
ChpAr

EOII along the inclusion
δ∗2,{2}(((Chp
Ar

)op ×N(Rinduniv
-tor)
op)∐,op)cartF,all
→֒ δ∗2,{2}(((Chp
Ar

)op × N(Rind-tor)
op ⋄N(Rind-tor)op N(Rind
univ
-tor)
op)∐,op)cartF,all
induced by j1, and restricting to δ∗2,{2}(((Chp
Ar

)op × N(Rind-tor)op)∐,op)cartF,all via j0, we
obtain the desired map a
ChpAr

EOII (1.2).
By the similar process, we obtain enhanced adic operation maps for higher Deligne–
Mumford stacks:
a
ChpDMEO
I : ((ChpDM)op × N(Rind)op)∐ → Cat∞,
and a map
a
ChpDMEO
II : δ∗2,{2}(((Chp
DM)op ×N(Rindtor)
op)∐,op)cartF,all → Cat∞,
satisfying the obvious compatibility properties with higher Artin stacks.
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1.2. Properties of enhanced adic operations. In this section, we study properties
of the two enhanced adic operation maps constructed previously, in a way parallel to
the non-adic ones in [LZb].
To simplify notation, we will only discuss properties for higher Artin stacks, that is,
the two maps (1.1) and (1.2). We will leave the analogous discussion for higher DM
stacks to readers.
Proposition 1.2.1. We have
(P0): (Monoidal symmetry) The functor a
ChpArEO
I is a weak Cartesian structure
[LZb, 1.5.6], and the induced functor a
ChpArEO
⊗ := ( a
ChpArEO
I)⊗ factorizes
through CAlg(Cat∞)Lpr,st,cl.
(P1): (Disjointness) The map a
ChpArEO
⊗ sends small coproducts to products.
(P2): (Compatibility) The restrictions of a
ChpArEO
I and a
ChpAr

EOII to the common do-
main ((ChpAr

)op × N(Rind-tor)op)∐ are equivalent functors.
Proof. By construction, the value of a
ChpArEO
I on an object ((X1, λ1), . . . , (Xn, λn)) in
the target is an ∞-category equivalent to
n∏
i=1
D(Xi, λi)a =
n∏
i=1
lim
←−
Ξopi
D(Xi,Λi(ξ))
if λi = (Ξi,Λi). We also note that the inclusion functor CAlg(Cat∞)Lpr,st,cl →
CAlg(Cat∞) preserves small limits. Therefore, (P0) and (P1) follow immediately. (P2)
is clear from the construction. 
Before discussing the other properties, we introduce more notation. Similar to the
non-adic case, we have the map
a
ChpAr

EO∗! : δ
∗
2,{2}N(Chp
Ar

)cartF,all × N(Rind-tor)
op → PrLst(1.3)
induced from (1.2).
Evaluating (1.1) at the object 〈1〉 ∈ Fin∗, we obtain the map
a
ChpArEO
∗ : N(ChpAr)op ×N(Rind)op → PrLst.(1.4)
Note that this is equivalent to the map by restricting (1.3) to the second direction, on
N(ChpAr)op ×N(Rind-tor)op. Taking right adjoints, we obtain the map
a
ChpArEO∗ : N(Chp
Ar)×N(Rind)→ PrRst.(1.5)
Restricting (1.3) to the first direction, we obtain the map
a
ChpAr

EO! : N(Chp
Ar

)F × N(Rind-tor)
op → PrLst.(1.6)
Again by taking right adjoints, we obtain the map
a
ChpAr

EO! : N(ChpAr

)opF ×N(Rind-tor)→ Pr
R
st.(1.7)
More concretely, we have the following enhance adic operations:
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1L: f ∗a : D(X, λ)a → D(Y, λ)a, obtained by applying (1.4) to a morphism f : Y →
X in ChpAr and an object λ = (Ξ, λ) ∈ Rind. It coincides with the limit
of functors f ∗ξ : D(X,Λ(ξ)) → D(Y,Λ(ξ)) over Ξ
op, and underlies a monoidal
functor f ∗⊗a : D(X, λ)⊗a → D(Y, λ)
⊗
a obtained from
a
ChpArEO
⊗.
1R: f∗a : D(Y, λ)a → D(X, λ)a, obtained by applying (1.5) to a morphism f : Y → X
in ChpAr and an object λ ∈ Rind. It is right adjoint to f ∗a.
2L: f!a : D(Y, λ)a → D(X, λ)a, obtained by applying (1.6) to a morphism f : Y → X
in ChpAr

and an object λ = (Ξ,Λ) ∈ Rind-tor. It coincides with the limit of
functors fξ! : D(Y,Λ(ξ))→ D(X,Λ(ξ)) over Ξop.
2R: f !a : D(X, λ)a → D(Y, λ)a, obtained by applying (1.7) to a morphism f : Y → X
in ChpAr

and an object λ ∈ Rind-tor. It is right adjoint to f!a.
3L: −
a
⊗X− : D(X, λ)a×D(X, λ)a → D(X, λ)a, the symmetric tensor product obtained
from Proposition 1.2.1 (P0) for every object (X, λ) of ChpAr × N(Rind).
3R: HomaX : D(X, λ)
op
a ×D(X, λ)a → D(X, λ)a, induced from −
a
⊗X− in a same way as
HomX was induced from −⊗X − in [LZb, §6.2]. In particular, for every object
K ∈ D(X, λ)a, we have a pair of adjoint functors (−
a
⊗X K,HomaX(K,−)).
4L: π∗a : D(X, λ)a → D(X, λ′)a, obtained by applying (1.4) to an object X ∈ Chp
Ar
and a morphism π : λ′ → λ of Rind. It is symmetric monoidal.
4R: π∗a : D(X, λ′)a → D(X, λ)a, which is a right adjoint of π∗.
Proposition 1.2.2. Let f : Y → X be a morphism of ChpAr and λ an object of Rind.
(P3): (Conservativeness) If f is surjective, then f ∗a : D(X, λ)a → D(Y, λ)a is conser-
vative.
(P4): (Descent) Suppose that f is smooth surjective. Then (f, idλ) is of universal
a
ChpArEO
⊗-descent. If X belongs to ChpAr

and and λ belongs to Rind-tor, then
(f, idλ) is of universal
a
ChpArEO!-codescent. See [LZb, 3.1.1] for the definition of
(co)descent.
Proof. (P3) follows from the construction and the fact that
lim
←−
N(Ξ)op
D(X,Λ(ξ))→ lim
←−
N(Ξ)op
D(Y,Λ(ξ))
is conservative if each functor D(X,Λ(ξ)) → D(Y,Λ(ξ)) is, where λ = (Ξ,Λ). The
latter is true as f is surjective.
Now we consider (P4). The universal descent property for a
ChpArEO
⊗ follows from the
construction, the same property in the non-adic case, and (the dual version of) [HTT,
4.3.2.9]. The universal codescent property for a
ChpArEO! follows from the construction,
the same property in the non-adic case, and [HA, 4.7.5.19]. Note that condition (c) in
[HA, 4.7.5.19] is fulfilled by the Poincaré duality [LZb, 6.2.9]. 
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Proposition 1.2.3 ((P5) Smooth Base Change). Let
W
q

g // Z
p

Y
f // X
be a Cartesian diagram in ChpAr

where p is smooth. Then for every object λ of
Rind-tor, the following square
D(W,λ)a D(Z, λ)a
g∗aoo
D(Y, λ)a
q∗a
OO
D(X, λ)a
f∗aoo
p∗a
OO
is right adjointable.
Proof. It follows from the construction, the same property in the non-adic case, and
[LZb, 4.3.7]. 
Now we consider the usual t-structure on D(X, λ) for an object (X, λ) ∈ ChpAr ×
N(Rind). Recall from [HA, 1.4.4.12] that, for a presentable stable ∞-category D,
a t-structure2 is accessible if the full subcategory D≤0 is presentable. For a scheme
X ∈ Schqc.sep, the usual t-structure on D(X, λ) is accessible by [HA, 1.3.5.21]. For a
higher Artin stack X, the usual t-structure on D(X, λ) is accessible by construction
[LZb, 4.3.7] (Part (3) of (P6)).
Suppose λ = (Ξ,Λ). For n ∈ Z, we let D≤n(X, λ)a be the full subcategory of
D(X, λ)a spanned by objects K = (Kξ)ξ∈Ξ with Kξ ∈ D≤n(X,Λ(ξ)). Put
D≥n(X, λ)a := D
≤n−1(X, λ)⊥a
as a full subcategory of D(X, λ)a. By [LZb, 3.1.4], we have an equivalence
D≤n(X, λ)a ≃ lim←−
N(Ξ)op
D≤n(Y,Λ(ξ)).
Here, we have used the fact that transition functors, which are (derived) extension
of scalars, are left exact. In particular, D≤n(X, λ)a is presentable; the inclusion
D≤n(X, λ)a ⊆ D(X, λ) preserves all small colimits; and D≤n(X, λ)a is closed under
extension. By [HA, 1.4.4.11 (1)], the pair (D≤n(X, λ)a,D≥n(X, λ)a) define an accessi-
ble t-structure, called the usual t-structure, on D(X, λ)a. We have truncation functors
τ≤na : D(X, λ)a → D
≤n(X, λ)a, τ
≥n
a : D(X, λ)a → D
≥n(X, λ)a
for every n ∈ Z. Properties (P6) and (P7) will be studied in the next section, after we
reveal a relation between D(X, λ)a and D(X, λ).
2We use a cohomological indexing convention, which is different from [HA, 1.2.1.4].
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1.3. Relation with adic complexes. In this section, we define a natural full sub-
category D(X, λ)′a of D(X, λ) consisting of adic complexes and show that there is a
canonical equivalence D(X, λ)′a ≃ D(X, λ)a of ∞-categories.
Let X be an object of ChpAr, and λ = (Ξ,Λ) an object of Rind. For every morphism
ϕ : ξ → ξ′ in Ξ, there is a commutative diagram in Rind of the form
(Ξ,Λ) (Ξ/ξ,Λ/ξ)
iϕ

iξoo
pξ // ({ξ},Λ(ξ))
ϕ˜

(Ξ,Λ) (Ξ/ξ′,Λ/ξ′)
iξ′oo
pξ′ // ({ξ′},Λ(ξ′)),
which induces the following diagram in PrL:
D(X, λ)
i∗ξ // D(X, λ/ξ) D(X,Λ(ξ))
p∗ξoo
D(X, λ)
i∗
ξ′ // D(X, λ/ξ′)
i∗ϕ
OO
D(X,Λ(ξ′)),
p∗
ξ′oo
ϕ˜∗
OO
(1.8)
where λ/ξ := (Ξ/ξ,Λ/ξ). Let pξ∗ (resp. pξ′∗) be a right adjoint of p∗ξ (resp. p
∗
ξ′) and let
αϕ : ϕ˜∗pξ′∗ → pξ∗i∗ϕ be the natural transformation.
Definition 1.3.1 (Adic complex). We say that an element K ∈ D(X, λ) is an adic
complex if the natural morphism
αϕ(i
∗
ξ′K) : ϕ˜
∗pξ′∗i
∗
ξ′K → pξ∗i
∗
ϕi
∗
ξ′K
is an equivalence for every morphism ϕ : ξ → ξ′ in Ξ. The target of αϕ(i∗ξ′K) is equiv-
alent to pξ∗i∗ξK. It is clear that adic complexes are stable under equivalence. Denote
by
D(X, λ)′a ⊆ D(X, λ)
the full subcategory spanned by adic complexes.
Lemma 1.3.2. Let f : Y → X be a morphism in ChpAr. If K is an adic complex
in D(X, λ), then f ∗K is also an adic complex in D(Y, λ). If f is surjective, then the
converse holds as well.
Proof. The first statement follows if we can show that the following diagram
D(X, λ/ξ)
f∗

D(X,Λ(ξ))
p∗ξoo
f∗

D(Y, λ/ξ) D(Y,Λ(ξ))
p∗ξoo
(1.9)
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is right adjointable. By the construction of
ChpArEO
I and [LZb, 4.3.7], we may assume
that f is a morphism in Schqc.sep. Then the following diagram
Mod(X
Ξ/ξ
e´t ,Λ/ξ)
f∗

Mod(Xe´t,Λ(ξ))
p∗ξoo
f∗

Mod(Y
Ξ/ξ
e´t ,Λ/ξ) Mod(Ye´t,Λ(ξ))
p∗
ξoo
has a right adjoint, which is
Mod(X
Ξ/ξ
e´t ,Λ/ξ)
s∗ξ //
f∗

Mod(Xe´t,Λ(ξ))
f∗

Mod(Y
Ξ/ξ
e´t ,Λ/ξ)
s∗
ξ // Mod(Ye´t,Λ(ξ))
where sξ : {ξ} → Ξ/ξ is the inclusion map. Thus, (1.9) is right adjointable.
The second statement follows from the first one and property (P3) for
ChpArEO
I. 
In general, if λ = (Ξ,Λ) is an object of Rind and ξ ∈ Ξ, then we have successive
inclusions
eξ : ({ξ},Λ(ξ))
sξ
−→ (Ξ/ξ,Λ/ξ)
iξ
−→ (Ξ,Λ)
which induce the evaluation functor (at ξ)
e∗ξ : D(X, λ)→ D(X,Λ(ξ))
for a higher Artin stack X. By Lemma 1.3.2, e∗ξ and pξ∗◦ i
∗
ξ are equivalent. For brevity,
we sometimes also write Kξ for e∗ξK for an object K ∈ D(X, λ).
The functor ∏
ξ∈Ξ
e∗ξ : D(X, λ)→
∏
ξ∈Ξ
D(X,Λ(ξ))
is conservative. This is obvious when X is in Schqc.sep. The general case follows, because
simplicial limits of conservative functors are conservative.
Lemma 1.3.3. Suppose that Ξ admits a final object ξ. Then the image of the natural
map p∗ξ : D(X,Λ(ξ))→ D(X,Λ) is contained in D(X,Λ)
′
a. Moreover, the induced map
p∗ξ : D(X,Λ(ξ))→ D(X,Λ)
′
a is an equivalence of ∞-categories.
Proof. The first assertion follows from Definition 1.3.1 and the natural isomorphism
between pξ′∗ and s∗ξ′ as in (1.8) for an arbitrary object ξ
′ of Ξ.
For the second assertion, we only need to show that for every adic complex K ∈
D(X, λ)′a, the adjunction map p
∗
ξpξ∗K → K is an equivalence. Since the functor
∏
ξ′∈Ξ e
∗
ξ′
is conservative, this is equivalent to showing that the map β : e∗ξ′p
∗
ξpξ∗K → e
∗
ξ′K is an
equivalence for every object ξ′ ∈ Ξ. Let ϕ be the map ξ′ → ξ. Since K is an adic
complex, the composite
ϕ˜∗pξ∗K
α
−→ pξ′∗p
∗
ξ′ϕ˜
∗pξ∗K ≃ pξ′∗i
∗
ϕp
∗
ξpξ∗K
β
−→ pξ′∗i
∗
ϕK
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is an equivalence, where we adopt the notation in (1.8). Moreover, we have shown that
α is an equivalence as pξ′∗ ≃ s∗ξ. Therefore, β is an equivalence. 
Proposition 1.3.4. The inclusion D(X, λ)′a → D(X, λ) is a morphism in Pr
L.
Proof. By definition, the inclusion D(X, λ)′a ⊆ D(X, λ) fits into the following diagram
D(X, λ)′a //

∏
ξ∈ΞD(X, λ/ξ)
′
a

D(X, λ)
∏
ξ∈Ξ
i∗ξ // ∏
ξ∈ΞD(X, λ/ξ),
which is a pullback diagram in Cat∞ by Lemma 1.3.5 below. By Lemma 1.3.3, pξ∗ com-
mutes with small colimits, D(X, λ/ξ)′a is presentable and the inclusion into D(X, λ/ξ)
preserves small colimits. Therefore, the right vertical arrow is a morphism in PrL as
Ξ is small. Moreover, the functor
∏
ξ∈Ξ i
∗
ξ preserves small colimits since each i
∗
ξ does
and Ξ is small. Therefore, the inclusion D(X, λ)′a → D(X, λ) is a morphism in Pr
L,
because the inclusion PrL ⊆ Cat∞ preserves small limits. 
Lemma 1.3.5. Let D be a full subcategory of an ∞-category C and f : D → C be the
inclusion. Then the pullback of f in the category Set∆ by any functor g : C′ → C with
source in Cat∞ is a pullback in Cat∞.
Proof. This follows immediately from [LZb, 3.1.4] applied to the pullback of idC by
g. 
Next, we will construct a natural functor
D(X, λ)′a → D(X, λ)a = lim←−
N(Ξ)op
D(X,Λ(ξ))(1.10)
and show that it is an equivalence. It is clear that for every object ξ ∈ Ξ, i∗ξ sends
D(X, λ)′a to D(X, λ/ξ)
′
a; and for every morphism ϕ : ξ → ξ
′ in Ξ, i∗ϕ sends D(X, λ/ξ′)
′
a
to D(X, λ/ξ)′a. Therefore, the diagram (1.8) induces a functor
D(X, λ)′a → lim←−
N(Ξ)op
D(X, λ/ξ)
′
a.
By Lemma 1.3.3, the right-hand side is equivalent to
lim
←−
N(Ξ)op
D(X,Λ(ξ)) = D(X, λ)a.
Thus, we obtain the desired functor (1.10).
Theorem 1.3.6. For every objects X of ChpAr and λ = (Ξ,Λ) of Rind, the functor
D(X, λ)′a → D(X, λ)a = lim←−
N(Ξ)op
D(X,Λ(ξ))
(1.8) is an equivalence of ∞-categories.
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We need some preparation before the proof. Let X be an object of Schqc.sep. For
simplicity, we will write X for Xe´t as well. By definition, D(X, λ)′a is a full subcategory
of D(X, λ) = D(XΞ,Λ) = D(Mod(XΞ,Λ)). For every object ξ of Ξ, we have an
evaluation functor
e∗ξ : Mod(X
Ξ,Λ)→ Mod(X,Λ(ξ))
at ξ on the level of Abelian categories. It is exact and admits a (right exact) left adjoint
functor
eξ! : Mod(X,Λ(ξ))→ Mod(X
Ξ,Λ).(1.11)
Moreover, we define a truncation functor
t≤ξ : Mod(X
Ξ,Λ)→ Mod(XΞ,Λ)(1.12)
such that for a Λ-module F• ∈ Mod(XΞ,Λ), we have
(t≤ξF•)ξ′ =


Fξ′ if ξ′ ≤ ξ,
0 otherwise.
It is exact and admits a right adjoint.
Proof. By Lemma 1.3.2, [LZb, 3.1.4], property (P4) for
ChpArEO
I and Proposition 1.2.2,
we may assume X ∈ Schqc.sep.
We first study the functor
α : D(X, λ)′a → lim←−
N(Ξ)op
D(X,Λ(ξ))
from the point of view of coCartesian fibrations. First, we have a functor ∆1×N(Ξ)→
Cat∞ sending ∆1 × (ϕ : ξ → ξ′) to the square
D(XΞ/ξ ,Λ/ξ)
pξ∗ //
iϕ∗

D(X,Λ(ξ))
ϕ˜∗

D(XΞ/ξ′ ,Λ/ξ′)
pξ′∗ // D(X,Λ(ξ′)).
This corresponds to a projectively fibrant simplicial functor F : C[N(D)]→ Set+∆, where
D = [1]×Ξ. Let φD : C[N(D)]→ D be the canonical equivalence of simplicial categories
and put
F′ = (FibrD ◦ St+φop
D
◦ Un+N(D)op)F : D → Set
+
∆.
We write F′ in the form F′ : [1] → (Set+∆)
Ξ. Applying the marked unstraightening
functor Un+φ for the weak equivalence of simplicial categories φ : C[N(Ξ)
op] → Ξop, we
obtain a morphism α˜ : F1 → F2 of Cartesian fibrations in the category (Set
+
∆)/N(Ξ)op .
Moreover, by [HTT, 5.2.2.5], both F1 and F2 are coCartesian fibrations as well, but α˜
does not send coCartesian edges to coCartesian ones in general. By a similar argument,
we have a map
D(XΞ,Λ)→ MapcoCartN(Ξ)op(N(Ξ)
op, F1) := Map
♭
N(Ξ)op((N(Ξ)
op)♯, (F1,E)),
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where E is the set of coCartesian edges of F1. Composing with the obvious inclusion
MapcoCartN(Ξ)op(N(Ξ)
op, F1) ⊆ MapN(Ξ)op(N(Ξ)
op, F1) and MapN(Ξ)op(N(Ξ)
op, α˜), we obtain a
map
α′ : D(XΞ,Λ)→ MapN(Ξ)op(N(Ξ)
op, F2).
We have the equivalence
MapcoCartN(Ξ)op(N(Ξ)
op, F2) ≃ lim←−
Ξop
D(X,Λ(ξ))
by [HTT, 3.3.3.2], and the following pullback diagram
D(XΞ,Λ)′a
α //

MapcoCartN(Ξ)op(N(Ξ)
op, F2)

D(XΞ,Λ) α
′
// MapN(Ξ)op(N(Ξ)
op, F2)
by the definition of adic complexes, where vertical arrows are inclusions. We also note
that α′ commutes with small colimits by [HTT, 5.1.2.2]. Thus, the goal is to show that
α is an equivalence.
To construct an inverse β of α, we use ∆/Ξ: the category of simplices of Ξ. Then all
n-cells of N(∆/Ξ) are degenerate for n ≥ 2. Define a functor
β ′ : N(∆op/Ξ)→ Fun(MapN(Ξ)op(N(Ξ)
op, F2),D(X
Ξ,Λ))
sending a typical subcategory ξ → (ξ → ξ′)← ξ′ of ∆/Ξ to
Leξ! ◦ ǫξ t≤ξ ◦ Leξ′! ◦ ǫξ′oo // Leξ′! ◦ ǫξ′ ,
where ǫξ : MapN(Ξ)op(N(Ξ)
op, F2) → D(X,Λ(ξ)) is the restriction functor to the
fiber at ξ. The functor Fun(α′,D(XΞ,Λ)) ◦ β ′ extends to a functor N(∆op/Ξ)
⊲ →
Fun(D(XΞ,Λ),D(XΞ,Λ)) carrying (ξ → (ξ → ξ′)← ξ′)⊳ to
Leξ! ◦ ǫξ ◦ α′
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
t≤ξ ◦ Leξ′! ◦ ǫξ′ ◦ α′oo //

Leξ′! ◦ ǫξ′ ◦ α′
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
id
which induces a natural transformation
(lim
−→
β ′) ◦ α′ ≃ lim
−→
(Fun(α′,D(XΞ,Λ)) ◦ β ′)→ id.
Now we put
β := lim
−→
β ′ |MapcoCartN(Ξ)op(N(Ξ)
op, F2).
It is easy to check that β takes values in D(XΞ,Λ)a.
We show that the induced natural transformation β ◦α→ id is an equivalence. Pick
up an object K of D(XΞ,Λ)′a. We need to show that the diagram
β⊲K : N(∆
op
/Ξ)
⊲ → D(XΞ,Λ),
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depicted as
Leξ!Kξ
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
t≤ξLeξ′!Kξ′oo //

Leξ′!Kξ′
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
K
is a colimit diagram. We only need to check this after applying e∗ξ0 for every ξ0 ∈ Ξ,
since e∗ξ0 commutes with colimits. The composite functor e
∗
ξ0
◦β⊲K has value (equivalent
to) Kξ0 (resp. 0) on the cone point, vertices {ξ} and (ξ → ξ
′) of ∆/Ξ for ξ ≥ ξ0 (resp.
otherwise), with all morphisms being either identities on Kξ0 or 0, or the zero morphism
0 → Kξ0 . It is clear that e
∗
ξ0
◦ β⊲K induces an equivalence lim−→(e
∗
ξ0
◦ β⊲K | N(∆
op
/Ξ)) ≃ Kξ0
in D(X,Λ(ξ0)).
For the other direction, that is, a natural equivalence α ◦ β → id, we note that the
functor FunN(Ξ)op(N(Ξ)op, F2), α′) ◦ β ′ also extends to a functor
N(∆op/Ξ)
⊲ → Fun(MapN(Ξ)op(N(Ξ)
op, F2),MapN(Ξ)op(N(Ξ)
op, F2))
carrying (ξ → (ξ → ξ′)← ξ′)⊳ to
α′ ◦ Leξ! ◦ ǫξ
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
α′ ◦ t≤ξ ◦ Leξ′! ◦ ǫξ′oo //

α′ ◦ Leξ′! ◦ ǫξ′
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
id
which induces a natural transformation
α′ ◦ (lim
−→
β ′) ≃ lim
−→
(FunN(Ξ)op(N(Ξ)
op, F2), α
′) ◦ β ′)→ id,
where the equivalence of two functors is due to the fact that α′ commutes with colimits.
Restricting to MapcoCartN(Ξ)op(N(Ξ)
op, F2), one obtains a natural transformation α ◦ β → id
which is an equivalence by an argument similar to the previous one. Therefore, α is
an equivalence and the proposition follows. 
Remark 1.3.7. By Theorem 1.3.6, in what follows, we will identify D(X, λ)′a with
D(X, λ)a. In particular, we will regard D(X, λ)a as a full subcategory of D(X, λ).
(1) By Proposition 1.3.4, the inclusion functor D(X, λ)a → D(X, λ) admits a right
adjoint, which we denote by RX : D(X, λ) → D(X, λ)a. It is a colocalization
functor [HTT, §5.2.7].
(2) Let f : Y → X be a morphism of ChpAr. The functor f ∗ : D(X, λ) → D(Y, λ)
preserves adic complexes, and the induced functor f ∗ : D(X, λ)a → D(Y, λ)a
coincides with f ∗a up to equivalence. The functor f∗a is equivalent to the
composition of the inclusion D(Y, λ)a → D(Y, λ), f∗ : D(Y, λ) → D(X, λ) and
the functor RX .
(3) Let f : Y → X be a locally of finite type morphism of ChpAr

, and suppose λ ∈
Rind-tor. The functor f! : D(Y, λ)→ D(X, λ) preserves adic complexes, and the
induced functor f! : D(Y, λ)a → D(X, λ)a coincides with f!a up to equivalence.
The functor f !a is equivalent to the composition of the inclusion D(X, λ)a →
D(X, λ), f ! : D(X, λ)→ D(Y, λ) and the functor RY .
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(4) The functor −⊗X − : D(X, λ)×D(X, λ)→ D(X, λ) preserves adic complexes,
and the induced functor − ⊗X − : D(X, λ)a ×D(X, λ)a → D(X, λ)a coincides
with −
a
⊗X − up to equivalence. The functor HomaX is equivalent to the com-
position of the inclusion D(X, λ)opa ×D(X, λ)a → D(X, λ)
op ×D(X, λ), HomX
and RX .
(5) Let π : λ′ → λ be a morphism of Rind. The functor π∗ : D(X, λ) → D(X, λ′)
preserves adic complexes, and the induced functor π∗ : D(X, λ)a → D(X, λ′)a
coincides with π∗a up to equivalence. The functor π∗a is equivalent to the
composition of the inclusion D(X, λ′)a → D(X, λ′), π∗ and RX .
(6) We have D≤n(X, λ)a = D≤n(X, λ) ∩D(X, λ)a for every n ∈ Z.
Remark 1.3.8 (P6). We have the following remarks concerning the above t-structure.
(1) The usual t-structure on D(X, λ)a is accessible. Moreover, the intersection⋂
nD
≤−n(X, λ) consists of zero objects3.
(2) The constant sheaf λX ∈ D(X, λ) is an adic complex and belongs to the heart
D♥(X, λ)a := D
≤0(X, λ)a ∩D
≥0(X, λ)a
by Remark 1.3.7 (6).
(3) The functor −〈d〉 : D(X, λ)→ D(X, λ) from [LZb, Input II] restricts to a func-
tor
−〈d〉 : D(X, λ)a → D(X, λ)a
for every integer d.
(4) The functors f ∗a, −
a
⊗X −, π∗a are all left t-exact (that is, preserve D≤n). The
functors f∗a, HomaX , π∗a are all right t-exact (that is, preserve D
≥n).
(5) It follows from [LZb, 6.2.15] that f!a[2d] is left t-exact, hence f !a[−2d] is right
t-exact.
Theorem 1.3.9 ((P7) Poincaré duality). Let f : Y → X be a morphism of ChpAr

that
is flat and locally of finite presentation. Let λ be an object of Rind-tor. Then
(1) There is a functorial (in the sense of [LZb, 4.1.6]) trace map
Trf : τ
≥0
a f!aλY 〈d〉 → λX
in the heart D♥(X, λ)a for every integer d ≥ dim
+(f).
(2) If f is moreover smooth, the induced natural transformation
uf : f!a ◦ f
∗a〈dim f〉 → idX
is a counit transformation, so that the induced map
f ∗a〈dim f〉 → f !a : D(X, λ)a → D(Y, λ)a
is a natural equivalence of functors.
3This is call weakly left complete in Definition 3.2.1. Unlike the non-adic case, we do not know in
general whether D(X,λ)a is right complete or even weakly right complete.
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Proof. For (1), we note that f!aλY 〈d〉 = f!λY 〈d〉 ∈ D≤0(X, λ) by part (1) of (P7) in
[LZb, §4.1]. Thus, by definition, f!aλY 〈d〉 ∈ D≤0(X, λ)a. Note that we have a trace
map f!λY → λX in the non-adic case. Applying τ≥0 (for the adic one), we obtain the
desired trace map
Trf : τ
≥0
a f!aλY 〈d〉 = τ
≥0
a f!λY 〈d〉 → τ
≥0
a λX = λX
which is a map in D♥(X, λ)a. The functoriality is automatic.
For (2), by the Poincaré duality f ∗〈dim f〉 ≃ f ! in the non-adic case, f ! preserves
adic complexes hence f !a = f ! | D(X, λ)a. Then it follows from the corresponding
argument in the non-adic case. 
The following theorem, which contains some other properties of enhanced adic op-
erations, holds with the same proof in the non-adic case.
Theorem 1.3.10. We have
(1) The Künneth Formula [LZb, 6.2.1] holds in the adic case.
(2) The Base Change [LZb, 6.2.2] holds in the adic case.
(3) The Projection Formula [LZb, 6.2.3] holds in the adic case.
(4) [LZb, 6.2.4, 6.2.5, 6.2.8, 6.2.11, 6.2.13, 6.2.14, 6.2.15] hold in the adic case.
1.4. Adic dualizing complexes. In this section, we construct adic dualizing com-
plexes and study the biduality properties in the adic case.
Let X be an object of ChpAr, and λ = (Ξ,Λ) an object of Rind. Let Ω be an object of
D(X, λ) (resp. D(X, λ)a). By adjunction of the pair of functors −⊗K := −⊗X K and
Hom(K,−) := HomX(K,−) (resp. −
a
⊗K := −
a
⊗XK andHoma(K,−) := HomaX(K,−)),
we have a natural transformation
δΩ : id→ hHom(hHom(−,Ω),Ω)(1.13)
resp. δaΩ : id→ hHom
a(hHoma(−,Ω),Ω)(1.14)
between endofunctors of hD(X, λ) (resp. hD(X, λ)a), which is called the biduality trans-
formation4.
In the remaining of this section, we fix a -coprime base scheme S that is a disjoint
union of excellent schemes5, endowed with a global dimension function. Let Rind-dual
be the full subcategory of Rind-tor spanned by ringed diagrams Λ: Ξop → Ring such
that Λ(ξ) is a (-torsion) Gorenstein ring of dimension 0 for every object ξ of Ξ.
Definition 1.4.1 (Potential dualizing complex). Let λ = (Ξ,Λ) be an object of
Rind-dual. For an object f : X → S of Chp
Ar
lft/S with X in Sch
qc.sep, we say that an
object Ω ∈ D(X, λ) is a pinned/potential dualizing complex (on X) if
(1) Ω is an adic complex, and
4In fact, δΩ can be enhanced to a natural transformation δ˜Ω : id → Hom(Hom(−,Ω),Ω) between
endofunctors of D(X,λ), that is, hδ˜Ω = δΩ; and similar for the adic case. We omit the details here
since we do not need such enhancement in what follows.
5A scheme is excellent if it is quasi-compact and admits a Zariski open cover by spectra of excellent
rings [EGAIV, 7.8.2].
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(2) for every object ξ of Ξ, Ωξ = e∗ξΩ ∈ D(X,Λ(ξ)) is a pinned/potential dualizing
complex.
For a general object f : X → S of ChpArlft/S, we say that an object Ω ∈ D(X, λ) is a
pinned/potential dualizing complex if for every atlas u : X0 → X with X0 in Sch
qc.sep,
u!Ω is a pinned/potential dualizing complex on X0.
Proposition 1.4.2. Let f : X → S be an object of ChpArlft/S and λ an object of
Rind-dual. The full subcategory of D(X, λ) spanned by all pinned/potential dualiz-
ing complexes is equivalent to the nerve of an ordinary category consisting of only one
object Ω with
Hom(Ω,Ω) =

lim
←−
ξ∈Ξ
Λ(ξ)


π0(X)
.
Moreover, pinned/potential dualizing complexes are constructible and compatible under
extension of scalars.
In the proof, we will use the following observation which is essentially [HTT,
A.3.2.27]. Let C : K⊳ → Cat∞ be a functor that is a limit diagram. Let X, Y be
two objects in the limit ∞-category C−∞ and write Xk, Yk the natural images in Ck
for every vertex k of K. Then MapC−∞(X, Y ) is naturally the homotopy limit (in the
∞-category H of spaces) of a diagram K → H sending k to MapCk(Xk, Yk).
Proof. We first consider the case where Ξ = ∗ is a singleton.
In this case, if X is in Schqc.sep, then the proposition is proved in [TGxviiia] (see
[LZb, 6.5.3]). We also note that if ΩS is a pinned dualizing complex on S, then f !ΩS
is a pinned dualizing complex on X. We prove by induction on k that for an object
f : X → S of ChpArlft/S with X in Chp
k-Ar,
(1) For any two pinned dualizing complexes Ω and Ω′, MapD(X,Λ)(Ω,Ω
′) is discrete6;
(2) There is a unique distinguished equivalence o : Ω→ Ω′ such that for every atlas
u : X0 → X with X0 in Sch
qc.sep, u!o is the one preserving pinning.
It is clear that once the equivalence o in (2) exists, it is compatible under f ! for every
smooth morphism f . Choose an atlas u : Y → X (with Y in Chp(k−1)-Ar). Since u is of
universal
ChpAr

EO!-descent, both (1) and (2) follow from the induction hypothesis, the
above observation, and the fact that limit of k-truncated spaces is k-truncated (which
follows from [HTT, 5.5.6.5]).
Then we show that MapD(X,Λ)(Ω,Ω) ≃ π0MapD(X,Λ)(Ω,Ω) is isomorphic to Λ
π0(X).
Without loss of generality, we assume that X is connected. Choose an atlas u =
6More precisely, it means that Map
D(X,Λ)(Ω,Ω
′) is equivalent to a discrete set in H.
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∐
I ui :
∐
I Yi → X with Yi in Sch
qc.sep that is connected. We have the following com-
mutative diagram
Λ α // π0MapD(X,Λ)(Ω,Ω)
β

Λ //
⊕
I π0MapD(Yi,Λ)(u
!
iΩ, u
!
iΩ).
Since u! is conservative, we know that β is injective. Since Λ→ π0MapD(Yi,Λ)(u
!
iΩ, u
!
iΩ)
is an isomorphism for every i ∈ I, we know that α is injective. If we write elements
of
⊕
I π0MapD(Yi,Λ)(u
!
iΩ, u
!
iΩ) in the coordinate form (. . . , λi, . . . ) with respect to the
basis consisting of distinguished equivalences, then the image of u! must belong to the
diagonal since X is connected. Therefore, α is an isomorphism. The fact that pinned
dualizing complexes are constructible and compatible under extension of scalars follows
from the case of schemes.
We then consider the case of general coefficient λ = (Ξ,Λ). We start by constructing
a pinned dualizing complex ΩS,λ on the base scheme S. Recall that∆/Ξ is the category
of simplices of Ξ, whose n-simplices are degenerate for n ≥ 2. For every object ξ of
Ξ, denote by ΩS,ξ the pinned dualizing complex in D(S,Λ(ξ)). Recall the functors
eξ! (1.11) and t≤ξ (1.12). Define a functor δ : N(∆/Ξ) → D(S, λ) sending a typical
subcategory ξ ← (ξ → ξ′)→ ξ′ of ∆/Ξ to
Leξ!ΩS,ξ Leξ!(ΩS,ξ′
L
⊗Λ(ξ′) Λ(ξ)) ≃ t≤ξLeξ′!ΩS,ξ′oo // Leξ′!ΩS,ξ′
in which the left arrow is given by the distinguished equivalence ΩS,ξ′
L
⊗Λ(ξ′)Λ(ξ)
∼
−→ ΩS,ξ.
It is easy to see that ΩS,λ := lim←− δ, viewed as an element in D(S, λ), satisfies the two
requirements in Definition 1.4.1, hence is a pinned dualizing complex. For an object
f : X → S of ChpArlft/S, put Ωf,λ = f
!ΩS,λ. Then it is a pinned dualizing complex on X.
The rest of the proposition follows from the fact that Ωf,λ is adic, Theorem 1.3.6, the
observation before the proof, and the same assertion when Ξ is a singleton. 
Definition 1.4.3. We introduce the following dualizing functors:
D = DX := HomX(−,ΩX,λ) : D(X, λ)
op → D(X, λ),
Da = DaX := Hom
a
X(−,ΩX,λ) : D(X, λ)
op
a → D(X, λ)a.
Put D = hD and Da = hDa.
Proposition 1.4.4. Let (X, λ) be an object of ChpAr×N(Rind). Let K ∈ D(X, λ)a be
an object such that δΩX,Λ(ξ)(e
∗
ξK) is an equivalence for every object ξ of Ξ, where δ is
the biduality transformation (1.13). Then δaΩX,λ(K) is an equivalence as well, where δ
a
is the biduality transformation (1.14).
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Proof. We need to show that the natural morphism K → DaDaK is an isomorphism (in
the homotopy category hD(X, λ)a). By definition, we have
DaDaK = hHoma(K, hHoma(K,ΩX,λ))
≃ hRXhHom(K, hRXhHom(K,ΩX,λ))
≃ hRXhHom(K, hHom(K,ΩX,λ)).
It suffices to show that the map δΩX,λ(K) : K → hHom(K, hHom(K,ΩX,λ)) is an equiv-
alence. In fact, since K is adic, we have
e∗ξhHom(K, hHom(K,ΩX,λ)) ≃ hHom(e
∗
ξK, hHom(e
∗
ξK, e
∗
ξΩX,λ))
≃ hHom(e∗ξK, hHom(e
∗
ξK,ΩX,Λ(ξ)))
for every object ξ ∈ Ξ by Lemma 1.4.5 below, which is equivalent to e∗ξK by the
assumption. 
Lemma 1.4.5. Let λ = (Ξ,Λ) be an object of Rind, ξ an object of Ξ, and K an object
of D(X, λ)a. Then the following diagram
D(X, λ)
e∗ξ

D(X, λ)
e∗ξ

−⊗XKoo
D(X,Λ(ξ)) D(X,Λ(ξ))
−⊗Xe
∗
ξ
K
oo
is right adjointable and its transpose is left adjointable. In other words, the natural
maps eξ!(L ⊗X e∗ξK) → (eξ!L)⊗X K and e
∗
ξHomX(K, L
′) → Hom(e∗ξK, e
∗
ξL
′) are equiva-
lences for objects L of D(X,Λ(ξ)) and L′ of D(X, λ).
Proof. By [LZb, 6.2.7], we may assume that ξ is the final object of Ξ. In this case, e∗ξ
can be identified with π∗, where π : (Ξ,Λ) → ({ξ},Λ(ξ)) is the projection. Since K is
adic, the morphism π∗e∗ξK → K is an equivalence. A left adjoint of the transpose of
the above diagram is then given by the diagram
D(X, λ)
−⊗XK

D(X,Λ(ξ))π
∗
oo
−⊗Xe
∗
ξ
K

D(X, λ) D(X,Λ(ξ)).π
∗
oo
The lemma follows by adjunction. 
2. The m-adic formalism and constructibility
In this chapter, we make a finer study of the adic formalism for a special kind of
ringed diagrams, which we call the m-adic formalism. It includes the most common
application, namely, the ℓ-adic one. We start in §2.1 by introducing such m-adic formal-
ism. In §2.2, we introduce the finiteness condition under which the m-adic formalism
behaves in a very nice way. In §2.3, we study the constructible adic complexes and
their behaviour under the six operations. The last section §2.4 is dedicated to proving
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the compatibility between our theory and Laszlo–Olsson [LO08b, LO09] under their
restrictions.
2.1. The m-adic formalism.
Definition 2.1.1. Define a category PRing as follows. The objects are pairs (Λ,m),
where Λ is a (small) ring and m ⊆ Λ is a principal ideal, such that
• m is generated by an element that is not a zero divisor;
• the natural homomorphism Λ → lim
←−n
Λn is an isomorphism, where Λn =
Λ/mn+1 (n ∈ N).
A morphism from (Λ′,m′) to (Λ,m) is a ring homomorphism φ : Λ → Λ′ satisfying
φ(m) ⊆ m′. We denote by PRingtor (resp. PRing-tor) the full subcategory of PRing
spanned by (Λ,m) such that (N,Λ•) belongs to Rindtor (resp. Rind-tor).
We have a natural functor PRing → Fun([1],Rind) sending (Λ,m) to (N,Λ•)
π
−→
(∗,Λ). In what follows, we simply write Λ• for the ringed diagram (N,Λ•).
Let (Λ,m) be an object of PRing. Let X ∈ ChpAr be a higher Artin stack. We have
a pair of adjoint functors
Lπ∗ : D(X,Λ)→ D(X,Λ•), Rπ∗ : D(X,Λ•)→ D(X,Λ).
Note that our notation here is different from those in [LZb] as we add L and R for
the “derived” functors, since later we will consider (π∗, π∗) on the level of Abelian
categories. As π is perfect in the sense of [LZb, 2.2.8], the functor Lπ∗ admits a left
adjoint [LZb, 6.2.6] and in particular preserves small limits.
Definition 2.1.2 (Normalized complex). A complex K ∈ D(X,Λ•) is said normalized
if the cofiber7 [HA, 1.1.1.6] of the adjunction map Lπ∗Rπ∗K → K is 0. We denote by
D(X,Λ•)n the full subcategory of D(X,Λ•) spanned by normalized complexes.
The subcategory D(X,Λ•)n ⊆ D(X,Λ•) is a stable subcategory stable under small
limits. Note that D(X,Λ) = D(X,Λ)a, so that the image of Lπ∗ is contained in
D(X,Λ•)a. In particular, we have D(X,Λ•)n ⊆ D(X,Λ•)a. For the other direction, we
have the following result. We define D(X,Λ•)(+)a = D(X,Λ•)a ∩D
(+)(X,Λ•)8.
Lemma 2.1.3. We have D(X,Λ•)(+)a ⊆ D(X,Λ•)n.
Proof. The proof is similar to [Zhe15, 4.13]. 
As the operations ⊗, f ∗, f! preserve adic complexes, they preserve normalized com-
plexes inD(+)(−,Λ•). Next we examine effects ofHom, f∗, f ! on normalized complexes,
which imply that the restrictions of Homa, f∗a, f !a to D(−,Λ•)(+)a coincide with Hom,
f∗, f !, respectively.
7The underlying object in the ordinary triangulated category is a cone [HA, 1.1.2.11].
8We deliberately not denote this intersection by D(+)(X,Λ•)a as D(X,Λ•)a carries a usual t-
structure itself, and we do not know whether D(+)(X,Λ•)a = D(X,Λ•)
(+)
a always holds. However,
see Remark 2.2.4.
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Proposition 2.1.4. Let X be a higher Artin (resp. higher Deligne–Mumford) stack
and let (Λ,m) be an object of PRing
-tor (resp. PRing). For K, L ∈ D(X,Λ•)n, and
more generally for K, L in the essential image of Lπ∗, the complex HomX(K, L) is adic.
In particular, up to equivalence, HomX restricts to the functor
HomaX : (D(X,Λ•)
(+)
a )
op ×D(X,Λ•)
(+)
a → D(X,Λ•)a.
Proof. By the Poincaré duality, we may reduce to the case of schemes. Then it is
essentially proved in [Zhe15, 4.18]. 
Proposition 2.1.5. Let f : Y → X be a morphism of higher Artin stacks and let
(Λ,m) be an object of PRing. Then f∗ : D(Y,Λ•) → D(X,Λ•) preserves normalized
complexes. In particular, up to equivalence, f∗ restricts to the functor
f∗a : D(Y,Λ•)
(+)
a → D(X,Λ•)
(+)
a .
Proof. This follows from the fact that f∗ commutes with Lπ∗ [LZb, 6.2.6]. 
Proposition 2.1.6. Let f : Y → X be a morphism locally of finite type in ChpAr

and let (Λ,m) be an object of PRing
-tor. Then f
! : D(X,Λ•) → D(Y,Λ•) preserves
normalized complexes. In particular, up to equivalence, f ! restricts to the functor
f !a : D(X,Λ•)
(+)
a → D(X,Λ•)
(+)
a .
Proof. By the Poincaré duality applied to atlases, we can reduce the proposition to the
case of a closed immersion of schemes, which follows from the fact that f ! commutes
with Lπ∗ [LZb, 6.2.7]. 
The truncation functors τ≤n, τ≥n do not preserve normalized complexes in general.
In the rest of this section, we study the effects of the truncation functors on normalized
complexes.
Let A be an Abelian category. An object M• in Fun(Nop,A) is called essentially null
if for each n ∈ N, there is an element r ∈ N such thatMr+n →Mn is the zero morphism.
If A admits sequential limits, then we have a left exact functor lim
←−
: Fun(Nop,A)→ A.
Given a topos X, we have a pair of adjoint functors
π∗ : Mod(X,Λ)→ Mod(XN,Λ•), π∗ : Mod(X
N,Λ•)→ Mod(X,Λ)
induced by the morphism π : (N,Λ•)→ (∗,Λ). Then we have
π∗ = lim←−◦ν,
where ν : Mod(XN,Λ•)→ Fun(Nop,Mod(X,Λ)) is the obvious forgetful functor, which
is exact.
Lemma 2.1.7. Let F• be a module in Mod(XN,Λ•) such that νF• is essentially null.
Then Rnπ∗F• = 0 for all n ≥ 0.
Proof. Note that Rnπ∗F• is the sheaf associated to the presheaf (U 7→ Hn(UN, F•)),
where U runs over objects of X. Let a : (UN,Λ•)→ (∗N,Λ•) be the morphism of ringed
topoi. Since Rqa∗F• is essentially null for all q, we have RΓ(UN, F•) ≃ R lim←−Ra∗F• =
0. 
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Suppose that X is a higher Artin stack and let (Λ,m) be an object of PRing. Let
D0(X,Λ•) be the full subcategory of D(X,Λ•) spanned by complexes whose cohomol-
ogy sheaves are all essentially null. Put D(+)0 (X,Λ•) = D
(+)(X,Λ•)∩D0(X,Λ•). Both
are stable subcategories.
Lemma 2.1.8. For K ∈ D
(+)
0 (X,Λ•), we have Rπ∗K = 0.
Proof. Let f0 : X0 → X be a smooth atlas and let X• be a Čech nerve of f0. Then we
have K ≃ lim
←−
fn∗f
∗
nK by [LZb, 6.2.13 (1)], where fn : Xn → X is the induced morphism.
Therefore, we have
Rπ∗K ≃ lim←−Rπ∗fn∗f
∗
nK ≃ lim←− fn∗Rπ∗f
∗
nK.
Thus it suffices to show the lemma for each Xn. By induction, we may assume X ∈
Schqc.sep and K ∈ D+(X,Λ•) ∩ D0(X,Λ•). Then the statement follows from Lemma
2.1.7. 
Definition 2.1.9. A complex K ∈ D(X,Λ•) is called essentially normalized if the
cofiber of the adjunction map Lπ∗Rπ∗K → K is in D
(+)
0 (X,Λ•). We denote by
D(X,Λ•)en the full subcategory of D(X,Λ•) spanned by essentially normalized com-
plexes, which is a stable subcategory.
Lemma 2.1.10. The image of the functor Lπ∗ ◦ Rπ∗ | D(X,Λ•)en is contained in
D(X,Λ•)n. Moreover, the induced functor
Lπ∗ ◦ Rπ∗ : D(X,Λ•)en → D(X,Λ•)n
is right adjoint to the obvious inclusion D(X,Λ•)n ⊆ D(X,Λ•)en.
Proof. For the fist assertion, we need to show that Lπ∗Rπ∗Lπ∗Rπ∗K → Lπ∗Rπ∗K is
an equivalence for K ∈ D(X,Λ•)en. By definition, the cofiber of Lπ∗Rπ∗K → K is
contained in D(+)0 (X,Λ•). The assertion then follows from Lemma 2.1.8.
For the second assertion, we need to show that the natural transformation Lπ∗ ◦
Rπ∗ → id induces a homotopy equivalence (that is, an equivalence in H)
MapD(X,Λ•)n(K,Lπ
∗Rπ∗L)→ MapD(X,Λ•)en(K, L),
for every object K (resp. L) of D(X,Λ•)n (resp. D(X,Λ•)en). By definition, the cofiber
L′ of Lπ∗Rπ∗L → L is in D
(+)
0 (X,Λ•), and K is equivalent to Lπ
∗Rπ∗K. Therefore, the
assertion follows from the fact that
MapD(X,Λ•)en(Lπ
∗Rπ∗K, L
′) ≃ MapD(X,Λ)(Rπ∗K,Rπ∗L
′) ≃ {∗}.
Here in the second equivalence, we have used the fact Rπ∗L′ = 0, which follows from
Lemma 2.1.8. 
Lemma 2.1.11. For K ∈ D(X,Λ•)a ∩ D(−)(X,Λ•) and L ∈ D
(+)
0 (X,Λ•), we have
HomX(K, L) ∈ D
(+)
0 (X,Λ•) and Hom(K, L) = 0.
Proof. The proof is similar to [Zhe15, 4.19]. 
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Lemma 2.1.12. For every K ∈ D(X,Λ•)n and n ∈ Z, we have τ≥nK ∈ D(X,Λ•)en.
Moreover, the fiber of the adjunction map Lπ∗Rπ∗τ≥nK → τ≥nK is concentrated in
degree n− 1 and belongs to D0(X,Λ•).
Proof. This is essentially proved in [Zhe15, 4.14]. Let us recall the arguments. We
know that the fiber of the map Lπ∗τ≥nRπ∗K → τ≥nLπ∗Rπ∗K is concentrated in degree
n− 1 and belongs to D0(X,Λ•). Note that we have Lπ∗Rπ∗K ≃ K as K ∈ D(X,Λ•)n.
So the fiber of the map a : Lπ∗τ≥nRπ∗K → τ≥nK is concentrated in degree n − 1 and
belongs to D0(X,Λ•).
Consider the diagram
Lπ∗Rπ∗Lπ∗τ≥nRπ∗K
Lπ∗Rπ∗a

b // Lπ∗τ≥nRπ∗K
a

Lπ∗Rπ∗τ≥nK
c // τ≥nK.
By Lemma 2.1.7, Lπ∗Rπ∗a is an equivalence. By Proposition 2.1.3, b is an equivalence.
Therefore, the fiber of c is equivalent to the fiber of a. 
Proposition 2.1.13. Let Mod(X,Λ•)en be the full subcategory of D(X,Λ•)en spanned
by complexes that are concentrated at degree 0. For n ∈ Z, put
D≤n(X,Λ•)en = D
≤n(X,Λ•)∩D(X,Λ•)en, D
≥n(X,Λ•)en = D
≥n(X,Λ•)∩D(X,Λ•)en.
Then
(1) (D≤0(X,Λ•)en,D≥0(X,Λ•)en) defines a t-structure on D(X,Λ•)en whose heart
is Mod(X,Λ•)en; and
(2) Mod(X,Λ•)en is (equivalent to the nerve of) a full subcategory of Mod(X,Λ•),
closed under kernels, cokernels and extensions.
Proof. For (1), we only need to show that τ≤0 and τ≥0 preserve the full subcategory
D(X,Λ•)en. Since D(X,Λ•)en is a stable full subcategory, we only need to prove this for
τ≥0, that is, the cofiber of the adjunction map Lπ∗Rπ∗τ≥0K → τ≥0K is in D
(+)
0 (X,Λ•)
for every object K of D(X,Λ•)en. Consider the diagram
Lπ∗Rπ∗τ≥0Lπ∗Rπ∗K
b //
Lπ∗Rπ∗a

τ≥0Lπ∗Rπ∗K
a

Lπ∗Rπ∗τ≥0K
c // τ≥0K.
By definition, the cofiber of Lπ∗Rπ∗K → K is in D
(+)
0 (X,Λ•), so that the cofiber of a is
in D(+)0 (X,Λ•). It follows that Lπ
∗Rπ∗a is an equivalence, by Lemma 2.1.8. By Lemma
2.1.10, we have Lπ∗Rπ∗K ∈ D(X,Λ•)n. Thus, by Lemma 2.1.12, the cofiber of b is in
D
(+)
0 (X,Λ•). Therefore, by the octahedral axiom, the cofiber of c is in D
(+)
0 (X,Λ•) as
well.
For (2), it follows from (1). 
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Corollary 2.1.14. The essential image of
Lπ∗ ◦ Rπ∗ |D
≥n(X,Λ•)en : D
≥n(X,Λ•)en → D(X,Λ•)n
is right perpendicular to the full subcategory D(X,Λ•)n ∩D<n(X,Λ•) of D(X,Λ•)n.
2.2. Finiteness conditions. Let X ∈ ChpAr be a higher Artin stack and (Λ,m) an
object of PRing. Recall that we have the full subcategory
D(X,Λ•)n ⊆ D(X,Λ•)a.
Definition 2.2.1. The pair (X, (Λ,m)) is said admissible if D(X,Λ•)a ⊆ D(X,Λ•)n
(so that D(X,Λ•)a = D(X,Λ•)n), that is, for every K ∈ D(X,Λ•)a, the adjunction
map Lπ∗Rπ∗K → K is an equivalence.
Proposition 2.2.2. Let (X, (Λ,m)) be an admissible pair. Then we have
(1) RX |D(X,Λ•)en ≃ Lπ∗ ◦Rπ∗, where RX is the colocalization functor in Remark
1.3.7 (1); and
(2) D≥n(X,Λ•)a is the essential image of Lπ∗ ◦ Rπ∗ |D≥n(X,Λ•)en.
Proof. Part (1) follows from Lemma 2.1.10.
For (2), we denote by D′ the essential image of Lπ∗ ◦ Rπ∗ | D≥n(X,Λ•)en. Then
D′ ⊆ D≥n(X,Λ•)a by Corollary 2.1.14. Now we take K ∈ D≥n(X,Λ•)a. As (X, (Λ,m))
is an admissible pair, K is in D(X,Λ•)n, that is, Lπ∗Rπ∗K ≃ K. Since Lπ∗ : D(X,Λ)→
D(X,Λ•)a is left t-exact, we know that Rπ∗ | D(X,Λ•)a : D(X,Λ•)a → D(X,Λ) is
right t-exact. Thus K ≃ Lπ∗Rπ∗K ≃ Lπ∗τ≥nRπ∗K. As the fiber of Lπ∗τ≥nRπ∗K →
τ≥nLπ∗Rπ∗K is concentrated in degree n− 1 and belongs to D0(X,Λ•), so is the fiber
of K → τ≥nK. Therefore, we have K ≃ Lπ∗Rπ∗K ≃ Lπ∗Rπ∗τ≥nK by Lemma 2.1.8. In
other words, we have K ∈ D′. 
Remark 2.2.3. Let Mod(X,Λ•)′en be the full subcategory of Mod(X,Λ•)en (introduced
in Proposition 2.1.13) spanned by complexes K such that HiLπ∗Rπ∗K = 0 for i > 0,
which is an exact category. Let Mod(X,Λ•)0 be the full subcategory of Mod(X,Λ•)en
spanned by essentially null modules, which is closed under sub-objects, quotients and
extensions. If (X, (Λ,m)) is an admissible pair, then the projection functor
D♥(X,Λ•)a → Mod(X,Λ•)
′
en/Mod(X,Λ•)0
from the heart ofD(X,Λ•)a with respect to the usual t-structure to the full subcategory
of Mod(X,Λ•)en/Mod(X,Λ•)0 spanned by the image of Mod(X,Λ•)′en is an equivalence
of categories. In fact, the functor Lπ∗ ◦Rπ∗ |Mod(X,Λ•)′en induces a quasi-inverse.
Remark 2.2.4. Let (X, (Λ,m)) be an admissible pair. Proposition 2.2.2 implies that
D(+)(X,Λ•)a = D(X,Λ•)(+)a .
Proposition 2.2.5. Let f : Y → X be a morphism of higher Artin stacks. Let (Λ,m)
be an object of PRing such that (X, (Λ,m)) is admissible. Then the functor
f ∗a : D(X,Λ•)a → D(Y,Λ•)a
is t-exact with respect to the usual t-structures.
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Proof. By Remark 1.3.8 (4), we only need to show the right t-exactness of f ∗a. Take
K ∈ D≥n(X,Λ•)a and L ∈ D≤n−1(Y,Λ•)a. Consider the fiber sequence
τ≤n−1K → K → τ≥nK
in D(X,Λ•). It induces a fiber sequence
f ∗τ≤n−1K → f ∗K = f ∗aK → f ∗τ≥nK
in D(Y,Λ•). As (X, (Λ,m)) is admissible, K belongs to D(X,Λ•)n. By Lemma 2.1.12,
we have τ≤n−1K ∈ D(X,Λ•)en. As 0 = τ≤n−1a K ≃ RXτ
≤n−1K, which is isomorphic to
Lπ∗Rπ∗τ≤n−1K by Proposition 2.2.2, we know that τ≤n−1K ∈ D
(+)
0 (X,Λ•) by Lemma
2.1.12. Thus we have f ∗τ≤n−1K ∈ D(+)0 (Y,Λ•), and Hom(L, f
∗τ≤n−1K) = 0 by Lemma
2.1.11. It follows that Hom(L, f ∗aK) = 0. Therefore, f ∗aK ∈ D≥n(Y,Λ•)a. The propo-
sition is proved. 
Let f : Y → X be a smooth surjective morphism in ChpAr

(resp. ChpDM), and
(Λ,m) an object of PRing
-tor (resp. PRing). By the Poincaré duality, if (Y, (Λ,m)) is
admissible, then (X, (Λ,m)) is locally admissible. This applies in particular to the case
where Y is an algebraic space. In this case, admissibility is related to the following
finiteness condition on cohomological dimension.
Definition 2.2.6. Let X be a higher Artin (resp. higher Deligne–Mumford) stack and
R a ring. We say that X is locally R-bounded, if there exists an atlas (resp. étale atlas)∐
i∈I Xi → X with Xi algebraic spaces such that for every i ∈ I, and every scheme U
étale and of finite presentation over Xi, we have
cdR(U) := max{n |H
n(U, F ) 6= 0 for some F ∈ Mod(U,R)} <∞.
Proposition 2.2.7. Let X be an algebraic space and (Λ,m) an object of PRing. Con-
sider the following conditions:
(1) The pair (X, (Λ,m)) is admissible.
(2) For every K ∈ D(X,Λ•)a, we have
Rπ∗(F•
L
⊗Λ• K) = 0,
where F• ∈ Mod(XNe´t,Λ•) ≃ D
♥(X,Λ•) is the module
· · ·
0
−→ Λ/m 0−→ · · · 0−→ Λ/m.
(3) We have Rπ∗K = 0 for every K ∈ D0(X,Λ•).
(4) There exists an étale cover
∐
i∈I Xi → X by algebraic spaces such that, for every
i ∈ I, the cohomological dimension of π∗ : Mod(XNi,e´t,Λ•) → Mod(Xi,e´t,Λ) is
finite.
(5) The algebraic space X is locally (Λ/m)-bounded.
We have (5)⇒ (4)⇒ (3)⇒ (2)⇔ (1).
Proof. (5) ⇒ (4): By the étale base change, we can assume cdΛ/m(U) = N < ∞ for
every scheme U étale and of finite type over X. Since for n ∈ N, every Λn = Λ/mn+1-
module is a successive extension of Λ/m-modules, we have cdΛn(U) = N . For a sheaf
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F• ∈ Mod(XNe´t,Λ•), R
iπ∗F• is the sheaf associated to the presheaf U 7→ Hi(UNe´t, F•).
Thus, from the exact sequence
0 // R1 lim
←−n
Hi−1(Ue´t, Fn) // Hi(UNe´t, F•) // lim←−nH
i(Ue´t, Fn) // 0,
we know that Riπ∗F• = 0 for i > N + 1.
(4) ⇒ (3): We can assume X quasi-compact. Then this follows from Lemma 2.1.8
and the following standard observation: If f : B → A is a left exact additive functor
of Grothendieck Abelian categories such that Rif = 0 for i > d for some integer
d ≥ 0, then Rf sends D≤n(B) to D≤n+d(A). In fact, let X be an element of D≤n(B).
By [KS06, 14.3.4], we can compute RfX by fY , where Y is an arbitrary resolution
of X with f -acyclic components. We can take Y to be the image of τ≤n+d+1 of a
homotopically injective resolution with injective components (fibrant replacement) of
X. Then Y is a complex concentrated in degree ≤ n+d+1. This shows that Rf sends
D≤n(B) to D≤n+d+1(A). It follows that Rf sends D≤n(B) to D≤n+d(A) by truncation.
(3)⇒ (2): In fact, for every K ∈ D(X,Λ•), we have F•
L
⊗Λ• K ∈ D0(X,Λ•).
(2)⇔ (1): For K ∈ D(X,Λ•)a, we need to show that Rπ∗(F•
L
⊗Λ• K) = 0 if and only
if the adjunction map Lπ∗Rπ∗K → K is an equivalence. Since
∏
n∈N e
∗
n is conservative,
the latter is equivalent to the condition that the morphism
ǫ : Λn
L
⊗Λ Rπ∗K → Kn := e
∗
nK
is an isomorphism in D(X,Λn) for every n ∈ N. The morphism ǫ can be decomposed
as
Λn
L
⊗Λ Rπ∗K
α
−→ Rπ∗(Lπ
∗Λn
L
⊗Λ• K)
β
−→ Rπ∗(π
∗Λn
L
⊗Λ• K)
γ
−→ R(π≥n)∗(π
∗
≥nΛn
L
⊗Λ•,≥n K≥n)
δ
−→ R(π≥n)∗(en∗Kn) ≃ Kn,
where π≥n : (N≥n,Λ•,≥n) → (∗,Λ) and en : ({n},Λ) → (N≥n,Λ•,≥n) are obvious mor-
phisms. Here, N≥n ⊆ N is the full subcategory spanned by integers ≥ n. We show that
α, γ and δ are all isomorphisms.
By assumption, m is generated by an element λ that is not a zero divisor. Thus we
have a finite free resolution [Λ ×λ
n+1
−−−−→ Λ] of Λn as a Λ-module. Therefore, Lπ∗Λn is
represented by the complex of Λ•-modules [Λ•
×λn+1
−−−−→ Λ•] (in degrees −1 and 0). This
implies that Lπ∗Λn
L
⊗Λ• K is represented by the mapping cone of K
×λn+1
−−−−→ K, which is
a fibrant object. Then Λn
L
⊗Λ Rπ∗K and Rπ∗(Lπ∗Λn
L
⊗Λ• K) are both represented by
π∗K
′ ×λ
n+1
−−−−→ π∗K
′, where K′ is a fibrant replacement of K, and α is represented by the
identity. Thus, α is an isomorphism.
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For γ, consider the diagram
(N≥n,Λ•,≥n)
j //

(N,Λ•)

(N≥n, λ≥n)
j′ //
π′
≥n ''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
(N, λ)
π′

Λ,
where λ is the constant ring with value Λ. By the cofinality of N≥n in N, the natural
transformation π′∗ → (π
′
≥n)∗ ◦ j
′∗ is an isomorphism. Since j′∗ admits an exact left
adjoint, it follows that Rπ′∗ → R(π
′
≥n)∗ ◦ j
′∗ is an isomorphism. Thus the natural
transformation Rπ∗ → Rπ≥n ◦ j∗ is an isomorphism. Therefore, γ is an isomorphism.
The morphism δ is induced by the morphism
π∗≥nΛn
L
⊗Λ•,≥n K≥n → en∗e
∗
n(π
∗
≥nΛn
L
⊗Λ•,≥n K≥n) ≃ en∗Kn
which is an isomorphism since K is adic.
As summary, ǫ is an isomorphism if and only if β is. By the above resolution of
Λ, the cone of Lπ∗Λn → Λn is Gn• [−2], where G
n
m := Λ/m
min(m,n)+1 and the transition
maps are multiplication by λ, so that G0• = F•. Thus, if β is an isomorphism for n = 0,
then Rπ∗(F•
L
⊗Λ• K) = 0. For n ≥ 1, G
n
• is an extension of F• by G
n−1
•+1 . Thus, if
Rπ∗(F•
L
⊗Λ• K) = 0, then, by the above reason, β is an isomorphism for all n ∈ N. 
2.3. Constructible adic complexes. In this section, we fix an object (Λ,m) of PRing
such that Λ/mn+1 is Noetherian for all n.
For a higher Artin stack X ∈ ChpAr, we put
D(X,Λ•)a,c := D(X,Λ•)a ∩Dcons(X,Λ•),
D(X,Λ•)
(+)
a,c := D(X,Λ•)a ∩D
(+)
cons(X,Λ•),
D(X,Λ•)
(−)
a,c := D(X,Λ•)a ∩D
(−)
cons(X,Λ•),
D(X,Λ•)
(b)
a,c := D(X,Λ•)a ∩D
(b)
cons(X,Λ•).
Note that we always have D(X,Λ•)(−)a,c = D
(−)(X,Λ•)a ∩ Dcons(X,Λ•). By Remark
2.2.4, if (X, (Λ,m)) is an admissible pair, then we have
D(X,Λ•)
(+)
a,c = D
(+)(X,Λ•)a ∩Dcons(X,Λ•),
D(X,Λ•)
(b)
a,c = D
(b)(X,Λ•)a ∩Dcons(X,Λ•)
as well.
The following proposition is an immediate consequence of the above definitions and
[LZb, 6.4.4].
Proposition 2.3.1. Let f : Y → X be a morphism of higher Artin stacks. Then f ∗
and −⊗X − restrict to the following functors:
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1L’: f ∗a : D(X,Λ•)a,c → D(Y,Λ•)a,c.
3L’: −
a
⊗X − : D(X,Λ•)(−)a,c ×D(X,Λ•)
(−)
a,c → D(X,Λ•)
(−)
a,c .
In particular, we have a symmetric monoidal subcategory (D(X,Λ•)(−)a,c )
⊗ of D(X,Λ•)⊗a .
As in [LZb, §6.4], to state the results for the other operations, we work in a relative
setting. Let S be a -coprime higher Artin stack. Assume that there exists an atlas
S → S, where S is either a quasi-excellent scheme or a regular scheme of dimension
≤ 1. Combining [LZb, 6.4.4, 6.4.5] and Propositions 2.1.4, 2.1.5, 2.1.6, we have the
following two propositions.
Proposition 2.3.2. Suppose (Λ,m) ∈ PRing
-tor. Let f : Y → X be a morphism of
ChpArlft/S. Then f!, f∗, f
!, HomX restrict to the following functors:
2L’: f!a : D(Y,Λ•)(−)a,c → D(X,Λ•)
(−)
a,c if f is of finite presentation (see [LZb, 5.4.3] for
the definition), and f!a : D(Y,Λ•)a,c → D(X,Λ•)a,c if f is of finite presentation
and 0-Artin.
1R’: f∗a : D(Y,Λ•)(+)a,c → D(X,Λ•)
(+)
a,c if f is quasi-compact and quasi-separated (see
[LZb, 5.4.3] for the definition).
2R’: f !a : D(X,Λ•)(+)a,c → D(Y,Λ•)
(+)
a,c .
3R’: HomaX : (D(X,Λ•)
(b)
a,c)
op ×D(X,Λ•)(+)a,c → D(X,Λ•)
(+)
a,c .
Proposition 2.3.3. Suppose (Λ,m) ∈ PRing
-tor. Let f : Y → X be a morphism of
ChpArlft/S such that both (X, (Λ,m)) and (Y, (Λ,m)) are admissible (Definition 2.2.1).
Then
(1) f∗ restricts to a functor
f∗a : D(Y,Λ•)a,c → D(X,Λ•)a,c
if S is locally finite-dimensional and f is quasi-compact and quasi-separated and
0-Artin;
(2) f ! restricts to a functor
f !a : D(X,Λ•)a,c → D(Y,Λ•)a,c
if S is locally finite-dimensional;
(3) HomX restricts to a functor
HomaX : (D(X,Λ•)
(−)
a,c )
op ×D(X,Λ•)
(+)
a,c → D(X,Λ•)
(+)
a,c .
Let X be a scheme in Schqc.sep. Recall that a complex K ∈ D(X,Λ•) is a λ-complex
[LO08b, 3.0.6] if HnK is constructible and almost adic. In particular, we have K ∈
Dcons(X,Λ•). The proofs of the following statements are similar to [Zhe15].
Lemma 2.3.4. Let X be a scheme in Schqc.sep such that Condition (3) in Proposi-
tion 2.2.7 holds for the pair (X, (Λ,m)). Let D(X,Λ•)en,c be the full subcategory of
D(X,Λ•)en spanned by λ-complexes. We have
(1) D(X,Λ•)en,c is closed under the truncation functors τ≥n and τ≤n.
(2) The essential image of Lπ∗Rπ∗D(X,Λ•)en,c coincides with D(X,Λ•)a,c.
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Proposition 2.3.5. Let the assumptions be as in the above lemma.
(1) Put D≤n(X,Λ•)a,c := D≤n(X,Λ•)a∩Dcons(X,Λ•). Then the right perpendicular
full subcategory D≥n(X,Λ•)a,c of D≤n−1(X,Λ•)a,c in D(X,Λ•)a,c coincides with
the essential image of Lπ∗Rπ∗(D(X,Λ•)en,c ∩D≥n(X,Λ•)en).
(2) For truncation functors on D(X,Λ•)a, we have
τ≤na ≃ Lπ
∗ ◦ Rπ∗ ◦ τ
≤n, τ≥na ≃ Lπ
∗ ◦ Rπ∗ ◦ τ
≥n.
Corollary 2.3.6. Let X ∈ ChpAr be a higher Artin stack that is locally (Λ/m)-bounded.
Then the full subcategory D(X,Λ•)a,c is preserved under the truncation functors τ≤na
hence τ≥na on D(X,Λ•)a.
2.4. Compatibility with Laszlo–Olsson. We prove the compatibility between our
adic formalism and Laszlo–Olsson’s [LO08b], under their assumptions.
Put  = {ℓ} where ℓ is a rational prime. Let S be a -coprime scheme satisfying
that
(1) it is affine excellent and finite-dimensional;
(2) for every scheme X of finite type over S, there exists an étale cover X ′ → X
such that cdℓ(Y ) <∞9 for every scheme Y étale and of finite type over X ′;
(3) it admits a global dimension function and we fix such a function (see [LZb,
6.5.1]).
Recall from [LZb, §6.5] that we denote ChpLMBlft/S the full subcategory of Chp
Ar
lft/S
spanned by (1-)Artin stacks locally of finite type over S, with quasi-compact and
separated diagonal.
For the coefficient, we fix a complete discrete valuation ring Λ with the maximal
ideal m and residue characteristic ℓ such that Λ = lim
←−n
Λn, where Λn = Λ/mn+1, as in
[LO08b]. In particular, (Λ,m) is an object of PRing in our notation. For every stack
X ∈ ChpLMBlft/S , the pair X is locally (Λ/m)-bounded.
From the definition of D(X,Λ•)a,c, which is the full subcategory of D(X,Λ•) spanned
by constructible adic complexes, [LO08b, 3.0.10, 3.0.14, 3.0.18], and [LZb, 5.3.5], we
have a canonical equivalence between categories
hD(X,Λ•)a,c ≃ Dc(X,Λ),(2.1)
where the latter one is defined in [LO08b, 3.0.6].
9According to our notation, cdℓ is nothing but cdFℓ .
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Proposition 2.4.1. For a morphism f : Y → X of finite type in ChpLMBlft/S , there are
natural isomorphisms of functors:
hf ∗a ≃ Lf ∗ : Dc(X,Λ)→ Dc(Y,Λ),
hf∗a ≃ Rf∗ : D
(+)
c (Y,Λ)→ D
(+)
c (X,Λ),
hf!a ≃ Rf! : D
(−)
c (Y,Λ)→ D
(−)
c (X,Λ),
hf !a ≃ Rf ! : Dc(X,Λ)→ Dc(Y,Λ),
h(−
a
⊗X −) ≃ (−)
L
⊗ (−) : D(−)c (X,Λ)×D
(−)
c (X,Λ)→ D
(−)
c (X,Λ),
hHomaX ≃ RhomΛ : D
(−)
c (X,Λ)
opp ×D(+)c (X,Λ)→ D
(+)
c (X,Λ)
that are compatible with (2.1). Here, on the right side of the equivalences, we adopt
notation from [LO08b, §1].
By Lemma 2.3.1 and Proposition 2.3.2, the six operations on the left side in the
above proposition do have the correct range.
Proof. The isomorphisms for tensor product, internal Hom and f ∗ simply follow from
the same definitions here and in [LO08b, §4, §6]. The isomorphism for f∗ follows from
the adjunction and that for f ∗ ([LZb, 6.3.2]). The isomorphism for f! will follows from
the adjunction and that for f ! which will be proved below.
By the compatibility of dualizing complexes and the isomorphisms for internal Hom,
we have natural isomorphisms DaX ≃ DX and D
a
Y ≃ DY (Definition 1.4.3). Therefore, by
[LO08b, 9.1], to show the isomorphism for f !, we only need to show that our functors
satisfy
hf !a ≃ DaY ◦ hf
∗a ◦DaX.
Note that for every K ∈ Dc(X,Λ), the biduality map δaΩX(K) : K → D
a
X(D
a
X(K)) is an
isomorphism by [LO08b, Theorem 7.3.1]. Thus, we have
hf !aK ≃ hf !a(DaX(D
a
X(K)))
= hf !a(hHomaX(hHom
a
X(K,ΩX),ΩX))
≃ hRY(hf
!(hHomX(hHom
a
X(K,ΩX),ΩX)))
≃ hRY(hHomY(hf
∗(hHomaX(K,ΩX), f
!ΩX)))
≃ hHomaY(hf
∗a(hHomaX(K,ΩX),ΩY))
= DaY(hf
∗a(DaX(K))).
The proposition is proved. 
Remark 2.4.2. In view of the above compatibility, we prove all the expected properties
of the six operations, in particular the Base Change Theorem, in the adic case of
Laszlo–Olsson [LO08b].
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3. Perverse t-structures
In this chapters, we study perverse t-structures for stacks. In §3.1, we define the
notion of perversity evaluations on stacks, which we will associate t-structures. In §3.2,
we construct the perverse t-structure with respect to a perverse evaluation. In §3.3, we
construct perverse t-structures for in the adic case. In §3.4, we study constructibility
under perverse truncations in the adic case.
3.1. Perversity evaluations. We first recall various notion of perversity functions on
schemes, introduced by Gabber.
Definition 3.1.1. Let X be a scheme in Schqc.sep. Denote by |X| the underlying
topological space of X.
(1) Following [Gab04, §1], a weak perversity function on X is a function
p : |X| → Z ∪ {+∞}
such that for every n ∈ Z, the set {x ∈ |X| | p(x) ≥ n} is ind-constructible.
(2) An admissible perversity function on X is a weak perversity function p such
that for every x ∈ |X|, there is an open dense subset U ⊆ {x} satisfying the
condition that for every x′ ∈ U , p(x′) ≤ p(x) + 2 codim(x′, x).
(3) A codimension perversity function on X is a function p : |X| → Z∪{+∞} such
that for every immediate étale specialization x′ of x, p(x′) = p(x) + 1.
Remark 3.1.2. We have the following remarks concerning perversity functions.
(1) A weak perversity function on a locally Noetherian scheme is locally bounded
from below.
(2) An admissible perversity function on a scheme that is locally Noetherian and
of finite dimension is locally bounded from above.
(3) A codimension perversity function on a scheme is not necessarily a weak per-
versity function.
(4) A codimension perversity function that is also a weak perversity function is
an admissible perversity function. If X is locally Noetherian, then a codimen-
sion perversity function is a weak perversity function and hence an admissible
perversity function.
(5) A codimension perversity function is the opposite of a dimension function in
the sense of [TGxiv, 2.1.8]. If X is locally Noetherian and admits a dimen-
sion function, then X is universally catenary by [TGxiv, 2.2.6]. In this case,
immediate étale specializations coincide with immediate Zariski specializations
[TGxiv, 2.1.4].
(6) If p is a weak (resp. admissible, resp. codimension) perversity function on X
and d : |X| → Z ∪ {+∞} is a locally constant function, then p + d is a weak
(resp. admissible, resp. codimension) perversity function on X.
Definition 3.1.3. A function q : N→ Z or q : Z→ Z is called moderate if q and 2− q
are both increasing. Here, 2 is the function 2(x) = 2x and similarly for 0 and 1, which
will be used below.
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Notation 3.1.4. Let f : Y → X be a smooth morphism of schemes in Schqc.sep. For
functions p : |X| → Z ∪ {+∞} and q : N → Z, we define the q-weighted pullback
f ∗q p : |Y | → Z ∪ {+∞} by
(f ∗q p)(y) = p(f(y))− q(tr.deg[k(y) : k(f(y))])
for every point y ∈ |Y |. In particular, we have f ∗
0
p = p ◦ f .
The following two lemmas study some stability properties of weighted pullbacks of
perversity functions.
Lemma 3.1.5. Let f : Y → X be a morphism (resp. étale morphism, resp. étale
morphism) of schemes in Schqc.sep. If p is a weak (resp. admissible, resp. codimension)
perversity function on X, then f ∗
0
p is a weak (resp. admissible, resp. codimension)
perversity function on Y .
Proof. We have f ∗
0
p = p ◦ f . If p is a weak perversity function, then
{y ∈ |Y | | f ∗
0
p(y) ≥ n} = f−1({x ∈ |X| | p(x) ≥ n})
is ind-constructible by [EGAIV, 1.9.5 (vi)]. The other two cases follow from the trivial
fact that codim(y′, y) = codim(f(y′), f(y)) for every specialization y′ of y on Y . 
Lemma 3.1.6. Let f : Y → X be a morphism of locally Noetherian schemes in
Schqc.sep, locally of finite type.
(1) Let p be a weak perversity function on X and q : N→ Z an increasing function.
Then f ∗q p is a weak perversity function on Y .
(2) Let p be an admissible perversity function on X an q : N → Z a moderate
function (Definition 3.1.3). Then f ∗q p is an admissible perversity function on
Y .
(3) Let p be a codimension perversity function on X. Then f ∗
1
p is a codimension
perversity function on Y .
Proof. For a locally closed subset Z of a scheme X, we endow it with the reduced
induced subscheme structure. For every point y ∈ |Y |, let Uy ⊂ {y} be a nonempty
open subset such that the induced morphism fy : {y} → {f(y)} is flat. Such an open
subset exists by [EGAIV, 6.9.1]. For y′ ∈ Uy, we have
δ(y′, y) := tr.deg[k(y) : k(f(y))]− tr.deg[k(y′) : k(f(y′))]
= codim(y′, Uy ×f(y) {f(y
′)}) ≥ 0
by [EGAIV, 14.3.13] since fy is universally open [EGAIV, 2.4.6].
For (1), we know that for every n ∈ Z,
{y ∈ |Y | | f ∗q p(y) ≥ n} =
⋃
y∈|Y |
f−1 {x ∈ |X| | p(x) ≥ n + q(tr.deg[k(y) : k(f(y))])} ∩ Uy
is a union of ind-constructible subsets, and hence is itself ind-constructible. In other
words, f ∗q p is a weak perversity function.
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For (2), let y ∈ |Y | be a point; put x = f(y); and let Ux ⊂ {x} be a dense open
subset such that p(x′) ≤ p(x) + 2 codim(x′, x) for every x′ ∈ Ux. We prove that for
y′ ∈ Uy ∩ f
−1(Ux),
f ∗q p(y
′) ≤ f ∗q p(y) + 2 codim(y
′, y)
holds. We may assume p(x) ∈ Z. Put x′ = f(y′). We have
f ∗q p(y) = p(x)− q(tr.deg[k(y) : k(x)])
and
f ∗q p(y
′) = p(x′)− q(tr.deg[k(y′) : k(x′)]).
Moreover, by [EGAIV, 6.1.2], we have
δ(y′, y) = codim(y′, y)− codim(x′, x).
Therefore, we have
f ∗q p(y
′)− f ∗q p(y) = p(x
′)− p(x) + q(tr.deg[k(y) : k(x)])− q(tr.deg[k(y′) : k(x′)])
≤ 2 codim(x′, x) + 2δ(y′, y) = 2 codim(y′, y)
since q is moderate. In other words, f ∗q p is an admissible perversity function on Y .
For (3), it is essentially proved in [TGxiv, 2.5.2]. 
Now we generalize the notion of perversity functions from schemes to stacks, by
starting from the following definition.
Definition 3.1.7 (Pointed schematic neighborhood). Let X be a higher Artin (resp.
Deligne–Mumford) stack. A pointed smooth (resp. étale) schematic neighborhood of X
is a triple (X0, u0, x0) where u0 : X0 → X is a smooth (resp. an étale) morphism with
X0 ∈ Sch
qc.sep and x0 ∈ |X0| a scheme-theoretical point. A morphism v : (X1, u1, x1)→
(X0, u0, x0) of pointed smooth (resp. étale) schematic neighborhoods is a smooth (resp.
an étale) morphism v : X1 → X0 such that there is a triangle
X1
u1   ❇
❇❇
❇❇
❇❇
v // X0
u0~~⑤⑤
⑤⑤
⑤⑤
⑤
X
(3.1)
with v(x1) = x0. We say that (X1, u1, x1) dominates (X0, u0, x0) if there is such a
morphism. The category of pointed smooth (resp. étale) schematic neighborhoods of
X is denoted by Vosm(X) (resp. Voe´t(X)).
Lemma 3.1.8. Let X be a higher Artin stack, and let v : (X1, u1, x1)→ (X0, u0, x0) be
a morphism of pointed smooth schematic neighborhoods of X. Then the codimension
of x1 in the base change scheme X1,x0 = X1 ×X0 {x0} depends only on the source and
the target of v.
Proof. Note that codim(x1, X1,x0) = dimx1(v) − tr.deg[k(x1) : k(x0)]. It is clear that
the term dimx1(v) = dimx1(u1)− dimx0(u0) does not depend on v. We will show that
the other term tr.deg[k(x1) : k(x0)] does not depend on v either.
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Let f : Y → X be an atlas of X with Y a scheme in Schqc.sep. Let
Y1
v′ //
u′1   ❅
❅❅
❅❅
❅❅
Y0
u′0~~⑦⑦
⑦⑦
⑦⑦
⑦
Y
be the base change of (3.1), and f0 : Y0 → X0, f1 : Y1 → X1 the induced morphisms.
Let w0 : Y ′0 → Y0 be an atlas with Y
′
0 a scheme in Sch
qc.sep, and let
Y ′1
v′′ //
w1

Y ′0
w0

Y1
v′ // Y0
be the base change. Then v′′ is a smooth morphism of schemes in Schqc.sep. Since
f0◦w0 : Y ′0 → X0 is smooth and surjective, the base change scheme Y
′
0,x0 = Y
′
0×X0{x0} is
nonempty and smooth over the residue field k(x0) of x0. Similarly, we have a nonempty
scheme Y ′1,x1, smooth over k(x1). Choose a generic point y
′
1 of Y
′
1,x1
. Then its image y′0
in Y ′0,x0 is a generic point. Let y be the image of y
′
0 in Y . Then we have
tr.deg[k(x1) : k(x0)] = tr.deg[k(y
′
1) : k(y)]− tr.deg[k(y
′
0) : k(y)]
which does not depend on v. The lemma follows. 
Notation 3.1.9. Let X be a higher Artin stack, and let v : (X1, u1, x1)→ (X0, u0, x0)
be a morphism of pointed smooth schematic neighborhoods of X. We will denote by
δ
(X1,u1,x1)
(X0,u0,x0)
the codimension appeared in Lemma 3.1.8. It is clear that
δ
(X2,u2,x2)
(X0,u0,x0)
= δ(X2,u2,x2)(X1,u1,x1) + δ
(X1,u1,x1)
(X0,u0,x0)
if (X2, u2, x2) dominates (X1, u1, x1). Moreover, if v is étale, then we have δ
(X1,u1,x1)
(X0,u0,x0)
= 0.
Notation 3.1.10. For a higher Artin (resp. Deligne–Mumford) stack X and a function
p : Ob(Vosm(X)) → Z ∪ {+∞} (resp. p : Ob(Voe´t(X)) → Z ∪ {+∞}), we have, by
restriction, the function pu0 : |X0| → Z∪{+∞} for every smooth (resp. étale) morphism
u0 : X0 → X with X0 in Sch
qc.sep.
If f : Y → X is a smooth (resp. an étale) morphism of higher Artin (resp. Deligne–
Mumford) stacks, then composition with f induces a functor f : Vosm(Y ) → Vosm(X)
(resp. f : Voe´t(Y )→ Voe´t(X)), and we put f ∗p = p ◦ f .
Definition 3.1.11 ((admissible/codimension) perversity evaluations). Let X be a
higher Artin stack. A smooth evaluation on X is a function
p : Ob(Vosm(X))→ Z ∪ {+∞}
such that for (X1, u1, x1) dominating (X0, u0, x0), we have
p(X0, u0, x0) ≤ p(X1, u1, x1) ≤ p(X0, u0, x0) + 2δ
(X1,u1,x1)
(X0,u0,x0)
.
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A perversity smooth evaluation (resp. admissible perversity smooth evaluation, codi-
mension perversity smooth evaluation) on X is a smooth evaluation p such that for
every (X0, u0, x0) ∈ Ob(Vo
sm(X)), pu0 is a weak perversity function (resp. admissible
perversity function, codimension perversity function) on X0.
Similarly, we define étale evaluations and (admissible/codimension) perversity étale
evaluations on a higher Deligne–Mumford stack X using Voe´t(X).
We say that a smooth (resp. étale) evaluation p is locally bounded if for every smooth
(resp. étale) morphism u0 : X0 → X with X0 a quasi-compact separated scheme, pu0 is
bounded.
Remark 3.1.12. If X is a scheme in Schqc.sep, then the map from the set of étale evalu-
ations on X to the set of functions |X| → Z ∪ {+∞}, carrying p to pidX , is bijective.
Under such bijection, the notions of (weak) perversity, admissible perversity, and codi-
mension perversity coincide. If f : Y → X is a morphism of schemes in Schqc.sep, then
f ∗ for étale evaluations coincide with f ∗
0
for functions.
Example 3.1.13. We have the following examples of perversity smooth/étale evalua-
tions.
(1) Let X be a higher Artin (resp. Deligne–Mumford) stack. Then every constant
smooth (resp. étale) evaluation is an admissible perversity smooth (resp. étale)
evaluation.
(2) Let f : Y → X be a morphism of higher Deligne–Mumford stacks, locally of
finite type. Let p be an étale evaluation on X, and q : N → Z a function. We
define an étale evaluation f ∗q p on Y as follows. For any object (Y0, v0, y0) of
Voe´t(Y ), there exists a morphism (Y1, v1, y1)→ (Y0, v0, y0) in Vo
e´t(Y ) such that
there exists a diagram
Y1
v1 //
f0

Y
f

X0
u0 // X,
where X0 is in Sch
qc.sep and u0 is étale. We put
f ∗q p(Y0, v0, y0) = p(X0, u0, f0(y1))− q(tr.deg[k(y1) : k(f0(y1))]).
This clearly does not depend on choices. If p is a perversity étale evaluation,
then f ∗
0
p is a perversity étale evaluation by Lemma 3.1.5.
(3) Let f : Y → X be a morphism of higher Artin stacks, locally of finite type,
with X being a higher Deligne–Mumford stack. Let p be an étale evaluation on
X, and q : Z → Z a moderate function (Definition 3.1.3). We define a smooth
evaluation f ∗q p on Y by the formula
(f ∗q p)(Y0, v0, y0) = (v0 ◦ f)
∗
q′(y0)
for every object (Y0, v0, y0) of Vo
sm(Y ), where q′ : N → Z is the function
q′(n) = q(n − dimy0(v0)). If p is a perversity étale evaluation, then f
∗
0
p is
38 YIFENG LIU AND WEIZHE ZHENG
a perversity smooth evaluation. If X is locally Noetherian and p is a perver-
sity (resp. admissible perversity, resp. codimension perversity) étale evaluation,
then f ∗q p (resp. f
∗
q p, resp. f
∗
1
p) is a perversity (resp. admissible perversity, resp.
codimension) smooth evaluation by Lemma 3.1.6.
3.2. Perverse t-structures. In this section, we define t-structures associated to per-
versity evaluations.
Definition 3.2.1. Let C be a stable ∞-category equipped with a t-structure. We say
that C is weakly left complete (resp. weakly right complete) if C≤−∞ =
⋂
n C
≤−n (resp.
C≥∞ =
⋂
n C
≥n) consists of zero objects.
The family (Hi)i∈Z is conservative if and only if C is both weakly left complete
and weakly right complete (cf. [BBD82, 1.3.7]). The following lemma slightly extends
[HA, 1.2.1.19].
Lemma 3.2.2. Let C be a stable ∞-category equipped with a t-structure. Consider the
following conditions
(1) The ∞-category C is left complete.
(2) The ∞-category C is weakly left complete.
Then (1) implies (2). Moreover, if C admits countable products and there exists an
integer a such that countable products of objects of C≤0 belong to C≤a, then (2) implies
(1).
Proof. The first assertion is obvious since the image of C≤−∞ under the functor C→ Ĉ
consists of zero objects, where Ĉ is defined above [HA, 1.2.1.17].
To show the second assertion, it suffices to replace f(n− 1) by f(n− a− 1) in the
proof of [HA, 1.2.1.19]. 
Let X be a scheme in Schqc.sep, let p : |X| → Z ∪ {+∞} be a function, and let λ =
(Ξ,Λ) be an object of Rind. Following Gabber [Gab04, §2], we define full subcategories
p
D≤0(X, λ), pD≥0(X, λ) ⊆ D(X, λ) as follows: For K ∈ D(X, λ),
• K belongs to pD≤0(X, λ) if and only if
i∗xj
∗
xK ∈ D
≤p(x)(x, λ)
for every x ∈ |X|.
• K belongs to pD≥0(X, λ) if and only if K ∈ D(+)(X, λ) and
i!xj
∗
xK ∈ D
≥p(x)(x, λ)
for every x ∈ |X|.
Here x is a geometric point above x, and we have natural morphisms
ix : x→ X(x), jx : X(x) → X.
We will omit j∗x from the notation when no confusion arises.
Lemma 3.2.3. If p is a weak perversity function, then (pD≤0(X, λ), pD≥0(X, λ)) is a
t-structure on D(X, λ). Moreover,
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(1) such t-structure is accessible;
(2) such t-structure is weakly left complete if p takes values in Z;
(3) such t-structure is right complete;
(4) such t-structure is left complete if is locally bounded and every quasi-compact
closed open subscheme of X is λ-cohomologically finite. Here, we say that a
scheme Y is λ-cohomologically finite if there exists an integer n such that, for
every ξ ∈ Ξ, the Λ(ξ)-cohomological dimension of the étale topos of Y is at
most n.
Proof. The proof of the t-structure is shown by Gabber [Gab04] when Ξ is a singleton.
This generalizes easily to the case of general Ξ as follows. By [HA, 1.4.4.11], there exists
a t-structure (pD≤0(X, λ),D′) onD(X, λ). For K ∈ pD≤0(X, λ) and L ∈ pD≥0(X, λ), we
have a∗Hom(K, L[1]) ∈ D≥1(∗, λ), hence Hom(K, L[1]) = H0(Ξ, a∗Hom(K, L[1])) = 0,
where a : Xe´t → ∗ is the morphism of topoi. Thus we have
p
D≥0(X, λ) ⊆ D′. For
every ξ ∈ Ξ, the functor Leξ! : D(X,Λ(ξ))→ D(X, λ) is left t-exact for the t-structures
(pD≤0(X,Λ(ξ)), pD≥0(X,Λ(ξ))) and (pD≤0(X, λ),D′). It follows that e∗ξ is right t-exact
for the same t-structures. Thus, we have D′ ⊆ pD≥0(X, λ) as well.
For the properties, (1) and (2) follow from the definition directly; (3) follows from
[Gab04, 3.1]; and (4) follows from Lemma 3.2.2. 
Now we define t-structures for stacks associated to perversity evaluations. Let X
be a -coprime higher Artin (resp. a higher Deligne–Mumford) stack equipped with
a perversity smooth (resp. étale) evaluation p (Definition 3.1.11), and let λ be an
object of Rind-tor (resp. Rind). For an atlas (resp. étale atlas) u : X0 → X with X0 a
scheme in Schqc.sep, we denote by pD≤0u (X, λ) ⊆ D(X, λ) (resp.
p
D≥0u (X, λ) ⊆ D(X, λ))
the full subcategory spanned by complexes K such that u∗K is in puD≤0(X0, λ) (resp.
puD≥0(X0, λ)).
Proposition 3.2.4. Let X be a -coprime higher Artin (resp. a higher Deligne–
Mumford) stack equipped with a perversity smooth (resp. étale) evaluation p, and let λ
be an object of Rind-tor (resp. Rind). Then
(1) The pair of subcategories (pD≤0u (X, λ),
p
D≥0u (X, λ)) do not depend on the choice
of u. We will denote them by (pD≤0(X, λ), pD≥0(X, λ)).
(2) The pair of subcategories (pD≤0(X, λ), pD≥0(X, λ)) determine a right complete
accessible t-structure on D(X, λ), which is weakly left complete if p takes values
in Z. Such t-structure is left complete if p is locally bounded and if for every
smooth (resp. étale) morphism X0 → X with X0 a quasi-compact separated
scheme, X0 is λ-cohomologically finite.
(3) If f : Y → X is a smooth (resp. étale) morphism, then f ∗ : D(X, λ)→ D(Y, λ)
is t-exact with respect to the t-structures associated to p and f ∗p.
Proof. There exists k ≥ 2 such that X and Y are in Chpk-Ar (resp. Chpk-DM). We
proceed by induction on k. The case k = −2 follows from Lemma 3.2.3 and Lemma
3.2.5 below. The induction step follows from the way as in [LZb, 4.3.8, 4.3.9]. 
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Lemma 3.2.5. Let f : Y → X be a smooth morphism of schemes in Schqc.sep

, let
λ be an object of Rind-tor, and let p : |X| → Z ∪ {+∞} be a function. Then f !
carries pD≥0(X, λ) to f
∗
2
p
D≥0(Y, λ). Moreover, if p is a weak perversity function on
X and q is a weak perversity function on Y satisfying f ∗
0
p ≤ q ≤ f ∗
2
p + 2dim f , then
f ! : D(X, λ)→ D(Y, λ) is t-exact with respect to the t-structures associated to p and q.
Proof. The first assertion follows from Lemma 3.2.6 below. The second assertion follows
from the first assertion and the Poincaré duality f ! ≃ f ∗〈dim f〉. 
Lemma 3.2.6. Let f : Y → X be a smooth morphism in Schqc.sep

, and λ an object of
Rind-tor. Let y be a geometric point of Y above y; put x = f(y) and x = f(y). Then
there is an equivalence of functors
i!y ◦ f
! ≃ g∗ ◦ i!x〈d〉 : D
(+)(X, λ)→ D+(y, λ),
where g : y → x is the induced morphism and d = tr.deg[k(y) : k(x)].
Proof. Consider the diagram with Cartesian squares
y
g
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
iy // V
j // Yx
fx

i′
x // Y{x}
i′ //
f
{x}

Y
f

x
ix // {x}
i // X
where V is a regular integral subscheme of Yx such that the image of y in V is a generic
point. We have a sequence of equivalences of functors
i!y ◦ f
! ≃ i∗y ◦ j
! ◦ i′∗x ◦ i
′! ◦ f ! ≃ i∗y ◦ j
! ◦ i′∗x ◦ f
!
{x}
◦ i! ≃ i∗y ◦ j
! ◦ f !x ◦ i
∗
x ◦ i
!
which, by the Poincaré duality, is equivalent to
i∗y ◦ (fx ◦ j)
! ◦ i!x ≃ i
∗
y ◦ (fx ◦ j)
∗ ◦ i!x〈d〉 ≃ g
∗ ◦ i!x〈d〉.
The lemma follows. 
Remark 3.2.7. We call the t-structure in Proposition 3.2.4 the perverse t-structure
with respect to p and denote by pτ≤0 and pτ≥0 the corresponding truncation functors,
respectively.
(1) For every (étale) atlas u : X0 → X with X0 a scheme in Sch
qc.sep, we have
u∗ ◦ pτ≤0 ≃ puτ≤0 ◦ u and u∗ ◦ pτ≥0 ≃ puτ≥0 ◦ u.
(2) If p = 0, then we recover the usual t-structure. If X is a higher Deligne-
Mumford stack and p is a perversity smooth evaluation, then the t-structure
associated to p coincides with the t-structure associated to p |Voe´t(X). If X is
in Schqc.sep, then the t-structure associated to p coincides with the t-structure
defined by Gabber (as in Lemma 3.2.3) associated to the function pidX .
(3) Let K be a complex in D(X, λ). Then by definition,
• K belongs to pD≤n(X, λ) if and only if for every pointed smooth (resp.
étale) schematic neighborhood (X0, u0, x0) of X and a geometric point x0
lying over x0, we have i∗x0u
∗
0K ∈ D
≤p(X0,u0,x0)+n(x0, λ).
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• K belongs to pD≥n(X, λ) if and only if K ∈ D(+)(X, λ), and for every
pointed smooth (resp. étale) schematic neighborhood (X0, u0, x0) of X and
a geometric point x0 lying over x0, we have i!x0u
∗
0K ∈ D
≥p(X0,u0,x0)+n(x0, λ).
At the end of the section, we study the restriction of perverse t-structures constructed
above to various subcategory of constructible complexes. We fix a -coprime base
scheme S that is a disjoint union of excellent schemes, endowed with a global dimension
function.
Proposition 3.2.8. Let λ = (Ξ,Λ) be an object of Rind-dual. Let f : X → S be an
object of ChpArlft/S equipped with an admissible perversity smooth evaluation p (Defini-
tion 3.1.11). Then the truncation functors pτ≤0, pτ≥0 preserve the full subcategory
D(b)cons(X, λ). Moreover, if p is locally bounded, then
pτ≤0, pτ≥0 preserve D?cons(X, λ) for
? = (+), (−) or empty.
Proof. We reduce easily to the case of a scheme. In this case, the result is essentially
[Gab04, 8.2]. 
3.3. Adic perverse t-structures. For perverse t-structures in the adic formalism,
we define
p
D≤n(X, λ)a =
p
D≤n(X, λ) ∩D(X, λ)a,
p
D≥n(X, λ)a =
p
D≤n−1(X, λ)⊥a
both as full subcategories of D(X, λ)a. Then the pair (
p
D≤0(X, λ)a,
p
D≥0(X, λ)a) de-
fine a t-structure, called the adic perverse t-structure with respect to p, on D(X, λ)a.
Denote pτ≤0a and
pτ≥0a the corresponding truncation functors respectively. We have the
following results.
Lemma 3.3.1. Let X be a -coprime higher Artin stack (resp. a higher Deligne–
Mumford stack) equipped with a perversity smooth (resp. étale) evaluation p, and λ
an object of Rind-tor (resp. Rind). Let K ∈ D(X, λ)a be an (adic) complex. Let
u : X0 → X be an atlas (resp. étale atlas) with X0 a scheme in Sch
qc.sep. Then K belongs
to pD≤n(X, λ)a (resp.
p
D≥n(X, λ)a) if and only if u∗aK belongs to
puD≤n(X0, λ)a (resp.
puD≥n(X0, λ)a).
Proof. We only need to show that u∗a is t-exact. By definition, we obviously have
u∗a pD≤n(X, λ)a ⊆
puD≤n(X0, λ)a. For the other direction, assume K ∈
p
D>n(X, λ)a,
that is, Hom(L,K) = 0 for every L ∈ D(X, λ)a ∩
p
D≤n(X, λ). By the Poincaré dual-
ity, it suffices to show that for every L′ ∈ D(X0, λ)a ∩
puD≤n−2dim u(X0, λ), we have
Hom(L′, u!aK) = 0, or equivalently, Hom(u!aL′,K) = 0. This follows from the fact that
u! preserves adic complexes and we have u!L′ ∈
p
D≤n(X, λ). 
Proposition 3.3.2. Let X be a -coprime higher Artin stack (resp. a higher Deligne–
Mumford stack) equipped with a perversity smooth (resp. étale) evaluation p, and λ an
object of Rind-tor (resp. Rind). Let K ∈ D(X, λ)a be an (adic) complex.
(1) Then K belongs to pD≤n(X, λ)a if and only if for every pointed smooth (resp.
étale) schematic neighborhood (X0, u0, x0) of X and a geometric point x0 lying
over x0, we have i
∗a
x0
u∗a0 K ∈ D
≤p(X0,u0,x0)+n(x0, λ)a.
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(2) Assume that p is locally bounded. Then K belongs to pD≥n(X, λ)a if and only
if K ∈ D(+)(X, λ)a, and for every pointed smooth (resp. étale) schematic neigh-
borhood (X0, u0, x0) of X and a geometric point x0 lying over x0, we have
i!ax0u
∗a
0 K ∈ D
≥p(X0,u0,x0)+n(x0, λ)a.
Proof. Part (1) is a consequence of the definition and Remark 3.2.7 (3).
For (2), by Lemma 3.3.1, we may assume that X ∈ Schqc.sep is quasi-compact and
p = p is a bounded weak perversity function. Then K ∈ pD≥n(X, λ)a is equivalent to
that for every L ∈ pD<n(X, λ)a, Hom(L,K) ∈ D>0(X, λ), which is then equivalent to
Hom(L,K) ∈ D+(X, λ) and i!xHom(L,K) ∈ D
>0(x, λ) for every geometric point x of
X. By Proposition 1.3.10 (4), we have isomorphisms
i!xHom(L,K) ≃ Hom(i
∗
xL, i
!
xK) ≃ Hom(i
∗a
x L, i
!a
x K).
Now we may assume α < p < β for some α, β ∈ Z since p is bounded. Then
p
D<n(X, λ)a contains D<α+n(X, λ)a.
Now for K ∈ pD≥n(X, λ)a, we have K ∈ D≥α+n(X, λ)a ⊆ D+(X, λ)a and i!ax K ∈
D≥p(x)+n(x, λ)a for every geometric point x of X lying over x.
Conversely, assume K ∈ D+(X, λ)a, say in D≥γ(X, λ)a, and i!ax K ∈ D
≥p(x)+n(x, λ)a
for every geometric point x of X lying over x. We have Hom(L,K) ∈ D≥γ−β−n(X, λ) ⊆
D+(X, λ) and Hom(i∗ax L, i
!a
x K) ∈ D
>0(x, λ). Thus, we have K ∈ pD≥n(X, λ)a. 
Remark 3.3.3. Let p, q be two perversity smooth (resp. étale) evaluations on a -
coprime higher Artin stack (resp. a higher Deligne–Mumford stack) X. Let λ be an
object of Rind-tor (resp. Rind). Let the subscript ? be either “a” or empty.
(1) The intersection of the pair of subcategories (pD≤0(X, λ)?,
p
D≥0(X, λ)?) with
D(+)(X, λ)? induces a t-structure on the latter stable ∞-category.
(2) If p ≤ q, then
(a) pτ≤0? preserves
q
D≤0(X, λ)?;
(b) qτ≥0? preserves
p
D≥0(X, λ)?;
(c) pτ≥0? is equivalent to the identity functor when restricted to
q
D≥0(X, λ)?;
(d) qτ≤0? is equivalent to the identity functor when restricted to
p
D≤0(X, λ)?;
(e) pτ<0? is equivalent to the null functor when restricted to
q
D≥0(X, λ)?;
(f) qτ>0? is equivalent to the null functor when restricted to
p
D≤0(X, λ)?.
(3) By (2a), if p is locally bounded, then the intersection of the pair of subcat-
egories (pD≤0(X, λ)?,
p
D≥0(X, λ)?) with D(−)(X, λ)? or D(b)(X, λ)? induces a
t-structure on the latter stable ∞-category.
(4) By (2e) and (2f), if X is quasi-compact and p is bounded, then there exist
constant integers α < β such that pH0? =
pH0? ◦ τ
[α,β]
? , where
pH0? =
pτ≥0? ◦
pτ≤0?
is the cohomology functor.
3.4. Constructible adic perverse t-structures. We fix a -coprime base scheme S
that is a disjoint union of schemes that are excellent, quasi-compact, finite dimensional,
and admit a global dimension function for which we fix one. We fix also an object (Λ,m)
of PRing
-tor such that Λ/m
n+1 is a (-torsion) Gorenstein ring of dimension 0 for every
n ∈ N and S is locally (Λ/m)-bounded.
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Proposition 3.4.1. For an object f : X → S of ChpArlft/S equipped with an admissible
perversity evaluation p, the truncation functors pτ≤0a and
pτ≥0a preserve D
?(X,Λ•)a,c
for ? = (+), (−), (b) or empty.
Proof. By Lemma 3.3.1, we may assume that X is a quasi-compact, separated (and
excellent, finite dimensional) scheme that is (Λ/m)-bounded, and p = p is an admis-
sible perversity function on X. In particular, p is bounded. We prove by Noetherian
induction. We may further assume X is irreducible. For a complex K ∈ D(X,Λ•)a,c,
we may assume K ∈ Db(X,Λ•)a,c ⊆ Db(X,Λ•) by Remark 3.3.3 (3). Choose a dense
open subset U of X such that
• U is essentially smooth;
• p(x) ≤ p(η) + codim(x,X) for x ∈ |U |, where η is the unique generic point of
X;
• p(x) ≥ p(η) for x ∈ |U |;
• the complex KU := K |U , viewed as an element of Db(U,Λ•), has smooth almost
adic cohomology sheaves.
Then the perverse truncation for KU is simply the usual truncation (up to a shift by
p(η)), which preserves constructibility by Corollary 2.3.6. 
Our definition of the constructible adic perverse t-structure coincides with Laszlo–
Olsson [LO09] under their restrictions, where in particular X is a locally Noetherian
(1-)Artin stack over a field k (that is, S = Spec k) with cdℓ(k) <∞, and p is the middle
perversity smooth evaluation, that is, the unique perverse smooth evaluation such that
for every atlas u : X0 → X with X0 a scheme in Sch
qc.sep, we have pu = (f ◦ u)∗1p0,
where f : X → S is the structure morphism and p0 is the zero perverse function on
S = Spec k.
4. Hyperdescent properties
In this chapter, we study hyperdescent properties for certain operations on stacks.
In §4.1, we study some general facts for hyperdescent. In §4.2, §4.3 and §4.4, we study
smooth, proper and flat hyperdescent, respectively.
4.1. Hyperdescent. In this section, we study hyperdescent properties in the general
setup.
Definition 4.1.1. Let C, D be ∞-categories, let F : Cop → D be a functor, and let
X+• : N(∆+)
op → C be an augmented simplicial object of C.
(1) We say thatX+• is an augmentation of F -descent if F ◦(X
+
• )
op is a limit diagram
in D.
(2) Assume that C admits pullbacks. We say that X+• is a hypercovering for uni-
versal F -descent if X+q → (coskq−1(X
+
• /X
+
−1))q is a morphism of universal
F -descent for all q ≥ 0.
By definition, a morphism of C is of F -descent [LZb, 3.1.1] if and only if its Čech
nerve is an augmentation of F -descent. We now give several criteria for (2)⇒ (1).
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Proposition 4.1.2. Let C be an∞-category admitting pullbacks, let D be an n-category
admitting finite limits for an integer n ≥ 0, and let F : Cop → D be a functor. Then
every hypercovering X+• for universal F -descent is an augmentation of F -descent.
To prove Proposition 4.1.2, we need a few lemmas.
Lemma 4.1.3. Let C, D be∞-categories such that C admits finite limits, let F : Cop →
D be a functor, and let e be a final object of C. Let f• : U• → V• be a morphism of
simplicial objects of C such that V• → e is an augmentation of F -descent and fq is a
morphism of F -descent for all q. Assume that there exists an integer n ≥ 0 such that
U• is n-coskeletal, V• is (n − 1)-coskeletal, and fq is an equivalence for q < n. Then
U• → e is an augmentation of F -descent.
Proof. With out lost of generality, we may assume that F (e) is an initial object of D.
LetW+ : N(∆+×∆)op → Fun(∆1,C) be a Čech nerve of f•, and putW :=W+ |N(∆×
∆)op. For every q ≥ 0, W+ |N(∆+×{[q]})op is a Čech nerve of fq, which is a morphism
of F -descent by assumption. It follows that F ◦W op+ |N(∆+×{[q]}) is a limit diagram.
We may thus identify the limit of F ◦W op with the limit F ◦W op+ | N({[−1]} ×∆s).
Since W+ | N({[−1]} × ∆)op can be identified with V•, the limit of F ◦ W op can be
identified with F (e). Put D• := W ◦δ, where δ : N(∆)op → N(∆×∆)op is the diagonal
map. Since N(∆)op is sifted [HTT, 5.5.8.4], the limit of F ◦Dop• can be identified with
F (e). The proof of [HTT, 6.5.3.9] exhibits U• | N(∆s)op as a retract of D• | N(∆s)op.
It follows that the limit of F ◦ Uop• is a retract of F (e), hence is F (e). The lemma
follows. 
Lemma 4.1.4. Let C, D be∞-categories such that C admits pullbacks, let F : Cop → D
be a functor, and let X+• be an n-coskeletal hypercovering for universal F -descent for
an integer n ≥ −1. Then X+• is an augmentation of F -descent.
Proof. Since morphisms of universal F -descent are stable under pullbacks and compo-
sitions, the morphism coskm(X+• /X
+
−1)→ coskm−1(X
+
• /X
+
−1) satisfies the assumptions
of Lemma 4.1.3. It follows by induction that coskn(X+• /X
+
−1) is an augmentation of
F -descent. 
Lemma 4.1.5. Let n ≥ −1 be an integer, let D be an n-category admitting finite
colimits, and let f• : Y• → X• be a morphism of semisimplicial (resp. simplicial) objects
of D such that Yq → Xq is an equivalence for q ≤ n. Then the induced morphism
between geometric realizations |f•| : |Y•| → |X•| is an equivalence in D.
Proof. The existence of the geometric realizations is guaranteed by [HA, 1.3.3.10]. The
semisimplicial case follows from the simplicial case by taking left Kan extensions. The
simplicial case follows from the proof of [HA, 1.3.3.10]. 
Proof of Proposition 4.1.2. It suffices to apply the dual version of Lemma 4.1.5 to the
morphism h : X+• → coskn(X
+
• /X
+
−1) and Lemma 4.1.4. 
The following proposition can be used to deduce Gabber’s hyper base change theorem
[TGxiia, Théorème 2.2.5] (see [TGxiib, Remark 2.3]).
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Proposition 4.1.6. Let C be an ∞-category admitting pullbacks, let D be a stable ∞-
category endowed with a weakly right complete t-structure that either admits countable
limits or is right complete, let F : Cop → D be a functor, and let X+• : N(∆+)
op → C be
a hypercovering for universal F -descent such that F ◦ (X+• )
op factorizes through D≥0.
Then X+• is an augmentation of F -descent.
Proof. Let n ≥ 0. By Lemma 4.1.4, Y +• = coskn(X
+
• /X
+
−1) is an augmentation of
F -descent, so that it suffices to show that the morphism
c : K := lim
←−
p∈∆
F (Xp)→ L := lim←−
p∈∆
F (Yp)
induced by h• : X+• → Y
+
• is an isomorphism. By [HA, 1.2.4.4, 1.2.4.5], we have a
morphism of converging spectral sequences
Ep,q1 = H
qF (Xp) +3
cp,q1

Hp+qK
Hp+qc

′Ep,q1 = H
qF (Yp) +3 Hp+qL,
concentrated in the first quadrant. For p ≤ n, since hp is an equivalence, c
p,q
1 is an
isomorphism for all q. It follows that cp,qr is an isomorphism for p + q ≤ n − 1, and
τ≤n−1c is an equivalence. Since n is arbitrary and D is weakly right complete, c is an
equivalence. 
We denote by PrLst,t (resp. Pr
R
st,t) the ∞-category defined as follows:
• Objects of PrLst,t (resp. Pr
R
st,t) are presentable stable∞-categories equipped with
a t-structure.
• Morphisms of PrLst,t (resp. Pr
R
st,t) are t-exact functors admitting right (resp. left)
adjoints.
The ∞-categories PrLst,t (resp. Pr
R
st,t) admit small limits, and those limits are preserved
by the forgetful functor PrLst,t → Pr
L
st (resp. Pr
R
st,t → Pr
R
st). For a diagram K → Pr
L
st,t
or K → PrRst,t, (lim←−Ck)
≤0 (resp. (lim
←−
Ck)≥0) is the full subcategory of lim←−Ck spanned
by objects whose image in Ck is in C
≤0
k (resp. C
≥0
k ). For an interval I ⊆ Z, we have an
equivalence (lim
←−
Ck)∈I → lim←−C
∈I
k .
We denote by PrLst,t,wrc (resp. Pr
R
st,t,rc,wlc) the full subcategory of Pr
L
st,t (resp. Pr
R
st,t)
spanned by those C that are weakly right complete (resp. right complete and weakly
left complete). This full subcategory is stable under small limits in PrLst,t (resp. Pr
R
st,t).
Proposition 4.1.7. Consider a diagram
D′op
jop

F // PrRst,t,rc,wlc
P

Dop
G // Cat∞
46 YIFENG LIU AND WEIZHE ZHENG
of ∞-categories, in which D admits pullbacks, j is an inclusion satisfying the right
lifting property with respect to ∂∆n ⊆ ∆n for n ≥ 2, and P is the forgetful functor.
Assume that the arrows in D′ are stable under pullbacks in D by arrows in D′. Let
X+• : N(∆+)
op → D be a hypercovering for universal G-descent such that X+• |N(∆s+)
op
factorizes through j. Then X+• is an augmentation of G-descent.
Proof. By the right completeness of F (X+p ) for p ≥ −1, it suffices to show that (F ◦
(X+• )
op |N(∆s+))≤0 is a limit diagram. Put C = lim←−(F ◦ (X
+
• )
op |N(∆s)) for simplicity.
We then have the induced t-exact functor f ∗ : F (X+−1)→ C. Let f! : C→ F (X
+
−1) be a
left adjoint of f ∗. The restrictions of these provide adjoint functors
(f!)
≤0 : C≤0 → F (X+−1)
≤0, (f ∗)≤0 : F (X+−1)
≤0 → C≤0.
Let us first show that a : f!f ∗K → K is an equivalence for all K ∈ F (X
+
−1)
≤0, namely,
that (f ∗)≤0 is fully faithful. This is similar to Proposition 4.1.6. Take n ≥ 0. The
morphism h• : X+• → coskn(X
+
• /X
+
−1) = Y
+
• induces a diagram
f!f
∗K
c //
a
##❋
❋❋
❋❋
❋❋
❋❋
g!g
∗K
b||①①
①①
①①
①①
K
where g! is a left adjoint of the t-exact functor g∗ : F (X
+
−1) → lim←−F ◦ (Y
+
• )
op | N(∆s).
By Lemma 4.1.4, Y +• is an augmentation of G-descent, so that b is an equiva-
lence. Moreover, we have c = lim
−→
(fp!f ∗pK → gp!g
∗
pK), where fp! is a left adjoint of
f ∗p : F (X
+
−1)→ F (X
+
p ), gp! is a left adjoint of g
∗
p : F (Y
+
−1)→ F (Y
+
p ), and fp!f
∗
p → gp!g
∗
p
is induced by hp. By [HA, 1.2.4.4, 1.2.4.5], we have a morphism of converging spectral
sequences
Ep,q1 = H
q(f−p!f ∗−pK) +3
cp,q1

Hp+qf!f ∗K
Hp+qc

′Ep,q1 = H
q(g−p!g∗−pK) +3 H
p+qg!g
∗K,
concentrated in the third quadrant. For p ≥ −n, since hp is an equivalence, c
p,q
1 is an
isomorphism for all q. It follows that cp,qr is an isomorphism for p + q ≥ 1 − n, and
τ≥1−nc is an equivalence. Therefore, τ≥1−na is an equivalence. Since n is arbitrary and
F (X+−1) is weakly left complete, a is an equivalence.
It remains to show that d : L → f ∗f!L is an equivalence for every L ∈ C≤0. Since
C is weakly left complete, it suffices to show that τ≥1−nd is an equivalence for every
n ≥ 1. For this, we may assume L ∈ C[1−n,0]. We will show that L is in the essential
image of (f ∗)≤0. Since (f ∗)≤0 is fully faithful, this proves that d is an equivalence.
Let H : PrRst,t,rc,wlc → Catn be the functor sending F to F
[1−n,0], where Catn is the
∞-category of n-categories. It suffices to show that H ◦ F ◦ (X+• )
op | N(∆s+) is a
limit diagram. Since Catn is an (n + 1)-category, we may assume that X+• /X
+
−1 is
(n + 1)-coskeletal by Lemma 4.1.5 applied to X+• → coskn+1(X
+
• /X
+
−1). In this case,
F ◦ (X+• )
op | N(∆s+) is a limit diagram by Lemma 4.1.4. 
ENHANCED ADIC FORMALISM FOR ARTIN STACKS 47
The following variant of Proposition 4.1.7 will be used to establish proper hyper-
descent. To state it conveniently, we introduce a bit of terminology. Let C be an
∞-category admitting pullbacks, and F : Cop → Cat∞ a functor. We say that a mor-
phism f of C is F -conservative if F (f) is conservative. We say that f is universally
F -conservative if every pullback of f in C is F -conservative. We say that an aug-
mented simplicial object X+• of C is a hypercovering for universal F -conservativeness
if X+n → (coskn−1(X
+
• /X
+
−1))n is universally F -conservative for every n ≥ 0.
Proposition 4.1.8. Let C be an∞-category admitting pullbacks, let F : Cop → PrLst,t,wrc
be a functor, and let a be an integer.
(1) Let G : PrLst,t,wrc → Cat∞ be the functor sending C to C
≥a. If X+• is a hypercover-
ing for universal (G◦F )-descent, then it is an augmentation of (G◦F )-descent.
(2) Let G : PrLst,t,wrc → Cat∞ be the functor sending C to C
+ :=
⋃
n C
≥n. If X+•
is a hypercovering for universal (G ◦ F )-descent and for universal (P ◦ F )-
conservativeness, where P : PrLst,t,wrc → Cat∞ is the forgetful functor, then it is
an augmentation of (G ◦ F )-descent.
Proof. The proof for (1) is similar to the proof of Proposition 4.1.7. For (2), the
conservativeness implies that G(lim
←−
F ◦(X+• )
op)→ lim
←−
G◦F ◦(X+• )
op is an equivalence.
The rest of the proof is similar. 
4.2. Smooth hyperdescent. The étale ∞-topos of an affine scheme is not hyper-
complete (see [HTT, §6.5] for the definition) in general. By contrast, the stable ∞-
categories we constructed satisfy smooth hyperdescent.
We regard the map
ChpArEO
⊗ := (
ChpArEO
I)⊗ : N(ChpAr)op × N(Rind)op → CAlg(Cat∞)
L
pr,st,cl
and the map
ChpAr

EO! : N(Chp
Ar

)F × N(Rind-tor)
op → PrLst
from [LZb] as functors
ChpArEO
⊗ : N(ChpAr)op → Fun(N(Rind)op,CAlg(Cat∞)
L
pr,st,cl),
ChpAr

EO! : N(Chp
Ar

)F → Fun(N(Rind-tor)
op,PrLst).
In the adic case, we have similar functors
a
ChpArEO
⊗ : N(ChpAr)op → Fun(N(Rind)op,CAlg(Cat∞)
L
pr,st,cl),
a
ChpAr

EO! : N(Chp
Ar

)F → Fun(N(Rind-tor)
op,PrLst).
from Proposition 1.2.1 and (1.6), respectively.
Definition 4.2.1. We say that an augmented simplicial object X+• in Chp
Ar (or
similar ∞-categories) is a (P) hypercovering for a property (P) on morphisms if
X+q → (coskq−1(X
+
• /X
+
−1))q is surjective and satisfies (P) for every q ≥ 0.
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Proposition 4.2.2. Every smooth hypercovering in ChpAr (resp. ChpAr

) is an augmen-
tation of both
ChpArEO
⊗-descent (resp.
ChpAr

EOop! -descent) and
a
ChpArEO
⊗-descent (resp.
a
ChpAr

EOop! -descent).
Proof. Let X+• be an augmented simplicial object of Chp
Ar (resp. ChpAr

). It suffices
to apply Proposition 4.1.7 to the full subcategory ChpArsm/X−1 ⊆ Chp
Ar
/X−1
spanned by
higher Artin stacks smooth over X−1. In the notation of Proposition 4.1.7, F associates
the usual t-structure (resp. the usual t-structure shifted by twice the relative dimension
over X−1). This proof applies to both the non-adic case and the adic case. The adic
case can also be deduced from the non-adic case by taking limits. 
4.3. Proper hyperdescent. In this section, we study hyperdescent properties for
proper morphisms. We start from some lemmas for preparation.
Lemma 4.3.1. Let C and D be stable ∞-categories equipped with left complete t-
structures. Let F : C→ D be a t-exact functor. Then C≤0 admits geometric realizations,
and geometric realizations are preserved by F .
Proof. By [HA, 1.2.4.5], for any simplicial object X• of C, there exist a geometric
realization X = |X•| in C and a geometric realization Y = |FX•| in D, and Hn(f) is
an isomorphism for all n, where f is the morphism Y → FX. It follows that f is an
equivalence. 
Lemma 4.3.2. Let C, D, E be stable ∞-categories equipped with t-structures such
that C and D are both left and right complete. Let F : C → D and G : C → E be t-
exact functors. Assume G conservative. Then C admits G-split [HA, 4.7.3.2] geometric
realizations, and those geometric realizations are preserved by F .
Proof. Let X• be a G-split simplicial object of C, and Y• : N(∆+)op → D a split aug-
mentation of G ◦X•. Then the unnormalized cochain complex
· · · → HqY2 → H
qY1 → H
qY0 → H
qY−1 → 0
is acyclic. Since G is conservative, it follows that the unnormalized cochain complex
· · · → HqX2 → H
qX1
θq
−→ HqX0
is an acyclic resolution of the object Aq = coker(θq) in the heart of C and the same holds
after applying the functor F . By [HA, 1.2.4.12], X• admits a geometric realization X,
FX• admits a geometric realization Z, and Hn(f) is an isomorphism for all n, where
f is the morphism Z → FX. It follows that f is an equivalence. 
The functor
ChpArEO
⊗ restricts to a functor
≥0
ChpAr

EO∗ : N(ChpAr

)op → Fun(N(Rind-tor)
op,Cat∞)
sending X to the assignment λ 7→ D≥0(X, λ).
Proposition 4.3.3. Let S be a -coprime (resp. -coprime locally Noetherian, that
is, there exists an atlas S → S where S is a locally Noetherian scheme) higher Artin
stack.
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(1) For every object λ of Rind-tor and every Cartesian square
W
g //
q

Z
p

Y
f // X
in ChpAr

(resp. ChpArlft/S) with p proper of finite diagonal (resp. proper and 1-
Artin), the induced square
D≥0(Z, λ)
g∗

D≥0(X, λ)
p∗oo
f∗

D≥0(W,λ) D≥0(Y, λ)
q∗oo
is right adjointable.
(2) Every proper finite-diagonal hypercovering in ChpAr

(resp. proper and 1-Artin
hypercovering in ChpArlft/S) is an augmentation of
≥0
ChpAr

EO∗-descent.
Proof. Let us first show that (1) implies (2). By Proposition 4.1.8, to show (2), it
suffices to show that every surjective morphism proper of finite diagonal (resp. proper
and 1-Artin) is of ≥0
ChpAr

EO∗-descent. For this, we apply [LZb, 3.3.6]: condition (1)
follows from the dual of Lemma 4.3.1; the Beck–Chevalley condition (2) is simply part
(1); condition (3) is clear.
To show (1), applying [LZb, 4.3.6] and the smooth base change, we are reduced to
the case where X and Y are in Schqc.sep. In this case, there exists a finite [Ryd15, The-
orem B] (resp. proper [Ols05, 1.1]) surjective morphism r0 : Z0 → Z with Z0 a scheme.
Since (1) is known in the case where p is proper and 0-Artin, r0 is
≥0
ChpAr

EO∗-descent
by the above proof of (2). Thus every object of D≥0(Z, λ) has the form lim
←−n∈∆
rn∗r
∗
nK,
where r• is a Čech nerve of r0. By Lemma 4.3.1, the functors f ∗ and g∗ preserve
limits indexed by ∆. Thus it suffices to check that the natural transformation
f ∗ ◦ p∗ ◦ rn∗ → q∗ ◦ g
∗ ◦ rn∗ is a natural equivalence. This follows from the known
cases of (1) with p replaced by the proper 0-Artin morphisms rn and p ◦ rn. 
The above result can be extended to D(X, λ)⊗ under cohomological finiteness con-
ditions. We fix an object λ of Rind-tor. The functors ChpArEO
⊗ and a
ChpArEO
⊗ restrict
to functors
ChpAr

EO⊗λ : N(Chp
Ar

)op → CAlg(Cat∞)
L
pr,st,cl,
a
ChpAr

EO⊗λ : N(Chp
Ar

)op → CAlg(Cat∞)
L
pr,st,cl
sending X to D(X, λ)⊗ and D(X, λ)⊗a , respectively.
Proposition 4.3.4. Let S be a -coprime (resp. -coprime locally Noetherian) higher
Artin stack. Let λ be an object of Rind-tor.
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(1) Consider a Cartesian square
W
g //
q

Z
p

Y
f // X
in ChpAr

(resp. ChpArlft/S) with p proper of finite diagonal (resp. proper and 1-
Artin). Assume that for every morphism U → X locally of finite type with U
an affine scheme, X0 is λ-cohomologically finite. Then the induced square
D(Z, λ)
g∗

D(X, λ)
p∗oo
f∗

D(W,λ) D(Y, λ)
q∗oo
is right adjointable.
(2) Let X+• be a proper finite-diagonal hypercovering in Chp
Ar

(resp. proper and
1-Artin hypercovering in ChpArlft/S). Assume that for every morphism U → X
+
−1
locally of finite type with U an affine scheme, X0 is λ-cohomologically finite.
Then X+• is an augmentation of both ChpAr

EO⊗λ -descent and
a
ChpAr

EO⊗λ -descent.
Proof. We first show that (1) implies (2) for
ChpAr

EO⊗λ -descent. One only needs to
repeat the proof of Proposition 4.3.3 with Proposition 4.1.8 replaced by Proposition
4.1.7 and Lemma 4.3.1 replaced by Lemma 4.3.2. Note that the case for
ChpAr

EO⊗λ -
descent implies the case for a
ChpAr

EO⊗λ -descent by [LZb, 3.1.4].
The proof for (1) is similar to Proposition 4.3.3 since r0 is of ChpAr

EO⊗-descent as
well. 
4.4. Flat hyperdescent. The following proposition is an analogue of flat cohomolog-
ical descent [SGA4, Vbis Proposition 4.3.3 c)].
Proposition 4.4.1. Every flat and locally finitely presented hypercovering of higher
Artin stacks is an augmentation of ≥0
ChpAr

EO∗-descent.
Proof. By Proposition 4.1.8, we are reduced to show that every surjective flat and
locally finitely presented morphism f : Y → X in ChpAr

is of ≥0
ChpAr

EO∗-descent. By
[LZb, Lemma 3.1.2] and the smooth descent, we are reduced to the case of schemes.
Let X ′ be a disjoint union of strict localizations of X, such that the morphism is
surjective. By [EGAIV, 17.16.2, 18.5.11], there exists a surjective étale morphism of
schemes g : X ′ → X and a finite surjective morphism of schemes g′ : Z → X ′ in Schqc.sep
such that the composite morphism Z → X factorizes through f . By [LZb, Lemma
3.1.2] and étale descent, it suffices to show that g′ is of universal ≥0Schqc.sepEO
∗-descent.
For this, we apply [LZb, Lemma 3.3.6]. Condition (1) follows from the dual of Lemma
4.3.1. Condition (2) follows from finite base change. Condition (3) is clear. 
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The above proposition can be extended to D(X, λ)⊗ under cohomological finiteness
conditions, similar to the case of proper hyperdescent. We leave details to the reader.
Remark 4.4.2. We define the ∞-category of ∞-DM stacks Chp∞-DM to be the ∞-
category Sch(Ge´t(Z)) of Ge´t(Z)-schemes in the sense of [Lur, 2.3.9, 2.6.11]. Using Propo-
sition 4.1.7, we can adapt the DESCENT program [LZb, §4] to define the first and the
second enhanced operation maps for ∞-DM stacks, namely, a functor
Chp∞-DMEO
I : ((Chp∞-DM)op ×N(Rind)op)∐ → Cat∞
that is a weak Cartesian structure, and a map
Chp∞-DMEO
II : δ∗2,{2}(((Chp
∞-DM)op ×N(Rindtor)
op)∐,op)cartF,all → Cat∞.
Applying the construction in §1.1, we obtain the first and the second enhanced adic
operation maps for ∞-DM stacks, namely, a functor
a
Chp∞-DMEO
I : ((Chp∞-DM)op ×N(Rind)op)∐ → Cat∞
that is a weak Cartesian structure, and a map
a
Chp∞-DMEO
II : δ∗2,{2}(((Chp
∞-DM)op ×N(Rindtor)
op)∐,op)cartF,all → Cat∞.
By restriction, we have similar functors
Chp∞-DMEO! and
a
Chp∞-DMEO!. Parallel to Propo-
sition 4.2.2, we have that every smooth hypercovering in Chp∞-DM is an augmentation of
both
Chp∞-DMEO
⊗-descent (resp.
Chp∞-DMEO
op
! -descent) and
a
Chp∞-DMEO
⊗-descent (resp.
a
Chp∞-DMEO
op
! -descent). We have similar results for proper and flat hyperdescent.
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