In this paper, we consider the problem of finding optimal portfolios in cases when the underlying probability model is not perfectly known. For the sake of robustness, a maximin approach is applied which uses a "confidence set" for the probability distribution. The approach shows the tradeoff between return, risk and robustness in view of the model ambiguity. As a consequence, a monetary value of information in the model can be determined.
The aim of this paper is to discuss an approach that explicitly takes into account the ambiguity in choosing the probability model and therefore is robust in following sense: The selected portfolio is slightly suboptimal for the given basic probability model, but performs also well under neighboring models. In contrast, non-robust portfolio decisions show a dramatic drop in performance, when deviating from the underlying model.
The organization of this paper is follows. In section 2, the decision model is formulated. The successive convex program as a solution technique is presented in section 3. In sections 4 and 5, the choice of ambiguity sets is discussed. Section 6 illustrates the approach by an Example.
Problem formulation
As introduced in the seminal work of Markowitz (see Markowitz [1959] ), the basic portfolio selection problem in this paper is to minimize the risk under a constraint for the expected return or -equivalently -maximize the expected return under a risk constraint. We follow the latter approach here.
Let Y x = M m=1 x i ξ i be the random return of a portfolio consisting of M assets with individual returns ξ i and portfolio weights x i . The chosen or estimated probability model P determines the distribution of the return vector (ξ 1 , . . . , ξ M ) on R M .
Once a probability model is specified, the expected return is well defined. There are however several ways of quantifying the risk. In this paper, risk is measured as negative acceptability. Acceptability in turn is measured by acceptability functionals A defined on the random asset returns.
Let (Ω, F) be a measure space, X a linear space of F measurable functions, X : Ω → R, then a coherent acceptability functional A from X toR is required to fulfill the following axioms (see Pflug [2006] for a discussion of coherent acceptability functionals) We interpret the negative acceptability as risk, i.e. a risk functional is of the form R = −A. The resulting risk functionals have properties coinciding with the convex risk functionals commonly used in the literature (see for example Delbaen [2002] or Föllmer and Schied [2002] ). The goal in this paper is to find decisions with high acceptability and thereby low risk. Note that since acceptability functionals and risk functionals differ only by their sign, they have the same level sets, which are called acceptance sets. For a given return Y , the acceptability value A(Y ) indicates the maximal shift of the distribution in the negative direction, which still keeps the return acceptable. Note that since the acceptability functions are concave, the level sets are convex sets. We will further assume, that the acceptability functionals A are continuous, which assures that the respective level sets are closed.
Examples for such acceptability functionals A are for instance
• the average-value-at risk (conditional value-at-risk, expected shortfall)
where
(see Rockafellar and Uryasev [2000] 
• also utility functionals of the following types
with 0 < λ ≤ 1 respectively, fall in the category of acceptability functionals (see Tokat et al. [2003] for a more detailed discussion of functionals of this form).
To translate acceptability back into risk, one may use −A(Y ), or, as we will do in the numerical examples, 1 − A(Y ) as risk functional.
Having identified the criteria for the optimization and the risk bound, we can now write the problem as an optimization problem under uncertainty using the basic probability modelP which can be regarded as the "best guess" for the real model. In most casesP will be determined by empirical data, but also other ways of obtainingP like the incorporation of expert opinion may be considered (see for example Clemen and Winkler [1999] ).
As mentioned before the portfolio selection model we consider is a simple Markowitz type of model without shortselling. The asset returns are modeled to be uncertain. Assuming there is no ambiguity about the statistical model of the returns the model reads
Note that the restriction to positive portfolio weights is chosen just for simplicity of exposition. It would pose neither theoretical nor computational problems to allow short selling in this setting as long as the feasible set of asset compositions remains bounded. In fact it might be rewarding to study the effects of ambiguity in the more risky setting where shortselling is permitted.
Letx * be the optimal portfolio composition found by solving (2). The robustness of this solution is often checked by stress testing. A stress test consists in finding an alternative probability model P and calculating E P (Yx * ) as well as A P (Yx * ) to judge the change in the return dimension as well as in the risk dimension under model variation. While stress testing helps in assessing the robustness of a given portfolio selection, it does not help to find a robust portfolio.
For the latter goal, one has to replace the basic model (2) by its ambiguity extension. To this end, let P be an ambiguity set, i.e. the set of probability models, to which the modeler is indifferent. The portfolio selection model under P-ambiguity is of maximin type and reads
Let us comment on the structure of the problem (3). It is a combination of a robust and a stochastic problem (see Zackova [1966] for the earliest occurrence of problems of the form (3)). Recall the definition of a robust optimization problem (see Ben-Tal and Nemirovski [2002] 
If a deterministic optimization problem
contains some parameters ζ and the decision maker only knows some range Z of these parameters, he/she may use the robust version of (4), namely
While in stochastic optimization one has at least a distributional information about the unknown parameters, the only information one has in robust optimization is a given set of parameters. Thus one may say that stochastic programs look at the average situation, while robust programs look at the worst-case situation.
The proposed portfolio selection under ambiguity contains both aspects: While assuming that the realizations of the return vectors come from some probability distribution, we allow on the other hand to vary this distribution within a certain set P without further structuring it. Would we impose a probability distribution on this set of probabilities (called a prior distribution), we would still solve an uncertainty problem, but of Bayesian type. In our approach we do not specify a prior and our problem (3) has the structure of a robust-stochastic problem.
Solution Techniques
Introducing the set of constraints for the vector of portfolio weights x X = {x :
the ambiguity problem (3) reads
By continuity and concavity of A, X is a compact convex set. Moreover, (P,
is bilinear in P and x and hence convex-concave. Therefore x * ∈ X is a solution of (6) if and only if there is a P * ∈ P such that (P * , x * ) is a saddle point, i.e.
for all (P, x) ∈ P × X (see Rockafellar [1997] ).
Since there are infinitely many constraints present, the problem (6) is a semi-infinite program. There are several solution methods for such problems. Direct methods use gradients to find the saddle point (Rockafellar [1976] , Nemirovskii and Yudin [1978] ). In Shapiro and Ahmed [2004] it is proposed to dualize the inner minimization problem in order to get a pure optimization problem: In particular they suppose that the set P is of the form
where P i are some measures, the φ i are P integrable and b i ∈ R. Then using the dual representation
the maximin problem is transformed into a pure maximization problem.
In this paper, we propose a successive convex programming (SCP) solution method, which uses a finitely generated inner approximation of the ambiguity set P. To be more precise, we approximate the infinitely many constraints A P (Y x ) ≥ q for all P ∈ P by finitely many ones. One starts with no risk constraints. In every new step, two new probabilities enter the set of constraints. These new probabilities are chosen as current worst case probabilities and this makes the algorithm work.
In particular, the successive SCP algorithm proceeds as follows:
1. Set n = 0 and P 0 = {P } withP ∈ P.
Solve the outer problem
Maximize (in x, t) : t subject to
and call the solution (x n , t n ).
3. Solve first inner problem
and call the solution P
n .
4. Solve the second inner problem
call the solution P
n and let P n+1 = P n ∪ {P
n }.
If
(a) P n+1 = P n or (b) the optimal value of (9) equals t n and the solution of (10) is equal to min P ∈Pn A P (Y xn ) then a saddle point is found and the algorithm stops. Otherwise set n := n + 1 and goto 2.
The two inner problems (9) and (10) may yield non unique optimizers. In this case we simply choose one of the optimizing worst case measures and proceed with the algorithm. To see that the second stopping criterion actually yields a saddle point, consider a situation where the condition 5(2) is fulfilled in the n − th run. Note that since (10) does not yield a lower acceptability, then the minimum of the measures in P n the point x n is feasible for the original problem. Since (9) gives the optimal value E P (Y xn ), there is no measure P giving smaller expectation than P . Furthermore it is clear from the optimality in (8), that there can be no x, such that E P (Y x ). This establishes that (x n , P ) is indeed a saddle point of the problem.
Note that if the measures P
(1) n or P
(2) n are in the convex hull of the measures in P n they don't have to be added to the set P n+1 (since the functions E p and A are concave and therefore take their minima on the extreme points of convex sets). 1 Whether or not the a discrete probability measure on R n is a convex combination of other such measures can be easily checked by linear programming techniques.
Notice that the set t n is a decreasing sequence of numbers and P n is an increasing sequence of sets. The convergence of this algorithm is stated below. Since one cannot exclude that there are several saddle points (in this case the set of saddle points is closed and convex), only a weak limit result is available in general.
Proposition. Assume that P is compact and convex and that (P, x) → E P [Y x ] as well as (P, x) → A P [Y x ] are jointly continuous. Then every cluster point of (x n ) is a solution of (6). If the saddle point is unique, then the algorithm converges to the optimal solution.
Proof. Since both X and P are compact sets, the sequence x n has a cluster point x * . W.l.o.g we may in fact assume that this is a limit point. Let
Then X n is a decreasing sequence of compact convex sets, which all contain X. Let X + = n X n . On the other hand, P n is an increasing sequence of sets with upper limit P + , which is the closure of n P n .
By construction, x n is a solution of
i.e. there is a probability P * n such that (P * n , x n ) is a saddle point. W.l.o.g. we may assume that the sequence (P * n ) has a limit P * . Therefore, (P * , x * ) is a saddle point for max
Since min P ∈P E P [Y xn ] = min P ∈P n+1 E P [Y xn ] one sees by continuity that (x * , P * ) is a saddle point for
Finally, notice that x * ∈ X. If not, inf P ∈P A P (Y x * ) < q. But then there is an x n such that inf P ∈P A P (Y xn ) < q and in the next step this x n together with an open neighborhood will be excluded from X n+1 , a contradiction.
Therefore (P * , x * ) is a saddle point for
i.e. x * is a solution of the original problem.
Ambiguity Sets
Typically, ambiguity sets are in some sense neighborhoods of basic models. Basic models are found by estimation from historic data, consistency considerations as the no-arbitrage rule, expert choice or a combination thereof. In all these cases, the found basic model is the most likely one, but model ambiguity is present. To express this ambiguity, one may allow some variations of the basic models in such a way that they differ in distance from the basic model not more than some . In particular, consider ambiguity sets of the form
where d is some distance for probability measures. The choice of the distance d is crucial for the final result. In this paper we use the Kantorovich distance (also called the L 1 ??? distance -see Vallander [1973] and Dall'Aglio [1972] ) defined as
Here u − v 1 = i |u i − v i |. To ensure that the Kantorovich distance is finite, we restrict ourselves to the space of measures with finite first absolute moment, i.e. P = {P : R n ||x||dx < ∞}.
The choice is motivated by the fact that the expected return has Lipschitz constant 1 under this distance, i.e.
for all portfolios x. Hence, the distance of probability models provides a bound for the difference in expectations and therefore a bound in the optimal values of the considered problems.
Furthermore if the chosen acceptability functional is the AV@R, then one has also Lipschitz continuity of the risk functional with respect to the Kantorovich distance, i.e.
for all α and all portfolio compositions x. If the acceptability functional involves higher moments, then the Fortet-Mourier extension (see Fortet and Mourier [1953] ) of the Kantorovich distance appears more appropriate. By the well known theorem of Kantorovich-Rubinstein (see Rachev [1991] ), the Kantorovich ambiguity set (15) can be represented as
If the probability space Ω is finite, i.e. if it consists of S scenarios ξ (1) , . . . , ξ (S) , with ξ (s) ∈ R M then a probability model is just a S-vector (P 1 , . . . P S ) and the ambiguity set is a polyhedral set
The bivariate probability K has the interpretation as the solution of Monge's mass transportation problem. The Kantorovich distance describes the minimal effort (in terms of expected transportation distances), to change the mass distributionP into the new mass distribution P (see Rachev and Rüschendorf [1998] ).
In the case of a finite probability space Ω it is not difficult to find a solution for the inner problems, i.e. to determine inf{E P (Y x ) : d(P,P ) ≤ } and inf{A P (Y x ) : d(P,P ) ≤ }.
For a given portfolio composition x, let y = (y i ) with y i = x ξ (i) ; i = 1, . . . , S. Denote byP i the probability mass sitting on y i underP . To find the worst case probability P ∈ P, one has to consider mass transportation from scenarios i to other scenarios j, which in total do need more than as expected transportation distance.
To this end, for minimizing E P , let for every pair (i, j), w i,j = y i − y j and v i,j = ξ (i) − ξ (j)
1 . The needed worst case is found by transferring masses from i to j in a stepwise manner: Starting with the pair i, j for which w i,j /v i,j is maximal, the new masses are assigned in descending order of w i,j /v i,j , but only if w i,j > 0 until the maximal allowed distance is reached.
In a similar manner, for minimizing A P , one sets w i,j =
and proceeds as before. Therefore the two inner problems are in fact directly solvable and do not need an optimization run.
If the acceptability functional is the average-value at risk, then constraint sets are polyhedral and the outer problems are linear. Therefore, in this case, the whole maximin algorithm is a sequential linear program, as studied in Byrd et al. [2005] .
Statistical Confidence Sets
Scenario models for asset returns are typically based on statistical data. If the portfolio decision follows a parametric model, as for instance the Markowitz model, then these parameters, as the mean return, the volatility and the correlations are estimated from the given data material and the estimation error may be quantified by estimating the standard errors or by determining confidence sets, see for instance Goldfarb and Iyengar [2003] .
Since our approach uses a nonparametric setup, nonparametric confidence sets have to be found. Starting with a basic estimateP n for the probability model for asset returns, a nonparametric confidence set has to be found: The basic estimate may be either the empirical distribution, i.e. the historical model or some variants of it, for instance models with parametric tail estimates to better accommodate extremal events. The second step is the choice of the size a such that a certain confidence level is reached, i.e.
P {d(P,P n ) ≥ a} ≤
for a large class of models P . The parameter n refers to the number of observations. As argued before, we use the Kantorovich distance here. Moreover, we consider only model variants which differ only in probabilities and not in values. The argument for doing so is that all model variants must be discrete for the numerical treatment and that variations in values would need some parametric modeling, which we want to avoid.
For getting a confidence set of the form (16), one has to assume that the true probability model P has no mass outside a ball in R M . For the empirical estimate, which puts mass 1/n on each of the n historical observations, one has that
for some constant C as was shown by Dudley [1968] . Consequently, using Markov's inequality, it follows that
If some smoothness properties of the unknown model P are known, the confidence sets may improved, see for instance Kersting [1978] . In any case, increasing the size n of the data set reduces the confidence set and leads to smaller costs for ambiguity. It should also be noted that in general the shrinking of the confidence sets can be arbitrary slow if the tails of the involved probability measures are heavy enough (see the results in Kersting [1978] ).
A Numerical Example
The following analysis is intended to demonstrate the impact of the size of the confidence sets (i.e. the robustness) on the optimal solutions of the outlined portfolio selection problem. The presented analysis furthermore makes it possible to asses the value of information in the model by comparing the optimal expected values for different levels of robustness.
To perform this analysis the maximin approach was implemented and applied to the following data set, downloaded from finance.yahoo.com: The data consists of monthly returns within the period January 1, 1990 to December 31, 2004 of stocks from six companies, namely
The selection of these six assets was motivated as follows. Among all assets represented in the Dow-Jones index, IBM and PRG show the least correlation and ATT and VER show the highest correlation. INT is the asset with smallest and EXX with largest variance. Under the basic modelP , all observations have the same probability of 1/180.
The 10% average value-at-risk AV@R 0.1 was chosen as acceptability functional. In order to translate the acceptance level into a risk level, we used 1 − AV@R 0.1 as the risk level. The bounds were set to AV@R 0,1 ≥ 0.9, i.e. the risk was bounded by 0.1. The ambiguity sets were determined as
Since the a in the above formula is hard to interpret, for our analysis we vary the a in dependence of an robustness parameter γ, γ → a(γ) and P = {P : d(P,P ) ≤ a(γ)} whereby a(η) = max{η : sup
The parameter γ is displayed in all Figures. The maximin problem was solved by successive linear programming as described above. Figure 1 shows the change in return, risk and portfolio composition as a function of the robustness parameter γ. As one can see, more robust portfolios are more diversified. The worst case expected return decreases with robustness, but the basic model expected return EP only drops slightly. On the other hand, the worst case risk stays at the bound, because this bound is binding, while the basic model risk 1 − AV@R 0.1,P drops significantly. Thus, for the given data set, the price for model robustness is very small while the portfolio composition changes dramatically with the increase in robustness.
The robustness parameter influences the efficient frontier. We have plotted the efficient surface: The optimal expected return as a function of risk and robustness. Figure 2 shows this surface, when risk and return are calculated under the basic probability, while Figure 3 shows the surface when risk and return are calculated under the pertaining worst case. Notice that for each point of the surface, this might be another worst case model. While underP , the efficient frontier is much deformed by increasing robustness, there is a much smaller influence on the worst cases.
Conclusions
We have presented a maximin approach for portfolio selection, which accommodates scenario uncertainty (aleatoric uncertainty) and probability ambiguity (epistemic uncertainty). Ambiguity is modeled by Kantorovich neighborhoods of a basic probability model.
The size of the ambiguity neighborhood may be chosen to correspond to a probabilistic confidence region for the estimated basic model. The more information is collected about the model, the smaller is the ambiguity set and the smaller is the loss in expected return one has to sacrifice for the sake of robustness. Therefore, the value of better statistical information expressed in possible shrinks of the ambiguity set can be assessed by looking at the pertaining losses in expected return for the basic model. The chosen example showed a relative small drop in expected return, but a considerable decrease of risk in exchange for a reasonable gain in robustness. It suggests that looking at portfolios which are robust against model ambiguities is very advisable for portfolio managers.
