We prove continuous dependence on initial data for a backward parabolic operator whose leading coefficients are Osgodd continuous in time. This result fills the gap between uniqueness and continuity results obtained so far.
Introduction
Backward parabolic equations are known to generate ill-posed (in the sense of Hadamard [6, 7] ) Cauchy problems. Due to the smoothing effects of the parabolic operator, in fact, it is not possible, in general, to guarantee existence of the solution for initial data which are not suitably regular. In addition, even when solutions possibly exist, uniqueness cannot be ensured without additional assumptions on the operator. Nevertheless, also for problems which are not well-posed the study of the conditional stability of the solution -the surrogate of the notion of "continuous dependence" when existence of a solution is not guaranteed -is of some interest. Such kind of study can be performed by resorting to the notion of well-behaved problem introduced by John [10] : a problem is well-behaved if "only a fixed percentage of the significant digits need be lost in determining the solution from the data". More precisely, a problem is well behaved if its solutions in a space H depend continuously on the data belonging to a space K , provided they satisfy a prescribed bound in a space H ′ (possibly different from H ). In this paper we give a contribution to the study of the (well) behaviour of the Cauchy problem associated with a backward parabolic operator. In particular, we consider the operator L defined, on the strip [0, T ] × R n , by
∂ x i a i, j (t)∂ x j u + n ∑ j=1 b j (t)∂ x j u + c(t)u ,
where all the coefficients are bounded. We suppose that a i, j (t) = a j,i (t) for all i, j = 1, . . . , n and for all t ∈ [0, T ]. We also suppose that L is backward parabolic, i.e. there exists k A ∈]0, 1[ such that, for all (t, ξ ) ∈ [0, T ] × R n ,
We show that if the coefficients of the principal part of L are at least Osgood regular, then there exists a function space in which the associated Cauchy problem
has a stability property.
To collocate the new result in the framework of the existing literature, the contents of some publications on the subject are preliminarily recalled. They show that, as one could expect, the function space in which the stability property holds is related to the degree of regularity of the coefficients of L . Weaker requirements on the regularity of the coefficients must be balanced, for the stability property to hold, by stronger a priori requirements on the regularity of the solution, hence stability holds in a smaller function space.
The overview on available works helps to lead the reader to the new result, claimed in the final part of the paper, concerning operators with Osgood-continuous coefficients. This kind of regularity is critical since it is the minimum required regularity to have uniqueness of the solution and can therefore be considered as a sort of lower limit. Although the proof of the claim is based on the theoretical scheme followed to achieve previous results [4] , the modifications needed to obtain an analogous proof in the case of Osgood coefficients are by no means trivial.
The paper is organised as follows. In Section 2 we give an overview on uniqueness and non-uniqueness results for (3) . Moreover, we introduce the notion of modulus of continuity and define the Osgood condition. Section 3 is dedicated to the notion of conditional stability; after recalling some known results, we state and prove the main result of the paper (Theorem 3.4). In Section 4 we consider the particular case of Log-Log-Lipschitz coefficients, where the dependence on initial data can be explicitly determined.
Uniqueness and non-uniqueness results
This section recalls some results on the uniqueness and non-uniqueness of the solution of the problem (3) for an operator like (1) with coefficients depending also on x. Consider the space
One of the first results concerning uniqueness is due to Lions and Malgrange [11] who consider an equation associated to a sesquilinear operator defined in a Hilbert space. In our context, this result can be read as follows.
Theorem 2.1 If the coefficients of the principal part of L are Lipschitz continuous with respect to t and x, u ∈ H 0 and u 0 = 0, then L u = 0 implies u ≡ 0.
The Lipschitz continuity of the coefficients is a crucial requirement for the claim, as shown some years later by Pliś [12] who proved the following theorem.
Theorem 2.2 There exist u, b 1 , b 2 and c ∈ C ∞ (R 3 ), bounded with bounded derivatives and periodic in the space variables and there exist l : [0, T ] → R, Hölder-continuous of order δ for all δ < 1 but not Lipschitz-continuous, such that 1/2 ≤ l(t) ≤ 3/2 for all t, the support of u is the set {t ≥ 0} × R 2 , and
Note that the differential operator in (5) is elliptic. However, the same idea developed by Pliś to prove the claim can be exploited to obtain a counterexample for the backward parabolic operator
Moreover, the result can be extended to the operator L by considering the problem solved by u(t, x 1 , x 2 )e −x 2 1 −x 2 2 , thus obtaining the following theorem.
Theorem 2.3
There exist coefficients a i, j , depending only on t, which are Hölder continuous of every order but not Lipschitz continuous and there exist u ∈ H 0 such that the solution of problem (3) with u 0 = 0 and f = 0 is not identically zero.
In view of the previous results, a question naturally arises: which is the minimal regularity (between Lipschitz continuity and Hölder continuity) of the coefficients of the principal part of L guaranteeing uniqueness of the solution of (3)? To answer to this question, the definition of modulus of continuity, that can be exploited to measure the degree of regularity of a function, is useful. 
The set of all functions having regularity µ is denoted by C µ .
As particular cases, the Lipschitz continuity, the τ-Hölder continuity (τ ∈]0, 1[) and the logarithmic Lipschitz (in short Log-Lipschitz) continuity are obtained for µ(s) = s, µ(s) = s τ and µ(s) = s log(1 + 1/s), respectively.
A further characterization of the modulus of continuity is the so called Osgood condition which is crucial in most of the results on uniqueness and stability that are described in the rest of the article. A modulus of continuity µ satisfies the Osgood condition if
This characterization is used, for instance, in [3] to obtain the following result concerning an operator whose coefficients in the principal part depend also on x.
Theorem 2.5 Let µ be a modulus of continuity that satisfies the Osgood condition. Let
and let the coefficients a i, j be such that, for all i, j = 1, . . . , n,
where C b is the space of bounded functions and C 2 b is the space of the bounded functions whose first and second derivatives are bounded.
More recently, by using Bony's para-multiplication, the result has been improved as far as the regularity with respect to x is concerned, i.e. replacing C 2 regularity with Lipschitz regularity [5] .
Note that the claim of Theorem 2.5 refers to the function space defined by (6), however, it is not difficult to extend it to the function space H 0 defined by (4).
Conditional stability results
For Cauchy problems related to the backward parabolic differential operators, which in general are not well posed, the notion of continuous dependence from initial data is replaced by the notion of (conditional) stability which is associated with the property of a problem to be well behaved, as defined by John [10] . The question about the conditional stability can be stated as follows. Suppose that two functions u and v, defined in [0, T ] × R n , are solutions of the same equation; suppose, in addition, that u and v satisfy a fixed bound in a space K and that u(0, ·) − v(0, ·) H is small (less than some ε). Given these assumptions can we say something on the quantity sup t∈[0,T ′ ] u(t, ·) − v(t, ·) K for some T ′ < T ? Does it remains small as well (e.g. less than a value related to ε)? In this section some results that give an answer to the above questions are reported.
Stability with Lipschitz-continuous (with respect to t) coefficients
One of the first results on conditional stability has been proven by Hurd [9] in the same theoretical framework considered by Lions and Malgrange. 
The constants ρ, δ and M depend only on T ′ and D, on the ellipticity constant of L , on the L ∞ norms of the coefficients a i, j , b j , c, on the L ∞ norms of their spatial derivatives, and on the Lipschitz constant of the coefficients a i, j with respect to time.
The result expressed by (7) implies uniqueness of the solution to the Cauchy problem, so that a necessary condition to this kind of conditional stability is that the coefficients a i, j fulfil the Osgood condition with respect to time. Hence a natural question arises: is Osgood condition also a sufficient condition for (7) to hold? Del Santo and Prizzi [4] have given a negative answer to this question. In particular, mimicking Pliś counterexample, they have shown that if the coefficients a i, j are not Lipschitzcontinuous but only Log-Lipschitz-continuous then Hurd's result does not hold. Moreover, they have proven that if the coefficients are Log-Lipschitz-continuous then a conditional stability property, weaker than (7), does hold. More recently, the result has been further improved [2] .
3.2 Stability with Log-Lipschitz-continuous (with respect to t) coefficients
As mentioned above, Osgood condition is not sufficient for Hölder conditional stability of the solution expressed by (7) . The following paragraph specifies this claim.
Counterexample to Hölder stability in the Log-Lipschitz case
The counterexample relies on the fact that it is possible [4] to construct
• a sequence {L k } k∈N of backward uniformly parabolic operators with uniformly Log-Lipschitz-continuous coefficients (not depending on the space variables) in the principal part and space-periodic uniformly bounded smooth coefficients in the lower order terms,
• a sequence {u k } k∈N of space-periodic smooth uniformly bounded solutions of
• a sequence {t k } k∈N of real numbers, with t k → 0,
for every δ > 0.
Stability result in the Log-Lipschitz case
In the case of Log-Lipschitz coefficients a result weaker that (7) is valid. Consider 
where the constants ρ, δ , M and N depend only on T ′ , on D, on the ellipticity constant of L , on the L ∞ norms of the coefficients a i, j , on the L ∞ norms of their spatial first derivatives, and on the Log-Lipschitz constant of the coefficients a i, j with respect to time.
Using Bony's para-product the result can be extended to the case in which the coefficients depend also on the space variable and are Lipschitz continuous with respect to it [2] .
Stability with Osgood-continuous (with respect to time) coefficients
Let us finally come to the new result contained in this paper. As in the previous section we first present a counterexample to the stability condition (8) and then a new weaker stability result.
Counterexample to stability estimate (8) in the LogLog-Lipschitz case
Consider the modulus of continuity ω defined, near 0, by ω(s) = s log 1 + 1 s log log 1 + 1 s and note that ω satisfies the Osgood condition but C ω functions are not Log-Lipschitz continuous. As in Paragraph 3.2.1, it is possible [1] to construct
• a sequence {L k } k∈N of backward uniformly parabolic operators with uniformly C ω -continuous coefficients in the principal part and space-periodic uniformly bounded smooth coefficients in the lower order terms,
but (8) does not hold for all δ ; more precisely
Stability result in the Osgood-continuous case
From now on, the following conditions are assumed to hold.
Assumption 3.3 The operator L defined in (1) is such that
• for all t ∈ [0, T ] and for all i, j = 1, . . . , n,
• there exists k B > 0 such that, for all t ∈ [0, T ] and for all i = 1, . . . , n, |b i (t)| ≤ k B ;
• there exists k C > 0 such that, for all t
, where ω is a modulus of continuity that satisfies the Osgood condition.
We can now state our main result. 
The constant ρ ′ and the function G depend on k A , k B , k C , ω, n, T, T ′ and D. 
whereû is the Fourier transform of u.
Definition 3.6 Let a > 0, d ∈ R and ω a modulus of continuity satisfying the Osgood condition. We denote by H d a,ω the set of the functions u :
We call it Osgood-Sobolev function space.
Remark 3.7 From Definitions 3.5 and 3.6 it is easy to see that, for all moduli of continuity ω, for all ε > 1, for all a > 0 and for all d ∈ R,
Theorem 3.4 is a consequence of the following local result.
Theorem 3.8 There exists α 1 > 0 and, for any T ′′ : 0 < T ′′ < T , there exist constants
with L fulfilling Assumption 3.3 and u(0, ·) 2
where σ = min{T ′′ , 1/α 1 } andσ = σ /8. The constant α 1 depends only on k A , k B , k C , ω and n while the constants ρ and C depend also on T and T ′′ . The function g is a strictly decreasing function; it depends on k A , k B , k C , ω, n, T, T ′′ , ε and ν and satisfies lim y→0 g(y) = +∞. Theorem 3.8 will be proven with the help of partial results expressed in terms of estimates of some integral quantities. The following Lemma 3.10 guarantees that all the integral quantities that will be introduced are finite, so that the obtained estimates make sense.
Proof. If is sufficient to note that:
Lemma 3.10 Let M > 0 and let u ∈ H 0 be a solution of 
The constantM depends only on n, k A , k B , K C , T , l and M. Moreover,
and there exists C, which depends on n, k A , k B , k C , T and l, such that u(t, ·)
. there existsĈ, which depends on n, k A , k B , k C , l, ν and ε and which tends to +∞ when l tends to zero, such that
Proof. It is easy to see that for all t ∈ [0, T ] and for almost all ξ ∈ R n ,
Multiplying both terms of (13) byū yields
By adding to (14) its complex conjugate, we obtain
hence, recalling the bounds for the coefficients of L (see Assumption 3.3),
Lemma 3.9 allows one to write
Therefore, for a fixed t ∈ [−l, T [,
where the last inequality comes from the fact that u ∈ H 0 and therefore, in particular,
, and, since t < T ,
for all a > 0 and all ε > 1. The first claim is then proven. The second claim is proven easily by choosing d = 1 and a = 0. To prove the third claim it is sufficient to rewrite equation (16) replacing T with 0.
Preliminary results and defintions
In this section some functions that are used in the rest of the article are defined. Let ω be a modulus of continuity satisfying Osgood condition. For a given ρ > 1 define the function θ :
It is easy to see that θ is bijective and strictly increasing. As a consequence, it can be inverted. For y ∈ (0, 1], for q > 0 and for λ > 0, let ψ λ ,q :]0, 1] → [1, +∞[ be defined by ψ λ ,q (y) θ −1 (−λ q log y) .
The relation θ ψ λ ,q (y) = −λ q logy immediately follows from the definitions; hence
The function φ λ ,q is bijective and strictly increasing; moreover,
On the other hand, equation (17), with the change of variable η = 1/s, becomes
Substituting (20) into (19) and recalling that ψ λ ,q (y) = φ ′ λ ,q (y)/q, it is easy to see that φ λ ,q satisfies the equation
Note that for all λ > 0, for all q > 0 and for all y ∈ (0, 1], ψ λ ,q ∈ (1, +∞) and, consequently, q φ ′ λ ,q (y) ∈ (0, 1) .
A pointwise estimate
The first result shows that, once fixed ξ , namely the value of the frequence argument of u, it is possible to find a bound for a particular time-integral, in an interval [0, σ ], of a function of |û(t, ξ )|. This bound consists in the sum of two terms depending onû(0, ξ ) andû(σ , ξ ), respectively.
, and letting β ≥ σ + τ, whenever u ∈ H 0 is a solution of (10), one has
for all λ ≥λ and all γ ≥γ, where φ λ φ λ ,k A (see (18)). The constant α 1 depends only on n, k A , k B , k C and ω, whileγ andλ depend on n, k A , k B , k C , ω, T and T ′′ .
The time-derivative ofv is
which may be rewritten as
where the dependency ofv and ∂ tv on t and on ξ has been neglected for the sake of a simple notation and where the identity (13) has been exploited. The complex conjugate equation of (24) is
Multiplying (24) by (t + τ)∂ tv and (25) by (t + τ)∂ tv and summing the two terms yields
Substituting in the second term the explicit expressions of ∂ tv and ∂ tv , that may be obtained from (24) and (25), one obtains
Integrating (27) between 0 and s, with s ≤ σ = 1/α, yields
where, to ease the following reasoning, some terms have been identified with capital letters from A to D. Terms (A) and (B) are positive and, since φ is strictly increasing, also (C) is positive. To obtain the final estimate, equation (28) needs to be slightly modified. In particular, extend functions a i, j to the whole real axis by setting a i, j (t) = a i, j (0) for t < 0 and a i, j (t) = a i, j (T ) if t > T and define
where ρ ε is a C ∞ mollifier.
From (28), replacing, in (D), a i, j (t) with a i, j (t) + a ε i, j (t) − a ε i, j (t), yields
where a ε i, j = a ε i, j − a i, j for all i, j = 1, . . . , n. In the following each term is considered individually, beginning with (P). The properties of the modulus of continuity ω guarantee that there exists a constant C 0 such that |a
for all ε, for all i, for all j and for all t. Hence
where the property that, for all i, |ξ i | ≤ |ξ | has been exploited. As a consequence, if
Young's inequality yields
and, consequently, since ω(s)
.
Let us consider now the term (Q).
For the properties of the modulus of continuity, there exists C 1 such that
for all ε, for all i, for all j and for all t. As a consequence, if
As far as the terms (T) and (U) are concerned,
where
Note, moreover, that
We claim now that there exist two positive constants α 1 and γ 1 such that, for all ξ ∈ R n ,
Letting the the proof of (30) to the reader, we remark that it relies on the following facts: when |ξ | ≥ 1, the function
is bounded from below by a positive quantity and
We remark also that taking a constant α ≥ α 1 , the inequality (30) remains true with α at the place of α 1 , provided the choice of a possibly bigger γ 1 . As a consequence, if α = max{α 1 , 1/T ′′ } and γ ≥ γ 1 , then
By using (31) into (29) and taking into account that (E) = (T 2 ) + (U 2 ) = (P 1 ) and that (R) ≥ 0, yields
Recall, now, that φ λ is a solution of equation (21) with q = k A . Since ω(z)/z > 1 for all z ∈ (0, 1), equation (21) implies
Hence, if φ λ is solution of (21) with λ > 2/k A ,
provided that (t + τ)/β ∈ (0, 1) for all t ∈ (0, s). Consider, now, the following two cases.
If
and hence, if
In fact if |ξ | > 1, then
If |ξ | ≤ 1, then
and choosing γ according to (34) guarantees (G) ≤ (L)/4.
On the contrary, if
then, since the function h : (0, 1) → R defined by h(y) = ω(y)/y is decreasing,
and, since ω is increasing,
As a consequence, if φ λ is solution of (21) with λ > 4/k A , then
In conclusion, taking into account that (N) ≥ 0, (H) ≥ 0, (L) ≥ 0 and (G) ≥ 0, leads to the inequality 1
Furthermore, using (36) into (32) and taking into account that
Finally, substituting (23) into (37) yields
Equation (38) holds for all s ∈ (0, σ ]; choosing s = σ one obtains (22).
An integral estimate
Proposition 3.11 provides a punctual estimate of the Fourier transform of u which will allow us to obtain, by integration, an analogously estimate on the norm of u. To obtain this result the following lemma and Definition 3.6 are accessory.
Lemma 3.12 If u ∈ H 0 is solution of (1), then there existsγ, not depending on ξ , such that, for all ξ , e 2γt |û(t, ξ )| 2 is (weakly) increasing in t.
Proof. We want to show that there existsγ such that
Note that
From (13), multiplying byū(t, ξ ) we obtain
and also, taking in both term the complex conjugate values,
and, consequently,
On the other hand, if |ξ | < nk B /k A , then −|ξ | > −nk B /k A and hence −nk B |ξ | > −n 2 k 2 B /k A . In conclusion, the claim holds for anyγ such thatγ > 2 max{k C , n 2 k 2 B /k A }.
Let us, now, come back to equation (22) . By integrating it with respect to ξ , the following result can be obtained. Proposition 3.13 Let σ and τ be as in Proposition 3.11. Setσ σ /8. There exists C > 0 such that, whenever u ∈ H 0 is a solution of (1), with L fulfilling Assumption 3.3, one has, for all β ≥ σ + τ,
where φ = φλ ,k A withλ given by Proposition 3.11. The constant C depends no n, k A , k B , k C , ω, T and T ′′ . Proof. In the hypotheses of the claim, Proposition 3.11 guarantees the existence of σ , α, γ and φ λ such that (22) holds. The integrand function in (22) is positive and, consequently, the term on the left hand side can be bounded from below by integrating on an interval contained in [0, σ ]. Let τ ≤ σ /4 and let z be a value such that 0 < z ≤σ ; we have
by integrating with respect to ξ and taking into account that, since σ = 1/α,
Now, letγ be a value of γ fulfilling equation (34), letγ be the value provided by Lemma 3.12 and let γ > max{γ,γ} .
Since φ λ is increasing, we have that
for all t < 2z + τ. As a consequence, using also the fact that e 2γz ≥ 1, equation (42) yields
where the constant values
have been introduced. Dividing by τ and taking into account that (z + τ)/τ > 1 and that φ λ is negative, it is easy to see that (43) implies
Moreover, with respect to φ λ , note that since φ λ is increasing,
In addition, since φ λ is also concave,
tends to zero, which is not immediate to guess. The following lemma allows one to choose β in such a way that (46) can be written in a form from which the stability property can be obtained more easily.
Lemma 3.14 Let φ be a solution of (21) with λ > 0 and q > 0 and let τ > 0. Let
The function h so defined is strictly decreasing with
Proof. The claim is easily proven by computing h ′ .
As a consequence of Lemma 3.14, h can be inverted and its inverse h 
where g is defined by , q −1/2 } .
and that, for all ν > 0 and all ε > 0, there exists C ν,ε such that
It follows that
provided that
By defining g(y) = g( C ν,ε y), equation (49) allows one to easily obtain (11).
The claim of Theorem 3.8 to the whole interval [0, T ].
Proof of Theorem 3.4
Theorem 3.4 is proven iterating a finite number of times the estimate given by the following lemma.
Lemma 3.15
Under the same hypotheses of Theorem 3.8,
The constants C ′ and C ′′ depend on n, k A , k B , k C , ν, ε and σ and tend to +∞ as σ tends to zero. 
By Lemma 3.10 we obtain
Now set G(y) (1 + D)C ′ Ce −σ g(C ′′ y) and note that lim y→0 G(y) = 0. We have just proven that sup
Finally, let T ′ : 0 < T ′ < T ; take T ′′ = (T + T ′ )/2 (so that T ′ < T ′′ < T ). Note that σ /2 = σ /16 and recall that σ = min{1/α 1 , T ′′ }. To complete the proof of Theorem 3.4 it is sufficient to iterate inequality (51) a finite number of times. Indeed, set T 0 = 0 and, for i ≥ 0,
For all i inequality (51) provides
The result follows by noting that
and that, for all j
The sequence T j j∈N is increasing and bounded from above by T ′′ ; hence it admits a limit. Let this limit be T * ; we want to show that T * = T ′′ . Obviously, T * ≤ T ′′ ; suppose that T * < T ′′ , then T ′′ − T i ≥ T ′′ − T * > 0 and, consequently,
for all j, yielding lim j→∞ T j = +∞, which is a contradiction. Therefore it must be T * = T ′′ which means that T j > T ′ for some j.
A specific case
In this section the explicit expression of the function G appearing in the statement of 3.4 is computed when the modulus of continuity ω :]0, e 1−e ] → R is defined by 
From the definition of ψ λ ,q , one can easily check that it is strictly decreasing and that From now on, we choose q = k A and λ ≥λ as in the proof of Proposition 3.11 and, for the sake of a simpler notation, we write φ λ and ψ λ instead of φ λ ,q and ψ λ ,q , respectively. Proposition 3.13 then, gives Easy computations yield
Note that this value of β is larger than σ + τ if and only if u(0·) L 2 < e τΛ( σ+τ τ ) ρ .
In particular, if τ = σ /4 then ρ = e τΛ(5/4) ; we show below that a smaller value of τ performs better. Note, now, that for ζ > 1 and y < 1/ζ log ψ λ ,q (ζ y) = log ψ λ ,q (y) + 1 Indeed, let ε > 0. It is easy to check that F(ζ ) < ε ⇔ exp − σ k A 2e exp (log ζ + 1)
, which is true for sufficiently large ζ . Analogousy, for sufficiently small u(0, ·) L 2 , one has 
