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Kurzbeschreibung (Abstract) 
 
Die 2k – 1 Typen der ungeordneten Zahlpartitionen mit k Parts (k-Partitionen) werden hier mit 
Hilfe der geordneten Partitionen von k definiert. Für jeden Typ gibt es eine erzeugende 
Funktion der geschlossenen Form mit eindeutiger Nummerierung. Die bekannte erzeugende 
Funktion der k-Partitionen ist die Summe dieser 2k – 1 typspezifischen erzeugenden 
Funktionen. Die Expansion dieser typspezifischen erzeugenden Funktionen in (unendlich 
lange) Potenzreihen ist rekursiv möglich. Untersucht werden Zerlegungen von erzeugenden 
Funktionen der "einfachen" Typen in erzeugende Funktionen anderer Typen. Damit lassen 
sich Bijektionen zwischen den Partitionen verschiedener Typen aufspüren. Die 
typspezifischen Betrachtungen werden auf die geordneten Partitionen und auf ihre 
erzeugenden Funktionen ausgeweitet. 
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1. Kurze Vorbetrachtung  
 
Die hier dokumentierte Ausarbeitung begann mit dem Erkennen, dass jede ungeordnete  3-
Partition einer natürlichen Zahl n, also n = a + b + c mit a > b > c > 0, eine von vier typischen 
Eigenschaften hat: 
 
  Drei gleichgroße Parts (Voraussetzung: 3 | n); a = b = c; nmin = 3. 
  Zwei gleichgroße Parts, dritter Part ist kleiner; a = b > c; nmin = 5. 
  Zwei gleichgroße Parts, dritter Part ist größer; a > b = c; nmin = 4. 
  Drei ungleiche Parts;  a > b > c; nmin = 6. 
 
Leicht nachprüfbar:  
Die Zahl 9 ist die kleinste, die ungeordnete 3-Partitionen dieser vier Typen ermöglicht.  
 
Verallgemeinerung: Gesucht wurde die kleinste Zahl, die ungeordnete k-Partitionen aller 
dann möglichen Typen ermöglicht. Die Typen der ungeordneten k-Partitionen von n sind gut 
erkennbar, wenn die Parts (λi) nach der Größe sortiert werden.  
 
λ1 > λ2 >  ...  > λk > 0 (1.1)
 
λ1 + λ2 +  ...  + λk = n (1.2)
 
In der Partfolge (1.1) wird jeder Typ durch die Folge der beiden Zeichen „>“ und „=“ 
charakterisiert. Die Anzahl solcher binärer Zeichenfolgen bzw. die Anzahl solcher Typen für 
ungeordnete k-Partitionen ist 2k – 1.  
 
Der Beweis, dass k2 die kleinste Zahl ist, die ungeordnete k-Partitionen dieser 2k – 1 Typen 
ermöglicht, wird hier mit weiteren typspezifischen Themen dokumentiert. Ein Hauptthema ist 
dabei, die Anzahl der k-Partitionen von n > k in typspezifische Beiträge zu zerlegen. 
 
Die 2k – 1 Typen der ungeordneten k-Partitionen lassen sich in äquivalenter Weise mit den 
geordneten Partitionen der Zahl k definieren. Mit einer "teleskopartigen" Konstruktion der 
erzeugenden Funktion für die ungeordneten k-Partitionen eines solchen Typs wurde deutlich, 
dass die erzeugenden Funktionen aller Typen formal leicht erstellbar und eindeutig 
nummerierbar sind. Diese 2k – 1 typspezifischen Funktionen können mit einem binären 
Algorithmus zusammengefasst werden, wobei die bekannte erzeugende Funktion für die 
ungeordneten k-Partitionen entsteht. Zum Expandieren der typspezifischen erzeugenden 
Funktionen in (unendliche lange) Potenzreihen gibt es rekursive  Algorithmen. "Einfache" 
typspezifische erzeugende Funktionen können leicht in eine Summe von typspezifischen 
erzeugenden Funktionen zerlegt werden, womit Bijektionen zwischen den Partitionen 
verschiedener Typen aufgespürt werden können. 
 
Der Grundgedanke, dass jede ungeordnete Partition der Repräsentant einer Äquivalenz-
klasse von geordneten Partitionen ist (Partitionen mit permutierter Reihenfolge der gleichen 
Parts), führt zu den typspezifischen erzeugenden Funktionen der geordneten Partitionen. 
  
Anstelle des Begriffs „erzeugende Funktion“ wird nachfolgend das Kürzel "GF" (generating 
function) verwendet. Ungeordnete Partitionen werden hier oft in der Form (1.2) dargestellt. 
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2. Die Typen der ungeordneten k-Partitionen 
 
Betrachtet sei die ungeordnete k-Partition einer natürlichen Zahl n, mit 1 < k < n. Die  Parts 
sollen in fallender Größe sortiert sein. Die Anzahl der unterscheidbaren Partgrößen sei r, mit 
1 < r < k. Diese r Partgrößen werden hier standardmäßig mit ni symbolisiert und in wachsen-
der Größe mit i = 1, 2, …, r nummeriert. Die Partition hat die Summandendarstellung 
 
n = nr +…+ nr + … + ni +…+ ni + … + n1 +...+ n1. 
       \______/             \______/             \______/ 
 kr       ki          k1  
Die Anzahl der Parts mit gleicher Größe ni sei  ki > 1. Die Anzahl aller Parts ist k =∑
=
r
1i
ik .  
Die r natürlichen Zahlen nr >...> n2 > n1 > 0 bilden eine streng monoton fallende Folge.  
Die r natürlichen Zahlen (kr, ..., k2, k1) bilden eine geordnete r-Partition von k.  
 
Mit jeder konkreten geordneten r-Partition von k lässt sich zusammen mit den noch nicht 
festgelegten r Partgrößen ni aus einer streng monoton fallenden Folge eine spezielle Formel 
angeben, die einen Typ – genauer einen r-Typ – für ungeordnete k-Partitionen definiert. 
 
n = kr*nr + ... + ki*ni + ... + k1*n1 = ∑
=
⋅
r
1i
ii nk   (2.1)
 
Mit den geordneten r-Partitionen von k können so 





−
−
1r
1k
 Formeln für die r-Typen der 
ungeordneten k-Partitionen formuliert werden. Mit allen geordneten Partitionen von k können 
auf diese Weise 2k – 1 Typformeln – kurz: Typen – definiert werden. 
 
Beispiel 2.1:  Alle Typen für k = 3.  
       
r 
geordnete 
r-Partition  
von k = 3 
  Typ der ungeordneten 
  3-Partitionen von n 
  mit n3 > n2 > n1 > 0 nmin 
  alternative 
  Typdarstellung  
Die ungeordneten 
3-Partitionen von n = 9 
typspezifisch sortiert 
1 (3)   n = 3n1 3     n1 = n1 = n1   3 + 3 + 3,  
(2, 1)   n = 2n2 + n1 5     n2 = n2 > n1   4 + 4 + 1,  2 (1, 2)   n = n2 + 2n1 4     n2 > n1 = n1   7 + 1 + 1, 5 + 2 + 2, 
3 (1, 1, 1)   n = n3 + n2 + n1 6     n3 > n2 > n1   6 + 2 + 1, 5 + 3 + 1, 4 + 3 + 2. 
       
Die Typformel (2.1) liefert mit allen streng monoton fallenden ni-Folgen offensichtlich nur 
solche Zahlen n, die in k-Partitionen des definierten Typs zerlegt werden können. Ein mit 
verschiedenen ni-Folgen erzeugbares n lässt sich in verschiedene typgleiche Partitionen von 
n zerlegen. Die kleinste typspezifische Zahl nmin wird mit ni = i nur einmal erzeugt.  
 
nmin = kr*r +...+ ki*i +...+ k1*1 = ∑
=
⋅
r
1i
i ik   (2.2)
 
Die nächst größere mit (2.1) erzeugbare Zahl ist n = nmin + kr. Im Fall kr > 1 lässt sich die Zahl 
n = nmin + 1 nicht erzeugen bzw. nicht typrichtig zerlegen (Münzwechsel-Problematik). Haben 
alle Parts der typbestimmenden geordneten Partition von k den Teiler d > 1, dann liefert (2.1) 
nur Zahlen mit dem Teiler d und die Zahlen ohne diesen Teiler sind nicht typrichtig zerlegbar.  
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3. Konstruktion einer typspezifischen GF (generating function) 
 
Alle ungeordneten k-Partitionen des gleichen Typs werden im Format der Typformel (2.1) als 
Exponenten von x erfasst. Diese Potenzen sind bei r-Typen in r Faktoren zerlegbar. 
 
nx  = 111r1rrr nk...nknkx ⋅++⋅+⋅ −−  = ∏
=
⋅
r
1i
nk iix          (3.1) 
 
Zunächst sollen die Partgrößen ni mit Ausnahme von nr konstant bleiben. Alle k-Partitionen 
mit nr > nr – 1 lassen sich so als entsprechende Terme (3.1) erfassen. Mit der Voraussetzung 
|x| < 1 sind diese Terme summierbar.  
 
∏∑ −
=
⋅
∞
+=
⋅
⋅








−
1r
1i
nk
n1n
nk ii
1rr
rr xx = ∏∑ −
=
⋅
∞
=
⋅⋅
⋅








⋅
−
1r
1i
nk
1n
nknk ii
r
rr1rr xxx = ∏−
=
⋅⋅
⋅
−
⋅
−
1r
1i
nk
k
k
nk ii
r
r
1rr x
x1
x
x  
= ∏−
=
⋅⋅+
⋅
−
⋅
−−
2r
1i
nk
k
k
n)kk( ii
r
r
1r1rr x
x1
x
x          (3.2) 
 
Jetzt können alle k-Partitionen mit nr – 1  > nr – 2 erfasst werden. Für jedes nr – 1 sind dabei auch 
alle k-Partitionen mit nr > nr – 1 zu berücksichtigen, d. h. für jedes nr – 1 ist ein entsprechender 
Term (3.2) zu bilden. Diese Terme sind ebenfalls summierbar. 
 
∏∑ −
=
⋅
∞
+=
⋅+
⋅
−
⋅








−−
−−
2r
1i
nk
k
k
n1n
n)kk( ii
r
r
2r1r
1r1rr x
x1
x
x  = ∏∑ −
=
⋅
∞
=
⋅+⋅+
⋅
−
⋅








⋅
−
−−−−
2r
1i
nk
k
k
1n
n)kk(n)kk( ii
r
r
1r
1r1rr2r1rr x
x1
x
xx  
= ∏−
=
⋅
+
+
⋅++
⋅
−
⋅
−
⋅
−
−
−−−
3r
1i
nk
k
k
kk
kk
n)kkk( ii
r
r
1rr
1rr
2r2r1rr x
x1
x
x1
x
x        (3.3) 
 
Alle k-Partitionen mit nr – 2  > nr – 3 können nun in gleichartiger Weise erfasst werden, dabei 
sind die entsprechenden Terme (3.3) zu summieren. Schritt für Schritt, letztlich mit n1 > 1,  
wird so jede k-Partition des vorgegebenen r-Typs genau einmal erfasst und es entsteht dabei 
die folgende GF mit r Faktoren. 
 
GF(r-Typ, k-Partitionen) = 
r
r
1rr
1rr
2r1rr
2r1rr
12r1rr
12r1rr
k
k
kk
kk
kkk
kkk
k...kkk
k...kkk
x1
x
x1
x
x1
x
...
x1
x
−
⋅
−
⋅
−
⋅⋅
−
−
−
−−
−−
−−
−−
+
+
++
++
++++
++++
    (3.4) 
 
Die x-Exponenten in dieser GF sind Partialsummen der geordneten r-Partition von k.  
 
Die größte dieser Partialsummen ist k. Alle GF’s, die in dieser Weise mit den geordneten 
Partitionen von k konstruiert werden können, haben diesen Faktor mit dem Exponenten k. 
Der kleinste Exponent in einer solchen GF ist kr, er gibt die Anzahl der größten Parts in den 
ungeordneten k-Partitionen an. Die Faktorenanzahl in einer solchen GF ist gleich der Anzahl 
der unterscheidbaren Partgrößen ni im Typ bzw. in den ungeordneten k-Partitionen. 
 
Solche typspezifischen GF’s können formal leicht erstellt und eindeutig nummeriert werden. 
Das wird nun ausführlich betrachtet.  
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4. Nummerierung und Symbolik für typspezifische GF‘s  
 
Die x-Exponenten in der GF (3.4), also die Partialsummen der typbestimmenden geordneten 
r-Partition von k, werden nun standardmäßig in fallender Größe mit s1 bis sr symbolisiert.  
 
si = ∑
=
r
ij
jk   mit  i = 1, 2, ..., r (4.1) 
k = s1 > s2 > ... > sr = kr      (4.2)
GF(r-Typ, k-Partitionen) = 
r
r
2
2
1
1
s
s
s
s
s
s
x1
x
...
x1
x
x1
x
−
⋅⋅
−
⋅
−
 = ∏
=
−
r
1i
s
s
i
i
x1
x
 (4.3)
 
Die si-Folge (4.2) der Partialsummen (4.1) ist streng monoton fallend. Diese Folge 
ermöglicht das Rekonstruieren der typbestimmenden geordneten r-Partition von k. 
 
(kr, kr – 1, ..., ki, ..., k1) = [sr, (sr – 1 – sr), ..., (si – si + 1), ..., (s1 – s2)]      (4.4) 
 
Es gibt 





−
−
1r
1k
 geordnete r-Partitionen von k. Es gibt damit genau so viele streng monoton 
fallende Folgen (4.2). Diese beginnen mit der Zahl s1 = k und die weiteren (r – 1) disjunkten 
Zahlen, s2 bis sr, sind aus dem Zahlenbereich 1 bis (k – 1). Außerdem gibt es auch genau so 
viele k-stellige Binärzahlen mit r Einsen. Sie haben auf der höchstwertigen Bitposition eine 
Eins und auf den folgenden (k – 1) Bitpositionen sind die weiteren (r – 1) Einsen verteilt.  
 
Die Bitpositionen der r Einsen in einer k-stelligen Binärzahl und die r Exponenten si in der GF 
(4.3) haben eine eindeutige, eine bijektive Zuordnung. 
 
 1ooo1ooooo1oo….oo1oooo1ooo
k.............................................321
 k-stellige Binärzahl mit r Einsen  
Positionsnummern der Bits in der k-stelligen Binärzahl 
|<----------------------------------------| s1 = kr +  ...   + k3 + k2 + k1 = k  k1 = s1 – s2  |<----------------------------------| s2 = kr +  ...   + k3 + k2   k2 = s2 – s3  |<-------------------------| s3 = kr +  ...   + k3  k3 = s3 – s4  
....  ....   .... 
|<------------| sr–1  = kr + kr–1    kr–1 = sr–1 – sr  |<-----| sr = kr  kr  = sr 
|  k1  |    k2    |     …     |  kr-1  |   kr   | 
 
Achtung! Die Folge der Distanzen der Einsen ist die 
gespiegelte Partfolge der typbestimmenden r-Partition. 
 
Mit den Stellenwerten der Einsen in der k-stelligen Binärzahl ergibt sich eine Typnummer t.  
   
t = 1s1s1s r21 2...22 −−− +++  = ∑
=
−
r
1i
1si2    (4.5)
   Die GF (4.3), die si-Folge (4.2), die geordnete r-Partition von k (4.4) und der Typ der 
ungeordneten k-Partitionen (2.1) sind damit eindeutig nummerierbar. 
 
Jede Zweierpotenz in (4.5) ist einem Faktor in der GF (4.3) zugeordnet. Diese Faktoren sind 
GF's des Typs r = 1; sie sind die Summen unendlich langer, einfacher Potenzreihen, deren 
Anfangspotenzen in den Zählern dieser GF's stehen. Die GF's des Typs r = 1 werden somit 
nur mit einer Zweierpotenz nummeriert bzw. definiert, sie heißen hier Elementar-GF's.  
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Die mit t nummerierten typspezifischen GF's erhalten hier die Symbolik T(t). Die Notationen 
für eine allgemeine Elementar-GF und für die typspezifische GF (4.3) sind damit:   
 
s
s
x1
x
−
 = T(2s – 1)  mit s > 1;              (4.6) 
r
r
2
2
1
1
s
s
s
s
s
s
x1
x
...
x1
x
x1
x
−
⋅⋅
−
⋅
−
 = T( 1s12 − )*T( 1s22 − )*…*T( 1sr2 − ) = T( 1s1s1s r21 2...22 −−− +++ )   
= ∏
=
−
r
1i
s
s
i
i
x1
x
 = ∏
=
−
r
1i
1s )2(T i  = T )2(
r
1i
1si∑
=
−
.                         (4.7) 
 
 
Jede vorgegebene Typnummer t – gewandelt in eine Summe disjunkter Zweierpotenzen – 
liefert so eine Exponentenfolge. Damit sind die Werte für k, r und für die Partialsummen si 
sofort verfügbar. Die typspezifische GF ist damit darstellbar. Aus der si-Folge wird die 
geordnete r-Partition von k ermittelt, die den Typ der ungeordneten k-Partitionen bestimmt. 
 
Beispiel 4.1: Typnummer t = 3*2k – 2 + 1 für k > 3. 
Zerlegung der Typnummer in ungleiche Zweierpotenzen:  t = 2k – 1 + 2k – 2 + 20. 
Also, damit ist r = 3 und die Folge der Partialsummen ist (s1, s2, s3) = (k, k – 1, 1). 
Die GF ist  T(2k–1 + 2k–2 + 20) = T(2k–1)*T(2k–2)*T(20)  = 
x1
x
x1
x
x1
x
1k
1k
k
k
−
⋅
−
⋅
−
−
−
.  
Ermittlung der geordneten Partition: (k3, k2, k1) = [s3, (s2 – s3), (s1 – s2)] = (1, k – 2, 1). 
Typ der ungeordneten k-Partitionen:  n = n3 + (k – 2)n2 + n1  mit n3 > n2 > n1 > 0;  nmin = 2k. 
 
Beispiel 4.2: GF’s und Typen der ungeordneten k-Partitionen für k = 5 und r = 3. 
Es gibt 6 geordnete 3-Partitionen von k = 5. Ihre Partialsummen (s1, s2, s3) sind die 
Exponentenfolgen für 6 typspezifische GF’s. Mit den geordneten Partitionen werden die 
Typen der ungeordneten 5-Partitionen definiert. Die si-Folgen (mit s1 = k = 5 und r = 3) 
können auch als Erstes gesucht werden und mit (k3, k2, k1) = [s3, (s2 – s3), (s1 – s2)] werden 
dann die typbestimmenden geordneten 3-Partitionen konstruiert. Die Folge (s1, s2, s3) zeigt 
auf die Bitpositionen der 3 Einsen in der 5-stelligen binären Typnummer. 
 
      
 
fallende 
Zahlfolge 
(s1, s2, s3) 
Typnummer  
t = 1s1s1s 321 222 −−− ++  
T(t) = 
3
3
2
2
1
1
s
s
s
s
s
s
x1
x
x1
x
x1
x
−
⋅
−
⋅
−
 
geordnete 
3-Partition 
von k = 5 
(k3, k2, k1) 
Typ der ungeord-
neten 5-Partitionen  
mit n3 > n2 > n1 > 0 
nmin 
1 (5, 2, 1) (10011)2 = 24 + 21 + 20 = 19 
x1
x
x1
x
x1
x
2
2
5
5
−
⋅
−
⋅
−
 
(1, 1, 3)  n = n3 + n2 + 3n1 8 
2 (5, 3, 1) (10101)2 = 24 + 22 + 20 = 21 
x1
x
x1
x
x1
x
3
3
5
5
−
⋅
−
⋅
−
 
(1, 2, 2)  n = n3 + 2n2 + 2n1 9 
3 (5, 3, 2) (10110)2 = 24 + 22 + 21 = 22 2
2
3
3
5
5
x1
x
x1
x
x1
x
−
⋅
−
⋅
−
 
(2, 1, 2)  n = 2n3 + n2 + 2n1 10 
4 (5, 4, 1) (11001)2 = 24 + 23 + 20 = 25 
x1
x
x1
x
x1
x
4
4
5
5
−
⋅
−
⋅
−
 
(1, 3, 1)  n = n3 + 3n2 + n1 10 
5 (5, 4, 2) (11010)2 = 24 + 23 + 21 = 26 2
2
4
4
5
5
x1
x
x1
x
x1
x
−
⋅
−
⋅
−
 
(2, 2, 1)  n = 2n3 + 2n2 + n1 11 
6 (5, 4, 3) (11100)2 = 24 + 23 + 22 = 28 3
3
4
4
5
5
x1
x
x1
x
x1
x
−
⋅
−
⋅
−
 
(3, 1, 1)  n = 3n3 + n2 + n1 12 
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5. Die Summe aller typspezifischen GF‘s  
 
Mit der Typnummer t im Format einer k-stelligen Binärzahl, t = (bk...b2b1)2, lässt sich die 
typspezifische GF auch mit folgender Formel erstellen: 
 
T(t) = T[(bk...b2b1)2]  = ⋅






−
kb
k
k
x1
x
...
12 bb
2
2
x1
x
x1
x






−
⋅







−
⋅  = 
ibk
1i
i
i
x1
x∏
=








−
.    (5.1) 
t = ∑
=
−
⋅
k
1i
1i
i 2b             (5.2) 
 
Mit bi = 1 wird die entsprechende Elementar-GF selektiert (aktiviert) und mit bi = 0 wird sie für 
die GF-Erstellung ausgeschlossen, der entsprechende GF-Faktor wird damit zum Faktor 1. 
 
Mit bk = 1 werden die typspezifischen GF’s der k-Partitionen erstellt und die zugehörigen 
Typnummern (5.2) liegen im Bereich der k-stelligen Binärzahlen: 2k – 1 < t < 2k – 1. 
 
Mit bk = 0 werden die typspezifischen GF’s für die Partitionen mit weniger als k Parts erstellt. 
Die Nummerierung beginnt ab t = 0, wobei mit t = 0  der GF-Grenzfall mit seiner Entartung 
nummeriert wird: T(0) = 
0k
1i
i
i
x1
x∏
=








−
 = 1.  
 
Es folgt nun das Zusammenfassen aller typspezifischen GF’s von t = 0 bis t = 2k – 1. 
 
Mit den Komplementärwerten eines Bits der binären Typnummer, z. B. mit b1 = 0 und b1 = 1, 
liefert die Formel (5.1) zwei GF‘s, die für k > 1 so noch nicht vollständig spezifiziert sind. 
Diese beiden GF’s können zu einer GF zusammengefasst werden. 
 
T[(bk...b20)2]  +  T[(bk...b21)2]   
= 
ibk
2i
i
i
x1
x∏
=








−
+ 
ibk
2i
i
i
x1
x
x1
x ∏
=








−
⋅
−
= 
ibk
2i
i
i
x1
x
x1
x1 ∏
=








−
⋅





−
+  = 
ibk
2i
i
i
x1
x
x1
1 ∏
=








−
⋅
−
 
 
Kombiniert mit den Komplementärwerten eines weiteren Bits, z. B. mit b2 = 0 und b2 = 1, 
entstehen aus (5.1) vier teilspezifizierte GF’s (für k > 2), die summiert werden können. 
 
T[(bk...b300)2]  +  T[(bk...b301)2]  +  T[(bk...b310)2]  +  T[(bk...b311)2] 
= 
ibk
3i
i
i
2
2
2
2
x1
x
x1
x
x1
x
x1
x
x1
x1 ∏
=








−
⋅








−
⋅
−
+
−
+
−
+ = 
ibk
3i
i
i
2 x1
x
x1
1
x1
1 ∏
=








−
⋅
−
⋅
−
 
 
Jede weitere derartige Bit-Spezifizierung führt zur Verdoppelung der Anzahl an solchen GF’s 
und sie können stets zu einer GF summiert werden. Mit Einbeziehung aller k Bits entstehen 
so 2k vollständig nummerierte typspezifische GF’s (inkl. t = 0), deren Summe lässt sich nun 
leicht angeben, es ist die bekannte GF, die alle Partitionen mit maximal k Parts erfasst.  
 
∑
−
=
12
0t
k
)t(T  = k2 x1
1
...
x1
1
x1
1
−
⋅⋅
−
⋅
−
 = ∏
=
−
k
1i
ix1
1
 := Q(x, k)                 (5.3) 
 Version: 21.05.2014 Seite 8 von 28 
   
Mit konstantem bk = 1 entsteht so die Summe aller typspezifischen GF’s der k-Partitionen.  
 
∑
−
=
−
12
2t
k
1k
)t(T  = k
k
1k2 x1
x
x1
1
...
x1
1
x1
1
−
⋅
−
⋅⋅
−
⋅
−
−
 = ∏
=
−
⋅
k
1i
i
k
x1
1
x  = xk*Q(x, k) :=  P(x, k)     (5.4) 
 
Wenn in der Formel (5.1) die Nenner der Elementar-GF's weggelassen werden, dann bleibt 
das Produkt der Anfangspotenzen von Elementar-GF's übrig. Mit der Nummerierung für eine 
typspezifische GF wird so die zugehörige Anfangspotenz mit dem Exponenten nmin erzeugt.  
 
( )tx minn  = ( )[ ]212kn bb...bx min  = ⋅⋅ kbkx … 12 bb2 xx ⋅⋅ ⋅  = ∏
=
⋅
k
1i
bi ix  (5.5)
nmin(t) = ∑
=
⋅
k
1i
ibi = (bk + ... + b1) + (bk + ... + b2) + ... + (bk + bk – 1) + bk = ∑ ∑
= =







k
1i
k
ij
jb  (5.6)
 
Die Parts der Partition von nmin sind die Klammerterme von (5.6). Der Typ der Partitionen ist 
so erkennbar. Mit der binären Methode des Zusammenfassens wie bei (5.3) wird nun mit 
(5.5) die Summe der nmin-Potenzen für alle Partitionstypen mit maximal k Parts gebildet. 
 
( )∑
−
=
12
0t
n
k
min tx  = (1 + x)(1 + x2)…(1 + xk – 1)(1 + xk) = ( )∏
=
+
k
1i
ix1  = ( ) n
2/)1k(k
0n
xna ⋅∑
+
=
    (5.7) 
 
Mit konstantem bk = 1 werden so die nmin-Potenzen von allen Typen der k-Partitionen erfasst.  
 
( )∑
−
=
−
12
2t
n
k
1k
min tx  = (1 + x)(1 + x2)…(1 + xk – 1)xk = ( )∏−
=
+⋅
1k
1i
ik x1x  = ( ) n2/)1k(k
kn
xnb ⋅∑
+
=
    (5.8) 
 
Aus der nmin-GF's (5.7) ergibt sich mit x = 1 die Anzahl der Typen, deren nmin erfasst wurden, 
also 2k; bzw. die nmin-GF's (5.8) liefert so die Anzahl 2k – 1. Diese Typenanzahl ist für k > 3 
bzw. für k > 4 größer als der Zahlenbereich, in dem die erfassten nmin (die x-Exponenten) 
liegen. Es muß deshalb Typen mit gleichem nmin geben. Mit dem Koeffizienten a(n) bzw. b(n) 
in der expandierten GF wird die Anzahl der Typen pro n = nmin angezeigt. 
 
In der Fachliteratur sind die GF's (5.3), (5.4), (5.7) und (5.8) schon lange bekannt, doch sie 
wurden bisher ohne die hier definierten Partitionstypen und Typnummern betrachtet.  
 
Beispiel 5.1:  Die Dekomposition der GF (5.3) für k = 3. 
Q(x, k = 3) = 32 x1
1
x1
1
x1
1
−
⋅
−
⋅
−
  
= 







−
+⋅







−
+⋅





−
+ 3
3
2
2
x1
x1
x1
x1
x1
x1   
= [1 + T(20)]*[1 + T(21)]*[1 + T(22)]  
= [1 + T(1)]*[1 + T(2)]*[1 + T(4)] 
= 1 + T(1) + T(2) + T(2)T(1) + T(4) + T(4)T(1) + T(4)T(2) + T(4)T(2)T(1) 
= T(0) + T(1) + T(2) + T(3) + T(4) + T(5) + T(6) + T(7) 
 GF’s der 3-Partitionen 
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Beispiel 5.2:  Die Dekompositionen der GF (5.4) für k = 3. 
Variante 1: P(x, k = 3) = 3
3
2 x1
x
x1
1
x1
1
−
⋅
−
⋅
−
= 3
3
2
2
x1
x
x1
x1
x1
x1
−
⋅







−
+⋅





−
+   
         = [1 + T(1)]*[1 + T(2)]*T(4) = T(4) + T(5) + T(6) + T(7) 
Variante 2: P(x, k = 3) = 32
2
x1
1
x1
x
x1
x
−
⋅
−
⋅
−
= 







−
+⋅
−
⋅
−
3
3
2
2
x1
x1
x1
x
x1
x
 
         = T(1)*T(2)*[1 + T(4)] = T(3) + T(7) 
 
Aus beiden Varianten folgt die GF-Gleichung:  T(3) = T(4) + T(5) + T(6). 
 
Die Bedeutung dieser GF-Gleichung lässt sich mit der Expansion dieser GF's in Potenz-
reihen besser begründen: Für jede natürliche Zahl n ist die Anzahl der Partitionen des Typs 3 
gleich der Anzahl der Partitionen der Typen 4, 5 und 6.  
 
Die Partitionstypen können wie im Beispiel 4.1 ermittelt werden. 
t = 3 = 21 + 20,   r = 2,   (s1, s2) = (2, 1)       k = s1 = 2 n = n2 + n1  
t = 4 = 22,     r = 1,   (s1)    = (3)      \   n = 3n1 
t = 5 = 22 + 20,   r = 2,   (s1, s2) = (3, 1)    |  k = s1 = 3 n = n2 + 2n1   
t = 6 = 22 + 21,   r = 2,   (s1, s2) = (3, 2)   /       n = 2n2 + n1   
 
Tipp: Die Partitionen für n = 9 lassen sich leicht für diese Typen angeben. Es ist die 
zugehörige Bijektion "2-Partition  3-Partition" aufzuspüren. Näheres zu dieser Thematik ist 
im späteren Kapitel "GF-Zerlegungen" zu finden.  
 
Beispiel 5.3: Die nmin-GF's für k = 3 bzw. k = 4 
 
Die GF (5.7) für k = 3:  (1 + x)(1 + x2)(1 + x3)  = 1 + x + x2 + 2x3 + x4 + x5 + x6. 
Die Summe der Koeffizienten, d. h. die Anzahl der erfassten Typen ist 2k = 23 = 8. 
Der x-Exponentenbereich, d. h. der nmin-Wertebereich geht von 0 bis 6.  
Aus 2x3 folgt, es muß zwei Typen mit nmin = 3 geben. 
Die zugehörigen Typnummern werden mit k = 3 Bits gebildet (führende 0-Bits sind möglich). 
 
( )[ ]2123n bbbx min  = 123 b1b2b3 xxx ⋅⋅⋅ ⋅⋅ = x3  →  t = (100)2 = 4 Der Typ ist  n = 3n1 
        →  t = (011)2 = 3     Der Typ ist  n = n2 + n1 
              Beide Typen unterscheiden sich in der Partanzahl. 
 
Die GF (5.8) für k = 4:  (1 + x)(1 + x2)(1 + x3)x4 = x4 + x5 + x6 + 2x7 + x8 + x9 + x10. 
Die Summe der Koeffizienten, d. h. die Anzahl der erfassten Typen ist 2k – 1 = 23 = 8. 
Der x-Exponentenbereich, d. h. der nmin-Wertebereich geht von 4 bis 10.  
Aus 2x7 folgt, es muß zwei Typen mit nmin = 7 geben. 
Die zugehörigen Typnummern werden mit k = 4 Bits gebildet (mit führendem 1-Bit). 
 
( )[ ]21234n bbbbx min  = 1234 b1b2b3b4 xxxx ⋅⋅⋅⋅ ⋅⋅⋅ = x7  → t = (1100)2 = 12     Typ:  n = 3n2 + n1 
           → t = (1011)2 = 11     Typ:  n = n3 + n2 + 2n1 
 
 
Es folgen noch paar allgemeine Betrachtungen zur Menge der typspezifischen GF's. 
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In der Menge aller typspezifischen GF's für Partitionen mit maximal k Parts sei die Anzahl der 
GF's betrachtet, die aus r verschiedenen Elementar-GF’s bestehen (r < k). Die GF's werden 
bezüglich r sortiert (mit einer Orientierung an den GF’s vom Beispiel 5.1):  
 
r Typnummer t GF Typ  nmin GF-Anzahl 
0 (0 0 0)2 = 0 = 0 T(0) n = 0 0 1  ("GF" ohne Partitionen) 
 (0 0 1)2 = 20 = 1 T(1) n = n1 1    
1 (0 1 0)2 = 21 = 2 T(2) n = 2n1 2 3   
 (1 0 0)2 = 22 = 4 T(4) n = 3n1 3  
 (0 1 1)2 = 21 + 20 = 3 T(2)T(1) n = n2 + n1 3    
 „vertauschte“  
 GF-Reihenfolge  
2 (1 0 1)2 = 22 + 20 = 5 T(4)T(1) n = n2 + 2n1 4 3   
 (1 1 0)2 = 22 + 21 = 6 T(4)T(2) n = 2n2 + n1 5    
3 (1 1 1)2 = 22 + 21 + 20 = 7 T(4)T(2)T(1) n = n3 + n2 + n1 6 1   
           
r  = Anzahl der Elementar-GF's, die multiplikativ eine typspezifische GF bilden 
   = Anzahl unterscheidbarer Partgrößen ni in den Partitionen (mit mindestens r Parts) 
   = Anzahl der 1-Bits in einer k-stelligen binären Typnummer t (mit führenden 0-Bits). 
 
Anzahl an typspezifischen GF’s  (allgemein) 
- für die k-Partitionen mit r verschiedenen Partgrößen:   





−
−
1r
1k ; 
- für alle k-Partitionen mit r = 1 bis r = k verschiedenen Partgrößen: ∑
=






−
−
k
1r 1r
1k
 = 2k – 1;  
- für alle i-Partitionen mit r verschiedenen Partgrößen, i = r bis i = k: ∑
=






−
−
k
ri 1r
1i
 = 





r
k ;   
- für alle Partitionen mit  Null bis maximal mit k Parts:       ∑
=





k
0r r
k
 = 2k .  
 
Die Nummerierung der typspezifischen GF's führt zu den r-Typen der natürlichen Zahlen. 
Natürliche Zahlen, die Summe von r verschiedenen Zweierpotenzen sind, haben den r-Typ. 
Betrachtet seien alle natürlichen Zahlen mit gleicher Maximalpotenz 2k – 1 (k > 1);  die Anzahl 
solcher Zahlen des r-Typs ist 





−
−
1r
1k
 und die Anzahl aller solcher Zahlen ist ∑
=






−
−
k
1r 1r
1k
= 2k – 1. 
      
 r = 1 r = 2 r = 3 r = 4 r = 5 
k = 1 20 = 1     
k = 2 21 = 2 21 + 20 = 3    
k = 3 22 = 4 22 + 20 = 5 22 + 21 + 20 = 7   
 
 22 + 21 = 6    
k = 4 23 = 8 23 + 20 = 9 23 + 21 + 20 = 11 23 + 22 + 21 + 20 = 15  
 
 23 + 21 = 10 23 + 22 + 20 = 13   
 
 23 + 22 = 12 23 + 22 + 21 = 14   
k = 5 24 = 16 24 + 20 = 17 24 + 21 + 20 = 19 24 + 22 + 21 + 20 = 23 24 + 23 + 22 + 21 + 20 = 31 
 
 24 + 21 = 18 24 + 22 + 20 = 21 24 + 23 + 21 + 20 = 27  
 
 24 + 22 = 20 24 + 22 + 21 = 22 24 + 23 + 22 + 20 = 29  
 
 24 + 23 = 24 24 + 23 + 20 = 25 24 + 23 + 22 + 21 = 30  
 
  24 + 23 + 21 = 26   
 
  24 + 23 + 22 = 28   
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6. Multiplizieren elementarer Potenzreihen, Erzeugungsformeln 
 
T(t) = T )2(
r
1i
1si∑
=
−
 = ∏
=
−
r
1i
1s )2(T i  = ∏
=
−
r
1i
s
s
i
i
x1
x
 = 
r
r
2
2
1
1
s
s
s
s
s
s
x1
x
...
x1
x
x1
x
−
⋅⋅
−
⋅
−
     (6.1) 
       = ∏ ∑
=
∞
=
⋅







r
1i 1h
hs
i
iix  = 








⋅⋅








⋅








∑∑∑
∞
=
⋅
∞
=
⋅
∞
=
⋅
1h
hs
1h
hs
1h
hs
r
rr
2
22
1
11 x...xx       (6.2) 
       = ( )∑
∞
=
⋅
minnn
nxt,np            (6.3) 
 
Die Elementar-GF’s in (6.1) – identisch mit (4.3) –  sind die Summen der elementaren 
Potenzreihen in (6.2). Durch Multiplizieren dieser Reihen miteinander entsteht die 
Potenzreihe (6.3). In dieser expandierten GF-Form symbolisiert der Koeffizient p(n, t) die 
Anzahl der erzeugenden Kollektionen (h1, h2, …, hr), mit denen die Potenz xn erzeugt wird. 
Der Parameter t, die Typnummer t, dient zur Identifikation der beteiligten Elementar-GF's.   
 
Die Anfangspotenzen der Reihen von (6.2), die auch in den Zählern der Elementar-GF’s 
sichtbar sind, erzeugen – miteinander multipliziert – die Anfangspotenz minnx von (6.3). Diese 
Potenz wird nur einmal erzeugt (alle hi = 1). Der Anfangskoeffizient ist stets p(nmin, t) = 1. Für 
den Anfangsexponenten nmin gilt zusammen mit (2.2):  
 
nmin = ∑
=
r
1i
is  = ∑
=
⋅
r
1i
i ik .          (6.4) 
 
Die Exponenten n > nmin in (6.3) haben folgende Erzeugung: 
 
n =∑
=
⋅
r
1i
ii hs             (6.5) 
   = (kr +...+ k2 + k1)*h1 + (kr +...+ k3 + k2)*h2 + ... + (kr + kr – 1)*hr – 1 + kr*hr 
   = kr*(h1 + h2 +...+ hr) + kr – 1*(h1 + h2 +...+ hr – 1) + ... + k2*(h1 + h2) + k1*h1 
   =∑
=
⋅
r
1i
ii nk             (6.6) 
 
mit 
ni = h1 + h2 +…+ hi = ∑
=
i
1j
jh             (6.7) 
 
Die voneinander unabhängigen hi > 1 in der erzeugenden Kollektion (h1, h2, …, hr) werden 
mit (6.7) zu r Partialsummen ni zusammengefasst. Diese so erzeugten ni bilden stets eine 
streng monoton fallende Zahlenfolge nr > nr – 1 > ... > n1 > 0. Zusammen mit der Formel (6.6) 
– identisch mit der Typformel (2.1) – wird klar, diese ni sind die r unterscheidbaren 
Partgrößen der typspezifischen ungeordneten k-Partition von n. Die Erzeugungsformel (6.5) 
liefert damit nur solche n, die sich in Partitionen des mit t nummerierten Typs zerlegen 
lassen. Der Koeffizient p(n, t) in (6.3) gibt die Anzahl der typspezifischen ungeordneten k-
Partitionen von n an (evtl. auch Partitionsfunktion des Typs t genannt).  
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Die Erzeugungsformel (6.5) ist für jedes vorgegebene n > nmin eine inhomogene lineare 
diophantische Gleichung, wobei die si die bekannten und die hi die unbekannten Größen 
sind. Die Anzahl der positiven Lösungen dieser Gleichung, also die Anzahl der Kollektionen 
(h1, h2, …, hr) mit  hi > 1, wird durch den Koeffizienten p(n, t) in der expandierten GF 
angezeigt. Wie diese hi-Kollektionen systematisch zu ermitteln sind, um damit alle typ-
spezifischen k-Partitionen von n konstruieren zu können, wird hier nicht weiter betrachtet.  
 
Jedenfalls kann für jede ungeordnete Partition aus den unterscheidbaren Partgrößen ni die 
Kollektion der erzeugenden hi-Werte – auf Grund von (6.7) – rekonstruiert werden: 
 
(h1, h2, …, hr) = [n1, (n2 – n1), …, (nr – nr – 1)].        (6.8) 
 
 
 
Beispiel 6.1: Gegeben sei die Typnummer t = 3. 
 
Mit  t = 3 = (11)2 = 21 + 20   ist sofort klar: r = 2,  (s1, s2) = (2, 1),  k =  s1 = 2.  
Die typbestimmende geordnete 2-Partition ist (k2, k1) = (s2, s1 – s2) = (1, 1). 
Der Typ der ungeordneten 2-Partitionen ist n = n2 + n1  mit nmin = 3. 
 
T(3)
 
= T(21 + 20) = T(21)*T(20) = 
x1
x
x1
x
2
2
−
⋅
−
 
= 








⋅








∑∑
∞
=
∞
=
⋅
1h
h
1h
h2
2
2
1
1 xx  = ( )∑
∞
=
⋅=
3n
nx3t,np  
 
= (x2 + x4 + x6 + x8 +…)*(x + x2 + x3 + x4 +…) = x3 + x4 + 2x5 + 2x6 + 3x7 + 3x8 + …  
 
Genauer sei n = 6 betrachtet.  Der Koeffizient von x6 ist p(n = 6, t = 3) = 2, damit sind die 
beiden ungeordneten Partitionen 5 + 1 und 4 + 2 gemeint. 
 
Folgendes Phänomen ist auffällig: Die zweimal erzeugte Potenz x6 entsteht in beiden Fällen 
durch Potenzen mit geradzahligen Exponenten (x2*x4 und x4*x2). Wie ist hier die Zuordnung 
der x-Exponenten zu den Partitionen? 
 
Da beide Partitionen bereits bekannt sind, können die erzeugenden hi-Werte mit (6.8) 
ermittelt werden. Die Erzeugungsformel n = 2h1 + h2 = (h2 + h1) + h1 = n2 + n1 liefert die 
Zuordnung. 
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7. Rekursives Expandieren typspezifischer GF’s  
 
Eine der Möglichkeiten, Rekursionen zum Expandieren der GF's zu gewinnen, bietet die GF-
Summe (5.4): ∑
−
=
−
12
2t
k
1k
)t(T = ∏
=
−
⋅
k
1i
i
k
x1
1
x = P(x, k). Es können 2k – 1 (nummerierbare) Polynome 
T(t)/P(x, k) gebildet werden. Das weitere prinzipielle Vorgehen wird mit k = 3 demonstriert.  
  
T(4) + T(5) + T(6) + T(7) = 
x1
1
x1
1
x1
x
23
3
−
⋅
−
⋅
−
= P(x, k = 3) = ( )∑
∞
=
⋅=
3n
nx3k,np  
T(4) = 3
3
x1
x
−
 
= P(x, k = 3)*(1 – x2)*(1 – x) = P(x, k = 3)*(1 – x – x2 + x3) 
T(5) = 
x1
x
x1
x
3
3
−
⋅
−
 
= P(x, k = 3)*(1 – x2)*x = P(x, k = 3)*(      x        – x3) 
T(6) = 2
2
3
3
x1
x
x1
x
−
⋅
−
 
= P(x, k = 3)*x2*(1 – x) = P(x, k = 3)*(            x2 – x3) 
T(7) = 
x1
x
x1
x
x1
x
2
2
3
3
−
⋅
−
⋅
−
= P(x, k = 3)*x2*x = P(x, k = 3)*(                   x3) 
   
Mit der GF-Expansion gelten folgende Gleichungen, wobei die xn-Potenzen von P(x, k = 3) 
zusammengefasst werden. Einbezogen sind die Anfangswerte p(n, k = 3) = 0 für n < k = 3 
und p(n, t) = 0 für n < nmin.  
 
T(4) = ( )∑
∞
=
⋅=
3n
nx4t,np  = ( ) ( ) ( ) ( )[ ]∑
∞
=
⋅=−+=−−=−−=
3n
nx3k,3np3k,2np3k,1np3k,np  
T(5) = ( )∑
∞
=
⋅=
4n
nx5t,np  = ( ) ( )[ ]∑
∞
=
⋅=−−=−
4n
nx3k,3np3k,1np  
T(6) = ( )∑
∞
=
⋅=
5n
nx6t,np  = ( ) ( )[ ]∑
∞
=
⋅=−−=−
5n
nx3k,3np3k,2np  
T(7) = ( )∑
∞
=
⋅=
6n
nx7t,np  = ( )∑
∞
=
⋅=−
6n
nx3k,3np                           
 
Der Koeffizientenvergleich für xn führt zu folgenden Rekursionen: 
     
p(n, t = 4) = p(n, k = 3) – p(n – 1, k = 3)
 
 – p(n – 2, k = 3)
  
+ p(n – 3, k = 3) (7.1)
p(n, t = 5) = p(n – 1, k = 3)                        
 
 – p(n – 3, k = 3) (7.2)
p(n, t = 6) =  p(n – 2, k = 3)
  
– p(n – 3, k = 3) (7.3)
p(n, t = 7) =   p(n – 3, k = 3) (7.4)
( )∑
=
7
4t
t,np  = p(n, k = 3)   (7.5)
     
Der Rekursionsanfang ist p(n = 3, t = 4) = 1. 
 
Tabellierung der Koeffizienten (mit MS Excel)  
Mit einer Vereinfachung: Falls 3 | n, dann p(n, t = 4) = 1, andernfalls p(n, t = 4) = 0; somit 
kann p(n, t = 4) einfach mit der Excel-Formel "=ZS(–3)" anstelle mit (7.1) tabelliert werden.  
Mit  (7.1) – leicht umgestellt – lässt sich nun p(n, k = 3) rekursiv tabellieren:  
p(n, k = 3) = p(n, t = 4) + p(n – 1, k = 3) + p(n – 2, k = 3) – p(n – 3, k = 3). 
Anschließend können mit (7.2) bis (7.4) die weiteren p(n, t) tabelliert werden. 
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Expansionen typspezifischer GF’s  (erstellt mit Excel) 
2-Partitionen von n
Typnummer
dez. binär r Partitionstyp          n = 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
2 10 1  n = 2n1 p(n, t=2) 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 11 2  n = n2 + n1 p(n, t=3) 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10 11 11 12 12 13 13
p(n, k=2) 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10 11 11 12 12 13 13 14
3-Partitionen von n
Typnummer
dez. binär r  Partitionstyp             n = 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
4 100 1  n = 3n1 p(n, t=4) 1 1 1 1 1 1 1 1 1
5 101 2  n = n2 + 2n1 p(n, t=5) 1 1 1 2 2 2 3 3 3 4 4 4 5 5 5 6 6 6 7 7 7 8 8 8 9
6 110 2  n = 2n2 + n1 p(n, t=6) 1 1 1 1 1 2 1 2 2 2 2 3 2 3 3 3 3 4 3 4 4 4 4
7 111 3  n = n3 + n2 + n1 p(n, t=7) 1 1 2 3 4 5 7 8 10 12 14 16 19 21 24 27 30 33 37 40 44 48 52
 p(n, k=3) 1 1 2 3 4 5 7 8 10 12 14 16 19 21 24 27 30 33 37 40 44 48 52 56 61 65
        r = 2   T(5)+T(6) 1 2 1 3 3 3 4 5 4 6 6 6 7 8 7 9 9 9 10 11 10 12 12 12 13
4-Partitionen von n
          Typnummer
 dez.binär r     Partitionstyp
         n = 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
8 1000 1
 
n = 4n1 p(n, t=8) 1 1 1 1 1 1 1
9 1001 2
 
n = n2 + 3n1 p(n, t=9) 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5 6 6 6 6
10 1010 2
 
n = 2n2 + 2n1  p(n, t=10) 1 1 2 2 3 3 4 4 5 5 6 6
11 1011 3
 
n = n3 + n2 + 2n1  p(n, t=11) 1 1 2 2 4 4 6 6 9 9 12 12 16 16 20 20 25 25 30 30 36 36
12 1100 2
 
n = 3n2 + n1  p(n, t=12) 1 1 1 1 1 1 1 1 1 2 1 1 2 2 1 2 2 2 2
13 1101 3
 
n = n3 + 2n2 + n1  p(n, t=13) 1 1 1 2 3 3 4 5 6 7 8 9 11 12 13 15 17 18 20 22 24
14 1110 3
 
n = 2n3 + n2 + n1  p(n, t=14) 1 1 1 2 1 3 2 4 3 5 4 7 5 8 7 10 8 12 10
15 1111 4  n = n4 + n3 + n2 + n1  p(n, t=15) 1 1 2 3 5 6 9 11 15 18 23 27 34 39 47 54 64 72 84
 p(n, k=4) 1 1 2 3 5 6 9 11 15 18 23 27 34 39 47 54 64 72 84 94 108 120 136 150 169
r = 2     T(9) + T(10) + T(12) 1 2 2 2 2 5 3 4 4 7 4 7 5 9 6 9 6 12 7 11 8 14 8 14
r = 3   T(11) + T(13) + T(14) 1 2 4 3 7 8 11 11 17 17 23 23 30 31 39 38 48 49 58 58 70 70
s. Bsp. 11.2 T(12) + T(13) + T(14) = T(11) 1 1 2 2 4 4 6 6 9 9 12 12 16 16 20 20 25 25 30 30 36 36
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  5-Partitionen von n
                        Typnummer t
dez. binär r Partitionstyp n = 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
16 10000 1  n = 5n1  p(n, t=16) 1 1 1 1 1
17 10001 2  n = n2 + 4n1  p(n, t=17) 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 4 5 5 5
18 10010 2  n = 2n2 + 3n1  p(n, t=18) 1 1 1 1 1 1 1 1 2 1 2 1 2 2 2 2 2 2 3 2
19 10011 3  n = n3 + n2 + 3n1  p(n, t=19) 1 1 2 2 3 4 5 6 7 8 10 11 13 14 16 18 20 22 24 26 29
20 10100 2  n = 3n2 + 2n1  p(n, t=20) 1 1 1 1 1 1 1 1 1 1 1 2 1 1 2 1 2
21 10101 3  n = n3 + 2n2 + 2n1  p(n, t=21) 1 1 1 2 2 3 4 4 5 6 7 8 9 10 11 13 14 15 17 18
22 10110 3  n = 2n3 + n2 + 2n1  p(n, t=22) 1 1 1 1 2 2 2 3 3 4 4 5 5 6 7 7 8 9
23 10111 4  n = n4 + n3 + n2 + 2n1  p(n, t=23) 1 1 2 3 4 6 8 10 13 16 20 24 29 34 40 47 54 62
24 11000 2  n = 4n2 + n1  p(n, t=24) 1 1 1 1 1 1 1 1 1 1 1 1 1 1
25 11001 3  n = n3 + 3n2 + n1  p(n, t=25) 1 1 1 1 2 3 3 3 4 5 6 6 7 8 9 10 11 12 13
26 11010 3  n = 2n3 + 2n2 + n1  p(n, t=26) 1 1 2 1 2 1 3 2 4 2 5 3 6 4 7 5
27 11011 4  n = n4 + n3 + 2n2 + n1  p(n, t=27) 1 1 2 2 4 5 7 8 11 13 17 19 24 27 33 37 44
28 11100 3  n = 3n3 + n2 + n1  p(n, t=28) 1 1 1 1 1 1 2 2 2 2 3 3 3 4 4
29 11101 4  n = n4 + 2n3 + n2 + n1  p(n, t=29) 1 1 1 2 3 4 5 6 8 10 12 14 17 20 23 27
30 11110 4  n = 2n4 + n3 + n2 + n1  p(n, t=30) 1 1 1 2 2 3 3 5 5 7 7 10 10 13
31 11111 5  n = n5 + n4 + n3 + n2 + n1  p(n, t=31) 1 1 2 3 5 7 10 13 18 23 30 37 47 57
  p(n, k=5) 1 1 2 3 5 7 10 13 18 23 30 37 47 57 70 84 101 119 141 164 192 221 255 291
r = 2 T(17)+T(18)+T(20)+T(24) 1 2 2 3 1 4 3 5 5 3 5 7 6 7 5 8 8 9 8 8 10 10 10
r = 3 T(19)+T(21)+T(22)+T(25)+T(26)+T(28) 1 2 5 5 8 9 11 18 18 21 25 30 35 39 42 49 54 62 64 74 78
r = 4 T(23)+T(27)+T(29)+T(30) 1 2 4 7 7 13 17 23 28 36 44 56 65 79 91 110 124 146
  Typanzahl pro nmin 1 1 1 2 2 2 2 2 1 1 1
 
     nmin – GF     (1 + x)(1 + x2)(1 + x3)(1 + x4)*x5  =  x5 + x6 + x7 + 2x8 + 2x9 + 2x10 + 2x11 + 2x12 + x13 + x14 + x15  
    
Partialsummen der Koeffizienten mit gerader Typnummer: ( )∑
−
=
=
1n
ni min
m2t,ip  = p(n, t = 2m+1). 
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8. Zahlen, die in k-Partitionen der 2k – 1 Typen zerlegbar sind 
 
Eine natürliche Zahl n, die in k-Partitionen aller Typen zerlegbar ist, hat den Teiler k (k > 1), 
denn nur dann ist die Zerlegung in k gleiche Parts möglich (Typnr. t = 2k – 1). Mit zwei Teil-
beweisen wird nun gezeigt: Nur für n = k*m > k2 gibt es die k-Partitionen in allen 2k – 1 Typen. 
 
Der Teil 1 beweist: Für n = k*m < k2 gibt es keine k-Partitionen des Typs n = (k – 1)n2 + n1.  
 
Auf Grund von (6.7) sind die erzeugbaren Partgrößen ni im betrachteten Typ durch die 
erzeugenden Größen hi darstellbar, also n = (k – 1)(h2 + h1) + h1. Das kleinste n mit Teiler k 
wird mit h1 = 1 erzeugt (gilt für jeden Typ). Im Fall h1 > 1 könnte (h1 – 1) von jedem der k 
Parts subtrahiert werden; für das so verkleinerte n bleibt der Teiler k erhalten. Das kleinste  
h2 > 0, mit dem dann das n = (k – 1)h2 + k den Teiler k hat, ist offensichtlich h2 = k; damit ist 
dieses kleinste n = k2. Übrigens hat dieser „sperrige“ Typ die Typnummer t = 2k – 1 + 2k – 2 und 
die größte Zahl, die Frobenius-Zahl, die nicht in diesen Typ zerlegt werden kann, ist k(k – 1).  
 
Der Teil 2 beweist: Alle Zahlen n = k*m > k2  sind in k-Partitionen der 2k – 1 Typen zerlegbar.  
 
Betrachtet sei der r-Typ (2.1). Es gehören dazu die Formeln (4.1) bis (4.4) und die 
Erzeugungsformeln (6.5) bis (6.8): 
n = ∑
=
⋅
r
1i
ii hs = ∑
=
⋅
r
1i
ii nk  mit  ni = ∑
=
i
1j
jh  und  si =∑
=
r
ij
jk   (i = 1, 2,..., r).  
Die mit beliebigen hi > 1 erzeugbaren Zahlen n können stets in k-Partitionen des definierten 
Typs zerlegt werden. Es wurden hi-Werte gefunden, die für jeden r-Typ (mit jeder 
typbestimmenden geordneten r-Partition von k) zum Erzeugen des gleichen n führen. Mit 
folgenden hi-Werten soll nun das n erzeugt werden: 
 
hi = ki + ki – 1   (mit i = 1, 2,..., r).                    (8.1) 
 
Im Fall i = 1 erscheint in (8.1) ein noch undefinierter „Pseudo-Part“ k0. Mit einem beliebigen 
k0 > 0 lässt sich der h1-Wert vergrößern. Wächst h1 um k0, dann wächst jeder Part der 
ungeordneten k-Partition um k0 und das so erzeugte n wächst um k*k0. Zweckmäßig ist es, 
noch ein s0 = s1 + k0 = k + k0 zu definieren. Folgendes n wird nun mit (6.5) und (8.1) erzeugt: 
n = ( )1ii
r
1i
i kks −
=
+⋅∑                         (8.2) 
 
Mit i = r wird der letzte Term in (8.2) spezifiziert; dieser Term lässt sich einfacher darstellen:  
sr*(kr + kr – 1) = sr*sr – 1.  Im Fall r = 1 wird so mit (8.2) das n = s1*s0 = k(k + k0) erzeugt.  
 
In den Fällen r > 1 lassen sich die Terme von (8.2) schrittweise zusammenfassen.  
 
Die letzten beiden Terme:      sr – 1*(kr – 1 + kr – 2) + sr*sr – 1 = sr – 1*(kr + kr – 1 + kr – 2) = sr – 1*sr – 2. 
Die letzten 3 Terme: sr – 2*(kr – 2 + kr – 3) + sr – 1*sr – 2 = sr – 2*(kr + kr – 1 + kr – 2 + kr – 3) = sr – 2*sr – 3.  
Alle r Terme so zusammengefasst ergeben n = s1*s0 = k(k + k0) mit einem beliebigen k0 > 0.  
 
Mit jeder geordneten Partition von k erzeugt die Formel (8.2) das gleiche n = k(k + k0).  Damit 
sind die Zahlen n = k*m > k2  in ungeordnete k-Partitionen aller 2k – 1 Typen zerlegbar. 
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9. Die Konjugierten der typspezifischen k-Partitionen 
 
Grundlagen sind die Erzeugungsformeln (6.5) bis (6.8), also n = ∑
=
⋅
r
1i
ii hs = ∑
=
⋅
r
1i
ii nk mit den 
erzeugten ni = ∑
=
i
1j
jh
 
und mit der Rekonstruktion (h1, h2, …, hr) = [n1, (n2 – n1), …, (nr – nr – 1)]. 
Folgender (1.) Rollentausch in der Erzeugungsformel ist möglich: Die si sollen nun die 
Partgrößen sein und mit den hi wird deren Anzahl angegeben. Das erzeugte n für eine 
typspezifische ungeordnete k-Partition lässt sich so in eine neuartige Partition zerlegen. 
Diese Partition heißt konjugierte Partition der typspezifischen ungeordneten k-Partition. 
 
Aus jeder typspezifischen ungeordneten k-Partition von n können die erzeugenden hi 
rekonstruiert werden und mit den si, d. h. mit den Exponenten der typspezifischen GF, wird 
die konjugierte Partition von n konstruiert. Dieser Partitionswandel ist eindeutig umkehrbar, 
er ist bijektiv. Der Koeffizient p(n, t) in der expandierten typspezifischen GF gibt somit auch 
die Anzahl der konjugierten Partititionen für jedes n an. 
Die Anzahl der Parts in der konjugierten Partition ist ∑
=
r
1i
ih = nr, also der größte Part in der 
typspezifischen Partition zeigt diese Partanzahl an. Die konjugierten Partitionen haben im 
Gegensatz zu den typspezifischen Partitionen keine konstante Partanzahl. 
  
Beispiel 9.1: Typspezifische und konjugierte Partitionen des Typs t = 14 für n = 19.  
 
Mit t = 14 = 23 + 22 + 21  ist leicht erkennbar: r = 3, (s1, s2, s3) = (4, 3, 2) und k = s1 = 4. 
Die typbestimmende geordnete Partition ist (k3, k2, k1) = (s3, s2 – s3, s1 – s2) = (2, 1, 1).  
Der Typ 14 für ungeordnete Partitionen ist n = 2n3 + n2 + n1. 
 
Die Tabelle von Seite 14 liefert p(n = 19, t = 14) = 5. Diese 5 Partitionen lassen sich leicht 
konstruieren.  
 
Die zugehörigen konjugierten Partitionen haben als Partgrößen die Exponenten der GF des 
Typs 14, also (s1, s2, s3) = (4, 3, 2). Die Anzahl dieser si-Parts ist hi. Die hi werden aus der 
typspezifischen Partition mit (h1, h2, h3) = [n1, (n2 – n1), (n3 – n2)] gewonnen. Die neue 
Partanzahl ist Σhi = n3. 
 
     
 
Partitionen des Typs 14 h1 h2 h3 Σhi  konjugierte Partitionen   
                                  19 = 8 + 8 + 2 + 1  1 1 6 8  4 + 3 + 2 + 2 + 2 + 2 + 2 + 2       
= 7 + 7 + 4 + 1  1 3 3 7  4 + 3 + 3 + 3 + 2 + 2 + 2         
= 7 + 7 + 3 + 2  2 1 4 7  4 + 4 + 3 + 2 + 2 + 2 + 2         
= 6 + 6 + 5 + 2  2 3 1 6  4 + 4 + 3 + 3 + 3 + 2           
= 6 + 6 + 4 + 3  3 1 2 6  4 + 4 + 4 + 3 + 2 + 2           
                                  
 
Ergänzung: Für den Typ 14 gilt nmin = 9. Wegen k3 > 1 gibt es für n = 10 keine Partition des 
Typs 14 und damit gibt es auch keine entsprechende konjugierte Partition. 
 
Mit den Konjugierten der typspezifischen k-Partitionen wird so eine gewisse Beziehung zur 
Münzwechsel-Problematik und zu den Frobenius-Zahlen erkennbar.  
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10. GF-Zerlegungen  
 
Grundlagen sind wieder die Erzeugungsformeln (6.5) bis (6.8), also n = ∑
=
⋅
r
1i
ii hs = ∑
=
⋅
r
1i
ii nk , 
die erzeugten ni = ∑
=
i
1j
jh
 
und die Rekonstruktion (h1, h2, …, hr) = [n1, (n2 – n1), …, (nr – nr – 1)]. 
Folgender (2.) Rollentausch in der Erzeugungsformel ist möglich: Die hi sollen die Part-
größen sein und mit den si wird deren Anzahl angegeben. Im Vergleich mit den konjugierten 
Partitionen sind die Rollen von si und hi nun vertauscht. Das für eine typspezifische k-
Partition erzeugte n lässt sich so in eine neuartige Partition zerlegen. Diese Partitionen 
haben die neue konstante Partanzahl  
 
∑
=
r
1i
is = nmin.                      (10.1) 
 
Also das nmin des ursprünglichen Typs gibt die Partanzahl der neuartigen Partitionen an. Die 
neue Partition von nmin besteht somit nur aus Einsen (alle hi = 1).  
 
Für jede typspezifische k-Partition von n lässt sich die erzeugende Kollektion (h1, h2, …, hr) 
mit der Formel (6.8) rekonstruieren. Mit diesen hi (als Partgrößen) und mit den si (die Anzahl 
der Parts hi) ist die neue Partition konstruierbar.  
 
Die so erzeugbaren neuen Partitionen haben – wegen der wechselnden hi-Konstellationen – 
keinen einheitlichen Typ. Das führt zu einer nachfolgend erklärten Zerlegung der 
ursprünglichen GF.  Die Erzeugungsformel (6.5) zeigt mit si nur die Anzahl dieser neuen hi-
Parts an, sie liefert keine Hinweise zu den hi-Größenverhältnissen. Wegen dieser 
unvollständigen Typinformation wird nun (6.5) "Quasi-Typ" genannt.  
 
Die Bijektion zwischen der neuen und der ursprünglichen Partition von n ist im Fall r = 2 
problemlos. Die nachfolgenden Betrachtungen zeigen, dass bei r > 2 Schwierigkeiten hinzu 
kommen. 
 
10.1 Zerlegung der GF des Typs r = 2  
 
Die Partialsummen s1 > s2 > 0 der typbestimmenden geordneten 2-Partition von k werden 
einfacher mit  a > b > 0 bezeichnet. Damit gilt:  
 
- die Typnummer ist t = 2a – 1 + 2b – 1; 
- die typspezifische GF: T(2a – 1 + 2b – 1) = b
b
a
a
x1
x
x1
x
−
⋅
−
 = 








⋅








∑∑
∞
=
⋅
∞
=
⋅
1h
hb
1h
ha
2
2
1
1 xx  = ( ) n
ban
xt,np ⋅∑
∞
+=
; 
- die typbestimmende geordnete 2-Partition ist (k2, k1) = (b, a – b); 
- der Typ der ungeordneten Partitionen ist n = k2*n2 + k1*n1 = b*n2 + (a – b)*n1;  
- die Partanzahl der ungeordneten Partitionen ist k = k2 + k1 = a; 
- die erzeugten Partgrößen sind n1 = h1 und n2 = h1 + h2; 
- das kleinste erzeugbare n ist nmin = a + b  (→ Partanzahl der neuen Partitionen); 
- die Erzeugungsformel ist n = a*h1 + b*h2 (→ Quasi-Typ der neuen Partitionen). 
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Aus den ursprünglichen a-Partitionen des Typs n = b*n2 + (a – b)*n1 entstehen durch Teilen 
der n2-Parts in h1- und h2-Parts die (a + b)-Partitionen. Der Quasi-Typ n = ah1 + bh2 zeigt mit 
a und b die Anzahlen der neuen Partgrößen h1 und h2 an.  
 
Aus dem Quasi-Typ ergeben sich die neuen Partitionstypen mit den drei folgenden typischen 
hi-Konstellationen, wobei die neuen Typen in der bisherigen Art dargestellt werden können, 
indem die hi-Parts in entsprechende ni-Parts "umgetauft"  werden (mit n2 > n1 > 0). 
 
h2 = h1  Die neuen Parts sind gleichgroß (hi → n1).  Der neue Partitionstyp ist  n = (a + b)*n1. 
h2 > h1  (h2 → n2 und h1 → n1)     Der neue Partitionstyp ist  n = b*n2 + a*n1. 
h2 < h1  (h1 → n2 und h2 → n1)    Der neue Partitionstyp ist  n = a*n2 + b*n1. 
 
Mit Kenntnis von a und b (a > b > 0) lässt sich jede (a + b)-Partition dieser drei Typen in die 
ursprüngliche a-Partition wandeln. Es gibt somit eine Bijektion für diese Partitionen. 
 
Weitere Ermittlungen zu den neuen Typen: 
n = (a + b)*n1         r = 1    T(2a + b – 1)             = ba
ba
x1
x
+
+
−
  nmin = a + b 
n = b*n2 + a*n1      r = 2    T(2a + b – 1 + 2b – 1)  = b
b
ba
ba
x1
x
x1
x
−
⋅
−
+
+
  nmin = a + 2b 
n = a*n2 + b*n1      r = 2    T(2a + b – 1 + 2a – 1)  = a
a
ba
ba
x1
x
x1
x
−
⋅
−
+
+
  nmin = 2a + b 
 
Die Erzeugungen von n mit der ursprünglichen GF des Typs r = 2 werden auf drei spezielle 
GF's aufgeteilt, womit sich die folgende GF-Zerlegung ergibt: 
 
T(2a – 1 + 2b – 1) = T(2a + b – 1) + T(2a + b – 1 + 2b – 1) + T(2a + b – 1 + 2a – 1) .             (10.2) 
 
 
Beweis (durch Zusammenfassen der drei neuen GF's): 
 
T(2a + b – 1) + T(2a + b – 1 + 2b – 1) + T(2a + b – 1 + 2a – 1) = T(2a + b – 1)*[1 + T(2b – 1) + T(2a – 1)] 
= 








−
+
−
+⋅
−
+
+
a
a
b
b
ba
ba
x1
x
x1
x1
x1
x
 = 








−
+
−
⋅
−
+
+
a
a
bba
ba
x1
x
x1
1
x1
x
 = 
( ) ( )( ) ( )ab
baa
ba
ba
x1x1
x1xx1
x1
x
−⋅−
−⋅+−
⋅
−
+
+
  
= ( ) ( )ab
ba
ba
ba
x1x1
x1
x1
x
−⋅−
−
⋅
−
+
+
+
 = b
b
a
a
x1
x
x1
x
−
⋅
−
 = T(2a – 1 + 2b – 1). 
 
Die Typen bzw. die Partitionen der drei neuen GF's haben mit k = (a + b) eine einheitliche, 
eine größere Partanzahl als die ursprünglichen a-Partitionen.  
 
Die Elementar-GF T(2a + b – 1) erzeugt nur Zahlen mit dem Teiler (a + b). Diese GF hat das 
gleiche nmin = (a + b) wie die ursprüngliche GF T(2a – 1 + 2b – 1).  
 
Die größte Typnummer in (10.2) hat die GF T(2a + b – 1 + 2a – 1). Die ersten beiden mit dieser 
GF erzeugbaren Zahlen sind nmin = 2a + b und n = nmin + a = 3a + b. Wegen a > 1 wird die 
Zahl n = nmin + 1 nicht erzeugt; diese GF hat stets (mindestens) eine Erzeugungslücke. 
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Beispiel 10.1: Zerlegungen der GF's des Typs r = 2 mit den kleinsten Exponenten  a > b > 0 
 
    GF-Zerlegung  
Partanzahl 
alt → neu Die neuen nmin 
(a, b)   r = 2       r = 1         r = 2          r = 2  a → (a + b) (a + b) (a + 2b) (2a + b) 
(2, 1)  T(3)    =  T(4)       + T(5)       + T(6)  2 → 3 3 4 5 
(3, 1)  T(5)    =  T(8)       + T(9)       + T(12)  3 → 4 4 5 7 
(3, 2)  T(6)    =  T(16)     + T(18)     + T(20)  3 → 5 5 7 8 
(4, 1)  T(9)    =  T(16)     + T(17)     + T(24)  4 → 5 5 6 9 
(4, 2)  T(10)  =  T(32)     + T(34)     + T(40)  4 → 6 6 8 10 
(4, 3)  T(12)  =  T(64)     + T(68)     + T(72)  4 → 7 7 10 11 
(5, 1)  T(17)  =  T(32)     + T(33)     + T(48)  5 → 6 6 7 11 
(5, 2)  T(18)  =  T(64)     + T(66)     + T(80)  5 → 7 7 9 12 
(5, 3)  T(20)  =  T(128)   + T(132)   + T(144)  5 → 8 8 11 13 
(5, 4)  T(24)  =  T(256)   + T(264)   + T(272)  5 → 9 9 13 14 
 
In der GF-Zerlegung von T(3) haben die beiden GF's T(5) und T(6) den Typ r = 2, sie sind in 
gleichartiger Weise in je drei GF's zerlegbar. Damit kann T(3) weiter zerlegt werden. 
 
T(3) = T(4) + T(8) + T(16) + T(9) + T(12) + T(18) + T(20) 
    
    (r = 1)-Typen  (r = 2)-Typen 
 
Mit der Zerlegung der vier neuen GF's des Typs r = 2 entsteht: 
 
T(3) = T(4) + T(8) + 2*T(16) + 2*T(64) + T(128) (r = 1)-Typen 
 +T(17) + T(24) + T(66) + T(68) + T(72) + T(80) + T(132) + T(144) (r = 2)-Typen 
 
Bereits in der vorhergehenden Zerlegung von T(3) haben die Partitionenstypen der neuen 
GF's keine einheitliche Partanzahl k. Die Elementar-GF's bleiben unzerlegt (sie sind 
unzerlegbar), sie sammeln sich mit den neu hinzu kommenden Elementar-GF's in solchen 
GF-Zerlegungen an. Die Partanzahlen der neuen Typen und die nmin wachsen. Für jedes n 
wird so eine Zerlegungs- bzw. Erzeugungsgrenze erreicht.  
 
Auffällig ist, dass einige GF's mehrfach entstehen können. Für T(16) hat das folgenden 
Grund. In den fortlaufenden GF-Zerlegungen von T(3) werden u. a. T(6) und T(9) erzeugt.  
Beide GF's liefern beim Zerlegen die Elementar-GF T(2a + b – 1) = T(16). Dieses 
Weiterzerlegen von GF-Zerlegungen wird hier nicht weiter untersucht. 
 
Beispiel 10.2:  Die GF-Gleichung T(3) = T(4) + T(5) + T(6) 
   und die Bijektion "2-Partitionen  3-Partitionen" für n = 12. 
 
Die Koeffizientengleichung p(n, t = 3) = p(n, t = 4) + p(n, t = 5) + p(n, t = 6) ergibt sich aus 
den expandierten GF's durch Koeffizientenvergleich für xn. Die Tabellen von Seite 14 liefern 
die Anzahlen der in Betracht kommenden, leicht zu konstruierenden Partitionen von n = 12. 
 
Typ 3  n = n2 + n1  r = 2    k = 2  p(n = 12, t = 3) = 5  
Typ 4  n = 3n1  r = 1 \  p(n = 12, t = 4) = 1  
Typ 5  n = n2 + 2n1   r = 2  | k = 3  p(n = 12, t = 5) = 3  
Typ 6  n = 2n2 + n1  r = 2 /  p(n = 12, t = 6) = 1  
 Version: 21.05.2014 Seite 21 von 28 
  
 
Partitionen vor und nach dem n2-Teilen nach einer weiteren n2-Teilung 
Typ 3, n = 12            Typ                Typ 
11 + 1      10 + 1 + 1 5   → 9 + 1 + 1 + 1    9 
10 + 2        8 + 2 + 2 5   → 6 + 2 + 2 + 2     9 
  9 + 3        6 + 3 + 3 5   → 3 + 3 + 3 + 3    8  (r = 1)-Typ 
  8 + 4        4 + 4 + 4 4   (r = 1)-Typ; es gibt kein weiteres n2-Teilen. 
  7 + 5        5 + 5 + 2 6   → 3 + 3 + 2 + 2 + 2  18 
 
 
10.2 Zerlegung der GF des Typs r = 3   
 
Die Partialsummen s1 > s2 > s3 > 0 der typbestimmenden geordneten 3-Partition werden nun 
auch einfacher mit  a > b > c > 0 bezeichnet. Damit gilt:  
 
- die Typnummer ist t = 2a – 1 + 2b – 1 + 2c – 1; 
- die typspezifische GF: T(2a – 1 + 2b – 1 + 2c – 1) = T(2a – 1)T(2b – 1)T(2c – 1) = 
c
c
b
b
a
a
x1
x
x1
x
x1
x
−
⋅
−
⋅
−
;  
- die typbestimmende geordnete Partition ist (k3, k2, k1) = (c, b – c, a – b); 
- der Typ der ungeordneten Partitionen ist n = k3*n3 + k2*n2 + k1*n1 = cn3 + (b - c)n2 + (a – b)n1;  
- die Partanzahl der ungeordneten Partitionen ist k = k3 + k2 + k1 = a; 
- die erzeugten Partgrößen sind n1 = h1, n2 = h1 + h2 und n3 = h1 + h2 + h3; 
- das kleinste erzeugbare n ist nmin = a + b + c (→ Partanzahl der neuen Partitionen); 
- die Erzeugungsformel ist n = a*h1 + b*h2 + c*h3 (→ Quasi-Typ der neuen Partitionen). 
 
Aus jeder ursprünglichen a-Partition des Typs r = 3 entsteht durch Zerteilen der Partgrößen ni 
in die erzeugenden Größen hi eine (a + b + c)-Partition. Die Mehrfachheiten der neuen hi-
Partgrößen werden im Quasi-Typ n = a*h1 + b*h2 + c*h3 mit a, b und c angezeigt.  
 
Mit typartigen hi-Konstellationen werden aus dem Quasi-Typ die neuen Partitionstypen 
erzeugt. Durch "Umtaufen" der hi-Parts in entsprechende ni-Parts lassen sich die neuen 
Typen in der bisherigen Art darstellen. 
 
 hi-Konstellation  erzeugter Typ  Typnummer t (mit a > b > c > 0)   
1 h3 = h2 = h1 r = 1  n = (a + b + c)n1  t = 2a + b + c – 1    nmin = a + b + c 
2 h3 > h2 = h1  n = cn2 + (a + b)n1  t = 2a + b + c – 1 + 2c – 1   nmin = a + b + 2c 
3 h2 > h1 = h3  n = bn2 + (a + c)n1  t = 2a + b + c – 1 + 2b – 1   nmin = a + 2b + c 
4 h1 > h3 = h2  n = an2 + (b + c)n1  t = 2a + b + c – 1 + 2a – 1   nmin = 2a + b + c 
5 h3 = h2 > h1  n = (b + c)n2 + an1  t = 2a + b + c – 1 + 2b + c – 1   nmin = a + 2b + 2c 
6 h1 = h3 > h2  n = (a + c)n2 + bn1  t = 2a + b + c – 1 + 2a + c – 1   nmin = 2a + b + 2c 
7 h2 = h1 > h3 
r = 2 
 n = (a + b)n2 + cn1  t = 2a + b + c – 1 + 2a + b – 1   nmin = 2a + 2b + c 
8 h3 > h2 > h1  n = cn3 + bn2 + an1  t = 2a + b + c – 1 + 2b + c – 1 + 2c – 1  nmin = a + 2b + 3c 
9 h2 > h3 > h1  n = bn3 + cn2 + an1  t = 2a + b + c – 1 + 2b + c – 1 + 2b – 1  nmin = a + 3b + 2c 
10 h3 > h1 > h2  n = cn3 + an2 + bn1  t = 2a + b + c – 1 + 2a + c – 1 + 2c – 1  nmin = 2a + b + 3c 
11 h1 > h3 > h2  n = an3 + cn2 + bn1  t = 2a + b + c – 1 + 2a + c – 1 + 2a – 1  nmin = 3a + b + 2c 
12 h2 > h1 > h3  n = bn3 + an2 + cn1  t = 2a + b + c – 1 + 2a + b – 1 + 2b – 1  nmin = 2a + 3b + c 
13 h1 > h2 > h3 
r = 3 
 n = an3 + bn2 + cn1  t = 2a + b + c – 1 + 2a + b – 1 + 2a – 1  nmin = 3a + 2b + c 
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Alle Erzeugungen von n, die mit der ursprünglichen GF des Typs r = 3 für a-Partitionen 
möglich sind, werden so auf (maximal) 13 typspezifische GF's für (a + b + c)-Partitionen 
aufgeteilt. Der Nachweis über die Summe dieser 13 GF's wird hier weggelassen.  
 
Nicht immer sind  die Typnummern der (r = 3)-Typen größer als die der (r =2)-Typen,  z. B. ist 
die Typnummer der hi-Konstellation 7 größer als die der hi-Konstellation 8 (siehe dazu auch 
die r-Typen der natürlichen Zahlen, kurz dargestellt am Ende von Kapitel 5). 
 
Falls a = b + c gilt,  dann erzeugen die hi-Konstellationen 4 und 5 den gleichen Typ bzw. die 
gleiche Typnummer (doppelte Erzeugung der gleichen GF). 
 
Beispiel 10.3: GF-Zerlegungen des Typs r = 3 mit den kleinsten Exponenten a > b > c > 0 
 
(a, b, c) = (3, 2, 1)  3-Partitionen  6-Partitionen 
T(7)  =   T(32)        (r = 1)-Typ 
   + T(33) + T(34) + 2T(36) + T(40) + T(48)    (r = 2)-Typen 
   + T(37) + T(38) +   T(41) + T(44) + T(50) + T(52)   (r = 3)-Typen 
 
(a, b, c) = (4, 2, 1)   4-Partitionen  7-Partitionen 
T(11)  =   T(64)        (r = 1)-Typ 
   + T(65) + T(66) + T(68) + T(72) + T(80) + T(96)   (r = 2)-Typen 
   + T(69) + T(70) + T(81) + T(88) + T(98) + T(104)   (r = 3)-Typen 
 
Mit r vergrößert sich die Menge der erzeugenden hi-Konstellationen rasant und damit wächst 
in entsprechender Weise auch die Vielfalt der erzeugten Typen. 
 
 r 2 3 4 5 6 7 … 
Anzahl der hi- 3 13 75 541 4683 47293  
Konstellationen       
 
Eine einfache GF-Zerlegung des Typs r = 3 entsteht, wenn eine einfache GF-Zerlegung 
des Typs r = 2 (in drei GF's) mit einer geeigneten Elementar-GF multipliziert wird.  
 
Wenn z. B. die GF-Zerlegung T(3) = T(4) + T(5) + T(6) mit der Elementar-GF T(4) multiplitiert 
wird, entsteht eine Zerlegung von T(7), aber dabei wird das GF-Quadrat T2(4) erzeugt und 
damit ist das keine Zerlegung in typspezifische GF's. Typspezifische GF's entstehen nur, 
wenn sich die multiplikativ verknüpften Elementar-GF's in der Nummerierung unterscheiden.  
 
Der allgemeine Fall: Multiplikation der GF-Zerlegung (10.2) mit der Elementar-GF T(2s – 1), 
dargestellt als Produkte von Elementar-GF's: 
 
T(2s – 1)T(2a – 1)T(2b – 1)  
= T(2s – 1)T(2a + b – 1) + T(2s – 1)T(2a + b – 1)T(2b – 1) + T(2s – 1)T(2a + b – 1)T(2a – 1)            (10.3) 
 
Vorausgesetzt wird a > b > 0. Für s muß gelten: s ≠ a und s ≠ b und s ≠ a + b.  
 
Für ein geeignetes s sind dann die Partitionstypen zu bestimmen und es ist die (bijektive) 
Zuordnung zwischen den typsspezifischen Partitionen aufzuspüren. Das wird hier nur für den 
Fall s > a + b genauer betrachtet.  
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Eine einfache GF-Zerlegung des Typs r = 3 mit s > a + b 
 
T(2s – 1 + 2a – 1 + 2b – 1)  
= T(2s – 1 + 2a + b – 1) + T(2s – 1 + 2a + b – 1 + 2b – 1) + T(2s – 1 + 2a + b – 1 + 2a – 1)             (10.4) 
 
Das ist eine GF-Gleichung nur für typspezifische s-Partitionen.  
 
Ermittlung der Partitionstypen: 
   t = 2s – 1 + 2a – 1 + 2b – 1 r = 3 n = bn3 + (a – b)n2 + (s – a)n1 
     = sh1 + ah2 + bh3                       Quasi-Typ 
t = 2s – 1 + 2a + b – 1 r = 2 n = (a + b)n2  + (s – a – b)n1 
t = 2s – 1 + 2a + b – 1 + 2b – 1 r = 3 n = bn3 + an2 + (s – a – b)n1 
t = 2s – 1 + 2a + b – 1 + 2a – 1 r = 3 n = an3 + bn2 + (s – a – b)n1 
 
Der Quasi-Typ lässt vermuten, dass h1-Änderungen keine Typänderungen bewirken. Mit 
einem modifizierten Quasi-Typ kann gezeigt werden, wie durch die Konstellationen h3 = h2, 
h3 > h2 und h3 < h2 aus jeder s-Partition von n des ursprünglichen Typs eine s-Partition von n 
mit einem neuen Typ wird:  
 
n = b(h3 + h2 + h1) + (a – b)(h2 + h1) + (s – a)h1      n = b(h3 + h1) + a(h2 + h1) + (s – a – b)h1. 
 
 
Beispiel 10.4:  GF-Zerlegung (10.4) mit (s, a, b) = (4, 2, 1) und  
    Zuordnungen der 4-Partitionen für n = 14 
 
Die nummerierten Partitionstypen:                 
t = 23 + 21 + 20 = 11    n = n3 + n2 + 2n1   (h3 + h1) + (h2 + h1) + (h2 + h1) + h1 
t = 23 + 22   = 12    n = 3n2 + n1      (wenn h3 = h2) 
t = 23 + 22 + 20 = 13    n = n3 + 2n2 + n1      (wenn h3 > h2)  
t = 23 + 22 + 21 = 14    n = 2n3 + n2 + n1      (wenn h3 < h2)  
 
T(11) = T(12) + T(13) + T(14)  
 
p(n, t = 11) = p(n, t = 12) + p(n, t = 13) + p(n, t = 14)  
Die Tabelle auf S. 14 liefert die zugehörigen Partitionsanzahlen für n = 14:  6 = 1 + 4 + 1.  
Die Partitionen von n = 14  des Typs 11 lassen sich leicht konstruieren.  
 
Zuordnung der Partitionen für n = 14  
Typ 11   h3 h2 h1  Typ      (h3 + h1) + (h2 + h1) + (h2 + h1) + h1 
10 + 2 + 1 + 1    8  1  1    → 13 9 + 2 + 2 + 1   
  9 + 3 + 1 + 1    6  2  1    → 13 7 + 3 + 3 + 1   
  8 + 4 + 1 + 1    4  3  1    → 13 5 + 4 + 4 + 1  
  7 + 5 + 1 + 1    2  4  1    → 14 5 + 5 + 3 + 1  
  7 + 3 + 2 + 2    4  1  2    → 13 6 + 3 + 3 + 2  
  6 + 4 + 2 + 2    2  2  2    → 12 4 + 4 + 4 + 2     
 
Einfache GF-Zerlegungen der Typen r > 3 können so aus aus einfachen GF-Zerlegungen 
des Typs r = 2 durch Multiplikation mit mehreren geeigneten Elementar-GF's erzeugt werden.  
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11. Die typspezifischen GF's der geordneten k-Partitionen 
 
Im Gegensatz zu den ungeordneten k-Partitionen von n lässt sich die Anzahl der geordneten 
k-Partitionen von n mit 





−
−
1k
1n
 leicht berechen und die zugehörige erzeugende Funktion ist  
 
k
x1
x






−
 = 
n
kn
x
1k
1n
⋅





−
−
∑
∞
=
.         (11.1) 
 
 
Jede geordnete k-Partition gehört zu einer Äquivalenzklasse, in der alle geordneten k-
Partitionen erfasst sind, die sich nur durch den Positionstausch der Parts unterscheiden. Der 
Repräsentant dieser Klasse ist die ungeordnete k-Partition mit den gleichen Parts. Die 
geordneten Partitionen einer solchen Klasse haben den gleichen Typ wie ihr Repräsentant.  
 
Die Anzahl der geordneten k-Partitionen in einer solchen Äquivalenzklasse – die Größe einer 
solchen Klasse  – ist unabhängig von n, sie hängt nur vom Typ der Partitionen ab. Am 
größten ist eine solche Klasse, wenn der Typ aus k unterschiedlich großen Parts besteht, bei 
gleichgroßen Parts schrumpft die Klassengröße auf 1 zusammen.  
 
Die Größe der Äquivalenzklasse der geordneten k-Partitionen sei mit g(t) symbolisiert, 
wobei t eine Typnummer aus dem Typenbereich der k-Partitionen ist. Betrachtet sei der Typ 
n = ∑
=
⋅
r
1i
ii nk mit der typbestimmenden geordneten r-Partition (kr, kr – 1, … , k1) mit k = ∑
=
r
1i
ik . 
Die Größe der zugehörigen Äquivalenzklasse der geordneten k-Partitionen lässt sich dann 
mit folgendem Multinomialkoeffizienten angeben:  
 
g(t) = 
( )∏
=
r
1i
i!k
!k
 = 





− 11rr k,...,k,k
k
.        (11.2) 
 
Offensichtlich entstehen gleichgroße Äquivalenzklassen für unterschiedliche Typen, wenn die 
ursächlichen typbestimmenden geordneten r-Partitionen einer gemeinsamen Äquivalenz-
klasse angehören.  
 
Beispiel 11.1: Allgemeine Äquivalenzklassen für geordneten 4-Partitionen der Typen r = 2. 
Die typbestimmenden geordneten 2-Partitionen von k = 4 sind (3, 1), (1, 3), (2, 2), wovon die 
ersten beiden eine gemeinsame Äquivalenzklasse bilden. Die Typen der Repräsentanten von 
Äquivalenzklassen der geordneten 4-Partitionen sind damit: 
n = 3n2 + n1 Typnummer 12 
n = n2 + 3n1 Typnummer   9 
n = 2n2 + 2n1 Typnummer 10 
 Die allgemeinen Äquivalenzklassen der geordneten 4-Partitionen dieser Typen sind: 
g(12) = 4 
g(9)   = 4 
g(10) = 6 
{(n2, n2, n2, n1), (n2, n2, n1, n2), (n2, n1, n2, n2), (n1, n2, n2, n2)} 
{(n2, n1, n1, n1), (n1, n2, n1, n1), (n1, n1, n2, n1), (n1, n1, n1, n2)} 
{(n2, n2, n1, n1), (n2, n1, n2, n1), (n2, n1, n1, n2), (n1, n2, n2, n1), (n1, n2, n1, n2), 
 (n1, n1, n2, n2)}. 
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Die ungeordneten k-Partitionen von n des gleichen Typs sind die Repräsentanten von 
gleichgroßen Aquivalenzklassen geordneter k-Partitionen von n. Die Anzahl an ungeordneten 
Partitionen von n eines Typs ist p(n, t), die Anzahl aller geordneten Partitionen von n des 
gleichen Typs ist 
 
g(t)*p(n, t).           (11.3) 
 
Mit einer Summierung über alle Typen der k-Partitionen muß folgendes gelten: 
 
( ) ( )∑
−
=
−
⋅
12
2t
k
1k
t,nptg  = 





−
−
1k
1n
.         (11.4) 
 
Beispiel 11.2: Anzahl der Partitionen für k = 3 und n = 12 
Typnr.
 
typbestimmende 
geordnete 
Partition  
von k = 3 
   Typ der  
   Repräsentanten 
allgemeine 
Äquivalenzklasse 
geordneter 
Partitionen 
g(t) 
Größe der 
Äquivalenzklasse 
t = 4 (3)   n = 3n1     {(n1, n1, n1)}  1 
t = 5 (1, 2)   n = n2 + 2n1 
    {(n2, n1, n1),  
     (n1, n2, n1),  
     (n1, n1, n2)} 
3 
t = 6 (2, 1)   n = 2n2 + n1 
    {(n2, n2, n1),  
     (n2, n1, n2),  
     (n1, n2, n2)} 
3 
t = 7 (1, 1, 1)   n = n3 + n2 + n1 
    {(n3, n2, n1),  
     (n3, n1, n2),  
     (n2, n3, n1), 
     (n2, n1, n3),  
     (n1, n3, n2),  
     (n1, n2, n3)} 
6 
     
Anzahl der 3-Partitionen pro Typ für n = 12: 
 
  Anzahl    Anzahl 
Typnr.  ungeordnete 3-Partitionen  geordneter 3-Partitionen 
t = 4  p(n = 12, t = 4) = 1  → 1*1 =   1 
t = 5  p(n = 12, t = 5) = 3  → 3*3 =   9 
t = 6  p(n = 12, t = 6) = 1  → 1*3 =   3 
t = 7  p(n = 12, t = 7) = 7  → 7*6 = 42 
    
  
 
Σ = 12 
 
Σ = 55  = 





−
−
13
112
 
 
Die geordneten Partitionen eines Typs t werden für alle n – ab dem typspezifischen nmin – 
durch folgende typspezifische GF erfasst: 
 
g(t)*T(t).           (11.5) 
 
Mit einer Summierung über alle Typen der k-Partitionen muß folgendes gelten: 
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Die typspezifische Aufteilung führt zur folgenden GF-Zerlegung für k = 3: 
 
T3(1) = T(4) + 3T(5) + 3T(6) + 6T(7). 
3
x1
x
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p(n, t = 4) + 3p(n, t = 5) + 3p(n, t = 6) + 6p(n, t = 7) = (n – 1)(n – 2)/2. 
 
 
Die GF der geordneten k-Partitionen (mit k > 2) ist rekursiv zerlegbar. 
 
Die GF für geordnete k-Partitionen lässt sich in folgender Weise in 2k – 1  typspezifische GF's 
der ungeordneten k-Partitionen mit passendem Multinomialkoeffizienten zerlegen. 
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Der letzte Summand auf der rechten Seite wird auf die linke Seite geschafft. 
 
(1 – xk)*Tk(1) = xk ( )
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Dividiert mit (1 – xk) ergibt die Rekursion: 
 
Tk(1) = T(2k – 1) ( )
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Die Exponenten der T(1)-Potenzen auf der rechten Seite sind kleinere als k. Schrittweise 
können nun – mit k = 2 beginnend – die T(1)-Potenzen in typspezifische GF's aufgelöst 
werden.  
 
k = 2 T2(1) = T(2)[1 + 2T(1)} 
          = T(2) + 2T(3) 
k = 3 T3(1) = T(4)[1 + 3T(1) + 3T2(1)] 
          = T(4) + 3T(5) + 3T(6) + 6T(7) 
k = 4 T4(1) = T(8)[1 + 4T(1) + 6T2(1) + 4T3(1)] 
          = T(8) + 4T(9) + 6T(10) + 12T(11) + 4T12) + 12T(13) + 12T(14) + 24T(15) 
usw. 
 
Mit der Bedingung 0 < x < 0,5  gilt T(1) = 
x1
x
−
 < 1, womit folgende Summierung möglich ist: 
( )∑
∞
=0k
k 1T  = ( )1T1
1
−
 = 
x21
x1
−
−
 = 1 + 
x21
x
−
 = 1 +∑
∞
=
−
1k
k1k x2       (11.8) 
    = 1 + ( ) ( )∑
∞
=
⋅
1t
tTtg   
    =   1 + T(1)  
          + T(2) + 2T(3)  
          + T(4) + 3T(5) + 3T(6) + 6T(7)  
                     + T(8) + 4T(9) + 6T(10) + 12T(11) + 4T12) + 12T(13) + 12T(14) + 24T(15)  
          + T(16) + …
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13. Nachwort 
 
Zu meiner Person:  
Als Altersrentner ist das Untersuchen spezieller mathematischer Probleme eines meiner 
langjährigen Hobbies. Beruflich hatte ich als Diplom-Ingenieur für Informationstechnik bei 
deutschen Großfirmen an der Entwicklung von Computer–Hardware und –Prüfsoftware 
mitgewirkt. 
 
Die Thematik "Typen der Zahlpartitionen" erkannte ich vor ein paar Jahren auf der Suche 
nach den Zähl-Algorithmen für einige von mir experimentell gelösten Graphenrobleme (z. B. 
Dreiteilungen der Kantenmenge des vollständigen Graphen K7, bei denen die entstehenden 
3 Teilstrukturen zueinander isomorph sind. Mit eigener Experimentalsoftware konnte nach-
gewiesen werden, dass 41 Strukturen von den 65 möglichen Strukturen mit 7 Ecken und 7 
Kanten die genannte Bedingung erfüllen). 
 
An der hier dokumentierten Thematik und an den zugehörigen Recherchen waren keine 
anderen Mitwirkenden beteiligt (sowohl in der Erstveröffentlichung vom 03.12.2012 als auch 
im jetzigen Update). Es sind sicherlich weitere Korrekturen, Verbesserungen und 
Erweiterungen nötig (z. B. eine konsequente Nutzung der Begriffe wie Menge, Teilmenge, 
Äquivalenzrelation, Klasse,  ...). Sachliche Kritik ist deshalb erwünscht. 
 
– Ende –   
