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Abstract
In this paper we present an abstract convergence analysis of inexact descent meth-
ods in Riemannian context for functions satisfying Kurdyka-Lojasiewicz inequality. In
particular, without any restrictive assumption about the sign of the sectional curvature
of the manifold, we obtain full convergence of a bounded sequence generated by the
proximal point method, in the case that the objective function is nonsmooth and non-
convex, and the subproblems are determined by a quasi distance which does not neces-
sarily coincide with the Riemannian distance. Moreover, if the objective function is C1
with L-Lipschitz gradient, not necessarily convex, but satisfying Kurdyka-Lojasiewicz
inequality, full convergence of a bounded sequence generated by the steepest descent
method is obtained.
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1 Introduction
Consider the following minimization problem
min f(x)
s.t. x ∈M, (1.1)
where M is a complete Riemannian manifold and f : M → R ∪ {+∞} is a proper lower
semicontinuous function bounded from below. The exact proximal point method to solve
optimization problems of the form (1.1) generates, for a starting point x0 ∈ M , a sequence
{xk} ⊂ M as follows:
xk+1 ∈ argminy∈M
{
f(y) + λkd
2(y, xk)
}
, (1.2)
where {λk} is a sequence of positive numbers and d is the Riemannian distance (see Section 2
for a definition). This method was first considered in this context by Ferreira and Oliveira
[18], in the particular case that M is a Hadamard manifold (see Section 2 for a definition),
domf = M and f is convex. They proved that, for each k ∈ N, the function f(.) +
d2(., xk) : M → R is 1-coercive and, consequently, that the sequence {xk} is well-defined,
with xk+1 being uniquely determined. Moreover, supposing
∑+∞
k=0 1/λk = +∞ and that f
has a minimizer, the authors proved convergence of the sequence {f(xk)} to the minimum
value and convergence of the sequence {xk} to a minimizer point. Li et al. [31] extended this
method for finding singularity of a multivalued vector field and proved that the generated
sequence is well-defined and converges to a singularity of a maximal monotone vector field,
whenever it exists.
In the last three decades, several authors have proposed the generalized proximal point
method for certain nonconvex minimization problems. As far as we know the first direct
generalization, in the case that M is a Hilbert space, has been performed by Fukushima
and Mine [19]. See Kaplan and Tichatschke [24] for a review. For the problem of finding
singularities of multivalued operators, that situation is similar to the case where there is no
monotonicity (e.g. where the operator is hypomonotone), see e.g., Spingarn and Jonathan
[41], Pennanen [37], Iusem et al. [23], Combettes and Pennanen [13], Garciga and Iusem
[21]. In the Riemannian context, Papa Quiroz and Oliveira [35] considered the proximal
point method for quasiconvex function (not necessarily convex) and proved full convergence
of the sequence {xk} to a minimizer point with M being a Hadamard manifold. Bento et
al. [7] considered the proximal point method for C1-lower type functions and obtained local
convergence of the generated sequence to a minimizer, also in the case thatM is a Hadamard
manifold.
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So far, in the convergence analysis of the exact proximal point method for solving either
convex minimization problems (resp. find singularities of monotone vector field) how non-
convex minimization problems, it was necessary to consider Hadamard type manifolds. This
is because the convergence analysis is based on Feje´r convergence to the minimizers set of
f (resp. to the singularities set of the vector field), and these manifolds, apart from having
the same topology and structure differentiable from Euclidean space, also have geometric
properties satisfactory to the characterization of Feje´r convergence of the sequence.
In the Riemannian context we raise the following issue:
Problem 1. Would it be possible to obtain the convergence of the whole sequence gener-
ated by the method (1.2) for f not necessarily convex or quasiconvexa, and M not necessarily
Hadamard?
Considering again Problem (1.1) now with f continuously differentiable and domf =M ,
given x0 ∈M the classic steepest descent method generates a sequence {xk} given by
xk+1 = expxk(−tkgradf(xk)), (1.3)
where exp is the exponential map and tk is some positive stepsize. As far as we know, this
method was first studied by Luemberger [32] and later by Gabay [20] both in the particular
case where M is the inverse image of regular value. Udriste [42], Smith [40], Rapcsa´k [38]
also studied whose method in the case that M is a any complete Riemannian manifold and
partial convergence results were obtained. For the convex case, the full convergence, using
Armijo’s rule and ’fixed step’ was obtained by da Cruz Neto et al. [15], in the particular case
whereM has nonnegative sectional curvature. Regarding the same restrictive assumption on
the manifold M , Papa Quiroz et al. [36] proved a full convergence result using a generalized
Armijo’s rule for the quasiconvex case. Note that the results of convergence presented in
[15] (resp. [36]) for the steepest descent method for solving convex minimization problems
depend, besides the assumption of convexity (resp. quasi-convexity) on function f , of the sign
of the sectional curvature of M. This is because the convergence analysis is based on quasi-
Feje´r convergence to the minimizers set of f and these manifolds have geometric properties
favorable to the characterization of the quasi-Feje´r convergence of the sequence.
In the same context of Problem 1, we raise the following issue:
Problem 2. Would it be possible to obtain the convergence of the whole sequence gener-
ated by the method (1.3) for f not necessarily convex or quasiconvexa, and without restrictive
assumption on the sign of the sectional curvature of the manifold M?
This paper has the same spirit of the work of Alvarez et al. [3] in which the authors
proved a unified result for the existence and local uniqueness of the solution, and for the
local convergence of a Riemannian version of Newton’s method. Here we are interested in
providing an unified framework for the convergence analysis of classical descent methods
which, in particular, includes the methods (1.2) and (1.3), and answer Problems 1 and 2.
To achieve this goal, we assume, as main assumption, that the objective function satisfies a
well-known property as Kurdyka-Lojasiewicz inequality. This inequality was introduced by
Kurdyka [26], for differentiable functions definable in an o-minimal structure defined in Rn,
through the following result:
Given U ⊂ Rn a bounded open set and g : U → R+ a differentiable function definable
on a o-minimal structure, there exists c, η > 0 and a strictly increasing positive function
definable ϕ : R+ → R of class C1, such that
‖∇ (ϕ ◦ g) (x)‖ ≥ c, x ∈ U ∩ g−1(0, η). (1.4)
Note that taking ϕ(t) = t1−α, α ∈ [0, 1), the inequality (1.4) yields
‖∇g(x)‖ ≥ c|g(x)|α, (1.5)
where c = 1/(1 − α), which is known as Lojasiewicz inequality, see [29]. Absil et al. [1]
established an abstract result of convergence for sequences (satisfying a strong descent con-
dition) in the case where the objective function is analytic, defined on Rn, which satisfies
(1.5). For extensions of Kurdyka-Lojasiewicz inequality to subanalytic nonsmooth functions
(defined in Euclidean spaces) see, for example, Bolte et al. [9], Attouch and Bolte [4]. A more
general extension, yet in the context Euclidean, was developed by Bolte et al. [10] mainly
for Clarke’s subdifferentiable of a lower semicontinuous function definable in an o-minimal
structure. Also in the Euclidean context, Attouch et al. [5] presented a general conver-
gence result for Inexact gradient methods in the case that the objective function satisfies
(1.4). Lageman [28] extended the Kurdyka-Lojasiewicz inequality (1.4) for analytic mani-
folds and differentiable C-functions in an analytic-geometric category (satisfying a certain
descent condition, namely, angle and Wolfe-Powell conditions) and established an abstract
result of convergence of descent method, see [28, Theorem 2.1.22]. In particular, Lageman
observed that the answer to Problem 2 is positive (see Example of Theorem 2.1.22, page
96 of [28]). It is important to note that Kurdyka et al. [27] had already established an
extension of the inequality (1.5) for analytic manifolds and analytic functions to solve R.
Thom’s conjecture.
The paper is organized as follows. In Section 2 we recorded some basic definitions and
results of the theory of Riemannian manifolds. In Section 3 we present elements of nonsmooth
analysis on manifold. In Section 4 we present the Kurdyka-Lojasiewicz inequality in the
Riemannian context and recall some basic notions on o-minimal structures on (R,+, ·) and
analytic-geometric categories. In Section 5 we present an abstract converge analysis of
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inexact descent methods for functions satisfying Kurdyka-Lojasiewicz inequality. In Section 6
we recall the exact proximal point method in the Riemannian context an inexact version of
it in that context. Finally, in Section 7 we recall the gradient method in the Riemannian
context and we extend some the convergence results for KL functions.
2 Preliminary of Riemanian Geometry
In this section, we introduce some fundamental properties and notations of Riemannian
manifold. These basics facts can be found in any introductory book to Riemannian geometry,
such as in do Carmo [12] or Sakai [39].
Let M be a n-dimentional connected manifold. We denote by TxM the n-dimentional
tangent space of M at x, by TM = ∪x∈MTxM tangent bundle of M and by X (M) the space
of smooth vector fields over M . When M is endowed with a Riemannian metric 〈. , .〉, with
the corresponding norm denoted by ‖.‖, then M is a Riemannian manifold. Remember that
the metric can be used to define the length of piecewise smooth curves γ : [a, b]→M joining
x to y, i.e., such that γ(a) = x and γ(b) = y, by:
l(γ) =
∫ b
a
‖γ′(t)‖dt,
and, moreover, by minimizing this length functional over the set of all such curves, we obtain
a Riemannian distance d(x, y) inducing the original topology on M . We denote by B(x, ǫ)
the Riemannian ball on M with center x and radius ǫ > 0. The metric induces a map
f 7→ gradf ∈ X (M) which, for each function smooth over M , associates its gradient via the
rule 〈gradf,X〉 = df(X), X ∈ X (M). Let ∇ be the Levi-Civita connection associated with
(M, 〈 , 〉). In each point x ∈M , we have a linear map AX(x) : TxM → TxM defined by:
AX(x)v = ∇vX. (2.1)
If X = gradf , where f : M → R is a twice differentiable function, then AX(x) is the Hessian
of f at x and is denoted by Hessf . A vector field V along γ is said to be parallel if ∇γ′V = 0.
If γ′ itself is parallel we say that γ is a geodesic. Given that the geodesic equation ∇ γ′γ′ = 0
is a second-order nonlinear ordinary differential equation, we conclude that the geodesic
γ = γv(., x) is determined by its position x and velocity v at x. It is easy to verify that
‖γ′‖ is constant. We say that γ is normalized if ‖γ′‖ = 1. The restriction of a geodesic
to a closed bounded interval is called a geodesic segment. A geodesic segment joining x to
y in M is said to be minimal if its length equals d(x, y) and the geodesic in question is
said to be a minimizing geodesic. If γ is a geodesic joining points x and y in M then, for
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each t ∈ [a, b], ∇ induces a linear isometry, relative to 〈 , 〉, Pγ(a)γ(t) : Tγ(a)M → Tγ(t)M ,
the so-called parallel transport along γ from γ(a) to γ(t). The inverse map of Pγ(a)γ(t) is
denoted by P−1γ(a)γ(t) : Tγ(t)M → Tγ(a)M . In the particular case of γ to be the unique geodesic
segment joining x and y, then the parallel transport along γ from x to y is denoted by
Pxy : TxM → TyM .
A Riemannian manifold is complete if the geodesics are defined for any values of t. Hopf-
Rinow’s theorem (see, for example, Theorem 2.8, page 146 of [12] or Theorem 1.1, page 84 of
[39]) asserts that if this is the case then any pair of points, say x and y, in M can be joined
by a (not necessarily unique) minimal geodesic segment. Moreover, (M, d) is a complete
metric space so that bounded and closed subsets are compact. From the completeness of
the Riemannian manifold M , the exponential map expx : TxM → M is defined by expx v =
γv(1, x), for each x ∈M . We denote by Bǫ(0x) the ball in the tangent space TxM with center
0x and radius ǫ > 0. Since the D expx(0x) is the identity, then by inverse mapping theorem
there exists an ǫ > 0 such that expx |Bǫ(0x) is a diffeomorphism onto an open set Ux in M
containing x. We call the open set Ux a normal neighbourhood of x. It can be shown that,
for each v ∈ Bǫ(0x),
y = expx(v) ∈ Ux ⇒ d(x, y) = ‖v‖. (2.2)
We denote by R the curvature tensor defined by R(X, Y ) = ∇X∇YZ−∇Y∇XZ−∇[Y,X]Z,
with X, Y, Z ∈ X (M), where [X, Y ] = Y X − XY . Moreover, the sectional curvature as
related to X and Y is given by K(X, Y ) = 〈R(X, Y )Y,X〉/(||X||2||X||2 − 〈X , Y 〉2), where
||X|| = 〈X,X〉2. If K(X, Y ) 6 0 for all X and Y , then M is called a Riemannian manifold
of nonpositive curvature and we use the short notation K 6 0.
A complete, simply connected Riemannian manifold of nonpositive sectional curvature
is called a Hadamard manifold. It is known that if M is a Hadamard manifold, then M has
the same topology and differential structure of the Euclidean space Rn, see for example [12,
Lemma 3.2, page 149] or [39, Theorem 4.1, page 221]. Furthermore, some similar geometrical
properties are known of the Euclidean space Rn, such as that where, given two points, there
exists an unique geodesic segment that joins them.
In this paper M denote a complete n-dimensional Riemannian manifold.
3 Nonsmooth analysis on manifold
In this section we present elements of nonsmooth analysis on manifold, which can be found,
for example, in YU et al [30].
Let f : M → R ∪ {+∞} be a real extended-valued function and denoted by
domf := {x ∈M : f(x) < +∞}
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its domain. We recall that f is said to be proper when domf 6= ∅.
Definition 3.1. Let f be a lower semicontinuous function. The Fre´chet-subdifferential of f
at x ∈M is defined by
∂ˆf(x) =
{ {dhx : h ∈ C1(M) and f − h attains a local minimum at x}, if x ∈ domf
∅, if x /∈ domf,
where dhx ∈ (TxM)∗ is given by dhx(v) = 〈grad h(x), v〉, v ∈ TxM .
Note that if f is differentiable at x, then ∂ˆf(x) = {gradf(x)}.
Definition 3.2. Let f be a lower semicontinuous function. The (limiting) subdifferential of
f at x ∈M is defined by
∂f(x) := {v ∈ TxM : ∃(xn, vn) ∈ Graph(∂ˆf) with (xn, vn)→ (x, v), f(xn)→ f(x)},
where Graph(∂ˆf) := {(y, u) ∈ TM : u ∈ ∂ˆf(y)}.
It follows directly from Definitions 3.1 and 3.2 that ∂ˆf(x) ⊂ ∂f(x). Note also that, ∂ˆf(x)
may be empty, but if f attains a local minimum at x, then 0 ∈ ∂ˆf(x). A necessary (but not
sufficient) condition for x ∈M to be a minimizer of f is
0 ∈ ∂f(x).
A point x ∈ M satisfying the above inclusion is called limiting-critical or simply critical.
Proposition 3.1. Let f : M → R ∪ {+∞} be a lower semicontinuous function. Suppose
that (U, φ) is a local coordinate neighborhood and x ∈ U . Then,
∂f(x) = (φ∗x)∂(f ◦ φ−1)(φ(x)),
where φ∗x denote the Fre´chet derivative adjunct of the function φ.
Proof. See [30, Corollary 4.2].
4 Kurdyka-Lojasiewicz inequality on Riemannian man-
ifolds
In this section we present the Kurdyka-Lojasiewicz inequality in the Riemannian context
and recall some basic notions on o-minimal structures on (R,+, ·) and analytic-geometric
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categories. Our main interest here is to observe that the Kurdyka-Lojasiewicz inequality, in
Riemannian context, holds for lower semicontinuous functions, not necessarily differentiable.
The differentiable case was presented by Lageman [28, Corollary 1.1.25]. It is important
to note that Kurdyka et al. [27] had already established such inequality for analytic mani-
folds and analytic functions. For a detailed discussion on o-minimal structures and analytic
geometric categories see, for example, Dries and Miller [17], and references therein.
Let f : M → R ∪ {+∞} be a proper lower semicontinuous function and we consider the
following sets:
• dist(0, ∂f(x)) := inf{‖v‖ : v ∈ ∂f(x)},
• [η1 < f < η2] := {x ∈M : η1 < f(x) < η2}, −∞ < η1 < η2 < +∞.
Definition 4.1. The function f is said to have the Kurdyka-Lojasiewicz property at x¯ ∈
dom ∂f if there exists η ∈ (0,+∞], a neighborhood U of x¯ and a continuous concave function
ϕ : [0, η)→ R+ such that:
(i) ϕ(0) = 0, ϕ ∈ C1(0, η) and, for all s ∈ (0, η), ϕ′(s) > 0;
(ii) for all x ∈ U ∩ [f(x¯) < f < f(x¯) + η], the Kurdyka-Lojasiewicz inequality holds
ϕ′(f(x)− f(x¯))dist(0, ∂f(x)) ≥ 1. (4.1)
We call f a KL function, if it satisfies the Kurdyka-Lojasiewicz inequality at each point of
dom∂f .
Next we show that if x¯ is a noncritical point of a lower semicontinuous function then the
Kurdyka-Lojasiewicz inequality holds in x¯.
Lemma 4.1. Let f : M → R ∪ {+∞} be a proper lower semicontinuous function and
x¯ ∈ dom∂f such that 0 /∈ ∂f(x¯). Then, the Kurdyka-Lojasiewicz inequality holds in x¯.
Proof. Since x¯ is a noncritical point of f and ∂f(x¯) is a closed set, we have that
δ := dist(0, ∂f(x¯)) > 0.
Take ϕ(t) := t/δ, U := B(x¯, δ/2), η := δ/2 and note that, for each x ∈ dom∂f ,
ϕ′(f(x)− f(x¯))dist(0, ∂f(x)) = dist(0, ∂f(x))/δ. (4.2)
Now, for each x ∈ U ∩ [f(x¯)− η < f < f(x¯) + η] arbitrary, note that
d(x, x¯) + |f(x)− f(x¯)| < δ.
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We state that, for each x satisfying the last inequality, it holds
dist(0, ∂f(x)) ≥ δ. (4.3)
Let us suppose, by contradiction, that this does not holds. Then, there exist sequences
{(yk, vk)} ⊂ Graph∂f and {δk} ⊂ R++ such that
d(yk, x¯) + |f(yk)− f(x¯)| < δk, and ‖vk‖ ≤ δk,
with {δk} converging to zero. Thus, using that {(yk, vk)} and {f(yk)} converge to (x¯, 0) and
f(x¯) respectively, and ∂f is a closed mapping, it follows that x¯ is a critical point of f , which
proves the statement. Therefore, the result of the lemma follows by combining (4.2) with
(4.3).
It is known that a C2-function f : M → R is a Morse function if each critical point x¯ of
f is nondegenerate, i.e, if Hessf(x¯) has all its eigenvalues different of zero. From the inverse
function theorem it follows that the critical points of a Morse function are isolated. It is also
known, see [22, Theorem 1.2, page 147 ], that Morse functions form a dense and open set in
the space of C2-function, more precisely
Theorem 4.1. Let M be a manifold and denote by Cr(M,R), the set of all the Cr-functions
g : M → R. The collection of all the Morse functions form a dense and open set in Cr(M,R),
2 ≤ r ≤ +∞.
Let f : M → R be a Morse function and x¯ ∈ M be a critical point of f , and take
U = B(x¯, δ) ⊂ Ux¯ such that it does not contain another critical point. Using the Taylor
formula for f and gradf and taking into account (2.2), we obtain, for x ∈ U
f(x)− f(x¯) = 1
2
〈Hess f(x¯) exp−1x¯ x, exp−1x¯ x〉+ o(d2(x, x¯)),
gradf(x) = Hess f(x¯) exp−1x¯ x+ o(d(x, x¯)),
Reducing the size of the radius δ, if necessary, we can ensure the existence of positive
constants δ1, δ2 such that
|f(x)− f(x¯)| ≤ δ1d2(x, x¯) and δ2d(x, x¯) ≤ ‖gradf(x)‖.
From the last two inequalities, it is easy to verify that (4.1) holds with ϕ(s) = 2
√
δ1s/δ2,
U = B(x¯, δ) and η = δ. Therefore, it follows from Lemma 4.1 that the Morse functions are
KL functions.
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Remark 4.1. It should be pointed that the last examples, amongst other things, also have
appeared in [6] in the Euclidean context. For examples illustrating failure of this property
see, for instance, [1, 9, 10].
Next we recall some definitions which refer to o-minimal structures on (R,+, ·), following
the notations of Bolte et al.[10].
Definition 4.2. Let O = {On}n∈N be a sequence such that each On is a collection of subsets
of Rn. O is said to be an o-minimal structure on the real field (R,+, ·) if, for each n ∈ N:
(i) On is a Boolean Algebra;
(ii) If A ∈ On, then A× R ∈ On+1 and R× A ∈ On+1;
(iii) If A ∈ On+1, then πn(A) ∈ On, where πn : Rn+1 → Rn is the projection on the first n
coordinates;
(iv) On contains the family of algebraic subsets of Rn;
(v) O1 consists of all finite unions of points and open intervals.
The elements of O are said to be definable in O. A function f : Rn → R is said to be
definable in O if its graph belongs to On+1. Moreover, according to Coste [14] f : Rn →
R ∪ {+∞} is said to be definable in O if the inverse images of f−1(+∞) is definable subset
of Rn and the restriction of f to f−1(R) is a definable function with values in R. It is
worth noting that an o-minimal structure on the real field (R,+, ·) is a generalization of a
semialgebraic set on Rn, i.e., a set that can be written as a finite union of sets of the form
{x ∈ Rn : pi(x) = 0, qi(x) < 0, i = 1, . . . , r},
with pi, qi, i = 1, . . . , r, being real polynomial functions. Bolte et al. [10], presented a
nonsmooth extension of the Kurdyka-Lojasiewicz inequality for definable functions, but in
the case that the function ϕ, which appears in Definition 4.1, is not necessarily concave.
Attouch et al. [6], reconsidered the said extension by noting that ϕ may be taken concave.
For an extensive list of examples of definable sets and functions on an o-minimal structure and
properties see, for example, [17, 6], and references therein. We limit ourselves to presenting
just the material needed for our purposes.
The first elementary class of examples of definable sets is given by the semi-algebraic sets,
which we denote by Ralg. An other class of examples, which we denoted by Ran, is given by
restricted analytic functions, i.e., the smallest structure containing the graphs of all f |[0,1]n
analytic, where f : Rn → R is an arbitrary function that vanishes identically off [0, 1]n.
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Fulfilling the same role as the semi-algebraic sets on X, on analytic manifolds we have
the semi-analytic and sub-analytic sets which we define below, see Bierstone and Milman[8],
Dries [16]:
A subset of an analytic manifold is said to be semi-analytic if it is locally described by
a finite number of analytic equations and inequalities, while the sub-analytic ones are local
projections of relatively compact semi-analytic sets.
A generalization of semi-analytic and sub-analytic sets, analogous to what was given to
semi-algebraic sets in terms of the o-minimal structure, leads us to the analytic-geometric
categories which we define below:
Definition 4.3. An analytic-geometric category C assigns to each real analytic manifold
M a collection of sets C(M) such that for all real analytic manifolds M, N the following
conditions hold:
(i) C(M) is a Boolean Algebra of subsets of M , with M ∈ C(M);
(ii) If A ∈ C(M), then A× R ∈ C(A× R);
(iii) If f :M → N is a proper analytic map and A ∈ C(M), then f(A) ∈ C(N);
(iv) If A ⊂ M and {Ui | i ∈ Λ} is an open covering of M , then A ∈ C(M) if and only if
A ∩ Ui ∈ C(Ui), for all i ∈ Λ;
(v) Every bounded set A ∈ C(R) has finite boundary, i.e. the topological boundary, ∂A,
consists of a finite number of points.
The elements of C(M) are called C-sets. If the graph of a continuous function f : A →
B with A ∈ C(M), B ∈ C(N) is contained in C(M × N), then f is called a C-function.
All subanalytic subsets and continuous subanalytic map of a manifold are C-sets and C-
functions respectively, in that manifold. We denoted this collection by Can which represents
the ’smallest’ analytic-geometric category.
The next theorem provides a biunivocal correspondence between o-minimal structures
containing Ran and an analytic-geometric category.
Theorem 4.2. For any analytic-geometric category C there is an o-minimal structure O(C)
and for any o-minimal structure O on Ran there is an analytic geometric category C(O),
such that
(i) A ∈ C(O) if for all x ∈ M exists an analytic chart φ : U → Rn , x ∈ U , which maps
A ∩ U onto a set definable in O.
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(ii) A ∈ O(C) if it is mapped onto a bounded C-set in Euclidean space by a semialgebraic
bijection.
Furthermore, for C = C(O) we get back the o-minimal structure O by this correspondence,
and for O = O(C) we again get C.
Proof. See [17] and [28, Theorem 1.1.3].
As a consequence of the correspondence between o-minimal structures containing Ran
and analytic-geometric categories, the definable sets associated allow us to provide examples
of C-sets in C(O). Furthermore, C-functions are locally mapped to definable functions by
analytic charts.
Proposition 4.1. Let f : M → R be a C-function and φ : U → Rn, U ⊂ M an analytic
local chart. Assume that U ⊂ domf and V ⊂ M is a bounded open set such that V ⊂ U . If
f restricted to U is a bounded C-function, then
f ◦ φ−1 : φ(V )→ R,
is definable in O(C).
Proof. See [28, Proposition 1.1.5.].
The next result provided us a nonsmooth extension of the Kurdyka-Lojasiewicz inequality
for C-functions defined on analytic manifolds.
Theorem 4.3. Let M be a analytic Riemannian manifold and f : M → R a continuous
C-function. Then, f is a KL function. Moreover, the function ϕ which appears in (4.1) is
definable in O.
Proof. Take x¯ ∈ M a critical point of f and let φ : V → Rn be an analytic local chart
with V ⊂ M a neighbourhood of x¯ chosen such that V and f(V ) are bounded. Thus, from
Proposition 4.1, we have that h = f ◦φ−1 : φ(V )→ R is a definable function in O(C). Thus,
as φ(V ) is a bounded open definable set containing y¯ = φ(x¯) and φ is definable, applying
Theorem 11 of [10] with U = φ(V ) and taking into account Theorem 4.1 of [6], Kurdyka-
Lojasiewicz inequality holds at y¯ = φ(x¯), i.e., there exists η ∈ (0,+∞] and a continuous
concave function Φ : [0, η)→ R+ such that:
(i) Φ(0) = 0, Φ ∈ C1(0, η) and, for all s ∈ (0, η), Φ′(s) > 0;
(ii) for all y ∈ U ∩ [h(y¯) < h < h(y¯) + η], it holds
Φ′(h(y)− h(y¯))dist(0, ∂h(y)) ≥ 1.
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Since φ is a diffeomorphism and using that y = φ(x), y¯ = φ(x¯) and h = f ◦ φ−1, from
Proposition 3.1 last inequality yields
Φ′(f(x)− f(x¯))dist(0, (φ∗x)−1∂f(x)) ≥ 1, x ∈ V ∩ [0 < f < f(x¯) + η],
where φ∗x denote the Fre´chet derivative adjunct of the function φ.
Take V ′ ⊂ V an open set such that K = V ′ is contained in the interior of the set V and
x¯ ∈ V ′. Thus, K is a compact set and for each x ∈ K there exists cx > 0 with
‖(φ∗x)−1w‖ ≤ cx‖w‖, w ∈ TxM.
Since K is a compact set and (φ∗x)
−1 is a diffeomorphism, there exists a positive constant
c := sup{cx : x ∈ K} such that
‖(φ∗x)−1w‖ ≤ c‖w‖, w ∈ TxM, x ∈ K.
Hence, for x ∈ V ′ ∩ [0 < f < f(x¯) + η], we have
1 ≤ Φ′(f(x)− f(x¯))dist(0, (φ∗x)−1∂f(x)) ≤ cΦ′(f(x)− f(x¯))dist(0, ∂f(x)),
and the Kurdyka-Lojasiewicz inequality holds at x¯ with ϕ = cΦ. Therefore, combining
arbitrary of x¯ with Lemma 4.1 we conclude that f is a KL function. The second part also
follows from Theorem 11 of [10] and the proof is concluded.
The following result provided us a nonsmooth extension of the Kurdyka-Lojasiewicz
inequality for definable functions defined on submanifolds of Euclidean space. Coste [14]
devotes Chapter 6 to establish properties of such submanifolds.
Theorem 4.4. Let f : M ⊂ Rn → R ∪ {+∞} be proper lower semicontinuous definable
function in an o-minimal structure O. If M is endowed with the induced metric of Euclidean
space, then f is a KL function. Moreover, the function ϕ which appears in (4.1) is definable
in O.
Proof. Take x¯ ∈ M a critical point of f and W a bounded definable subset of Rn such
that x¯ ∈ W . Since domf and W are definable sets in Rn and W is bounded, it follows
that domf ∩W is a bounded definable set in Rn. Thus, applying Theorem 11 of [10] with
U = domf ∩ W and, taking into account Theorem 4.1 of [6], the Kurdyka-Lojasiewicz
inequality holds at x¯. Therefore, combining arbitrary of x¯ with Lemma 4.1, we conclude the
first part of the theorem. The second part also follows, of Theorem 11 of [10] and the proof
is concluded.
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Remark 4.2. A large class of examples of definable submanifolds of Euclidean space are
given by manifolds which are obtained as reverse image of regular value of a definable func-
tion, more precisely, if F : Rn+k → Rk is a Cp definable function and ”0” is a regular value
of F , then M = F−1(0) is a definable submanifold of Rn. Moreover, via the Nash Theorem
([34]), we can isometrically imbed in some Rn a small piece Y of M , which is a regular sub-
manifold of Rn. Indeed, if ǫ > 0 is small enough, then the set of normal segments of radius ǫ
centered at points of Y determine a tubular neighbourhood V of Y. Clearly, V has a natural
coordinate system given by y = (x, t) ∈ Y × Bǫ(0), where Bǫ(0) ⊂ Rm is an ǫ-ball (here,
n−m, m < n, is the dimension of M). We identify (x, 0) with x. Define h(x, t) = t. It is
obvious that h is a definable function and Y = {y ∈ V ; h(y) = 0} is a definable submanifold
of Rn.
5 An abstract convergence result for inexact descent
methods
In this section we present an abstract converge analysis of inexact descent methods for
functions satisfying Kurdyka-Lojasiewicz inequality at a given critical point. Throughout
this section f denotes a proper lower semicontinuous function f :M → R ∪ {+∞}.
Next we present the definition of quasi distance.
Definition 5.1. A mapping D : M ×M → R+ is said to be a quasi distance if:
(i) for all x, y ∈M, D(x, y) = D(y, x) = 0⇔ x = y;
(ii) for all x, y, z ∈M, D(x, z) ≤ D(x, y) +D(y, z).
If D is also symmetric, that is, D(x, y) = D(y, x), x, y ∈M , then D is a distance. Given
x ∈M and ǫ > 0 fixed, we denote by BD(x, ǫ) the ball with respect to the quasi distance D
defined by
BD(x, ǫ) = {y ∈M : D(y, x) < ǫ}.
Throughout this section we assume that, for each y ∈M , D(., y) is continuous.
Let a and b be fixed positive constants and {xk} an arbitrary sequence satisfying the
following assumptions,
H1. For each k ∈ N,
f(xk+1) + aD2(xk+1, xk) ≤ f(xk);
H2. For each k ∈ N, there exists wk+1 ∈ ∂f(xk+1) such that
‖wk+1‖ ≤ bD(xk+1, xk);
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H3. f restricted to domf is continuous;
H4.
∑+∞
k=0D(x
k+1, xk) < +∞ implies that {xk} is convergent on M .
Remark 5.1. From assumption H2 it is immediate that if xk+1 = xk for some k, then xk is
a critical point of f . Note also that if D is Riemannian distance then assumption H4 holds
(Hopf-Rinow’s theorem). However, even in the Euclidean case there exists a particular class
of quasi distances that not necessary are distances but satisfy the assumption H4, see [33].
From now on, in this section, we assume that {xk} is a sequence satisfying assumptions
H1, H2, H3 and H4. Moreover, taking into account the first part of Remark 5.1 we assume
that xk+1 6= xk for all k.
Next, we present one technical result that could be useful in convergence analysis.
Lemma 5.1. Let {ak} be a sequence of positive numbers such that
+∞∑
k=1
a2k/ak−1 < +∞.
Then,
∑+∞
k=1 ak < +∞.
Proof. Take j ∈ N fixed. Note that,
j∑
k=1
ak =
j∑
k=1
ak√
ak−1
√
ak−1 ≤
(
j∑
k=1
a2k
ak−1
)1/2( j∑
k=1
ak−1
)1/2
,
where the above inequality follows from Cauchy-Schwartz inequality in Rj with respect to
the vectors
(
a1/
√
a0, . . . , aj/
√
aj−1
)
and
(√
a0, . . . ,
√
aj−1
)
. So,
j∑
k=1
ak ≤
(
j∑
k=1
a2k
ak−1
)1/2( j∑
k=1
ak−1
)1/2
.
Now, adding a0 to both sides of the last inequality and taking into account that aj > 0, we
obtain
j∑
k=1
ak−1 ≤ a0 +
(
j∑
k=1
a2k
ak−1
)1/2( j∑
k=1
ak−1
)1/2
.
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Therefore, dividing both sides of last inequality by
(∑j
k=1 ak−1
)1/2
and observing that
a0/
(
j∑
k=1
ak−1
)1/2
≤ √a0 (ak > 0, k = 0, 1, . . .),
it follows that (
j∑
k=1
ak−1
)1/2
≤ √a0 +
(
j∑
k=1
a2k
ak−1
)1/2
,
and the desired result follows by using simple arguments of real analysis.
In the following theorem we prove the full convergence of the sequence {xk} to a critical
point of functions which satisfy the Kurdyka-Lojasiewicz property in that point.
Theorem 5.1. Let U , η and ϕ : [0, η)→ R+ be the objects appearing in the Definition 4.1.
Assume that x0 ∈ domf , x˜ ∈ M is an accumulation point of the sequence {xk}, ρ > 0 is
such that BD(x˜, ρ) ⊂ U and f satisfies the Kurdyka-Lojasiewicz inequality at x˜. Then there
exists k0 ∈ N such that
+∞∑
k=k0
D(xk+1, xk) < +∞. (5.1)
Moreover, f(xk) → f(x˜), as k → +∞, and the sequence {xk} converges to x˜ which is a
critical point of f .
In order to prove the above theorem we need some preliminary results over which we
assume that all assumptions of Theorem 4.1 hold, with the exception of H1, H2, H3 and
H4, which will be assumed to hold only when explicitly stated.
Lemma 5.2. Assume that assumptions H1 and H3 hold. Then there exists k0 ∈ N such
that
f(x˜) < f(xk) < f(x˜) + η, k ≥ k0, (5.2)
D(xk0, x˜) + 2
√
f(xk0)− f(x˜)
a
+
b
a
ϕ(f(xk0)− f(x˜)) < ρ. (5.3)
Moreover, if H2 holds, then
b
a
[ϕ(f(xk0)− f(x˜))− ϕ(f(xk0+1)− f(x˜))] ≥ D
2(xk0+1, xk0)
D(xk0, xk0−1)
. (5.4)
In particular, if xk ∈ BD(x˜, ρ) for all k ≥ k0, then
∑+∞
k=k0
D(xk+1, xk) < +∞ and, assuming
that H4 holds, the sequence {xk} converges to x˜.
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Proof. Let {xkj} be a subsequence of {xk} converging to x˜. Now, from assumption H1
combined with x0 ∈ domf and a > 0, we obtain that xkj ∈ domf , for all j ∈ N (in particular
x˜ ∈ domf). Thus, from assumption H3 and taking into account that lims→+∞ xkj = x˜,
it follows that {f(xkj)} converge to f(x˜). Since {f(xk)} is a decreasing sequence (it holds
trivially of the assumption H1), we obtain that the whole sequence {f(xk)} converges to
f(x˜) as k goes to +∞ and, hence
f(x˜) < f(xk), k ∈ N. (5.5)
In particular, there exists N ∈ N such that
f(x˜) < f(xk) < f(x˜) + η, k ≥ N. (5.6)
Since (5.5) holds, let us define the sequence {bk} given by
bk = D(x
k, x˜) + 2
√
f(xk)− f(x˜)
a
+
b
a
ϕ(f(xk)− f(x˜)).
As D(., x˜) and ϕ are continuous it follows that 0 is an accumulation point of the sequence
{bk} and hence there exists k0 := kj0 > N such that (5.3) holds. In particular, as k0 > N ,
from (5.6) it also holds (5.2).
From (5.2) combined with xk0 ∈ BD(x˜, ρ) (it follows from (5.3)), we have that
xk0 ∈ BD(x˜, ρ) ∩ [f(x˜) < f < f(x˜) + η].
So, since x˜ is a point where f satisfies the Kurdyka-Lojasiewicz inequality it follows that
0 /∈ ∂f(xk0). Moreover, assumption H2 combined with the definition of dist(0, ∂f(xk)),
yields
bD(xk, xk−1) ≥ ‖wk‖ ≥ dist(0, ∂f(xk)), k = 1, 2, . . . .
Thus, again from the Kurdyka Lojasiewicz inequality of f at x˜, it follows that
ϕ′(f(xk0)− f(x˜)) ≥ 1
bD(xk0 , xk0−1)
. (5.7)
On the other hand, the concavity of the function ϕ implies that
ϕ(f(xk0)− f(x˜))− ϕ(f(xk0+1)− f(x˜)) ≥ ϕ′(f(xk0)− f(x˜))(f(xk0)− f(xk0+1)),
which, combined with ϕ′ > 0 and assumption H1 yields
ϕ(f(xk0)− f(x˜))− ϕ(f(xk0+1)− f(x˜)) ≥ ϕ′(f(xk0)− f(x˜))aD2(xk0+1, xk0).
Therefore, (5.4) follows by combining the last inequality with (5.7).
The proof of the latter part follows from (5.4) combined with Lemma 5.1 and assumption
H4, which concludes the proof of the lemma.
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Lemma 5.3. Assume that assumptions H1, H2 and H3 hold. Then, there exists a k0 ∈ N
such that
xk ∈ BD(x˜, ρ), k > k0. (5.8)
Proof. The proof is by induction on k. It follows trivially from theH1 that sequence {f(xk)}
is decreasing and
D(xk+1, xk) ≤
√
f(xk)− f(xk+1)
a
, k ∈ N. (5.9)
Moreover, as H3 also holds, from Lemma 5.2 it follows that there exists k0 ∈ N such that
(5.3), (5.2) hold and, hence
xk0 ∈ BD(x˜, ρ), 0 < f(xk0)− f(xk0+1) < f(xk0)− f(x˜), (5.10)
which, combined with (5.9) (k = k0), give us
D(xk0+1, xk0) ≤
√
f(xk0)− f(x˜)
a
. (5.11)
Now, from the triangle inequality, combining with the last expression and (5.3), we obtain
D(xk0+1, x˜) ≤
√
f(xk0)− f(x˜)
a
+D(xk0, x˜) < ρ,
which implies that xk0+1 ∈ BD(x˜, ρ).
Suppose now that (5.8) holds for all k = k0 + 1, . . . , k0 + j − 1. In this case, for k =
k0 + 1, . . . , k0 + j − 1, it holds (5.4) and, consequently√
D(xk, xk−1)(b/a)[ϕ(f(xk)− f(x˜))− ϕ(f(xk+1)− f(x˜))] ≥ D(xk+1, xk). (5.12)
Thus, since for r, s ≥ 0 it holds r + s ≥ 2√rs, considering, for k = k0 + 1, . . . , k0 + j − 1
r = D(xk, xk−1), s = (b/a)[ϕ(f(xk)− f(x˜))− ϕ(f(xk+1)− f(x˜))],
from the inequality (5.12), it follows, for k = k0 + 1, . . . , k0 + j − 1, that
2D(xk+1, xk) ≤ D(xk, xk−1) + b
a
[ϕ(f(xk)− f(x˜))− ϕ(f(xk+1)− f(x˜))].
So, adding member to member, with k = k0 + 1, . . . , k0 + j − 1, we obtain
k0+j−1∑
i=k0+1
D(xi+1, xi) +D(xk0+j , xk0+j−1) ≤ D(xk0+1, xk0) + b
a
[ϕ(f(xk0+1)− f(x˜))
− ϕ(f(xk0+j)− f(x˜))],
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from which we obtain
k0+j−1∑
i=k0+1
D(xi+1, xi) ≤ D(xk0+1, xk0)+ b
a
ϕ(f(xk0+1)−f(x˜)) ≤ D(xk0+1, xk0)+ b
a
ϕ(f(xk0)−f(x˜))
(5.13)
where the last inequality follows of the second inequality in (5.10) and because ϕ is increasing.
Now, using the triangle inequality and taking into account that D(x, y) ≥ 0 for all x, y ∈M ,
we have
D(xk0+j, x˜) ≤ D(xk0+j, xk0) +D(xk0, x˜) ≤ D(xk0 , x˜) +D(xk0+1, xk0) +
k0+j−1∑
i=k0+1
D(xi+1, xi),
which, combined with (5.13), yields
D(xk0+j, x˜) ≤ D(xk0 , x˜) + 2D(xk0+1, xk0) + b
a
ϕ(f(xk0)− f(x˜)).
Therefore, from the last inequality, combined with (5.11) and (5.3), we conclude that xk0+j ∈
BD(x˜, ρ), which completes the induction proof.
Proof of Theorem 5.1
Note that Lemma 5.3 combined with Lemma 5.2 implies that (5.1) holds and, in particular,
that the sequence {xk} converge to x˜ ∈ M . Thus, from the assumption H3 combined
with assumption H1, it follows f(xk) → f(x˜), as k → +∞. Now, combining (5.1) with
assumption H2, it follows that {(xk, wk)} converges (x˜, 0) as k goes to +∞. Therefore, from
Definition 3.2 we conclude that 0 ∈ ∂f(x˜), which tell us that x˜ is a critical point of f .
6 Inexact proximal method for KL functions on Rie-
mannian manifold
In this section we recall the exact proximal point method in the Riemannian context proposed
by Ferreira and Oliveira [18] and propose an inexact version of it in that context.
Consider the following optimization problem
min f(x)
s.t. x ∈M, (6.1)
where f : M → R ∪ {+∞} is a proper lower semicontinuous function bounded from below.
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The proximal point method to solve optimization problems of the form (6.1) generates,
for a starting point x0 ∈M , a sequence {xk} ⊂M as it follows:
xk+1 ∈ argminy∈M
{
f(y) +
λk
2
d2(y, xk)
}
, (6.2)
where {λk} is a sequence of positive numbers. In the particular case that M is a Hadamard
manifold, domf = M and f is convex, Ferreira and Oliveira [18] proved that for each
k ∈ N the function f(.) + d2(., xk) : M → R is 1-coerciva and, consequently, the well
definedness of the sequence {xk} with xk+1 being uniquely determined. Moreover, considering∑+∞
k=0 1/λk = +∞ and that f has minimizer, the authors proved convergence of the sequence
{f(xk)} to the minimum value and convergence from the sequence {xk} to a minimizer point.
Note that from (6.2) combined with the assumption of convexity of the function f and first
order optimality condition associated to the subproblem (6.2),
f(xk+1) +
λk
2
d2(xk+1, xk) ≤ f(xk), (6.3)
∀ k ∈ N, ∃ wk+1 ∈ ∂f(xk+1), (6.4)
‖wk+1‖ = λkd(xk+1, xk). (6.5)
Next we present an inexact version of the proximal point method in the Riemannian
context.
Take x0 ∈ domf , 0 < λ¯ ≤ λ˜ < +∞, b > 0 and θ ∈ (0, 1]. For each k = 0, 1, . . ., choose
λk ∈ [λ¯, λ˜], and find xk+1 ∈M , wk+1 ∈ Txk+1M such that
f(xk+1) +
θλk
2
D2(xk+1, xk) ≤ f(xk), (6.6)
∀ k ∈ N, ∃ wk+1 ∈ ∂f(xk+1), (6.7)
‖wk+1‖ ≤ bλkD(xk+1, xk), (6.8)
where D : M ×M → R is a quasi distance continuous.
Remark 6.1. Note that if θ = b = 1, (6.8) holds with equal, D is the Riemannian distance d,
M is a Hadamard manifold, domf = M and f is convex, and we recover the exact proximal
point method generated by (6.3), (6.4) and (6.5). On the other hand, if M = Rn and D is the
Euclidean distance, we are with the inexact version of the proximal point method proposed
by Attouch et al., in [5].
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Theorem 6.1. Let f : M → R ∪ {+∞} be a proper lower semicontinuous KL function
which is bounded from below. Moreover, assume that assumption H3 holds. If a sequence
{xk} generated by (6.6), (6.7) and (6.8) is bounded and D satisfies assumption H4, then it
converges to some critical point x¯ of f .
Proof. Since {xk} is bounded, by Roph-Rinow’s theorem the sequence {xk} has an accu-
mulation point on M. Let x¯ be an accumulation point of {xk} and {xkj} a subsequence
converging to x¯. Now, from (6.6) combined with x0 ∈ domf and θ ∈ (0, 1], we obtain that
xkj ∈ domf , for all j ∈ N (in particular x¯ ∈ domf). Therefore, as assumption H1 holds
with a = (θλ¯)/2, assumption H2 holds by the definition of the method and assumptions
H3 and H4 hold by the assumption of the theorem, the result follows by directly applying
Theorem 5.1.
7 Inexact descent method for KL functions on Rie-
mannian manifold
In this section we recall the gradient method in the Riemannian context to solve optimization
problems of the form (6.1) in the case that domf = M and f is a C1 function, and extend
the convergence results established by da Cruz Neto et al. [15] and Papa Quiroz et al.
[36], respectively, for convex and quasiconvex functions on Riemannian manifolds of positive
curvature, for KL functions on Hadamard manifolds.
7.1 The steepest descent method with some known stepsize rule
Given x0 ∈M , the classic steepest descent method generates a sequence {xk} given by
xk+1 = expxk(−tkgradf(xk)), (7.1)
where exp is the exponential map and tk is some positive stepsize.
Armijo search: If the sequence {tk} is obtained by
tk := max
{
2−j : j ∈ N, f (expxk(2−jgradf(xk)) ≤ f(xk)− α2−j ‖gradf(xk)‖2} , (7.2)
with α ∈ (0, 1), we are with the Armijo search. Note that, in this case, zero can be an
accumulation point of the sequence {tk}. However, when f is L-Lipschitzian gradient (see
next definition) zero is not accumulation point of the sequence tk.
The next definition was proposed by da Cruz Neto et al. [15].
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Definition 7.1. Let f :M → R be a function C1 and L > 0. f is said to have L-Lipschitzian
gradient if, for any x, y ∈ M and any geodesic segment γ : [0, r] → M joining x and y, we
have
‖gradf(γ(t))− Pγ(a)γ(t)gradf(x)‖ ≤ rl(t), t ∈ [0, r],
where l(t) denotes the length of the segment between γ(0) = x and γ(t). In particular, if M
is a Hadamard manifold, then the last inequality reduces to
‖gradf(γ(t))− Pxγ(t)gradf(x)‖ ≤ rd(γ(t), x), t ∈ [0, r].
Fixed step(See Burachik et al. [11] and da Cruz Neto et al. [15])
Given δ1, δ2 > 0 such that Lδ1 + δ2 < 1, where L is the Lipschtz constant associated to
gradf , if sequence {tk} is such that
tk ∈
(
δ1,
2
L
(1− δ2)
)
,
we are with the fixed step rule.
Let us now consider the following assumption:
Assumption 7.1. There exists a function φ : R+ → R+ such that
a) There exist α ∈ (0, 1) and τα > 0, such that ∀t ∈ (0, τα], φ(t) ≤ αt;
b) There exist β > 0 and τβ ∈ (0,+∞], such that ∀t ∈ (0, τβ] ∩ R, φ(t) ≥ βt2;
c) For all k = 0, 1, . . ., f(xk+1) ≤ f(xk)− φ(tk)‖gradf(xk)‖2 and 0 < tk ≤ τβ in (7.1);
d) There exist γ > 1, τγ > 0, such that ∀k, tk ≥ τγ or
there exists t¯k ∈ [tk, γtk] : f(expxk(−t¯kgradf(xk)) ≥ f(xk)− φ(t¯k)‖gradf(xk)‖2.
Remark 7.1. The above assumption was first considered by Kiwiel et al. [25] in the Eu-
clidean context. They observed that the steepest descent methods with Armijo search and
fixed step both satisfy Assumption 7.1 with
φ(t) = αt, β = α, γ = 2 and τα = τβ = τγ = 1
and
φ(t) = βt2, β =
δ2L
2(1− δ2) , τγ = δ1, τβ =
L
2(1− δ2) , α ∈ (0, 1) τα = α/β,
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respectively. Under Assumption 7.1, quasi convexity of the function f and that the solution
set of the problem (6.1) is not-empty, Kiwiel et al., proved full convergence of the sequence
generated by the method to a critical point. Papa Quiroz et al. [36], considering Assump-
tion 7.1, generalized the convergence result presented in [25] to the Riemannian context in
the particular case that M has nonnegative curvature.
Considering a sequence {xk}, generated by (7.1), satisfying Assumption 7.1 with the
following reformulation of the item d),
∃ γ > 1, τγ > 0 : tk ≥ τγ , k = 0, 1, . . . , (7.3)
then, we have at least the steepest descent method with Armijo search and with fixed step
(in the case that the objective function is L-Lipschitzian gradient) which satisfies those
assumptions.
7.2 General convergence result
Next we present a general descent method to solve the optimization problem (6.1). From
now on, in this section f denotes a C1 function with L-Lipschitz gradient.
Given r1, r2 > 0, and x
0 ∈M , consider the sequence {xk} generated as follows:
f(xk+1) + r1D
2(xk+1, xk) ≤ f(xk); (7.4)
‖gradf(xk)‖ ≤ r2D(xk+1, xk), (7.5)
where D : M ×M → R is a quasi distance. Note that if {xk} is generated by (7.1), then
(7.5) does not necessarily happens. This is due to the fact that the geodesic through xk with
velocity −gradf(xk) is not necessarily minimal.
The following lemma provides us a class of sequences which falls into the general category
delineated by the general descent method (7.4) and (7.5).
Lemma 7.1. Let {xk} be the sequence generated by (7.1) satisfying Assumption 7.1 with the
item d) replaced by condition (7.3). Assume that there exists s1, s2 > 0 such that
s1d(x, y) ≤ D(x, y) ≤ s2d(x, y), x, y ∈M. (7.6)
Then {xk} satisfies (7.4). Moreover, if M is a Hadamard manifold, then {xk} also satisfies
(7.5).
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Proof. From items b) and c) of Assumption 7.1, we obtain
f(xk+1) + βtk‖gradf(xk)‖2 ≤ f(xk).
Now, from (7.1) it follows that d(xk+1, xk) ≤ tk‖gradf(xk)‖ which, combined with last
inequality and (7.6), yields
f(xk+1) +
β
s2
D2(xk+1, xk) ≤ f(xk).
Thus, (7.4) it holds with r1 = β/s2. In the particular case that M is a Hadamard manifold,
then the geodesic through xk with velocity −gradf(xk) is minimal and, hence
d(xk+1, xk) = tk‖gradf(xk)‖, k ∈ N. (7.7)
Therefore, combining the last equality with first inequality in (7.6) and assumption (7.3),
the condition (7.5) is obtained with r2 = 1/(s1τγ), and the proof is completed.
Remark 7.2. Note that we could obtain (7.7) in a more general situation, namely, if the
injectivity radius of M is bounded from below by a constant r > 0. We recall that the
injectivity radius of M (see, for example, do Carmo [12, page 271] or Sakai [39, Definition
4.12, page 110]) is defined by i(M) := inf{ix : x ∈M}, where
ix := sup{ǫ > 0 : expx |Bǫ(0x) is a diffeomorphism}.
In the particular case thatM is a Hadamard manifold i(M) := +∞. If the sectional curvature
K of M satisfies
0 < Kmin ≤ K ≤ Kmax,
there exists r > 0 such that i(M) ≥ r > 0 (see do Carmo [12, page 275]). However, i(M)
may be equal to zero for a complete but noncompact Riemannian manifold M , see Sakai [39,
page 112]. The assumption on injectivity radius was used by Lageman [28, Theorem 2.1.19,
page 92] and Absil et al. [2, Theorem 7.4.3, page 149].
Next, we present the main result of this section.
Theorem 7.1. Assume that f is bounded from below and that there exist s1, s2 > 0 such
that (7.6) holds. If f is a KL function, then each bounded sequence {xk} generated by (7.4)
and (7.5) converges to some critical point x¯ of f .
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Proof. The assumption H1 follows from (7.4) with a = r1. Note that,
‖gradf(xk+1)‖ = ‖gradf(xk+1)− Pxk,xk+1gradf(xk) + Pxk,xk+1gradf(xk)‖, k ∈ N.
Thus, from the triangle inequality, using that f has L-Lipschitz gradient and condition (7.5),
it follows that the assumptionH2 holds with b = L+r2. Since {xk} is bounded, by the Roph-
Rinow’s theorem it has an accumulation point on M . Assumption H3 follows immediately
from the definition of f . Finally, assumption H4 follows trivially of Lemma 5.2 combined
with the condition (7.6) and Hopf-Rinow’s Theorem. Therefore, being f a KL function, the
result of the theorem follows by directly applying Theorem 5.1.
8 Conclusion
In this paper we present an unified framework for the convergence analysis of classical descent
methods when the objective function satisfies Kurdyka-Lojasiewicz inequality. In particular
we answer Problems 1 and 2 presented in the introduction.
References
[1] P.-A. Absil, R. Mahony and B. Andrews, Convergence of the iterates of descent methods
for analytic cost functions, SIAM J. Optim. 16 (2005), 531-547.
[2] P.-A. Absil, R. Mahony and R. Sepulchre,Optimization Algorithms on Matrix Manifolds,
Princeton University Press,Princeton, 2008.
[3] F. Alvarez, J. Bolte and J. Munier, A Unifying Local Convergence Result for Newton’s
Method in Riemannian Manifolds, Found. Comput. Math. 8 (2008) 197-226.
[4] H. Attouch and J. Bolte,On the convergence of the proximal algorithm for nonsmooth
functions involving analytic features, Math. Programming, Ser. B. 116(1-2) (2009), 5-16.
[5] H. Attouch, J. Bolte and B. F. Svaiter, Convergence of descent methods for semi-algebric
and tame problems: proximal algorithms, forward-backward splitting, and regular-
ized Gauss-Seidel methods, Preprint, available online at http : //www.optimization −
online.org/DBHTML/2010/12/2864.html.
[6] H. Attouch, P. Redont, J. Bolte and A. Soubeyran, Proximal Alternating Minimization
and Projection Methods for Nonconvex Problems. An Approach Based on the Kurdyka-
Lojasiewicz Inequality, Mathematics of Operations research, 35(2), (2010), 438-457.
25
[7] G. C. Bento, O. P. Ferreira and P. R. Oliveira, Local convergence of the proximal point
method for a special class of nonconvex functions on Hadamard manifolds. Nonlinear
Analysis, 73 (2010), 564-572.
[8] E. Bierstone and P.D. Milman, Semianalytic and subanalytic sets, Publicactions
Mathe´matiques, 67 (1988), 5-42.
[9] J. Bolte, J. A. Daniilidis and A. Lewis, The Lojasiewicz inequality for nonsmooth sub-
analytic functions with applications to subgradient dynamical systems, SIAM J. Optim.
17(4) (2006), 1205–1223.
[10] J. Bolte, J. A. Daniilidis, A. Lewis A. and M. Shiota, Clarke subgradients of stratifiable
functions, SIAM J. Optim. 18(2) (2007), 556-572.
[11] R. Burachik, L. M. G. Drummond, A. N. Iusem and B. F. Svaiter, Full convergence
of the steepest descent method with inexact line searches, Optimization 32(2), (1995),
137-146.
[12] M. P. do Carmo, Riemannian Geometry, Birkhauser, Boston, 1992.
[13] P. L. Combettes, and T. Pennanen, Proximal methods for cohypomonotone operators,
SIAM J. Control Optim. 43 (2004), 731–742.
[14] M. Coste. An introduction to O-minimal geometry,Dottorato di Ricerca in Matem-
atica, Dip. Mat. Univ. Pisa, Istituti Editoriali e Poligrafici Internazionali,
Pisa, 2000. (avaliable:http://www.docstoc.com/docs/2688805/AN-INTRODUCTION-
TO-O-MINIMAL-GEOMETRY)
[15] J. X., da Cruz Neto, L. L. de Lima and P. R. Oliveira, Geodesic algorithms in Rieman-
nian geometry, Balkan J. Geom. Appl. 3(2), (1998), 89-100.
[16] L. van den Dries, Tame topology and o-minimal structures, Bulletin (New Series) of the
American Mathematical Society. 37(3) (2000), 351-357.
[17] L. van den Dries and C. Miller, Geometric categories and o-minimal structures, Duke
Math. J. 84 (1996), 497-540.
[18] O. P. Ferreira and P. R. Oliveira, Proximal point algorithm on Riemannian manifolds,
Optimization. 51(2), (2000), 257-270.
[19] M. Fukushima and H. Mine, A generalized proximal point algorithm for certain non-
convex minimization problems, Int. J. Systems Sci. 12 (1981), 989-1000.
26
[20] D. Gabay, Minimizing a Differentiable Function over a Differentiable Manifold, Optim.
Theory Appl. 37 (1982), 177-219.
[21] R. Ga´rciga Otero and A. N. Iusem, Proximal methods in reflexive Banach spaces without
monotonicity, J. Math. Anal. Appl. 330(1), (2007), 433-450.
[22] M. W. Hirsch, Differential Topology, Spring - Verlag, New York, 1976.
[23] Iusem, A. N., Penannen, T., Svaiter, B. F. Inexact variants of the proximal point algo-
rithm without monotonicity. SIAM J. Optim. 13(4), (2003) 1080-1097.
[24] Kaplan, A., Tichatschke, R. Proximal point methods and nonconvex optimization. J.
Global Optim. 13(4), (1998), 389-406.
[25] K. C. Kiwiel, and K. Murty, Convergence of the steepest descent method for minimizing
quasiconvex functions, J. Optim. Theory Appl. 89(1), (1996), 221-226.
[26] K. Kurdyka, On gradients of functions definable in o-minimal structures, Ann. Inst.
Fourier 48 (1998), 769–783.
[27] K. Kurdyka, T. Mostowski and A. Parusinski, Proof of the gradient conjecture of R.
Thom, Annals of Mathematics, 152 (2000), 763-792.
[28] C. Lageman, Convergence of gradient-like dynamical systems
and optimization algorithms, Phd-Thesis. www.opus-bayern.de/uni-
wuerzburg/volltexte/2007/2394/pdf/diss.pdf.
[29] S. Lojasiewicz, Une proprie´te´ topologique des sous-ensembles analytiques re´els, in: Les
E´quations aux De´rive´es Partielles, E´ditions du centre National de la Recherche Scien-
tifique, (1963), 87–89.
[30] Y. S. Ledyaev and Q. J. Zhu, Nonsmooth analysis on smooth manifolds, Trans. Amer.
Math. Soc. 359, (8), (2007), 3687-3732.
[31] C. Li, G. Lo´pez and V. Mart´ın-Ma´rquez, Monotone vector fields and the proximal point
algorithm on Hadamard manifolds, J. London Math. Soc., 79(2), 2009, 663-683.
[32] D. G. Luenberger, The gradient projection method along geodesics, Management Sci.
18, (1972), 620-631.
[33] F. G. Moreno, P. R. Oliveira and A. Soubeyran, A Proximal Algorithm with
Quasi Distance. Application to Habit’s Formation, Preprint, available online at
www.optimization− online.org/DBF ILE/2009/12/2482.pdf .
27
[34] J. Nash, The imbedding problem for Riemannian manifolds. Annals of Mathematics, 63
(1956), 20-63.
[35] E. A. Papa Quiroz and P. R.Oliveira, Proximal point methods for quasiconvex and
convex functions with Bregman distances on Hadamard manifolds, J. Convex Anal.,
16(1), (2009), 49-69.
[36] E. A. Papa Quiroz, E. M. Quispe and P. R.Oliveira, Steepest descent method with a
generalized Armijo search for quasiconvex functions on Riemannian manifolds, J. Math.
Anal. Appl., 341(1), (2008), 467-477.
[37] T. Pennanen, Local convergence of the proximal point algorithm and multiplier methods
without monotonicity, Math. Oper. Res., 27 (2002), 170-191.
[38] T. Rapcsa´k, Smooth nonlinear optimization in Rn, Kluwer Academic Publishers, Dor-
drecht, 1997.
[39] T. Sakai,Riemannian Geometry, Translations of mathematical monographs, 149, Amer.
Math. Soc., Providence, 1996.
[40] S. T. Smith, Optimization techniques on Riemannian Manifolds, Fields Institute Com-
munications, Amer. Math. Soc., Providence, R.I. 3 (1994), 113-146.
[41] J. E. Spingarn, Submonotone mappings and the proximal point algorithm, Numer.
Funct. Anal. Optim. 4(2), (1981), 123-150.
[42] C. Udriste, Convex Functions and Optimization Methods on Riemannian Manifolds,
Mathematics and its Applications. 297, Kluwer Academic Publishers, Norwell, 1994.
28
