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POSITIVITY OF SHIMURA OPERATORS
SIDDHARTHA SAHI AND GENKAI ZHANG
Abstract. In [16] G. Shimura introduced a family of invariant differential oper-
ators that play a key role in the study of nearly holomorphic automorphic forms,
and he asked for a determination of their “domain of positivity”. In this paper
we relate the eigenvalues of Shimura operators to certain polynomials introduced
by A. Okounkov, which leads to an explicit answer to Shimura’s questions.
1. Introduction
In this paper we answer an old question of G. Shimura on the spectrum of certain
invariant differential operators on a Hermitian symmetric space. These operators
were first introduced by Shimura in [16] for classical Hermitian symmetric spaces,
and they play a key role in his higher rank generalization of the theory of nearly
holomorphic automorphic forms. In order to describe Shimura’s question, and our
answer, it is convenient to introduce the following notation for “partitions”:
(1.1) Λ = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0} , |λ| = λ1 + · · ·+ λn.
We will write 1j for the partition (1, . . . , 1, 0, . . . , 0) with j “ones.”
Now suppose G/K is an irreducible Hermitian symmetric space of rank n. Let g
and k denote the complexified Lie algebras of G and K, and let
g = k + p = k + p+ + p−
be the corresponding Cartan decomposition. Let t be a Cartan subalgebra of k,
then t is also a Cartan subalgebra of g; furthermore there is a distinguished family
of strongly orthogonal roots for t in p+
{γ1, . . . , γn} ⊆ ∆
(
t, p+
)
called the Harish-Chandra roots.
Now p+ and p− are abelian Lie algebras, which are contragredient as K-modules.
Let Wλ be the K-module with highest weight
∑
i λiγi and let W
∗
λ be its contragra-
dient, then by a result of Schmid we have K-module isomorphisms
U
(
p+
) ≈ S (p+) ≈ ⊕λ∈ΛWλ, U (p−) ≈ S (p−) ≈ ⊕λ∈ΛW ∗λ
Let uλ denote the image of 1 ∈ End (Wλ) under the sequence of maps
End (Wλ) ≈ W ∗λ ⊗Wλ ↪→ U
(
p−
)⊗ U (p+) mult−→ U (g) .
Then uλ belongs to U (g)
K and its right action on G descends to an operator
Lλ ∈ D (G/K). In fact {Lλ : λ ∈ Λ} is a linear basis and {L1j : j = 1, . . . , n} is
an independent generating set for D (G/K). These are the Shimura operators.
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The algebra D (G/K) is commutative and its eigenfunctions are the spherical
functions Φx. These are parametrized by the set a
∗/W0, where a ⊆ p is a Cartan
subspace and W0 = W (a, g) is the restricted Weyl group. More precisely the
parameter x ∈ a∗ defines an irreducible spherical subquotient J (x) of a minimal
principal series representation of G and Φx is its spherical matrix coefficient. We
write U for the set of spherical unitary parameters
U = {x ∈ a∗ | J (x) is unitarizable} .
The determination of U is an important problem, which is as yet unsolved in com-
plete generality. In this connection, the Shimura operators have the following pos-
itivity property (see Proposition 5.1 below). Let cλ,x denote the eigenvalue of the
modified operator L′λ = (−1)|λ| Lλ on Φx, then we have
(1.2) cλ,x ≥ 0 for all x ∈ U .
Motivated in part by (1.2), Shimura asked for a determination of the sets
A = {x : cλ,x ≥ 0 for all λ}(1.3)
G = {x : c1j ,x ≥ 0 for all j}(1.4)
Evidently we have U ⊆ G ⊆ A but these sets are quite different in general. In this
paper we give an explicit formula for cλ,x, thereby answering Shimura’s question.
To describe our answer we need some further notation. First by a classical result of
Harish-Chandra we have
DΦx = ηD (x) Φx
where ηD = η (D) is the image of D under the Harish-Chandra homomorphism
(1.5) η : D (G/K)→ S (a)W0 ≈ P (a∗)W0 .
Thus we have cλ,x = cλ (x), where
cλ = η (L′λ) = (−1)|λ| η (Lλ)
and so the determination of the sets (1.3, 1.4) reduces to the determination of η (Lλ).
Our first result relates the Shimura operators to certain polynomials Pλ (x; τ, α).
These polynomials, denoted P ipλ (x; τ, α) in [9], are the q → 1 limits of a family of
poynomials introduced by A. Okounkov [11, Definition 1.1], and they generalize an
analogous family defined by one of the authors and studied together with F. Knop
[8]. To describe the Pλ it is convenient to define δ = (n− 1, . . . , 1, 0) and to set
(1.6) ρ = ρτ,α = (ρ1, . . . , ρn) , ρi = τδi + α = τ (n− i) + α.
The polynomial Pλ (x; τ, α) has total degree 2 |λ| in x1, . . . , xn, its coefficients are
rational functions in two parameters τ and α, it is even and symmetric, i.e. invariant
under all permutations and sign changes of the xi, and among all such polynomials
it is characterized up to scalar multiple by its vanishing at points of the form
{µ+ ρ : µ ∈ Λ, |µ| ≤ |λ| , µ 6= λ} .
For generic τ the set {Pλ;λ ∈ Λ} is a linear basis of the space Q of even symmetric
polynomials.
Now suppose G/K is a Hermitian symmetric space as before. Then the restricted
root system Σ (a, g) is of type BCn, with (potentially) three root lengths, and we fix
POSITIVITY OF SHIMURA OPERATORS 3
a choice of positive roots. The positive long roots have multiplicity 1 and constitute
a basis of a∗, thus we may use them to identify a∗ with Cn. This identifies W0 with
the group of all permutation and sign changes, and P (a∗)W0 with the algebra Q.
Moreover if we denote the multiplicities of short and medium roots by 2b and d
respectively, then the half-sum of positive roots Σ (a, g) is given by ρ = ρτ,α as in
(1.6) where
(1.7) τ = d/2, α = (b+ 1) /2.
Theorem 1.1. Let G/K be a Hermitian symmetric space with τ, α as in (1.7), then
η (Lλ) = kλPλ (x; τ, α)
where kλ = kλ (τ, α) is an explicit positive constant described in (3.2).
This is proved more generally for line bundles on G/K in Theorem 4.5 below. In
view of this, we introduce the signed versions of the Okounkov polynomials
(1.8) qλ (x) := qλ (x; τ, α) = (−1)|λ| Pλ (x; τ, α) .
Corollary 1.2. The Shimura sets are given explicitly as follows:
A = {x : qλ (x) ≥ 0 for all λ} ,
G = {x : q1j (x) ≥ 0 for all j} .
This is Corollary 4.7 below.
Since one has explicit formula for Pλ, and hence qλ, recalled in (3.1) below, this
gives a complete characterization of the Shimura sets. In particular, we obtain the
following explicit description of G. If I is a subset of {1, . . . , n} with j elements
i1 < · · · < ij, then we define
ϕI (x) =
∏j
k=1
[
(ρik+j−k)
2 − x2ik
]
, ϕj (x) =
∑
|I|=j
ϕI (x) .
Theorem 1.3. We have q1j = ϕj for all j, and hence
G = {x : ϕj (x) ≥ 0 for all j} .
This is Theorem 4.8 below.
The description of A involves infinitely many polynomial inequalities qλ ≥ 0, and
it is natural to ask whether A can in fact be described by a finite set of inequalities.
While we do not know the answer to this question in general, we show below that
this is indeed the case for the real points in A for the rank 2 groups U (m, 2).
However for m > 2 the characterization involves non-polynomials in an essential
way. This is in sharp contrast with the unitary parameter set U , whose description
involves only linear functions (see Remark 5.9 below).
We give two independent derivations of this result. The first depends on a formula
for Pλ (x; τ, α) for n = 2 as a hypergeometric polynomial [9]. By symmetry it suffices
to describe the sets
A0 = A ∩ C, G0 = G ∩ C, C = {x ∈ Rn : x1 ≥ · · · ≥ xn ≥ 0} .
For G = U (m, 2) we have
(ρ1, ρ2) = (α + τ, α) =
(
m+ 1
2
,
m− 1
2
)
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and we introduce two triangular regions as below
T1 = {x | ρ2 ≥ x1 ≥ x2 ≥ 0} ,
T2 = {x | x1 ≥ x2 ≥ ρ2, x1 + x2 ≤ ρ1 + ρ2} .
We also write (a)k = a (a+ 1) · · · (a+ k − 1) for the Pochammer symbol of product
of increasing factors and (a)−k = a (a− 1) · · · (a− k + 1) for the decreasing factors,
and define
R (x1, x2) =
∞∑
k=0
(ρ2 + x2)k (ρ2 − x2)k
(ρ1 + x1)k (ρ1 − x1)k
.
Theorem 1.4. For G = U(m, 2) we have
(1) G0 = T1 ∪ T2.
(2) A0 = T1 ∪W where W = {x ∈ T2 | R (x) ≥ 0}.
This is proved in Theorems 5.4 and 5.6.
In section 6 we give an alternative description of W in terms of the functions
s (t) = sm (t) =
sin pit
(t+ 1)m
, S (x1, x2) =
s (x1)− s (x2)
x1 − x2 .
Theorem 1.5. The set W of Theorem 1.4 can also be described as follows:
W = {x ∈ T2 | S(x1 − α, x2 − α) ≥ 0} .
This description of W is facilitated by a Weyl-type formula for the Okounkov
polynomials Pλ (x; τ, α) for τ = 1, that we describe below. It tunes out that for
τ = 1, the Pλ can be expressed in terms of rank 1 Okounkov polynomials, which
are given explicitly as follows
pl (z;α) =
∏l−1
k=0
[
z2 − (k + α)2] .
For µ ∈ Λ we define the alternant aµ to be the determinant of the n× n matrix[
pµj (xi;α)
]n
i,j=1
.
For δ = (n− 1, . . . , 1, 0), the alternant is in fact the Vandermonde determinant
aδ (x;α) =
∏
i<j
(
x2i − x2j
)
.
Theorem 1.6. For τ = 1 we have Pλ (x; τ, α) =
aλ+δ (x;α)
aδ (x)
.
This is proved in Theorem 3.6 below.
Corollary 1.7. For G = U (m,n) we have (τ, α) =
(
1, m−n+1
2
)
and
A =
{
x : (−1)|λ| aλ+δ (x;α)
aδ (x;α)
≥ 0 for all λ
}
.
This description of A, although still infinite, is much more explicit. It plays a key
role in the proof of Theorem 1.5, which involves a study of the limiting behavior of
aλ+δ (x;α) .
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2. Preliminaries
We shall introduce the Shimura operators following [16]. See also [20] for further
study and references therein.
2.1. Lie algebras of Hermitian type. We will denote real Lie algebras by g0, k0
etc. and denote their complexifications by g, k etc. Let (g0, k0) be an irreducible
Hermitian symmetric pair of real rank n, and let
g = p− + k + p+
be its Harish-Chandra decomposition into (−1, 0, 1) eigenspaces with respect to a
suitable central element Z ∈ k. Let t be a Cartan subalgebra of k, then t is also
a Cartan subalgebra of g, and we fix a compatible choice of positive root systems
satisfying
∆+ (g, t) = ∆+ (k, t) ∪∆ (p+, t)
Let γ1, . . . , γn ∈ ∆ (p+, t) be the Harish-Chandra strongly orthogonal roots, and
let hj ∈ t be coroot corresponding to γj. Then we have a commuting family of
sl2-triples {
hj, e
+
j , e
−
j
}
, e±j ∈ p±.
We fix an invariant bilinear form on g such that
(2.1) (e+1 , e
−
1 ) = 1
Let t− =
∑n
j=1Chj be the span of the hj, and let t+ be the orthogonal comlement
of t− in t; then we have an orthogonal decomposition t = t− + t+.We also define
ej = e
−
j + e
+
j , a =
∑n
j=1Cej, h = a + t+.
Then a is a maximal abelian subspace of p and h is a maximally split Cartan
subalgebra of g. The restricted root system Σ (a, g) is of type BCn; more precisely,
if {εj} ⊂ a∗ is the basis dual to {ej} ⊂ a, then we have
Σ (a, g) = {±εi,±εi ± εj,±2εi} .
The long roots ±2εi have multiplicity 1, and they are conjugate to ±γj via the
Cayley transform that carries a to t− and h to t [4]. We denote the multiplicity of
the medium roots ±εi± εj and the short roots ±εi by d and 2b respectively, and we
fix the following choice of positive roots
Σ+ (a, g) = {εi} ∪ {εi ± εj | i < j} ∪ {2εi} .
Then the half sum of positive roots is given as follows
ρ = ρ (a, g) =
∑
2ρiεi, ρi =
1
2
[d(n− i) + 1 + b] .
Let G be the connected Lie group of the adjoint group of g with Lie algebras g0,
and K the corresponding subgroup with Lie algebra k0. Then G/K is a non-compact
Hermitian symmetric space.
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2.2. Hua-Schmid decomposition. As before we define
(2.2) Λ = {λ ∈ Zn : λ1 ≥ · · · ≥ λn ≥ 0} .
and for λ ∈ Λ we let Wλ denote the irreducible K-module with highest weight∑
j λjγj.
We write S (V ) for the symmetric algebra of a vector space and U (s) for the
enveloping algebra of a Lie algebra. We note that p− ≈ (p+)∗ as K-modules, and
also that since p± are abelian we have U (p±) ≈ S (p±). By a result of Schmid (see
e.g. [4]) we have multiplicity free K-module decompositions
U
(
p+
) ≈ ⊕λ∈ΛWλ, U (p−) ≈ ⊕λ∈ΛW ∗λ
The space of all holomorphic polynomials on p+ is naturally identified with S (p−).
It is naturally equipped with the Fock space norm [4], with the inner product on
p− ⊂ g being normalized above. We denote the corresponding reproducing kernel
for the subspace W ∗λ by Kλ(z, w), z, w ∈ p+.
2.3. Line bundles over G/K. In the subsequent discussion we will need to study
equivariant line bundles on G/K. Such bundles correspond to multiplicative char-
acters of K, and one has the following standard result.
Lemma 2.1. There exists a unique character ι of K whose differential restricts to
1
2
(γ1 + · · ·+ γn) on t−.
Proof. See [14]. 
Remark 2.2. In geometric terms, the character ι is a generator of the Picard group
of holomorphic line bundles on G/K. We have
(2.3) ιp0 (k) = det( ad(k)|p+), p0 = 2 + (n− 1)d+ b,
and thus ι is the p0-th root of the canonical line bundle on G/K. The differential dι
vanishes on t+ iff G/K is tube type, otherwise dι|t+ is as in [14, Section 5, p. 288]
(with l = 1 there).
For any integer p, we consider the character ιp(k) = ι(k)p and we write C∞(G/K, p)
for the space of smooth sections of the corresponding holomorphic line bundle over
G/K. Explicitly we have
C∞(G/K, p) = {f ∈ C∞(G); f(gk) = ι(k)pf(g), g ∈ G, k ∈ K}.
The group G acts on C∞(G/K, p) via the left regular action.
Remark 2.3. In [20] the eigenvalues of the Shimura operators on G/K were studied
by explicit computations. The line bundle parameter p here corresponds to −ν
there. When −p = ν > p0 − 1 there is a holomorphic discrete series representation
in the space L2(G/K, p), and it is in the common kernels of the ”adjoint” Shimura
operators Mµ in (2.4) below. Similar results hold for the non-compact dual U/K
of G/K.
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2.4. The Schlichtkrull-Cartan-Helgason theorem. Finite dimensional repre-
sentations of k and g are parametrized by their highest weights as linear functionals
on t. The representations we shall treat in the present paper have their highest
weights being determined by their restriction to t−, so if a linear function on t is of
the form
∑n
j=1 λjγj on t− and is dominant with respect to the roots ∆
+(k, t) respec-
tively ∆+(g, t), then the corresponding representations of k and g will be denoted
by Wλ respectively Vλ.
By the Cartan-Helgason theorem the finite dimensional K-spherical representa-
tions of G can be parameterized in terms of their highest weights restricted to Cartan
subspace a, they are precisely of the form
∑
2λiεi, where λ ranges over the same
set (2.2).
We shall need a generalization by Schlichtkrull of the Cartan-Helgason theory
for the line bundle case. We call a vector v ∈ V in a representation (pi, V ) of G a
(K, ιp)-spherical vector if
pi(k)v = ι(k)pv
Then one has the following result [14, Th 7.2].
Lemma 2.4. Let p be an integer. For each λ ∈ Λ there is a unique representation
Vλ,p of G in C
∞(G/K, p) whose highest weight restricts to
∑n
j=1
(
λj +
|p|
2
)
γj on t−.
In particular each space Vλ,p contains a unique (K, ι
±p)-spherical vector v±p up to
non-zero scalars.
We denote Wλ,p = Wλ ⊗ C p
2
, which is an irreducible representation of k. Notice
that the highest weight of Vλ,p is the same as Wλ,|p|. Also, Vλ,p contains both (K, ιp)
and (K, ι−p) and spherical vectors. (This is not true for infinite dimensional highest
weight representations.) It will be convenient to treat the space Vλ,p as an abstract
representation, more precisely if Vλ,p is any irreducible representation space of U
with highest weight
∑
j λjγj and containing a (K, ι
−p)-spherical normalized vector
v−p, then the map
v ∈ Vλ,p → fv(g) =
(
piλ(g
−1)v, v−p
)
is a realization of Vλ,p in the space C
∞(G/K, ιp). Here (·, ·) is the Hermitian inner
product in Vλ,p.
2.5. Shimura operators. Shimura operators are parametrized by the set Λ. More
precisely for each µ ∈ Λ the Shimura operator corresponds to the identity element
1 ∈ Hom (Wµ,Wµ) via the multiplication in the universal enveloping algebra U (g)
1 ∈ End (Wλ) ≈ W ∗λ ⊗Wλ ↪→ U
(
p−
)⊗ U (p+) mult−→ U (g) .
Explicitly let {ξα} be a basis of Wµ ⊂ S(p+) and {ηα} be the dual basis W ∗µ ⊂ S(p−)
and define
(2.4) Lµ =
∑
α
ηαξα, Mµ =
∑
α
ξαηα,
viewed as elements of U(g)K acting in C∞(G) (or C∞(U) for the compact dual U
of G)as left invariant differential operator.
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Alternatively we may take an orthonormal basis ξα of Wµ ⊂ S(p+)and the dual
basis is then given by ηα = ξ
∗
α, where v → v∗ is the conjugation in p with respect
to the real form p0 extended to S(p). Thus we have
(2.5) Lµ =
∑
α
ξ∗αξα, Mµ =
∑
α
ξαξ
∗
α.
Note that the operators (−1)µLµ and (−1)µMµ descend to G-invariant differential
operator on C∞(G/K, p) and are formally non-negative on C∞(G/K, p); they also
define U -invariant differential operators on C∞(U/K, p) for the compact symmetric
space U/K with Lµ and Mµ being non-negative instead. See Section 4 below.
For µ ∈ Λ, the Shimura operator Lµ and Mµ have order 2 |µ| where
|µ| = µ1 + · · ·+ µn.
The Harish-Chandra homomorphism for invariant differential operators on C∞(G/K)
can be generalized to line bundles over G/K; see e.g. [16, 15] and references therein.
More precisely there exists a Weyl group invariant polynomials ηp(Lµ), the Harish-
Chandra homomorphism of the Shimura operator Lµ, such that Lµ on the irreducible
representations Vλ,p ⊂ C∞(G/K, p) above by
(2.6) Lµv = ηp (Lµ)
(
λ+
p
2
+ ρ
)
v, v ∈ Vλ,p.
Furthermore ηp(Lµ) ∈ Q2|µ|.
3. Okounkov polynomials
In this section we discuss some key properties of a family of polynomials intro-
duced by Okounkov [11], or rather their q → 1 limit as discussed [9, (7.2)]. These
polynomials play an important role in the theory of symmetric functions, and they
generalize an earlier family of polynomials introduced by one of us in [12], and
studied in [8, 13].
Let F = Q(τ, α) be the field of rational functions in τ, α. Consider the polynomial
ring F [x1, . . . , xn] equipped with the natural action of the group W = Sn n (Z/2)n
by permutations and sign changes, and let
Q =F [x1, . . . , xn]W
be the subring of even symmetric polynomials. Okounkov polynomials Pλ (x; τ, α)
form a distinguished linear basis of Q, indexed by the set Λ. We refer the reader
to [11] and [9, (7.2)] for more background on these polynomials, noting that in the
latter paper they are referred to as Okounkov’s BCn type interpolation polynomials,
and denoted P ipλ (x; τ, α) .
3.1. Combinatorial formula. We first recall [9, 10] some basic combinatorial ter-
minology associated to partitions. The length of a partition λ ∈ Λ is
l (λ) = max {i | λi > 0} .
The Young diagram of λ is the collection of “boxes” s = (i, j)
{(i, j) : 1 ≤ i ≤ l (λ) , 1 ≤ j ≤ λi} .
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The arm/leg/coarm/coleg of s = (i, j) ∈ λ are defined as follows:
a (s) = λi − j, l (s) = # {k > i | λk ≥ j} , a′(s) = j − 1, l′(s) = i− 1.
We write µ ⊆ λ if µi ≤ λi for all i. In this case the diagram of µ can be regarded
as a subset of λ, and we define
(R\C)λ\µ = {s ∈ µ | aλ (s) > aµ (s) , lλ (s) = lµ (s)} ,
ψλ\µ =
∏
s∈(R\C)λ\µ
bµ (s)
bλ (s)
, bλ (s) =
τ lλ (s) + aλ (s) + τ
τ lλ (s) + aλ (s) + 1
.
A reverse tableau T of shape λ is an assignment of the boxes s ∈ λ with numbers
T (s) ∈ {1, · · · , n} so that T (i, j) is strongly decreasing in i and weakly decreasing
in j. Such a tableau defines a sequence of partitions
0 = λ(n) ⊂ · · · ⊂ λ(1) ⊂ λ(0) = λ, λ(i) = {s | T (s) > i}
and we set
ψT =
∏n
i=1
ψλ(i−1)\λ(i) .
Definition 3.1. The Okounkov polynomial is
(3.1) Pλ (x; τ, α) =
∑
T
ψT
∏
s∈λ
[
x2T (s) − (a′λ(s) + τ (n− T (s)− l′λ(s)) + α)2
]
,
where the sum is over all reverse tableau T of shape λ.
The polynomial Pλ(x; τ, α) is uniquely characterized by certain vanishing condi-
tions. To state these we set δ = (n− 1, . . . , 1, 0) and we define
ρ = ρτ,α = (ρ1, . . . , ρn) , ρi = τδi + α = τ (n− i) + α.
Theorem 3.2. ([9, 11]) The polynomial Pλ(x) = Pλ(x; τ, α) is in Q and satisfy
(1) Pλ has degree ≤ 2|λ|.
(2) The coefficient of x2λ11 · · ·x2λnn in Pλ is 1.
(3) Pλ(µ+ ρ) = 0 unlessλ ⊆ µ.
For future purposes we also define ([17], [2, (3.7)])
(3.2) kµ =
∏
s∈µ
(τ l (s) + a (s) + 1)
3.2. Uniqueness. We prove a slight strengthening of Theorem 3.2. For this we
define
Qk = {P ∈ Q : deg (P ) ≤ k} , Λd = {λ ∈ Λ : |λ| ≤ d}
Proposition 3.3. Any polynomial in Q2d is characterized by its values on the set
Λd + ρ =
{
λ+ ρ : λ ∈ Λd} .
Proof. Let Vd be the vector space of functions on the set Λd + ρ, then we need to
show that the restriction map
(3.3) res : Q2d → Vd
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is an isomorphism. Now Q2d has an explicit basis given by the set{
m˜λ : λ ∈ Λd
}
, m˜λ =
∑
σ∈Sn
x2λ1σ(1) · · ·x2λnσ(n);
thus both sides of (3.3) have the same dimension
∣∣Λd∣∣. Since res is linear it suffices
to prove that it is surjective. For this we consider the “δ-basis” of Vd given by
δµ (λ+ ρ) = δλµ for all λ, µ ∈ Λd.
Fix a total order on Λd compatible with |λ| ≥ |µ|. The restrictions of Okounkov
polynomials
{
res (Pµ) : µ ∈ Λd
}
belong to Vd, and by Theorem 3.2 their expression
in terms of the δ-basis is upper triangular with non-zero diagonal entries. Thus we
can invert this to write δµ in terms of res (Pµ). This proves the Proposition. 
Theorem 3.4. The Okounkov plynomial Pλ(x; τ, α) is the unique polynomial in Q
satisfying
(1) Pλ has degree ≤ 2|λ|.
(2) The coefficient of x2λ11 · · ·x2λnn in Pλ is 1.
(3) Pλ(µ+ ρ) = 0 if |µ| ≤ |λ| and µ 6= λ.
Proof. This follows immediately from Theorem 3.2 and Proposition 3.3. 
3.3. Explicit formulas for τ = 1. In this section we give a determinantal for-
mula for the Okounkov polynomials when τ = 1. This involves the one variable
polynomials discussed in the next result.
Lemma 3.5. For n = 1 and l ∈ Z+ the Okounkov polynomial is given by
(3.4) pl (x;α) =
l−1∏
i=0
(
x2 − (i+ α)2) .
Proof. We verify that pl(x;α) satisfies the three conditions of Theorem 3.4. The
first two are immediate, while for the third we need to show
(3.5) pl (m+ α) = 0 for m = 0, 1, . . . , l − 1,
which follows from the formula pl(m+ α) =
∏l−1
i=0(m+ 2α + i)
∏l−1
i=0(m− i). 
For λ in Λ we define an n× n matrix Aλ and its determinant aλ as follows
Aλ (x;α) =
(
pλj (xi;α)
)
1≤i,j≤n , aλ = detAλ.
For δ = (n− 1, . . . , 1, 0) it is easy to see that aδ is the Vandermonde determinant∏
i<j
(
x2i − x2j
)
, and is thus independent of α.
Theorem 3.6. For τ = 1 the Okounkov polynomials are given by
(3.6) Pλ (x; 1, α) =
aλ+δ (x;α)
aδ (x)
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Proof. The proof is similar to [8]. Let us denote the right side of (3.6) by Rλ. We
will show that Rλ satisfies the conditions of Theorem 3.4. The first condition is
obvious. Also, the top degree component of Rλ is
det
(
x
2(λj+δj)
i
)
det
(
x
2δj
i
) = sλ(x21, . . . , x2n)
where sλ is the Schur polynomial; this implies the second condition. To finish the
proof it suffices to prove the third condition in the form
(3.7) |µ| ≤ |λ| and Rλ (µ+ ρ) 6= 0 =⇒ µ = λ
Suppose µ in Λ satisfies the assumptions of (3.7). Since µ + ρ has distinct com-
ponents, the denominator in (3.6) is a nonzero Vandermonde determinant, and so
the numerator must be non zero. Expanding the numerator we get∑
σ∈Sn
(−1)σ
∏
j
pλj+δj
(
µσ(j) + δσ(j) + α;α
) 6= 0,
and at least one term must be nonzero. Thus for some σ ∈ Sn we must have
pλj+δj
(
µσ(j) + δσ(j) + α;α
) 6= 0 for all j
By (3.5) we get
(3.8) µσ(j) + δσ(j) ≥ λj + δj for all j.
Summing this over j we obtain
(3.9) |µ|+ |δ| ≥ |λ|+ |δ|
If the inequality in (3.8) is strict for some j then strict inequality holds in (3.9),
which contradicts the assumption that |µ| ≤ |λ|. Thus equality must hold in (3.8)
for all j, which implies
σ (µ+ δ) = λ+ δ.
Since λ+δ and µ+δ are strictly decreasing sequences, this forces σ to be the identity
permutation, and we get µ = λ as desired. 
3.4. Explicit formulas for special partitions. In this section we give explicit
formulas for Okounkov polynomials Pλ (x; τ, α) for certain special partitions λ. For
the reader’s convenience we recall the definition of ρ
ρi = τδi + α = τ (n− i) + α.
Theorem 3.7. P1j (x; τ, α) is the coefficient of t
j in the series expansion of
(3.10)
∏n
i=1 (1 + tx
2
i )∏n
i=j (1 + tρ
2
i )
Proof. Let Rj denote the coefficient of t
j in (3.10). We will prove that Rj satisfies
the three conditions of Theorem 3.4 for λ = 1j. The first two conditions are obvious.
For the third condition it suffices to prove that in the expression
(3.11)
∏n
i=1
(
1 + t (µi + ρi)
2)∏n
i=j (1 + tρ
2
i )
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the coefficient of tjis 0 if µ satisfies
(3.12) |µ| ≤ j, µ 6= 1j.
However under assumption (3.12) we have µj = µj+1 = · · · = µn = 0, and thus
µi + ρi = ρi for i = j, . . . , n
It follows that in the expression (3.11) the denominator cancels completely, leaving
behind a polynomial in t of degree < j. Hence the coefficient of tj is 0. 
Corollary 3.8. We have
(3.13) P1j (x; τ, α) =
∑
i1<···<ij
∏j
k=1
(
x2ik − ρ2ik+j−k
)
.
Proof. This follows by a direct computation from Theorem 3.7. For an alternative
argument, see [8, Proposition 3.1]. 
We next give an explicit formula for Pλ (x; τ, α) for λ = l
n := l1n = (l, l, . . . , l) .
Proposition 3.9. We have
(3.14) Pln (x; τ, α) =
∏l−1
i=0
∏n
j=1
[
x2j − (i+ α2
]
Proof. It suffices to show that right side of (3.14) satisfies the three conditions of
Theorem 3.4 for λ = ln. The first two conditions are obvious. For the third it suffices
to show that if
(3.15) |µ| ≤ nl, µ 6= ln
then we have
(3.16)
∏l−1
i=0
∏n
j=1
[
(µj + ρj)
2 − (i+ α)2] = 0.
But if µ satisfies (3.15) then we have µn < l, which implies
µn + ρn = i+ ρn = i+ α
for some i = 0, 1 . . . , l − 1, Thus one of the factors of (3.16) is 0. 
4. Properties for the eigenvalues of Shimura Operators
We shall prove that the eigenvalues, i.e. the Harish-Chandra homomorphism, of
the Shimura operators are the Okounkov polynomials.
4.1. Vanishing properties. Before turning to our main results we prove an ele-
mentary lemma. Let p be a non-negative integer. Recall the Schmid’s component
Wν of S (p
+) and the g-representation Vλ,p in Lemma 2.4. Recall the notation
Wν,p = Wν ⊗ C p
2
.
Lemma 4.1. If HomK (Wν,p, Vλ,p) 6= 0 then ν ⊆ λ.
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Proof. The Lie algebra k + p− is the parabolic subalgebra opposite to k + p+. Let
vλ,p be a non-zero highest weight vector in the representation space (Vλ,p, pi) of g.
Then by the PBW theorem we have
(4.1) Vλ,p = pi
(
U
(
p−
)
U (k)
)
vλ,p = pi(U
(
p−
)
)pi (U (k)) vλ,p.
The space pi(U (k))vλ,p = pi (k) vλ,p = Wλ,p is a highest weight representation of k
with highest weight
∑n
j=1(λj+
p
2
)γj when restricted to t−. If HomK (Wν,p, Vλ,p) 6= 0,
equivalently Wν,p occurs in pi (U (p
−))Wλ,p then
∑n
j=1
(
νj +
p
2
)
γj must be of the
form
∑
j
(
νj +
p
2
)
γj =
∑
j
(
λj +
p
2
+ µj
)
γj where
∑
j µjγj is a weight of U (p
−), by
[6, Theorem 20.2]. But then any such µ is of the form −∑i µiγi for some µi ≥ 0,
proving our claim. 
Theorem 4.2. Let ηp(Lµ) be the Harish-Chandra homomorphism of Lµ defined in
(2.6), then
ηp (Lµ)
(
λ+
p
2
+ ρ
)
= 0 unless µ ⊆ λ.
Proof. We equip Vλ,p with a U -invariant unitary inner product. Now Lµ is a sum of
elements of the form ξ¯ξ, where {ξ} is a basis of Wµ ⊂ S(p+). By Schur lemma the
invariant differential operator Lµ acts by the scalar c = ηp (Lµ) (λ+ p2 + ρ) on Vλ,p.
Let vp be the (K, ι
p)-spherical vector in Vλ,p, normalized to have (vp, vp) = 1. The
(K, ι−p)-spherical function in Vλ,p ⊂ C∞(G/K, ιp) is of the form
Φλ,p(g) = (piλ(g
−1)vp, vp)
Performing differentiation by Lµ and evaluating at g = 1 ∈ G we get
c = (piλ(Lµ)v, v) =
∑(
piλ(ξ)vp, piλ(ξ¯)
∗vp
)
=
∑
(piλ(ξ)v, piλ(ξ)v) .
Here we have used the fact that piλ(x)
∗ = piλ(x¯) since piλ is a unitary representation
of Lie algebra k + ip of U . But the vectors piλ(ξ)vp, ξ ∈ Wµ, are in the K-subspace
of Vλ,p of highest weight µ+
p
2
, which is vanishing by Lemma 4.1. 
Remark 4.3. By the same argument above there exists polynomial ηp(Mµ) such
that Mµ acts on Vλ,p by the scalar ηp(Mµ)
(
λ+ p
2
+ ρ
)
. Moreover the polynomial
ηp(Mµ) is related to ηp(Lµ) by
η−p(Mµ) = ηp(Lµ)
for λ ∈ Cn. This relation is a simple consequence of the following observation: If
f ∈ C∞(G/K, p) then f¯ ∈ C∞(G/K,−p) and
Xf¯ = X¯f
where X → X¯ is the complex conjugation relative to the real form g0. The U -
representations appearing in C∞(G/K,−p) are the same as in C∞(G/K,−p) by
Lemma 2.2 and are of the form λ+ p
2
. Thus η−p(Mµ)(λ+ p2 +ρ) = η−p(Lµ)(λ+ p2 +ρ)
for µ ∈ Λ, but Λ is Zariski dense in Cn = a∗ so it holds also on Cn. See further [20].
Remark 4.4. Let p = 0. The Harish-Chandra spherical function φx on G/K in [5,
Ch. IV, Theorem 4.3] and [15] is our Φix,0 Thus there is a change of variable x→ ix
from the parameterization in [5] to ours here.
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4.2. Eigenvalue polynomials ηp(Lµ) in terms of Pµ. We can now find the pre-
cise relation between ηp(Lµ) and Okounkov’s BC-interpolation polynomials. So let
Pλ (x, τ, α) be as above the BC-type interpolation polynomials with two parameters
(τ, α) with the normalization that the coefficient of mλ is 1. We prove now one of
our main results, stated as Theorem 1.1 in Section 1. Recall the reproducing kernel
Kλ(z, w) of the space Wλ in Section 2.2 equipped with the Fock norm.
We define
(4.2) τ = τ(d) :=
d
2
, α := α(b, p) =
b+ 1 + p
2
,
so that ρ+ p
2
= ρ(τ, α). Also recall the constant kµ defined in (3.2)
Theorem 4.5. The Harish-Chandra image of Lµ is
ηp (Lµ) = kµPµ (x; τ, α)
where (τ, α) are as in (4.2),
Proof. It follows from Theorem 4.2 and Corollary 3.4 that ηp(Lµ)(x) is a scalar
multiple of Pµ (x; τ, α), ηp(Lµ)(x) = kPµ (x; τ, α). To find the scalar constant k
we compare their leading terms. Recall the Cartan subspace a =
∑
j Cej of p.
Now each element in p can be written as u = u+ + u−, and u± = 1
2
(u ± iu˜) for
u˜ = [Z0, u] ∈ p with Z0 defining the complex structure on p0. In particular we have
e+j =
1
2
(ej + ie˜j). Any x =
∑
j xj(2j) ∈ a∗ can be extended to an element in p∗,
and thus x(ej) = 2xj, x(e
+
j ) = xj. It follows then from the definition of Lµ that the
Harish-Chandra homomorphism ηp(Lµ) of Lµ has its leading term the polynomial
x =
∑
j
xjej ∈ a∗0 7→ Kµ
(∑
j
xje
+
j ,
∑
j
xje
+
j
)
.
Now the sum of
∑
|µ|=mKµ
(∑
j xje
+
j ,
∑
j xje
+
j
)
is
∑
|µ|=m
Kµ
(∑
j
xje
+
j ,
∑
j
xje
+
j
)
=
1
m!
(
x21 + · · ·+ x2n
)m
by the definition of the reproducing kernel Kµ. On the other hand the top homoge-
neous term of Pµ (x; τ, α) is precisely the monic Jack polynomial P
Jac
µ (x
2
1, · · · , x2n)
with parameter τ , [9], thus the constant k is precisely the coefficient k′µ in the
expansion
1
m!
(
x21 + · · ·+ x2n
)m
=
∑
|µ|=m
k′µP
Jac
µ
(
x21, x
2
2, · · · , x2n
)
.
But it is well-known ([17], [19, (iii)-(iv)-(vii), p. 1319]) that the constant k′µ is given
by (3.2). 
Remark 4.6. We can also give a different proof of the evaluation formula for the
constant kµ above. Let e
+ = e+1 + · · · + e+n be the sum of the strongly orthogonal
positive root vectors. Recall [4, Lemma 3.1] that
(4.3) Kµ
(
z, e+
)
=
βµ(
d
2
(n− 1) + 1)
µ
ψµ(z),
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where ψµ is the spherical polynomial of the K-homogeneous space Ke
+ (i.e., the
Shilov boundary of G/K) normalized by ψµ(e
+) = 1
(4.4) βµ :=
∏
1≤i<j≤n
µi − µj + d2(j − i)
d
2
(j − i)
(d
2
(j − i+ 1))µi−µj
(d
2
(j − i− 1) + 1)µi−µj
,
and
(4.5) (a)µ :=
n∏
i=1
(
a− d
2
(i− 1)
)
µi
=
n∏
i=1
Γ
(
a− d
2
(i− 1) + µi
)
Γ
(
a− d
2
(i− 1))
is the generalized Pochammer symbol. See e.g. [3, (2.6)-(2.7)] where our βµ is de-
noted by piµ. (The coefficient
βµ
( d2 (n−1)+1)µ
is now independent of the root multiplicity
2b.) Now the top homogeneous term of ηp(Lµ) is given by Kµ
(∑
j xje
+
j ,
∑
j xje
+
j
)
,
which in turn is ([4])
Kµ
(∑
j
xje
+
j ,
∑
j
xje
+
j
)
= Kµ
(∑
j
x2je
+
j , e
+
)
=
βµ(
d
2
(n− 1) + 1)
µ
ψµ
(∑
j
x2je
+
j
)
,
where the last equation is just (4.3). Now ψµ
(∑
j x
2
je
+
j
)
= ψµ (x
2
1, · · · , x2n) is the
Jack symmetric polynomial ψµ (x
2
1, · · · , x2n) = 1PJacµ (1n)P
Jac
µ (x
2
1, · · · , x2n), whereas the
Okounkov polynomial Pµ has the same leading term as P
Jac
µ (x
2
1, · · · , x2n); see [9].
Thus the constant k = kµ is k =
βµ
( d2 (n−1)+1)µ
1
PJacµ (1
n)
. Now by the known evaluation
formula (see e.g. [9, (4.8)])
(4.6) P Jacµ (1
n) =
∏
1≤i<j≤n
(
(j − i+ 1)d
2
)
µi−µj(
(j − i)d
2
)
µi−µj
,
we can write k
k =
1(
d
2
(n− 1) + 1)
µ
∏
1≤i<j≤n
µi − µj + d2(j − i)
d
2
(j − i)
(
d
2
(j − i))
µi−µj(
d
2
(j − i− 1) + 1)
µi−µj
.
This can be simplified using the Gamma function
k =
1(
d
2
(n− 1) + 1)
µ
∏
1≤i<j≤n
γ(µi − µj, j − i)
γ(0, j − i)
where
γ(x, j − i) := Γ
(
x+ 1 + d
2
(j − i))
Γ
(
x+ 1 + d
2
(j − i− 1)) .
By a straightforward computation using (4.5) we find
k =
n∏
i=1
1
Γ
(
1 + d
2
(n− i) + µi
) ∏
1≤i<j≤n
γ(µi − µj, j − i),
which is precisely (3.2), by [2, Proposition 3.5].
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We can now describe the Shimura sets in terms of the Okounkov polynomials.
Using Theorem 4.5 and the definition of the sets A and G we have
Corollary 4.7. The Shimura sets are given explicitly as follows:
A = {x : qλ (x) ≥ 0 for all λ} ,
G = {x : q1j (x) ≥ 0 for all j} .
The following is a restatement of Theorem 1.2, the notation being the same, and
it is immediate consequence of Corollaries 4.7 and 3.8.
Theorem 4.8. The Shimura set G is also given by G = {ξ : ϕj (ξ) ≥ 0 for all j}.
5. Further analysis of the Shimura sets
In the rest of the paper we let p = 0 and write ηp(Lµ) = η(Lµ), namely we
consider the trivial line bundle over G/K.
5.1. The Shimura sets and unitary spherical representations of G. We in-
troduce now the set
U = {x ∈ Cn; the spherical function Φx is positive definite}.
In other words U is the set of unitary spherical representations. This set has been
studied intensively, and in [7] it is determined for the group G = U(N, 2).
Proposition 5.1. We have
U ⊆ A ⊆ G.
Proof. Let x ∈ U . The spherical function Φx defines a unitary irreducible represen-
tation (H, pi) of G with a K-fixed vector v so that Φx is the matrix coefficient
Φx(g) = (v, pi(g)v) ,
where (, ) is the Hilbert Hermitian product in H; see e.g. [5, Ch. IV]. For any element
X ∈ p we have
XΦx(g) = (v, pi(X)v) = (pi(X)
∗v, v) = − (pi(X¯)v, v)
where X¯ is the complex conjugation with respect to the real form g0 in g. Now let
Lµ act on Φx and evaluate at g = e. We have
(−1)|µ|LµΦx(e) = (−1)|µ|
∑
α
(v, pi(ξ∗α)pi(ξα)v)
= (−1)|µ|
∑
α
(pi(ξ∗α)
∗v, pi(ξα)v)
= (−1)|µ|
∑
α
(
pi(ξ¯∗α)v, pi(ξα)v
)
=
∑
α
(pi(ξα)v, pi(ξα)v) ≥ 0,
proving U ⊆ A. 
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5.2. Positivity for real parameters. We shall study a real version of the sets
A,G,U . DenoteA0 = A∩C, G0 = G∩C, U0 = U∩C where C = {x : x1 ≥ · · · ≥ xn ≥ 0}
is a Weyl chamber.
Theorem 5.2. Suppose the rank n > 1 then we have
[0, ρn]
n ∩ C ( A0 ∩ C
Proof. We shall need an explicit formula for Pλ(x) by Koornwinder [9].
By Theorem 4.5 we have, using the notation qλ in (1.8), that
qλ(x) = (−1)|λ|Pλ(x) = kµ
∑
T
ψT
∏
s∈λ
(
(a′λ(s) +
d
2
(n− T (s)− l′λ(s)) +
b+ 1
2
)2 − x2T (s)
)
with kµ being positive. Now if x ∈ [0, ρn]n, i.e, if 0 ≤ xj ≤ ρn∀j, we have for
any fixed T in the sum and s = (i, j) ∈ λ in the product, writing T (s) = k, that
a′λ(s) = j − 1, l′λ(s) = i− 1 and
a′λ(s) +
d
2
(n− k − l′λ(s)) +
b+ 1
2
≥ d
2
(n− k − l′λ(s)) +
b+ 1
2
=
d
2
(n− k − i+ 1) + db+ 1
2
= ρk+i−1 ≥ ρn ≥ xk.
Here we have used the fact that T (i, j) is strongly decreasing in i, implying T (s) =
T (i, j) = k ≤ n− i+ 1 and ρk+i−1 makes sense. Thus each factor in the product is
nonnegative and (−1)|λ|η(Lλ)(x) ≥ 0, proving x ∈ A′. The element ρ is in A0 since
it is a zero point of all η(Lλ), but ρ /∈ [0, ρn]n. This finishes the proof. 
Note that if the rank n = 1 then the three sets are the same
A = G = U = [−ρ, ρ] ∪ iR,
and
A0 = G0 = U0 = [0, ρ]
In other words, the set of unitary spherical representations are characterized by one
relation, namely x2−ρ2 ≤ 0, with the complementary series parameters correspond-
ing to the real points.
5.3. The case of rank two domains (g0, k0) = (u(b+ 2, 2), u(b+ 2) + u(2)) and
(sp(2,R), u(2)). We shall determine the set A0 for the domains G/K of rank n = 2
and with d = 2, namely (g0, k0) being the pair (u(b+2, 2), u(b+2)+u(2)) and prove
an inclusion for the pair (sp(2,R), u(2)); we refer the two pairs as I2,2+b and II2.
The variable x will be in the Weyl Chamber C ⊂ R2≥0 throughout the discussions
below. Recall the Pochammer symbol (a)m = (a)(a + 1) · · · (a + m − 1) introduce
its multiparameter version
(a1, . . . , ap)k = (a1)k · · · , (ap)k,
To simplify notation still further we will write (a± x)k for (a+ x)k (a− x)k.
In [9, (10.13)] Koornwinder found explicit formulas for the interpolation poly-
nomials P(m1,m2)(x1, x2) of rank two in terms of hypergeometric series pFq
(
a
b
; t
)
,
18 SIDDHARTHA SAHI AND GENKAI ZHANG
a = (a1, · · · , ap), b = (b1, · · · , bp). We shall be only dealing with the series evalu-
ated at t = 1. To ease notation we write
F
(
a1, · · · , ap
b1, · · · , bq
)
= pFq
(
a1, · · · , ap
b1, · · · , bq ; 1
)
=
∞∑
k=0
(a1, · · · , ap)k
(b1, · · · , bq)k
1
k!
and its partial sum
F [m]
(
a1, · · · , ap
b1, · · · , bq
)
=
m∑
k=0
(a1, · · · , ap)k
(b1, · · · , bq)k
1
k!
.
In the formulas below we adapt also the short-hand notation α± β to indicate that
the both terms appear in parallell positions.
Lemma 5.3. ([9]) The Okounkov polynomial q(m1,m2)(x) = (−1)m1+m2P(m1,m2)(x)
of two variables x = (x1, x2) with the parameter (τ, α) is given in terms of 4F3-series
by
(5.1) q(m1,m2)(x) = (ρ2 ± x1, ρ2 ± x2)m2 (m2 + ρ1 ± x1)m1−m2
× F
(
−m1 +m2,m2 + ρ2 ± x2, d2
1−m1 +m2 − d2 ,m2 + ρ1 ± x1
)
.
In particular if d = 2 the polynomial q(m1,m2)(x1, x2) can be written in terms of the
partial sum of an 3F2-series
(5.2) q(m1,m2)(x1, x2) = (ρ2 ± x1, ρ2 ± x2)m2 (m2 + ρ1 ± x1)m1−m2
× F [m1−m2]
(
m2 + ρ2 ± x2, d2
m2 + ρ1 ± x1
)
.
Denote
(5.3) R(x1, x2) := F
(
ρ2 ± x2, d2
ρ1 ± x1
)
Theorem 5.4. Let
B = {x ∈ C | q1,0(x) ≥ 0, q1,1(x) ≥ 0, R(x) ≥ 0}
Then the set A0 of real points λ for the positivity of all qµ(λ) is A0 = B if (g0, k0)
if of type I2,2+b, and A0 ⊆ B for type II2.
Proof. To ease notation we take all x below to be in the first quarter x1, x2 ≥ 0
instead of the Weyl chamber C. It follows immediately from the formulas in Lemma
5.3 that q(1,0)(x) ≥ 0, q(1,1)(x) ≥ 0 if and only if x ∈ [0, ρ2]2 or x1, x2 ≥ ρ2, ‖x‖ ≤ ‖ρ‖,
namely, x is in the square [0, ρ2]
2 or in disc {‖x‖ ≤ ‖ρ‖} cut by the square [ρ2, ρ1]2,
i.e. {‖x‖ ≤ ‖ρ‖} ∩ [ρ2, ρ1]2. However the triangle [0, ρ2]2 ∩ C is in A0 by Theorem
5.2 above so we need only consider x in the square [ρ2, ρ1]
2 and we restrict x to this
square.
We prove first the inclusion A0 ⊆ B for d = 1, 2. Note first that ρ1 = ρ2 + d2 and
observe that ρ2− x2 ≤ 0 and ρ2− x2 + l ≥ 0 if l ≥ 1 for all x in the square [ρ2, ρ1]2.
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Suppose q(m,0)(x1, x2) = (−1)mP(m,0)(x1, x2) ≥ 0 for all m. We fix N > 0 and let
m ≥ N . Denote the partial sum in a(m,0)(x1, x2) by
fm,N(x) :=
N∑
j=0
(m)−j (ρ2 ± x2, )j(d2)j(
m+ d
2
− 1)−
j
(ρ1 ± x1)j j!
.
Now by the above observation q(m,0)(x1, x2) has leading term 1 with the rest being
nonpositive, we have
fm,N(x) ≥ q(m,0)(x1, x2) ≥ 0
Letting m→∞ we find
N∑
j=0
(ρ2 ± x2)j (d2)j
(ρ1 ± x1)j j!
= lim
m→∞
fm,N(x) ≥ 0.
Now take the limit N →∞:
R(x) = lim
N→∞
N∑
j=0
(ρ2 ± x2)j (d2)j
(ρ1 ± x1)j j!
≥ 0,
proving A0 ⊆ B.
Suppose now d = 2, x ∈ B and is in the square [ρ2, ρ1]2. Thus R(x) ≥ 0. If
m1 = m2 ≥ 1 then q(m1,m2) is a product of m1 pairs of nonpositive numbers and is
nonnegative. Let m1 = m ≥ m2 = 0. By Lemma 5.3 the polynomial q(m,0)(x1, x2)
is a partial sum of an 3F2 series, is
q(m,0)(x1, x2) = (ρ1 ± x1)m F [m]
(
ρ2 ± x2, 1
ρ1 ± x1
)
with the factor (ρ1 ± x1)m ≥ 0. The second factor is
F [m]
(
−m, ρ2 ± x2, d2
1−m− d
2
, ρ1 ± x1
)
=
m∑
j=0
(ρ2 ± x2)j (1)j
(ρ1 ± x1)j j!
.
All terms in the sum are nonpositive except the leading term 1. Thus adding
infinitely many negative terms we find
F [m]
(
ρ2 ± x2, 1
ρ1 ± x1,
)
=
m∑
j=0
(ρ2 ± x2)j (1)j
(ρ1 ± x1)jj!
≥
∞∑
j=0
(ρ2 ± x2)j (1)j
(ρ1 ± x1)j j!
= F
(
ρ2 ± x2, 1
ρ1 ± x1
)
= R(x) ≥ 0.
Now if m1 > m2 > 0 the positivity of q(m1,m2)(x) for x ∈ [ρ2, ρ1]2, ρ2 ≤ x2 ≤
ρ2 + 1 = ρ1 follows immediately using Lemma 5.3 as all terms in the summation of
F [m1−m2] are positive.
The proof is now completed. 
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When b = 0, namely when ρ2 =
1
2
the above 3F2-series can be evaluated. We
have [1, Theorem 3.5.5(ii)]
Lemma 5.5. Suppose a1 + a2 = 1, b1 + b2 = 2a3 + 1. Then
F
(
a1, a2, a3
b1, b2
)
=
piΓ(b1)Γ(b2)
22a3−1Γ(a1+b1
2
)Γ
(
a1+b2
2
)
Γ
(
a2+b1
2
)
Γ
(
a2+b2
2
)
Theorem 5.6. Let (g0, k0) be the symmetric pair (su(2, 2), u(2)+u(2)). Then A0 =
T1 ∪ T2 is a union of two triangles, T1 = [0, ρ2]2 ∩ C, and
T2 = {(x1, x2), x1 ≥ x2 ≥ ρ2, x1 + x2 ≤ ρ1 + ρ2 = 2}.
Proof. The polynomial q1,0(x) = −x21−x22 +ρ21 +ρ22 and q1,1(x) is by Lemma 5.3 the
polynomial
(ρ22 − x21)(ρ22 − x22).
The nonnegativity of q1,0(x) is equivalent to x
2
1 +x
2
2 ≤ ρ21 +ρ22 whereas that of q1,1(x)
is x1, x2 ≤ ρ2 or x1, x2 ≥ ρ2.
The function R(x) can now be evaluated by Lemma 5.5, viz,
R(x) = F
(
ρ2 ± x2, d2
ρ1 ± x1
)
=
piΓ(ρ1 + x1)Γ(ρ1 − x1)
2d−1Γ
(
ρ1+ρ2+x1+x2
2
)
Γ
(
ρ1+ρ2+x1−x2
2
)
Γ
(
ρ1+ρ2−x1+x2
2
)
Γ
(
ρ1+ρ2−x1−x2
2
) .
From which we see that R(x) ≥ 0 for 0 ≤ x1, x2 ≤ ρ2, and R(x) ≥ 0 for ρ2 ≤
x1, x2 ≤ ρ1 if and only if
x1 + x2 ≤ ρ1 + ρ2.
Our claim then follows from Theorem 5.4. 
Remark 5.7. If b > 0 the triangle T2 = {(x1, x2), x1 ≥ x2 ≥ ρ2, x1+x2 ≤ ρ1+ρ2 =
2 + b} is not in the positivity domain A0. Indeed if we put x1 = x2 = ρ1+ρ22 , then
(x1, x2) ∈ T and the function R(x) is
R(x) =
∞∑
k=0
(2ρ2 +
1
2
)k(−12)k
(2ρ2 +
3
2
)k(
1
2
)k
= 1 +
∞∑
j=0
(2ρ2 +
1
2
)j+1(−12)j+1
(2ρ2 +
3
2
)j+1(
1
2
)j+1
= 1 +
∞∑
j=0
(2ρ2 +
1
2
)(−1
2
)
(2ρ2 +
3
2
+ j)(1
2
+ j)
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by cancelling the common factors in the Pochammer symbols. This sum then can
be explicitly evaluated, viz
R(x) = 1 + (2ρ2 +
1
2
)(−1
2
)
∞∑
j=0
1
(2ρ2 +
3
2
+ j)(1
2
+ j)
= 1 + (2ρ2 +
1
2
)(−1
2
)
1
2ρ2 + 1
∞∑
j=0
(
1
1
2
+ j
− 1
2ρ2 +
3
2
+ j
)
= 1− 1
2
(2ρ2 +
1
2
)
1
2ρ2 + 1
2ρ2∑
k=0
1
1
2
+ k
since it is a telescopic series. Now as a function of 2ρ2 = 1, 2, · · · ,
1
2
(2ρ2 +
1
2
)
1
2ρ2 + 1
2ρ2∑
k=0
1
1
2
+ k
attains its minimum 1 when 2ρ2 = 1 namely when b = 0, thus for b > 0,
R(x) = 1− 1
2
(2ρ2 +
1
2
)
1
2ρ2 + 1
2ρ2∑
k=0
1
1
2
+ k
< 1− 1 = 0.
In the next section we shall give a different description of A0 and a different proof
that the triangle T2 is not in A0.
Remark 5.8. We note that the unitarity set U ∩ C is the parameter set for the
spherical complementary series of G and it has been determined for U(2, N) by
Knapp and Speh [7]. Let k be the largest positive integer such that k ≤ b−1
2
. Then
U ∩ C is the union of the following sets
(1) the triangle {x ∈ R2≥0; 0 ≤ x1 + x2 ≤ 1};
(2) the triangles bordered by x1 − x2 ≥ j and x1 + x2 ≤ j + 1 in the triangle
[0, ρ2]
2 ∩ C, j = 1, · · · , k;
(3) line segments x1 − x2 = j in the triangle [0, ρ2]2 ∩ C, j = 1, · · · , k.
Thus in this case U0 is a proper subset of A0.
6. Alternative approach to U (m+ 2, 2)
6.1. Limit formula for Okounkov polynomials. We will need the following
beautiful and simple identity for the Γ-function.
Lemma 6.1. Suppose a, b, c, d ∈ C\ {0,−1,−2, . . .} satisfy a+ b = c+ d then
(6.1)
∞∏
n=0
(n+ a) (n+ b)
(n+ c) (n+ d)
=
Γ (c) Γ (d)
Γ (a) Γ (b)
.
Proof. We recall the Weierstrass formula for the Γ-function
1
Γ (z)
= zeγz
∞∏
n=1
{
(1 + z/n) e−z/n
}
, z 6= 0,−1,−2, . . .
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(see e.g. [18, P. 236]). Using this the right side of (6.1) becomes
ab
cd
∞∏
n=1
{
(1 + a/n) (1 + b/n) e−(a+b)/n
(1 + c/n) (n+ d/n) e−(c+d)/n
}
After canceling e−(a+b)/n = e−(c+d)/n we get the left side of (6.1). 
Let ψl (t) = (−1)k pl (t) =
∏l−1
n=0
[
(n+ α)2 − t2] be the rank 1 Okounkov polyno-
mial. We will show how to compute the limit of the rescaled polynomial
(6.2) rl (t) =
ψl (t)
ψl (0)
=
l−1∏
n=0
(n+ α)2 − t2
(n+ α)2
, r (t) = lim
l→∞
rl (t) .
We are mainly interested in the case α = m+1
2
where m is a non-negative integer.
In this case the limit can be expressed in terms of the function
(6.3) s (t) =
sin pit
(t+ 1) · · · (t+m)
with s(t) = sinpit for m = 0.
Proposition 6.2. If α = m+1
2
where m is a non-negative integer then
(6.4) r (t+ α) = −Γ (α)
2
pi
s (t)
Proof. Applying (6.1) to (6.2) we get
r (t) =
∞∏
n=0
(n+ α + t) (n+ α− t)
(n+ α) (n+ α)
=
Γ (α)2
Γ (α + t) Γ (α− t) ,
for α /∈ {0,−1,−2, . . .}. For α = (m+ 1) /2 this gives
r (t+ α) =
Γ (α)2
Γ (m+ 1 + t) Γ (−t) =
[
Γ (α)2
(t+ 1) · · · (t+m)
]
1
Γ (1 + t) Γ (−t) ,
and (6.4) now follows from the elementary identity Γ (t) Γ (1− t) = −pi/ sinpit. 
6.2. The Shimura sets for U (m+ 2, 2). In this section we consider the real points
of the Shimura sets for the rank 2 groups U (m+ 2, 2). (So the root multiplicity 2b
is now 2m.) For this we fix as before
α =
m+ 1
2
,
and write qλ (x) for qλ (x; 1, α). As above we restrict attention to the Weyl chamber
C in the first quadrant R2+ and we define
G0 =
{
x ∈ C | q(1,0) (x) , q(1,1) (x) ≥ 0
}
A0 = {x ∈ C | qλ (x) ≥ 0 for all λ} .
Our description of these set will involve the triangles
T1 = [0, α]× [0, α] ∩ C, T2 = [α, α + 1]× [α, α + 1] ∩ C, .
For G0 we consider the following subset of T2
V = {x ∈ T2 : q1,0 (x) ≥ 0} .
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Theorem 6.3. We have G0 = T1 ∪ V .
Proof. For x ∈ R2+ the inequalities q(1,1) (x) ≥ 0 and q(1,0) (x) are respectively(
α2 − x21
) (
α2 − x22
) ≥ 0, x21 + x22 ≤ α2 + (α + 1)2
The q(1,1) inequality holds iff either (a) x ∈ T or (b) x1, x2 ≥ α. In case (a) the q(1,0)
inequality is automatic, in case (b) it forces x ∈ T2. The result follows. 
For λ = (l + k, k) we have
Pλ (x) =
1
x21 − x22
det
[
pl+k+1 (x1) pl+k+1 (x2)
pk (x1) pk (x2)
]
,
which gives
qλ (x) = (−1)|λ| Pλ (x) =
ψkl+1 (x2)− ψkl+1 (x1)
x21 − x22
ψk (x1)ψk (x2)(6.5)
where ψkl+1 (t) =
ψl+k+1 (t)
ψk (t)
=
∏l
i=0
[
(i+ k + α)2 − t2]
Lemma 6.4. The inequality qλ (x) ≥ 0 holds in the following cases.
(1) If x ∈ T and λ is arbitrary.
(2) If x ∈ T2 and λ2 = k > 0.
Proof. By continuity and symmetry it suffices to prove qλ (x) ≥ 0 for x satisfying
the additional conditions
(6.6) x1 > x2, x1, x2 /∈ {α, α + 1} .
In this case we have
x21 − x22 > 0, 0 < x2 < x1 < α
Now 0 < t < α, ψk (t) is positive and ψ
k
l+1 (t) is positive and decreasing. It follows
that
(6.7) ψk (x1)ψk (x2) > 0 and ψ
k
l+1 (x2)− ψkl+1 (x1) > 0.
Thus by (6.5) we have qλ (x) ≥ 0.
Let λ = (l + k, k) with k ≥ 1, and suppose x ∈ T2 satisfies the assumptions (6.6).
Then we have
x21 − x22 > 0, α < x2 < x1 < α + 1.
For α < t < α+1 and k ≥ 1, ψk (t) is negative and ψkl+1 (t) is positive and decreasing.
Once again (6.7) holds and so qλ (x) ≥ 0. 
We now describe A0 and for this we recall the function s (t) = sinpit(t+1)···(t+m) as in
the previous section, and we let S (x, y) denote its symmetrized divided difference
(6.8) S (x1, x2) =
s (x1)− s (x2)
x1 − x2 for x1 6= x2, S (x, x) = s
′ (x) ,
and we put
W = {x ∈ T2 : S (x− α) ≥ 0}
Here and elsewhere x− α denotes the pair (x1 − α, x2 − α).
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Theorem 6.5. We have A0 = T1 ∪W.
Proof. By Thereom 6.3 we know that
A0 ⊆ G0 = T ∪ V ⊆ T ∪ T2.
By Lemma 6.4 it remains only to prove that for x ∈ T2
(6.9) ql,0 (x) ≥ 0 for all l ⇐⇒ S (x− α) ≥ 0
Let x1 ≥ x2. We divide the proof of (6.9) into three cases.
Case 1: We first consider x ∈ T2 satisfying
(6.10) α + 1 > x1 ≥ x2 > α.
This implies that −ψl+1 (x2) , s (x2 − α) , and x1 + x2 are all > 0, and we define.
cl (x) =
ql,0 (x)
−ψl+1 (x2) , c (x) =
S (x− α)
(x1 + x2) (s (x2 − α))
By positivity (6.9) is equivalent to the assertion
(6.11) cl (x) ≥ 0 for all l ⇐⇒ c (x) ≥ 0.
We will prove a stronger statement, namely
(6.12) cl (x) is a decreasing sequence with limit c (x)
By continuity it suffices to prove (6.12) under the additional assumption x1 > x2,
and we may consider then the simpler expressions
bl =
(
x21 − x22
)
cl (x) + 1 =
ψl+1 (x1)
ψl+1 (x2)
b =
(
x21 − x22
)
c (x) + 1 =
s (x1 − α)
s (x2 − α)
Then bl and b are strictly positive and we have
bl+1
bl
=
α + l + 1− x1
α + l + 1− x2 ≤ 1.
Moreover by Proposition 6.2 we have bl → b. Thus bl is a decreasing sequence with
limit b. This implies (6.12) and hence (6.11) and (6.9).
Case 2: We now suppose that x2 = α, so that x is of the form (x1, α). We claim
that we have
ql,0 (x) ≥ 0 for all l, S (x− α) ≥ 0.
By continuity it suffices to prove this for x1 6= α in which case it follows from the
explicit formula
ql,0 (x) =
−ql (x1)
x21 − α2
, S (x− α) = s (x1 − α)
x1 − α
Thus both sides of (6.9) are true and hence equivalent.
Case 3: Finally suppose that x1 = α + 1, so that x is of the form (α + 1, x2) .
By Case 2 we may further supppose that x2 > α. With these assumptions we have
q1,0 (x) < 0. So the left side of (6.9) is false and we need only prove that
(6.13) S (x− α) < 0.
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If x2 6= α + 1 this follows from the explicit formula
S (x− α) = −s (x2 − α)
(α + 1)− x2 .
If x2 = α + 1 then x is the point (α + 1, α + 1) and we have
S (x− α) = S (1, 1) = s′ (1) .
To compute this derivative we recall the formula
s (t) =
sin (pit)
g (t)
, g (t) = (t+ 1) · · · (t+m)
Thus we have g (1) = (m+ 1)! and
s′ (t) =
(pi cos pit) g (t)− (sinpit) g′ (t)
g (t)2
, s′ (1) = − pi
(m+ 1)!
This proves (6.13) and hence (6.9).
Cases 1, 2, 3 establish then (6.9) for x ∈ T2. 
Now if m = 0 then it is clear that the set W is the triangle T2 borded by x1 =
1
2
, x2 =
1
2
, x1 + x2 = 2 so this agrees with Theorem 5.4.
7. Appendix
In this appendix we write (x, y) instead of (x1, x2). The set W of Theorem 6.5 is
the (α, α) translate of the region in the positive quadrant bounded by the coordinate
axes and the curve defined implictly by the equation S (x, y) = 0.
We write Sm (x, y) for S (x, y) to indicate its dependence on m, and we give the
graph of Sm (x, y) = 0 for m = 0, 1, 2, 3.
Sm (x, y) = 0, m = 0, 1, 2, 3
This graph is symmetric about the line x = y, and it is of some interest to determine
the point cm where the graph crosses the line x = y.
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Lemma 7.1. The point c = cm satisfies the equation
(7.1) pi cotpic =
∑m
i=1
1
(c+ i)
.
Proof. It is easy to see that cm is a critical point of s (t). Since s (x) is positive in
the open interval (0, 1) , its critical points are the same as those of the function
ln (s (x)) = ln (sin pix)−∑mi=1 ln (x+ i) .
This gives
d
dx
ln (s (x)) = pi cotpix−∑mi=1 1(x+ i) .
The result follows by setting the derivative equal to 0. 
Corollary 7.2. We have cm → 0 as m→∞.
Proof. As m→∞ the right side of (7.1) approaches∞ for all c in the interval (0, 1).
Thus we must have pi cot (picm)→∞ as well, which implies cm → 0. 
It seems likely that as m → ∞ the region collapses to the union of the unit
intervals on the coordinate axes. However this requires an extra convexity argument
for the graph.
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