INTRODUCTION
In the past decades, probabilistic methods have found wide applications in geotechnical engineering for the quantitative assessment of eŠects of uncertainties in geotechnical predictions. Nevertheless, when the performance function is a numerical model without an explicit form, making a reliability analysis can be practically challenging. To develop a general program with both deterministic geotechnical analysis capability and reliability evaluation capability is tempting, but the programming work involved is non-trivial. Besides, reliability analyses are often conducted through the repeated evaluation of the performance function. When the deterministic numerical model is computationally demanding, a reliability analysis directly based on the numerical model could be computationally prohibitive.
The response surface method is a promising approach for a reliability analysis based on deterministic numerical models. The basic idea of this method is to use a computationally e‹cient model to approximate the original numerical model, and then to perform a reliability analysis based on the approximate model rather than based on the original numerical model. The most widely used approximate model is a second-order polynomial function, which has been used for reliability analyses of shallow foundations ( (Xu and Low, 2006) , and tunnels (Mollon et al., 2009 ). If a second-order polynomial function can only approximate the performance function locally, the response surface must be constructed and adjusted successively until it can approximate the performance function in the region that contributes signiˆcantly to the failure probability. Goh and Kulhawy (2003) suggested the use of artiˆcial neural network (ANN) for approximating implicit performance functions. The advantage of ANN over a second-order polynomial function is that ANN has the potential to approximate a deterministic model within the range where calibration data are available. Cho (2009) suggested that ANN can be used to approximate slope stability models to facilitate slope reliability analysis.
Recently, the kriging method has been recognized to be very ‰exible in approximating deterministic numerical models (e.g., Martin and Simpson, 2005) . The basic idea of approximating a deterministic model with kriging is tô rst evaluate the response of the numerical model at a few points in the parameter space, and then to infer the response of the numerical model at another point through interpolation. In this paper, the word``point'' refers to a point in the parameter space unless otherwise stated. Like ANN, a kriging model also has the potential to approximate a deterministic model globally within the range where calibration data are available. The kriging method in fact has a track record in geotechnical engineering in modeling the spatial variability of soil properties (e.g., Vanmarcke, 1977; Tang, 1979; Degroot and Baecher, 1993; Jaksa et al., 1997; Uzielli et al., 2005; Baker and Faber, 2008; Zhang and Dasaka, 2010) . Nevertheless, its usefulness in geotechnical reliability analysis as a tool for approximating numerical models has not yet been well appreciated. The objective of this paper is thus to illustrate how the kriging technique can be used to facilitate geotechnical reliability analysis when the performance function does not have an explicit form. The kriging method is used here as a tool for interpolating and approximating geotechnical numerical models but not for the modeling of any type of spatial variation in the soil properties. This paper consists of two parts. First, the basic idea about constructing a kriging model to approximate a deterministic numerical model for reliability analysis is explained. Then, three geotechnical reliability problems with implicit performance functions are studied to illustrate the validity, versatility and eŠectiveness of the suggested method.
RELIABILITY ANALYSIS BASED ON KRIGING APPROXIMATION OF NUMERICAL MODELS

Kriging Assumptions
Let y＝g(u) denote a numerical model, where u is a vector denoting uncertain model input parameters, and y is the prediction from the model. To build a kriging model to approximate the numerical model, we assume that y＝ g(u) can be decomposed into two parts as follows
where t(u)＝a trend function and e(u)＝ a random error function. The trend function is typically a lower-order polynomial function. Three commonly used trend functions are the constant, linear, and second-order polynomial functions, as described below:
where k denotes the dimension of u, and bis denote the coe‹cients in the trend function to be calibrated. When the trend function is a constant, i.e., t(u)＝b0, the kriging method is often known as``ordinary kriging''. Journel and Rossi (1989) noticed that kriging models with diŠerent trend functions yield similar predictions within the range of calibration data but can produce quite diŠerent predictions outside the range of calibration data. Zimmerman et al. (1999) compared diŠerent kriging models for approximating deterministic models and found that sometimes it is better to ignore modeling of the trend than to model the trend inappropriately. As a result, a more complicated trend function does not necessarily lead to better predictions. In practice, the ordinary kriging is most widely used and often su‹ces (e.g., Martin and Simpson, 2005; Kleijnen, 2009) . In this study, the ordinary kriging is adopted. When the trend function underestimates the response of the numerical model at a point, for example, point A, it is likely that the trend function will also underestimate the response of the numerical model at a point, B, if B is close to A. When point B gradually moves away from point A, however, the value of the error function at point A will provide less information about the value of the error function at point B. The above phenomenon implies that the error function may be spatially correlated. It is convenient to assume that e(u) is a stationary random eld with the mean and standard deviation as follows:
where se is the point standard deviation of the random eld and R(ui-uj) is a correlation function. In this study, the following Gaussian correlation function is adopted
where dm＝ a correlation parameter that re‰ects the correlation between the predictions at two points along the mth axis; umi＝ the mth element of ui; and umj＝ the mth element of uj. Note Eq. (5) is only one of the possible correlation functions that could be used to construct a kriging model. The correlation function mainly aŠects the smoothness and diŠerentiability of the kriging model. As the Gaussian correlation function can result in a kriging model that is relatively smooth, inˆnitely diŠerentiable, and often numerically more stable, it is most widely adopted in engineering practice (Sacks et al., 1989; Martin and Simpson, 2005) . Some studies indicated that using the same correlation distance parameter d for all ui variables can result in su‹ciently good results (e.g., Osio and Amon, 1996; Booker et al., 1999) . However, using a diŠerent correlation parameter di for each ui as shown in Eq. (5) can provide better ‰exibility of approximation.
Model Calibration
Let d＝s d1, d2, . . , dkt . To approximate y＝g(u) with ordinary kriging, the parameters to be determined in the kriging model include b0, d, and se. To determine these parameters, the numerical model can beˆrst evaluated at N points, which are denoted here as u1, u2, . . . , uN, respectively. Let y1, y2, . . . , yN denote predictions from the numerical model at these points, respectively, and let Y1 ＝s y1, y2, . . . , yNt . With the Gaussian randomˆeld assumption, Y1 is normally distributed with a mean of mY1＝ s t(u1), t(u2), . . . , t(uk)tand a covariance matrix of CY1 as follows:
The likelihood function of s b0, d, set , i.e., the chance to observe Y1 if the values of s b0, d, setare known, can be written as follows based on the probability density function (PDF) of a multivariate normal distribution (e.g., Genz and Bretz, 2009 ):
The likelihood function measures the relative validity of diŠerent values of s b0, d, setfor approximating the deterministic numerical model. As the values of s b0, d, set become more plausible, the chance to observe Y1 will be larger, and hence the value of the likelihood function will also be larger. The optimal values of s b 0 , d, s et can thus be obtained by maximizing the likelihood function, which is often known as the maximum likelihood method. In this study, a MATLAB toolbox, DACE, developed by Lophaven et al. (2002) is used for kriging model calibration based on the maximum likelihood method.
Prediction
Once the kriging model is calibrated, it can be used to predict the value of y at a new point. Let u N＋1 denote a new point of interest and yN＋1 denote y at this point. Let Y2＝s y1, y2, . . . , yN, yN＋1t ＝s Y1, yN＋1t . Based on the Gaussian randomˆeld assumption made previously, Y2 follows a multivariate normal distribution with a mean of m Y2 ＝s m Y1 , t(u N＋1 )tand a covariance matrix of
where r＝a column vector containing the correlation coe‹cients between y N＋1 and the elements in Y 1 as follows
Based on the property of a multivariate normal distribution (e.g., Genz and Bretz, 2009 ), when Y1 is known, the mean of yN＋1 can be estimated as
Taking y* N＋1 as the estimate of yN＋1, Eq. (10) thus provides an explicit expression to predict yN＋1 when the input is uN＋1, which can then be used as the performance function in a reliability analysis. The number of calibration data points N must not be smaller than the number of elements in s b0, d, setin order to determine the unknown parameters. Nevertheless, it is convenient to examine the behavior of Eq. (10) in the case of N＝1 to reveal the features of approximating a numerical model with kriging. When N＝1, Eq. (10) reduces to
Equation (11) shows that the eŠect of y1 on y* 2 depends on R(u1, u2), i.e., the correlation coe‹cient between y1 and y Reliability Analysis Using Eq. (10) as the performance function, various reliability methods can be conveniently used for reliability evaluation. In this study, reliability evaluation is carried out using theˆrst-order reliability method (FORM), which is often reasonably accurate and computationally e‹cient. Let G(u)＝0 denote the limit-state function separating the safe domain from the failure domain. In FORM, the failure probability can be calculated as follows (e.g., Low and Tang, 2007) :
where b＝reliability index; n＝reduced variables of u; Rn ＝correlation matrix of n; and F＝the cumulative distribution function (CDF) of a standard normal variable. A summary of equations for converting variables of diŠerent distributions to their corresponding reduced variables can be found in Low and Tang (2007) . The point at which the expression in Eq. (13) is at its minimum is often called the design point in the literature. Like many other approximation models, the prediction from a kriging model may only be valid within the range of the calibration data. Outside its applicable range, the prediction accuracy is largely unknown. In FORM, the reliability index is calculated at the design point. When a kriging model is used for reliability evaluation and if the design point found is outside the applicable range of the kriging model, the calculated failure probability may not be reliable. Hence, after the failure probability is obtained based on a kriging model, it is important to check whether the design point is in the applicable range. If the design point is outside the applicable range of the kriging model, it indicates that the applicable range is not wide enough and a wider range of calibration samples should be generated. 
ILLUSTRATIVE EXAMPLES
Example 1: Deep Foundation Serviceability Reliability
To illustrate and validate the idea of approximating the deterministic numerical model with a kriging model for reliability analysis, a bored pile subjected to a vertical load of 2800 kN as shown in Fig. 1 is studied. The pile has a diameter of 0.4 m and a length of 15 m. Suppose the maximum allowable settlement is 25 mm (Peck et al., 1974) . The capacity of the pile at a given settlement can be calculated using the load transfer method, in which both the soil around the pile and the soil below the pile toe are modeled as non-linear springs. The load transfer method adopted in this study is similar to that used in Misra et al. (2007) , as summarized in the APPENDIX. As a closed-form solution to the capacity of the pile corresponding to a settlement of 25 mm is not available, â nite diŠerence program is developed by the authors to calculate the pile capacity numerically based on the load transfer method. In analyzing this pile, four uncertain variables are considered, i.e., the initial stiŠness of the shaft spring (Ks), the ultimate shaft soil strength (tu), the elastic modulus of the soil below the pile toe (Et), and the ultimate toe resistance (qu). The four variables characterize the uncertain properties of the soil springs along the pile shaft and the soil spring below the pile toe. The statistics of the four variables are summarized in Table 1 . As suggested in Misra et al. (2007) , the soil spring parameters are non-negative and are modeled as lognormal variables.
To build a kriging model to approximate the relationship between the pile capacity and u, the pile capacity should beˆrst evaluated at a few points. In this example, Based on the maximum likelihood method, a kriging model is calibrated to predict the pile capacity. The optimal d values for the four uncertain variables are 4.89 MPa, 19.43 kPa, 10.99 MPa, and 9.80 MPa, respectively, which are about 3.1, 4.9, 1.7, and 16.3 times of the average sampling interval of Ks, tu, Et, and qu, respectively. We can see that the ratios of the scale of ‰uctuation to the sampling interval are diŠerent for various variables. To check the accuracy of the kriging model, we randomly generate another 20 samples for u from the above hypercube. Figure 2 compares the predictions from the kriging model and those from theˆnite diŠerence model using the 20 samples as input parameters. The correlation coe‹cient between the two sets of predictions is 0.998, indicating that the predictions from the kriging model and theˆnite diŠerence model are very close. The calibrated kriging model can then be used as the performance function for calculating the reliability of the pile foundation. The reliability analysis results are sum- Table 2 . It shows that the design point obtained is within the applicable range of the kriging model, and that the failure probability of the foundation is 0.28z. To check the accuracy of the failure probability calculated using the kriging model, the failure probability of the pile foundation is calculated again with FORM in which the pile capacity is calculated directly using thê nite diŠerence model rather than using the kriging model, and the results are also summarized in Table 2 . The failure probability obtained using theˆnite diŠerence model is also 0.28z. The design point found using thê nite diŠerence model diŠers slightly from that found using the kriging model. This is because the kriging model is only an approximation of theˆnite diŠerence model and its predictions are not exactly the same as those from thê nite diŠerence model. Overall, the reliability analysis results using the kriging model and those using the deterministic numerical model are very close. This thus veriˆes the idea of reliability analysis based on kriging approximation of the deterministic numerical model for the ranges and statistics of uncertain variables selected.
In the above example, the kriging model is calibrated with 30 samples. To study the eŠect of the number of calibration samples on failure probability calculation, the failure probability of the pile foundation is calculated again based on kriging models with 10 samples, 20 samples, and 60 samples, and the results obtained are shown in Fig. 3 . As the number of calibration samples increases, the calculated failure probability becomes insensitive to the number of calibrated samples used and converges correctly with the failure probability calculated directly based on theˆnite diŠerence model.
In this example, the accuracy of the failure probability calculated based on the kriging model has been checked though a comparison with the failure probability calculated directly based on the deterministic numerical model. This is not always feasible, however, since the purpose of using a kriging model in a reliability analysis is to avoid a reliability analysis directly based on the deterministic numerical model. Nevertheless, it has been shown that the failure probability calculated based on a kriging model will converge with the failure probability calculated directly based on the deterministic numerical model as the number of calibration samples increases. Thus, a practical way to check the accuracy of the calculated failure probability might be to evaluate the failure probability of the same problem based on kriging models calibrated with diŠerent numbers of calibration samples and to examine whether the calculated failure probabilities are consistent. If the calculated failure probability is sensitive to the number of calibration samples used, it indicates that the number of calibration samples is not su‹cient and more calibration samples should be used. This idea will be used to check the reliability analysis results in the other two examples studied later in this paper.
As suggested by Xu and Low (2006) , the coordinates of the design point in the reduced space can provide information about the relative contribution of each variable to the uncertain performance of a system: the more a variable deviates from zero, the more the variable contributes to the uncertain performance of the system. The design point in the reduced space found using the kriging model is also shown in Table 2 . It can be seen that tu and Ks deviate more from zero than Et and qu; hence, the variables that characterize the shaft resistance contribute more uncertainty to the uncertain performance of the pile foundation.
Example 2: Shallow Foundation Bearing-capacity Reliability
The second example is about the reliability of a ‰exible strip footing subjected to a uniform loading of 120 kPa, as shown in Fig. 4 . There are two soil layers 1.2 m and 2.8 m in thickness, respectively. The soils are modeled as linear elastic-perfectly plastic materials with the Mohr-Column yielding condition and an associated ‰ow rule. Suppose the problem of interest is to study the failure probability of the foundation against bearing capacity failure. As the elastic modulus and Poisson's ratio do not have any obvious eŠect on the bearing capacity of a foundation (Masshi and Soubra, 2008), only the cohesion and friction angle are modeled as random variables. Let ci and qi denote the cohesion and friction angle of the soil in lay- er i, respectively. The uncertain variables involved in this example can be denoted as u＝s c1, q1, c2, q2t . The cohesion and friction angle of a soil are often modeled as lognormal random variables (e.g., Gri‹ths et al., 2009; Roh and Hong, 2009 ). In this study, c1, q1, c2, and q2 are also assumed to be lognormally distributed. The statistics of these variables are summarized in Table 3 . The bearing capacity of the above foundation can be hardly expressed in an explicit form but can be evaluated numerically. In this study, the factor of safety of the foundation is calculated using the shear strength reduction method implemented in FLAC (Itasca, 2000) . In this method, the factor of safety is deˆned as the number by which the shear strength parameters must be factored down to bring the geotechnical system to failure (Matsui and San, 1992; Gri‹ths and Lane, 1999; Dawson et al., 2000; Ng et al., 2001; Rocscience, 2006) . Theˆnite diŠerence grid used in this study is shown in Fig. 5 . Due to symmetry, only one half of the foundation is analyzed. To verify that the grid is appropriate for calculating the factor of safety of the shallow foundation, the grid is used to calculate the factor of safety of the foundation when the applied load is 514 kPa and when both layers of soils have a friction angle of zero and a cohesion of 100 kPa. In such a case, the ground is a homogenous cohesive ground and the factor of safety of the footing can be evaluated using Prandtl's solution (Taylor, 1948) , and the factor of safety of the foundation is found to be 1.00. With FLAC, the obtained factor of safety is 1.01. The factor of safety calculated with FLAC is very close to that obtained using the analytical solution.
To analyze the reliability of the foundation, a kriging model isˆrst calibrated using 100 samples uniformly drawn from the hypercube as described by ui, minºuiº u i, max (i＝1, 2, 3, 4), where u i, min and u i, max are the lower bound and upper bound values of ui corresponding to the 99.5z conˆdence interval, respectively. On the same desktop computer as described in Example 1, the time needed for calculating the 100 factors of safety is about 8 hours. Figure 6 compares the factors of safety calculated using the kriging model with those calculated using FLAC for another 30 samples arbitrarily drawn from the above hypercube. The correlation coe‹cient between the two sets of predictions is 0.997, indicating that the kriging model can approximate the FLAC model quite well. The reliability analysis results based on this kriging model are summarized in Table 4 . It can be seen that the design point is also within the applicable range of the kriging model, and that the shallow foundation has a failure probability of 4.27z. To check the accuracy of the calculated failure probability, another kriging model calibrated with 200 samples is also used in the reliability analysis, and the results are also summarized in Table 4 . The failure probability obtained using this new kriging model is 4.24z, which is close to that obtained using 100 samples. The obtained failure probability only changes slightly. The design points found based on the two kriging models are also similar. It seems that 100 samples are already su‹cient to build a kriging model for robust failure probability estimation. This example also shows that the reliability analysis method based on kriging approxima- . 8 . Finite diŠerence grid adopted for the example slope tion is applicable to shallow foundation bearing capacity reliability problems for the ranges and statistics of uncertain variables selected. As said previously, the coordinates of the design point in the reduced space can provide information about the relative contribution of each variable to the uncertain performance of a system. Table 4 shows that the coordinates of c 1 and c 2 deviate more from zero than q 1 and q 2 do, indicating that the cohesion variables contribute more uncertainty to the uncertain performance of the shallow foundation than the friction angle variables do.
Example 3: Reliability of a Slope in Layered Soils
The third example concerns the reliability of a slope in layered soils, as shown in Fig. 7 . The soils in this example are also modeled as Mohr-Column materials with an associated ‰ow rule. Let ci and qi denote the cohesion and friction angle of the ith soil layer, respectively. In this example, c1, q1, c2, and q2 are modeled as random variables, i.e., u＝s c1, q1, c2, q2t . The statistics of the uncertain variables are summarized in Table 5 . The factor of safety of the slope can be evaluated with limit equilibrium methods or the shear strength reduction method, which are all implicit. The advantage of the shear strength reduction method is that it can automatically search for the most critical slip surface. A disadvantage of the method is that it is often computationally more demanding than limit equilibrium methods (Ching et al., 2009) . In this study, the factor of safety of the slope is calculated using the shear strength reduction method implemented in FLAC, and theˆnite diŠerence grid is shown in Fig. 8 . Table 6 summarizes the reliability analysis results based on two kriging models calibrated with 150 samples and 300 samples, respectively. On the same desktop computer as described previously, the time needed for performing 300 slope stability analyses is about 30 hours. All the calibration samples are drawn uniformly from the hypercube of ui, minºuiºui, max (i＝1, 2, 3, and 4), where ui, min and ui, max are the lower bound and upper bound values of ui respectively corresponding to the 99.5z condence interval. When the numbers of samples are 150 and 300, the calculated failure probabilities are 1.93z and 2.02z, respectively. An increase in the number of calibration samples only changes the calculated failure probability slightly. The design points obtained based on these two kriging models are also similar. Thus, it seems that 150 samples are su‹cient to build a kriging model for robust failure probability estimation. This example demonstrates that the reliability analysis method based on kriging approximation is also applicable to slope relia-bility problems for the ranges and statistics of the uncertain variables selected here. Table 6 also shows that the coordinates of c1, q1 and c2 deviate similar distances from zero, indicating that these three variables contribute similar amounts of uncertainty to the uncertain performance of the slope. In contrast, q2 contributes the least uncertainty to the failure probability of the slope.
SUMMARY AND CONCLUSIONS
When the performance function is a numerical model, making a reliability analysis can be practically challenging due to the coupling between the deterministic numerical analysis and reliability analysis. In this paper, we illustrate a method for reliability analysis based on kriging approximation of the deterministic geotechnical model. The key idea in this method is toˆrst calibrate a kriging model to approximate the deterministic numerical model and then to evaluate the failure probability based on the kriging model. As any stand-alone software for deterministic geotechnical numerical analysis can be potentially used to generate samples for calibrating a kriging model, it can ultimately be used in a reliability analysis. As such, this method provides a practical way for practitioners to perform reliability analyses using existing deterministic geotechnical software.
A kriging model is only valid within the range where calibration data are available. In theˆrst order reliability method, the failure probability is calculated based on the design point. When a kriging model is used in reliability evaluations, it is important to check that the design point is within the applicable range of the kriging model. If the design point is outside the applicable of the kriging model, it indicates that the applicable range of the kriging model is not wide enough and a wider range of calibration samples should be generated.
As the number of calibration samples increases, the failure probability calculated based on the kriging model will converge to the failure probability calculated directly based on the deterministic numerical model and will become insensitive to the number of calibration samples used. This property can be used to check whether the failure probability calculated based on a kriging model is reliable or not. More speciˆcally, one can calculate the failure probability of the same problem based on kriging models calibrated with diŠerent numbers of samples, and then check whether the obtained failure probabilities are consistent with each other. If the calculated failure probability is sensitive to the number of calibration samples used, then more calibration samples should be used for calibrating the kriging model.
The feasibility and eŠectiveness of reliability analysis based on kriging approximation has been illustrated through a deep foundation example, a shallow foundation example, and a slope example. The potential application of the illustrated method is not limited to these examples.
