We use molecular-dynamics simulations to study processes related to resistance to amorphization by radiation damage. We simulate high-energy radiation events in SiO 2 , GeO 2 , TiO 2 , Al 2 O 3 , and MgO, and find that simulation results match the experiments. We discuss the difference between the damage that the structures along this series can support. We find that for the same material, activation barriers for damage recovery can strongly depend on the degree of structural damage. We observe that the effect of resistance to amorphization is primarily governed by the relaxation processes at the time scales of several picoseconds. On this time scale, we observe two distinct relaxation processes, reversible elastic deformation around the radiation cascade and recovery of the in-cascade damage of high topological disorder. Finally, we discuss how resistance to amorphization is related to interatomic interactions and to the nature of the chemical bond.
I. INTRODUCTION
Modification of materials by ion beams is a wide area in science and technology. A material is modified by the structural damage inflicted by an energetic particle which displaces atoms from their crystalline positions and creates a region of high structural disorder, "radiation cascade." Upon accumulation of these cascades, the long-range order in a material is lost, prompting the term radiation-induced amorphization. Experimentally, some materials are readily rendered amorphous, whereas others are very difficult or even impossible to amorphize by ion beams, i.e., are resistant to amorphization by radiation damage. 1 This leads to the question of what defines the ability to recover ͑recrystallize locally͒ from the damage, initially introduced by an energetic particle? Although many models have been discussed in the literature, they cannot be used to reliably predict resistance to amorphization, 1 begging the question of what is the main mechanism behind this phenomenon. A related interesting question is what are the important time scales of damage recovery in these materials. How does damage recovery during the cascade lifetime of several ps 2 compare to slow diffusive-type processes at the experimental time scale? 3 Answers to these questions are important for several practical applications, including the safe immobilization of highly radioactive nuclear waste. If a material in which nuclear waste is immobilized, becomes amorphized under irradiation ͑pri-marily by heavy recoils in alpha decay͒, it can show percolation-type increases of transport, which may lead to radioactive isotopes diffusing out in the environment. 4, 5 A material resistant to amorphization, on the other hand, would be free from this negative effect.
A suitable tool to address these questions is moleculardynamics ͑MD͒ simulation, in which an energetic particle is introduced in the structure and the phase trajectory of the damage is followed. These simulations model the processes of creation and evolution of radiation cascades on the scales of nanometers and picoseconds, 2 not accessible in the experiments. Unfortunately, small system size has often remained the limiting factor in these simulations. One needs to be able to simulate cascades produced by recoils of realistic experimental energies of at least several tens of keV. Depending on the material and ion type, the number of atoms in the MD box needed to contain the damage can exceed 1 million atoms, and when the force field includes electrostatics, a major factor behind the simulation slow-down, standard tools become impractical. We have recently developed the DL_ POLY 3 MD package, based on the domain decomposition strategy, to simulate systems with millions of atoms with Coulomb interactions. Details of the method can be found in Ref. 6 . For radiation damage simulations, we have made several adaptations, including scaling the energy at the ͑periodic͒ boundaries of the simulation box, fitting potentials at short distances to Ziegler-Biersack-Littmark repulsive interactions, and introducing variable time step. 6 In this paper, we simulate high-energy events in several simple oxides in order to gain insights into the open questions above. We choose oxides as an interesting case study, because they show a very large difference in damage recovery. 1 We find that our simulations with empirical potentials reproduce experimental behavior of resistance to amorphization very well. We discuss the difference between the damaged structures along this series of materials and the meaning of the term "amorphous" when applied to a radiation cascade. We find that the degree of structural damage ͑amorphization͒ can profoundly affect activation barriers for damage recovery: the barriers increase as damage increases. Next, we find that resistance to amorphization by radiation damage is defined by relaxation processes that take place on the time scale of several picoseconds. On this time scale, we observe two distinct relaxation processes on this time scale, reversible elastic deformation around the radiation cascade, and recovery of the in-cascade damage of high topological disorder. Finally, we discuss how resistance to amorphization is related to the details of interatomic potentials and to the nature of the chemical bond.
We simulate radiation cascades in SiO 2 ͑quartz͒, GeO 2 ͑quartz͒, rutile TiO 2 , Al 2 O 3 ͑corundum͒, and MgO. The reason for this choice of materials is that they cover a very wide range of resistance to amorphization by radiation damage, and hence by studying the evolution of radiation cascades in them we hope to find insights into the phenomenon of resistance. In addition, TiO 2 forms the base of the potential ceramic waste form, and has been investigated in this context. 1 A convenient measure of resistance is the critical amorphization temperature T c , defined as the temperature above which no radiation-induced amorphization occurs; the lower T c , the higher resistance. and Ͻ20 K for MgO, 7 respectively. Hence at room temperature, SiO 2 and GeO 2 become amorphous, whereas Al 2 O 3 and MgO remain crystalline by virtue of very efficient damage recovery. TiO 2 is perhaps in between the two cases since in some experiments it remains crystalline at room temperature, 9 and in others it can be amorphized, albeit at a very high radiation dose. 10 We use empirical potentials for SiO 2 We model radiation damage created by heavy recoils in alpha decay, a common decay process in highly radioactive nuclear waste responsible for radiation-induced amorphization, and simulate the propagation of the U atom. The U atom is given the energy of 40 keV. We use constant energy ensemble with scaled boundaries 6 at room temperature. Depending on a material, the number of atoms in MD simulation is 2-2.3 million atoms.
II. RADIATION CASCADES

A. Simulation and experiment
An energetic recoil displaces atoms from their equilibrium positions, which, in turn, displace other atoms, resulting in a highly disordered region, "radiation cascade." Radiation cascades in SiO 2 , GeO 2 , TiO 2 , Al 2 O 3 ͑1͒ , Al 2 O 3 ͑2͒ , and MgO, shown in Figs. 1-6, can be easily seen as darkened regions due to high structural disorder, and are contrasted to the surrounding periodic crystalline lattice. In all materials, the direction of recoil atom is from the top left to the bottom right of the simulation box. In each of the Figs. 1-6, the top frame shows the damage at its peak ͑found by counting the displaced atoms, defined as atoms which travel more than half the nearest-neighbor distance͒, and the bottom frame shows damage relaxation to its final state. These figures show all atoms in the MD simulation box. We used the Atomeye tool for structure visualization. 16 By analyzing Figs. 1-6, we conclude that our simulations generally reproduce experimental resistance to amorphization by radiation damage. We first note that cascade geometry is quite different in the five materials studied, due to the different structure and density. We observe that SiO 2 and GeO 2 show little damage recovery, as most of the created damage is stabilized after a few ps and does not change up to 50 ps ͑see Figs. 1 and 2͒. This behavior is consistent with experiments in which these materials are readily amorphized at room temperature. 7, 8 Next, there is significant damage recovery in TiO 2 ͑see Fig. 3͒ , consistent with experiments. 9 A small amorphous pocket is nevertheless left in the core of the damaged region. This suggests that at a very high dose, it is still possible to amorphize TiO 2 at room temperature, which is what is seen in the experiment. 10 It is interesting to ask why MD simulations with empirical potentials generally give correct results of resistance to amorphization by radiation damage. Indeed, all empirical potentials are fitted to structure and elastic properties of materials at equilibrium. Radiation cascades, on the other hand, represent highly nonequilibrium processes, and one is led to ask why equilibrium-fitted potentials are so successful in describing highly nonequilibrium processes? It may be argued that potential curvature at equilibrium generally correlates with the height of activation barrier. A schematic argument suggests that the larger this curvature ͑corresponding to a stiffer local potential͒, the larger the activation barrier. 17 As we discuss below, it is this barrier that governs damage recovery and resistance to amorphization by radiation damage.
B. Some features of the damaged structures
Damage accumulation is often discussed in the literature as "amorphization." This includes numerous computer modeling work, in which the damage is introduced in one way or another, and the question is asked at which point a structure becomes amorphous. One can ask a similar question about the damaged structure in Figs. 1-6 . Before discussing this point, we make two notes. First, the term "amorphous" implies the absence of the long-range order. Being quite general, this definition assumes the existence of many structures in which the long-range order is lost and which at the same time are quite different from each other. For example, a very common model for many glasses is the continuous random network, which is characterized by the full connectivity of short-range building blocks. 18 Assuming that a certain freedom exists in connecting these blocks ͑giving rise, for example, to the wide distribution of A-O-A angle a tetrahedral AO 2 glass structure͒, an ͑almost͒ stress-free continuous structure can be constructed. As such, this amorphous structure is expected to be quite different from the structure damaged by displacive radiation, which can contain high-energy coordination and other defects, locally stressed regions and so on. The second note is related to quantifying the point at which the structure can be viewed as amorphous. The loss of the long-range order can be quantified by broadening of the Bragg peaks or by the loss of structure in the radial distribution function ͑RDF͒ at distances beyond the medium-range order ͑see below͒. Because these changes are continuous, this introduces an arbitrariness in defining the point at which the structure can be deemed amorphous. For these and other reasons, we consider the difference between the damaged structures in Figs. 1-6 in terms of the degree of structural damage, rather than the presence or absence of amorphous state, although we continue to use the term "radiationinduced amorphization," established in the field, in a sense that this state can be related to the loss of long-range periodicity.
As discussed above, the resulting damage is strikingly different along the series SiO 2 , GeO 2 , TiO 2 , Al 2 O 3 ͑1͒ , Al 2 O 3 ͑2͒ , and MgO ͑see Figs. 1-6͒. We stress one important aspect of this difference. Materials with very efficient damage recovery as, for example, MgO, support the damage which can be discussed in terms of point defects, because these can be defined relative to the crystalline lattice, recovered after radiation cascade. However, such description of the damage is not adequate for materials like SiO 2 or TiO 2 , because periodic atomic arrangement, destroyed by a cascade, is not recovered, and therefore point defects cannot be defined. We illustrate this point in Fig. 7 , in which we contrast details of the damaged structure in TiO 2 and MgO from the simulation. We show the structures at about 50 ps, well after damage relaxation saturates in the MD simulation ͑see the time scales of damage relaxation, below͒. To highlight the high degree of structural damage in TiO 2 , we show the interface between the crystalline lattice and the heavily damaged structure which shows no signs of periodicity ͓see Fig. 7͑a͔͒ . In MgO, on the other hand, the crystalline arrangement of atoms is recovered from radiation cascade to the extent that point defects can be defined. We illustrate this in Fig. 7͑c͒ . We find the region of MgO structure particularly rich in defects, and observe that even in this case, lattice is sufficiently recovered for point defects ͑or clusters of point defects in some cases͒ to be defined.
We further illustrate the high degree of damage in radiation cascade in TiO 2 by comparing the radial distribution function ͑RDF͒ of crystalline and damaged structure in Fig.  7͑b͒ . In comparing RDF, it should be first noted that RDF is insensitive to the difference between crystalline and amorphous structure not only in the short range, but also in the medium range. Indeed, RDF looks quite similar for both silica glass and its crystalline polymorphs up to 10 Å, reflecting the fact that there is not too much freedom in packing SiO 4 tetrahedra into continuous network, which results in the medium-range order present in glass. 19 Therefore the RDF peaks in the medium-range up to about 8 Å ͓see top of Fig. 7͑b͔͒ should not be taken as an indicator of the crystalline state. The important observation from Fig. 7͑b͒ is the absence of peaks in RDF in the damaged structure after about 8 Å, in contrast with crystal. This suggests that the structure is highly damaged, and, if appropriate, can be considered amorphous in a sense that if a macroscopic sample consists of similar highly damaged regions, it possesses no long-range order. It should be noted that adding a large number of point defects to crystalline structure can also result in broadening of the peaks at longer distances and a RDF similar to that of amorphous structure. However, point defects cannot be discussed in cases when no crystalline arrangement is present in the damaged structure ͓see Fig. 7͑a͔͒ .
This last point illustrates that in order to study radiation damage effects, the actual damage in the structure needs to be considered: point defects may be a reasonable description of the damage in materials like MgO, whereas this description is clearly not adequate for SiO 2 , TiO 2 or any other material that can support permanent radiation cascades with high structural disorder. Indeed, our results show that in many important cases radiation damage is not a collection of point defects for the simple reason that there is no underlying crystalline lattice in the damaged region.
C. Comment on activation barriers
Damage recovery necessarily requires cooperative atomic rearrangements, with the energy barriers for damage recovery defined by the potential energy along the recovery path. These barriers are often referred to as activation barriers, in a sense that the probability to induce re-crystallization is ϰe −V/kT , where V is the activation barrier. We will discuss how V depends on MD input parameters, structure and interatomic interactions below, and here we note that V also can strongly depend on the degree of the damage. An interesting observation comes from damage recovery in TiO 2 ͑see Fig. 3͒ . We find that highly disordered region shown in the left upper corner of Fig. 3͑a͒ is due to primary U recoil, because the U atom stops not far from the bottom right corner of this region ͑recall that direction of the primary U recoil is from top left to bottom right͒. The damage in this region does not recover, resulting in the permanent damaged structure shown in Fig. 3͑b͒ . At the same time, during cascade development, the primary U recoil transfers large amount of energy to several lighter secondary Ti and O recoils. We find that these secondary recoils create the damage in other parts of the structure ͓see, for example, the lower part of the structure in Fig. 3͑a͔͒ . This damage is different from the U-created damage in one important respect, that the density of displaced atoms in the regions is smaller than that created by the primary U recoil ͓see Fig. 3͑a͔͒ . In other words, the damage is more dilute in these regions, which can be understood since the scattering cross sections of Ti and O atoms are smaller than that of the heavy U atom, resulting in smaller damage density. As follows from Fig.  3͑b͒ , this dilute damage recovers after several ps. This clearly shows that activation barriers for damage recovery can strongly depend on the degree of structural damage.
This observation helps understand experimental results that T c is often higher if a material is irradiated by heavy ions, as compared to light ions. As we have seen, heavier ions produce denser cascades with higher activation barriers, and hence higher T c .
This result reiterates the important point we made in the previous section: in order to study the response of materials to displacive radiation, it is important to model the actual process of propagation of high-energy cascade and its recovery, because the activation barriers for damage recovery depend strongly on the actual structure of the damage.
III. TIME SCALES OF DAMAGE RECOVERY AND ELASTIC RELAXATION
Basing on Figs. 1-6 , we can begin to discuss the question of what are the important time scales of damage recovery at room temperature. From Figs. 1-6 we observe that this time scale is set by several ps. A detailed comparison shows no difference between the structures immediately after radiation cascades at about 5 ps and structures at 50 ps ͑see Figs. 1-6͒. To quantify this point, we study how the amount of damage changes with time. The amount of damage is often quantified using the number of displaced atoms N disp , defined as the number of atoms whose displacements exceed a certain distance. However, N disp does not discriminate between materials that establish coherence with crystalline lattice ͑i.e., show damage recovery͒ and materials that support permanent damage. We therefore calculate the number of atoms which are "defect" relative to the crystalline frame of reference. An atom is considered an "interstitial" if it is closer to any of the crystalline positions ͑provided by the initial crystalline reference frame͒ than distance d and if there is already an atom that is closer to that crystalline site than d. A "vacancy" is defined as a crystalline position ͑again provided by FIG. 7 . ͑Color online͒ Difference between the highly damaged structure of TiO 2 and crystalline atomic arrangement in MgO. The structures are shown after about 50 ps in the MD simulation. We show ͑a͒ the interface between the crystalline arrangement and heavily damaged structure in TiO 2 . The slice of the structure of approximately 3 nm thickness in direction perpendicular to the page is shown; ͑b͒ RDF calculated for TiO 2 crystal ͑bottom͒ and for the damaged structure ͑top͒; and ͑c͒ part of the damaged structure MgO, rich in point defects.
the initial crystalline reference frame͒ for which no atom exists that is closer to it than d. We calculate the number of defect atoms N def as the sum of interstitials and vacancies for d = 0.75 Å. To some extent, the definition of defect atoms arbitrary, however, it allows us to follow the dynamics of damage recovery. We plot N def in Fig. 8 , together with N disp . We observe that in materials with and without damage recovery, N def flattens out after about 5 ps, consistent the picture shown in Figs. 1-6 .
It is interesting to note that a large contribution to the peak at ϳ1 -2 ps in Fig. 8 is due to the atoms that create large elastic strain emanating from the radiation cascade into the crystalline lattice. These distortions can be observed in Figs. 1-6 . The atoms creating these distortions are located in the interface between the regions of high structural disorder and surrounding crystalline lattice, and have displacements large enough to qualify as defects in our defect search algorithm. However, their positions, although highly distorted, preserve periodic arrangement of the lattice, and the corresponding deformation is reversible. We illustrate this point with the snapshot from the simulation of TiO 2 at 1 ps, in which we only plot the atoms that are displaced more than 0.75 Å ͑see Fig. 9͒ . It is seen that highly damaged core of the cascade is surrounded by the displaced atoms which are arranged on the crystalline lattice. We note an interesting "ray"-shape pattern of atomic displacements that mostly run along the nearest Ti-O neighbor directions, projected on the plane. The elastic deformation due to these atoms does not contribute to the true structural disorder and is not associated with the process responsible for damage recovery. True structural damage is created in the core of the radiation cascade, and is characterized by high topological disorder ͑see It is interesting to observe further that the time scales of elastic relaxation ͑see Fig. 9 for the picture of elastic deformation around a radiation cascade͒ and of the recovery of the true structural damage are of the same order ͑see Fig. 8͒ The relationship between the two types of relaxation, reversible elastic deformation of the lattice around the radiation cascade ͑Fig. 9͒ and re-crystallization of the damage of high topological disorder ͑Fig. 7͒, can be the subject of future study.
As follows from Fig. 7 , materials with efficient damage recovery ͑e.g., MgO and Al 2 O 3 ͑2͒ ͒ can support point defects at longer ϳ50 ps simulation times. Using temperatureaccelerated MD method, it was found that migration and recombination of point defects in MgO can take place on a longer ms time scale. 3 Although these time scales are not accessible in the present simulations, we observe that remaining point defects constitute a very small part of the initially produced damage. Figures 1-6 suggest that it is stabilization or recovery of this damage, typically 5 -15 nm in size, which is behind the phenomenon of resistance to amorphization. We have seen that if this damage recovers, it does so on the time scale of several ps. Fig. 3 shows that the accompanying elastic deformation is reversible. Note an interesting "ray"-shape pattern of atomic displacements that mostly run along the nearest Ti-O neighbor directions, projected on the plane.
One can ask if a material that remains damaged on the MD time scales may show damage recovery as a result of slow diffusive-type processes. Although such a recovery cannot be ruled out completely, we suggest that for materials with large activation barriers the recovery is probably not significant. At a qualitative level, this is supported by the general observation that materials that are readily amorphizable in the experiment ͑like Si and Ge͒ are also readily amorphizable in the MD simulations, i.e., do not show significant damage recovery on the MD time scales. One can also propose a quantitative argument in this respect. In ͑readily amorphizable͒ silicate, ZrSiO 4 , MD simulations give the size of the damaged region produced by one event of about 4000-5000 atoms. 5, 20 This is very close to what is measured in the diffuse x-ray scattering 21 and NMR experiments 22 on amorphous metamict samples ͑damaged by natural irradiation͒ of geological age. This suggests that in readily amorphizable materials with large activation barriers ͑see below͒, damage recovery beyond the MD time scales is not significant at room temperature. To demonstrate this further, we have simulated the damaged structure of SiO 2 at higher 1000-K temperature for approximately 40 ps, and found no damage recovery, consistent with large activation barriers.
IV. RESISTANCE TO AMORPHIZATION BY RADIATION DAMAGE
A. The challenge
We now discuss what affects damage recovery in classical MD simulations. For a given radiation cascade, activation barriers are defined by material's structure and its empirical potential. The effect of the material's structure is that, other conditions being equal, a highly coordinated structure generally tends to recrystallize more efficiently than a lowcoordinated structure. 1 This idea dates back to the Phillips constraint theory of network glasses. 23 This theory assumes that in a solid with substantial covalent bonding, there exists the hierarchy of interatomic interactions, with short-range two-and three-body interactions considerably exceeding all other interactions. At temperature well below melting temperature, these interactions can be considered as mechanical constraints, in a sense that atomic motions obey the constraints of constant bond lengths and bond angles. Thus this picture maps interatomic interactions in a solid onto a mechanical network. A structure with the number of degrees of freedom equal to the number of constraints has the average coordination number of ͗r͘ = 2.4. The case when ͗r͘ exceeds 2.4, corresponds to a "frustrated covalent network," which tends to recrystallize. 23 For the present study, this theory implies that if the potential is fixed and hence emulates the same degree of covalency in all materials ͑see below͒, an overcoordinated structure leads to more efficient recrystallization. For example, stishovite would show more damage recovery relative to quartz, provided both materials are simulated using the same potential. However, all five materials in this study use different empirical potentials, so the discussion of the structural aspects of damage recovery is not straightforward.
Because potential is fitted to material's structure, the two are not independent. Both ͑dependent͒ structure and potential also define a number of other properties, like elasticity, which may also be thought to be relevant for damage recovery. 24 Hence it is generally not clear how to disentangle the combinations of MD input parameters and pinpoint a particular relevant feature that is ultimately responsible for damage recovery. The absence of accepted model of resistance to radiation damage has made this task even more difficult. As a result, it has remained a challenge to establish the link between the observed damage recovery ͑or its absence͒ to the input parameters of the MD simulation. Instead, a large part of previous MD simulations concentrated mostly on the structures and types of radiation-induced defects, their kinetics and diffusion, effects of cascade and defect overlap, threshold displacement energies, etc. 1 An interesting question, not explored before, is related to the fact that both experiments 1 and quantum-mechanical calculations 25 suggest that the nature of the chemical bond generally govern resistance to amorphization by radiation damage, as will be discussed in the next section. Classical MD simulations can simulate covalency explicitly by including three-body interactions in the force field. However, it is well known that the properties of materials with substantial covalency can also be reproduced very successfully with two-body interactions only, with SiO 2 and GeO 2 being common examples. 11, 12 In our simulations, no three-body forces are part of the force field for any of the materials we study: all interactions are two-body forces. Although two-body forces can account for increased covalency by reducing the values of atomic charges, an important feature of covalency, the three-body forces originating from the high-energy cost involved in the deformation of electronic density distribution from its equilibrium polyhedral symmetry, is not included in the pair-potential force field explicitly. Yet experiments and quantum-mechanical calculations show that covalent contribution to bonding is strong in SiO 2 and GeO 2 , somewhat decreased but still significant in TiO 2 , whereas Al 2 O 3 and MgO are regarded as highly ionic solids. 1 Hence it is interesting to ask how the picture of resistance in which the nature of the chemical bond is important can be reconciled with the results of this simulation, which reproduces experimental resistance correctly, but does not take bonding type into account explicitly. This point will be discussed in the next two sections.
B. Resistance to amorphization and the nature of the chemical bond
We have reviewed several factors affecting resistance to amorphization by radiation damage, 1 and discussed the important role played by the nature of chemical bond. 1, 25, 26 In this picture, higher covalency ͑ionicity͒ decreases ͑increases͒ resistance, through the increase ͑decrease͒ of activation barriers ͑it is implied here that a bond is "covalent" by a standard definition, 27 that there is strong directionality, as well as large value of electronic density between an atomic pair in a covalent case, as opposed to spherical symmetry and small value of electronic density between a pair in an "ionic" case͒.
If the chemical bond is covalent, an atomic pair lowers its energy through sharing electrons between two atoms, resulting in the binding energy as high as several eV. For damage recovery to take place, atomic rearrangements would involve breaking these stable electronic configurations ͑breaking short-range "covalent bonds"͒ with associated high energy cost. If, on the other hand, the chemical bond is ionic, atomic rearrangements can proceed without the change in the electronic state of the atoms. As result, activation barriers increase with covalency of bonding. To reflect this, atomic rearrangements in covalent material are often said to be hampered by "hooking" of directional bonds, whereas in ionic material, ions "roll" with less energy cost. 28 One can also discuss additional factors, related to the nature of the chemical bond, that affect resistance. A useful insight comes from the consideration of the potential energy landscape created by the short-range ͑covalent͒ and longrange ͑ionic͒ forces. The former results in the landscapes with many closely related minima, whereas the latter lead to landscapes with significantly fewer minima. 29 The damaged structure can stabilize in one of the many alternative minima in a material with dominating short-range covalent forces, whereas it is more likely to decay towards a crystalline minimum in a structure with dominating long-range electrostatic forces. Finally, in a material with high ionicity of bonding, the local recrystallization process is promoted by the need to compensate electrostatic charges, with an ion attracting oppositely charged neighbors and making the "defect" structures that consist of neighboring atoms of the same charge energetically unfavorable. This effect is absent in a covalent structure.
The review of experimental data of 116 materials shows a very good correlation between resistance and the nature of the chemical bond, with higher covalency and ionicity decreasing and increasing resistance, respectively. 1 This picture has recently been quantified by calculating the electronic structure of 36 materials. 25 This general trend includes the binary oxides in the present study. Indeed, experiments and quantum-mechanical calculations show that covalent contribution to bonding is strong in SiO 2 and GeO 2 , somewhat decreased but is still significant in TiO 2 , whereas Al 2 O 3 and MgO are regarded as highly ionic solids. 1 This decrease of covalency is consistent with increased resistance to amorphization of these materials in the same order. An interesting task now is to link this picture with the results of our classical MD simulations, which, as discussed above, do not take the nature of the chemical bond into account explicitly.
C. Resistance to amorphization in classical MD simulations:
Activation barriers and three-body correlations
Large difference of damage recovery, as illustrated by Figs. 1-6 , suggests that barriers to recrystallization V decrease substantially along the series SiO 2 , GeO 2 , TiO 2 , Al 2 O 3 ͑1͒, Al 2 O 3 ͑2͒, and MgO. Having the knowledge of damage structure and interatomic interactions, one can attempt to calculate activation barriers. This meets the challenge for current transition states algorithms to handle systems with tens of thousands of atoms ͑see Fig. 8͒ . Even if the distribution of activation barriers could be calculated for damaged structures shown in Figs. 1-6 , it still leaves the question of why activation barriers vary from one material to another. It is therefore interesting to ask if one can trace the difference of V to the difference in interatomic interactions.
As heat is dissipated from radiation cascade, the interactions at equilibrium come into play and affect damage recovery. We note that common to all materials in this study is O-O interaction, and we find that damage recovery correlates with the steepness of O-O short-range interaction F = ͉ , and MgO, respectively. It is seen that F decreases more than an order of magnitude as damage recovery progressively increases in these oxides in the same order ͑see Figs. 1-6͒ . We note that, although slightly, O-O distances vary along the series of oxides, which on its own might result in the decrease of F along the series of materials. However, we find that even if the same O-O distance is used to calculate F, the consistent decrease F is still observed in the same order, i.e., this trend reflects the difference in the steepness of the potential, as opposed to mere variation of nearest-neighbor O-O distances. We also note that in calculating F, we assumed that on average, the nearest-neighbor distance between O atoms in the cooling melt is the same as the corresponding distance in the crystal. This is equivalent to the existence of the same short-range order in a crystal and its melt.
We can discuss two aspects of relevance of F. First, F is related to the activation barrier for damage recovery. Generally, flat interatomic interactions give small activation barriers, hence the activation barriers should increase with the steepness of potential energy along the recovery path. This steepness has contributions from the steepnesses of Buckingham and Coulomb energy, ␦ b and ␦ c . Other conditions being equal ͑which may not always be the case, as will be discussed below͒, ␦ b increases with F. Hence differences in F are reflected in the differences in total steepness of potential energy, provided that ␦ c is not large enough to dilute the differences in ␦ b . To show that this may not be the case, we calculate ␦ b and ␦ c as absolute values of the difference of Buckingham and Coulomb energy, respectively, of a small 1440-atom system due to a displacement of an O atom of 0.3 and 0.5 Å, averaged over 20 random directions. We find that for five materials studied here, ␦ c / ␦ b is about 0. Network-forming ability offers another way to discuss the correlation of F with resistance to amorphization. We have proposed 1, 26 that a material is amorphizable by radiation damage if it can form disordered networks. The essential element of a network is the three-body force, and plays an important role in the formation of covalent glasses. 23 Recall that no three-body interaction is part of the force field of any materials in this study; however, three-body correlation can be estimated from the two-body forces by calculating the restoring force for distortion of the O-A-O angle. This restoring force is proportional to F, hence smaller F is related to smaller network-forming ability, consistent with increased damage recovery seen in Figs. 1-6 . As in the case of activation barriers, this allows us to draw the parallel with the quantum-mechanical picture of damage recovery: in the quantum-mechanical picture, smaller F is related to smaller three-body interactions involved in distortion of interpolyhedral angles that define the symmetry of electronic density distribution. In classical MD simulations, smaller F gives smaller three-body O-A-O correlations and reduced networkforming ability.
On the basis of this discussion, one can ask a more general question of how covalency is modeled in MD simulations which use very common pair potentials, without threebody forces present. As discussed above, pair potentials on their own do not explicitly discriminate between a covalent and an ionic material. On the basis of the observed correlation of damage recovery with F, we suggest that such a discrimination can be implicit, in that an empirical force field of a covalent material, through larger F, results in a higher activation barrier as compared to an ionic one, and promotes network-forming ability through increased three-body correlations.
V. CONCLUSIONS
In summary, we find that MD simulations with empirical potentials generally reproduce experimental results of resistance to amorphization by radiation damage. This may enable one to use these simulations to predict experimental results. We have discussed the difference between the damaged structures along the series of several simple oxides. We have observed that ͑i͒ point defects can be fair representation of the damage in some materials, whereas this picture clearly fails for other materials that can support highly damaged structures, and ͑ii͒ the degree of structural damage can profoundly affect activation barriers for damage recovery. For these two reasons, we suggested that in order to study the response of materials to displacive radiation, it is important to model the actual process of propagation of high-energy cascade and its recovery.
We have observed that the phenomenon of resistance to amorphization mainly originates on the time scale of several ps, during which most of the damage recovers in resistant materials. On this time scale, we have observed two distinct relaxation processes, reversible elastic deformation around the radiation cascade, and recovery of the in-cascade damage of high topological disorder. Finally, we have found that damage recovery correlates with the steepness of interatomic interactions that affect activation barriers and three-body correlations, and discussed how these results can be related to the picture in which damage recovery is governed by the nature of the chemical bond.
