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Nanoscale machines are strongly influenced by thermal fluctuations, contrary to their macro-
scopic counterparts. As a consequence, even the efficiency of such microscopic machines becomes a
fluctuating random variable. Using geometric properties and the fluctuation theorem for the total
entropy production, a “universal theory of efficiency fluctuations” at long times, for machines with
a finite state space, was developed in [Verley et al., Nat. Commun. 5, 4721 (2014); Phys. Rev. E 90,
052145 (2014)]. We extend this theory to machines with an arbitrary state space. Thereby, we work
out more detailed prerequisites for the “universal features” and explain under which circumstances
deviations can occur. We also illustrate our findings with exact results for two non-trivial models
of colloidal engines.
Understanding the functioning of machines on the
micro- or nanoscale is of great interest because of their
role in biological systems and their numerous techno-
logical applications [1–7]. Their small size makes this
task a challenge since thermal fluctuations strongly af-
fect their operation. As a result, average values are no
longer sufficiently informative, and fluctuations in heat,
work, efficiency etc. must be taken into account. Stochas-
tic thermodynamics [8] provides a convenient framework
for analyzing such systems by extending the notions of
classical (ensemble-based) thermodynamics to individual
realizations of a given process.
Consider first a macroscopic heat engine operating
cyclically between two reservoirs at different tempera-
tures T1 > T2 and performing work against an external
load force. If Q1 and Q2 denote the average heat ex-
changed with the two reservoirs and −W the (average)
performed work, the Second Law implies that the effi-
ciency,
η = −W/Q1 , (1)
is universally bounded from above by the reversible or
Carnot efficiency ηC = 1− T2/T1.
The efficiency η plays an equally pivotal role for mi-
croscopic machines; however, in these systems, due to
thermal fluctuations, the value obtained in individual re-
alizations can deviate significantly from the average be-
havior. We hence need to consider a distribution of ef-
ficiency values. Recently, in two seminal papers [9, 10],
Verley, Willaert, Van den Broeck, and Esposito (VWVE)
developed a “universal theory of efficiency fluctuations”
for machines with a finite state space. By characteriz-
ing the long-time behavior of the efficiency fluctuations
in terms of their large-deviation function J(η) (see below
for more details), they found that the macroscopic effi-
ciency, defined as the ratio of average output and input
powers, is the most likely and, for machines operating in a
non-equilibrium steady state or under a time-symmetric
periodic protocol, the reversible Carnot efficiency is the
least likely one [11]. The VWVE theory has since been
verified in numerous model systems with finite [12–19]
but also infinite [13, 19–21] state spaces.
Nevertheless, there are a few examples of infinite state
space systems at odds with the theory [22–25], in which
the rate function J(η) fails to be smooth and/or does not
exhibit a unique maximum at the reversible efficiency. A
clear understanding of why some systems with infinite
state space obey the “universal” theory while others do
not is lacking. In this Letter, we give detailed prereq-
uisites for when the features of the VWVE theory are
found and when they are violated. In doing so, we de-
velop an extended general theory of efficiency fluctua-
tions, unifying the VWVE theory with deviations ob-
served in specific models. Two examples of analytically
solvable machines [24, 26] serve as illustrations for our
general findings.
We start by briefly summarizing the approach taken
in the VWVE theory. For all systems, the total work
W and heat Q1 (as well as Q2) grow extensively with
increasing operational time τ . For microscopic systems
they also naturally fluctuate due to thermal noise, leading
to a distribution pτ (q1, w) for observing a heat absorption
rate q1 = Q1/τ (the input power) and an output power
−w = −W/τ with average values 〈q1〉 and 〈−w〉. Using
the theory of large deviations [27], we can quantify the
asymptotic decay of the probability pτ (q1, w) towards the
delta-distribution peaked at 〈q1〉 and 〈w〉 by the large
deviation or rate function I(q1, w),
pτ (q1, w) ∼ e−τ I(q1,w) (τ →∞) , (2)
where I(q1, w) ≥ 0 and I(〈q1〉, 〈w〉) = 0. Similarly, the
stochastic efficiency η = −w/q1 will tend towards the
macroscopic efficiency η¯ = 〈−w〉/〈q1〉. Again, we can
describe this approach in terms of a rate function J(η),
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Figure 1. Illustration of the relation (5) between φ(λQ, λW )
and J(η). Left: Contour plot of φ(λQ, λW ) showing its
convexity along with the lines λQ = ηλW (dashed) for the
macroscopic efficiency η¯ (black), reversible efficiency ηC (or-
ange) and an intermediate value (gray). The red curve
marks the minimizing λ˜(η) for all η. Right: The resulting
J(η) = −φ(λ˜Q(η), λ˜W (η)).
providing an asymptotic relation for the probability dis-
tribution pτ (η),
pτ (η) ∼ e−τJ(η) (τ →∞) . (3)
This J(η) can be extracted from the scaled cumulant
generating function (sCGF) of heat and work [9, 10],
φ(λQ, λW ) := lim
τ→∞
1
τ
ln
〈
e−λQQ1−λWW
〉
τ
, (4)
according to
J(η) = −min
λ
φ(ηλ, λ) . (5)
Here 〈· · · 〉τ denotes an average over the distribution
pτ (q1, w). Note that φ(λQ, λW ) is a convex function by
definition.
The relation (5) implies φ(0, 0) = 0 ≤ J(η) ≤ −φˆ,
where φˆ := minλQ,λW φ(λQ, λW ) is the global minimum
of φ. Moreover, it has the geometric interpretation, illus-
trated in Fig. 1: For fixed η, We obtain J(η) by minimiz-
ing φ(λQ, λW ) along the line λQ = ηλW and inverting
the sign. The set of all points λ˜(η) ≡ (λ˜Q(η), λ˜W (η))
where the minima are attained as a function of η de-
scribes a curve in the (λQ, λW )-plane (see Fig. 1) with
J(η) = −φ(λ˜Q(η), λ˜W (η)).
Exploiting this geometrical picture, the aforemen-
tioned “universal theory” by VWVE [9, 10] establishes
generic properties of J(η) that are independent of system-
specific details. As the main result they find that J(η) is
a smooth function with a unique minimum at the macro-
scopic efficiency η¯, such that J(η¯) = 0, and a unique
maximum at some finite efficiency ηˆ. For time-symmetric
driving protocols, this “least likely” efficiency ηˆ coincides
with the reversible efficiency ηC [11], see the example in
Fig. 1.
These results of the VWVE theory are based on a few
assumptions, most notably: (i) The detailed fluctuation
theorem [28] p(∆Stot)/p(−∆Stot) = exp(∆Stot) for the
total entropy production ∆Stot = −Q1/T1 − Q2/T2 +
∆Ssys (where ∆Ssys denotes the entropy change in the
system itself) is valid, (ii) φ(λQ, λW ) is a smooth function
of its arguments and the fluctuation theorem implies that
it has the symmetry property
φ(λQ, λW ) = φ(λ
∗
Q − λQ, λ∗W − λW ) (6)
with λ∗Q = ηC/T2 and λ
∗
W = 1/T2, and (iii) the minimum
of φ(λQ, λW ) is unique. The validity of (i) is by now well-
established [8, 28]. However, we will demonstrate that it
does not necessarily entail the validity of the symmetry
(6) for all (λQ, λW ) as in (ii). Further, we discuss the
case that assumption (iii) does not hold either.
While assumption (ii) appears plausible for systems
with finite state space, it has been observed in certain
models with infinite state space that the sCGF (4) can
have a restricted domain of convergence C0 [22, 24]. It
has also been noticed that the symmetry property (6)
need not necessarily hold [24, 29–33]. To clarify the rela-
tionship between a limited convergence domain and the
symmetry relation (6), we express the sCGF in terms
of the individual time-extensive and -intensive contribu-
tions to the total entropy production,
∆Stot =
ηC
T2
Q1 +
1
T2
W + ∆Sint . (7)
Here, the term ∆Sint = − 1T2 ∆E+∆Ssys collects the time-
intensive contributions to the total entropy production
that depend only on the initial and final states of the
system. ∆E denotes the change in internal energy, which
is, according to the First Law, ∆E = W +Q1 +Q2.
We first write down the moment-generating function
(MGF) for the combined probability distribution of the
individual contributions from (7),
Ψτ (λQ, λW , λS) :=
〈
e−λQQ1−λW W−λS ∆Sint
〉
τ
. (8)
The fluctuation theorem for the total entropy produc-
tion implies that Ψτ has the symmetry property [34, 35],
Ψτ (λQ, λW , λS) = Ψτ (λ
∗
Q − λQ, λ∗W − λW , 1− λS). This
symmetry is inherited by the three-dimensional sCGF
φ(λQ, λW , λS) := lim
τ→∞
1
τ
ln Ψτ (λQ, λW , λS) , (9)
so that
φ(λQ, λW , λS) = φ(λ
∗
Q − λQ, λ∗W − λW , 1− λS) . (10)
The sCGF (4) of heat and work alone is the restriction of
that “total” sCGF to the λS = 0 plane, i.e. φ(λQ, λW ) =
φ(λQ, λW , 0).
As a consequence of Eq. (10) we arrive at the central
observation that this restricted sCGF fulfills a “symme-
try” relation of the form φ(λQ, λW ) = φ(λQ, λW , 0) =
3Figure 2. Contour plots of a typical φ(λQ, λW , λS) for λS =
0, 1
2
, 1 along with the domain of convergence C and the do-
main of convergence C0 for φ at λS = 0. The functional form
of φ(λQ, λW , λS) is the same in all λS = const planes, but the
limited domain of convergence leads to cutoffs whose loca-
tion changes as a function of λS . The symmetry around the
point (λ∗Q/2, λ
∗
W /2, 1/2) is a consequence of the fluctuation
theorem.
φ(λ∗Q−λQ, λ∗W−λW , 1), instead of the relation (6). How-
ever, (6) could still be valid if φ(λQ, λW , λS) were inde-
pendent of λS . Indeed, the VWVE theory [9, 10] is re-
stricted to machines with a finite state space, in which
case both, the internal energy ∆E and the system en-
tropy ∆Ssys, are bounded by τ -independent constants,
implying that the λS dependence in (9) disappears in
the τ →∞ limit.
However, if fluctuations of the intensive entropy pro-
duction ∆Sint can become arbitrarily large, as is typically
the case for machines with infinite state space [24, 36–
41], we cannot argue that φ is independent of λS . In
this case, too, the λS contributions drop out in Eq. (9)
as τ →∞ wherever Ψτ (λQ, λW , λS) remains real and fi-
nite. However, in contrast to the finite state-space case,
the limited domain of convergence C of Ψτ will in gen-
eral depend on λS . As a consequence of the fluctuation
theorem symmetry obeyed by Ψτ , C is symmetric about
the point (λ∗Q/2, λ
∗
W /2, 1/2). Therefore, the restriction
of C to the λS = 1/2 plane satisfies a symmetry prop-
erty like (6), but the domain of convergence C0 of φ at
λS = 0 will in general not obey this symmetry, and hence
neither will φ(λQ, λW , 0). This situation is illustrated in
Fig. 2.
What are the consequences of the limited domain of
convergence C0 and its lack of symmetry for the large
deviation function J(η)? The answer depends on whether
the minimizing curve λ˜(η) is completely contained inside
C0 or whether it touches or hits the boundary of C0.
We illustrate this difference using the isothermal work-
to-work converter from Ref. [24], which exhibits both of
these cases depending on the amplitude ratio of work and
load forces. This machine consists of a Brownian particle
in contact with a single heat bath at temperature T and
two additional white-noise forces, interpreted as a load
and drive force, respectively. Identifying the work done
by the drive force with Q1 and the work done by the
load force with W , we can calculate the sCGF φ(λQ, λW )
exactly, and from that the curve λ˜(η) and rate function
J(η) (see [24] and the Supplemental Material [42] which
includes references [43, 44] for details).
In the first case, when λ˜(η) lies completely inside C0,
the existence of singular points for φ(λQ, λW ) is irrel-
evant, resulting in a J(η) that has exactly the proper-
ties and “universal shape” predicted by the VWVE the-
ory (see the top panels in Fig. 3). In particular, the
reversible efficiency ηC = 1 is still least likely, because
the global minimum φˆ of φ is still attained at the point
(λ∗Q/2, λ
∗
W /2) despite the “asymmetry” of C0. By con-
trast, in the second case, φ takes its minimal value on
the boundary of C0 (lower left panel in Fig. 3). The
minimizing curve λ˜(η) thus follows the boundary of C0
for some range of η values and becomes non-smooth at
the points where the path transitions from the interior to
the boundary and vice versa, leading to kinks in the first
derivative of J(η) (lower right panel in Fig. 3). We con-
clude that the appearance of cutoffs in φ(λQ, λW ) can
lead to discontinuities or “kinks” in J(η) or its deriva-
tives. In general (see also [42]), J(η) is a smooth function
of η if and only if φ(λQ, λW ) is smooth along the curve
λ˜(η). Note that in the second example of Fig. 3 (lower
panels), the least likely efficiency is still ηC, even though
φ(λQ, λW ) does not obey the symmetry (6). However,
this need not be the case in general since the minimal φ-
value need no longer be located on the line λQ = ηCλW .
Next, we investigate the situation when assump-
tion (iii) fails to hold and the global minimum of
φ(λQ, λW ) is not unique but rather degenerate [45], i.e.
there exist multiple points (λQ, λW ) in the set Rˆ :=
{(λQ, λW )|φ(λQ, λW ) = φˆ}. Due to the convexity of
φ(λQ, λW ), this set will be a connected region in the
(λQ, λW )-plane. Then J(η) assumes its maximal value
−φˆ for all η for which the line λQ = ηλW intersects the
region Rˆ, leading to a plateau of degenerate maxima.
Presumably, such a scenario could also occur in systems
with finite state space. The reversible efficiency ηC is
one of these maximizing efficiencies if and only if the line
λQ = ηCλW intersects the region Rˆ within the domain of
convergence C0 (see also [42]).
We illustrate this situation with the example of the
“Brownian gyrator” [26, 46]. This heat engine consists
of a colloidal particle in two dimensions, immersed in a
fluid environment and experiencing thermal fluctuations
of different intensity along two perpendicular directions
(temperatures T1 and T2, friction coefficients γ1 and γ2;
see [47, 48] for experimental realizations). The parti-
cle is trapped in a harmonic potential whose principal
axes with stiffnesses u1 and u2 are rotated by an angle
α with respect to the preferred axes of the heat baths.
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Figure 3. φ(λQ, λW ) (left) and J(η) (right) for the isother-
mal work-to-work converter from Ref. [24]. Exact results
are shown for two different parameter sets of the model
(see [24, 42] for details). Dashed black lines mark the cor-
responding macroscopic efficiencies η¯ (negative in this case),
dashed orange lines the reversible efficiency ηC = 1. Top
(model parameters θ = 1, α = 1/2): Since the cutoff does
not intersect the minimizing curve λ˜(η), the emerging shape
of the rate function J(η) still follows the predictions of the
VWVE theory: It is smooth and has a unique maximum at
the reversible efficiency ηC = 1. Bottom (θ = 4, α = 1/2):
The cutoff interferes with the minimizing curve λ˜(η) so that
the latter runs along the boundary of the domain of con-
vergence for η ∈ [ 1
2
, 7
2
] (purple, dashed lines) and the rate
function (right panel, blue curve) becomes distorted from the
shape that would be obtained without cutoffs (dotted, gray
curve). In particular, it develops kinks that become visible in
its first derivative. One of these is displayed in the inset of
the bottom-right panel.
As a consequence, the particle experiences a net torque
letting it rotate around the origin on average [26]. Ap-
plying a linear “load torque” with slope fext, the system
operates as a stationary, heat engine [46] (see also [42] for
details). The resulting sCGF φ(λQ, λW ) and rate func-
tion J(η) can be computed exactly using path-integral
techniques [49, 50] ( see also [42], which includes refer-
ences [51–54] ) and are shown for two different config-
urations in Fig. 4. In this system, the degenerate min-
imum of φ(λQ, λW ) results from φ(λQ, λW ) becoming a
function of only λQ − η¯λW within the domain of conver-
gence C0 due to tight coupling between work and heat
[14]. The iso-contours of φ, one of them being the set
Rˆ, are therefore parallel lines with slope 1/η¯ (see left
panels of Fig. 4). The resulting plateaus for J(η) are
visible in the right panels. For the configuration in the
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Figure 4. φ(λQ, λW ) (left) and J(η) (right) for two configura-
tions of the Brownian gyrator. Dashed black lines mark the
macroscopic efficiency η¯, dashed orange lines the reversible
efficiency ηC. The minimizing curve λ˜(η) is shown in red in
the left panels. The efficiencies at the edges of the plateau
region are marked by dotted blue lines in the right panels.
Top: u1 = 5, u2 = 1, α = pi/4, fext = −1/2, kBT1 = 1,
kBT2 = 1/3. Bottom: u1 = 4, u2 = 2, α = pi/4, fext = −1/2,
kBT1 = 2, kBT2 = 1/10. In all plots, γ1 = γ2 = 1. In this
case, the kinks occur in J(η) itself.
top panels, the region Rˆ intersects the λQ-axis, so that
the plateau of J(η) extends to ±∞. Moreover, in this
configuration the line λQ = ηCλW intersects Rˆ, so that
the Carnot efficiency lies at the edge of the plateau of
degenerate maxima of J(η). In contrast, for the second
configuration in the lower panels, Rˆ does not intersect the
λQ-axis and the plateau is restricted to a finite region of
η values. Furthermore, this plateau does not contain the
Carnot efficiency ηC. We note that in both cases J(η)
has kinks resulting from the minimizing curve λ˜(η) hit-
ting the boundary of the domain of convergence C0. A
similar efficiency distribution has also been obtained in
[22] for a closely related model.
In conclusion, we have extended the VWVE theory of
efficiency fluctuations by including three crucial insights:
First, the domain of convergence C0 of φ(λQ, λW ) de-
termines if the fluctuation theorem symmetry (6) holds
or not. The resulting cutoffs lead to a J(η) differing
from the VWVE theory, if and only if φ is non-smooth
along the curve λ˜(η). Since C0 depends on the boundary
terms, this opens up possibilities to fine-tune initial con-
ditions to change J(η) and, for example, minimize fluctu-
ations around the macroscopic efficiency. Secondly, φ can
have degenerate minima, typically leading to a plateau
5of maximal values for J(η).Finally, the symmetry (6) is
sufficient, but not necessary for the least likeliness of the
Carnot efficiency ηC. On the other hand, ηC is no longer
least likely in general. Our results are obtained from
generic features of the sCGF φ and incorporate as spe-
cial cases the VWVE theory as well as exceptions found
in specific models. Exact solutions for two non-trivial
models support our observations.
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SUPPLEMENTAL MATERIAL
This document provides further details of the calculations behind the results presented in the manuscript “Efficiency
fluctuations in microscopic machines”. In the first section, we further elaborate the relationship between properties
of the scaled cumulant generating function of heat and work φ(λQ, λW ) and properties of the efficiency rate function
J(η). In the second section, we summarize the essential findings (relevant for our analysis) of Ref. [24] about the
isothermal work-to-work converter used as an illustrative example in the main text. In the third section, we introduce
the Brownian gyrator model, which served as a second illustrative example in the main text, and present details on
the derivation of its scaled cumulant generating function of heat and work.
RELATION BETWEEN PROPERTIES OF φ(λQ, λW ) AND PROPERTIES OF J(η)
In this section, we formalize how certain prerequisites for the scaled cumulant generating function (sCGF) of heat
and work φ(λQ, λW ) lead to properties of the efficiency rate function J(η), namely, smoothness, the least likely
efficiency and plateaus.
Before we turn to the specific observations from the main text, we collect a few basic properties of the sCGF
φ(λQ, λW ). By definition (see Eq. (4) in the main text ), φ(λQ, λW ) is a convex function, notably meaning that the
sublevel sets
Ar :=
{
(λQ, λW ) ∈ R2 : φ(λQ, λW ) ≤ r
}
(11)
are convex. Moreover, it satisfies the normalization condition φ(0, 0) = 0. As J(η) is obtained from φ(λQ, λW ) by
7minimizing along lines λQ = ηλW through the origin and inverting the sign (see Eq. (5) in the main text), this
immediately implies J(η) ≥ 0. It also implies that the curve λ˜(η) is contained in the sublevel set A0.
Furthermore, for large deviation theory to be applicable to the problem at all, we need that the rate function
I(q1, w), defined via Eq. (2) from the main paper, is well-defined and, in particular, I(0, 0) has a finite value. This in
turn implies, according to the Ga¨rtner-Ellis theorem [27, 43, 44] I(q1, w) = maxλQ,λW [λQ q1 + λW w − φ(λQ, λW )],
that φ(λQ, λW ) is bounded from below, so that there is a value φˆ ∈ R with φ(λQ, λW ) ≥ φˆ for all λQ, λW . All these
properties will be taken for granted in the following.
Smoothness
As argued in the main text, J(η) is a smooth function of η if and only if φ(λQ, λW ) is smooth along the curve
λ˜(η). This follows immediately from the definition of J(η) = −minλ φ(ηλ, λ) [see also Eq. (5) from the main paper]
and from the definition of λ˜(η), implying J(η) = −φ(λ˜Q(η), λ˜W (η)). However, this criterion is not very “practical”
because it generally becomes quite complicated to determine the curve λ˜(η) in the presence of singular points for
φ(λQ, λW ). A more accessible (albeit weaker) characterization is as follows:
If the global minimum of φ(λQ, λW ) is unique and there exists an open region U ⊆ R2 with A0 ⊆ U such that
φ(λQ, λW ) is smooth in U and the Hessian matrix of φ(λQ, λW ) is positive definite in U , then J(η) is smooth.
This provides a sufficient (but not necessary) condition on φ(λQ, λW ) for J(η) to be smooth. To prove this, assume
that φ(λQ, λW ) is smooth in some open region U containing the sublevel set A0. Moreover, assume that the Hessian
matrix of φ(λQ, λW ) is positive definite on U , implying that the function is strictly convex on U . Smoothness means
that φ(λQ, λW ) is infinitely differentiable for all (λQ, λW ) ∈ U . For every η, denote by λ˜(η) ≡ (λ˜Q(η), λ˜W (η)) a point
with λ˜Q(η) = ηλ˜W (η) that minimizes Eq. (5), i.e. φ(λ˜Q(η), λ˜W (η)) = minλ φ(ηλ, λ). As observed above, J(η) ≥ 0 for
all η, so that λ˜(η) ∈ A0 ⊆ U . Obviously, J(η) = −φ(λ˜Q(η), λ˜W (η)), meaning that the function J(η) is determined
by the values of φ(λQ, λW ) on the curve η 7→ λ˜(η) with η ∈ R. It suffices to show that this mapping is smooth. The
smoothness of φ(λQ, λW ) in U then implies that J(η) = −φ(λ˜Q(η), λ˜W (η)) is smooth as well.
Smoothness and convexity of φ(λQ, λW ) imply that the line λQ = ηλW is tangent to the iso-contour φ(λQ, λW ) =
J(η) in the point λ˜(η). Due to smoothness, the φ(λQ, λW ) = r iso-contour is ∂Ar, the boundary of the sublevel set
Ar from Eq. (11). Since φ(λQ, λW ) is strictly convex, so are the sublevel sets Ar, and consequently the point λ˜(η) is
unique for all η. The fact that the line of efficiency η is tangent to an iso-contour of φ(λQ, λW ) in λ˜(η) means that
the ray vector (η, 1) of the line λQ = ηλW is orthogonal to the gradient of φ(λQ, λW ) in λ˜(η). Thus
η
∂φ
∂λQ
(λ˜Q(η), λ˜W (η)) +
∂φ
∂λW
(λ˜Q(η), λ˜W (η)) = 0 . (12)
This relation along with λ˜Q(η) = ηλ˜W (η) implicitly defines λ˜(η) as a function of η. More precisely, we consider the
function
f(η, λ) := η
∂φ
∂λQ
(ηλ, λ) +
∂φ
∂λW
(ηλ, λ) . (13)
Assume that we have a particular solution λ∗ of (12) for some given η∗, so that f(η∗, λ∗) = 0. Due to the assumed
positive definiteness of the Hessian matrix of φ(λQ, λW ), we have
∂f
∂λ
(η∗, λ∗) =
(
η∗ 1
) ∂2φ∂λ2Q (η∗, λ∗) ∂2φ∂λQ∂λW (η∗, λ∗)
∂2φ
∂λW ∂λQ
(η∗, λ∗) ∂
2φ
∂λ2Q
(η∗, λ∗)
(η∗
1
)
> 0 . (14)
By the implicit function theorem, there exists a function η 7→ λ˜(η) on an open interval I ⊆ R with η∗ ∈ I and
such that f(η, λ˜(η)) = 0 for all η ∈ I. Moreover, this function is of the same differentiability class as f(η, λ). Put
differently, the parameter function η 7→ λ˜(η) implicitly defined by Eq. (12) is well-defined and smooth in I. As this
holds everywhere in U , we conclude that λ˜(η) = (ηλ˜(η), λ˜(η)) and thus J(η) = −φ(λ˜Q(η), λ˜W (η)) is smooth.
Least likely efficiency
The “least likely” efficiency, i.e. the value ηˆ that maximizes J(η), is directly related to the global minimum of
φ(λQ, λW ). Indeed, if φ(λQ, λW ) assumes its minimal value at (λˆQ, λˆW ), then J(η) will become maximal for ηˆ =
8λˆQ/λˆW by Eq. (5). As observed in the main text and investigated in more detail in the next section of this
Supplemental Material, the global minimum of φ(λQ, λW ) need not be unique in general, so that J(η) can have a
degenerate maximum (“plateau”) as well. In any case, the reversible efficiency ηC maximizes J(η) if and only if the
global minimum of φ(λQ, λW ) lies on the line λQ = ηCλW .
As observed in Refs. [9, 10], the symmetry property Eq. (6) provides a sufficient (but not necessary) condition for
the least likeliness of the reversible efficiency ηC. Indeed, if Eq. (6) holds then the iso-contour lines of φ(λQ, λW )
are invariant under reflection through the point (λ∗Q/2, λ
∗
W /2). By convexity, φ(λQ, λW ) must therefore attain its
minimal value in the reflection point, so that φ(λ∗Q/2, λ
∗
W /2) = φˆ. Hence J(η) assumes the maximum possible value
for the line with slope ηˆ = λ∗Q/λ
∗
W = ηC.
Plateau
We have illustrated in the main text that there could be cases where the global maximum of J(η) is not unique,
meaning that there may be an entire “plateau region” where J(η) assumes its maximal value. As stated in the main
text,
The maximum of J(η) is unique if and only if all minimizing points (λQ, λW ) of φ lie on a line λQ = ηˆλW through
the origin with fixed slope ηˆ.
Below, we elaborate on this feature.
Let us first assume that there exist λ(1),λ(2) ∈ Aφˆ with λ(1) 6= λ(2) and λ(1)Q /λ(1)W 6= λ(2)Q /λ(2)W , so that the
minimizing points of φ(λQ, λW ) do not lie on a single line through the origin. (Recall that Aφˆ denotes the set of
all λ = (λQ, λW ) with φ(λQ, λW ) = φˆ, c.f. Eq. (11)). The latter condition ensures that the slopes η
(i) = λ
(i)
Q /λ
(i)
W
of the lines connecting the origin with λ(1) and λ(2), respectively, are different, meaning that η(1) 6= η(2). But since
both lines cut through the global minimum, it follows that J(η(1)) = J(η(2)) = −φˆ, establishing the degeneracy of
J(η). Moreover, by convexity of φ(λQ, λW ), all lines with slopes η between η
(1) and η(2) will also cross the global
minimum, so that all plateau efficiencies are connected. In other words, there cannot be two separate plateaus in
disjoint intervals of the extended(!) real line R ∪ {∞}. (However, the plateau may be connected through the point
η = ±∞, corresponding to the line λW = 0.) We remark that the emergence of plateaus need not necessarily be due
to “tight coupling” as in the Brownian gyrator example presented in the main text (Fig.4 ). The tight coupling case,
where φ(λQ, λW ) = φ(λQ − η¯λW ) is a special case exhibiting a degenerate global minimum.
To show the converse direction, assume that there is a unique ηˆ such that all points λˆ = (λˆQ, λˆW ) with φ(λˆQ, λˆW ) =
φˆ satisfy λˆQ/λˆW = ηˆ. Then all such points λˆ lie on the line λQ = ηˆλW , while for all η 6= ηˆ and all λ ∈ R, φ(ηλ, λ) > φˆ.
Hence J(η) has a unique maximum at ηˆ.
EXAMPLE 1: ISOTHERMAL WORK-TO-WORK CONVERTER ENGINE [24]
In this section, we provide details about the example of an isothermal work-to-work converter by briefly summarizing
the main results from Ref. [24] that are relevant for our purposes.
The model consists of a Brownian particle of mass m in a fluid environment at temperature T with instantaneous
velocity v(t). By the fluctuation-dissipation theorem, the coupling to the heat bath gives rise to a fluctuating force√
2kBTγγη(t) as well as a frictional force −γv(t), where γ is the friction coefficient and η(t) is a Gaussian white-noise
process with 〈η(t)〉 = 0 and 〈η(t)η(t′)〉 = δ(t− t′). In addition, the particle is subject to two more fluctuating forces
f1(t) and f2(t) with Gaussian white-noise statistics, independent of each other as well as of the thermal noise, i.e.
〈fi(t)fj(t′)〉 = δij f¯2i δ(t− t′) and 〈fi(t)η(t′)〉 = 0. The resulting equation of motion thus reads
mv˙(t) = −γv(t) + f1(t) + f2(t) +
√
2kBTγη(t) . (15)
The relative strength of the three fluctuating forces with respect to each other is parameterized by the positive
parameters θ and α such that f¯21 = 2kBTγθ and f¯
2
2 = 2kBTγθα
2. The force f1(t) and f2(t) are interpreted as a load
and drive force, respectively. The work done by them is given by
Wi =
1
T
∫ τ
0
dt fi(t) v(t) . (16)
9Figure 5. Sketch of the Brownian gyrator: A Brownian particle in two dimensions, sits in a potential U (gray) and experiences
an additional vortex force fext (green). It dissipates energy into a (fluid) medium via friction and is also subject to thermally
fluctuating forces from collisions with the fluid molecules. The medium itself is in contact with two orthogonally irradiating
reservoirs at temperatures T1 (red) and T2 (blue), leading to different fluctuation intensities in the two coordinate directions.
Translated to the setting in the main text, we thus identify W1 with W and W2 with Q1. The resulting moment-
generating function for W1 and W2 was found in Ref. [24] to satisfy the asymptotic relation
Ψτ (λ1, λ2) =
〈
e−λ1W1−λ2W2
〉
τ
∼ g(λ1, λ2) eτ µ(λ1,λ2) (τ →∞), (17)
where
µ(λ1, λ2) =
1
2
[1− ν(λ1, λ2)] , (18)
ν(λ1, λ2) =
[
1 + 4θ
{
λ1(1− λ1) + α2λ2(1− λ2)− α2θ(λ1 − λ2)2
}] 1
2 , (19)
g(λ1, λ2) =
√
2
√
−4α2θ2(λ1−λ2)2−4θ(α2(λ2−1)λ2+(λ1−1)λ1)+1√
−4α2θ2(λ1−λ2)2+4θ(α2(−(λ2−1))λ2−λ21+λ1)+1+2θ(−λ21(α2θ+θ+1)+α2(−λ2)(λ2(α2θ+θ+1)−1)+λ1)+1
. (20)
From this, the scaled cumulant generating function φ(λ1, λ2) ≡ φ(λQ, λW ) can be extracted straightforwardly.
EXAMPLE 2: BROWNIAN GYRATOR
In this section, we give a detailed definition of the Brownian gyrator model adapted from Ref. [26] and provide the
exact solution of its scaled cumulant generating function φ(λQ, λW ).
The model consists of a Brownian particle in two dimensions at position x = (x1 x2)
T , sketched in Fig. 5. The
particle is immersed in a fluid environment and simultaneously coupled to two (effective) heat baths at different
temperatures T1 > T2 that only act in the x1 and x2 directions, respectively. For example, the colder temperature T2
may be the temperature of the surrounding fluid, while there are additional fluctuations in the x1 directions due to
external fields or an irradiating heat bath leading to a higher effective temperature T1 [26], see [47] for an experimental
realization or [48] for an equivalent electric circuit system.
By the fluctuation-dissipation theorem, the coupling to the environments leads, in both directions, to fluctuating
forces
√
2kBTiγiηi(t) on the one hand and frictional forces −γix˙i on the other hand, where γi are the respective friction
coefficients and ξi(t) are independent Gaussian white-noise processes with 〈ηi(t)〉 = 0 and 〈ηi(t) ηj(t′)〉 = δij δ(t− t′).
The particle is confined by a parabolic potential U(x) with stiffnesses u1 and u2 along its principal axes, which are
tilted by an angle α with respect to the coordinate axes:
U(x) =
1
2
xT RTα u Rα x, Rα =
(
cosα − sinα
sinα cosα
)
, u =
(
u1 0
0 u2
)
. (21)
Due to the asymmetry of the thermal and restoring forces (for T1 6= T2, u1 6= u2, and α 6= pin/4, n ∈ Z), the particle
reaches a non-equilibrium steady state and rotates around the origin on average [26]. It thereby exerts a torque on
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the environment and can thus work as a microscopic heat engine. To quantify the work done, we generalize the model
studied in [26] by introducing an additional external force (see also [46])
fext(x) = −fext x, where  =
(
0 1
−1 0
)
(22)
is the two dimensional antisymmetric tensor. In the overdamped limit the dynamics of the Brownian Gyrator is then
described by the equations of motion
x˙(t) = −A x(t) + B η(t), (23)
where
A =
(
K11
γ1
K12
γ1
K21
γ2
K22
γ2
)
, K = RTα u Rα + fext , B =
 √ 2kBT1γ1 0
0
√
2kBT2
γ2
 . (24)
For the range of parameter values where the matrix A is positive definite, the system reaches a steady state with
probability distribution [47]
pst(x) =
1
2pi
√
det Σ(∞) exp(−
1
2
x Σ−1(∞) x), (25)
where Σ(∞) is obtained as a solution of
AΣ(∞) + Σ(∞)AT = 2D, D = 1
2
BBT . (26)
The work done by the external load force fext as well as the heat taken from the hot reservoir over a process of time
duration τ can be obtained using the standard definitions of stochastic thermodynamics as
W [x(·)] =
∑
i,j
∫ τ
0
YWij xj dxi, Q1[x(·)] =
∑
i,j
∫ τ
0
Y Q1ij xj dxi (27)
with
YW = −fext , YQ1 =
(
K11 K12
0 0
)
. (28)
In Fig. 6, we display the resulting average input and output powers 〈q1〉, 〈q2〉, and 〈w〉 as a function of the load
amplitude fext for a certain choice of parameters. It illustrates that the system indeed works as a heat engine for
moderate loads with fext = −1 . . . 0.
Now using the path integral formalism, the moment generating function (MGF) of Q1 and W at arbitrary times
can be obtained as
Ψτ (λQ, λW ) =
〈
e−λQQ1−λWW
〉
τ
=
∫
dx0 pst(x0)
∫
dxτ
∫ xτ
x0
Dx[(·)]P [x(·)]e−λQQ1[x(·)]−λWW [x(·)] , (29)
where
P [x(·)] ∝ exp
(
−
∫ τ
0
dt ( x˙(t) + Ax(t) )
T 1
2D
( x˙(t) + Ax(t) )
)
(30)
denotes the Onsager-Machlup path weight [51–53]. Since all the terms in the exponent of the RHS of Eq. (29) are
quadratic in x1, x2 and their derivatives, we can write this as [49]〈
e−λQQ1[x(·)]−λWW [x(·)]
〉
=
∫
dx0
∫
dxτ
∫ xτ
x0
Dx[(·)] exp
( ∫ τ
0
x(t) OˆλQ,λW x(t) + Boundary terms
)
(31)
=
√√√√ det Oˆ0,0
det OˆλQ,λW
. (32)
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Figure 6. Average power supplied from the two reservoirs (〈q1〉 orange, 〈q2〉 blue) and by the external load force (〈w〉 green).
The solid lines correspond to the analytical solution. In the units chosen, the system reaches a steady state in the parameter
range fext = −2 to 2. Further, it acts as a heat pump (refrigerator, 〈q2〉 > 0, 〈q1〉 < 0 and 〈w〉 > 0) between fext = −2 to − 1
and as a heat engine (〈q2〉 < 0, 〈q1〉 > 0 and 〈w〉 < 0) between fext = −1 to 0. Beyond this point, we observe a trivial heat
transfer from the hot to the cold reservoir. For values of fext outside fext = −2 to 2, the external work trivially heats both the
hot and cold reservoirs, operating as a dud engine. The range of fext = −2 to 0.1 that is marked red corresponds to the case
when the efficiency rate function J(η) has an infinite plateau as in the top panel of Fig. 4 from the main text. In the range
of fext = 0.1 to 1, J(η) has a finite plateau as in the lower panels of Fig. 4 from the main text. Parameter values: kBT1 = 1,
kBT2 = 1/3, u1 = 5, u2 = 1, α = pi/4, γ1 = γ2 = 1.
Here the operator Oˆ is a matrix with differential operators as its entries [54], and the determinants that appear in
Eq. (32) are functional determinants. For our problem, it can be shown that the matrix Oˆ has the form
Oˆ =
[
−a d2dt2 + b, c ddt + d
−c ddt + d −e d
2
dt2 + f
]
, (33)
where
a =
1
4D11
,
b =
1
2
(
A211
2D11
+
A221
2D22
)
,
c =
1
2
(
− A12
2D11
+
A21
2D22
)
− λQA12
2
+ λW fext,
d =
1
2
A11A12
2D11
+
1
2
A21A22
2D22
,
e =
1
4D22
,
f =
1
2
(
A212
2D11
+
A222
2D22
)
.
(34)
Then the determinant ratio that appears in Eq. (32) can be computed using a technique described in [54] and recently
used in [49], which is based on the spectral-ζ functions of Sturm-Liouville type operators. Applying this method to
the model at hand, it can be shown that this ratio can be obtained in terms of a characteristic polynomial function
F as 〈
e−λQQ1[x(·)]−λWW [x(·)]
〉
τ
=
√
F (0, 0)
F (λQ, λW )
, F (λQ, λW ) ≡ Det [M +NH(τ)] . (35)
Here H is the matrix of independent and suitably normalized fundamental solutions x1(t), . . . ,x4(t) of the homoge-
neous equation Oˆ x = 0,
H(t) =

x11(t) x
2
1(t) x
3
1(t) x
4
1(t)
x12(t) x
2
2(t) x
3
2(t) x
4
2(t)
x˙11(t) x˙
2
1(t) x˙
3
1(t) x˙
4
1(t)
x˙12(t) x˙
2
2(t) x˙
3
2(t) x˙
4
2(t)
 , H(0) = I4, (36)
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and M and N contain information about the boundary conditions from Eq. (31), for which we require
M
[
x(0)
x˙(0)
]
= 0, N
[
x(τ)
x˙(τ)
]
= 0. (37)
A derivation of Eq. (35), applicable to a class of driven Langevin systems with quadratic actions, is given in [49]. We
stress that the expression given in Eq. (35) is valid within the domain CλQ, λW for which the operator Oˆ doesn’t have
negative eigenvalues. The MGF is not convergent outside this domain.
For the Brownian gyrator problem, we obtain the four independent solutions as
xi1(t) = exp( ± t
√
±
√
a2f2−2abef−2ac2f+4ad2e+b2e2−2bc2e+c4
ae +
b
a − c
2
ae +
f
e√
2
), (38)
xi2(t) =
xi1(t)
(− (c2d− a d f))+ c (a f − c2)xi ′1 (t)− a c e xi ′′′1 (t)− a d e xi ′′1 (t)(t)
bc2 − ad2 . (39)
The matrices M and N are given by
M =

− 2D11λQA11+A11−2D11Σ114D11 −
2D11λQA12+A12−2D11fextλW−2D11Σ12
4D11
− 14D11 0
−A21−2D22(Σ21−fextλW )4D22 −A22−2D22Σ224D22 0 − 14D22
0 0 0 0
0 0 0 0
 , (40)
N =

0 0 0 0
0 0 0 0
2D11λQA11+A11
4D11
2D11λQA12+A12−2D11fextλW
4D11
1
4D11
0
A21+2D22fextλW
4D22
A22
4D22
0 14D22
. (41)
Using these, the MGF can be computed exactly using Eq. (35). Notice that the solution is valid for arbitrary time τ .
Various interesting finite time aspects of this solution will be discussed in a future publication. Here we focus on the
large time limit, where the leading order form of the MGF is given by
Ψτ (λQ, λW ) ∼ g(λQ, λW ) eτ φ(λQ,λW ). (42)
Using the exact solution obtained from Eq. (35), the large time functional form given above can be obtained by
performing an asymptotic expansion using Mathematica. We provide here the exact functional forms for the completion
of the discussion:
φ(λQ, λW ) =
1
8
√
D222
(
16D211
(
2ae
√
bf−d2
ae +af+be
)
−A212
)
+2A12A21D11D22−A221D211
aD211D
2
22e
−
√
−
(
−A12D11−2A12λQ+
A21
D22
+4fextλW
)2
64ae +
1
4
√
4bf
ae − 4d
2
ae +
b
4a +
f
4e . (43)
In terms of the function Γ(λQ, λW ) defined as
Γ(λQ, λW ) =
−ae
32ae2(ad2−bc2)
√
bf−d2
ae
(
2
(
a
(
2e
√
bf−d2
ae +f
)
+be−c2
))[√−−2ae√ bf−d2ae −af−be+c2ae (4e(a(cms√ bf−d2ae + d(os√ bf−d2ae + lm− np))+ co(bl − dp)))+
4
(
b
(
c
(
e
(
os
√
bf−d2
ae + lm− np
)
+ fos
)
+ c2ns+ delo
)
+ c2(−e)op
√
bf−d2
ae + a
(
ce(lm− np)
√
bf−d2
ae + d
(
e(lo+ms)
√
bf−d2
ae − dns+ fms
))
− c2dms− cd2os− d2eop
)]
[√
a
(
2e
√
bf−d2
ae +f
)
+be−c2
ae
(
−4e
(
a
(
ciy
√
bf−d2
ae + d
(
vy
√
bf−d2
ae + ix− uw
))
+ cv(bx− dw)
))
+
4
(
b
(
c
(
e
(
vy
√
bf−d2
ae + ix− uw
)
+ fvy
)
+ c2uy + devx
)
+ c2(−e)vw
√
bf−d2
ae + a
(
ce(ix− uw)
√
bf−d2
ae + d
(
e(iy + vx)
√
bf−d2
ae − duy + fiy
))
− c2diy − cd2vy − d2evw
)]
,
where
(
m n o
p l s
)
=
(
N31 N32 N33
N41 N42 N44
)
,
(
i u v
w x y
)
=
(
M11 M12 M13
M21 M22 M24
)
,
(44)
we obtain
g(λQ, λW ) =
√
Γ(0,0)
Γ(λQ,λW )
. (45)
