In this paper, we characterize the set of static-state feedbacks that stabilize a given continuous linear-time invariant system pair using dissipative Hamiltonian matrices. This characterization results in a parametrization of feedbacks in terms of skew-symmetric and symmetric positive semidefinite matrices, and leads to a semidefinite program that computes a static-state stabilizing feedback. This characterization also allows us to propose an algorithm that computes minimal-norm static feedbacks. The theoretical results extend to the static-output feedback (SOF) problem, and we also propose an algorithm to tackle this problem. We illustrate the effectiveness of our algorithm compared to state-of-the-art methods for the SOF problem on numerous numerical examples from the COMPLeIB library.
eigenvalue spectrum of a matrix X is denoted by Λ(X). For a given matrix triplet (A, B, C), where A ∈ R n,n , B ∈ R n,m and C ∈ R p,n , we define K(A, B, C) := {K ∈ R m,p | A − BKC is stable} . 
Preliminaries
In this section, we present results from the literature that will be useful in the following sections.
Let us first recall the definition of a DH matrix: A matrix A ∈ R n,n is said to be a DH matrix if A = (J − R)Q for some J, R, Q ∈ R n,n such that J T = −J, R 0 and Q ≻ 0. The set of stable matrices is characterized as the set of DH matrices in the following.
Theorem 1. [11, Lemma 2]
Let A ∈ R n,n . Then A is stable if and only if A is a DH matrix.
For DH matrices, we can easily derive the following lemma for which we provide the proof which will be useful later on.
Lemma 1. [10, Lemma 3] DH matrices are invariant under orthogonal transformations.
Proof. Let A be a DH matrix, that is, A = (J − R)Q for some J T = −J, R 0, and Q ≻ 0. Let U be orthogonal, that is, U T U = I n = U U T . Then U T AU = U T (J − R)QU = (U T JU − U T RU )U T QU is a DH matrix since (U T JU ) T = −U T JU , U T RU 0, and U T QU ≻ 0.
The following lemma will be used to parametrize the set of all feedbacks that stabilize a system pair (A, B) in Section 3 and system triplet (A, B, C) in Section 4.
Lemma 2. [26, Lemma 1.3]
Let A ∈ C p,m , B ∈ C n,q , C ∈ C p,q , and Υ = E ∈ C m,n AEB = C .
Then Υ = ∅ if and only if A, B, C satisfy AA † CB † B = C. If the latter condition is satisfied then
and min
The following well-known lemma gives an equivalent characterization for a positive semidefinite matrix; it will be used in establishing new conditions for the existence of stabilizing feedbacks.
Lemma 3.
[1] Let the integer s be such that 0 < s < n, and R = R T ∈ R n,n be partitioned as 
DH characterization of static-state stabilizing feedbacks
Let us denote the set of triplets (J, R, Q) that form a DH matrix as follows
For a triplet (J, R, Q) ∈ (R n,n ) 3 , let us also define g(J, R, Q) := B † (A − (J − R)Q).
Using Lemma 2, we have the following characterization of the set K R (A, B) in terms of triplets (J, R, Q) ∈ DH n ≻ .
Theorem 2. Let A ∈ R n,n and B ∈ R n,m . Then, Proof. Let us first show that K R (A, B) = ∅ if and only if there exists (J, R, Q) ∈ DH n ≻ such that
This implies that A − BK is a DH matrix and thus stable, hence K ∈ K R (A, B).
To show (3.3), let K be a matrix of the form g(J, R, Q)
Proof. This follows immediately from Lemma 2 and Theorem 2.
The following theorem gives an alternative way to check the existence of a stabilizing feedback. It can be useful in numerical methods as it reduces the number of variables depending on the rank of B; see also Remark 2.
Theorem 3. Let A ∈ R n,n and B ∈ R n,m . Let U be an orthogonal matrix such that
A 21Â22 , whereÂ 11 ∈ R k,k and
, and
Proof. First suppose that K R (A, B) = ∅, and let K ∈ K R (A, B). Then from Theorem 2 there exists (J, R, Q) ∈ DH n ≻ such that
Multiplying (3.7) by U T from the left and by U from the right, by using the fact that U T U = I n , and by settinĝ
we have that
This implies that
Note thatQ ≻ 0 andĴ T 22 = −Ĵ 22 , because U is orthogonal and (J, R, Q) ∈ DH n ≻ . Also from Lemma 3 R 22 0 and null(R 22 ) ⊆ null(R T 21 ), sinceR 0. This proves the "if" part. Conversely, suppose that (3.6) holds. LetR 11 ,Ĵ 11 ∈ R k,k be chosen such thatĴ T 11 = −Ĵ 11 and
. Observe thatĴ T = −Ĵ,R 0 (Lemma 3) and
Multiplying (3.8) by U from the left and by U T from the right, and by using the fact that U T U = I n , we get
Thus from Theorem 2,
This implies from Lemma 1 that A − BK is a DH matrix and thus K ∈ K R (A, B).
It is well known that if the system pair (A, B) is controllable, then K R (A, B) = ∅; see [29] . In the following, we obtain a different sufficient condition for the existence of a stabilizing feedback for pair (A, B) which is a corollary of Theorem 3.
Corollary 2. Let A ∈ R n,n and B ∈ R n,m . Let U be an orthogonal matrix such that
Proof. SinceÂ 22 is stable, from Theorem 1 there exist (
,
Proceeding as in Theorem 3, we have that (I n − BB † )(A − (J − R)Q) = 0, and the matrix
Note that the converse of the above corollary does not hold. In the following theorem, we summarize the various necessary and sufficient conditions for the existence of a static stabilizing feedback for a given system pair (A, B). Theorem 4. Let A ∈ R n,n and B ∈ R n,m . Then the following are equivalent.
This follows immediately from the relationship between the two sets W R (A, B) and
3) ⇒ 2) and 4) ⇒ 1) follow trivially, and 2) ⇒ 3) and 1) ⇒ 4) follow from Theorem 1.
2) ⇔ 5): This follows from Theorem 2.
2) ⇔ 6): This follows from Theorem 3.
DH characterization of static-output stabilizing feedbacks
We first state a result similar to Theorem 2 that characterizes the set of SOFs in terms of DH matrices. For this, let (J, R, Q) ∈ (R n,n ) 3 and define
Proof. The proof is similar to Theorem 2.
A corollary similar to Corollary 1 is given in the following.
It is easy to see that if the matrix triplet (A, B, C) is stabilizable, then the pairs (A, B) and (A, C) are necessarily stabilizable. Indeed, if K ∈ K(A, B, C), then KC ∈ K R (A, B) and BK ∈ K L (A, C). In general, however, stabilization of (A, B) and (A, C) do not guarantee the stabilization of (A, B, C). To ensure this, there must exist
In the following, we give a different sufficient condition for the stabilizability of (A, B, C) in terms of DH matrices; if the stabilizability of (A, B) and (A, C) is determined simultaneously by the same stable matrix, that is, if there exists a Y ∈ K R (A, B) and a Z ∈ K L (A, C) such that A − BY = A − ZC, then (A, B, C) is stabilizable. Theorem 6. Let (A, B, C) be a given system triplet. Then (A, B, C) is stabilizable if and only if there exists a (J, R, Q) ∈ DH n ≻ such that
If the later conditions are satisfied, then for all SOFs related to such (J, R, Q) we have
Proof. It is easy to check that for a given (J,
Hence as an application of Lemma 2, (J, R, Q) satisfies (4.4). Further, (4.5) follows immediately by using the fact that BB † B = B and CC † C = C.
Computing stabilizing feedback matrices
In this section, we exploit the results obtained in the previous sections and present a new framework based on DH matrices to attack the SSF and SOF problems.
Stabilization of a system pair (A, B)
In this section, we focus on stabilizing a system pair (A, B), that is, finding K such that A − BK is stable. We propose Algorithm 1 which consists in two mains steps described in the next subsections: first finding a feasible solution and then improving this solution.
Feasibility problem
A necessary and sufficient condition was obtained in Theorem 2 for the feasibility of the static feedback problem in terms of DH matrices: K R (A, B) = ∅ if and only if there exists (J, R, Q) ∈ DH n ≻ such that (I n − BB † )(A − (J − R)Q) = 0. Trying to find a feasible solution of the latter equation can be done by considering the following optimization problem
and checking whether µ = 0, that is, K R (A, B) = ∅ if and only if µ = 0. Since Q is positive definite, we have that
Let P = Q −1 , and definẽ
We have that µ = 0 if and only ifμ = 0. Note that there is a scaling degree of freedom between (J, R) and P since (αJ, αR) and P/α for any α > 0 leads to an equivalent solution. Hence, we may assume P ≻ I n . Note also that the feasible set in (5.2) is neither open (due to constraint R 0) nor closed (due to constraint P ≻ 0) and replacing the feasible set in (5.2) by its closure does not change the value of the infimum in (5.2), hencẽ
Thus checking feasibility is equivalent to check that the value ofμ in (5.3) is zero or not. The problem (5.3) is convex. More precisely, it is a semidefinite program (SDP) which can be solved efficiently with dedicated solvers.
Remark 1.
Recall the classical result that for any controllable pair (A, B), there exists K such that A − BK is stable [29] . However, if (A, B) is not controllable, one cannot conclude that
Note that, as opposed to previous works in the literature [20] , no assumption was made on the pair (A, B) while obtaining our reformulation (5.3). Therefore (5.3) provides a general way to check the existence of static feedback and works even when (A, B) is not controllable.
Remark 2. Note that one can use Theorem 3 to obtain an equivalent optimization problem with less variables (depending on the rank of B). Defining
we have K R (A, B) = ∅ if and only if ν = 0. Note that ifR 22 ≻ 0, then the condition null(R 22 ) ⊆ null(R T 21 ) is always met. Therefore dropping this condition does not make any difference in our algorithm as the set of positive definite matrices is dense in the set of of positive semidefinite matrices. Therefore an equivalent reformulation of (5.3) is given by
such that P I n , J T 22 = −J 22 , R 22 0.
Optimization problem
Suppose that the SSF problem is feasible, that is, K R (A, B) = ∅, and we want to solve the minimization problem inf
In view of Theorem 2 and Corollary 1, we can equivalently write (5.4) as
In view of the formulation (5.5), a simple algorithm that can be used is a block coordinate descent (BCD) method: optimize alternatively over variables (J, R) for Q fixed, and Q for (J, R) fixed. In fact, the subproblems are SDPs hence can be solved efficiently. However, we have observed in practice that BCD seems to get stuck at saddle points; see Appendix A for numerical results. For this reason, we have developed another algorithm that is based on sequential semidefinite programming (SSDP). As before, let us denote P = Q −1 , and reformulate (5.5) as inf J,R,P ∈R n,n ,J T =−J,R 0,P ≻0,(In−BB † )(AP −(J−R))=0
Note that the feasible set is convex, with linear matrix inequalities (LMIs) and linear constraints.
Given an initial solution (J, R, P ), we look for (∆J, ∆R, ∆P ) such that (J + ∆J, R + ∆R, P + ∆P ) is a better solution than (J, R, P ). To do so, we linearize the term (A − (J + ∆J − (R + ∆R))(P + ∆P ) −1 ) by using (P + ∆P )
and removing the non-linear terms appearing in the product of the two components, that is, we use the following approximation:
This results in the following optimization problem inf ∆J,∆R,∆P ∈R n,n
Similar to a trust-region method, the value of ǫ is updated in the curse of the algorithm. As long as the error of (J + ∆J, R + ∆R, P + ∆P ) is larger than that of (J, R, P ), ǫ is decreased. For the next step, ǫ is increased to allow a larger trust-region radius.
Stabilization of a system triplet (A, B, C)
In this section, we focus on stabilizing a system triplet (A, B, C), that is, finding K such that A−BKC is stable. We propose Algorithm 2 which, as for Algorithm 1, consists in two mains steps described in the next subsections.
Feasibility problem
In view of Theorem 6, K(A, B, C) = ∅ if and only if there exists (J, R, Q) ∈ DH n ≻ such that
Finding a feasible solution can be done by considering the following optimization problem ρ := inf J,R,Q∈R n,n ,J T =−J,R 0,Q≻0
since K(A, B, C) = ∅ if and only if ρ = 0. Unlike (5.3), a change of variable as P = Q −1 in (5.8) will not result in a convex optimization problem due to the second term in (5.8). This was expected since
Algorithm 1 Stabilizing a system pair (A, B)
Input: The n-by-n matrix A, the n-by-m matrix B, choice of a norm, step-size bound 0 < ǫ ≪ 1. Output: An approximate solution K to min K K such that A − BK is stable. 1: % Initialization phase 2: Initialize ǫ = 1. 3: Initialize (J, R, P ) as the optimal solution to (5.3). 4: % Optimization phase 5: Define F (J, R, P ) = B † (A − (J − R)P −1 ) . 6: while some stopping criterion is met, or a maximum number of iterations is reached do
7:
Solve (5.7) to obtain (∆J, ∆R, ∆P ).
8:
while F (J + ∆J, R + ∆R, P + ∆P ) ≥ F (J, R, P ) and ǫ > ǫ do 9:
Reduce ǫ.
10:
11:
end while
12:
Set (J, R, P ) = (J + ∆J, R + ∆R, P + ∆P )
13:
Increase ǫ. 14: end while
the stabilization of a matrix triplet is hard; see Section 1. Therefore to solve (5.8), we apply SSDP, as done for (5.6), by solving, at each iteration, the following optimization problem:
Algorithm 2 (steps 1-16) summarizes this approach.
Optimization problem
In view of Theorem 5, we want to minimize the norm of feasible feedback K by solving
such that (I n − BB † )(A − (J − R)Q) = 0, and (5.10)
To solve (5.10), we cannot use SSDP because the linear constraints cannot be linearized exactly (we would obtain an infeasible solution after one step). Therefore, in this case, we resort to BCD: alternatively solve (5.10) for (J, R) with Q fixed, and then for Q with (J, R) fixed; see steps 18-22 of Algorithm 2.
Algorithm 2 Stabilizing a system triplet (A, B, C)
Input: The n-by-n matrix A, the n-by-m matrix B, the p-by-n matrix C, choice of a norm, accuracy 0 < δ ≪ 1, step-size bound 0 < ǫ ≪ 1, an initialization strategy (identity, random, ABI or ACI). Output: If it succeeds, an approximate solution K to min K K such that A − BKC is stable.
1: % Initialization phase 2: Initialize (J, R, P ) using the initialization strategy; see Section 5.2.3. Solve (5.9) to obtain (∆J, ∆R, ∆P ).
7:
while G(J + ∆J, R + ∆R, P + ∆P ) ≥ G(J, R, P ) and ǫ > ǫ do 8: Reduce ǫ.
9:
Solve (5.9) to obtain (∆J, ∆R, ∆P ).
10:
11:
12:
Increase ǫ. 13: end while 14: if G(J, R, P ) ≥ δ then
15:
The algorithm failed to find a feasible solution, STOP. Set (J, R) as the optimal solution to (5.10) for Q fixed.
21:
Set Q as the optimal solution to (5.10) for (J, R) fixed. 22: end while
Initialization
Algorithm 2 needs to be initialized with some matrices (J, R, P ). We propose four different initializations. In all cases, we choose P and then set (J, R) as an optimal solution of (5.8) with Q = P −1 . 1) Identity. We simply pick P = I n .
2) Random. We first generate the n-by-n matrix R where each entry is drawn using the normal distribution of mean 0 and standard deviation 1 (randn(n,n) in Matlab) and then set P = (RR T ) 1/2 . (We use the square root so that P has a smaller condition number.)
3) ABI. We take P as the optimal solution of (5.3). This means that we choose P such that there exists J and R where K = B † (A − (J − R)P −1 ) stabilizes the triplet (A, B, I n ) hence the name 'ABI'.
4) AIC. This is similar to ABI except that we choose P such that there exists J and R where K = (A − (J − R)P −1 )C † stabilizes the triplet (A, I n , C) hence the name 'AIC'.
Extension to Ω-stabilization
Our approach to tackle the SOF and SSF problems can be extended to find feedbacks that make the system Ω-stable. A matrix is said to be Ω-stable if its eigenvalues belong to the set Ω ⊂ C. In [7] , a parametrization of Ω-stable matrices was obtained in terms of DH matrices that satisfy additional LMI constraints, where Ω is the intersection of specific regions in the complex plane; namely conic sectors, vertical strips, and disks. For example, one may want the real parts of the eigenvalues of A − BKC to be strictly smaller than some given negative value so that A − BK is robustly stable (see also Remark 3 below). Using these parametrizations, the results obtained in Sections 3 and 4 can be directly extended to obtain a characterization of static stabilizing feedbacks that guarantee Ω-stability in terms of DH matrices. The corresponding optimization problems (5.7) and (5.9) would be subject to additional LMIs on the variables J, R and Q depending on the Ω region; see [7, .
Remark 3. Note that with the current version of the code, replacing A with A+ρI allows to compute a feedback matrix that makes the real parts of the eigenvalues of A − BKC smaller than −ρ. In fact, the real parts of the eigenvalues of A − BKC are smaller than −ρ if and only if the real parts of the eigenvalues of A + ρI − BKC are smaller than 0.
Numerical experiments
In this section, we run our algorithms on the data sets from the library [16] . To solve the convex optimization subproblems involving LMIs, we use the interior point method SDPT3 (version 4.0) [28, 30] with CVX as a modeling system [8, 14] . Our code is available from https://sites.google.com/site/nicolasgillis and the numerical examples presented below can be directly run from this online code. All tests are preformed using Matlab R2015a on a laptop Intel CORE i7-7500U CPU @2.7GHz 24Go RAM. It has to be noted that our algorithms are very flexible when it comes to the choice of the norm to be minimized. In fact, CVX can essentially handle any norm. However, we present results for the ℓ 2 norm which is standard in the literature. We focus in this section on the SOF problem, which is more challenging. Numerical results for the stabilization of matrix pairs (A, B) are reported in Appendix A. We compare Algorithm 2 with the solutions computed by two state-of-the-art algorithms:
• The algorithm proposed in [21] is a randomized approximation algorithm. It works in to phases, similarly as Algorithm 2. In the first phase (RS-PHASE-I, RS stands for Ray-Shooting), the algorithm looks for a feasible solution and, in the second phase (RS-PHASE-II), it improves the solution by minimizing its ℓ 2 -norm while remaining feasible. Initially, we tried to reproduce the results in [21] but this is impossible due to the randomized part of the algorithm. Moreover, there are several parameters of the algorithm that need to be fine-tuned to obtain good solutions, and we were not able to produce solutions as good as those presented in [21] . This is the reason why we prefer to report the results from [21] . Unfortunately, the author only provided extensive numerical results for the RS-PHASE-I of his algorithm [21, Table 8 ], and only 4 solutions obtained after RS-PHASE-II. Hence, we only compare to these solutions in this paper.
• The algorithm proposed in [3] uses the HIFOO non-linear optimization Toolbox; see also [15] . The algorithm, which we will refer to as HIFOO, relies on random initialization so, for the same reason as above, it is not possible to reproduce their results.
For Algorithm 2, we will use the four initializations presented in Section 5.2.3. For random initialization, we report the best result out of 10 initializations. We use the ℓ 2 norm as in [21, 3] , and the parameters ǫ = δ = 10 −9 ; while when ǫ is decreased (resp. increased), it is divided (resp. multiplied) by two (steps 8 and 12 of Algorithm 2). For both the initialization and optimization phases, we limit the number of iterations to 100. The initialization phase is stopped if the error is below 10 −9 . The optimization phase is stopped if the error is not decreased by at least 10 −4 between two iterations.
For the stabilization of matrix pairs, we report the solutions found by Algorithm 1 in the Appendix A, and all the results can be rerun from our code available online.
The four examples from [21, Section 5.1]
Let us first compare our algorithm with RS-PHASE-II on the examples presented in [21, Section 5.1]; see Table 6 .1. The solution reported for Algorithm 2 is the best one obtained out of the four initializations (namely, identity for AC7 and AC8, random for HE1, and ABI for ROC7); see Tables 6.2  and 6 .3 for the results of the other initializations. Table 6 .1: Comparison of the stabilizing feedback matrices K, their norm K 2 (the lowest norm is highlighted in bold), max i Re λ i (A − BKC), and the computational time to obtain them. For these four numerical experiments, Algorithm 2 provides better solutions than RS-PHASE-II in 3 out of the 4 cases. In particular, for AC8 and ROC7, the improvement is significant; from K 2 = 2.43 to K 2 = 0.02 for AC8, and from K 2 = 1.76 to K 2 = 7.5 10 −6 for 1 ROC7. When RS-PHASE-II obtains the best solution (HE1), the difference in norm is not significant: 0.42 for vs. 0.35. In summary, RE-PHASE-II is significantly faster than Algorithm 2, but generates in general solutions with larger norm. These observations will be confirmed in the next section.
Extensive numerical results
In this section, we report numerical results for all the systems tested in [21, Table 8 ] only reports the error of the initialization phase (RS-PHASE-I) hence we only report this result. Since [21, Table 8 ] and [3, Table 1 ] minimize the ℓ 2 norm of K, we run Algorithm 2 using this norm.
In terms of solution quality, Algorithm 2 outperforms the two other approaches, providing the best solution in 40 out of the 57 cases (RS-PHASE-I does for 4 out of 50, HIFOO does for 11 out of 45). Moreover, in many cases, the ℓ 2 norm of the stabilizing feedback matrix is much smaller.
In terms of finding feasible solutions, the three algorithms are comparable: Algorithm 2 only fails 5 times out of 57, RS-PHASE-I 4 times out of 50, and HIFOO 4 times out of 45. All algorithms are sometimes able to find a feasible solution while the other fail. For example, RS-PHASE-I fails on AC18 and WEC1 while the two other algorithms succeed; HIFOO fails on HE6, HE7, NN13 and NN14; and Algorithm 2 fails on NN3-6-7-9 and ROC2-3.
Note that no algorithm is able to return a solution for NN3 and ROC3 hence these systems might not be stabilizable.
Sensitivity to initialization As expected, Algorithm 2 is rather sensitive to initialization. In terms of solution quality, ABI performs best (23 out of 57 best solution found). In terms of finding feasible solutions, Random performs best (only 5 failure out of 57) but used 10 initializations. In fact, we were curious to see whether the random initialization would be able to find feasible solutions if allowed more trials. We have rerun the same experiment with 100 initializations, and it was able to find a feasible solution for NN7 with ||K|| 2 = 98.45, and for ROC2 with ||K|| 2 = 3.31; both being better solutions than the ones found by RS-PHASE-I and HIFOO. Hence, except for NN6, Algorithm 2 with random initialization was able to find feasible solutions whenever RS-PHASE-I and HIFOO did.
Computational time RS-PHASE-I and -II require less than 1 seconds in all the examples shown on Tables 6.2 and 6.3. Although it is not reported here, in terms of computational time, HIFOO is in general faster than Algorithm 2 but significantly slower than RS-PHASE-I and -II. For example, on NN9 (n = 5, m = 3 and p = 2), HIFOO requires about 6 seconds, while Algorithm 2 requires about 40 seconds on average. Note that the random initialization is slower than the other ones as it runs Algorithm 2 10 times.
can be easily done in our code. For example, using δ = 10 −6 , we obtain K = 10 
A Stabilizing matrix pairs (A, B)
In this section, we report the ℓ 2 norm of the solutions obtained by Algorithm 1 for the SSF problems corresponding to the same instance as in Tables 6.2 and 6 .3. We minimize the ℓ 2 norm of the feedback matrices, use ǫ = 10 −9 , and update ǫ in the same way as in Section 6. We also report the error of the ℓ 2 norm of the solution obtained by solving (5.3) (initialization phase of Algorithm 1), and the error of the BCD algorithm that alternatively optimized (J, R) for Q fixed, and vice versa. As mentioned in Section 5, SSDP performs significantly better than BCD in terms of solution quality. BCD provides a slightly better solution only in a few cases. In terms of computational time, BCD is faster as it solves subproblems with fewer variables. Table A .1: Comparison of the ℓ 2 norm of the stabilizing feedback matrices (and, in brackets, the computational time in seconds and the number of iterations) of BCD and SSDP for the SSF problem. The solutions with error at most 0.01% away from the best solution found are highlighted in bold, e-x means 10 −x and e+x means 10 x .
Data set (n, m) Init. BCD SSDP 
