Summary. Segmentation and surface extraction from 3D imaging data is an important task in medical applications. When dealing with scalar data such as CT or MRI scans, a simple thresholding in form of isosurface extraction is an often a good choice. Isosurface extraction is a standard tool for visualizing scalar volume data. Its generalization to color data such as cryosections, however, is not straightforward. In particular, the user interaction in form of selection of the isovalue needs to be replaced by the selection of a three-dimensional region in feature space. We present a user-friendly tool for segmentation and surface extraction from color volume data. Our approach consists of several automated steps and an intuitive mechanism for user-guided feature selection. Instead of overburden the user with complicated operations in feature space, we perform an automated clustering of the occurring colors and suggest segmentations to the users. The suggestions are presented in a color table, from which the user can select the desired cluster. Simple and intuitive refinement methods are provided, in case the automated clustering algorithms did not immediately generate the desired solution exactly. Finally, a marching technique is presented to extract the boundary surface of the desired cluster in object space.
Introduction
Segmentation and surface extraction are an important task for many clinical observations. For example, it is important to measure the size of certain organs or tumors, which can only be done when having an explicit surface representation of the organs/tumors boundary at hand. Since the most commonly used in-vivo scanning techniques such as computed tomography (CT) or magnetic resonance imaging (MRI) produce 3D images representing a scalar field, most segmentation and surface extraction techniques have been developed for such applications.
For medical purposes it is also of relevance to relate the clinical measurements to higher-resolution ex-vivo measurements such as cryosections. Cryosections typically lead to 3D images of color RGB data. Hence, one would like to have a tool that allows similar segmentation and surface extraction mechanisms for color data. The selection mechanisms in 3D feature space, i. e. in color space, are obviously much more complex than the analogous ones in 1D feature space are. Still, all selection mechanisms have to be intuitive not only to visualization specialists but in particular to medical people. Complex operations in feature space should not be visible to the user, but should be replaced by some intuitive selection steps. Moreover, user interaction should be reduced to a minimum.
Segmentation of color data is an intensely researched field in the area of image analysis. The segmentation algorithms mainly concentrate on clustering similar colors to some kind of "average" color. These automated clustering procedures easily generalize to color volume data. However, when dealing with volume data, occlusion prohibits the visualization of the entire segmentation output. Further processing steps are required in addition to the clustering, which can chiefly be grouped into a selection mechanism and a subsequent extraction and rendering step. The selection step comprises the methods to determine regions of interests or "features". A final step extracts the features and displays them in a three-dimensional setting.
While the extraction and rendering step can typically be performed fully automated, there needs to be a certain portion of user interaction or, better, user guidance during the selection step. The user needs to communicate to the system, what parts of the data set he/she would like to visually explore. Ideally, the user interaction is limited to a minimal amount of intuitive selection choices.
The outcome of the entire feature extraction processing pipeline could be a volume-rendered image or a surface representation. In many applications and especially in medical ones when dealing with cryosection data, one favors surface representations, as one can precisely reveal the geometric structure of the underlying data field distribution. In particular, surface representations allow for quantitative analyses of the segmented objects.
We present a user-friendly tool for segmentation and surface extraction of color volume data. Our approach consists of several automated steps and an intuitive mechanism for user-guided feature selection. For clustering purposes we make use of and compare three of the most commonly used clusterization methods. Their output is presented to the user in a transparent fashion using a sorted color table. Simple and thus intuitive selection mechanisms are provided to select the desired region of interest based on the clusters.
The selection by the user is processed in feature space using geometric operations. The final surface extraction step iterates through all the cells in object space, while computing points on the surface using linear interpola-tion in feature space. All these processing steps are executed subsequent to the user selection are fully automated, as a user should not be faced with any incomprehensible user interaction in feature space. Medical people would have a hard time to understand such mechanisms. In particular, all geometric feature-space operations are hidden from the user.
Related Work
Displaying surfaces is an effective technique for visualizing 3D data fields. To extract surfaces from scalar volume data, intensive research effort has been undertaken in past decades since the pioneer work presenting the Marching Cubes algorithm for isosurface extraction [LC87] . Several improvements have been made leading to robust, fast, and flexible algorithms. To date, many approaches for surface extraction from scalar data exist. Unfortunately, they do not scale to color data in a straightforward manner.
In recent years a lot of effort has been taken in the segmentation of color images. They are based on clustering similar colors due to some metric in a certain color space and various grouping strategies. A survey of all these methods is beyond the scope of this paper, but three of the most commonly used techniques are discussed in this paper. The selection of these three clustering approaches was based on their efficacy and efficiency. Efficiency plays an important role when dealing with large volume data with non-synthetic colors. Thus, our decision was to use simple and fast approaches with a broad acceptance in the community with respect to the quality of their results.
The generalization of such segmentation approaches that operate on a 2D domain to 3D applications does not suffice to fulfill our goals. In 3D, one is also interested in segmenting the color images but, in addition, one needs to extract the relevant geometry in form of surface representations in a subsequent step.
Prominent approaches in the area of segmentation and surface rendering from color volume data were presented by Schiemann [STH97] and Pommert [PHP + 00]. These approaches are most closely related to our work. Schiemann classifies objects based on ellipsoidal regions in RGB space. The author used a semi-automated method for segmentation. The procedure is based on thresholding followed by binary mathematical morphology and connected component labeling. The subsequent rendering step, however, is a mere volume rendering approach. No explicit surface representation is generated.
There are also several approaches for direct volume rendering of photographic volumes [KKH02, EMRY02] , where the authors present sophisticated transfer function generations, but extracting surfaces from the color volume data has hardly been addressed. A hardware-assisted volume renderer for the visualization of cryosection data has been presented by Takanashi [TLM + 02].
3 Semi-automated Segmentation and Surface Extraction of Color Volume Data: The Main Approach
Our processing pipeline for segmentation and surface extraction from color volume data comprises several automated steps and a user-guided feature selection mechanism. The entire pipeline reaching from reading the RGB color data to the rendering of the extracted surfaces is shown in Figure 1 . Since standard distance metrics applied to RGB color space are biased by the selection of the three coordinates of the color space, we start with converting the data into L * a * b * color space, where Euclidean distance is correlated with human perception. Afterwards, we apply the clustering algorithms, thus, operating in L * a * b * color space. For clusterization we provide the choice of three standard clustering algorithms, namely the median cut, the k-means and the c-means algorithm. These approaches are fast, yet produce decent results. If desired, they could be replaced by any other, possibly more sophisticated and more time-consuming, clustering technique. The output of the clustering algorithm is a set of clusters in L * a * b * color space each associated with a representative color.
The generated clusters are presented to the user by displaying their representative in a color list that is sorted by the frequency of occurrences of the initial colors belonging to the respective cluster. Some high-level selection mechanisms are provided to the user to pick the appropriate set of clusters. With the selection of clusters in the color table the respective 2D contours in object space are visualized overlaid with a 2D color slice. The user can go through all the original 2D color slices. If the user is not satisfied with the results of the clusterization, the result can be refined by simply selecting the representative colors of the desired clusters and applying a reclusterization of this reduced set of colors into a larger amount of clusters. This process can be repeated until the user gets the desired result. A few selections and iterations typically suffice. The output of the selection procedure is the collection of clusters, which correspond to a point cloud in feature space of all colors that belong to the clusters.
Given the point cloud in feature space, we would like to define a continuous region in feature space that covers all the selected points but excludes all not selected colors. Although this region does not have to be convex, in general, we obtain an approximate representation by computing the convex hull of the point cloud. Dealing with a convex region significantly speeds up computations.
This segmentation is fed into the surface-extraction method to compute a triangular mesh. A marching method is used for surface extraction, where the marching cubes table can be applied to determine the topology of the resulting surface. The points on the surface are computed by linear interpolation in feature space, which involves the computations of intersections of the convex hull with feature-space edges. Special care has to be taken in regions, where the convexity assumption violates the inside/outside-property.
The final step of the pipeline is the surface rendering step, which makes use of the actual color values given at the points on the surface.
The details on the individual processing steps are given in the subsequent sections.
Conversion to
We decided to use the L * a * b * color space for all feature space operations, as Euclidean distance in L * a * b * color space closely corresponds to perceptual dissimilarity [Pas03] . Roughly, this means that if two colors look to be different by about the same amount, then the numbers that describe those colors should differ in the same way. CIE L * a * b * is the most complete color model used conventionally to describe all the colors visible to the human eye. The most commonly used color space for image acquisition and storage, on the other hand, is the RGB color space. Assuming that the original data is given in RGB color space, we need to convert the colors to a representation in the L * a * b * color space. We first transform the RGB data to the CIE XY Z color space and, afterwards, convert the XY Z values to L * a * b * colors. Note that the matrix of transformation from RGB data to XY Z depends on the chosen RGB standard. We consider the R709 RGB standard. Hence, the three channels of the L * a * b * colors are computed by
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, where X n ,Y n ,and Z n are the values of X,Y ,and Z, respectively, for a specified reference of white, i. e. illuminant, color, and X, Y , and Z are computed by 
The main characteristics of the L * a * b * color space is very important for us, because on the clusterization step of the pipeline the user will be proposed to choose the regions of interest via the colors in the dataset. The chosen colors should be close in the color space to form a cluster. We rely on the perceptual choice of the user. Although conversion from RGB to L * a * b * is a time-consuming step, it can be done as a precomputation. Hence all subsequent feature-space processing steps are executed in the L * a * b * space.
Clusterization
Color clustering or color image clustering (quantization) is a process that reduces the number of distinct colors occurring in an image to a chosen smaller number of distinct colors. Usually, the reduction is performed with the intention that the new image should be as visually similar as possible to the original image [Sch97] . Since the 1970s, many algorithms have been introduced. In this work we use three popular unsupervised learning algorithms that are known as being simple, fast, and effective in solving the clustering problem [DHS00] . The used approaches are known as the median cut [Hec82] , k-means [Mac67] , and c-Means [Bez81] approaches. We tested them for our purposes, as they represented a good trade-off between efficacy and efficiency. Certainly, any other clustering algorithm could be used instead. The median-cut method partitions the color space with the goal to balance the number of pixels in each color cell. The idea behind the median cut algorithm is to generate a synthesized color look-up table with each color covering an equal number of pixels of the original image. The algorithm partitions the color space iteratively into subspaces of decreasing size. It starts off with an axes-aligned bounding box in feature space that encloses all the different color values present in the original image. The box is given by the minimum and maximum color component in each of the three coordinate directions (color channels). For splitting the box one determines the dimension in which the box will be (further) subdivided. The splitting is executed by sorting the points by increasing values in the dimension where the current box has its largest edge and by partitioning the box into two sub-boxes at the position of the median. Approximately equal numbers of points are generated on each side of the cutting plane. Splitting is applied iteratively and continued until k boxes are generated. The number k may be chosen to be the maximum number of color entries in the color map used for the output. The color assigned to each of the k boxes is calculated by averaging the colors of each box. The mediancut method performs well for pixels/voxels, whose colors lie in a high-density region of the color space, where repeated divisions result in cells of small size and, hence, small color errors. However, colors that fall in low-density regions of the color space are within large cells, where occurrences of large color errors may be observed.
The main idea of the k-means algorithm is to define k centroids, one for each cluster. These centroids should be placed as far from each other as possible. Typically, this is approximated by using randomly distributed centroids. Each point from the initial data set is associated with the nearest centroid. When all the points have been assigned a centroid, the k centroids are recalculated as the average centers of each cluster. Thereafter, the assignment of colors to centroids is updated using the original color points but new centroids. Again, one assigns to each color the nearest centroid. This procedure is iterated until the assignments stabilize. The main advantages of this algorithm are its simplicity and speed which allows it to run on large datasets. Its drawback is its sensitivity to the initial choice of the centroids, i. e. that it does not yield the same result with each run, since the resulting clusters depend on the initial random assignments. The k-means algorithm maximizes inter-cluster (or minimizes intra-cluster) variance, but does not ensure that the computed solution actually represents a global optimum.
The idea of the fuzzy c-means method is similar to the k-means approach, but it allows one data point to belong to two or more clusters. Fuzzy partitioning is carried out through an iterative optimization of the data points membership in the clusters and the corresponding update of the cluster centers. The iteration terminates when no further changes with respect to the membership results occur with some given tolerance. The algorithm minimizes intra-cluster variance as well, but has the same problems as k-means: The minimum is a local minimum, and the results depend on the initial choice of weights.
As the results of the k-means and c-means approaches happen to be rather sensitive to the choice of the initial centroids, we thought of a good seeding strategy for our task: We take a random data point as the first initial centroid and then iteratively find other centroids among the rest of the points by taking points that are located as far as possible from the already chosen ones.
The user can select the quantity of clusters in all three methods. Unfortunately, there is no general theoretical solution to find the optimal number of clusters for any given data set. Different approaches for recommending a preferable number of clusters exist, but such general heuristic approaches always have to be adjusted to the given application. For our purposes, a too large number of clusters can lead to too many selection steps during the user interaction to define the region of interest. On the other hand, a too small number of clusters can lead to clusters that unite colors that the user would like to see separated. For both cases we provide intuitive solutions. A single slider can be used to adaptively combine closest clusters in case of too many clusters, and an adaptive cluster refinement can be used in case of too few clusters.
Intuitive User Interaction for Cluster Selection, Combination, and Refinement
To cluster the colors a user is supposed to choose the appropriate clustering algorithm and to choose the number of clusters. Figure 2 shows the user interface. The resulting clusters are shown in the sorted cluster color table. Each cluster is represented by its average color, see Figure 3 . The clusters are sorted in descending order according to the number of voxels that are covered by the colors that belong to the respective cluster.
Ideally, the generated clusters represent the desired regions of interest and the user can just pick the desired feature (such as an organ, part of an organ, or a tumor) by a single mouse click on the cluster's representative. Obviously, the clustering algorithms do not always generate perfect solutions. The desired feature may be represented by several clusters or it may be contained in a cluster together with undesired features. We provide mechanisms to quickly and intuitively resolve such situations.
If a feature is represented by by several clusters, the user may just click on the clusters' representatives in the cluster list and they are combined to larger clusters. If many clusters are to be united, a semi-automated method can be used by clicking at one of them and moving a slider until all the desired Fig. 2 . For the clusterization step, the user can choose between three clustering algorithms and can set the number of generated clusters.
clusters are included. When moving the cluster, the next closest clusters are subsequently included with respect to the Euclidean metric in L * a * b * color space. As mentioned above, this distance is related to the color difference that a human eye can perceive.
If one or several clusters contain both desired and undesired features, user can select these clusters as before and apply a refinement of the clustering. For the refinement, only the selected clusters are taken into account. The user can, again, choose the clusterization method and the desired number of new clusters.
These interactions can be iterated. Typically, a few iteration steps suffice to retrieve the desired features. This iterative procedure with few clusters at a time is not only intuitive for the user due to a low complexity of the displayed items, it also reduces the computation times during clusterization.
While selecting, combining, and refining clusters, the user is provided with a "preview" of the current selection in object space. The preview contains a 2D contour rendered on top of a 2D slice. Any of the original 2D color slices can be chosen. In Figure 3 , the pink contour encloses the white matter of the cryosection slice through a human brain. When selecting other or additional clusters, the contour is immediately updated. A slice-based preview is desirable, as the user can simultaneously observe the contour, the interior, and the exterior of the current selection, which allows for a good judgment of the accuracy of the feature selection.
Once the user is satisfied with his/her selection, the result is handed to the automatic feature-space segmentation algorithm. Fig. 3 . The clusterization result is a sorted cluster list, which is drawn using cluster representatives (right). Clusters can be selected by clicking at the representatives and increased by dragging the slider. Any selection can be adaptively refined by reclusterization. The segmentation result is shown in a preview in object space by overlaying a 2D contour (pink) with any 2D slice ((left) 7 Feature-space Segmentation
The feature space is represented by an L * a * b * color space, where the colors of the initial dataset are shown as points using a scatter plot, see Figure 4 . The user selection left us with a combination of certain clusters that define the region of interest. These clusters contain a set of colors, which in feature space represent a point cloud that is a subset of the points shown in Figure 5 . We need to build a hull around the point cloud in feature space. The hull must include all the points selected by the user and exclude all the other points. In general, the hull's shape is not convex. As the subsequent surface extraction algorithm can be designed significantly more efficiently when assuming a convex shape, we approximate it by constructing the convex hull over the selected points.
For the computation of the convex hull we chose the Quick Hull algorithm [BDH96] . The process of a hull computation is automated and does not require user interaction. Figure 5 shows the result for a selected point cloud, where the point cloud is highlighted in blue and the convex hull is shown in pink.
We compare our results with the results one would obtain using an axesaligned cuboid for selection of colors in the feature space. The cuboid selection as shown in Figure 6 does not require any clusterization and allows a fast surface extraction, but obviously it is not capable of extracting features as precisely as we can do with our method. 
Object-space Segmentation and Surface Extraction
Having segmented the feature space, we can segment the object space and extract the boundary surface of the desired feature. Since we are dealing with a stack of registered 2D color slices, we operate on a structured rectilinear grid. Thus, we can apply a marching technique that steps through all the cells and extracts the surface components within each cell independently.
For each cell we observe the colors at the eight corners. Since we know exactly, which colors belong to the desired feature, we do not have to per- form any inside/outside-test but can just look up the inside/outside-property from the feature-space collection. Based on the inside/outside-property we can determine the topology of the surface within the cell. This is the same decision that is made when operating on scalar data. Thus, we can just use the standard marching cubes look-up table [LC87] .
For each edge of the cell that is intersected by the surface, we have to compute the exact intersection point. Let p 1 and p 2 be the two endpoints of the edge. Then, we look up the colors p 1 .color and p 2 .color at these vertices. In feature space, the edge between p 1 .color and p 2 .color cuts the convex hull, as shown in Figure 7 .
First we have to determine, which face of the convex hull is the intersected one. For a general polyhedron such a test is rather expensive. The computation of the intersection point of an edge with a plane is simple. The expensive part is to find out, whether the intersection point actually lies on the face. However, we can use the convexity of the generated hull. Hence, we can just compute all intersection points and take the one that is closest to p 2 .color, assuming that p 2 .color is the color within the convex hull.
Having found the intersection point p 1 .color + λ · p 2 .color in feature space, the surface point in object space is given by p 1 + λ · p 2 . Figure 8 shows the correspondence between feature and object space.
As the convex hull is only an approximation of a "real" hull of the point cloud given by the user selection, some colors may lie within the convex hull, although they do not belong to the chosen point cloud. Since we know which colors are supposed to be inside and outside, respectively, we always choose the correct marching cubes case. The only problem is the computation of the surface point, as our intersection point computation would fail. For this case we just pick a surface point close to the endpoint of the edge labeled as being inside. This simple solution, of course, inserts some inaccuracy, but for the sake of a major speed-up in computation we have chosen to go this way. This choice was motivated by the fact that we are typically dealing with highresolution data, where speed becomes an issue and the introduced inaccuracy become negligible.
If the data sets are of very high resolution, we even propose to use an alternative solution for "previewing" the segmentation results. This alternative solution circumvents the computation of the intersection point in feature space by always picking the center point of the cells' edges as surface point. We refer to this method as constant division.
Results and Discussion
We have applied our methods to two types of data sets. The first data set presented in this paper is a cryosection data set of a human brain.
2 The resolution of the data set is 512 × 512 × 275. The second data set we present is a fluorescence microscopy data set of a cancer cell.
3 The resolution of the data set is 100 × 100 × 40. To the data we have applied all of the three introduced clustering algorithms and the segmentation and surface extraction methods using hull intersection, constant division, and even the application of the axes-aligned cuboid.
Concerning the clustering algorithms we observed that all of them produced decent results but none of them prefect ones. Which clustering algorithm to pick depends on the properties of the data set. More detailed explanations have been given in the Section 5. However, we observed that misclassification during clustering can easily be fixed using our reclusterization option. The shown pictures are produced using median cut and k-means clustering.
Concerning the segmentation and surface extraction methods, the hull intersection method produced the best results, as expected. For high-resolution data set, the difference to the constant division method decreases. Obviously, the error is in the subvoxel range. The axes-aligned cuboid method proved to be hardly applicable for real-world examples. The cuboid was just not flexible enough to extract the features precisely. The shown pictures are produced using hull intersection and constant division.
Figures 9 and 10 show the application of our algorithms to the cryosection data set. For the generation of the results shown in Figure 9 we applied a few iterations of clusterization with k-means to separate all brain tissue from the surrounding background. In Figure 10 , we show the result when extracting the white matter of the brain. In particular, the white matter needed to be separated from the gray matter. In both pictures, we also depict the segmentation and surface extraction applied to a few consecutive slices such that the contours can be compared to the shown 2D slice. As main memory becomes an issue for large data sets, we only used part of the brain data set for the generation of these images. In Figure 11 , the result when applying our techniques to a downsampled version of the entire brain data set can be observed. The rendering of the brain cortex, obviously, does not exhibit as crisp contours anymore. A new data management system is left for future work. Fig. 9 . Segmentation and surface extraction from cryosection data representing a human brain. We separated the brain tissues from the surrounding background for part of the brain (left). We also show one of the original slices (upper right) and a band of the surface when applying our algorithm to a few consecutive slices (lower right). Figure 12 shows that when applying our techniques to the fluorescence microscopy data set, red regions in the cancer cell are extracted.
The computation times are governed by the computation time for the clustering and the convex hull generation, where the clustering time depends on the methods used. For both the clustering and the convex hull generation, we have been using standard state-of-the art algorithms. The timings can be found in the respective referenced articles. 
Conclusions and Future Work
We have presented a tool for the segmentation and surface extraction from color volume data. Our tool incorporates many automated features such as clusterization, feature space segmentation, and object space segmentation and surface extraction. It leaves the guidance to the user where appropriate. Thus, the selection what feature to extract is left to the user by clicking at the respective cluster. Intuitive mechanisms for selecting, adaptively combining, and adaptively refining clusters have been introduced.
We showed that our tool can fulfill the demanded tasks with few user interaction. The user interaction is intuitive, which makes our tool appropriate for handing it to people with a medical background. No direct manipulations in feature space are required. Apart from making our system more efficient in terms of speed and memory consumption, we want to develop a new clustering algorithm that is targeted towards our goals in future work. If two voxels happen to have exactly the same color assigned to it, although they belong to different tissues, a merely feature-based clustering algorithm cannot separate the voxels. Hence, we must apply a clustering technique that takes into account feature-space distances as well as object-space distances or some derived values. Fig. 3 . The clusterization result is a sorted cluster list, which is drawn using cluster representatives (right). Clusters can be selected by clicking at the representatives and increased by dragging the slider. Any selection can be adaptively refined by reclusterization. The segmentation result is shown in a preview in object space by overlaying a 2D contour (pink) with any 2D slice ((left) Fig. 12 . Segmentation and surface extraction from fluorescence microscopy data representing a cancer cell. We extracted the regions that show up as red (right) and compare the result to one of the 2D slices (left).
