Abstract-In this paper, we propose a new framework for opinion summarization based on sentence selection. Our goal is to assist users to get helpful opinion suggestions from reviews by only reading a short summary with few informative sentences, where the quality of summary is evaluated in terms of both aspect coverage and viewpoints preservation. More specifically, we formulate the informative-sentence selection problem in opinion summarization as a community-leader detection problem, where a community consists of a cluster of sentences towards the same aspect of an entity. The detected leaders of the communities can be considered as the most informative sentences of the corresponding aspect, while informativeness of a sentence is defined by its informativeness within both its community and the document it belongs to. Review data from six product domains from Amazon.com are used to verify the effectiveness of our method for opinion summarization.
I. INTRODUCTION
Nowadays, the flourish of online opinions poses challenges in digesting all the massive information. For instance, in Amazon, some popular products may get hundreds even thousands of reviews, which makes it hard for potential customers to go through all the reviews to make an informed decision on purchase. Furthermore, some reviews are noninformative and may mislead customers. To address these issues, most online portals provide two services: aspect summary and review helpfulness rating. Accordingly, various amount of research has been conducted in aspect-based opinion summarization [1] , [2] , [3] , [4] , [5] , [6] and review quality evaluation [7] , [8] , [9] , [10] .
Aspect-based opinion summarization aims to identify aspects of a given entity, and summarize the overall sentiment orientation towards each aspect. This kind of summarization is useful for consumers. However, it may lose some detailed information, which is also important for consumers to make decisions. For example, travelers may prefer to get information on suggested traveling routines in detail instead of only summarizing which tourist spots are good or bad.
In some scenarios, opinion summarization by selecting informative reviews is more desirable. Some approaches such as [11] , [12] , [13] , [14] have been proposed to this task. A common idea behind them is to predict a score for each review to estimate its helpfulness, and select the top ones as informative reviews. However, most of them do not take the following two issues into consideration: 1) redundancy, the reviews with highest scores on helpfulness may contain redundant information; 2) coverage, the reviews with highest scores on helpfulness may not cover all aspects of the entity, and some important aspects may be missing.
In this paper, we propose a new opinion summarization framework, named sentence-based opinion summarization, to address these issues. Given a set of reviews for a specific entity, our goal is to generate summaries by extracting a small number of sentences from the reviews of a specific entity, such that the coverage of the entity aspects and the polarity distribution of the aspects can be preserved as much as possible. Note that our proposed framework is not to resume aspect-based opinion summarization approaches. In contrast, since the selected informative sentences preserve the coverage and sentiment polarity distribution of the entity aspects, aspectbased opinion summarization techniques can be post-applied to the selected sentences to generate summarization towards each aspect without information loss.
Based on the new opinion summarization framework, we propose a graph-based method to identify informative sentences. More specifically, we formulate the informativesentence selection problem in opinion summarization as a community leader detection problem in social computing. We first construct a sentence-graph by adding an edge between a pair of sentences if they are similar in word distribution and sentiment polarity distribution. Here each node of the graph representing a sentence can be considered as a user in social computing. Finally, we propose an algorithm to detect leaders and communities simultaneously on the sentence-graph, where a community consists of a set of sentences towards the same aspect and the leaders of the community can be considered as the most informative sentences.
In all, we summarize our contributions of this research:
• We have introduced a new sentence-based summarization framework which generates summaries that preserve aspect coverage as much as possible and are representative of aspect-level viewpoints.
• We have bridged across the area of sentiment analysis and the area of social computing by applying community and leader detection algorithm to solve the informative sentences selection problem.
• We have presented an effective leader-community detection algorithm based on both the structure of graph and the context information of review documents. Based on the above terminologies, the informative sentence selection problem is defined as follows,
Problem 1: (Sentence-based opinion summarization)
Given a set of reviews R on a specific entity x, which consists of a set of aspects A, our goal is to find a few number of sentences S where |S| |R| such that S covers the aspects in A as many as possible and preserves the aspect-level sentiment polarity distribution of R as much as possible. Note that both aspect set A and their sentiments are unknown in training.
A. Our Proposed Framework
It's non-trivial to deal with the Problem 1. One may formulate it as an optimization problem arg max S⊆R f (S) where f denotes a scoring function over possible summaries. The definition of f can take the aspect coverage and aspect-level sentiment differences between summary S and review set R into consideration. However, since both aspect set and aspectlevel sentiment is unknown, it is difficult to estimate either the aspect coverage or the sentiment differences, not to mention to embed them into f . Besides, even solving f is possible, usually tackling optimization problem is typically NP-hard.
Another method to solve the Problem 1 is to group sentences towards similar aspects into a cluster, and select representative sentences from each group to generate summaries. Generally, our solution belongs to this category but is very unique. The first step is to construct a sentence-graph G from the review set R (Line 1 in Algorithm 1). In the sentence-graph G, each node is a sentence and each edge represents the similarity in word and sentiment polarity distributions between the two corresponding sentences. Then, in Lines 2-12, instead of using existing structure-based community detection algorithm such as [15] and [16] , we propose a new algorithm that utilize both structure and context linkage (i.e., informativeness of a review to a sentence) to detect communities (a group of sentences S i which are related to a specific aspect a i and have similar sentiment polarity distributions towards a i ) and leaders (informative sentences ). More specifically, we select a number of initial leaders on the graph G, as presented in Section III-B. Then, in Line 4-12, we iteratively discover and update the communities and leaders (Section III-C and Section III-D). After that, a set of informative sentences are extracted from each community and a system summary is generated accordingly.
III. METHODOLOGIES

A. Sentence-Graph Construction
Denote G=(V , E) the sentence-graph constructed from the set of sentences S={s 1 , s 2 ,. . ., s n }, where each node v ∈ V represents a sentence and each weighted edge e ∈ E evaluates the similarity between the two corresponding sentences. A key research issue in sentence-graph construction is to design a function to measure similarity between sentences. Before presenting the similarity function we used in this paper, we first introduce two definitions.
Definition 1: (Term Similarity) Given two sentences s i and s j , their term similarity is defined as
where − → vi and − → vj are the term vector representations of si and sj respectively, and cos(·) denotes the cosine similarity function.
Definition 2: (Adjective Orientation Similarity) The adjective orientation similarity of two sentences s i and s j is defined by the following equation,
where t i ∈ si (or tj ∈ sj) denotes an adjective term in sentence si (or sj), and SO(ti) (or SO(tj)) denotes the probability of ti (or tj) being positive, which is derived from the Semantic Orientation Dictionary [17] .
As mentioned in the previous section, we aim to group the sentences that are towards the same aspect and have similar sentiment polarity orientation into a community. Therefore, the above two similarities are both important for constructing the sentence-graph. As a result, we define our similarity function between sentences as follows,
where λ ∈[0, 1] is a trade-off parameter to control the contribution balance between the term and adjective orientation similarities.
Given the similarity function, we link sentences s i and s j with an edge associated with an nonnegative weight w ij as follows,
where N k (s j ) is the k-nearest neighbors of the sentence s j according to the similarity measure 1 . From the preliminary test, we use a grid search to find the best combination for λ and k. The optimal values we found are λ= 
B. Leader Initialization
Once the sentence-graph is built, we can initialize some nodes of the graph as leaders and iteratively identify and update the communities and leaders. The naïve initialization is to randomly select k sentences from the sentence-graph as leaders. This is simple to implement, but is not deterministic and may produce unexpected results. Another approach is to select a set of global top sentences such as selecting k sentences that have highest degrees in the sentence-graph. However, choosing arbitrarily top-k high-degree sentences may suffer from the redundancy and low coverage issues. An extreme case is that all of the top-k sentences are discussing about the same aspect and hence the results are not satisfied.
As an alternative, we want to select a set of leader sentences that are well distributed in the sentence-graph (i.e., to avoid choosing leaders from the same community). More specifically, a node v in the sentence-graph is selected as an initial leader if
1) It is a h-node in sentence graph G, and 2) None of its neighbors is a leader.
The key component of our lead initialization is the largest set of h nodes in sentence graph G that have degree at least h, called the h-node [18] . The concept of h-node is originated from the the h-index [19] that attempts to measure both the productivity and impact of the published work of a scientist or scholar. Putting it into the concept of our sentence graph, a hnode in sentence graph corresponds to a sentence that is similar to at least another h sentences and to a certain extent represents the "ground truth". Therefore, it is straightforward to adopt the h-node concept for initial leadership evaluation. Note that the h value and the set of h-nodes can be computed easily using a deterministic and parameter-free algorithm proposed by [18] .
Another component of our leader initialization aims to reduce redundance and achieve better community coverage. After finding the set of h-nodes, we start from the node with highest degree, and add the next higher degree h-node to the current set of leaders if it is not a neighbor of any of the already selected leaders. All the details of the leader initialization are outlined in Algorithm 2.
C. Community Assignment
Once some leaders are initialized, we can initialize communities by assigning a single community to each leader. After that the community membership of the remaining nodes can be determined by assigning them to nearby leaders. The intuitive idea is similar to label propagation algorithms for linkbased classification [20] , where class labels (i.e., community membership in our scenario) of linked nodes are correlated. Therefore, a node is assigned to a community if most of its neighbors have already resided in the community. Algorithm 3 presents the method to determine the community membership for a node v. Note that in Algorithm 1 
let num = the number of edges between v and community C(l) 4:
if num>maxcommon 5:
C=C(l) 7: if C is empty 8:
mark v as outlier 9: else 10:
C=C ∪ {v} 11: return C (Lines 6-7), we start calling Algorithm 3 for non-leader nodes with ascending order of distances to leaders. By doing this, we iteratively propagate the community membership from leaders to royal members (i.e., neighbors of leaders), and then to the descendants of royal members (i.e., n-hop neighbors of leaders).
D. Leader Reassignment
We now update the leaders of each community based on the following two intuitions:
Informativeness within a community. As we know, the centrality of nodes in a community measures the relative importance of a node within the group. Therefore, we consider a sentence to be informative if it has high centrality within its community in the sentence-graph. There are many measures of centrality [21] that could be parameter to the algorithm, namely degree, betweenness, closeness and eigenvector centrality measures. We experimented with them all and based on our results, we selected the degree centrality for the default measure which yields the most accurate results in most of the cases and also is easy to compute.
The degree centrality of the node v within the community C is simply the number of neighbors of the node v from the community and represents to some extent the "popularity" of v in the community. That is,
where |{u|u ∈ C, (u, v) ∈ E}| denotes the number of nodes in C that are neighbors of node v.
Informativeness within a review. The sentence informativeness within a review is estimated using a mutual reinforcement algorithm. More specifically, we have the following two assumptions:
1) A review is important if it contains lots of informative sentences; 2) A sentence is informative if it appears in an important review.
Combining the above two informativeness measurements, given a sentence s from a review D, which is represented as a node v in the sentence-graph and is in the community C(s), the informativeness of the sentence ϕ(s) is defined as follows,
where deg(v, C(s)) is the degree centrality of the node v within the community C(s), and ϕ(D) denotes the importance of a review D. Without any prior knowledge, for each review D ∈ R, we can just initialize the ϕ(D)=1/l where l is number of reviews. However, when additional information such as "helpfulness" rating score of each review is known in advance, we can initialize the value of ϕ(D) as the "helpfulness" score.
Based on Equ. 2, we can update the ϕ(s) and ϕ(D) mutually in each iteration. After that, for each community, the sentence with the highest informativeness score is selected as the new leader,
IV. EXPERIMENTS
A. Datasets, Baselines and Evaluation Metrics
The dataset 2 used in our experiments is a collection of product reviews crawled from Amazon.com. The reviews are about six product domains: Belkin case (case), Dell laptop (laptop), Apple iMac (iMac), Apple ipad (ipad), ipad protector (protector), and Kindle (kindle). We manually label its aspects and the sentiment polarity towards them on each sentence.
We compare our method, denoted by Leader-based sentence selection S leader , with three baselines. In order to avoid length-based bias 3 , we add constraints on the number of sentences selected so that the sizes of summary returned by each baseline are roughly equal to that of S leader .
• Aspect-based sentence selection (S aspect ): In aspect-based sentence selection, we assume that a set of aspects are given as inputs. Therefore, we read the manually labeled aspect lists as an input, group sentences towards the same aspect into a same cluster, and select a number of representative sentences from each cluster C with probability p 1 = |C| |R| , which implies that for hot aspects, more sentences would be selected. The extraction is terminated when the size of summary reaches |S leader |. • Position-based sentence selection (S position ): In positionbased sentence selection, sentences are selected from the beginning and ending positions of each review document/paragraph, assuming that the locations are related to the likelihood of the sentences of being chosen for summarization [22] .
• Ranking-based sentence selection (S rank ): After computing the sentence graph, ranking-based sentence selection uses graph-based ranking techniques [23] to sort sentences in a reversed order based on their scores, and the top ranked sentences are selected. The number of selected sentences is equal to that in S leader .
We evaluate all the approaches in this paper using two metrics: the aspect coverage and the polarity distribution preservation.
Aspect coverage: Given the review set R with a set of aspects A, the aspect coverage of a summary S is defined as
Note that higher value of ζ implies better aspect coverage.
Polarity distribution preservation: Given the review set R and the aspect set A, the aspect-level polarity distribution of R can be represented as a vector − → t = (t 1 , . . . , t n ) with length 3 × |A| where t 3i−2 , t 3i−1 and t 3i denote the percentage of positive, negative, and neutral sentences that are related to aspect a i (i=1 to |A|) respectively. Assume that vector − → t denotes the aspect-level polarity distribution of a summary S, then its polarity distribution preservation ratio to R is defined as η = corr(
where corr(·) denotes the Pearson correlation coefficient function. A value of η ∈ [−1, 1] that is close to one means that the summary has well preserved the aspect-level polarity distribution of R.
B. Quantitative Evaluation
Firstly, we report the number of sentences in summary returned by Leader-based sentence selection S leader in Table I . The results illustrated that all of the summaries achieve good compression ratios between 1.1% to 7.7%. Note that we do not report the size of other summaries since they are either equal to or very similar to the size of S leader . Next, we study how the proposed method performs with respect to the aspect coverage ζ. The results are reported in Table II . The baseline S aspect is supposed to maximize the aspect coverage and on average it could attain 92% coverage. From the results, we can find that the aspect coverage of the proposed method S leader is close to that of S aspect . On some product domains, the aspect coverage of S leader is even better than that of S aspect , such as Dell laptop and ipad. Ranking-based method S rank , performs worse than both S aspect and S leader , but has much better aspect coverage than S position . These results indicate that the proposed method S leader performs well in terms of aspect coverage ζ.
Finally, we compare the performance of different methods for opinion summarization in terms of polarity distribution preservation ratio η. The goal of this experiment is to evaluate whether the summary generated by different methods can preserve the polarity distribution of each aspect of the original reviews R. The results are shown in Table III . As can be seen from the table, our proposed method S leader can preserve polarity distribution of the original reviews in the aspect level. The Aspect-based sentence selection method S aspect may select a number of very popular sentences but express redundant viewpoints towards a specific aspect, which results in that the polarity distribution of the selected sentences within an aspect may easily got skewed. Surprisingly, from the table we find that the Position-based method S position does not perform worst in terms of polarity distribution preservation. A possible reason is that usually the first or last sentences in a paragraph/review are likely to express a viewpoint towards an entity, such as "Overall , 5 stars for the price!". As a result, the sentences selected by S position can obtain reasonable performance in terms of polarity distribution preservation.
V. CONCLUSIONS
In this paper, we have developed an effective framework for informative sentence selection for opinion summarization. The informativeness of sentences is evaluated in terms of aspect coverage and viewpoints coverage. To this end, we have formulated the informative sentence selection problem as a community leader detection problem in sentence-graph, where edges encode the term similarity and viewpoint similarity of sentences. Next, we have presented a deterministic algorithm to find the leaders (informative sentences) and communities (sentences with similar aspects and viewpoints) simultaneously. A set of systematic evaluation as well as quality evaluation verified that the proposed method is able to achieve good performance.
