Abstract-The problem of generating a checking experiment from a nondeterministic finite state machine has been represented in terms of state counting. However, test techniques that use state counting traditionally produce preset test suites. This paper extends the notion of state counting in order to allow the input/output sequences observed in testing to be utilized: Adaptive state counting is introduced. The main benefit of the proposed approach is that it may result in a reduction in the size of the test suite used. An additional benefit is that, where a failure is observed, it is possible to terminate test generation at this point.
INTRODUCTION
M ANY systems have some internal state that affects and is affected by operations of the system. Such systems, which include communications protocols and embedded control systems, are typically specified using state-based languages such as Statecharts [6] and SDL [9] . Systems specified using these languages may be tested by applying methods based on finite state machines (FSMs). A special type of FSM is a deterministic finite state machine (DFSM). These test techniques are usually applied after the specification has been converted into an FSM by either expanding out the data (possibly after putting bounds on the types) or by applying some abstraction (see, for example, [10] ).
The widespread use of state-based systems, and the importance of their correctness, has led to much interest in testing from FSMs (see, for example, [1] , [2] , [3] , [5] , [7] , [10] , [11] , [12] , [13] , [16] , [18] ). Nondeterminism in the specification is not unusual. Typically, this comes either from some abstraction that has been applied or there being a number of acceptable output sequences in response to some input sequence. However, most work has focused on testing from DFSMs.
When testing from an FSM it is important to decide what is meant by correctness. This paper assumes that the implementation under test (IUT) is correct if and only if it is a reduction of the specification: Every input/output sequence that is possible in the IUT is also present in the specification. This is an appropriate notion of correctness when the nondeterminism in the specification is due to there being a set of alternative output sequences that are valid responses to some input sequence and the IUT may choose from these. An alternative is to test for equivalence: The IUT is deemed to be correct if and only if it is equivalent to the specification. Equivalence is the appropriate notion of correctness if all of the input/output sequences in the specification must be present in the IUT. Naturally, these different notions of correctness lead to different test generation techniques, but coincide where the specification is deterministic.
When testing from an FSM M, it is normal to make certain assumptions and a checking experiment is a, typically preset, test suite that is guaranteed to determine correctness under these assumptions. Most approaches for generating a checking experiment from a nondeterministic FSM are based on the notion of state counting [12] , [13] , [18] . This paper introduces an (iterative) adaptive test generation algorithm: At each stage, the algorithm produces the input sequences or adaptive test cases to be applied on the basis of the input/output sequences that have previously been observed. State counting is extended to adaptive state counting to allow observed input/output sequences to be utilized. This may reduce the size of the test suite used and the proposed test generation algorithm produces a test suite that determines whether the IUT is a reduction of the specification under the standard assumptions. The paper also formalizes the use of adaptive test cases [1] , [16] , which will be defined in Section 4, in conjunction with adaptive state counting. An additional benefit of adaptive state counting is that testing may be terminated if a failure is observed: Where a preset test suite is used, the entire test suite is generated before testing proceeds. However, adaptive testing does require the use of a more sophisticated test environment. This paper's main contributions are as follows: First, it explores properties of adaptive test cases. Second, it adapts the product machine of [13] to nondeterministic IUTs. It explores conditions under which the states of the IUT can be distinguished during testing. The paper then introduces adaptive state counting. An adaptive algorithm is given and we prove that this algorithm is correct. Finally, we prove that the test suite produced using the proposed algorithm is guaranteed to be contained within the test suite produced using state counting.
The paper is structured as follows: Section 2 introduces FSMs and Section 3 describes state counting. Section 4 defines adaptive test cases and proves a number of properties of these. Section 5 adapts the product machine, that has been used in reasoning about testing a deterministic IUT against an FSM [13] to the case where the IUT may be nondeterministic. Section 6 describes how states of the IUT may be distinguished during testing. This is followed, in Section 7, by a definition of adaptive state counting and an adaptive test generation algorithm. This algorithm is described in terms of the product machine. The proposed approach is evaluated in Section 8 and, finally, in Section 9, conclusions are drawn.
BACKGROUND
The testing of a state-based system using a preset test suite typically proceeds through the application of input sequences and the observation of the resultant output sequences. Suppose X denotes the set of inputs and Y denotes the set of outputs. An input sequence is a sequence x 1 ; . . . ; x k of inputs and an input/output sequence is a sequence x 1 =y 1 ; x 2 =y 2 ; . . . ; x k =y k for some x 1 ; . . . ; x k 2 X and y 1 ; . . . ; y k 2 Y . A test sequence is an input/output sequence x 1 =y 1 ; x 2 =y 2 ; . . . ; x k =y k in which y 1 ; . . . ; y k is the specified response to x 1 ; . . . ; x k . A test suite is a finite set of input sequences.
For convenience, an input/output sequence " a a ¼ x 1 =y 1 ; x 2 =y 2 ; . . . ; x k =y k will sometimes be written "
x x=" y y, where " x x ¼ x 1 ; . . . ; x k is the input portion of " a a and " y y ¼ y 1 ; . . . ; y k is the output portion of " a a. Throughout this paper, any variable representing a sequence or tree will have a bar over its name.
An FSM M is defined by a tuple ðS; s 1 ; X; Y ; hÞ in which S is a finite set of states, s 1 2 S is the initial state, X is the finite input alphabet, Y is the finite output alphabet, and h is the transition relation. The relation h has type S Â X $ S Â Y . Given state s and input x, ðs 0 ; yÞ 2 hðs; xÞ if and only if the input of x when M is in state s may result in M moving to state s 0 and outputting y. The tuple ðs; s 0 ; x=yÞ defines a transition of M. The relation h may be extended to take input sequences. Consider, for example, the FSM M 0 described in Fig. 1 More formally, LðMÞ ¼ f" x x=" y yj" x x 2 X Ã^" y y 2 h 2 ðs 1 ; " x xÞg. Similarly, the state s of M has an associated language: L M ðsÞ ¼ f" x x=" y yj" x x 2 X Ã^" y y 2 h 2 ðs; " x xÞg. Clearly,
An FSM M is completely specified if, for all s 2 S; x 2 X, jhðs; xÞj ! 1. If M is not completely specified, it may be transformed to form a completely specified FSM. Three standard approaches for doing this are by adding an error state, a trap state, or self-loops with null output. M is initially connected if every state is reachable from the initial state of M: 8s 2 S:9" x x 2 X Ã :s 2 h 1 ðs 1 ; " x xÞ. If M is not initially connected, it may be rewritten to form an initially connected FSM by removing the unreachable states. M has reset capability if it has a reset operation: some input r that takes every state to the initial state. The IUT has a reliable reset if it has a reset r that is known to have been implemented correctly. A reliable reset that might be implemented through the system being switched off and then on again may be used to separate input sequences. It will be assumed that any FSM considered is initially connected and completely specified and that the IUT has a reliable reset. The reliable reset will be represented by r and will not be included in the input alphabet X (it is treated differently in testing).
Two x x 2 X Ã , there is at most one output sequence " y y 2 Y Ã such that " x x=" y y 2 LðMÞ. Note that, in general, it is not possible to convert an FSM into an equivalent DFSM. To see this, consider M 0 . Here, the input of a when M 0 is in state s 1 may lead to output 0 or 1 and, so, M 0 is not equivalent to a DFSM.
FSM M is said to be observable [14] if, for every state s, input x, and output y, M has at most one transition leaving s with input x and output y. Every FSM is equivalent to an observable FSM [14] . It will thus be assumed that any FSM considered is observable. Given output sequence " y y, h " y y ðs; " x xÞ will denote the state that is reached from s with input sequence " x x and output sequence " y y: fh " y y ðs; " x xÞg ¼ fs 0 2 Sjðs 0 ; " y yÞ 2 hðs; " x xÞg. If " y y 2 h 2 ðs; " x xÞ, then the set fs 0 2 Sjðs 0 ; " y yÞ 2 hðs; " x xÞg is guaranteed to be a singleton because M is observable.
Recall that it is assumed that any FSM considered is completely specified. This is denoted s 0 " s. This is similar to the notion of trace inclusion found in the labeled transition systems literature (see, for example, [15] ).
In this paper, we will assume that the IUT behaves like some unknown FSM M I . The notion of correctness used is that the IUT is correct if and only if M I is a reduction of the specification FSM M. This corresponds to the case in which, if the specification gives alternative output sequences in response to some input sequence " x x, these output sequences are acceptable alternatives. By contrast, where correctness is equivalence, if the specification gives alternative output sequences in response to some input sequence " x x, a correct IUT must be capable of producing all of these alternatives.
The 
Throughout this paper, it will be assumed that the IUT behaves like some unknown observable FSM M I ¼ ðT ; t 1 ; X; Y ; h I Þ 2 É m M . When testing a nondeterministic implementation, it is normal to make a fairness assumption, sometimes called the complete testing assumption, that there is some known k such that, if an input sequence is applied k times, then all possible responses are observed (see, for example, [11] ). This paper will assume that such a fairness assumption can be made. Naturally, this assumption holds immediately in the important case where the implementation is known to be deterministic.
APPLYING STATE COUNTING
This section will briefly review the literature on testing from FSMs, concentrating on the use of state counting. It is organized as follows: Section 3.1 describes the notion of a deterministic state cover. Section 3.2 considers how states of an FSM may be distinguished. Section 3.3 then describes the use of state counting in generating a checking experiment. When the implementation is known to be deterministic, this knowledge may be used in testing [7] , [13] . Future work will consider how the results in this paper may be strengthened where it is known that the IUT is deterministic. If " x x d-reaches s and M I is a reduction of M, then each state of M I that may be reached by input sequence " x x must be a reduction of s. A set V of input sequences is a deterministic state cover if it contains the empty sequence and is a minimal set such that every d-reachable state s of M is d-reached by some input sequence from V [13] . S V denotes the set of d-reachable states of M. V ¼ f; b; bag is a deterministic state cover for M 0 .
A test suite will be produced by extending sequences from V . While V need not reach all of the states of either the specification or the IUT, reasoning based on adaptive state counting will be used in order to determine when it is possible to stop extending the test suite.
Distinguishing States of the Specification
When testing from an FSM M, it is useful to have sequences that distinguish states of M. In order for an input sequence " x x to distinguish two states s and s 0 of M, it is sufficient that the corresponding sets of output sequences do not intersect. More formally, this is if h 2 ðs; " x xÞ \ h 2 ðs 0 ; " x xÞ ¼ ; [14] . This notion of distinguishing states may be extended in the following, intrinsically adaptive, way [1] , [13] . 1. There may be outputs with the property that it appears to be feasible that the IUT can produce these even though the specification FSM cannot. Where this is the case, we will assume that Y has been extended to include these outputs.
2. Checking experiments may be defined similarly for other fault domains [3] .
State Counting
This section describes state counting and its use in generating a checking experiment from an FSM. The problem is to determine, through black-box testing, whether the IUT may exhibit an input/output sequence that is not in the language LðMÞ defined by the specification.
The test suite will be developed using a breadth-first search through input sequences. In order to apply a search, it is necessary to have some termination criterion that decides whether an input sequence needs to be extended. Recall that I behaves like some unknown M I ¼ ðT ; t 1 ; X; Y ; h I Þ 2 É m M . Given an observed input/output sequence in LðMÞ, we may consider the current (unknown) state t of M I and the current state s of M. A failure occurs in response to the next input if and only if the input/output exhibited from t is not allowed from s. Thus, a failure is associated with a pair ðs; tÞ 2 S Â T of states.
A termination criterion for the search will be based on the observation that, if a state pair ðs; tÞ 2 S Â T , from which a failure may be exhibited, is reachable, then it is reachable by some minimal length input/output sequence " x x=" y y. If a prefix " x x 1 =" y y 1 of " x x=" y y reaches state pair ðs 0 ; t 0 Þ, then " x x 1 =" y y 1 must define a minimal sequence to ðs 0 ; t 0 Þ. Thus, if it is possible to demonstrate that a sequence reaches some such pair of states that has already been met, then this input/ output sequence need not be extended since it cannot form the prefix of a minimal sequence to a failure. State counting is used to demonstrate this: The reasoning used is based on placing a lower bound on the number of separate states of M I that must have been visited if there has been no repetition in the pairs of states met. Since M I has at most m states, once this lower bound exceeds m, the sequence must have repeated a pair of states and, so, the sequence need not be extended. When all output sequences observed in response to an input sequence " x x have this property, " x x need not be extended further.
We will briefly describe test generation based on state counting. 3 Let S 1 ; . . . ; S z denote maximal sets of r-distinguishable states of M. Given S 0 S,Ŝ S 0 will denote the set of states from S 0 that are d-reachable:Ŝ S 0 ¼ S 0 \ S V . W will denote the characterizing set used. Given a d-reachable state s 2 S V , a set T rðsÞ (called a traversal set in [12] ) is constructed in the following way:
. On the basis of the successor tree, generate a set F s L M ðsÞ of input/output sequences such that: For each input/output sequence " x x=" y y 2 F s , there is some S i , 1 i z, such that "
x x=" y y visits states from S i exactly m À jŜ S i j þ 1 times when followed from s and this condition does not hold for any proper prefix of "
x x=" y y. . T rðsÞ is the set of input sequences such that there is some corresponding input/output sequence in F s :
Given a set A X Ã , let T ð" v v i ; AÞ denote the set of input sequences formed by following " v v i by each prefix of a sequence in A. More formally, T ð" v v i ; AÞ is the set f" v v i gP reðAÞ, where P reðAÞ denotes the set of prefixes of sequences from A (i.e., P reðAÞ ¼ [ " a a2A preð" a aÞ, where preð" a aÞ ¼ f" a a 1 j9" a a 2 :" a a ¼ " a a 1 " a a 2 g). The following test suite is produced [11] :
Now, consider the application of state counting to the example FSM M 0 with m ¼ n ¼ 4. Here, the deterministic state cover V reaches states s 1 , s 3 , and s 4 . Further, the characterizing set W ¼ faa; bag distinguishes all of the states except s 1 and s 2 . There are thus two maximal sets of r-distinguishable states: S 0 ¼ fs 1 ; s 3 ; s 4 g and S 1 ¼ fs 2 ; s 3 ; s 4 g. Here,Ŝ S 0 ¼ S 0 and, thus, jŜ S 0 j ¼ 3.Ŝ S 1 ¼ fs 3 ; s 4 g and, so, jŜ S 1 j ¼ 2. Thus, a node in the successor tree is a leaf if one of the following holds:
. After the root, on the path to the leaf there are at least two nodes that represent states from S 0 . . After the root, on the path to the leaf there are at least three nodes that represent states from S 1 . This leads to the sets F 1 , F 3 , and F 4 represented by the trees in Figs. 2, 3, and 4, respectively.
Recall, that the set F i defines the set of input sequences produced by taking the prefixes of the set of paths from the root to a leaf. Since W ¼ faa; bag, the tree F 1 leads to the following test suite:
f; a; b; aa; ab; ba; bb; aaa; aab; aba; abbgfaa; bag:
The tree F 3 leads to the test suite:
fbagf; a; b; aa; ab; ba; bb; baa; bab; baaa; baabgfaa; bag:
The tree F 4 leads to the test suite:
fbgf; a; b; aa; ab; ba; bb; baa; bab; baaa; baabgfaa; bag: The complete test suite is produced by taking the union of these three sets. The following result is from Luo et al. [11] .
The set E of input sequences is a checking experiment.
We will now introduce new notation that will be used to rephrase state counting. This will make it easier to compare the test suites produced by state counting and adaptive state counting.
Given input sequence " x x 2 X Ã , there may be a number of alternative output sequences that may be produced in response to " x x and some of these might satisfy the termination criterion while others do not. Thus, it is possible for there to be two input sequences in T rðsÞ such that one is a proper prefix of the other. An input sequence " x x in T rðsÞ is a maximal element of T rðsÞ if, for every output sequence " y y 2 h 2 ðs; " x xÞ, some prefix of " x x=" y y is in F s . The notion of an input sequence being a maximal element of T rðsÞ will be represented in terms of LB sc ðs; S 1 ; " x xÞ.
LB sc ðs; S 1 ; " x xÞ ¼ min " y y2h 2 ðs;" x xÞ jf" x x 0 =" y y 0 2 preð" x x=" y yÞ n fgj
jf" x x 0 =" y y 0 2 preð" x x=" y yÞ n fgjh " y y 0 ðs; " x x 0 Þ 2 S 1 gj is the number of times " x x=" y y visits states from S 1 when followed from s. Thus, LB sc ðs; S 1 ; "
x xÞ counts the number of times states from S 1 are visited by "
x x=" y y and V for each output sequence " y y 2 h 2 ðs; " x xÞ and takes the minimum of these values. If this reaches m þ 1, then the input sequence " x x need not be further extended: For every " y y 2 h 2 ðs; " x xÞ, some prefix of " x x=" y y is in T rðsÞ. Thus, " x x is a maximal input sequence in T rðsÞ. Proposition 4. Suppose " v v i ; " v v j 2 V are prefixes of " x x that reach states s i and s j , respectively, "
Test generation using state counting may thus be rephrased in the following way: Algorithm 1.
3. For every input sequence " x x 2 T C , do the following:
Output the test suite T W . In the algorithm, the set T C is the set of input sequences currently being considered in the search and T is the set of input sequences considered to date. If input sequence " x x 2 T C satisfies the termination criterion, it is removed from T C in Step 3. Otherwise, " x x is extended in Step 4. When " x x is extended, it is sufficient to consider extensions to " x x that have yet to be considered (which is why the set T is removed from T C X when extending T C ).
This algorithm extends input sequences until they satisfy the termination criterion. One possible termination criterion is to insist that, for each " v v i that is a prefix of " x x, it is not necessary to extend " x x when considering the corresponding F j . However, according to Proposition 4, it is sufficient to consider only the maximal prefix of " x x that is contained in V and this is the approach used in Algorithm 1.
When all the states of M are d-reachable and r-distinguishable, the test suite reduces to the set
ÞW . This is equivalent to the test produced, using the W-method [4] , [17] , when testing from a DFSM. Where these conditions do not hold, a larger test suite is required.
The use of state counting when testing a deterministic IUT against an FSM has been described in terms of the product machine [13] . Section 5 will adapt the product machine to the case where the implementation may be nondeterministic. Before this, adaptive test cases will be explored. 
ADAPTIVE TEST CASES
This section introduces the notion of an adaptive test case. It then formalizes this idea and proves results that will be used later. Informally, an adaptive test case is a rooted tree with directed edges. In this tree, each leaf represents the adaptive test case terminating and every other node has an associated input. The edges represent outputs and there cannot be more than one edge with output y leaving a node n. Fig. 5 represents an adaptive test case in which a, b, and c are inputs and 0 and 1 are outputs.
An adaptive test case is applied in the following manner: We start at the root. Suppose we have reached node n. If n is a leaf, we stop. Otherwise, if n has input x, then we apply x and observe the output y produced. If there is no edge from n with output y, we terminate; otherwise, we move to the node n 0 reached by the edge from n with label y. For example, in applying the adaptive test case in Fig. 5 , we first input a. If 0 is output, we then input c. We then terminate, irrespective of the next output produced.
It is natural to define trees recursively. In doing so, a node n can have one of two forms: It can be a leaf (represented by null) or it has two components: an input x and a set of pointers to nodes (roots of subtrees), one pointer for each edge from n. This set of pointers to nodes can be represented by a partial function f: If there is an edge, with output y, from n to some node n 0 , then fðyÞ is the adaptive test case represented by n 0 . The set Ç of all adaptive test cases, with input alphabet X and output alphabet Y , may be defined recursively [8] .
Definition 3. Ç is the set of adaptive test cases, where an adaptive test case " 2 Ç is one of:
. null . a pair ðx; fÞ in which x is an input and f is a partial function from output values to adaptive test cases. Thus, f is a partial function from Y to Ç.
An adaptive test case " 2 Ç is applied in the following manner: If " ¼ null, then the adaptive test case ends. If " ¼ ðx; fÞ, then the input x is applied and some output y is observed. If f is not defined on y, we terminate and, otherwise, we apply the adaptive test case fðyÞ. It will be assumed that any adaptive test case considered is finite: Its application must always terminate. The function f is partial in order to allow a more concise description of adaptive test cases in which, at some nodes, certain output values are known to indicate a failure and, thus, to lead to no further input.
Consider the adaptive test case in Fig. 5 . Here, the root node is ða; f 1 Þ for a function f 1 in which f 1 ð0Þ is the node ðc; f 2 Þ and f 1 ð1Þ ¼ ðb; f 3 Þ. The function f 2 is defined by f 2 ð0Þ ¼ null and f 2 ð1Þ ¼ null, while the function f 3 is defined by f 3 ð1Þ ¼ ðc; f 4 Þ. Finally, f 4 ð0Þ ¼ null and f 4 ð1Þ ¼ null.
An input sequence may be seen as an adaptive test case in which the functions represent constants: The next input applied is the same irrespective of the output. Thus, the results that will be developed for adaptive test cases apply when using input sequences. Given input sequence " x x and adaptive test case "
, it is possible to follow " x x by " : We simply apply the input sequence " x x to the IUT, observe the resultant output sequence, and then apply the adaptive test case " . Given adaptive test case "
, the length of " is the length of the longest input/output sequence that may result from the application of " .
Definition 4. The length of an adaptive test case " , lengthð" Þ, is [8] : 
AboElFotoh et al. [1] discuss the use of adaptive test cases to distinguish states. A similar notion is described by Tripathy and Naik [16] . AboElFotoh et al. give algorithms for generating adaptive test cases that distinguish states. The notions that lie behind the use of adaptive test cases will now be formalized.
Given adaptive test case " and state u of FSM N ¼ ðU; u 1 ; X; Y ; h N Þ, IO N ðu; " Þ will denote the set of input/output sequences that may be observed by applying "
to N when N is in state u. IO N ðu; " Þ is: The first rule states that, if the adaptive test case is null, then, since no input is applied, the empty sequence is observed. The second rule is recursive, stating that, if the input of x may lead to output y (y 2 h 2 N ðu; xÞ), then " may lead to an input/output sequence in the form of x=y followed by either termination (if y 6 2 domf and, so, f does not define a next input) or some input/output sequence formed by applying fðyÞ in the state h y N ðu; xÞ reached from u by x=y. Each input/output sequence in IO N ðu; " Þ is a possible response to " when N is in state u and IO N ðu; " Þ is the set of responses of N to " when in state u. Consider the example M 0 and the adaptive test case " 1 in Fig. 6 Definition 5. An adaptive test case " ¼ ðx; fÞ r-distinguishes s ta t es s a n d s 0 o f M i f a n d o n l y i f , f o r a l l y 2 h 2 ðs; xÞ \ h 2 ðs 0 ; xÞ, we have that y 2 domf and fðyÞ r-distinguishes the states h y ðs; xÞ and h y ðs 0 ; xÞ.
Consider the example M 0 . Here, the set faa; bag is a characterizing set. However, if aa is input and the first output is 1, then the second output does not help distinguish the states. Similarly, when considering ba, if the response to b is 0, then there is no need to apply a. Thus, the r-distinguishable states of M 0 are r-distinguished by the adaptive test cases " 1 and " 2 shown in Fig. 6 . The following result relates the approaches of using an adaptive test case to r-distinguish two states and the corresponding sets of input/output sequences. The following definition extends the notion of a characterizing set to adaptive test cases. 
THE PRODUCT MACHINE
The problem of testing a deterministic implementation against an FSM has been described in terms of the product machine [13] . The state of the product machine is either a special state F ail or a pair ðs; tÞ 2 S Â T of states that represent the states of M and M I 2 É m M given the input/ output sequence observed. The product machine behaves like M I where this is consistent with M and, otherwise, moves to the state F ail. Naturally, since M I is unknown before testing, the product machine is also unknown. However, testing may be seen as trying to decide whether the state F ail of the (unknown) product machine is Proof. This is an immediate consequence of the fact that M and M I are observable. t u
Note that, if incorrect output can be produced by the IUT in response to an input sequence, then the "first incorrect output" of the IUT is produced by the product machine (from the corresponding state). Only after this is "fail" produced. This differs slightly from the previous definition [13] in which this "first incorrect output" is not produced by the product machine. The following results show that the problem of deciding whether the IUT is correct is equivalent to deciding whether F ail is reachable.
Lemma 7. Let "
x x=" y y denote an input/output sequence (" x x 2 X Ã ; " y y 2 Y Ã ). Then, F ail ¼ h denote some minimal prefix of " x x=" y y that reaches F ail. By the definition of the product machine, " x x 0 =" y y 0 2 LðM I Þ. Thus, it is sufficient to prove that " y y 0 6 2 h 2 ðs 1 ; " x x 0 Þ. " x x 0 =" y y 0 ¼ " x x 1 x 2 =" y y 1 y 2 for some " x x 1 2 X Ã , " y y 1 2 Y Ã , x 2 2 X, and y 2 2 Y . Since, by Lemma 6, the product machine is observable, h " y y1 P ððs 1 ; t 1 Þ; " x x 1 Þ is defined. By the minimality of " x x 0 =" y y 0 , " x x 1 =" y y 1 reaches some state ðs; tÞ ¼ h " y y1 P ððs 1 ; t 1 Þ; " x x 1 Þ other t h a n F ail o f P ðM; M I Þ. O b s e r v e n o w t h a t F ail ¼ h 
This follows immediately from Lemma 7. t u
Deciding correctness is now expressed in terms of deciding reachability for the (unknown) product machine. Section 7 will define adaptive state counting and explain how it may be used to construct a test suite that determines this reachability. Adaptive state counting will rely on distinguishing states of the IUT during testing and this will be described in Section 6. 
DISTINGUISHING STATES OF THE IMPLEMENTATION

ADAPTIVE STATE COUNTING
Throughout this section, will denote the adaptive characterizing set used. Since a characterizing set defines an adaptive characterizing set, the results and techniques in this section extend immediately to the use of a characterizing set to r-distinguish states.
Adaptive state counting will proceed in a manner similar to state counting: We start with V and keep on extending input sequences (followed by ) until a termination criterion is satisfied. Given an input/output sequence "
x x=" y y, the termination criterion will be based on finding some number j such that, if "
x x=" y y does not repeat a state of the product machine, then M I must have at least j states. The contribution of is that it distinguishes some states of M I and, in particular, if t " s and t 0 " s 0 (t; t 0 2 T , s; s 0 2 S) and r-distinguishes s and s 0 , then must distinguish t and t 0 . An input sequence does not have to be extended if j > m for every output sequence since it cannot be a prefix of some minimal sequence to a failure. The key difference is that, since the algorithm is adaptive, in calculating j, we have additional information: observed input/output sequences.
We get a number of benefits from adaptivity. Recall that, in calculating LB sc ðs; S 1 ; "
x xÞ, in order to decide whether a sequence " x x must be extended, we take a minimum over all " y y 2 h 2 ðs; " x xÞ. If certain input/output sequences that are contained in the specification are not contained in the IUT, then we do not need to consider these sequences in deciding whether " x x should be extended. This may lead to earlier termination. Further, might distinguish two states of the IUT reached by certain input/output sequences even if does not distinguish the corresponding states of the specification. Both of these advantages can be used in calculating j and thus lead to a reduction in the size of the test suite used. Finally, if a failure is observed, we can terminate without creating the rest of the test suite. Sufficient repetitions will be used so that it can be assumed, under fairness, that all possible responses have been observed. Section 8 will briefly discuss how the fairness assumption may be extended to the use of adaptive test cases. Before describing adaptive state counting, a number of terms will be defined.
Characterizing the States Reached by a Sequence
Given input/output sequence " x x=" y y observed in testing, B ð" x x=" y yÞ will denote the set of all input/output sequences that may be produced by M I if we apply elements of in the state of M I reached by "
x x=" y y. Thus, B ð" x x=" y yÞ ¼ IO MI ðt; Þ,
x xÞ is the state of M I reached by " x x=" y y. By fairness, all of these input/output sequences will be observed in testing if "
x x=" y y is followed by . Thus, if two input/output sequences lead to states of M I that are distinguished by , then they lead to different states of M I . Suppose that " v v=" v v 0 is an input/output sequence of M I that may be observed in response to some " v v 2 V . It will be useful to consider the states of M I that may be reached using prefixes of some sequence "
x x=" y y following " v v=" v v 0 . Note that M I and M may allow more than one response to " v v and these input/output sequences may reach different states of M I even though they reach the same state of M.
y y is an input/output sequence that can be produced by both M and M I (" v v" x x=" v v 0 " y y 2 LðM I Þ \ LðMÞ), Rðs 0 ; " v v=" v v 0 ; " x x=" y yÞ will denote prefixes of " v v" x x=" v v 0 " y y that reach s 0 (in M) and that extend " v v=" v v 0 .
When considering an input/output sequence " v v" x x=" v v 0 " y y 2 LðMÞ \ LðM I Þ, if this does not repeat states of the product machine, then its prefixes that are in Rðs 0 ; " v v=" v v 0 ; " x x=" y yÞ must reach jRðs 0 ; " v v=" v v 0 ; " x x=" y yÞj different states of M I since each of the input/output sequences reaches the same state of M.
y y 2 LðMÞ \ LðM I Þ, s 0 2 S, and no state of the product machine has been repeated when (in testing) " v v=" v v 0 is followed by " x x=" y y. Then, the states of M I reached by input/output sequences in Rðs 0 ; " v v=" v v 0 ; " x x=" y yÞ are distinct.
Given set T of input sequences, B ðT Þ denotes the set of responses to that may be observed from states of the IUT reached by T :
B ðT Þ ¼ fB ð" x x=" y yÞj" x x 2 T^" x x=" y y 2 LðM I Þg:
Each element of B ðT Þ is a distinct set of input/output sequences produced in response to and must represent at least one state of M I .
A Lower Bound
This section will introduce a lower bound that may be placed on the number of states of M I if there has been no repetition in states of the product machine for a given input/output sequence. This will drive adaptive state counting: Whenever this lower bound exceeds m for every observed response to an input sequence " x x, we know that it is not necessary to extend " x x since " x x cannot be a prefix of a minimal input sequence that can lead to failure.
Before defining the lower bound, we will consider the states of M I reached by sequences from V . Let 
Note that, since V must contain , each element of V 0 contains =. In testing, every input sequence in the deterministic state cover V will be followed by the adaptive characterizing set. This motivates the introduction of new notation. Given V 00 2 V 0 , R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ is formed by taking the set Rðs 0 ; " v v=" v v 0 ; " x x=" y yÞ (of input/output sequences of the form " v v" x x 0 =" v v 0 " y y 0 that are prefixes of " v v" x x=" v v 0 " y y and reach s 0 in M) and adding the input/output sequence from V 00 that reaches s 0 in M, if there is such a sequence.
; " x x=" y y; V 00 Þ is defined by the following:
Otherwise,
; " x x=" y y; V 00 Þ ¼ Rðs 0 ; " v v=" v v 0 ; " x x=" y yÞ:
All the input/output sequences in R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ reach s 0 in M. Thus, if no state of the product machine is repeated, the states of M I reached by the input/output sequences in R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ must be distinct. We now have the components that will contribute to adaptive state counting. Suppose that " v v 2 V , " v v" x x=" v v 0 " y y 2 LðMÞ \ LðM I Þ, S 1 S, is the adaptive characterizing set used, V 00 2 V 0 , and " v v=" v v 0 2 V 00 . Further, suppose T denotes the set of input sequences that have been followed by in testing. In Lemma 12, we will prove a property of the term LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ, defined below, that will be used in adaptive state counting. This term is defined by the sum of two parts which will now be explained.
The first part is
Each of the sequences in R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ reaches the same state (s 0 ) of M and, thus, if no state of the product machine is repeated, then the input/output sequences in R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ must reach different states of M I .
Suppose that, for all s; s 0 2 S 1 such that s 6 ¼ s 0 , we have that distinguishes every state of M I reached by an input/output sequence in R þ ðs; " v v=" v v 0 ; " x x=" y y; V 00 Þ from every state of M I reached by an input/output sequence in R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ. Note that this condition is automatic if the states in S 1 are r-distinguished by and no failures are observed. If this condition holds, the set of states of M I reached by input/output sequences in R þ ðs; " v v=" v v 0 ; " x x=" y y; V 00 Þ is disjoint from the set of states of M I reached by input/output sequences in R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ. Under these conditions, by Proposition 11, the input/output sequences in the R þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ meet P s 0 2S1 jR þ ðs 0 ; " v v=" v v 0 ; " x x=" y y; V 00 Þj distinct states of M I . 2. The second part is jB ðT Þ n ð[ s 0 2S1;" x x1=" y y12R þ ðs 0 ;" v v=" v v 0 ;" x x=" y y;V 00 Þ B ð" x x 1 =" y y 1 ÞÞj: This is the number of sets of responses to that have been observed from states of M I and that have not been observed from states considered in the previous term. By Proposition 10, each of these sets of responses must correspond to an additional state of M I . The term LBð" v v=" v v 0 " x x=" y y; T ; S 1 ; ; V 00 Þ is defined by:
The third term in this expression denotes the number of additional sets of input/output sequences observed in response to . Each of these must correspond to a state of the IUT.
Lemma 12. Suppose that
y y 2 LðMÞ \ LðM I Þ, and " v v=" v v 0 is the maximal length prefix of " v v" x x=" v v 0 " y y in V 00 . 2. T denotes the total set of input sequences that have been followed by in testing and there have been sufficient repetitions so that, under fairness, we can assume that all possible responses have been observed. 3. T contains every sequence in V and every sequence of the form " v v" x x 0 for a prefix " x x 0 of " x x. 4. S 1 S has the property that, for all s 1 ; s 2 2 S 1 , t u This result will drive adaptive state counting. Given input sequence " v v" x x used in testing, we extend " v v" x x if it might form the prefix of a minimal sequence to a failure. For this to be the case, we must have some response " v v 0 " y y to " v v" x x such that " v v" x x=" v v 0 " y y that does not repeat a state of the product machine. This corresponds to the last part of the statement of Lemma 12. By choosing appropriate S 1 and V 00 , we can ensure that the other conditions of Lemma 12 hold and, thus, if " v v" x x=" v v" y y does not repeat any state of the product machine, then M I must have at least LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ states. This provides a contradiction if LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ > m, in which case, " v v" x x=" v v 0 " y y must repeat a state of the product machine and, thus, need not be extended.
Adaptive State Counting: An Algorithm
The following is a test generation algorithm based on adaptive state counting. In this algorithm, T denotes the set of input sequences that have been followed by in testing. T C denotes the set of current elements of T : those that are being considered in the search through the state space of the product machine. The elements in T C are the maximal sequences considered that do not meet the termination criterion. On each iteration, elements of T C are either removed from T C or extended.
Algorithm 2.
Test the IUT a sufficient number of times, in order to be able to apply the fairness assumption, with each element of T C and record the set of input/output sequences observed in response to the input sequences in T C and the corresponding set of responses to . If a failure is observed, output the set of input/output sequences that have been observed and terminate. 4. For each input sequence " x x 1 2 T C , remove " x x 1 from T C if, for every response " y y 1 to " x x 1 observed, there exists S 1 S and V 00 2 V 0 such that the following hold:
y y, where " v v=" v v 0 is the maximal element of V 00 that is a prefix of " x x 1 =" y y 1 ; b. For all s 1 ; s 2 2 S 1 with s 1 6 ¼ s 2 , distinguishes every state of M I reached by an input/output sequence from R þ ðs 1 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ from every state of M I reached by an input/output sequence from R þ ðs 2 ; " v v=" v v 0 ; " x x=" y y; V 00 Þ; and c. LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ > m.
Output the set of input/output sequences that have been observed and the fact that the IUT passed the test suite applied. In deciding whether the termination condition holds, in principle, all subsets of S and all elements of V 0 must be considered. Naturally, this may not be practical. One way of choosing S 1 is to start with the maximal sets of r-distinguishable states of M and extend these. It will transpire that, even if we restrict ourselves to the maximal sets of r-distinguishable states of M, then, for any choice of V 00 2 V 0 , the lower bound produced here is no less than that produced with state counting and may be larger. Proof. Case 1: ) . This follows from Lemma 12 and the fact that the input sequences followed by are extended until the termination criterion is satisfied. 
EVALUATION
This section will evaluate adaptive state counting by comparing it to state counting. First, the fairness assumption is discussed. Section 8.2 contains a proof that the test suite produced using adaptive state counting is contained within that produced using state counting and contains further general observations. Finally, in Section 8.3, adaptive state counting is applied to the example.
The Fairness Assumption
Where the IUT is known to be deterministic, the fairness assumption automatically holds. Further, if a characterizing set, rather than an adaptive characterizing set, is used in adaptive state counting, then the normal fairness assumption can be made. This section will now briefly consider how a fairness assumption might be applied when using an adaptive characterizing set. A fuller analysis of this issue will be left to future work. Given adaptive test case " , let W " denote the set of maximal input sequences that may result from the application of "
. These are the maximal input sequences that label paths from the root to some leaf of the tree corresponding to " . For example, in the adaptive test case "
in Fig. 5 , W " ¼ fac; abcg. Theorem 14. If, under fairness, it is sufficient to apply any input sequences k times, then it is also sufficient to apply each adaptive test case k times.
Proof. Consider some adaptive test case " and the corresponding set W " ¼ f" x x 1 ; . . . ; " x x p g. Suppose "
x x=" y y is a possible response of the IUT to "
. Then, " x x is a prefix of " x x i for some 1 i p.
Under fairness, if we apply " x x i k times, we are guaranteed to see every possible response of the IUT to " x x i . Suppose " y y i is one of these possible responses such that " y y is a prefix of " y y i . We may now observe that if, in an execution, the IUT responds to " x x i to produce " y y i , then it would have produced "
x x=" y y in response to " . Thus, if we apply " k times, we are guaranteed to observe " x x=" y y. From this, we may conclude that, by applying " k times, we are guaranteed to observe all possible responses to " . t u
General Results
This section explores properties of adaptive state counting. First, we show that the test suite produced by adaptive state counting is contained within that produced by state counting. The following shows that adaptive state counting terminates the extension of input sequences no later than state counting.
and T denotes the set of input sequences followed by in Algorithm 2. Suppose S 1 is some set of r-distinguishable states of M and Algorithm 2 does not observe any failures. Then, LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V Þ ! LB sc ðs; S 1 ; " x xÞ.
Proof. Recall that LB sc ðs; S 1 ; " x xÞ ¼ min " y y2h 2 ðs;" x xÞ jf" x x 0 =" y y 0 2 preð" x x=" y yÞn The result now follows. t u
By considering the example, it will be demonstrated that LBðv=v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ may be strictly greater than LB sc ðs; S 1 ; " x xÞ.
Theorem 16. The test suite applied using adaptive state counting is contained in that produced using state counting.
Proof. First, note that, if a failure is observed in adaptive state counting, then Algorithm 2 terminates. By contrast, state counting produces a preset test suite. Thus, it is sufficient to consider the case where no failures are observed during the application of Algorithm 2. Suppose adaptive characterizing set is being used, S 1 is a set of r-distinguishable states of M, s 1 ; s 2 2 S 1 , s 1 6 ¼ s 2 , for states t 1 and t 2 of M I we have t 1 " s 1 and t 2 " s 2 , and no failures are observed in the application of Algorithm 2. By Theorem 9, t 1 and t 2 are distinguished by . Thus, when the set S 1 may be used in state counting in order to show that a sequence need not be extended, S 1 can also be used in adaptive state counting. The result now follows from Theorem 15.
t u
The following gives a condition under which the test suite generated using adaptive state counting and characterizing set W is guaranteed to be contained within that produced if the W-method is applied. LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ ! X s 0 2S jRðs 0 ; " v v=" v v 0 ; " x x=" y yÞj þ jŜ Sj ¼ j" x x=" y yj þ n:
Thus, LBð" v v=" v v 0 ; " x x=" y y; T ; S; ; V 00 Þ > m if j" x x=" y yj ! m À n þ 1. The result thus follows.
Now, consider the expected reduction in the size of the test suite. In the worst case, the test suite will be the same as that produced using state counting: Observing the response of the IUT provides no additional useful information. Suppose a state of the implementation, not reached by V 00 , is distinguished from those met by V 00 . Then, for some sequences, this will increase the last term, in LBð" v v=" v v 0 ; " x x=" y y; T ; S 1 ; ; V 00 Þ, by one. This will lead to a number of sequences terminating one step earlier and, thus, may lead to a reduction of the order of jXj in the size of the test suite. Thus, where j extra states are found, the size of the test suite may be reduced by the order of jXj j . Naturally, the actual reduction will depend upon a number of properties of the specification and implementation.
Applying Adaptive State Counting to the Example
In order to illustrate the potential savings, suppose that the IUT behaves like the FSM M 1 I in Fig. 7 , M 0 is the specification, and characterizing set ¼ faa; bag is used (instead of an adaptive characterizing set). The first iteration of the algorithm uses the test suite V ¼ f; b; bagfaa; bag. This identifies three responses to and, thus, three separate states of M 1 I . None of the sequences used satisfies the termination criterion and, thus, all are extended.
The second iteration uses the test suite V X ¼ f; b; bagfa; bgfaa; bag. We observe a fourth response to : that of the state reached by a=0. Thus, four separate states of M 1 I have been found. All of the sequences that do not pass through this state have the third term in the lower bound taking on the value 1. Based on this, it is straightforward to show that all of the sequences except " v v 0 fag ¼ fag are leaves as they give a lower bound of 5 using S 1 ¼ S (jŜ Sj ¼ 3). We now need only extend the sequence a to get faa; abgfaa; bag: The two nodes reached are leaves. Thus, the following test suite was used:
f; a; b; aa; ab; ba; bb; baa; babgfaa; bag:
Suppose each input has cost 1 and each input sequence ends with a reset with cost 1. The test suite has cost 86. This contrasts with the test suite produced using state counting which has cost 342. Note that the above test suite may be further reduced by observing in advance that the set V X must be used and, thus, by removing every sequence in V [ V X that is a prefix of some other sequence in V [ V X. In this case, the sequences in V are all prefixes of sequences in V X. Further, the sequences baaa and baba from V X are prefixes of other sequences from V X. This observation leads to the test suite being reduced to one with total length 62. In contrast, once prefixes are removed, state counting leads to a test suite with cost 201. This gives a 69 percent reduction.
Interestingly, this illustrates a potential weakness of applying an adaptive test generation algorithm: It is not always possible to remove an input sequence " x x that is a prefix of another input sequence " x x 0 from the test suite since, when " x x is input, it may not be known that " x x 0 will be used. This happened in the above case: The input sequences aaa and aba in V X are prefixes of sequences in fagX. Future work will consider heuristics that might maximize the potential of saving through the removal of prefixes. One simple heuristic operates as follows: First, generate test suite T 1 using state counting. In adaptive state counting, when considering input sequence " x x, apply some maximal input sequence " x x 0 from T 1 such that " x x is a prefix of " x x 0 . This increases the potential for savings through prefix removal and guarantees that the test suite is contained within that produced by state counting.
In this case, the test suite may be further reduced by using an adaptive characterizing set. When applying aa, if the first output is 1, then the second input need not be applied. This occurs from s 3 and in one response to a from s 1 . When applying ba, if the first output is 0, the second input need not be applied.
While adaptive state counting may lead to significantly smaller test suites, there are other aspects to the costs of testing. In particular, adaptive testing requires a more complex test environment.
CONCLUSION
This paper has considered the problem of utilizing adaptivity when testing against a nondeterministic finite state machine (FSM). Two forms of adaptivity have been considered: the use of (preset) adaptive test cases to distinguish states and the use of information derived during testing to drive the generation of a test suite. The latter leads to an adaptive algorithm in which input sequences are applied and then further input sequences are generated on the basis of the input/output sequences that have been observed.
It has been shown that testing may be based around adaptive state counting, which is an extension of the notion of state counting [12] , [13] , [18] . It has been proven that the use of adaptive state counting is guaranteed to produce a test suite that is contained within that produced by state counting. Further reductions may result from using adaptive test cases, to distinguish states, rather than input sequences.
By contrast with state counting, adaptive state counting allows properties of the IUT discovered during testing to be utilized. It has been shown that this is capable of leading to a significant reduction in the size of the test suite.
Future work will consider how, when using adaptive state counting, the test suite may be further reduced where the implementation is known to be deterministic. It will also consider how the assumptions about the specification may be relaxed.
