Abstract. Given information about medical drugs and their properties, how can we automatically discover that Aspirin has blood-thinning properties, and thus prevents heart attacks? Expressed in more general terms, if we have a large information network that integrates data from heterogeneous data sources, how can we extract semantic information that provides a better understanding of the integrated data and also helps us to identify missing links? We propose to extract concepts that describe groups of objects and their common properties from the integrated data. The discovered concepts provide semantic information as well as an abstract view on the integrated data and thus improve the understanding of complex systems. Our proposed method has the following desirable properties: (a) it is parameter-free and therefore requires no user-defined parameters (b) it is fault-tolerant, allowing for the detection of missing links and (c) it is scalable, being linear on the input size. We demonstrate the effectiveness and scalability of the proposed method on real, publicly available graphs.
Introduction
If we have two sources about medical drugs, one source listing their medical properties, and the other describing their chemical behavior, how can we discover whether, for example, Aspirin has blood thinning properties -and can therefore also help prevent heart attacks and rheumatism, in addition to being a miracle painkiller? This is the precise focus of this work; Fig. 1 shows a selection of medical uses of Aspirin (Acetylsalicylic acid) that have been detected by our proposed algorithm.
In a nutshell, we want to integrate multiple sources (e.g. Wikipedia articles describing drugs), find hidden concepts (say, 'heart disease drugs') and discover missing connections (e.g. Aspirin is related to heart disease). Information networks [9] allow the integration of such heterogeneous data by modeling the relations between objects e.g. drugs and their properties. In comparison to heterogeneous information networks [17] , for example, which a-priori assign each node to a certain type, information networks as defined in [9] do not a-priori categorize the integrated objects into different classes: any object can be a member described by its neighbors or a property describing the members to which it is related.
Given an information network ( Fig. 2) , we want to identify underlying concepts ( Fig. 3) and analyze them. In order to do so we extract concept graphs [10] that allow the discovery and description of concepts in such networks. Concept graphs allow the organization of information by grouping together objects (the members) that show common properties (the aspects), improving understanding of the concept graph and the actual concept it represents.
Concept graphs further support the abstraction of complex systems by identifying vertices that can be used as representatives for the discovered concepts. E.g., when considering the concept of animals, a number of members such as lion, bird, etc. and their characteristic aspects e.g. they are alive, can move, etc. come into our mind. In addition, they also support context dependent vertex types since the type of a vertex is defined by a given concept graph. Thus, a member of one concept graph could be an aspect or a concept in another concept graph. E.g., a bird might be a member of the general concept of animals but it could simultaneously be the concept representing all different kinds of birds.
An example of a concept graph representing the concept of flightless birds is depicted in Fig. 3 . The concept graph consists of the members Penguin, Ostrich and Weka and their shared aspects wing and feather as well as its symbolic representation. It further contains the vertex Eagle which has the properties wing and feather but not the property flightless bird and is therefore not a member of the concept graph.
Novelty of the proposed method over competitors: The existing work [10] on identifying concept graphs is restricted to identifying only perfect concept graphs i.e. concept graphs where all members share all properties. To overcome this drawback we propose a new fault-tolerant algorithm called FCDA (Fault-tolerant Concept Detection Algorithm) to find imperfect concept graphs as well.
The main contributions of this paper are the following: For easy usage, FCDA has been implemented in KNIME [4] . The source code and experiments are available at http://cs.cmu.edu/˜koettert/pakdd2014.
Proposed Method
In this section, we describe our model for fault-tolerant concept graph detection. We assume that we have a network G = (V, E) with vertices V and directed edges E ⊆ V × V , where (u, v) ∈ E states that the vertex u possesses the property v. We denote the predecessors of v with N − (v) := (V ×{v})∩E, and its successors with N + (v) := ({v} × V ) ∩ E. Given such a network we want to find all underlying concept graphs.
The general idea of concept graphs is to find disjoint sets of vertices V M , V A ⊆ V such that each vertex of the member set V M is connected to many vertices in the aspect set V A , and vice versa. The existing method [10] , which is based on frequent itemsets, was defined to identify perfect concept graphs. A perfect concept graph is one that forms a quasi biclique where each member is connected to all aspects of the concept. Real word data, however, is often noisy and incomplete and thus might not contain all of the connections between the members and aspects of a concept. Our solution to finding these imperfect concept graphs is to replace the strict fully connectedness requirement with a score that defines the quality of a dense quasi bipartite subgraph.
Besides finding the members (e.g. Penguin, Ostrich and Weka in Fig. 3 ) and aspects (e.g. wing and feather in Fig. 3 ) of a concept graph, one important aspect of our model is to identify vertices acting as representatives of the concept graph (e.g. flightless bird in Fig. 3 ). The idea is to determine those aspects of the concept graph that are most specific and simultaneously connected to all members of the concept. To measure the specificity of an aspect w.r.t. a given concept we refer to the notion of cue validity [3] which has been defined in [10] as
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For example, the cue validity of the aspect, feather, for the concept graph, flightless bird, in Fig. 3 is
whereas the cue validity of the concept representative, flightless bird, is 1. Thus, flightless bird is the most specific aspect that is connected to all members of the graph and should therefore be selected as the representative. Note that the cue validity of a vertex depends on the currently selected set of members V M .
In general, our model allows multiple vertices as representatives providing they share the same specificity. We can therefore handle concept graphs where two or more terms are used interchangeably as representatives of the same concept (e.g. synonyms) and thus refer to the same members and aspects. Overall, we define a concept graph as:
} defines the set of aspects, which are connected to all members of the concept.
Concept Graph Score
The previous definition of concept graphs is very loose in the sense that many sets of vertices fulfill the definition. Thus, our goal is to focus on the 'most interesting' concepts graphs. We measure the interestingness of concept graphs via a score that incorporates three properties desired for detecting interesting concept graphs. The size of the concept graph, i.e. the number of members |V M | and aspects |V A |. The connectivity of its members and aspects, i.e. the number of (missing) links connecting its members and aspects. The specificity of the aspects for the given concept (see Eq. 1). In general, the larger the concept graph, the more densely connected the two sets and the more specific the aspects, the higher the score.
Definition 2. The concept graph score cs is defined as follows
Given this definition, we are now interested in finding those concept graphs that maximize the score.
The FCDA Algorithm
The fault-tolerant detection of concept graphs is similar to the detection of maximum quasi-bicliques, which is NP-complete [13] . Thus, we cannot expect to find an efficient algorithm computing an exact solution. To improve performance we propose a greedy algorithm that maximizes the quality score cs of a given concept graph. Intuition behind our algorithm: (Part 1) For each vertex c ∈ V C with incoming edges, extract its predecessors (potential members) and their successors (potential aspects). (Part 2) Optimize the two discovered sets using Eq. 2. The details are as follows:
Part 1: Find Initial Concept Graph
Step 1. Extract the set of potential members V M for the potential concept c ∈ V C which is the set of its predecessors V M = N − (c ).
Step 2. Extract the set of potential aspects V A which are the successors of the potential members V M that are equal or less specific than the potential concept vertex c
Once we have extracted the set of potential aspects V A and potential members V M we have to identify the optimal subsets given the concept graph score cs (see Eq. 2). Computational Speed considerations: Obviously, enumerating all possible combinations to find the optimal solution is intractable that is why we follow an iterative approach.
Part 2: Refine Concept Graph
Step 3. Set V *
A contains all potential aspects.
Step 4. Find the subset of members V * M that maximizes the concept graph score cs for the current aspect set V * A by adding each member that improves the score, i.e.
Step 5. If the current concept graph score cs(V *
Step 6. Remove the aspect a from V * A that has the least members in V M , i.e. the one with the lowest value for |N − (a ) ∩ V M |, and start over from step 4 until V * A is empty.
Step 7. Once the aspect loop has been terminated, iterate over the remaining potential aspects V A \ V A and add all vertices to V A that improve the score. This is necessary because an aspect might have been removed early that would improve the score due to vertices in V * A with a negative score. Accordingly, we iterate over the set V M \ V M to add vertices to V M that improve the score.
Step 8. Finally check for vertices that are members of both sets V A and V M . This situation can arise as a vertex can have incoming and outgoing edges and thus end up in both sets. Remove a vertex v ∈ V M ∩ V A from the set that affects the score the least.
By following these steps we extract the concept graphs and their scores for each potential concept c ∈ V C . Since the computation of each potential concept c ∈ V C is independent of other concepts, computation is easily parallelized, which subsequently improves the run time significantly (Fig. 5c ).
Efficient Incremental Score Computation. The above algorithm requires computing the concept graph score cs at multiple places. To speed up the computation we can make use of an incremental computation of the concept graph score. The following equations hold when adding or removing a single member or aspect from the concept graph:
• Adding a member m + to V M :
• Adding an aspect a + to V A :
• Removing a member m − from V M :
• Removing an aspect a − from V A : The missing link recovery approach is based on the information from the discovered concept graphs. All of the connections that need to be added to a concept graph in order to make it fully connected are potentially missing links (see Fig. 4 ). However, not all of them are interesting or missing. That is why we provide two scoring functions that allow the global sorting of the recovered missing links based on their confidence and interestingness. Since the (missing) edge (m, a) between a member m and an aspect a can be missing in several concept graphs, we use C a,m to denote all concept graphs that have the member m ∈ V M and the aspect a ∈ V A .
Missing Link Recovery
Confidence. To measure the confidence of a missing link we can use the structure of the concept graphs based on the consideration that a single missing link in a large concept graph is much more likely to be an artifact than a link in a smaller concept graph that misses many links. E.g. the missing link l 1 in Fig. 4 has a lower confidence than the missing link l 2 since the aspect a 1 is only connected to two whereas the aspect a 3 is connected to three of the four concept members. We take the minimum to ensure that the possibility of the missing link is high for all concept graphs in C. 
Interestingness. The interestingness of a recovered link is related to the cue validity (see Eq. 1) of the aspect. For example, a missing link to a very general aspect with a low cue validity is not as interesting as a missing link to a more specific concept with a high cue validity. E.g. The missing link l 1 in Fig. 4 is potentially more interesting than the missing link l 2 since the aspect a 1 has a cue validity of 1 whereas the aspect a 3 has a cue validity of . Since the cue validity of an aspect is context dependent we take the minimum to ensure that the aspect is interesting from a global point of view.
Definition 4. The global interestingness score of a missing link between a member m and an aspect a is defined as int(m, a) = min C(VA,VM ,VC )∈Ca,m cv(a, V M ).

Experiments
This section demonstrates the quality of the proposed method based on networks that were extracted from two publicly available real world data sets from different domains.
Datasets
Wikipedia Selection for Schools. (Schools Wikipedia)
1 is a selection of the English Wikipedia for children. It has about 5500 articles organized into 154 subjects such as countries, religion, and science. Each article and each related subject is represented by a vertex. Hyperlinks are represented by directed edges with the article that contains the hyperlink as the source and the referenced article or subject as the target vertex. This results in a network with 5,770 vertices and 231,985 edges.
DrugBank. [8] is a publicly available data base with more than 6,000 entries describing 1,578 approved drugs and 5,000 experimental substances. Each drug is described by unstructured information e.g. textual descriptions as well as structured information such as target information. Drugs and their extracted properties are represented by vertices. The connections between drugs and their properties are represented by directed edges with the drugs as the source and the properties as target vertices. This results in a network with 18,574 vertices and 109,721 edges.
Quality
Since the proposed method is unique in its characteristics and most of the more similar methods require some kind of parameter to define the number of clusters, it is difficult to undertake a comparison. Therefore, we decided to use information that exists in each data source, defining specific groups of objects, to evaluate our results. In Schools Wikipedia we used the subject pages and the related subjects of each article. This leads to a total of 154 groups including topics like dinosaurs, chemical elements, computer programming, and artists. For DrugBank we used the drug classes as well as the pharmaceutical and pathway based classification available from the DrugBank homepage. This leads to a total of 651 groups of which 584 corresponding vertices can be found in the network. Given the predefined groups of objects and the concept graphs detected by our method, we can compute the F 1 score [16] to measure the quality of our algorithm. The F 1 score for Schools Wikipedia is 0.803 with precision 0.769 and recall 0.924. For DrugBank the F 1 score is 0.859 with precision 0.863 and recall 0.862.
Scalability
In this section, we demonstrate the time complexity and parallelizability of FCDA experimentally. In order to measure the running time on different sized graphs we extracted several subgraphs of different sizes from the two data sets using snowball sampling [18] . Figure 5 shows the running time w.r.t. increasing number of vertices as well as the average speedup over all experiments. Usually the two vertex sets V A and V M form a Galois connection [7] , which describes the correspondence between two partially ordered sets. It states that if one of the two sets increases in size, the size of the other set will decrease. Therefore, if we are looking at a very general concept with a lot of members the set of aspects is very small and vice versa. This behavior contributes to the efficiency of the algorithm.
Discoveries
This section describes the discoveries we were able to make by applying our proposed method to the two data sets mentioned above. The concept graph images always depict the aspects of the concept graph in the left column, the members in the middle column, and the concept representative in the right column. In addition, aspects are ordered based on their cue validity from highly specific at the top to more general at the bottom.
Concept Detection
Observation 1 (Aspirin as blood thinner) . The concept graphs in Fig. 1 (Fig. 6a) to concept (Fig. 6b) . 
Missing Link Recovery
Thanks to the fault-tolerance of FCDA we can identify missing links between an aspect and a member of a detected concept graph. Using the semantic information provided by the discovered concept graphs we can further assign a global interestingness and a confidence score to all potentially missing links. Table 1 shows the top 5 missing links for the DrugBank data set based on the combined scores. [1] . Thus, our method successfully reveals novel information which is not encoded in the current data set but predicted based on the discovered concept graphs. 
Observation 3 (Haloperidol can impair the effect of antiparkinson agents). A very interesting connection is the one between Haloperidol and 'antiparkinson agents'. This connection is not directly mentioned on the DrugCard. However, by searching for the two terms we learned that Haloperidol can impair the effect of antiparkinson agents
Related Work
Network-Based Approaches: (Quasi)-clique detection methods [12] aim at finding dense subgraphs in a given graph. These methods do not distinguish between the members and aspects of a subgraph but treat all vertices equally. Thus, these methods cannot be used to find concept graphs since, e.g., the members of a concept graph need not be connected at all. Methods [11] have been proposed for quasi-biclique detection, which explicitly distinguish between members and aspects. The existing methods, however, are not aware of the concept of cue validity and are not able to determine representative vertices for each concept. Block-Modeling techniques [2, 5] try to find homogeneous blocks in the adjacency matrix of a graph. However, none of the existing approaches takes the cue validity into account and are not able to identify representative vertices. Moreover, most of the techniques require important parameters to be specified manually, e.g., the maximal fraction of missing edges allowed in a pattern.
Global Pattern Discovery:
Finding vertices sharing similar properties might be regarded as an instance of shared nearest neighbor clustering. That is, using the distance function d that assigns low values to pairs of vertices sharing many neighbors and high values to pairs of vertices sharing no neighbors, any distance based clustering method as, e.g., k-medoid, might be used to find concept graphs. This principle, however, does not consider the current context of the subgraph as our method does. Additionally, most of the methods either do not identify representative vertices or do not allow for overlapping clusters or require certain parameters e.g. the number of clusters to detect.
Local Pattern Discovery:
Co-Clustering/Biclustering [14] is the task of simultaneously clustering the rows and columns of a data matrix. In our scenario, the data matrix would correspond to the binary adjacency matrix. Co-clustering can be roughly divided into four categories [14] . According, our method is mostly related to the category for finding patterns with constant values, as we are interested in detecting dense (bipartite) subgraphs of the network. In this regard, co-clustering would reflect a certain kind of block-modeling sharing the same drawbacks as discussed above. Frequent itemset mining aims at finding groups of items that frequently occur together in a set of transactions. By considering each row of the adjacency matrix as a transaction, and each column as an item, frequent itemset mining can be used to detect bicliques in a network. This idea has been exploited by existing methods for concept graph detection [10] . However, when based on frequent itemsets, these methods are highly sensitive to errors and missing values in the data. While fault-tolerant extensions of frequent itemset mining [15] and, even more general, subspace clustering [6] have been proposed to handle missing data, such methods are often not scalable and require hard to set parameters. In contrast, our technique requires no user defined parameters and the computational costs increase linear in the number of vertices.
In conclusion, none of the described methods supports all of our goals, namely, scalability, fault-tolerance, parameter free, dynamic vertex types, and the detection of concept representatives.
Conclusions
We have proposed FCDA, the first fault-tolerant and parameter-free method for finding concept graphs in information networks. The detected concept graphs provide valuable information about the members of a concept and their characteristic properties, improving understanding of the concept graph and the represented concept itself. They further support the abstraction of complex systems by identifying vertices that can be used as representatives for the discovered concepts. In addition, they also support overlapping concept graphs and context dependent vertex types. The main contributions of our work include:
-Algorithm design: We introduces FCDA, a novel algorithm that detects concept graphs in information networks even when edges are missing, and it can spot such edges as a by-product. -Automation: FCDA is fully automatic. It does not require any user specified input such as the number of concepts, similarity functions, or any sort of threshold. -Scalability: The run time of FCDA grows linearly with the number of vertices.
-Effectiveness: We demonstrate that FCDA detects meaningful concepts that help to understand the integrated data in diverse real-world data sets. E.g. the discovery of Aspirin's benefit in the treatment of infarction and rheumatism in addition to it being a painkiller. We further show the potential of the algorithm for discovering missing relations such as the detection that Haloperidol can impair the effect of antiparkinson agents.
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