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Resumo 
 
No contexto de sistemas distribuídos existe muitas vezes a necessidade de monitorizar 
determinada aplicação distribuída por vários computadores. Estes sistemas são constituídos 
por vários processos que comunicam uns com os outros recorrendo a protocolos IP. 
Existem várias ferramentas disponíveis para captura de pacotes, monitorização e análise 
do tráfego de rede. Podem também permitir que sejam elaboradas estatísticas, gráficos e 
diagramas com base no tráfego capturado. Estas ferramentas ao efectuarem captura de 
pacotes, mesmo que permitam a definição de filtros, podem sempre capturar pacotes que não 
são pretendidos, como por exemplo, quando o utilizador pretende capturar o tráfego 
respeitante a um só processo em execução. Uma das ferramentas mais completas para captura 
e efectuar análise de tráfego de rede é o Wireshark. Outras ferramentas permitem monitorizar 
sistemas distribuídos registando as interacções entre processos a um nível mais elevado, 
permitindo verificar os seus padrões de interacção e a arquitectura do sistema. 
O objectivo deste trabalho foi criar uma nova ferramenta baseada no Wireshark e nas 
suas bibliotecas que permita obter e analisar o tráfego de um único processo ou de todos os 
processos pertencentes a um determinado sistema distribuído. Esta nova ferramenta tem 
como vantagem permitir identificar facilmente quais os processos e respectivos computadores 
usados por determinado sistema, como seja uma aplicação distribuída ou paralela, e suas 
ligações, com o nível de detalhe obtido com o Wireshark. Procura-se centrar a captura e a sua 
análise apenas no tráfego específico do sistema sob observação, ignorando o restante. 
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Abstract 
 
In the context of distributed systems there is often the need to monitor a certain 
application that is distributed through several computers. These systems are constituted by 
several processes communicating with each other using IP protocols. 
There are several available tools for packet capture, distributed systems monitoring and 
analysis. They can also permit to create statistics, charts and diagrams based on the captured 
traffic. These tools, even though able to define filters, can still capture unwanted packets, 
such as when a user wants to capture packets related to a single process in execution. One of 
the most complete tools for packet capture and network traffic analysis is Wireshark. There 
are other tools that can monitor distributed systems, recording in an higher level the 
interaction between processes, allowing to check their interaction pattern and system 
architecture. 
The objective in this work is to create a new tool based on Wireshark and its libraries 
that permits to obtain and analyze the traffic from just one process or every process belonging 
to a certain distributed system. This new tool has the advantage of allowing to easily identify 
which processes and respective computers used by a certain system, such as a distribute or 
parallel application, and their connections, with same level of detail we can get with 
Wireshark. It tries to focus the capture and analysis to the traffic of the specified system 
under observation, ignoring the remaining. 
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1. Introdução 
Um sistema distribuído é um conjunto de computadores autónomos ligados entre si, 
comunicando uns com os outros para atingir um mesmo fim. Normalmente estes sistemas são 
utilizados para partilha de informações ou para computação paralela. Cada aplicação 
distribuída gera de forma abstracta um sistema distribuído, baseado nas conexões efectuadas 
entre os seus processos. Cada processo encontra-se na sua máquina física e vai comunicar 
com os restantes através de um protocolo de mensagens comum entre todos eles. 
Estes sistemas são normalmente complexos e normalmente com um número de 
participantes dinâmico. Estas características dificultam a sua visualização e compreensão 
assim como a detecção de erros de funcionamento. Também a capacidade de computação 
global pode aumentar ou diminuir sem razão aparente. Quando isso não é do agrado do 
utilizador, este necessita de descobrir o motivo. Para identificar ou prevenir o motivo do 
funcionamento não esperado que se está a registar no sistema distribuído, foram 
desenvolvidas ferramentas para o poder monitorizar. Esta monitorização pode ser dividida em 
duas áreas: debug e observação (monitorização). A primeira tem como objectivo principal 
obter informações sobre o que correu mal na execução da aplicação distribuída como erros 
nos algoritmos ou protocolos. A observação tem como objectivo obter informações sobre o 
processo ou máquina associada à computação distribuída com vista à observação do seu 
funcionamento ou desempenho. 
O foco deste trabalho é na parte de monitorização do sistema distribuído produzido por 
uma aplicação de computação distribuída. Esta área não é trivial pelo simples facto de as 
informações serem obtidas no momento de execução da aplicação, provocando sempre 
computação extra na máquina, seja a nível do processador como dos restantes recursos (por 
exemplo discos rígidos, interfaces de rede, etc). Quando se pretende observar algo, existem 
três formas de obter informações sobre o alvo:  
• Fornecidas pelo próprio alvo. 
• Fornecidas pelo ambiente onde o alvo se encontra. 
• Fornecidas por terceiros junto do alvo. 
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Cada uma das formas mencionadas tem as suas virtudes e fraquezas, que serão discutidas 
mais à frente. 
 
1.1 Motivação 
O tema desta dissertação consiste então em investigar e desenvolver um protótipo de 
uma ferramenta que permite estudar o comportamento de uma aplicação distribuída ao nível 
de comunicação em rede, partindo de um processo e expandindo esse estudo ao restante 
sistema distribuído, tendo como base as interacções entre processos que vão sendo 
detectadas. A principal motivação que levou a que este trabalho fosse realizado foi a 
necessidade da existência de uma ferramenta com estas características na área de análise e 
monitorização de interfaces e comunicação em rede, à semelhança do Wireshark. 
O principal objectivo das ferramentas dessa área é a monitorização com o intuito de 
detectar erros na comunicação de aplicações e protocolos (debugging), análise da arquitectura 
distribuída, análise de desempenho, detecção de falhas, etc. Podem ser divididas em dois 
grandes grupos: ferramentas de monitorização local (numa só máquina) e ferramentas de 
monitorização distribuída (várias máquinas).  
No primeiro grupo encontram-se as que conseguem capturar os pacotes enviados e 
recebidos por uma ou mais interfaces de rede, dependendo do sistema operativo utilizado. 
Têm a particularidade de a monitorização efectuada ser em somente em uma máquina, apesar 
de existirem ferramentas em que essa monitorização é lançada remotamente relativamente a 
determinada máquina (origem) e o conteúdo da captura ou resultado é encaminhado de volta 
para a origem. Após efectuada essa captura e dependendo da ferramenta em causa, os pacotes 
podem ser apresentados e consultados de forma visual, assim como podem ser geradas 
estatísticas, gráficos e filtragens posteriores sobre os mesmos, para permitir ao utilizador uma 
mais fácil e detalhada consulta. As aplicações mais conhecidas neste grupo são certamente o 
TCPDump e o Wireshark. Esta última foi escolhida como sendo a ferramenta de referência 
para esta dissertação (secção 2.2). 
No segundo grupo encontram-se as ferramentas que efectuam uma monitorização 
distribuída por várias máquinas. Têm principal foco na obtenção de informação sobre as 
máquinas e sobre os serviços que estas estão a fornecer, quer seja para a rede, quer seja para o 
utilizador daquela máquina, podendo dar assim uma visão global da rede e equipamentos a 
ela ligados. Algumas ferramentas, para obterem informações mais detalhadas sobre os 
processos em execução em determinada máquina, assim como as suas interacções, 
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necessitam de ser desenhadas explicitamente para esse efeito, assim como os processos a 
monitorizar necessitam de estar preparados especificamente para essa monitorização. 
Podemos dizer que as ferramentas que operam com esta limitação, se encontram confinadas 
ao ambiente para o qual se encontram desenvolvidas e apenas permitem analisar a 
informação para a qual foram desenhadas, pois tanto os processos alvo como a ferramenta em 
uso têm de colaborar entre si. Um exemplo pode ser a ferramenta IBM Tivoli NetView. 
Estes grupos serão discutidos em maior detalhe na secção 2.  
  
1.2 Análise do problema 
Apesar das ferramentas actuais conseguirem capturar e mostrar ao utilizador o tráfego 
que circula por determinada interface, o resultado mostrado nem sempre é o pretendido. Por 
vezes o utilizador deseja monitorizar o tráfego envolvendo um determinado processo. 
Tipicamente isso é conseguido através de ferramentas de captura de pacotes com a ajuda do 
sistema operativo, tais como o TCPDump ou Wireshark, com recurso à biblioteca LibPCap. 
 As aplicações mais básicas simplesmente capturam e mostram ao utilizador todos os 
pacotes que circulam na interface. Isto vai fazer com que o utilizador tenha de pesquisar em 
toda a informação obtida para encontrar a que lhe interessa. Tal revela-se pouco prático ou 
mesmo inviável. Tal como mencionado anteriormente, o Wireshark permite que sejam 
definidos filtros em que o objectivo é reduzir a quantidade de pacotes que vão ser mostrados, 
mas para isso o utilizador tem de saber informações detalhadas sobre os pacotes enviados ou 
recebidos pelo processo. Entre essas informações pode-se indicar os portos envolvidos, os 
endereços IP destino e/ou origem, protocolo usado, etc. Esta informação exige um 
conhecimento do funcionamento interno da aplicação nem sempre possível, ou difícil de 
manter e gerir pelo utilizador. Pode ainda acontecer que o processo que gostaríamos de 
monitorizar seja dinâmico, e os pacotes cheguem de computadores de que não sabemos o IP 
nem sequer o porto. Daqui podemos ver que não é fácil monitorizar o tráfego de um processo 
específico. Surgiu então a ideia de tentar contornar este problema e investigar se é possível de 
alguma forma capturar o tráfego de um processo, sem saber informações à partida sobre 
como é que este comunica com o exterior. Para testar se tal era possível, foi desenvolvido um 
pequeno protótipo para capturar o tráfego pertencente a um processo. O protótipo foi 
desenhado para que, recebendo somente o PID de um processo (secção 2.3) que se 
encontrava em execução, obtenha uma cópia dos pacotes em que este estivesse envolvido. 
Foi utilizada a informação fornecida pelo sistema operativo relativamente ao processo alvo 
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(secção 2.3), para determinar automaticamente quais os portos que estavam associados aos 
sockets que o processo tinha na altura do envio dos pacotes. Esta informação permite filtrar 
os pacotes capturados, obtendo assim os pertencentes ao processo, enviados ou recebidos. 
O formato do ficheiro produzido é LibPCap, o mesmo usado na ferramenta TCPDump. 
O resultado foi depois verificado usando a ferramenta Wireshark e foi bastante animador 
verificar que o protótipo cumpriu a sua tarefa.  
Outro aspecto é que um processo, quando comunica com outro, pode fazer parte de um 
sistema distribuído muito mais extenso que pretendemos observar. Se pensarmos nas várias 
interacções entre os processos, podemos imaginar um grafo onde os nós são os processos e os 
arcos representam a comunicação entre esses. Este pode ser visto como uma representação do 
sistema distribuído. Tendo como ponto de partida para a descoberta desta arquitectura, um 
determinado processo num determinado computador, seguindo as várias interacções 
estabelecidas, é possível chegar ao grafo. 
 
 
Figura 1 – Exemplo de sistema distribuído. 
 
O grafo, como na figura 1, permite ver as ligações que são estabelecidas entre todos os 
processos que participam no mesmo sistema distribuído. Se um utilizador em determinado 
computador verificar, por exemplo, um erro ou que o desempenho de uma aplicação 
distribuída não está a ser o esperado, ele pode tentar monitorizar o conjunto dos processos, 
para verificar se essa falha está relacionada com o tráfego entre eles. Pode acontecer que o 
problema não esteja directamente relacionado com o seu processo ou com o ambiente onde 
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este está a ser executado, mas sim com um dos interlocutores ou outro processo mais distante 
no grafo anterior. Será interessante verificar qual o estado do sistema distribuído em termos 
da sua arquitectura, obtendo este grafo de ligações entre processos envolventes, assim como 
analisar tráfego nessas comunicações. Poder-se-ia assim capturar o tráfego de todo o sistema 
e descobrir os vários processos e computadores que realmente participam no sistema e 
analisar o tráfego obtido, por exemplo no Wireshark, podendo detectar problemas de 
desempenho, análise dos protocolos e padrões de comunicação, debug dos mesmos, etc. 
 
1.3 Principais contribuições previstas 
Neste trabalho pretende-se desenvolver uma ferramenta que permita a captura de tráfego 
e monitorização de um processo e respectivo sistema distribuído ao qual este pertence. 
Deseja-se que o utilizador tenha de indicar somente qual o processo alvo de monitorização. A 
distribuição/disseminação da monitorização será feita de forma automática, assim como a 
geração e visualização de resultados. Pretende-se integrar esta ferramenta com o Wireshark 
ou outra compatível. 
Um dos grandes objectivos que se pretende alcançar é a transparência da monitorização 
para o processo alvo, evitando ter de alterar a aplicação para fazer uso da ferramenta. 
Em geral pretende-se estudar e desenvolver uma arquitectura genérica para a ferramenta 
em causa. Implementar essa arquitectura o mais eficientemente possível, produzindo o menor 
overhead possível no sistema. O protótipo resultante dessa implementação vai conter uma 
interface gráfica opcional, ainda que possa ser executado sem ela. 
Vai também ser feito um estudo sobre o impacto produzido pelo protótipo na 
monitorização de um sistema distribuído de computação paralela intensa. 
Em particular pretende-se que o protótipo seja capaz de: 
• Identificar as conexões (ou trocas de mensagens) efectuadas por um processo. 
• Seguir essas conexões podendo verificar e identificar os interlocutores. 
• Capturar o tráfego do sistema distribuído com o qual o processo se encontra 
relacionado. 
• Produzir um grafo que represente o sistema distribuído. 
• Permitir a monitorização local e remota de processos. 
• Permitir a visualização ou análise, online ou offline, de um sistema de processos 
distribuídos, com base no tráfego capturado. 
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• Utilizar o Wireshark para posteriormente completar a análise com as suas 
funcionalidades. 
• Monitorizar uma aplicação distribuída utilizando o mínimo de recursos possíveis. 
• Monitorizar sem necessidade de alterar a aplicação distribuída, nem que esta tenha 
conhecimento que está a ser monitorizada. 
 
1.4 Organização do documento 
Este documento encontra-se dividido em oito secções: 
• Secção 2: Pesquisas realizadas para conhecer as ferramentas existentes, como 
funcionam, todos os aspectos que foram necessários para que seja possível 
desenvolver o tema. 
• Secção 3: Arquitectura genérica proposta para a ferramenta. 
• Secção 4: Detalhes sobre a implementação do protótipo da ferramenta. 
• Secção 5: Testes efectuados ao protótipo da ferramenta e respectivos resultados. 
• Secção 6: Conclusões e trabalho futuro. 
• Secção 7: Bibliografia. 
• Secção 8: Anexos. 
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2. Trabalho relacionado 
Desde o aparecimento das redes informáticas que surgiu a necessidade de serem criadas 
ferramentas que permitissem realizar a análise das interacções entre os processos ou a 
monitorização da rede. O principal objectivo desta monitorização visa tipicamente detectar e 
corrigir falhas existentes no funcionamento da rede ou de aplicações, verificando protocolos, 
de desempenho e aspectos de segurança ou debugging dos vários sistemas. Estas ferramentas 
podem também ser usadas para monitorização e detecção de potenciais ataques a sistemas, ou 
para esses mesmos ataques, pois a informação por elas recolhida, tanto pode ajudar a 
melhorar a rede como pode fornecer informações vitais para que um intruso ataque a rede ou 
as máquinas que lá se encontram ligadas.  
 
2.1 Abordagens de monitorização 
A monitorização pode ser dividida em três áreas distintas: sistemas de detecção e 
prevenção contra intrusos, monitorização de sistemas de rede e análise de sistemas e 
aplicações distribuídas.  
A primeira área trata da segurança da rede e detecção de intrusões em redes por parte de 
utilizadores não autorizados. Focada principalmente no conteúdo da rede, na informação que 
nela circula, tem como objectivo proteger essa informação, prevenindo assim que esta possa 
ser usada por terceiros de forma maliciosa. Não é o foco desta dissertação. 
A área de monitorização de sistemas de rede tem como objectivos obter informações 
sobre a rede, tanto a nível de máquinas ligadas a ela, como de serviços disponibilizados nessa 
rede e seu funcionamento. Tem também a possibilidade de verificar o estado global da rede, a 
nível de performance como, por exemplo, a carga actual da rede (quantidade de pacotes em 
circulação), erros, etc. 
Caso o objectivo da monitorização seja obter informações sobre serviços ou processos, 
existem várias técnicas que são vulgarmente usadas. Uma das técnicas mais comuns é ter na 
máquina alvo um processo que se encontra a executar em background (deamon) e é a este 
processo que a ferramenta vai perguntar quais os serviços disponíveis. Este tipo de técnica 
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exige que a máquina seja preparada para colaborar com a monitorização, tornando o ambiente 
de uso da ferramenta mais limitado. Para obter informações sobre as máquinas, incluindo por 
exemplo quais os portos abertos, sistema operativo, entre outros, utilizam-se pacotes IP que 
são enviados para a máquina para portos específicos, testando se estes se encontram abertos, 
mediante a resposta ser positiva ou negativa por parte da máquina alvo. 
A terceira área, análise de sistemas e aplicações distribuídas, tem como principal foco a 
visualização/monitorização de vários processos que interagem, por exemplo, por constituírem 
uma aplicação distribuída. O objectivo pode ser verificar como estes se distribuem pela rede e 
a informação trocada. Esta informação pode ser obtida com diversos níveis de detalhe, 
dependendo do objectivo concreto. Pode consistir apenas na obtenção da arquitectura do 
sistema, ou pode chegar ao nível de avaliação do desempenho das interacções, verificação da 
sua correcção, debugging de protocolos ou de algoritmos paralelos.  
O foco desta dissertação, assim como do protótipo da ferramenta desenvolvido, 
enquadra-se nesta terceira área. 
Um dos aspectos fundamentais a ter em conta nas ferramentas de monitorização em 
geral é a carga computacional que esta vai adicionar à máquina onde vai executar, assim 
como nas restantes que são observadas. Esta carga pode ser vista tanto a nível de utilização 
dos recursos disponíveis na máquina, como a nível de inserção de pacotes na rede que se 
pretende monitorizar. Uma ferramenta demasiado pesada computacionalmente ou que 
provoque uma elevada carga na rede vai certamente influenciar os resultados obtidos, o que 
não é desejável. 
Uma técnica bastante usada que permite um grande nível de detalhe nas possíveis 
análises para os mais variados fins, como monitorizar uma rede ao nível do desempenho ou 
com o objectivo de gerar algum tipo de análise detalhada sobre o tráfego trocado entre 
máquinas, envolve capturar esse mesmo tráfego. Cada pacote tem como objectivo transmitir 
informação de um processo para outro, normalmente entre duas máquinas. É com base na 
informação contida no pacote que são gerados os dados/estatísticas que serão mostradas ao 
utilizador pela ferramenta em uso, podendo chegar à análise dos próprios protocolos usados. 
A captura de pacotes deve ser bem definida de modo a reduzir a carga computacional 
gerada pela ferramenta e reduzir o espaço necessário para guardar essa informação. Certos 
aspectos têm influência no impacto da ferramenta no sistema monitorizado, como por 
exemplo, o intervalo de tempo entre actualização das informações disponibilizadas ao 
utilizador, pois quanto mais próximo da monitorização em tempo real, mais ‘pesada’ pode 
ficar a ferramenta. Deve-se também ter em conta a quantidade de informação guardada na 
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captura de cada pacote. Se for capturada toda a informação contida no pacote, estaremos a 
repetir todos os pacotes, despendendo muito tempo e a ocupar demasiado espaço, 
especialmente se a interface estiver a trabalhar próximo do seu débito máximo. Estes 
problemas agravam-se se passarmos da monitorização local ou de uma só máquina para um 
conjunto de máquinas. A captura de pacotes efectuada em várias máquinas tem ainda de ter 
em conta que os relógios locais de cada uma delas não se encontram sincronizados, 
dificultando a sua ordenação, caso se tente reunir as várias capturas numa só. Tal pode 
mesmo originar violações da ordem causal como, por exemplo, observarmos a chegada de 
pacotes a uma máquina antes de serem enviados pela que esteve na sua origem. 
Existem inúmeras ferramentas de monitorização disponíveis, desde ferramentas 
comerciais, às ferramentas open source. As ferramentas mais recentes têm a particularidade 
de oferecerem um ambiente gráfico que melhora a relação entre o utilizador e a aplicação, 
potenciando novas formas de analisar e apresentar os resultados ao utilizador.  
 
2.1.1 Ferramentas de Monitorização Local 
Como indicado antes, as ferramentas de monitorização de sistemas de rede podem 
dividir-se em dois grandes grupos: monitorização local e monitorização distribuída. 
As de monitorização local estão focadas em somente uma máquina, seja esta a máquina 
onde se encontra o utilizador ou não. Têm a particularidade de oferecer a possibilidade de 
obter traços da comunicação ou mesmo capturar todo o tráfego que passa numa interface e 
guardar em ficheiro para posterior análise. Existem várias ferramentas neste grupo, das quais 
se destacam as seguintes: 
• Wireshark [22]: permite capturar e examinar pacotes de dados que passam por 
determinada interface. Reconhece muitos dos protocolos mais comuns na internet, 
permite construção de filtros para seleccionar a informação mais relevante assim 
como permite gerar estatísticas e gráficos dos resultados da captura. É uma 
ferramenta open source que é a evolução do Ethereal. 
• Tcpdump [21]: é uma ferramenta que usa poucos recursos, já com bastantes anos e 
semelhante em termos de funcionalidades ao Wireshark, mas com menos 
protocolos, e sem ambiente gráfico. Foi para esta ferramenta que a biblioteca 
PCap foi desenvolvida e que agora é usada por muitas outras ferramentas, 
inclusive o Wireshark.  
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• RPCap [19]: trata-se de uma aplicação que faz captura de tráfego em sistemas 
remotos. Coloca a correr um programa de captura no computador remoto, onde se 
pretende obter o tráfego. Os pacotes capturados são enviados para o computador 
inicial onde vão ser processados, analisados e arquivados. Encontra-se ainda em 
desenvolvimento, sendo a última versão a 0.23. 
O Tcpdump, apesar de ser uma ferramenta semelhante ao Wireshark, é muito importante 
pois foi ele que introduziu a biblioteca PCap na área. Esta biblioteca é a base das ferramentas 
que utilizam captura de pacotes e será explicada em mais detalhe mais à frente. O Wireshark, 
apesar de ser uma ferramenta bastante completa a nível de captura e posterior análise, 
continua a ter a limitação de só poder capturar pacotes na máquina onde é lançado. A RPCap 
vem contribuir para área fornecendo a possibilidade de captura numa máquina remota e o 
utilizador vai receber os resultados na sua máquina, mas continua limitada a apenas uma. 
 
2.1.2 Ferramentas de Monitorização Distribuída 
As ferramentas desta área podem ser subdivididas em dois grupos: monitorização de 
sistemas de rede e análise de sistemas e aplicações distribuídas. Esta divisão tem como 
objectivo separar as ferramentas que são usadas para obter informações sobre as máquinas 
distribuídas ligadas em rede, das ferramentas que monitorizam o funcionamento e 
desempenho de aplicações distribuídas ou de computação paralela. 
 
Monitorização de sistemas de rede: 
Estas ferramentas permitem analisar várias máquinas e serviços, obtendo um vasto 
conjunto de informação. 
• NMap [16]: o seu nome completo é ‘Network Mapper’ e trata-se de uma aplicação 
que permite explorar a rede. Permite descobrir quais os computadores que se 
encontram disponíveis na rede. Pode enviar pacotes IP para os computadores 
indicados, de forma a permitir verificar quais as portas abertas e fechadas, quais 
os serviços disponibilizados, qual o sistema operativo que está a correr no 
computador, etc. Produz um ficheiro com todas estas informações. Esta 
ferramenta é muito utilizada no ramo da auditoria de segurança de computadores e 
redes. 
• IBM Tivoli NetView [14]: permite monitorizar, em tempo real, equipamentos que 
suportem Simple Network Management Protocol (SNMP). Faz parte do conjunto 
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de ferramentas Tivoli, propriedade da IBM. Obtém os relatórios dos agentes 
SNMP em execução e disponibiliza ao utilizador os resultados sob a forma de 
diagramas e métricas que reflectem os mais variados aspectos do funcionamento 
da rede, equipamentos e serviços. Permite também a gestão de equipamentos e 
mecanismos de alarme quando determinadas situações são detectadas. 
• Nagios [4]: Uma popular ferramenta opensource que fornece uma framework para 
monitorizar sistemas distribuídos à semelhança do NetView. Permite que sejam 
desenvolvidos agentes (plug-in) que vão actuar nas máquinas remotas e executar 
scripts de monitorização. Apesar de já fornecer muitos destes scripts, cada 
utilizador (administrador da rede) pode criar os seus próprios de acordo com os 
seus objectivos. 
Estas ferramentas não são utilizadas para capturar tráfego, mas sim para obter 
informações sobre o volume desse tráfego assim como o estado de funcionamento das 
máquinas ligadas nessa rede.  
A grande diferença de funcionamento entre as três ferramentas é que a NMap não 
necessita que a máquina alvo contenha qualquer tipo de deamon ou agente em execução para 
lhe fornecer os dados pretendidos, nem mesmo de permissões para uso dessa máquina. Ao 
contrário, a NetView e a Nagios necessitam sempre de um ou vários desses agentes em 
execução, sem os quais não obtêm nenhuma das informações. 
 
Análise de sistemas e aplicações distribuídas: 
As ferramentas de análise de aplicações distribuídas diferem das de monitorização de 
sistemas de rede, devido a normalmente fornecerem informações específicas sobre o 
funcionamento da própria aplicação. É possível também obter algumas informações sobre o 
sistema onde estão a executar. Podem não necessitar directamente de um deamon ou 
aplicação de monitorização específico, pois podem basear-se em informação fornecida pela 
própria aplicação ou pelas bibliotecas, como as usadas para computação paralela. A 
biblioteca para troca de mensagens em aplicações paralelas mais usada é MPI [20]. Esta 
biblioteca fornece a possibilidade de efectuar computação paralela em vários computadores, 
sem ser necessário que a aplicação se preocupe directamente com a comunicação entre as 
várias máquinas. Esta prevê a sua utilização com instrumentação que permite a intercepção e 
registo da chamada de cada uma das funções da sua interface de programação. Ambas as 
ferramentas que vão ser apresentadas a seguir obtêm a sua informação através desta 
biblioteca. 
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• DDT [1]: Ferramenta de debugging produzida pela Allinea. Trata-se de uma 
ferramenta gráfica que permite consultar quais os processos que estão a executar, 
quais os que terminaram, indicar possíveis falhas de memória, quantidade de bytes 
comunicados entre os participantes no sistema distribuído, etc. 
• JumpShot [6][23][24]: Aplicação desenvolvida na linguagem de programação 
Java. Permite visualizar diagramas temporais com linhas representando a 
comunicação entre os vários processos MPI e assim visualizar os seus padrões de 
comunicação e volume de dados trocados. Este mostra também o estado de cada 
processo ao longo do tempo, permitindo avaliar a taxa de utilização dos vários 
CPUs. Funciona através dos traços de execução ou logs SLOG-2 produzidos por 
uma variante instrumentada da biblioteca MPI. 
 
2.1.3 Estudos considerados 
No decorrer das pesquisas sobre o estado de arte da monitorização distribuída, foram 
encontrados dois estudos bastante marcantes para a elaboração deste trabalho. 
O primeiro diz respeito a uma experiência sobre o desenvolvimento de ferramentas de 
monitorização de desempenho em aplicações paralelas [2]. Aqui são discutidas duas 
ferramentas que diferem no modo de funcionamento: Patop (online) e Tatoo (offline). Ambas 
vão monitorizar o desempenho de uma máquina, enviando os resultados para a máquina onde 
o cliente se encontra. É apresentada também a técnica que foi utilizada para o 
desenvolvimento de ambas. Em primeiro, o estudo da arquitectura a ser utilizada pela 
ferramenta. Em segundo, o desenvolvimento da versão de monitorização local. Finalmente no 
terceiro passo, a distribuição da monitorização pelas várias máquinas. Apresentam também as 
várias formas de comunicação dos resultados. Esta pode ser feita segundo três abordagens: 
imediata (tempo real), final (após o término da aplicação) ou imediata mas resumida. Cada 
uma destas técnicas apresenta as suas vantagens e desvantagens, não sendo referido no estudo 
o seu valor. 
O segundo estudo tem como objectivo o desenvolvimento de uma ferramenta de 
monitorização de desempenho de aplicações que funcionem em grid e que sejam baseadas 
em sandbox [18]. O estudo inclui a monitorização ao nível do desempenho das aplicações 
distribuídas, e tem como objectivo principal a transparência e escalabilidade dessa 
monitorização. A monitorização é lançada nas várias máquinas e os resultados são enviados 
para a máquina central onde se encontra o utilizador utilizando o protocolo UDP. Para 
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reconstrução da informação recolhida, é tido em conta o desvio dos relógios, utilizando o 
algoritmo de Christian [3]. 
Apesar de ambos estes estudos serem focados em fins bastante específicos, nenhum 
deles foca o seu objectivo na pesquisa, análise e monitorização da rede usada por uma 
aplicação distribuída. 
 
2.2 Wireshark 
O Wireshark [9][10][17][22] é uma ferramenta de captura de tráfego de rede e permite 
visualizar das mais variadas formas os pacotes que passam por uma determinada interface. 
Devido a esta funcionalidade, ele é muito utilizado como visualizador e debugger de rede, 
permitindo verificar quais os pacotes recebidos, enviados, quais os protocolos usados, etc. É 
utilizado através de uma interface gráfica de modo a permitir ao utilizador visualizar e 
seleccionar o tráfego que deseja. Trata-se de uma aplicação open source e permite que seja 
alterada ou expandida, por exemplo, através da introdução de novos filtros de pacotes, ou do 
reconhecimento de novos protocolos.  
Esta ferramenta permite não só fazer a análise do tráfego capturado, mas também a 
análise e visualização de ficheiros que contenham tráfego capturado e guardado num dos 
vários formatos reconhecidos pela aplicação. Os formatos mais comuns são suportados, tais 
como o do TCPDUMP. Esta ferramenta pode também guardar em ficheiro o tráfego 
capturado.  
A arquitectura da aplicação pode ser divida em três módulos, tal como demonstrado pela 
figura que se segue. 
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Figura 2 – Arquitectura da ferramenta Wireshark. 
 
2.2.1 Visualização 
Este módulo é o responsável por toda a interface disponibilizada ao utilizador sendo 
programado usando a biblioteca GTK+. Este permite o uso intuitivo da ferramenta e permite 
que a informação seja entregue ao utilizador de forma legível e prática. Permite que o 
utilizador escolha a interface de rede da qual pretende capturar tráfego, sendo que nesse 
momento é possível indicar filtros de captura (usados pelo módulo de captura). Permite que 
seja escolhido o modo de apresentação dos resultados obtidos na captura de pacotes: tempo 
real ou final. A diferença está no momento em que são processados e apresentados os 
pacotes. Se for escolhido o modo de tempo real, os pacotes capturados vão ser visualizados 
ao mesmo tempo em que vai sendo efectuada a captura. O inverso acontece no modo final, 
onde os pacotes só vão ser processados e visualizados após a captura ter sido finalizada. A 
escolha do modo afecta somente o módulo de processamento. 
Conforme vai recebendo informação do módulo de processamento, vai disponibilizando 
visualmente os pacotes capturados, usando uma tabela central onde é mostrada somente 
alguma da informação de cada um deles. Os dados mostrados são: instante em que o pacote 
foi capturado desde que foi iniciada a captura, IP origem, IP destino, protocolo do pacote e 
informação complementar. Para mais fácil identificação dos pacotes, dependendo do tipo de 
protocolo usado no pacote, assim varia a cor da sua linha na tabela. Os pacotes recebidos 
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inválidos ou protocolos não reconhecidos também recebem uma cor que os permite distinguir 
facilmente. O utilizador pode ver a informação completa de um pacote, bastando seleccioná-
lo. É possível definir um filtro que poderá reduzir o número de pacotes apresentados, 
mostrando apenas os seleccionados, o que se revela bastante útil se o número de pacotes for 
elevado ou quando o utilizador se quer concentrar em alguns dos pacotes ou protocolo 
específico. 
Este módulo tem também a capacidade de reconhecer os protocolos, permitindo 
visualizar o funcionamento desses protocolos, as conexões estabelecidas e a informação 
trocada pelas aplicações. Outra das funcionalidades deste módulo é a possibilidade de 
poderem ser geradas estatísticas usando os dados que foram capturados. Existem vários tipos 
de estatísticas disponíveis, como por exemplo: saber quantos pacotes se dirigiram para cada 
um dos endereços de destino, fazer um diagrama temporal da troca de pacotes entre 
computadores, saber quantos pacotes se dirigiram para cada IP detectado, etc. 
Este módulo permite também que os dados capturados sejam guardados em ficheiro, 
para posteriormente poderem ser recarregados e analisados novamente. Os vários formatos 
nos quais os dados podem ser gravados são iguais aos suportados para leitura. 
 
2.2.2 Processamento 
Este é o módulo central, responsável pelo processamento dos dados obtidos no módulo 
de captura, e o resultado desse processamento é passado ao módulo de visualização. Quando 
o módulo de visualização indica que é necessário capturar tráfego de uma determinada 
interface, podendo também indicar se é para utilizar um determinado filtro para que não 
sejam capturados todos os pacotes, será este módulo que fica responsável por controlar este 
processo. É criado um processo filho, sendo criado um canal de comunicação baseado num 
pipe. Este processo filho vai ficar responsável pelo módulo de captura e vai receber os dados 
da interface alvo, passando-os ao de processamento. 
Este módulo encontra-se ligado à biblioteca de dissecadores. É aqui que se encontram os 
dados relativos à forma como os pacotes vão ser analisados, pois para cada protocolo existe 
um dissecador específico, devido ao facto de cada protocolo organizar o pacote de forma 
diferente.  
Este processo faz dois tipos de dissecação, uma parcial e outra completa. A parcial é 
efectuada numa primeira análise ao pacote, sendo usada para obter alguns dados que são logo 
passados ao módulo de visualização. A completa é efectuada quando o módulo de 
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visualização pede para que lhe sejam entregues os dados completos de um determinado 
pacote. 
Se for escolhido o modo de visualização de pacotes em tempo real, quando é recebida 
uma mensagem pelo canal que liga ao processo filho, a indicar que existem novos pacotes 
capturados, vai então ler o ficheiro que os contém e vai dissecar cada um deles. Este processo 
de obtenção e dissecação é cíclico, dependendo da taxa de entrega de pacotes por parte da 
captura. Quando é indicado para parar a captura, é enviada uma mensagem ao processo filho 
para este finalizar. 
O módulo de processamento é também responsável por manter uma cache de pacotes 
capturados, para que as dissecações completas e a filtragem por pedido da visualização, 
sejam efectuadas de forma mais rápida. Note-se que este filtro obriga a testar todos os pacotes 
já obtidos, para que somente sejam passados para a visualização os que estejam de acordo 
com o filtro. 
 
2.2.3 Captura 
Este módulo é o responsável pela captura dos pacotes que atravessam a interface de rede, 
sendo implementado num processo separado como referido na descrição do módulo de 
processamento. Quando é iniciado, recebe a informação sobre qual a interface onde vai ser 
feita captura, e qual o filtro a usar na captura, se definido. A captura propriamente dita é 
conseguida recorrendo à biblioteca PCap (descrita na secção 2.3). Após ter inicializado a 
captura, vai ficar à espera até receber os pacotes provenientes da biblioteca de captura, 
escrevendo-os então num ficheiro e enviando uma mensagem ao processo principal através 
do canal que liga ambos, indicando que existem novos pacotes para serem processados. O 
intervalo de tempo que decorre entre notificações, da existência de novos pacotes ao módulo 
de processamento deve ser curto. O objectivo é que o tempo que decorre desde que é 
capturado um pacote até à sua visualização seja o menor possível, tornando assim a captura 
aproximadamente em tempo real, mas sem introduzir uma grande perturbação e perca de 
desempenho. 
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2.3 PCap 
Todos os sistemas operativos oferecem, de alguma forma, a possibilidade de capturar 
pacotes que passam por uma determinada interface de rede. Por exemplo, no Linux, existe 
um módulo no Kernel, chamado Packet Filter (ver figura 3), onde um processo se pode 
registar e quando um pacote atravessa a interface, uma cópia desse mesmo pacote é colocada 
num buffer associado ao processo que está registado no módulo, para que este o possa ler e 
passar para o nível utilizador. Nas versões mais recentes já é possível indicar a esse mesmo 
Packet Filter, que somente entregue ao processo os pacotes que passem num filtro indicado 
quando o processo se registou. 
O Pcap [5][8][12] é uma biblioteca open source que disponibiliza uma interface de 
programação (API), independente do sistema operativo, que permite efectuar a captura de 
pacotes recebidos ou enviados através das interfaces de rede de um computador. Foi criada 
em 1994 por McCanne, Leres e Jacobson, investigadores da Lawrence Berkeley Nacional 
Laboratory da Universidade da Califórnia em Berkeley. O principal objectivo era desenvolver 
uma API de mais alto nível que a fornecida pelo sistema operativo, e também eliminar a 
dependência da plataforma de todas as aplicações que tivessem necessidade de capturar 
pacotes. Tipicamente, sempre que era necessário capturar pacotes, uma ferramenta tinha de 
implementar o seu próprio método de captura, específico do sistema onde iria funcionar. Para 
diferentes sistemas operativos, a aplicação teria de ser adaptada para tal. O PCap veio 
remover esta limitação, permitindo que as ferramentas de captura de tráfego fossem mais 
compatíveis com diferentes sistemas operativos, baseando-se na sua API para essa actividade. 
Essa API disponibiliza também a possibilidade de usar filtros, numa linguagem de alto nível, 
onde é possível especificar de forma fácil os pacotes relevantes. Esse filtro é então convertido 
pela biblioteca no tipo de filtro usado no Kernel, quando suportado, sendo mais comum o 
BSD Packet Filter (BPF) [13]. Caso o Kernel não permita ou o tipo de filtro usado não seja 
suportado pelo PCap, todos os pacotes serão recebidos, e depois a própria biblioteca efectuará 
a filtragem de pacotes internamente. Esta filtragem vai ser feita no nível Utilizador, de forma 
transparente para a aplicação, não oferecendo no entanto o mesmo nível de desempenho que 
a filtragem directamente no Kernel. 
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Figura 3 – Elementos envolvidos no processo de captura de pacotes. 
 
Esta biblioteca está disponível para quase todas as versões de Unix existentes e também 
para MS-Windows, sendo que as versões do PCap divergem no nome utilizado: WinPCap 
para o MS-Windows e LibPCap para as versões em Unix. 
Como o ambiente de trabalho assumido para este trabalho vai ser um sistema operativo 
do tipo Unix (secção 2.4), o nome da biblioteca usada será LibPCap. 
 
2.3.1 Interface de programação (API) 
A API disponibilizada pela biblioteca LibPCap é composta por várias funções e a sua 
utilização tem de seguir uma determinada ordem. A figura que se segue evidencia o 
funcionamento da biblioteca: 
 
 
Figura 4 – Funcionamento da biblioteca LibPCap. 
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Para poder utilizar a API correctamente é necessário em primeiro lugar inicializar a 
interface da qual se pretende capturar os pacotes, indicando qual o nome dessa interface. 
Depois é possível definir um filtro para que somente os pacotes pretendidos sejam obtidos. 
Quando é aberta a interface para se proceder à captura de pacotes, é também indicado um 
valor para o timeout, em milissegundos, para impedir que as operações de captura de pacotes, 
fiquem bloqueadas indefinidamente, à espera que o buffer no Packet Filter contenha os 
pacotes pedidos. É possível obter pacotes desse buffer de duas formas: 
• Obter o primeiro pacote no buffer. 
• Obter os primeiros n pacotes no buffer por callback.  
No primeiro caso somente é devolvido o primeiro pacote. Tratando-se de uma operação 
de leitura bloqueante, vai ficar à espera caso não exista nenhum pacote no buffer. No segundo 
caso, é indicado quantos pacotes se pretendem obter e uma função (callback) a aplicar a cada 
pacote. Esta função de tratamento tem de obedecer a um protótipo específico e vai processar 
cada um dos pacotes trazidos para nível utilizador. Neste caso podem ser usados dois modos 
diferentes de operação: um que respeita um timeout indicado no momento do registo, 
retornando quando este ocorre; o outro modo de captura não possui esse timeout, ficando à 
espera da captura e processamento do número de pacotes igual ao que foi indicado.  
A API oferece também a possibilidade de os pacotes capturados serem escritos 
directamente para um ficheiro, no formato específico do Tcpdump, bastando recorrer a uma 
função de tratamento já oferecida pela biblioteca para esse fim. Neste formato faz aparecer 
antes de cada pacote uma estrutura que tem informação sobre quando foi o pacote capturado, 
o seu tamanho original e o tamanho que foi capturado. 
Também é possível a leitura de um ficheiro no formato Tcpdump, como se de uma 
interface de rede se tratasse. Os métodos de obtenção dos pacotes vão funcionar da mesma 
forma, mas agora vão obter pacotes do ficheiro ao invés de obter do buffer do Packet Filter. 
 Mais informação sobre esta API pode ser consultada no anexo A. 
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2.4 Informação sobre processo 
Para desenvolver a ferramenta proposta, um dos principais desafios é identificar os 
sockets que estão a ser utilizados por um determinado processo. O ambiente de trabalho 
escolhido foi o sistema operativo Unix, em particular o Linux, devido à documentação 
disponível, à familiaridade com o ambiente em si e porque a ferramenta alvo também 
funciona neste sistema. Foram estudadas duas abordagens que permitem obter informações 
sobre um processo: via sistema operativo (/proc) e via instrumentação do processo. 
 
2.4.1 Monitorização via /proc 
Neste sistema operativo, muitas abstracções são representadas como ficheiros, e as 
informações sobre os dispositivos, assim como sobre os processos encontra-se também 
disponível numa estrutura hierárquica de ficheiros. Essa estrutura encontra-se na directoria 
‘/proc’ [15], que contém um sistema de ficheiros virtual, conhecido por process file system. 
Este sistema de ficheiros virtual permite aceder às informações internas ao Kernel do sistema. 
Internamente, é dividida por directórios, onde podemos encontrar, por exemplo, informações 
sobre os dispositivos de I/O disponíveis, partições do disco, interfaces de rede e seu estado, 
informações sobre todos os processos que estão a executar, etc. Para o trabalho que se vai 
desenvolver, estamos particularmente interessados nas informações de nível rede e dos 
processos, que passamos a descrever. 
 
/proc/net 
Encontramos aqui toda a informação referente ao nível de rede. Podemos encontrar 
informações detalhadas sobre o estado dos protocolos TCP, UDP, ARP, etc. Por exemplo, no 
ficheiro que guarda informações sobre o protocolo TCP, é possível obter as informações que 
dizem respeito aos sockets TCP abertos naquele momento no sistema. Em cada linha 
encontra-se qual o endereço IP e porto de origem, qual o endereço IP e porto destino do 
socket, assim como qual o inode do ficheiro que representa esse socket. No caso do ficheiro 
UDP, as informações são idênticas, à excepção que não existe informação sobre a porta de 
destino, como seria de esperar para este caso. A informação dentro do ficheiro encontra-se 
sob a forma de texto com valores em hexadecimal. As ferramentas como o netstat recorrem a 
esta directoria e respectivos ficheiros para obter os dados que mostram ao utilizador. 
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/proc/<PID> 
Dentro da directoria /proc podem-se encontrar várias directorias cujo nome é um 
número. Esse número diz respeito ao identificador do processo (PID) que este representa. 
Dentro da directoria correspondente a um processo, pode-se encontrar bastante informação 
sobre esse processo, desde o estado corrente, a linha de comando que o lançou, quais os 
ficheiros abertos por ele, etc. Como dito anteriormente, o sistema Unix tem por base 
representar muitas abstracções como um ficheiro, então quando um processo abre um ficheiro 
no disco ou quando abre um socket para comunicação, têm associados descritores, 
aparecendo estes representados na directoria /proc/<PID>/fd. No caso de o descritor 
representar um socket, o apontador é uma referência simbólica que indica a respectiva porta. 
É assim possível estabelecer a relação entre cada processo, os sockets por este utilizados e 
respectivas portas por cruzamento desta informação com a de /proc/net. 
 
2.4.2 Monitorização via instrumentação do processo 
A maioria dos sistemas operativos, hoje em dia, suportam que os processos utilizem 
bibliotecas partilhadas e o seu carregamento dinâmico durante a execução. Isto quer dizer que 
um processo, ao necessitar de uma função de uma determinada biblioteca, pode desencadear 
um processo de ligação em tempo de execução e respectivo carregamento dessa biblioteca. 
Este mesmo mecanismo suporta também o carregamento de código extra para o espaço de 
endereçamento do processo por indicação do ambiente de execução. 
 
 
Figura 5 – Carregamento dinâmico de bibliotecas. 
 
A ideia é então introduzir uma biblioteca intermédia (‘Biblioteca de Instrumentação’), 
personalizada, que tem funções de cabeçalho iguais às presentes na biblioteca original (Libc), 
e quando o processo tentar invocar uma função, a que é invocada é a que se encontra na 
biblioteca personalizada. Isto vai permitir que seja interceptada a chamada de funções sem 
que o processo tenha conhecimento desse acto. 
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Esta biblioteca personalizada deve depois invocar a função que se encontra na biblioteca 
original, retornando esse mesmo valor. O valor retornado deve ser o proveniente dessa 
invocação. 
Isto pode ser conseguido através da variável de ambiente LD_PRELOAD, presente nos 
sistemas operativos Unix. 
As funções que devem ser redefinidas são as necessárias para que o processo efectue 
comunicação em rede, permitindo assim obter o exacto momento em que o processo chama 
por exemplo a função Socket. 
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3. Arquitectura Proposta 
Com vista a atingir os objectivos propostos anteriormente, realizou-se um estudo, onde 
foram identificadas as várias componentes ou módulos que a ferramenta teria de ter. Teve-se 
em especial atenção o possível futuro da ferramenta, tentando planear os módulos de forma a 
estes não serem dependentes do sistema operativo ou linguagem de implementação. 
Com vista a um melhor entendimento da arquitectura proposta, nesta secção, 
representou-se na imagem seguinte (figura 6) qual a relação entre os vários módulos. Essa 
relação tem em vista o possível funcionamento da ferramenta enquanto em execução normal. 
 
 
Figura 6 – Arquitectura proposta para a ferramenta. 
 
A figura anterior, representa um fluxo de dados que atravessa os componentes e produz 
no final o resultado esperado. Esse fluxo de dados não inclui o lançamento dos vários 
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módulos, como não inclui também as instruções/configurações indicadas pelo utilizador no 
momento do lançamento da ferramenta. 
Tendo como ponto de partida um dos objectivos da ferramenta a monitorização de um 
processo, deduziu-se que seriam necessários três módulos para esta tarefa: 
• O primeiro módulo seria o representado por ‘Captura de Pacotes’. Tem como 
principal função a captura de pacotes que são enviados e recebidos por uma 
determinada interface de rede presente na máquina. 
• O segundo módulo, que é representado por ‘Monitorização do Processo’, tem 
como objectivo obter informações sobre os sockets utilizados pelo processo. 
• O terceiro módulo encontra-se representado por ‘Análise’. Este módulo tem por 
objectivo filtrar os pacotes obtidos do módulo ‘Captura de Pacotes’, tendo por 
base a informação recolhida pelo módulo ‘Monitorização do Processo’. A 
informação por ele produzida representa os pacotes que o processo alvo enviou 
e/ou recebeu. 
Tendo em conta que o módulo de ‘Análise’ já produz informação que contém os pacotes 
que têm destino e/ou origem no processo, já é então possível mostrar essa informação ao 
utilizador. Isso será possível no módulo ‘Interface’, que representa também a interacção entre 
o utilizador e a ferramenta. 
Outro dos principais objectivos passa também por distribuir a monitorização pelos vários 
processos que interagem neste sistema distribuído, a partir de um processo onde se inicia a 
monitorização. Para tal existe o módulo ‘Processamento de Relatórios’ que desempenha as 
seguintes funções: 
• Como primeiro objectivo, tem a responsabilidade de processar a informação 
proveniente do módulo ‘Análise’ e lançar a monitorização nas máquinas remotas 
que têm um processo em comunicação com o processo alvo na máquina actual. 
• O seu segundo objectivo é recolher e fundir na máquina que inicia a 
monitorização distribuída todos os relatórios de captura produzidos nas máquinas 
remotas. 
As máquinas onde vai ocorrer a monitorização remota, e onde não se encontra o 
utilizador, somente deverão ter em funcionamento os três módulos inferiores que representam 
a base de toda a ferramenta: ‘Captura de Pacotes’, ‘Monitorização do Processo’, ‘Análise’. 
No entanto, o módulo de ‘Processamento de Relatórios’ irá detectar interacções e 
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desencadear a monitorização em todas as máquinas que executam processos do sistema 
distribuído, desde que tal seja possível. 
Em seguida será então feita uma descrição mais detalhada sobre os objectivos, 
funcionalidades esperadas e possível funcionamento interno para cada um dos módulos. 
 
3.1 Descrição dos módulos 
Aqui vão ser explicados ao pormenor cada um dos módulos encontrados na figura 
anterior. Vai ser também referido quais os possíveis problemas que podem ser encontrados e 
uma possível solução. A descrição que irá ser feita tem como objectivo principal, expor a 
arquitectura geral da ferramenta, não entrando em detalhes de implementação. Estes detalhes 
serão apresentados na secção seguinte de implementação, onde serão justificadas as decisões 
tomadas. 
A descrição vai seguir uma abordagem bottom-up. 
 
3.1.1 Captura 
 
Figura 7 – Arquitectura do Módulo Captura. 
 
O principal objectivo deste módulo é a captura e armazenamento dos pacotes que 
atravessam uma determinada interface de rede presente no computador. A forma como essa 
captura se vai realizar pode depender do sistema operativo no qual a ferramenta vai executar. 
Existe já uma biblioteca que permite efectuar a captura de pacotes, chamada LibPCap. 
Existem versões para a maioria dos sistemas operativos actuais. Sendo de esperar o seu uso, 
espera-se que este módulo, após captura de pacotes, os guarde numa estrutura para posterior 
processamento. 
Associado a cada pacote deve estar também um cabeçalho que permita saber qual o 
instante (consoante o relógio da máquina) em que o pacote foi capturado. Deverá estar 
também presente a informação sobre qual o tamanho da informação capturada assim como 
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qual o tamanho do pacote original. Este cabeçalho é vital para que o ficheiro final seja 
reconhecido como estando no formato PCap, sendo essencial por exemplo para a integração 
do Wireshark. A informação do relógio é essencial para que seja possível efectuar algum tipo 
de ordenação dos pacotes, tendo por base o instante de tempo em que estes passaram na 
interface. A informação dos tamanhos vai permitir saber, aquando do processamento do 
pacote, se este foi capturado na íntegra. 
 
3.1.2 Monitorização do Processo 
 
Figura 8 – Arquitectura do Módulo Monitorização do Processo. 
 
O principal objectivo deste módulo é obter informações sobre como o processo alvo 
comunica, nomeadamente, a nível de sockets, e guardar essa informação num registo (log). 
Este log vai conter principalmente a sequência de aberturas e fechos de sockets que o 
processo vai efectuando ao longo do tempo em que está a ser monitorizado. 
Sendo um dos objectivos não ter de alterar nem dar conhecimento ao processo desta 
monitorização, estudou-se a hipótese de ser o próprio sistema a fornecer esta informação. 
Por norma, os sistemas operativos permitem que sejam obtidas informações sobre os 
processos em execução na sua máquina. O caso do Unix não é excepção. Este disponibiliza 
um directório virtual (/proc) onde são registadas as informações associadas aos seus 
processos. Entre essas informações encontram-se os sockets abertos (secção 2.4) 
Esta técnica de obter as informações através do sistema operativos apresenta grandes 
vantagens, sendo a mais evidente a transparência com que a obtenção de informação é feita: 
• Processo não necessita de ser alterado. 
• Processo pode já estar em execução muito antes de ser planeada a sua 
monitorização. 
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Apesar destas qualidades, existe uma grave falha nesta abordagem. Sabendo que a 
pesquisa é feita ciclicamente, existem situações onde esta abordagem pode não detectar um 
socket. O processo pode abrir um socket, enviar um pacote e fechar o socket. Se estas três 
operações forem efectuadas num intervalo de tempo inferior ao que está a ser associado à 
monitorização, este socket pode nunca ser detectado. Não deve ser considerada a hipótese de 
reduzir o intervalo de monitorização a um tempo menor que o necessário para efectuar estas 
operações. O principal motivo prende-se com a carga computacional que seria imposta por 
este módulo para detectar esta situação. Ciclos demasiado curtos significam demasiadas 
pesquisas, o que poderia provocar aumento anormal de computação na máquina, 
prejudicando o objectivo de toda a ferramenta. 
É proposto então que o utilizador possa indicar qual o intervalo de tempo entre 
pesquisas, ficando ao seu critério o facto de poder prejudicar o sistema monitorizado. 
Para tentar resolver esta situação, procurou-se encontrar uma forma de ser o processo a 
fornecer a informação desejada. Foi desde logo excluída qualquer tentativa de alteração do 
processo em si, tentando manter sempre o objectivo de tornar a monitorização transparente 
para o processo. 
A maioria dos sistemas operativos suporta carregamento dinâmico de bibliotecas por 
parte dos processos em execução. Isto quer dizer que, através da utilização de variáveis de 
ambiente, é possível carregar uma biblioteca intermédia personalizada, que vai redefinir as 
funções utilizadas para comunicação em rede pelos processos em geral. É então possível 
efectuar algum tipo de computação extra, quando a função for chamada, não esquecendo que 
é necessário sempre invocar a função original, para que seja criado e obtido o resultado que 
seria esperado se o processo tivesse chamado directamente a função original. 
Para que a biblioteca personalizada seja carregada com sucesso e seja utilizada no 
processo, é necessário que o este seja lançado com essa informação. Esta limitação 
impossibilita a sua utilização em processos que já se encontram em execução. 
Este módulo deve então de conseguir ser capaz monitorizar um processo necessitando 
apenas que lhe seja indicado o identificador desse mesmo processo ou então um dos portos 
que esteja a usar. Deve também ser capaz, se o sistema operativo assim o permitir, de 
monitorizar um processo explorando a inserção de uma biblioteca personalizada para 
intercepção das chamadas às funções relativamente à comunicação em rede, presentes nas 
bibliotecas no sistema operativo. 
A utilização das duas componentes de monitorização alternativas tem como objectivo 
tentar cobrir todas as possíveis situações presentes na monitorização de processos.  
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Em síntese: 
• A componente ‘Sistema’ deve conseguir monitorizar um processo que já se 
encontra em execução. Deve permitir a personalização do intervalo de tempo no 
qual é feita pesquisa. Não existe garantia absoluta que todos os portos sejam 
detectados. Ser totalmente transparente para o processo. 
• A componente ‘Processo’ deve conseguir interceptar as chamadas de funções 
necessárias para utilização de sockets por parte do processo. Não pode ser usada 
em processos que já se encontrem em execução. Garante a detecção absoluta de 
todos os portos que o processo utiliza. 
 
3.1.3 Análise 
 
Figura 9 – Arquitectura do Módulo Análise. 
 
Este módulo tem como objectivo principal a criação de um ficheiro que vai conter os 
pacotes que foram enviados/recebidos pelo processo alvo e apenas estes. Para atingir este 
resultado, vai necessitar de obter informações provenientes dos módulos: ‘Captura de 
Pacotes’ e ‘Monitorização do Processo’. 
Do módulo ‘Captura de Pacotes’ vai obter quais os pacotes que foram capturados a 
cruzar determinada interface, e que devem ser trocados utilizando uma estrutura onde estes 
foram armazenados. 
Do módulo ‘Monitorização do Processo’, será obtido o traço da actividade do processo 
‘Log Processo’. Este traço vai conter informações sobre quais os portos utilizados. Usando 
esta informação, é possível ter uma componente que vai necessitar de manter o estado de 
quais os portos que a cada momento estão activos. 
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A informação que a componente ‘Gestão de Portos’ possui é a suficiente para permitir a 
filtragem dos pacotes que se deverão encontrar na estrutura ‘Pacotes’.  
Em cada um dos pacotes capturados, espera-se encontrar o seu cabeçalho intacto e 
totalmente capturado, permitindo o acesso à informação nele contido. Entre essa informação 
para a posterior análise encontra-se: 
• Endereço IP origem e respectivo porto. 
• Endereço IP destino e respectivo porto. 
Após ser feita a filtragem na componente ‘Análise’, o seu resultado deve ser guardado 
em formato pré definido e estável, como por exemplo num ficheiro. O ficheiro produzido, 
‘Pacotes do Processo’, ao manter o formato global dos dados, ou seja, ao manter o formato 
reconhecido pela biblioteca LibPCap, permite assim que possa ser consultado por todas as 
ferramentas que também suportem este formato, nomeadamente o Wireshark. 
 
3.1.4 Processamento de Relatórios 
 
Figura 10 – Arquitectura do Módulo Processamento de Relatórios. 
 
Este módulo tem como principal objectivo receber todos os relatórios de todas as 
ferramentas que se encontram a monitorizar processos em máquinas diferentes, e que 
pertencem ao mesmo sistema distribuído. 
Somente será executado na máquina que se encontra na origem de toda a monitorização 
e onde se espera que esteja o utilizador. 
Necessita de poder receber os relatórios que foram enviados por todas as ferramentas 
remotas, sendo esta tarefa da competência da componente ‘Recepção Relatórios’. Os 
relatórios recebidos são enviados pelo módulo ‘Análise’ e encontram-se no formato esperado, 
formato esse reconhecido pela biblioteca LibPCap. 
A componente ‘Processamento Relatórios’, como o seu nome indica, vai processar todos 
os relatórios disponíveis e recebidos pela componente anterior. Este processamento deve 
produzir um ficheiro único que deverá conter um traço único respeitante à fusão dos vários 
relatórios num só. O ‘Relatório Global’ deve tentar respeitar as seguintes condições: 
• Unicidade de cada um dos pacotes. 
• Ordenação temporal dos pacotes. 
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Para garantir a unicidade, não podem aparecer pacotes repetidos no resultado final. É 
necessário descobrir nos relatórios produzidos por cada ferramenta remota o pacote que faz 
par com cada um dos processados, pois se a monitorização estiver activa em duas máquinas 
que comunicam uma com a outra, certamente o pacote vai ser capturado no momento do 
envio e no momento de recepção. 
Para cumprir a condição que diz respeito à ordenação temporal, é necessário ter em 
conta que não existe sincronização dos relógios de todas as máquinas de onde provêm os 
relatórios. Não é possível também sincronizar os seus relógios, sendo então necessário 
calcular o desvio de todos os relógios para uma melhor aproximação à ordenação total dos 
pacotes capturados. Existe então a necessidade de tentar colocar todos os relógios no mesmo 
instante temporal, determinando qual a diferença que existe entre os relógios das máquinas 
remotas e o relógio da máquina raiz. Quanto melhor a aproximação, mais fiel será a 
ordenação dos vários pacotes. Para tal, pode ser usada uma aproximação ao algoritmo de 
Cristian [3]. O algoritmo original foi desenvolvido para sincronizar relógios de computadores 
remotos. Neste caso vai ser usado para obter somente os relógios de ambas as máquinas (raiz 
e remota) no mesmo instante temporal. Então, assumindo para cada uma das ferramentas 
remotas: 
• L1 = Valor do relógio da máquina local, no momento em que foi pedido o valor 
do relógio da máquina remota. 
• L2 = Valor do relógio da máquina local, no momento em que foi recebido o valor 
do relógio da máquina remota. 
• R = Valor do relógio da máquina remota. 
Se for desprezado o tempo de envio e recepção de cada mensagem, assim como o de 
consulta do valor de relógio, tal como no algoritmo original, teremos a situação ilustrada pela 
figura seguinte:  
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Figura 11 – Determinação da diferença dos relógios. 
 
Tendo em conta a figura 11, RTT é a diferença entre L2 e L1. Se ambos os relógios 
estivessem sincronizados, L2 seria igual a R1. Existe uma elevada probabilidade de isso não 
ser possível. Neste caso, podemos dizer que se L2 e R1 estiverem no mesmo instante 
temporal, então a diferença do relógio remoto relativamente ao local é: DIFF = L2 – R1.  
Apesar de ser possível obter uma relação entre dois relógios, existe ainda o risco de 
poderem aparecer no ‘Relatório Global’ pacotes cuja posição viola o princípio da causalidade 
[11]. Ainda que diminuto, é um risco existente. Este problema tem especial importância na 
ordenação da entrega de pacotes, em sistemas distribuídos durante o seu funcionamento. 
Como este problema só é detectado à posteriori, não será tido em conta na reordenação dos 
pacotes, devendo de qualquer das formas ser avisado o utilizador da existência desta situação, 
quando detectada. 
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3.1.5 Interface 
 
Figura 12 – Arquitectura do Módulo Interface. 
 
Este módulo permite ao utilizador interagir com a ferramenta utilizando um modo 
gráfico. 
Deve permitir ao utilizador configurar a ferramenta, indicar quais os parâmetros a 
utilizar, lançar a monitorização, assim como pará-la. 
A apresentação de resultados ao utilizador pode ser em tempo real ou final (à posteriori). 
Em ambas as situações deve ser construído o grafo respeitante ao sistema distribuído em 
análise. Deve ser possível que o utilizador possa consultar o ficheiro resultante de toda a 
monitorização na ferramenta Wireshark, existindo então um mecanismo que permita a sua 
abertura. 
A representação do grafo deve ter as seguintes considerações: 
• Cada vértice deve representar o endereço IP onde a ferramenta se encontrava a 
monitorizar. 
• Cada arco que liga dois vértices deve ter indicado o tráfego registado nessa 
ligação por segundo. 
• Deve ser possível ao utilizador rearranjar a orientação dos vértices. 
Caso alguma situação anormal seja detectada, a interface deve poder indicar ao 
utilizador essa situação. Deve estar disponível também uma opção que permita ao utilizador 
carregar na ferramenta vários relatórios, já obtidos pela ferramenta ou não, e conseguir 
efectuar o seu processamento normal como se de uma nova monitorização se tratasse, 
apresentando os devidos resultados. 
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4. Implementação da Ferramenta 
Nesta secção vai ser descrito como foi implementada a actual versão da ferramenta. A 
descrição que se segue tenta focar todos os pontos principais da ferramenta, como por 
exemplo: quais os problemas encontrados e como foram estes resolvidos. São também 
explicados os porquês da utilização de algumas técnicas e estruturas de forma a melhorar o 
desempenho e a reduzir o impacto da ferramenta no sistema operativo. A descrição não será 
extensiva ao ponto de serem explicados determinados conceitos e técnicas que estão 
subjacentes ao conhecimento esperado pelo leitor e/ou possível utilizador. 
 
4.1 Ambiente de utilização 
Antes de começar o desenvolvimento da primeira versão da ferramenta, foram estudadas 
quais as condições necessárias à utilização da ferramenta. 
A ferramenta foi desenvolvida no sistema operativo Unix, estando portanto voltada para 
o funcionamento neste mesmo sistema. Este sistema foi escolhido principalmente pelo facto 
de permitir consultar informações detidas pelo sistema operativo, nomeadamente ao nível de 
processos em execução e informação sobre comunicação em rede.  
Sendo esta uma primeira versão da ferramenta, foi assumido que na máquina onde se 
encontra o processo alvo de monitorização, este só comunica por uma única interface. Esta 
aparente limitação tem como objectivo simplificar a ferramenta, pelo menos nesta fase 
inicial. Permite também estudar de forma mais objectiva o impacto que a ferramenta vai ter 
tanto no desempenho do processo alvo, assim como no sistema operativo onde se encontra. 
A ferramenta em si necessita de ser lançada/executada em modo administrador (root). 
Este passo é necessário, pois é utilizada a biblioteca LibPCap para efectuar a captura. Para 
executar em modo root existem duas formas possíveis: a execução enquanto o utilizador root, 
ou então utilizando o mecanismo de permissões associado ao ficheiro para que, quando seja 
executado, adquira direitos de root. Se for utilizada esta segunda opção, a ferramenta, após 
ter lançado a monitorização da interface através da biblioteca LibPCap, vai diminuir as suas 
permissões, passando para o utilizador real, que lançou a ferramenta. 
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É assumido então que não existe mais do que um processo sob monitorização em cada 
máquina. Se a ferramenta já se encontrar a monitorizar um determinado processo, não vai ser 
possível lançar uma nova instância da ferramenta, quer seja para monitorizar um outro 
processo ou o mesmo. Somente uma instância da ferramenta pode estar em execução de cada 
vez. Para testar se já se encontra uma instância em execução, a ferramenta, ao ser lançada, vai 
tentar criar uma directoria no caminho /tmp/remoteMonitor. Se não for possível criar este 
directório com sucesso, a ferramenta assume que já existe uma outra em execução e aborta. 
Recorreu-se à criação do directório, pois trata-se de um comando executado de forma 
atómica, onde é possível então eliminar a concorrência entre aberturas simultâneas de 
ferramentas, garantindo que somente uma irá ser lançada para execução e monitorização. 
A programação da ferramenta foi toda feita na linguagem de programação C, devido à 
sua eficiência e escalabilidade e devido à versão mais comum da biblioteca LibPCap ser 
também para esta linguagem. A interface foi programada em Java, utilizando Java Native 
Interfaces (JNI) para comunicar entre ambas as linguagens. Sendo assim, é necessário que 
estejam presentes na máquina a biblioteca LibPCap, assim como as bibliotecas da linguagem 
de programação C. Para a utilização da interface desenvolvida, é necessário que a máquina 
virtual do java esteja instalada também no computador. Caso contrário, será possível efectuar 
captura assim como criação do traço único, mas não será possível visualizar na interface 
desenvolvida. É também necessária a presença da ferramenta Wireshark, para se poder 
utilizar todo o potencial da interface. 
Para efectuar monitorização distribuída por várias máquinas, seguindo as comunicações 
que determinados processos efectuam, é necessário que: 
• A ferramenta se encontre instalada na máquina alvo, na localização pré definida, 
na árvore de pastas. 
• Não esteja já em execução. Caso contrário, não será lançada uma segunda 
instância da mesma. 
• Seja possível ao utilizador que lança a ferramenta efectuar uma execução remota 
de um comando via SSH na máquina destino. Esta execução tem de ser feita sem 
ser necessário introduzir palavra-chave (password), nem indicar qual o utilizador 
na máquina remota.  
Neste protótipo é assumido que se garantem as seguintes condições: não existem falhas 
por parte das máquinas e processos onde é executada a monitorização. Assim não são tidas 
em conta falhas nas ligações de rede. 
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4.2 Visão geral 
A ferramenta foi implementada mantendo então por base a arquitectura proposta, sendo 
a sua estrutura geral a representada na figura que se segue: 
 
 
Figura 13 – Modelo geral da implementação da ferramenta. 
 
Como indicado na arquitectura, os três módulos da base da figura são comuns ao 
funcionamento da ferramenta tanto na máquina local como nas máquinas remotas. Os dois 
restantes módulos serão somente executados na máquina raiz de toda a monitorização e onde 
se encontra o utilizador. Os dois pontos marcados na figura 13 com ‘Wireshark’ representam 
a possibilidade de consultar os resultados obtidos numa ferramenta de análise de pacotes, 
como por exemplo o Wireshark. 
Cada módulo representa as tarefas gerais necessárias para o funcionamento da 
ferramenta. A comunicação, representada na figura anterior, entre os módulos da ferramenta 
é feita utilizando a partilha de estruturas de informação ou então utilizando um ficheiro como 
repositório intermédio onde são colocadas as informações que serão partilhadas. 
Na implementação, para prevenir eventuais erros entre leituras e escritas concorrenciais, 
são utilizados semáforos (mutexs) como controle. 
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4.3 Captura de Pacotes 
Nesta secção será discutida a implementação correspondente ao módulo ‘Captura de 
Pacotes’, apresentado na figura 14. O objectivo deste módulo é a captura dos pacotes de uma 
determinada interface de rede e a passagem desses pacotes ao módulo ‘Análise’.  
 
 
Figura 14 – Esquema de funcionamento da captura de pacotes. 
 
A figura 14 apresenta um esquema que permite demonstrar como funciona este módulo. 
As setas representam o fluxo de dados que atravessa o módulo, em pleno e perfeito 
funcionamento. 
Na figura 14 encontra-se um módulo central com o nome ‘Captura’. Este módulo baseia-
se na biblioteca LibPCap, cujo funcionamento se encontra descrito na secção 2.3. Esta 
permite que sejam capturados pacotes de uma interface de rede, de forma simples para vários 
sistemas operativos. É utilizada pela grande maioria das ferramentas que permitem efectuar 
captura. Permite que seja indicado um filtro para aplicar aos pacotes capturados, assim como 
permite a captura dos pacotes tanto de uma interface de rede como de um ficheiro no formato 
reconhecido: PCap. 
É necessário então indicar, em primeiro lugar, qual o alvo da captura: interface de rede 
ou ficheiro. Somente é efectuada a captura de um dos alvos a cada momento.  
É possível indicar também um ‘Filtro’, no formato suportado pela biblioteca, que 
permite filtragem de pacotes. O filtro indicado na figura 14 tem de ser escrito no formato 
esperado pelo LibPCap, como por exemplo: tcp port 80. Este filtro iria indicar que somente 
seriam capturados os pacotes que circulem no protocolo TCP e cuja porta origem ou destino 
seja a 80. A ferramenta desenvolvida mantém esta funcionalidade. 
A utilização de um filtro nesta ferramenta pode originar ganho de performance da 
ferramenta, mas também pode originar resultados incompletos. Este assunto é desenvolvido 
da secção referente ao módulo de interface. 
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O motivo pelo qual se colocou um ficheiro com o nome ‘Ficheiro Pacotes’ como fonte 
da captura tem a ver com a possibilidade de oferecer ao utilizador funcionalidades offline. É 
possível então passar um ficheiro no formato PCap à ferramenta, e vai ser deste ficheiro que 
vão ser lidos os dados e processadas todas as informações, simulando assim a captura através 
de uma interface de rede. Quando é utilizada esta funcionalidade, existem operações que não 
serão efectuadas pela ferramenta, como por exemplo a disseminação da monitorização para 
máquinas remotas. 
O código necessário à captura só é diferente no momento da preparação da interface de 
onde vão ser capturados os pacotes, pois a biblioteca permite que a captura através do 
ficheiro seja operada da mesma forma que de uma interface de rede, sendo totalmente 
transparente para o resto da ferramenta qual a origem dos dados. 
Após a captura de cada pacote, estes devem ser passados ao módulo ‘Análise’ para 
seleccionar aqueles que dizem respeito ao processo alvo. Como cada um dos pacotes já se 
encontra em memória após a sua captura, estes são guardados numa estrutura representada 
por ‘Pacotes’. A estrutura utilizada é uma lista simplesmente ligada. A escolha deve-se 
principalmente ao facto de não ser possível determinar quantos pacotes seriam capturados por 
unidade de tempo. Sendo então, neste caso, cada pacote inserido na cauda da lista. 
Em cada célula vai ser guardado o pacote capturado (pode não estar presente todo o 
pacote) e a informação produzida pela biblioteca no momento da captura: tempo em formato 
epoch respeitante ao momento em que o pacote foi capturado, tamanho original do pacote 
(em bytes) e quantidade de bytes capturados desse mesmo pacote.  
Tratando-se de uma estrutura partilhada, é utilizado um semáforo para controlar a 
concorrência no seu acesso. Como existe a possibilidade de a taxa de captura de pacotes ser 
muito elevada, sentiu-se necessidade de tentar minimizar o tempo em que o módulo ‘Análise’ 
detém o semáforo. Este módulo vai necessitar de mais tempo para consumir cada um dos 
pacotes do que o necessário para que este fosse inserido na lista. Para prevenir a perca de 
pacotes por parte do módulo que os captura, é utilizada a técnica de buffer duplo. O módulo 
‘Análise’, somente vai ter o semáforo para manipular a cabeça da lista, e mudar esta para uma 
nova lista. Isto faz com que seja construída uma nova lista enquanto o módulo ‘Análise’ 
processa a antiga. 
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4.4 Monitorização do Processo 
Um dos pontos essenciais de toda a ferramenta é a forma como esta consegue saber 
quais dos pacotes capturados pertencem ao processo alvo. Para tal ser possível, é necessário 
monitorizar o processo, nomeadamente, quais os sockets que este utiliza para comunicar com 
o exterior. Sabendo quais os portos que se encontram ligados aos sockets que o processo 
utiliza, é então possível determinar que pacote acabado de ser capturado teve como 
origem/destino o processo alvo. Como se poderá encontrar na descrição do módulo ‘Análise’, 
a garantia de que o pacote pertence ao processo não é 100% fiável. 
Como indicado na arquitectura, este módulo tem duas possíveis abordagens, uma para 
cada situação, como indicado na figura que se segue: 
 
 
Figura 15 – Esquema de funcionamento do módulo de Monitorização do Processo. 
 
Só uma das componentes que realiza a monitorização do processo poderá ser usada em 
dado instante. A monitorização do directório /proc (realizada pela componente mais à direita 
na figura) permite monitorizar um processo de forma totalmente transparente e mesmo após o 
início do mesmo. Apresenta no entanto a possibilidade de essa monitorização não ser 
totalmente fiável, podendo existir situações onde os portos podem ser usados por breves 
instantes e não serem detectados. A outra componente (‘Monitorização no Processo’) 
disponibiliza uma monitorização baseada na intercepção de chamadas às funções relevantes. 
Muito mais fiável, tem a desvantagem de não ser tão transparente e ter de ser pedida no 
lançamento do processo. As informações sobre as virtudes e defeitos de cada uma das 
componentes podem ser consultadas na secção onde é discutida a arquitectura proposta. 
Como pode ser observado na figura 15, existe um canal (PIPE) onde ambas as 
componentes vão escrever as informações que forem obtendo relativamente ao processo que 
observam. Esse pipe permite que a informação seja trocada entre o módulo de Monitorização 
e o módulo ‘Análise’ de forma rápida, sendo que é este módulo que cria o pipe quando é 
lançado. A utilização do ficheiro ‘Log Processo’ é feita somente quando não é detectado o 
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pipe, isto é, quando a biblioteca está a monitorizar a abertura e fecho de sockets do processo, 
mas ainda não foi lançada a ferramenta de monitorização desenvolvida nesta dissertação. Mal 
seja detectado que a ferramenta criou o pipe, não volta a ser escrita informação no ficheiro 
em causa. 
Em seguida, será então explicada como foi conseguido o objectivo em cada uma das 
componentes: 
 
4.4.1 Monitorização via /proc 
A monitorização efectuada por esta componente foi feita somente para sistemas 
operativos Unix. Baseia-se no sistema de ficheiros virtual, existente nesse sistema operativo 
que permite obter um vasto conjunto de informações que a ele estão associadas, como por 
exemplo quais os processos que se encontram a executar em determinado instante. 
Para obter a informação pretendida sobre os sockets em uso por determinado processo 
usando esta técnica, é necessário consultar dois directórios:  
/proc/<PID>/fd : Aqui podem ser encontrados os descritores de ficheiros (file descriptor) 
que o processo que tem o identificador <PID> está a utilizar. Estes descritores representam os 
canais abertos para escrita e/ou leitura. Como neste sistema operativo, tudo é tratado como 
sendo um ficheiro, se estiver a ser utilizado algum socket, esse vai estar representado num 
ficheiro virtual, tendo então um apontador neste directório. Cada ficheiro é representado por 
um inteiro, que é o canal aberto. 
/proc/net: Aqui podem ser encontradas as informações sobre as comunicações em rede 
que estão a ser efectuadas na máquina local. Entre essas informações, encontram-se quais os 
sockets abertos em protocolo TCP, em protocolo UDP, etc. A informação contida encontra-se 
em hexadecimal e cada linha corresponde a um socket. Para cada um, podemos encontrar 
várias informações, sendo as relevantes para o trabalho em curso: 
• Endereço IP destino do socket e respectivo porto (no caso do TCP). 
• Endereço IP origem do socket e respectivo porto. 
• Inode do ficheiro que representa o socket no sistema operativo. 
Na imagem que se segue, podemos ver como está organizada internamente esta 
componente e a sua relação com a informação antes apresentada: 
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Figura 16 – Organização interna da componente de monitorização do directório /proc. 
 
Do directório /proc/<PID>/fd é obtido quais os identificadores (inode) dos ficheiros que 
representam sockets, e que estão a ser usados naquele momento. 
Do directório /proc/net é obtida a informação sobre cada um dos sockets abertos em 
protocolo TCP ou UDP. A ferramenta foi programada para incidir sobre estes dois 
protocolos. As informações obtidas são o endereço IP e o porto da máquina origem do socket, 
endereço IP e o porto da máquina destino do socket e o inode que representa o socket na 
máquina local. 
Tendo em conta estas duas informações, é possível verificar que existe um campo em 
comum: o inode do socket. É então possível saber quais os sockets que estão a ser utilizados 
pelo processo, bastando para isso fazer um cruzamento dos dados obtidos de cada uma das 
directorias, tendo como elo de ligação o inode. Depois de cruzados os dados, como resultado 
final, somente é necessário saber quais os portos que estão em uso naquele momento, na 
máquina local e a serem usados pelo processo alvo. Esta informação é então registada numa 
estrutura. Porque cada pesquisa nestes dois directórios somente vai indicar quais os sockets 
que se encontram abertos e a ser utilizados pelo processo nesse instante. Quando é detectado 
um novo porto, através da consulta da estrutura ‘Sockets do Processo’, esta informação é 
comunicada pelo pipe. A detecção é simplesmente verificar se a posição correspondente ao 
porto associado a esse socket está já marcado ou não como sendo do processo. É também 
necessário verificar repetidamente quais são, dos sockets encontrados na pesquisa anterior, 
aqueles que foram novamente detectados na pesquisa corrente. Se houver um socket 
detectado na anterior e não na corrente, trata-se então de um socket que foi fechado, devendo 
esta informação ser também registada e comunicada pelo pipe. 
Para detectar então quais os sockets que foram fechados ou não, recorreu-se à 
implementação de uma técnica baseada na conhecida Second Chance. Esta técnica consiste 
em marcar na estrutura onde são guardados os sockets todos os elementos com um 
determinado valor, por exemplo um contador. Este contador é inicializado a 1 e é 
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incrementado em cada ciclo da pesquisa, sendo colocado novamente a 1 quando atinge o 
valor 1000. A estrutura corresponde a um array, em que cada posição diz respeito a um 
porto. Quando é feita a análise dos sockets abertos, em cada um dos elementos (portos) 
detectados é colocado na tabela o valor actual do contador, na posição referente a esse 
elemento. No final de terem sido detectados todos os portos, é percorrida a estrutura e são 
consultados todos os elementos. Para cada elemento consultado, é comparado se o seu valor é 
igual ao contador actual e diferente de zero (o valor zero indica que aquele porto não se 
encontra em uso pelo processo). Se não for igual, é então detectado que esse elemento não foi 
encontrado na última pesquisa, sendo então assumido que esse elemento ou socket não se 
encontra mais em utilização, sendo marcado a 0. A escolha da utilização de um valor variável 
por ciclo, e a não utilização de um valor fixo, tem como objectivo questões de optimização. 
Caso fosse utilizado um valor para servir de flag, era necessário que os valores fossem 
guardados em estruturas temporárias para no final ser efectuada uma comparação. Tal seria 
computacionalmente mais pesado do que percorrer a estrutura toda, verificando os valores 
que lá se encontram. 
 
4.4.2 Monitorização via Instrumentação do Processo 
Esta técnica tem como objectivo permitir que seja obtido do processo, o traço das 
operações sobre sockets, pretendendo-se saber quais os sockets que está a utilizar a cada 
momento. Apesar de ele estar a fornecer esta informação, este acto é totalmente transparente 
para o próprio programa. Este tipo de monitorização só é conseguido em processos que 
utilizem bibliotecas dinâmicas.  
Para atingir o objectivo principal, é necessário colocar uma biblioteca personalizada 
entre a biblioteca Libc e o processo, de forma a ser possível interceptar as chamadas a 
determinadas funções. No momento em que é invocada uma função, que pretendemos 
registar a chamada, presente por exemplo na biblioteca Libc, a função que será chamada é a 
presente na nossa biblioteca e não a da biblioteca Libc. A função original da biblioteca será 
depois chamada para manter a funcionalidade pretendida. 
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Figura 17 – Monitorização via biblioteca personalizada Mysocket.so 
 
Esta biblioteca vai então redefinir as funções associadas ao envio e recepção de dados 
pela rede. Para detectar aberturas, envios e fechos de sockets, foram redefinidas as seguintes 
funções: 
• Socket(…) – Função que permite a criação de um socket, criando um só descritor 
mas não estando ainda associado a um porto. 
• Bind(…) – Associação do socket a um porto. Após esta função ter sido realizada, 
é possível saber qual o porto atribuído ao socket. 
• Connect(…) – Estabelecimento da conexão a outro socket TCP. Caso não esteja 
ainda atribuído um porto ao socket, este vai ser automaticamente atribuído. 
• Accept(…) – Função utilizada para ficar à escuta de novas ligações. Produz um 
novo socket, registado no mesmo porto do que é passado em argumento. 
• Close(…) – Encerra um canal de comunicação. Utilizado para fechar todos os 
canais, sejam ficheiros ou sockets. Após esta operação, o socket deixa de estar 
associado a um porto, não sendo possível enviar pacotes. 
• SendTo(…) – Envia um pacote para um determinado socket.  
Cada uma das funções indicadas tem exactamente os mesmos argumentos e pela mesma 
ordem que as funções que se encontram na Libc. Cada função procura encontrar a sua 
correspondente versão original na biblioteca Libc e chama essa mesma função antes das 
operações de monitorização. Não é alterado nenhum tipo de argumento de entrada nem de 
retorno das funções originais. O resultado da intercepção da função não insere nenhum tipo 
de alteração de resultados e a performance obtida comparativamente à função original é 
muito semelhante. Após ter sido chamada a função original, é então possível consultar o 
sistema operativo para saber informações sobre o socket que acabou de ser criado. 
Não há necessidade de serem monitorizadas todas as funções referentes à comunicação 
em rede, pois funções como Send(…) e Recv(…), entre outras, necessitam de ter um socket 
já com porto atribuído. 
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Como em todas as funções originais, vai estar presente o descritor do ficheiro que 
representa o socket. Esta biblioteca vai ter um array de inteiros, onde vai ser mapeado se esse 
descritor do socket já tem porto atribuído. O limite máximo de descritores é 255, valor que se 
considera razoável no sistema em uso. A função Socket cria um socket mas não lhe atribui 
ainda porto. A função Close é utilizada por defeito no final da utilização de um socket criado 
anteriormente. Quando são chamadas as funções Bind e Connect, sobre um socket, podemos 
obter o porto que lhe é atribuido. A função SentTo necessita de ser interceptada pois permite 
que sejam enviados pacotes no protocolo UDP através de um socket que pode não ter porto 
atribuído. Para determinar se um socket tem porto, é necessário invocar uma função que vai 
obter as informações do socket. Para evitar que esse pedido seja feito quando o socket já tem 
porto atribuído e já foi consultado, é registado no array da biblioteca essa informação. No 
caso do accept, este vai produzir um novo socket, que vai ficar ligado ao mesmo porto que o 
socket sobre o qual foi invocado o accept. Este acto não vai actualizar a tabela, mas tem de 
ser comunicado à ferramenta de monitorização para, quando for encerrado um socket, se 
poder verificar se existem ainda outros sockets ligados a esse porto. 
Sempre que é detectado um novo porto ou o fecho de um socket, vai-se comunicar com a 
ferramenta de monitorização através do pipe existente. Caso este não seja encontrado, é 
porque o processo foi lançado sem que a ferramenta estivesse em monitorização. Se isso 
acontecer, toda a informação que deveria ser escrita no pipe será escrita num ficheiro para 
posterior análise. A cada nova escrita é testado se o pipe já se encontra criado. Assim, mal 
este seja encontrado, a biblioteca vai escrever lá a informação que detecta. O ficheiro anterior 
será removido pelo módulo ‘Análise’ após ter sido processado. 
 
4.4.3 Pesquisa do Processo 
Sempre que é lançada uma nova monitorização, seja na máquina local ou remota, é 
testado em primeiro lugar se existe o ficheiro onde a biblioteca de instrumentação criada vai 
escrever a informação que obtém do processo. Caso exista, a ferramenta de monitorização vai 
ficar à espera que a biblioteca comunique novas informações pelo pipe criado. É assumido 
que o processo alvo se encontra então a ser monitorizado pela técnica de monitorização pela 
instrumentação do processo. 
Quando é lançada a monitorização numa outra máquina e não é encontrado o ficheiro 
que indica que a monitorização está a acontecer através da biblioteca de instrumentação, não 
é conhecido à partida qual o processo que está a utilizar o socket cujo porto estava no 
destino/origem do pacote que foi capturado. Como poderá ser encontrado na descrição do 
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módulo ‘Análise’, quando uma nova máquina é detectada através do IP presente num pacote 
capturado, é lançada a sua monitorização. A única informação disponível naquele momento é 
a de que o pacote seria entregue numa determinada máquina e haveria um determinado socket 
à escuta num determinado porto para o receber. É então necessário descobrir qual o processo 
a que se destinava o pacote. Para tal, é necessário pesquisar os protocolos disponíveis para 
saber qual o descritor de ficheiro associado ao socket desse porto. Com esse descritor, vão ser 
testados todos os processos presentes no directório /proc, procurando em cada um deles, se 
têm no seu directório fd esse mesmo descritor. Esse será então o processo alvo da 
monitorização nessa máquina. 
 
4.5 Obtenção dos Pacotes Pertencentes ao Processo 
A filtragem dos pacotes capturados é efectuada no módulo ‘Análise’. Como o objectivo 
deste módulo é determinar quais os pacotes que realmente pertencem ao processo, é 
necessário receber informação sobre os pacotes e os portos usados. Os pacotes são recebidos 
do módulo ‘Captura’ através de uma estrutura partilhada entre ambos os módulos. Para filtrar 
esses mesmos pacotes é necessário saber quais os portos que estão a ser usados pelo processo 
alvo. Essa informação é obtida pelo módulo ‘Monitorização do Processo’ e vai sendo 
comunicada por um pipe criado por este módulo aquando do seu lançamento. 
A figura que se segue representa o caminho percorrido pelos dados necessários ao 
funcionamento do módulo, até que seja produzido um ficheiro que vai ter somente os pacotes 
que o processo enviou ou recebeu. 
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Figura 18 – Esquema Interno da Implementação do Módulo Análise. 
 
O principal objectivo da estrutura representada na figura 18 por ‘Portos’ é registar quais 
os portos que o processo está a utilizar. A sua gestão é feita pelo componente ‘Gestor Portos’, 
que vai lendo do pipe quais os portos em uso pelo processo e quais os que já não se 
encontram em uso pelo processo alvo. Esta estrutura é um array de inteiros com 65535 
posições. Essas posições correspondem ao valor máximo que um porto pode tomar. Permite 
assim que os acessos para escrita e consulta a um determinado porto sejam feitos de forma 
muito rápida. Se o processo alvo tiver um socket TCP à espera de conexões, podem aparecer 
vários sockets ligados ao mesmo porto. O conteúdo de cada posição do array representa o 
número de sockets que estão à escuta naquele porto.  
O ‘Gestor Portos’, quando é inicializado, procura encontrar em primeiro lugar o ficheiro 
‘Log do Processo’. Este ficheiro é produzido pelo módulo ‘Monitorização do Processo’ e 
indica que o processo alvo se encontra a ser monitorizado utilizando a técnica do 
carregamento dinâmico de bibliotecas. Quando é detectado que existe um novo porto, o valor 
contido no array, na posição referente ao número do porto, é incrementado em uma unidade. 
Quando um porto é marcado para ser removido, pois o processo já não o está a utilizar, o 
valor da posição referente ao porto na tabela de portos é reduzido uma unidade. Se após essa 
redução, o valor nessa posição for de zero, esse porto é colocado numa estrutura que o vai 
guardar até ao próximo processamento de pacotes. O objectivo por detrás desta acção deve-se 
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à possibilidade de existirem pacotes importantes pertencentes ao processo que foram 
capturados e aguardam processamento na fila. Se simplesmente se removesse o porto da 
tabela de Pacotes, esses pacotes seriam descartados. 
O processamento da fila de pacotes é feito de forma periódica, em intervalos de tempo 
que podem ser personalizados pelo utilizador. Para poder ser realizado esse processamento, é 
necessário obter o mutex associado à estrutura onde estão os pacotes. Quando é obtido, é 
utilizada a técnica de double buffering para inviabilizar os apontadores da estrutura, soltando 
de seguida o mutex. Esta técnica permite que o módulo ‘Captura’ continue a sua rotina 
rapidamente. 
 
4.5.1 Processo de Filtragem dos Pacotes 
Seguidamente, a componente ‘Filtragem’ vai proceder então ao processamento de cada 
uma das células existentes na lista ‘Pacotes’. Cada célula contém um pacote e o respectivo 
cabeçalho produzido pela biblioteca LibPCap no momento da captura. 
Cada pacote vai conter dois pares IP/porto, um respeitante à origem do pacote e outro ao 
destino que este tinha. Um dos pares vai conter o IP da máquina local. Para o restante par, é 
testado se a posição na tabela ‘Portos’ correspondente ao porto associado nesse par, está 
marcada para captura. Se isso acontecer o pacote é escrito no ficheiro, caso contrário o pacote 
é descartado. Se não for encontrado, é testado na tabela de portos recentemente fechados, 
verificando se lá se encontra. 
A escrita dos pacotes e dos seus respectivos cabeçalhos no ficheiro segue a norma da 
biblioteca LibPCap. Vai permitir assim que o ficheiro resultante seja reconhecido como 
estando no formato PCap. 
Se a ferramenta estiver configurada para realizar monitorização remota, a informação 
contida no pacote, que indica qual o endereço IP da máquina que enviou ou iria receber este 
mesmo pacote, será entregue à componente ‘Disseminação Remota’. Somente são passados 
os pacotes que foram marcados como pertencentes ao processo e que são escritos no ficheiro 
de resultados. 
A componente responsável pela disseminação vai testar cada IP para verificar se já 
lançou a monitorização nessa máquina. Tendo em conta que o número de pacotes a serem 
processados pode ser bastante elevado, é utilizada uma estrutura HashTable para pesquisar 
rapidamente se o IP se encontra já inserido ou não. Quando é detectado um novo IP, tenta-se 
lançar a monitorização utilizando SSH. 
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O SSH foi escolhido para fazer o lançamento da monitorização remota, porque oferece a 
possibilidade de ser feito login na máquina destino e ser executado um comando nessa 
mesma máquina, permitindo, por exemplo, o lançamento de um processo. 
É construída uma linha de comando utilizando SSH onde será incluído: 
• Endereço IP da máquina alvo. 
• Endereço IP do servidor que receberá os relatórios. 
• Porto associado ao socket presente na máquina alvo. 
• Configurações indicadas pelo utilizador, que diferem das standards. 
• Filtro escolhido pelo utilizador, para ser utilizado pela biblioteca de captura 
LibPCap. 
É executada a linha de comandos construída mas não é testado se existe erro ou não, pois 
se a máquina está disponível, e configurada para a monitorização, esta será lançada. Essa 
ferramenta será sempre lançada em background, permitindo assim que o SSH retorne 
rapidamente. Caso já exista uma monitorização em execução, o segundo lançamento não terá 
efeito, pois o pacote que foi capturado e deu origem a este lançamento também foi capturado 
nessa máquina. 
Após terem sido escritos todos os pacotes pertencentes ao processo em ficheiro, a 
componente de envio de resultados vai enviar esse mesmo ficheiro para a ferramenta que se 
encontra na máquina raiz. Este passo, apesar de se encontrar na secção da captura, é uma 
componente que é partilhada entre ambos os módulos, criando uma ponte lógica entre a 
ferramenta que se encontra a monitorizar numa máquina remota e a que se encontra em 
execução na máquina local. A sua explicação fica remetida para a secção que se segue, ‘4.6 – 
Distribuição da Monitorização’, permitindo mais facilmente ver a ligação que é criada entre 
as várias ferramentas de monitorização durante a execução. 
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4.6 Distribuição da Monitorização 
Apesar de se tratar de um módulo que é em grande parte somente executado na máquina 
raiz, onde se encontra o utilizador e onde foi lançada a primeira monitorização, tem também a 
componente que se encontra em todas as ferramentas e que permite que os resultados sejam 
enviados para a máquina raiz. 
Como foi indicado na arquitectura, este módulo tem dois principais objectivos. O 
primeiro é o envio e recepção de todos os relatórios ou resultados por parte das máquinas 
onde a monitorização está a decorrer. O segundo é a criação do traço de comunicação único. 
Para que isto aconteça, é necessário um primeiro passo: estabelecimento da ligação entre este 
módulo e a ferramenta remota. 
 
4.6.1 Ligação para Recepção dos Relatórios 
Com o objectivo de receber os relatórios produzidos pelas ferramentas que estão a 
monitorizar remotamente, é executado um serviço que irá receber esses resultados. Esse 
serviço vai lançar um socket à escuta num determinado porto que pode ser alterado por parte 
do utilizador. 
Quando uma ferramenta remota é lançada, esta vai contactar o servidor. Este por sua vez 
vai registar o socket criado e vai pedir então à ferramenta remota que lhe envie o valor do seu 
relógio. Este passo é realizado para auxiliar a criação do traço único, permitindo assim ter 
forma de poder alinhar os resultados por instante de captura. 
É utilizada uma lista para guardar em cada célula as informações necessárias e obtidas 
para cada ferramenta. Cada célula vai conter então: 
• Valor do relógio da máquina remota. 
• Valor do relógio da máquina local, no momento em que foi pedido o valor do 
relógio da máquina remota. 
• Valor do relógio da máquina local, no momento em que foi recebido o valor do 
relógio da máquina remota. 
• Valor do descritor do ficheiro que representa o socket criado para comunicação 
entre este módulo e a ferramenta remota. 
• Apontador para o ficheiro que vai conter todos os relatórios recebidos da 
ferramenta remota. 
• Apontadores para auxílio da criação do traço único. 
Todos os valores relativos aos relógios encontram-se em formato epoch. 
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Após terem sido trocadas as informações iniciais, é criado um ficheiro local que vai 
conter todos os relatórios obtidos. 
 
4.6.2 Envio de Resultados 
Após terem sido guardados os pacotes no ficheiro e terem sido processados todos os 
pacotes por parte do módulo Análise, é então enviado para o servidor em execução na 
máquina raiz o relatório ou resultado produzido pela filtragem. O envio depende das 
configurações dadas pelo utilizador aquando do lançamento da ferramenta. 
Quando a ferramenta é lançada numa máquina remota, é efectuada uma comunicação 
com a máquina raiz, para que esta seja registada como estando a efectuar monitorização. São 
trocadas algumas informações sobre o relógio da máquina, assunto que será discutido na 
subsecção 4.6.4.  
O envio do relatório é feito utilizando o protocolo TCP e utilizando o socket aberto no 
inicio da monitorização. Caso o utilizador tenha decidido que somente deseja que o resultado 
seja enviado no final da monitorização, somente existirá um ficheiro a ser enviado. 
Se o utilizador decidir que deseja receber os resultados em intervalos de tempo 
específicos, vai existir um mutex partilhado entre o módulo Análise e a componente que trata 
desse envio. Este mutex tem como principal objectivo permitir que o envio seja feito de forma 
a não perturbar o processamento dos pacotes. Quando é obtido por parte desta componente, 
será fechado o ficheiro actual onde foram escritos os pacotes, é criado um novo ficheiro, 
trocadas as variáveis que indicam qual o ficheiro onde devem ser escritos os pacotes, e 
libertado o mutex. Isto permite que o módulo de Análise possa prosseguir rapidamente com 
as suas funções, e a componente de envio vai então enviar o último resultado ao seu ritmo. 
É sempre mantida nas máquinas que efectuaram a monitorização uma cópia referente aos 
resultados obtidos. Os ficheiros criados são numerados para facilmente poderem ser 
identificados os envios realizados. Quando a ferramenta de monitorização termina a sua 
execução, no final são removidos todos os ficheiros temporários. 
 
4.6.3 Recepção dos Resultados 
Cada socket que foi criado no momento do primeiro contacto realizado pela ferramenta 
remota vai ser colocado à escuta. É utilizada uma chamada ao sistema existente nos sistemas 
Unix, chamada select, onde os vários sockets que ligam as ferramentas remotas à da máquina 
raiz vão ser colocados à espera que estas queiram transmitir os seus resultados. Quando é 
detectado que um dos sockets se encontra pronto para ser lida informação, a chamada select é 
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desbloqueada e são testados todos os sockets para verificar se mais algum tem informação 
para ser lida. Para todos os que passarem neste teste, vai ser lançada uma thread que vai tratar 
da recepção, armazenamento e possível processamento dos resultados que estão a ser 
recebidos. Os sockets que não passarem no teste serão colocados novamente no select, até 
que um outro socket esteja pronto.  
Quando as threads que foram lançadas para receber a informação dos sockets 
terminarem, é gerada uma interrupção no select e esse socket volta a ser inserido no select. 
A figura que se segue representa a recepção dos resultados por parte da componente 
responsável, neste caso executada numa thread: 
 
 
Figura 19 – Implementação da Componente de Recepção dos Relatórios. 
 
Vão ser recebidos vários relatórios por parte desta componente. Esses relatórios são 
identificados na figura 19 por ‘Relatório XX-YYY’. Cada um é identificado por ‘XX-YYY’ 
onde XX é o número associado a cada uma das ferramentas remotas. A identificação YYY 
indica a sequência que faz parte do relatório.  
Cada relatório recebido será adicionado ao final do relatório completo que está a ser 
gerado pela componente de recepção. 
Esta componente também pode realizar uma rápida análise de cada um dos relatórios 
recebidos, obtendo as informações necessárias para que a interface possa apresentar esses 
mesmos dados ao utilizador em tempo real. Esta análise somente é realizada caso o utilizador 
tenha dado a indicação que o grafo seja construído em tempo real. Quando esta situação 
acontece, para cada pacote contido no relatório, é consultado o endereço IP origem e destino 
e essa informação é passada para a interface. O formato como a informação é passada, assim 
como a técnica utilizada, é explicada na subsecção referente à interface. 
São utilizados timeouts nos sockets, para que, se forem decorridos mais que 5 segundos 
sem recepção de dados, a thread que está a tratar da gestão do socket termine e o socket volte 
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a ficar em espera, libertando assim os recursos da thread para uma outra que fique pronta 
entretanto. 
 
4.6.4 Criação do Relatório Global 
Quando o utilizador der ordem para que a monitorização seja terminada, vai então ser 
gerada uma sequência de mensagens que vai indicar às ferramentas remotas que devem parar 
a monitorização e enviar os últimos relatórios. 
Após terem sido recebidos todos os relatórios, pode-se então proceder à criação do 
relatório global. Este vai conter todos os relatórios recebidos durante a monitorização, juntos 
num só ficheiro. Para isso é necessário ter em conta duas características que vão ser 
observadas neste processo: 
• Repetição de pacotes entre pares de resultados. 
• Diferença entre os relógios das máquinas onde foram efectuadas as 
monitorizações. 
A repetição de pacotes vai ser observada entre pares de relatórios. Por exemplo, se existe 
monitorização a ser feita nas máquinas A e B, e existe comunicação entre os dois processos 
sob monitorização em ambas as máquinas, garantidamente que os pacotes enviados de A para 
B vão estar presentes tanto no ficheiro de resultados de A como no ficheiro de resultados de 
B. Para gerar o resultado único, é desejável que somente um deles apareça nesse resultado, 
pois na realidade somente foi enviado um pacote. Esta eliminação vai fazer com que o 
ficheiro de resultados seja o mais fiável e lógico possível. 
Para determinar qual o desvio que o relógio de cada máquina remota tem perante a 
máquina raiz, no momento do envio do primeiro relatório, é pedido o valor do relógio à 
máquina remota. Entre este pedido são registados os valores do relógio da máquina raiz, 
imediatamente antes do pedido e imediatamente depois de ser recebida a resposta. Segundo a 
aproximação feita do algoritmo de Christian, presente na descrição da arquitectura proposta 
para o protótipo (secção 3.1.4), é possível então calcular o desvio dos relógios. Este valor é 
registado para cada uma das ferramentas remotas em execução durante a monitorização da 
aplicação distribuída. 
Torna-se então possível efectuar uma ordenação de pacotes, tendo em conta os desvios 
calculados para cada uma das máquinas remotas. 
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Figura 20 – Componente de fusão dos relatórios 
 
Como é possível ver na figura 20, a componente ‘Processamento Relatórios’, com o 
objectivo de criar o relatório final, somente precisa dos vários relatórios obtidos e da 
informação de qual é o desvio que cada relógio apresenta relativamente ao relógio de 
referência, que é o relógio da máquina raiz. 
Esta componente também tem a capacidade de produzir as informações que a interface 
necessita, para desenhar o grafo que representa a arquitectura observada durante a 
monitorização. Esta situação só acontecerá, caso o utilizador tenha escolhido o desenho do 
grafo no final, isto é, se o utilizador só está interessado em ver o grafo quando toda a 
monitorização estiver terminada. Como aqui é feita a fusão dos resultados obtidos em todas 
as máquinas remotas, e essa fusão exige alguma computação, esta nunca é feita durante a 
execução da monitorização, para que o sistema não seja perturbado ainda mais. Neste caso, 
para cada pacote que seja escrito no ficheiro ‘Relatório Global’, vão ser consultados alguns 
parâmetros, como os endereços IP origem e destino, e essa informação vai ser entregue à 
interface para que esta possa então produzir o grafo e respectivas estatísticas. 
Num primeiro passo, para ordenar os vários relatórios, são lidos para memória um 
determinado conjunto de pacotes e respectivo cabeçalho PCap, de cada um dos ficheiros. A 
quantidade de pacotes máxima a ser carregada pode ser definida pelo utilizador. É 
aconselhável que o valor seja entre 200 e 500, dependendo do número esperado de máquinas, 
pois este valor vai ser essencial para garantir que, se existirem pacotes repetidos entre dois 
resultados, esses pacotes vão estar em memória ao mesmo tempo, permitindo assim que 
sejam detectados. Os pacotes são colocados cada um numa célula de uma lista simplesmente 
ligada que ficará associada a cada um dos relatórios ou máquinas de onde provêm. 
Depois de o carregamento estar concluído, é então executado o seguinte algoritmo, até 
que não existam mais pacotes para processar em nenhuma das listas. 
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Para cada pacote que se encontra à cabeça das listas, é: 
• Calculada a soma entre o tempo marcado na sua máquina em que foi capturado e 
o desvio calculado que esse relógio tinha comparativamente à máquina raiz.  
• O pacote que tiver menor tempo é escolhido para ser escrito no ficheiro resultado. 
•  Antes de ser escrito, é retirado da lista. 
Sempre que é escolhido um pacote, existe uma elevada probabilidade de existir uma 
réplica do mesmo pacote numa outra fila. A existir uma réplica, essa tem de se encontrar na 
fila cuja máquina tinha o segundo endereço IP presente no cabeçalho do pacote. Se for 
encontrada essa fila, é então pesquisado lá se existe ou não esse mesmo pacote. Para 
determinar se um pacote é réplica de um outro, não basta comparar se os endereços IP e 
portos destino e origem são iguais. É também comparado o identificador (ID) presente no 
cabeçalho IP do pacote. Este identificador é incrementado por cada pacote enviado num 
determinado sentido. Se existirem dois pacotes com o mesmo ID, o mesmo endereço IP 
origem e também o mesmo endereço IP destino, então trata-se claramente do mesmo pacote. 
Quando é detectada uma réplica na fila, essa réplica é descartada. Se a quantidade de 
pacotes presentes na fila for inferior a metade do tamanho máximo possível, é feita uma 
tentativa de carregar mais pacotes na fila, para que esta esteja próxima do máximo da 
capacidade estipulada. 
Este processo é cíclico até não existirem mais pacotes em nenhuma das filas. 
O ficheiro resultante encontra-se no formato reconhecido como sendo o formato PCap. 
 
4.6.5 Ordem Causal 
Apesar da tentativa de ordenação de pacotes com base no cálculo dos desvios 
encontrados nos vários relógios, ainda existe a possibilidade de serem detectadas falhas na 
sua ordenação. Essas falhas vão violar a ordem causal [11]. Como só são tidos em conta dois 
protocolos, TCP e UDP, essas falhas só poderão vir a ser detectadas quando são ordenados 
pacotes que foram enviados no protocolo TCP. 
Um exemplo simples que pode ser detectado é encontrar no ficheiro ordenado um envio 
de um acknowledgement (ack) de uma máquina para outra, antes de ter aparecido o pacote ao 
qual esse ack se referia. 
Este tipo de situações pode aparecer, mas não é da competência da ferramenta resolve-
las, pois a troca de pacotes de posição depois de ordenados poderia provocar ainda mais 
problemas. 
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As técnicas existentes para prevenir estas situações, assim como para as resolver, são 
aplicadas para ordenar e garantir a ordem de entrega de pacotes a uma aplicação ou processo. 
Baseiam-se principalmente em acertos de relógios entre as máquinas. Esses acertos são feitos 
em sistemas distribuídos e entre entregas de pacotes. 
A ferramenta quando detecta isso, essa situação já aconteceu. 
 
4.7 Interface 
A interface tem como principal objectivo a interacção com o utilizador, assim como a 
visualização dos resultados obtidos. Permite também que as configurações sejam feitas de 
forma mais cómoda. 
Apesar de todo o código da ferramenta ter sido feito na linguagem de programação C, a 
interface foi desenvolvida na linguagem de programação Java. Os principais motivos foram 
já existir algum conhecimento na área, apesar de limitados, e existirem pacotes que permitem 
criar e utilizar grafos. Para que a interface pudesse ser usada para funcionar com a 
ferramenta, houve a necessidade de encontrar uma forma de comunicar entre as duas 
linguagens de programação diferentes. A linguagem Java permite fazer a ligação com código 
na linguagem C utilizando Java Native Interfaces (JNI). Esta interface permite que sejam 
invocados métodos que encapsulam funções desenvolvidas em C. 
A encapsulação/conversão dos dados de Java para C provoca algum impacto no 
desempenho do sistema, pelo que esta conversão só foi utilizada nas situações onde as 
alternativas não foram consideradas viáveis: 
• Arranque da monitorização através da interface. 
• Terminação da monitorização através da interface. 
• Envio de mensagens de erro do core da ferramenta para a interface. 
A ferramenta foi então desenvolvida, tendo ficado com a seguinte arquitectura: 
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Figura 21 – Funcionamento da interface. 
  
Como indicado na figura 21, a ferramenta tem dois caminhos que o utilizador pode 
seguir. Pode desejar ver o grafo correspondente à monitorização distribuída, como pode 
também visualizar o ficheiro do relatório global na ferramenta Wireshark. Não tinha sentido 
realizar as estatísticas na interface, quando estas podem ser consultadas na ferramenta que foi 
assumida como sendo a base deste trabalho. Devido à complexidade existente por detrás da 
criação do relatório global, não é considerada a sua criação em tempo de monitorização. 
Durante a monitorização, o utilizador somente pode visualizar o grafo a ser construído. Após 
ser pressionado o botão que vai parar a monitorização local e remota, é construído o ficheiro 
global e, somente após este momento, é possível a sua consulta na ferramenta Wireshark. 
A nível de desenho do grafo, o principal objectivo era mostrar, para um dado processo 
distribuído em várias máquinas, quais as máquinas com quem esse processo comunica, assim 
como qual a taxa de pacotes que são trocados entre cada um dos pares. 
 
4.7.1 Desenho do Grafo 
A interface para desenho do grafo necessita de receber as informações relativas às 
ligações que se encontram nos pacotes. Essas informações chegam via ficheiro. No ficheiro é 
possível encontrar os seguintes tipos de informação: 
• Endereço IP origem. 
• Endereço IP destino. 
• Tamanho do pacote original. 
• Tempo de captura (tempo em formato Epoch). 
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Estes vários dados são os necessários para ligar dois vértices, IP origem a IP destino, e 
calcular a taxa de comunicação efectuada entre esses dois vértices, sendo para isso necessário 
o tamanho do pacote assim como o tempo de captura. 
Na programação da interface, existe um módulo responsável por ler as informações do 
grafo e actualizar uma estrutura que guarda quais os vários vértices detectados, assim como 
as estatísticas de cada canal. Essa estrutura é uma tabela de hash, cuja chave é uma string 
construída por: endereço IP menor, seguido do carácter ponto e virgula (;), seguido do 
endereço IP restante. Foi assumida esta forma, porque permite detectar mais rapidamente o 
arco que liga ambos os endereços, e os dados são contabilizados para o tráfego registado 
naquele canal. 
 
 
Figura 22 – Tratamento dos dados para grafo. 
 
A figura 22 reflecte a forma como se encontra construído o módulo de interface que vai 
fazer o tratamento dos ‘Dados Interface’ recebidos, de forma a poder ser desenhado o grafo 
desejado. 
O conteúdo do ficheiro que contém os dados para a interface encontra-se em formato de 
texto, pelo que é lido linha a linha e processado. Esses dados são processados e para cada 
linha é construída a string no formato indicado anteriormente, que será testada na tabela de 
hash que vai guardar os valores relativos a essa comunicação. Quando o elemento é 
encontrado, são actualizados os seus dados internos de forma a que, quando forem 
consultados pela componente de desenho do grafo, o resultado final seja o reflectido pelos 
dados obtidos até ao momento. 
A componente de desenho vai obter os dados da componente de gestão dos dados da 
interface de forma periódica, em intervalos de tempo predefinidos. Após ter obtido os dados, 
vai saber quais são os vértices e respectivos valores que devem ser desenhados. Obtém 
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também quais os vértices onde foi efectuada monitorização. Estes vértices são desenhados 
com a cor de fundo verde, enquanto os restantes vértices vão apresentar a cor vermelha. O 
conteúdo de cada vértice vai ser o endereço IP que cada um tem. 
A ferramenta, a nível de gráfico, vai apresentar todos os valores numa só janela. 
É disponibilizada a opção de ser possível rearranjar os vértices no espaço destinado ao 
desenho do grafo. Esses vértices podem ser arrastados dentro dessa zona de desenho e o 
desenho do grafo é actualizado em tempo real. 
Para visualizar o aspecto final da interface gráfica, consulte a secção de testes, onde é 
feito um teste à monitorização de uma aplicação de torrents, podendo aí ver a utilização e as 
funcionalidades que foram implementadas. 
 
4.8 Funcionamento Offline 
Como se encontrava implementada toda a arquitectura de processamento de relatórios e 
criação do resultado global, foi implementada também a funcionalidade de processamento de 
relatórios em modo offline. 
Permitindo ao utilizador indicar vários ficheiros, até um total de 25, esses ficheiros são 
considerados relatórios obtidos pela ferramenta de monitorização. É então necessário que 
estes se encontrem no formato PCap. E é necessário ter em especial atenção que, não 
havendo o passo de cálculo do desvio dos relógios, este vai ser feito tendo em conta o relógio 
do primeiro pacote em cada ficheiro. O primeiro ficheiro indicado será assumido como sendo 
a referência, e todos os outros os obtidos pela monitorização remota. 
No final é produzido o relatório final referente à fusão de todos os ficheiros, e 
apresentado o grafo resultante da análise dos pacotes presentes nesse traço final. 
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5. Testes e Resultados 
Após ter sido concluída a implementação da ferramenta, chegou o momento de verificar 
quais os resultados que poderiam ser obtidos quando esta fosse utilizada em possíveis 
ambientes reais e avaliar o seu comportamento. 
Para a avaliação da ferramenta, procurou-se obter indicações da sobrecarga introduzida 
pela ferramenta, quer ao nível de processamento e do uso da rede, assim como a carga que a 
componente LibPCap e respectiva captura no Kernel vai introduzir quando efectua captura de 
pacotes. 
Para o teste da ferramenta, os parâmetros escolhidos foram aqueles que se encontram em 
default na ferramenta. Estes parâmetros são aqueles que permitem uma utilização normal, do 
ponto de vista do utilizador que pretende observar o funcionamento do sistema durante a sua 
execução. Esses valores são personalizáveis, sendo que os utilizados na configuração da 
ferramenta foram: 
• Tempo para obtenção de pacotes = 1 segundo. 
• Bytes capturados de cada pacote = 75 bytes. 
• Tempo entre envios de resultados nas ferramentas remotas = 10 segundos. 
 
Obtenção de resultados: 
Para medir o impacto e utilidade da ferramenta em ambientes de teste reais, foi 
necessário encontrar formas de medir o que estava a acontecer na máquina onde a 
monitorização é iniciada. Somente são medidos os valores nesta máquina, pois esta é a que 
irá normalmente apresentar piores resultados e a que é utilizada pelo utilizador. Em todas as 
máquinas remotas, a monitorização limita-se somente a capturar o tráfego, processar e enviar 
para a máquina raiz. A máquina raiz tem ainda a tarefa de receber os resultados das 
monitorizações remotas. 
Sendo que o objectivo dos testes é principalmente o estudo do impacto da monitorização 
da ferramenta no sistema monitorizado, os valores para estudo são: 
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• Tempo necessário para o processo alvo (ou aplicação distribuída) completar o seu 
processamento. Este valor é medido através do comando time, disponibilizado 
pelo sistema operativo Linux. 
• Taxa de utilização da interface de rede. É obtida através do cálculo da diferença 
entre o tráfego registado na interface de rede imediatamente antes do lançamento 
do processo alvo, e o tráfego registado após o final da execução do processo. Os 
valores do tráfego da interface de rede podem ser consultados através do comando 
ifconfig, também disponível no sistema operativo Linux. Este comando permite 
obter o número de pacotes transmitidos e recebidos e também a quantidade de 
bytes transmitidos e recebidos.  
Para monitorizar o processo, optou-se pela monitorização utilizando a biblioteca 
personalizada e recorrendo à variável LD_PRELOAD. A escolha foi decidida pelo simples 
facto de esta permitir uma mais fiável detecção da abertura e fecho de sockets, assim como 
por esta abordagem ser possível mesmo no ambiente MPI dado, no lançamento e distribuição 
da aplicação paralela pelo cluster, via mpirun,  suportar a passagem de variáveis de ambiente 
a todos os processos e estes poderem usar bibliotecas carregadas dinamicamente. 
Para cada conjunto de testes a monitorização pode ser feita de forma diferente, 
nomeadamente, a forma como são centralizados os resultados na máquina raiz. Num dos 
casos os dados podem ser enviados em intervalos de tempo fixos (10 segundos neste caso) ou 
então podem só ser enviados no final, após ter terminado a computação monitorizada. 
Para testar foi inicialmente utilizada a recepção de resultados a cada 10 segundos, pois 
prevê-se à partida que esta seja uma configuração típica e já bastante exigente para a 
ferramenta, sendo os resultados assim obtidos mais relevantes para a avaliação da ferramenta. 
Foi também utilizada a monitorização com recepção de resultados no final da execução. 
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5.1 Ambiente de Teste 
Recorreu-se a um cluster de cinco máquinas para correr aplicações de computação 
distribuída. 
Todas as máquinas possuem as mesmas características: 
• Dois processadores PowerPC a 2200MHz. 
• 2000 Mb memória ram. 
• Interface Ethernet 1000 Mbits/s, com MTU (Maximum transmission unit) de 
1500. 
O sistema encontra-se em repouso, onde não existem processos em execução que 
venham a competir com a aplicação distribuída de teste ou mesmo com a ferramenta de 
monitorização. A quantidade de pacotes enviados e recebidos pelo sistema é desprezável, e 
deve-se em parte ao facto de ser necessária a utilização de sessões SSH para interacção com o 
cluster. Durante a execução dos vários testes, reduziu-se ao máximo a quantidade de output 
apresentado pela ferramenta e simulação, de forma a minimizar ao máximo o tráfego do SSH. 
 
5.2 Teste com wget 
Foi realizado um teste com o objectivo de comparar o desempenho da ferramenta de 
monitorização quando era efectuada uma cópia de um ficheiro com 1.465.579.520 bytes, de 
um servidor http para uma pasta local numa máquina remota. Ambas as máquinas se 
encontram ligadas em rede local. 
O servidor tem as seguintes características: 
• Processador 1300 MHz. 
• Interface rede Ethernet 100Mbits/s. 
• 1024 Mb memória ram. 
• Sistema operativo Windows XP Sp3. 
O cliente tem as seguintes características: 
• Processador com dois cores, 2200 MHz. 
• Interface rede Ethernet 1000Mbits/s. 
• 2048 Mb memória ram. 
• Sistema operativo Ubuntu Linux 9,04. 
Todos os testes foram feitos com ambas as máquinas em repouso, não existindo nenhum 
outro processo a utilizar tanto CPU como interface de rede. 
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Foram realizados 4 tipos diferentes de testes, onde em todos eles foi copiado um único 
ficheiro de aproximadamente 1.5Gb através da consola do cliente, e utilizando o comando 
wget. Os testes realizados foram: 
• Obtenção do ficheiro sem nenhuma forma de monitorização. 
• Obtenção do ficheiro e monitorização do processo pela ferramenta desenvolvida. 
• Obtenção do ficheiro com monitorização da interface de rede por parte do 
Wireshark, mas com processamento dos pacotes no final. 
• Obtenção do ficheiro com monitorização por parte do Wireshark, com 
processamento dos pacotes em tempo real. 
Como o objectivo principal deste teste era comparar a monitorização local feita pela 
ferramenta desenvolvida com a monitorização feita pelo Wireshark, não foi efectuada 
monitorização distribuída. O número de pacotes e bytes recebidos/transmitidos pela interface 
de rede: 
 
Pacotes Recebidos  Bytes Recebidos  Pacotes Transmitidos  Bytes Transmitidos 
1.073.433 1.540.720.417 529.019 37.031.394
 
Tabela 1 – Tabela de transferência do ficheiro através do comando wget. 
 
Os valores que são encontrados na tabela são os esperados. Para ser realizada a 
transferência de um ficheiro através do comando wget, foram recebidos mais bytes que o 
tamanho do ficheiro, pois estão contabilizados os cabeçalhos dos pacotes. Como a recepção 
do ficheiro que se encontrava num servidor http é feita através do protocolo TCP, os bytes 
enviados dizem respeito ao envio de acknowledge dos pacotes que transportaram o ficheiro. 
Para cada tipo de teste, foram realizadas 10 tentativas, das quais foram registados os 
valores do tempo necessário à transferência do ficheiro, e os valores foram compilados na 
seguinte tabela: 
 
Normal  Monitorização  Wireshark Final  Wireshark Tempo Real
00:02:15  00:02:18 00:02:18 00:02:27
   +2% +2% +9%
Tabela 2 – Tabela de tempos médios para os vários testes com transferência wget. 
 
Analisando a tabela, podemos verificar que os tempos necessários para copiar o ficheiro 
do servidor para o cliente através do comando wget é de 00:02:15. Caso esteja a ser feita 
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monitorização, como ambas as ferramentas utilizam a biblioteca LibPCap, os pacotes têm de 
ser duplicados, sendo então introduzida computação extra, que provoca com que o tempo 
necessário à transferência seja incrementado em 3 segundos. Isto é verificado tanto quando é 
usada monitorização da ferramenta desenvolvida, como usando o Wireshark em modo de 
processamento final. 
Como indicado no estudo do Wireshark, este faz a dissecação de pacotes, obtendo as 
informações que cada pacote tem consigo. No modo Final, este processamento é feito após 
ser terminada a captura de pacotes. Se for activado o modo de dissecação e monitorização em 
tempo real por parte do Wireshark, é possível verificar que existe um aumento de 9 segundos 
comparativamente ao tempo obtido quando essa dissecação não é feita, devido a esse 
processamento extra. 
 
5.3 Teste usando a aplicação paralela 
Para testar a ferramenta na monitorização de um sistema paralelo e distribuído, recorreu-
se a uma aplicação usada para a cadeira de Sistemas de Computação em Grid. Esta 
implementa um simulador de propagação de fogos florestais e foram desenvolvidas duas 
versões, usando modelos de paralelisação diferentes, sendo a distribuição da computação pelo 
cluster e a comunicação entre os processos baseada na biblioteca MPI. A biblioteca usada 
baseia-se no sistema LAM (Local Area Multicomputer) do Ohio Supercomputing Center. 
Esta biblioteca permite que um cluster de máquinas (ligadas entre si localmente) possa 
realizar computações em paralelo, resolvendo um problema tirando partido das várias 
máquinas existentes. 
A arquitectura das aplicações é diferente nas duas versões da simulação. Em ambas as 
versões, a aplicação simula a propagação de um fogo, permitindo avaliar a sua propagação e 
a área ardida em função de características ambientais. A zona simulada consiste numa matriz 
de 1000x1000 onde é indicada para cada simulação qual a posição inicial onde vai aparecer o 
fogo. Em conjunto com essa posição, é indicada também qual a probabilidade do fogo se 
propagar para as células vizinhas. 
Para efeito de testes foi escolhida a célula na posição 10,10 da matriz e a probabilidade 
de propagação do fogo de 50%. Este valor foi escolhido porque, após vários testes, com 
probabilidades diferentes, este provou ser o que oferecia uma melhor relação entre duração da 
execução e resultado obtido. Por exemplo, um valor de 30% era demasiado baixo, fazendo 
com que por vezes o resultado da simulação fosse bastante diferente entre execuções, 
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tornando os resultados obtidos para avaliar a ferramenta de monitorização inconstantes e de 
difícil compreensão. 
Para obter a monitorização e os dados da interface de rede, foi produzido um script para 
a consola, onde antes de ser lançada a monitorização eram consultados os valores da 
interface, disponibilizados pelo comando ifconfig. Após essa consulta, era então lançada a 
simulação onde era indicado ao MPI que se executaria utilizando a variável LD_PRELOAD, 
onde se encontrava o caminho para a biblioteca dinâmica criada neste trabalho. A execução 
da simulação era remetida para background e nesse script, a cada 30 segundos, era então 
consultado o conjunto de valores da interface em uso. 
 
5.3.1 Versão 1 da simulação distribuída 
Esta primeira versão da simulação de fogos, tem a particularidade de distribuir o cálculo 
da área da matriz ardida pelos vários participantes no sistema distribuído, recebendo no final 
a matriz resultado de cada um dos participantes. Esta versão intervala momentos de 
processamento intensivo com momentos de troca de dados que apresentam uma taxa de 
utilização da rede moderada. 
A monitorização é feita em tempo real. Isto provoca que, ao ser analisado cada um dos 
pacotes capturados, é lançada a monitorização na máquina remota, onde os resultados que 
vão sendo obtidos através dessa monitorização são enviados periodicamente (intervalos de 10 
segundos) para a máquina raiz. 
Para esta versão da simulação de fogos, foram realizados 20 testes, onde para cada teste 
foi medido a cada 30 segundos, a quantidade de pacotes e bytes enviados e recebidos pela 
interface de rede utilizada, e o tempo necessário à execução da simulação. Desses 20 testes, 
10 foram realizados sem monitorização e os restantes com monitorização. 
Os resultados obtidos foram compilados e foi produzida a seguinte tabela tendo em conta 
esses mesmos resultados. A tabela reflecte a média calculada para cada um dos dois tipos de 
teste efectuado: execução normal e execução sob monitorização. 
 
   Normal  Monitorização Diferença    
Pacotes Recebidos  22.247  24.846  2.599   11,68% 
Pacotes Transmitidos  8.231  9.479  1.248   15,16% 
Bytes Recebidos  33.559.838  37.185.375  3.625.537   10,80% 
Bytes Transmitidos  599.360  709.856  110.496   18,44% 
Tempo Execução  0:04:04,054 0:04:04,221 0:00:00,167  0,07% 
Tabela 3 – Tabela de resultados da simulação distribuída versão 1. 
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Olhando para a tabela anterior, é possível verificar um aumento no número de pacotes 
trocados assim como o consequente aumento do número de bytes trocados. Apesar de serem 
aumentos consideráveis, entre aproximadamente 11% e 18%, este é um comportamento 
esperado. Isto deve-se ao facto de a monitorização estar a receber os resultados provenientes 
das outras 4 máquinas que foram também monitorizadas como consequência da 
monitorização original. 
Se for analisado o impacto que a monitorização teve neste simulador, podemos ver que o 
incremento no tempo de execução da aplicação foi mínimo, 0,07%. Este aumento fica a 
dever-se à necessidade de existir duplicação de pacotes por parte do sistema operativo. 
Apesar de todos os valores em estudo terem incrementado, a performance da simulação 
foi pouco influenciada. Isto deve-se em parte à aplicação utilizar pouco a interface de rede, 
pois, como podemos ver, o número de pacotes é relativamente baixo, provocando um 
overhead pouco significativo, assim como o baixo impacto no desempenho. A monitorização 
num processo que tenha este tipo de comportamento não é afectada de forma significativa. 
O gráfico seguinte pretende ilustrar a diferença de tráfego que foi introduzida sendo que, 
neste caso, durante a monitorização foram recebidos mais bytes. 
 
 
Figura 23 – Gráfico correspondente aos bytes recebidos simulação versão 1. 
 
O gráfico correspondente ao tráfego recebido em bytes, registado a cada 30 segundos, 
encontra-se no anexo B.  
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5.3.2 Versão 2 da simulação distribuída 
Nesta simulação, em vez de serem transmitidos apenas os parâmetros da simulação e 
recebidos no fim os respectivos resultados das simulações, divide-se a matriz inicial em 5 
partes iguais (pois usam-se 5 máquinas). Cada uma das partes vai ser entregue a uma 
máquina, que vai calcular a área ardida na sua parte da matriz. Como a matriz é dividida em 
partes iguais, vão existir linhas em comum entre cada duas partes. São 3 linhas que são 
partilhadas. A cada passo da simulação, sempre que seja detectado um novo foco de incêndio 
numa dessas células partilhadas, a máquina que possui essa célula vai contactar a máquina 
que possuir também essa célula, para que o estado das células partilhadas seja igual. Para 
manter todas estas partilhas sincronizadas, é trocado um elevado número de pacotes a cada 
passo da simulação. 
Foram então realizados 20 testes iniciais, tal como na versão 1, onde 10 dos testes eram 
com monitorização e os restantes sem monitorização. O tipo de monitorização nestes 10 
testes foi utilizando a recepção de resultados na máquina raiz a cada 10 segundos. 
Os resultados médios obtidos foram compilados na tabela que se segue: 
. 
   Normal  Monitorização  Diferença    
Pacotes Recebidos  28.743.759  31.591.925  2.848.166   9,91%
Pacotes Transmitidos  10.759.220  8.482.765  ‐2.276.455   ‐21,16%
Bytes Recebidos  43.267.894.861  47.563.703.992  4.295.809.131   9,93%
Bytes Transmitidos  1.115.582.969  959.232.623  ‐156.350.347   ‐14,02%
Tempo Execução  0:08:40,585 0:11:01,050 0:02:20,464  26,98%
 
Tabela 4 – Tabela de resultados da simulação distribuída versão 2, monitorização 10s. 
 
Observando a tabela anterior, podemos rapidamente concluir que existem semelhanças e 
diferenças relativamente à obtida nos testes da versão 1. 
Quando observado o impacto que a monitorização teve no tempo de execução desta 
versão da simulação, verifica-se que existe um incremento de aproximadamente 27%.  
Percentualmente, a diferença no número de pacotes recebidos e na quantidade de bytes 
recebidos na monitorização da versão 2 mantém-se bastante reduzida, tal como na versão 1. 
Daqui pode-se concluir que, quando existe monitorização em ambas as máquinas, nestas 
simulações, o número de pacotes e a quantidade de bytes recebidos vai aumentar em 
aproximadamente 10%. Observa-se também que o tamanho médio de cada pacote recebido 
pela máquina é aproximadamente de 1500 bytes (43.267.894.861 / 28.743.759), onde este 
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valor se aproxima ao valor do MTU da interface de rede utilizada neste caso, Permitindo 
concluir que a ferramenta tende a usar a capacidade completa dos pacotes, que também 
contribui para minimizar a sobrecarga na rede. 
Pode-se observar na tabela 4 que o número de pacotes transmitidos assim como a 
quantidade de bytes transmitidos foi reduzido em valores que podemos considerar 
significativos. Foram transmitidos menos 21% de pacotes pela simulação, do que quando esta 
executa sem monitorização. Respectivamente, foi também reduzido o número de bytes 
transmitidos. Se for calculada qual a quantidade de bytes presentes em cada pacote 
transmitido, tanto na execução da simulação com e sem monitorização, obtemos os seguintes 
valores:  
• Sem monitorização: 1.115.582.969 / 10.759.220 = 103,6862309 
• Com monitorização: 959.232.623 / 8.482.765 = 113,0801879 
Pode-se observar que cada um dos pacotes transmitidos com monitorização passou a 
transportar, aproximadamente, um pouco mais de 9 bytes. Analisando a diferença que existe 
entre os pacotes e bytes transmitidos, com e sem monitorização, pode-se concluir que a 
quantidade de bytes que não foi necessário enviar, se deve ao menor número de pacotes 
enviados. Efectuando o cálculo 156.350.347 / 2.276.455 = 68,68149108, conclui-se que a 
quantidade média dos bytes não transmitidos por pacote corresponde praticamente aos 
cabeçalhos dos pacotes que não foram transmitidos. 
Para se poder perceber melhor o que aconteceu durante a execução da simulação, foi 
produzido um gráfico onde são representados os valores respeitantes à quantidade de bytes 
recebidos a cada 30 segundos.  
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Figura 24 – Gráfico referente aos bytes recebidos pela simulação versão 2. 
 
Na figura 24, podemos então visualizar qual foi o tráfego recebido, em bytes, registado a 
cada 30 segundos durante a execução desta versão da simulação de fogos. Como a legenda do 
gráfico representado indica, as barras de cor azul foram registadas quando não existiu 
monitorização, e as vermelhas quando existiu. 
Uma primeira das primeiras observações, que pode ser registada quando o gráfico é 
analisado é a duração de cada uma das execuções. Como, sem monitorização, a simulação 
terminou aos 0:08:40 e o registo do tráfego efectuado foi feito às 0:09:00, pode afirmar-se 
que a simulação só gerou tráfego durante um terço desse intervalo de tempo. Este facto é 
comprovado no gráfico, verificando-se que a última barra azul é sensivelmente um terço das 
anteriores. Sabendo que não existe nenhum processo em execução que tenha utilização 
significativa tanto do CPU como da interface de rede, pode concluir-se que a simulação tenta 
utilizar ao máximo a interface de rede para envio e recepção de pacotes. Verifica-se que o 
pico máximo de utilização da interface de rede é registado nos 0:03:30, cujo valor é 
2.742.452.942 bytes transmitidos num intervalo de 30 segundos. Todos os outros valores das 
barras azuis encontram-se distribuídos perto da marca dos 2.500 milhões. 
Quando existe monitorização, a taxa de recepção máxima desce para perto da marca dos 
2.000 milhões. Esta quebra na taxa de recepção provoca um aumento no tempo necessário à 
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execução total da simulação, fazendo com que sejam recebidos pacotes ao longo de mais 
tempo. 
A explicação para esta quebra de desempenho deve-se à necessidade do sistema 
operativo ser ocupado com computação extra, devido a este ter de duplicar todos os pacotes 
que passam na interface, para que uma cópia seja entregue à ferramenta. É necessário 
também ter em conta que, devido às monitorizações que estão a decorrer nas outras quatro 
máquinas que fazem parte do cluster, este conjunto de máquinas vai enviar para a máquina 
raiz aproximadamente 4.295.809.131 bytes extras. A recepção destes bytes também vai 
provocar uma diminuição na performance da simulação, pois esta deixa de ter a interface 
praticamente dedicada aos seus pedidos. 
Foram também realizados 10 testes, agora para determinar qual o impacto que a 
recepção dos relatórios em intervalos de 10 segundos tinha na performance da simulação. 
Para estes testes, a ferramenta é lançada no modo de recepção final. Isto é, o envio dos 
relatórios das máquinas remotas para a raiz é só feita quando o utilizador dá instrução para 
que a ferramenta na máquina raiz pare a monitorização. Esta instrução somente é dada 1 
minuto depois de a simulação ter terminado. 
Após terem sido realizados todos os testes, os resultados médios obtidos pela consulta do 
comando ifconfig a cada 30 segundos gerou a seguinte tabela. 
 
   Normal  Monit. Envio Final Diferença    
Pacotes Recebidos  28.743.759  31.538.880  2.795.121   9,72%
Pacotes Transmitidos  10.759.220  8.543.298  ‐2.215.922   ‐20,60%
Bytes Recebidos  43.267.894.861  47.502.331.705  4.234.436.844   9,79%
Bytes Transmitidos  1.115.582.969  962.798.946  ‐152.784.023   ‐13,70%
Tempo Execução  0:08:40,585 0:10:14,033 0:01:33,448  17,95%
 
Tabela 5 – Tabela de resultados da simulação distribuída versão 2, monitorização final. 
 
Analisando então e comparando a tabela 4 com a tabela 5, podemos ver que os valores 
obtidos são todos bastante semelhantes, à excepção do tempo necessário para a execução. 
Apesar de existir uma redução dos valores referentes a pacotes e bytes recebidos, 
comparativamente à monitorização com recepção de resultados durante a execução, isso, só 
por si, não representa uma grande melhoria. Isto é explicável pelo simples facto que os 
relatórios que possuem os resultados observados nas máquinas remotas vão ser de qualquer 
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forma enviados para a máquina raiz. A única diferença aqui é o momento de quando são 
mandados.  
Como o tempo de execução de 10:14,033 que é registado neste teste é obtido no 
momento em que a simulação termina, o tempo necessário para que os resultados remotos 
sejam recebidos não é contabilizado. No primeiro caso, os resultados são mandados durante a 
execução da simulação, e como esta faz uma utilização intensa da interface de rede, este acto 
faz com que o processo aumente o seu tempo total de execução em aproximadamente 9%. 
Verificando que existe um aumento no tempo necessário à execução de 17,95% e como 
durante a execução da simulação não existe troca de informação de resultados entre as várias 
ferramentas que estão a monitorizar, podemos concluir que este aumento se fica a dever ao 
processo necessário à captura de pacotes por parte da LibPCap. 
Foi produzido também o gráfico que se segue, que é referente à taxa de utilização da 
interface de rede, para cada uma das simulações que foi efectuada. 
 
 
Figura 25 – Taxas de utilização da interface de rede simulação versão 2. 
 
O gráfico produzido e apresentado na figura 25 foi criado calculando qual foi a taxa de 
utilização da interface de rede, relativamente ao pico mais alto registado (2.742.452.942 bytes 
em 30 segundos). Assume-se que essa foi a utilização da interface a 100% da sua capacidade 
total. Todos os outros valores, nos vários intervalos de 30 segundos, foram feitos tendo como 
base esse valor máximo. Não foram marcados os intervalos, de forma a tentar tornar a 
apresentação do gráfico o mais simples e clara possível. 
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Podemos ver claramente que a execução da simulação sem monitorização obtém as 
melhores taxas de utilização da rede (aproximadamente entre 90% e 100%). Para ambos os 
testes com monitorização, a taxa de utilização média é igual.  
Daqui podemos concluir que é a componente de captura que mais influenciou a redução 
de performance do sistema, que por sua vez aumentou o tempo necessário para que a 
simulação de fogos versão 2 levasse mais tempo a concluir. 
 
5.4 Teste com uma aplicação BitTorrent 
Para testar e comprovar uma possível utilização da ferramenta, foi efectuada a 
monitorização a uma aplicação conhecida, chamada KTorrent. Este teste permite também 
demonstrar o funcionamento da sua interface com o utilizador, em particular, a apresentação 
como um grafo da arquitectura do sistema distribuído que é descoberta com a monitorização.  
As aplicações baseadas no protocolo bittorrent permitem que vários utilizadores 
partilhem conteúdos digitais directamente entre si, ou em peer to peer. Das muitas que 
existem actualmente, esta foi a escolhida porque possui algoritmos para troca de fontes (peer 
exchange), pesquisa por DHT (distributed hashtable) e funciona em ambiente Unix. 
A funcionalidade de peer exchange foi de particular importância para dispensar o uso de 
um servidor específico de tracking. Quando um novo cliente quer obter um determinado 
ficheiro, ele necessita de possuir o torrent que identifica esse mesmo ficheiro, e possui a 
localização do tracker inicial. Foram utilizados quatro clientes bittorrent, dos quais três 
clientes (leechers) desejavam obter o ficheiro e o quarto cliente era aquele que se encontrava 
a distribuir o ficheiro (seed). Na máquina onde se encontrava o cliente que já tinha o ficheiro 
e o estava a partilhar, foi instalado também o tracker, para que os outros clientes se ligassem 
inicialmente a ele, para obter informações sobre quem tinha o ficheiro que pretendiam. 
Quando um cliente se liga a um outro, vai poder obter o conteúdo do ficheiro que este possui, 
mas também vai trocar com esse cliente as suas fontes. Esta troca de fontes permite que 
ambos os clientes fiquem com os outros que cada um conhece. 
O que se espera observar é, após ser lançada a ferramenta e a monitorização em 
simultâneo, visualizar e, potencialmente, analisar as ligações estabelecidas entre os vários 
clientes, o protocolo usado, assim com as taxas de transferência por segundo verificadas em 
cada um dos canais. 
A opção de DHT foi desactivada de forma a permitir uma melhor visualização do tráfego 
entre os vários clientes. Com esta opção activa iriam existir inúmeras conexões para 
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endereços externos, para tentar efectuar pesquisas sobre o ficheiro e descoberta de novos 
utilizadores. A quantidade de conexões era de tal forma grande que o grafo ficava repleto de 
endereços externos, sem utilidade para o teste. 
Não tendo sido possível obter as máquinas necessárias para formar um cluster e testar, 
recorreu-se à utilização de máquinas virtuais. Foram criadas 3 máquinas virtuais utilizando a 
aplicação VMWare, sobre o Windows Vista. A máquina física tem as características: 
•  Processador Dual Core 2500Mhz. 
• 2048Mb memória Ram. 
• Sistema operativo Windows Vista. 
Cada uma das máquinas virtuais criadas tinha as seguintes configurações: 
• Processador (single core) 2500MHz. 
• 512Mb memória Ram. 
• Sistema operativo Ubuntu Linux 9.04. 
• Interface de rede 100Mbits em modo Bridge. 
A sequência de imagens que se segue tem como objectivo mostrar a evolução da 
monitorização, assim como o aspecto gráfico e funcional da interface da ferramenta, 
desenvolvida na linguagem de programação Java. 
A ferramenta é lançada via a sua interface gráfica (ver figura 26) e foi indicado qual o 
PID da aplicação KTorrent que se encontrava na máquina raiz. São activadas as opções de 
monitorização ‘Remote’ e ‘Dynamic Graphic’. A primeira opção activa a disseminação da 
monitorização remota por todas as máquinas diferentes encontradas através da análise dos 
pacotes capturados. A segunda opção vai permitir com que o grafo seja gerado conforme são 
recebidos os resultados remotos e processados. O lançamento da aplicação KTorrent em cada 
uma das máquinas é feito de forma sequencial, em intervalos de 1 minuto. Isto para permitir 
visualizar a evolução do grafo correspondente às ligações. 
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6. Conclusões 
Os sistemas distribuídos começam a fazer cada vez mais parte do nosso dia-a-dia, 
principalmente em meio empresarial e em meios de investigação, sendo estes constituídos 
cada vez por maior número de computadores. Isto provoca maiores dificuldades, por 
exemplo, em compreender como comunicam os seus participantes uns com os outros. 
Dificulta também a verificação do seu correcto funcionamento e a detecção de problemas, 
sendo o seu debug bastante complexo. Existem assim vários motivos que levam ao 
desenvolvimento de ferramentas capazes de monitorizar estes sistemas, mas, tratando-se de 
algo tão complexo, cada uma persegue determinados objectivos e especializa-se para cada 
caso. 
Nesta dissertação é proposta uma arquitectura genérica para uma ferramenta de 
monitorização de um processo e, se pretendido, também dos seus interlocutores, com vista a 
monitorizar todos os processos que constituem uma aplicação distribuída, tendo como base a 
captura do tráfego de rede trocado entre cada um dos participantes. Esta arquitectura permite 
uma utilização independente das duas grandes componentes que a constituem: captura do 
tráfego respeitante a um processo e captura remota com ordenação do resultado obtido. Esta 
independência entre componentes prepara o caminho para a integração noutras ferramentas 
de somente um dos componentes. Utiliza a biblioteca de captura LibPCap, que é bastante 
compatível entre sistemas operativos, mantendo todas as funcionalidades que esta permite, 
tais como utilização de filtros para a filtragem de pacotes no momento da captura e formato 
dos ficheiros produzidos.  
Foi desenvolvida uma ferramenta, com base nessa arquitectura genérica, que tem a 
capacidade:  
• Capturar o tráfego pertencente a um processo escolhido e guardar esse tráfego em 
formato reconhecido por ferramentas de análise de tráfego como o Wireshark. 
• Processando o tráfego pertencente ao processo sob monitorização inicial, 
consegue descobrir os seus interlocutores e lançar a monitorização para as suas 
máquinas, obtendo o tráfego respeitante somente aos processos interlocutores. 
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Este processo propaga-se, provocando assim a monitorização por todos os 
participantes que constituem determinada aplicação distribuída. 
A ferramenta quando executa remotamente consegue centralizar o tráfego capturado na 
máquina raiz e esta tem a capacidade de produzir um traço único que contém a troca de 
pacotes ordenada no tempo, sem repetições, entre os participantes do sistema distribuído 
detectado anteriormente partindo de um dos participantes. Possui dois modos de centralização 
da informação, um durante a monitorização (online), enquanto o outro no final desta (offline). 
Possui também uma interface gráfica que permite ao utilizador interagir facilmente com 
a ferramenta e visualizar o grafo produzido pela monitorização. Nesse grafo é possível 
identificar as ligações entre os participantes, assim como a quantidade de informação trocada 
por segundo entre cada par. A visualização é efectuada de acordo como o utilizador configura 
o modo de recepção de resultados das monitorizações remotas e respectivo ritmo (intervalo 
de tempo) de chegada ao nó central. A interface disponibiliza a consulta do ficheiro de 
resultados no Wireshark para a sua análise detalhada, assim como para que sejam consultadas 
as várias estatísticas que este pode efectuar. 
A ferramenta pode efectuar a fusão e ordenação de vários ficheiros no formato PCap, 
obtidos por outra ferramenta de captura de pacotes, produzindo também o grafo 
representativo dos padrões de comunicação encontrados no ficheiro resultante. 
Os testes efectuados com a ferramenta mostraram que existe um incremento na 
utilização da rede quando uma aplicação distribuída está a ser monitorizada. Tal revela-se 
normalmente pouco significativo, sendo provocado pela recepção dos resultados, enquanto o 
sistema monitorizado executa. A ferramenta consegue contornar esta situação, através da 
opção de recepção dos resultados somente após ter terminado a monitorização. Esta carga 
encontra-se também relacionada com o número de processos remotos sob monitorização e 
com a quantidade de informação guardada em cada pacote. 
Os testes realizados procuram também avaliar a sobrecarga no sistema onde se executa a 
ferramenta, principalmente se o alvo for um processo com um elevado número de pacotes 
transaccionados por segundo. A sobrecarga observada, apesar de significativa, não deve ser 
directamente ligada ao funcionamento da própria ferramenta, mas sim à tecnologia usada 
para a captura de pacotes, a LibPCap. 
Quanto ao processamento efectuado pela ferramenta, este é muito insignificante nas 
ferramentas remotas. Na ferramenta que vai fundir os vários resultados obtidos num só, esse 
processamento, apesar de poder ser considerável, pode também ser desprezado tendo em 
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conta que é feito somente após a monitorização ter terminado, estando então o sistema livre 
da captura de pacotes e já não interferindo com o sistema alvo. 
 
6.1 Trabalho Futuro 
Como trabalho futuro, um dos objectivos que se tinha inicialmente em mente, mas foi 
impossível completar, foi a possibilidade de adaptação da ferramenta a outros sistemas 
operativos, nomeadamente o MS-Windows. Como a biblioteca de captura usada existe para 
este sistema, prevê-se que o grande desafio seja a forma de monitorização do processo, para 
determinar os portos em uso. 
Quando foi estudada a arquitectura e o funcionamento do Wireshark, procurou-se 
também encontrar forma de fornecer a esta ferramenta, de uma forma integrada, a 
possibilidade de captura de tráfego filtrado para um processo. Para tal poder ser feito, seriam 
necessárias algumas alterações na forma de funcionamento interno da própria ferramenta. 
Constatando-se que não seria nada trivial, dado o mecanismo de “plug-ins” não permitir 
integrar esta funcionalidade, permitindo somente criar dissecadores de novos protocolos para 
os pacotes. Decidiu-se optar pela criação de tal componente e toda a ferramenta desenvolvida 
nesta dissertação, com integração apenas via ficheiros de tráfego, deixando a questão em 
aberto sobre a ligação mais forte de parte da ferramenta com o Wireshark. 
A centralização de resultados pode criar uma espécie de bottleneck, fazendo com que 
sejam utilizados demasiados recursos na máquina central para a recepção dos relatórios. Uma 
possibilidade seria estudar e implementar uma nova forma mais optimizada de recepção de 
relatórios, utilizando uma primeira filtragem de pacotes nas máquinas remotas, que 
minimizem a repetição da captura do mesmo pacote, na origem e no destino. 
Ao nível do envio dos resultados, é possível ponderar, para o futuro, o envio ser feito 
utilizando o protocolo UDP ao invés do actual TCP, e/ou a organização dos vários processos 
monitores numa árvore, em vez de todos ligarem ao central, que permita ir juntando os vários 
relatórios de forma distribuída e em paralelo. Isto porque permitiria reduzir a carga na 
recepção e o número de conexões TCP na máquina central. 
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Anexo A – Interface Programação (API) do LibPCap 
Em seguida apresentam-se os métodos disponíveis na API e necessários para a captura 
de pacotes de uma interface: 
• int pcap_findalldevs(pcap_if_t **alldevsp, char *errbuf) – Obtém todas as 
interfaces que é possível abrir para captura (algumas não podem ser abertas 
devido à falta de permissões). Recebe como argumento, um apontador do tipo 
pcap_if_t, onde vai ser guardada uma lista ligada com as interfaces e suas 
informações. Em caso de erro devolve -1. O segundo argumento é um buffer onde 
vai ser guardada a mensagem de erro caso isso aconteça. 
• pcap_t *pcap_open_live(char *device, int snaplen, int promisc, int to_ms, char 
*errbuf) – Sabendo qual o nome da interface que queremos abrir, é usada esta 
função, onde a string com o nome é passada como primeiro argumento. O 
segundo argumento é para indicar ao PCap quantos bytes queremos capturar de 
cada pacote. A flag promisc tem como função indicar se a interface deve ser 
aberta em modo promíscuo ou não. Isto é, se deve receber pacotes que não lhe são 
destinados. O valor 0 indica modo não promíscuo, sendo que qualquer outro valor, 
abre em modo promíscuo. Se a interface já estiver aberta em modo promíscuo, 
seja qual for o valor que seja indicado, o modo dela vai ser promíscuo. A variável 
to_ms é para se indicar quantos milissegundos queremos que o Kernel aguarde 
antes de passar os pacotes capturados para a biblioteca. Quanto maior o valor 
escolhido, mais tempo vai ser aguardado antes de passar os pacotes para o nível 
utilizador, aumentando a latência e a necessidade do Kernel manter mais dados 
em buffer. Deve-se ter em conta que um valor muito baixo provoca trocas de 
contexto excessivas podendo provocar uma diminuição no desempenho da 
biblioteca. Errbuf é o buffer de erro. A função devolve um apontador para a 
interface que vai ser usado para obter os pacotes. 
• u_char *pcap_next(pcap_t *p, struct pcap_pkthdr *h) – Devolve o primeiro pacote 
na fila dos já capturados. Necessita que seja passada a estrutura definida pelo 
PCap, inicializada, onde vão ser guardados os dados relativos à captura desse 
pacote. 
 86 
 
• int pcap_dispatch(pcap_t *p, int cnt, pcap_handler callback, u_char *userargs) – 
Usada para capturar pacotes da interface aberta para captura e processá-los. É 
como se a pcap_next fosse chamada dentro de um ciclo, e cada pacote capturado 
fosse processado. Os argumentos passados são o apontador para a interface, o 
número de pacotes que queremos capturar (caso cnt seja -1, o número de pacotes a 
capturar é infinito), a função callback a ser chamada para processar cada pacote, 
assim que é obtido um novo pacote, e os argumentos que queremos que sejam 
passados a essa função. Pcap_dispatch retorna quando tiver capturado o número 
de pacotes indicado ou então, se o buffer de captura estiver vazio, quando se der o 
timeout indicado na função de abertura da interface pcap_open_live. 
• int pcap_loop(pcap_t *p, int cnt, pcap_handler callback, u_char * userargs) – É 
em tudo muito parecida com a função pcap_dispatch mas com a diferença que só 
retorna, terminando assim a captura e processamento dos pacotes, quando atingir 
o número de pacotes indicado em cnt. Se o valor de cnt for -1, a função só irá 
retornar quando ocorrer algum erro. 
 
Nota: Quando a captura é feita com as funções pcap_dispatch ou pcap_loop é necessário 
definir a função de callback que vai processar cada pacote pronto a ser lido. Como essa 
função é chamada automaticamente pelo LibPCap, necessita de ser definida seguindo um 
protótipo específico: void function_name(u_char *userargs, const struct pcap_pkthdr, const 
u_char *packet);. O primeiro argumento é a string que contém os argumentos que queremos 
passar à nossa função callback, o segundo argumento é a estrutura definida pelo LibPCap 
onde se encontram as informações relativas à captura do pacote que é passado no último 
argumento. 
Para definir filtros de captura, estão disponíveis as seguintes funções: 
• int pcap_compile(pcap_t *p, struct bpf_program *fp, char *str, int optimize, 
bpf_u_int32 netmask) – Vai converter a string str com a expressão do filtro em 
código específico do Kernel, por exemplo BPF. Para tal, necessita que esteja 
inicializada a estrutura apontada por fp, onde vai ser guardado o código BPF. É 
possível indicar se deseja que o compilador optimize o filtro. O valor colocado em 
netmask permite controlar se o filtro também é aplicado aos pacotes recebidos por 
broadcast, caso contrário deve ser indicado o valor 0. 
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• int pcap_setfilter(pcap_t *p, struct bpf_program *fp) – aplica o filtro já 
compilado, fp,  à interface indicada, p. 
 
Para a escrita ou leitura dos pacotes em ficheiros, existem as seguintes funções: 
• pcap_dumper_t *pcap_dump_open(pcap_t *p, char *fname) – Serve para abrir o 
ficheiro de saída, no qual os dados serão guardados. Recebe como argumentos o 
apontador da interface e o nome do ficheiro onde vão ser escritos os pacotes. 
Devolve um apontador para ficheiro, que será usado como argumento da função 
callback que vai fazer a escrita dos pacotes nesse ficheiro (pcap_dump). 
• void pcap_dump(u_char *user, struct pcap_pkthdr *h, u_char *sp) – Esta função 
destina-se a ser usada como callback. Depois do ficheiro ter sido aberto com a 
função pcap_dump_open, o seu apontador é passado no argumento user, 
permitindo então que o pacote seja escrito nesse ficheiro de acordo com o formato 
já descrito.  
• void pcap_dump_close(pcap_dumper_t *p) – Quando for terminada a captura de 
pacotes para o ficheiro, deve-se então fechar o ficheiro, usando esta função sendo 
passado em argumento o apontador para o ficheiro. 
• pcap_t pcap_open_offline(char *filename, char *errbuf) – Permite abrir um 
ficheiro em formato Tcpdump, que contenha pacotes, e devolve um apontador 
igual ao devolvido pela função pcap_open_live, permitindo assim a sua leitura 
como se de uma interface de rede se tratasse. 
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Anexo B – Gráficos dos Testes sobre Aplicação Distribuída 
Em seguida apresentam-se os gráficos obtidos sobre o tráfego recebido durante os testes 
das simulações versão 1 e versão 2: 
Tráfego Recebido, Gráfico Detalhado, Aplicação Distribuída Versão 1: 
 
 
Como é possível observar, o gráfico em cima representado mostra que só existem dois 
períodos de tempo (0:03:00 e 0:04:30) em que é feita recepção de dados significativa.  
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Tráfego Recebido Total, Gráfico, Aplicação Distribuída Versão 2: 
 
Neste gráfico pode-se observar a diferença a quantidade de tráfego total que foi recebida 
pela máquina onde estava ser efectuada a monitorização central, que se encontrava a receber 
os resultados dos outros participantes. É possível observar a diferença de quatro milhões de 
bytes que foram recebidos em resultados. 
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