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We introduce an analogue model for a nonglobally hyperbolic spacetime in terms of a two-
dimensional fluid. This is done by considering the propagation of sound waves in a radial flow
with constant velocity. We show that the equation of motion satisfied by sound waves is the wave
equation on AdS2 × S1. Since this spacetime is not globally hyperbolic, the dynamics of the Klein-
Gordon field is not well defined until boundary conditions at the spatial boundary of AdS2 are
prescribed. On the analogue model end, those extra boundary conditions provide an effective de-
scription of the point source at r = 0. For waves with circular symmetry, we relate the different
physical evolutions to the phase difference between ingoing and outgoing scattered waves. We also
show that the fluid configuration can be stable or unstable depending on the chosen boundary
condition.
I. INTRODUCTION
The flow of an inviscid fluid is governed by three equa-
tions: the continuity equation, Euler’s equation and an
equation of state. In the case of an irrotational and
barotropic fluid, the resulting linear perturbation δΨ
of the velocity potential of the flow satisfies a massless
Klein-Gordon equation on a curved background,
1√−g ∂µ(
√−ggµν∂νδΨ) = 0. (1)
The effective metric gµν , with determinant g = det (gµν),
is related to the background density and velocity in an
algebraic fashion [1] (see Ref. [2] for a detailed review
about this topic).
Analogue gravity models of this kind are often used
to probe kinematical aspects of general relativity and
quantum field theory on curved spacetimes, such as cos-
mological particle production [3–5], superradiance [6–10]
and Hawking radiation [11–14]. In particular, the tran-
sition between sub- and supercritical fluid flows can be
set up in a laboratory, generating a dumb hole, the ana-
logue of a black hole [1, 15], which allows the classical
analogue of the Hawking radiation to be tested experi-
mentally [16–18]. The quantum version of this effect has
also been studied experimentally [19–21], with very ex-
citing results [22, 23].
In this paper, we present an analogue model of a non-
globally hyperbolic spacetime without an event horizon.
Our focus is on AdS2 × S1, the metric of which is given
by
ds2 =
−dτ2 + dr2
r2
+ γ2dθ2, (2)
where τ is the time coordinate, (r, θ) are spatial coordi-
nates and 0 < γ < 1. Notice that for θ = const, this met-
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ric represents the Poincare´ patch of an AdS2 spacetime,
which is nonglobally hyperbolic and, therefore, requires
a boundary condition at the spacelike infinity for one to
solve initial value problems. This is because there is a
boundary at the spacelike infinity of anti de-Sitter (AdS)
so that information can effectively flow in from infinity.
In the coordinates just given, the spatial infinity is lo-
cated at r = 0, and, in the analogue model introduced
here, this corresponds to an external source (or sink) of
fluid in an inviscid flow in R2. The lack of global hy-
perbolicity of AdS2 is then associated with the need to
model how the wave interacts with the point source/sink
at r = 0. As we briefly review below, the specification
of a boundary condition at the spacelike infinity is re-
lated to the prescription of a self-adjoint extension of the
wave operator in AdS. In this way, the analogue model
considered here provides a physical interpretation of this
abstract mathematical procedure in terms of an effective
description of the point source.
This paper is organized as follows. In Sec. II, we dis-
cuss our model, which consists of a two-dimensional fluid
with constant radial velocity coming out or falling into a
source/sink. Sound waves propagating in this flow obey
the massless Klein-Gordon equation in AdS2 × S1. In
Sec. III, we briefly review how the lack of global hyper-
bolicity of the anti-de Sitter space calls for a boundary
condition at r = 0, which corresponds to a choice of a
self-adjoint extension of the (spatial part of) the wave
operator. This allows us to study, in Sec. IV, the scat-
tering properties of sound waves in this fluid/spacetime.
We show that the boundary condition is encoded in the
phase difference between incoming and outgoing waves
and that the stability of the configuration depends on
the chosen boundary condition. Finally, the last section
contains our conclusions.
II. TWO-DIMENSIONAL FLUID WITH
RADIAL FLOW
Consider an inviscid fluid with density ρ = ρ(r) and
velocity ~v = v(r)rˆ in a stationary, two-dimensional flow.
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2If the flow is irrotational, the velocity ~v can be written
in terms of a scalar potential Ψ, ~v = −∇Ψ. As discussed
in the Introduction, linear perturbations δΨ of the scalar
potential obey Eq. (1). The associated 2 + 1 acoustic
metric is [1, 2]
gµν =
(ρ
c
)2 [ −(c2 − v2) −~vT
−~v I2×2
]
, (3)
where I2×2 is the identity matrix. We assume here a
constant speed of sound c which amounts to an equation
of state of the form p = constant× ρ.
Due to the two-dimensional continuity equation in a
stationary regime,
∇ · (ρ~v) = 1
r
∂
∂r
[rρ(r)v(r)] = 0, (4)
the density is related to the flow velocity by ρ(r) =
k/(rv(r)), where k is a constant. Although this flow is
somehow exotic, we show next that it works perfectly
as a toy model for nonglobally hyperbolic spacetimes in
analogue gravity. This leads to the line element
ds2 =
(
k
crv
)2 [−(c2 − v2)dt2 − 2vdtdr + dr2 + r2dθ2]
=
(
k
crv
)2 [
− (c2 − v2)
(
dt+
v
c2 − v2 dr
)2
+
(
1 +
v2
c2 − v2
)
dr2 + r2dθ2
]
=
(
k
crv
)2 [
−(c2 − v2)dτ2 +
(
c2
c2 − v2
)
dr2 + r2dθ2
]
,
with dτ = dt + v dr/(c2 − v2). Since v = v(r), no inte-
grability issues arise here.
We now assume that the fluid has a constant subsonic
velocity ~v = αcrˆ, with −1 < α < 1. This fluid configura-
tion represents a radially flowing fluid which comes out
from a source (if α > 0) or falls into a sink (if α < 0)
located at the origin. This yields
ds2 =
k2
α2c4r2
[
−c2(1− α2)dτ2 + dr
2
1− α2 + r
2dθ2
]
, (5)
where τ = t+ αc(1−α2)r.
If we further define τ¯ = c(1 − α2)τ and λ = √1− α2
then the metric can be recast as
ds2 = const×
(−dτ¯2 + dr2
r2
+ λ2dθ2
)
, (6)
which represents the AdS2 × S1 spacetime. Notice that,
for θ = constant, Eq. (6) represents a Poincare´ patch of
the AdS2 spacetime.
III. BOUNDARY CONDITIONS
The propagation of waves in nonglobally hyperbolic
spacetimes was first considered by Wald [24] and then by
Ishibashi and Wald [25, 26]. They showed that the spatial
portion of the wave equation is generally not self-adjoint
in these cases. It is only by picking an arbitrary positive
definite self-adjoint extension of this operator that a fully
deterministic dynamical evolution can be prescribed.
Consider a static spacetime with a timelike Killing field
ξµ and a static spacelike slice Σ. (Notice that Σ is not
a Cauchy surface since the spacetime is nonglobally hy-
perbolic). The wave equation for a minimally coupled
massless scalar field ∇µ∇µψ = 0 can then be split into
the form
∂2ψ
∂τ2
= V Di(V Diψ) ≡ −Aψ, (7)
where τ denotes the Killing parameter, V 2 = −ξµξµ, and
Di is the covariant derivative on Σ. Let the domain of
the operator A be given by the set of smooth functions
with compact support, i.e., D(A) = C∞0 (Σ). The oper-
ator A is a positive symmetric operator in the Hilbert
space H of the square integrable functions on Σ with
measure V −1dΣ. Hence, it has at least one self-adjoint
extension A¯ (the closure of A) [27]. If there is only one
such extension, the evolution is uniquely determined by
the background spacetime and is given by
ψ(τ) = cos
(
A¯1/2τ
)
ψ(0) + A¯−1/2 sin
(
A¯1/2τ
)
ψ˙(0). (8)
However, if there is an infinite number of self-adjoint ex-
tensions AE , with E being a parameter, the evolution
is ambiguous, and one extra condition—which specifies
which extension should be picked—must be given. To
each such extension AE , there corresponds a different
physical evolution given by
ψE(τ) = cos
(
A
1/2
E τ
)
ψ(0)+A
−1/2
E sin
(
A
1/2
E τ
)
ψ˙(0). (9)
In order to determine the boundary conditions, we
start by splitting the acoustic metric (5) into
ds2 = −V (r)2dτ2 + hijdxidxj , (10)
where V (r) = k(1−α
2)1/2
αcr and hij , the metric on the spa-
tial slice Σ, is given by
hij =
(
k2
α2c4r2(1−α2) 0
0 k
2
α2c4
)
. (11)
A simple but tedious calculation following Eq. (7) then
shows that sound waves satisfy
∂2Ψ
∂τ2
= c2(1− α2)2 ∂
2Ψ
∂r2
+
c2(1− α2)
r2
∂2Ψ
∂θ2
, (12)
with measure dµ ≡ V −1dΣ = kαc3(1−α2)drdθ (for simplic-
ity, we have dropped the δ in δΨ).
If we consider sound waves with circular symmetry,
i.e., Ψ ≡ Ψ(r, τ), then Eq. (12) becomes
∂2Ψ
∂τ2
= c2(1− α2)2 ∂
2Ψ
∂r2
, (13)
3with r > 0. The operator A = − d2dr2 with initial domain
C∞0 (0,∞) is symmetric. Its Hilbert adjoint operator is
given by A∗ = − d2dr2 with domain L2(0,∞). Since these
domains are different, in order to obtain a unitary evolu-
tion, one needs to enlarge the domain of A (so that the
domain of D(A∗) is reduced) until both domains become
identical. This amounts to specifying the right boundary
conditions at r = 0.
The general theory is explained in detail in Ref. [27],
but the central objects of this procedure are the kernels
N∓ of the operators A∗ ± i. If these spaces have the
same dimension n, then there is a family of self-adjoint
extensions of A parametrized by the isometries from N+
to N−, i.e., by n× n unitary matrices. As a result, each
such isometry U defines a new (enlarged) domain given
by [27]
D(AU ) =
{
ϕ0 + ϕ+ + Uϕ+|ϕ0 ∈ D(A),
ϕ+ ∈ Ker(A∗ − i)
}
.
(14)
Going back to our problem, for which A = − d2dr2 , the
solutions of (A∗ ± i)ϕ∓ = 0 are given by
ϕ+ = C1e
− 1−i√
2
r
+ C2e
1−i√
2
r
,
ϕ− = C3e
− 1+i√
2
r
+ C4e
1+i√
2
r
.
(15)
The normalizable solutions are the ones which decay ex-
ponentially, and this yields C2 = C4 = 0. Therefore, we
end up with ϕ+ = e
− 1−i√
2
r
and ϕ− = e
− 1+i√
2
r
. In this way,
we have n = 1 so that the isometries from Ker(A∗− i) to
Ker(A∗ + i) are parametrized by 1× 1 unitary matrices,
i.e., by phases Uθ = e
iθ. As a result, a function ϕ(r)
belongs to D(AU ) if it has the form
ϕ(r) = ϕ0(r) + e
− 1−i√
2
r
+ eiθe
− 1+i√
2
r
. (16)
Since ϕ0(0) = ϕ
′
0(0) = 0, we have
ϕ′(0)
ϕ(0)
=
1√
2
[
−1− i1− e
iθ
1 + eiθ
]
= − 1√
2
(1 + tan(θ/2)) ≡ − 1
β
.
(17)
Therefore, the self-adjoint extensions Aβ of the operator
A are related to the boundary conditions by
ϕ(0) + βϕ′(0) = 0. (18)
Note that the parameter β has the dimension of
length [28].
This is a good place to note that, since the radial veloc-
ity of the fluid is constant, there is no predefined (nat-
ural) length scale associated to the propagating sound
waves. It is the self-adjoint extension which sets the
length scale β of the problem.
If we relax our assumptions and consider, instead of cir-
cular symmetry, sound waves with an m-fold rotational
symmetry, i.e., Ψ = Ψ(r, τ)eimθ, the wave equation be-
comes
∂2Ψ
∂τ2
= c2(1− α2)2 ∂
2Ψ
∂r2
− c
2(1− α2)m2
r2
Ψ. (19)
This represents an inverse square potential problem with
A ∝ − d2dr2 + m
2
(1−α2)r2 . For m ≥ 1, this problem does not
need an extra boundary condition since m2/(1 − α2) ≥
3/4 (for details, see Ref. [29]). Accordingly, only the case
of circular symmetry (m = 0) will be of interest to us.
IV. SCATTERING AND STABILITY
We now investigate how the scattering of an incident
circular wave is affected by the choice of the self-adjoint
extension. In other words, we impose the boundary con-
dition (18) and study how the associated solution of the
wave equation depends on the parameter β. We also an-
alyze the stability of the fluid configuration by looking
for solutions with imaginary frequencies.
A. Oscillating modes
The general solution of Eq. (13) corresponding to the
scattering of a circularly symmetric sound wave is gener-
ated by superposition of harmonics,
Ψ(ω) =
[
ηe
−i ω
c(1−α2) r + ξe
i ω
c(1−α2) r
]
e−iωτ , (20)
where η and ξ are (ω-dependent) constants. It follows
from Eq. (18) that
η
(
1− i βω
c(1− α2)
)
+ ξ
(
1 + i
βω
c(1− α2)
)
= 0. (21)
For real ω, the phase difference δ(ω) between the inci-
dent and reflected waves is then given by
eiδ =
ξ
η
=
iβω
c(1−α2) − 1
iβω
c(1−α2) + 1
(22)
(notice that |ξ/η| = 1, as expected). We note that this
phase difference is a function of the dimensionless param-
eter
z ≡ βω
c(1− α2) ,
so that it is β which sets the scale for ω (or ω/c(1−α2)).
The phase difference profile is shown in Fig. 1. Notice
that different choices for β correspond to rescalings of ω.
In particular, for β = 0 (Dirichlet boundary condition),
the phase difference is constant and equal to pi, while for
β = ±∞ (Neumann boundary condition), δ ≡ 0. We will
return to this point in Sec. V.
4In terms of the original variables of the problem,
Eq. (20) becomes
Ψ =
[
ηe−i
ω
c(1−α) r + ξei
ω
c(1+α)
r
]
e−iωt, (23)
and we clearly see that the incident and reflected waves
correspond to sound waves with velocities c ± v, which
makes physical sense. More specifically, for a source
(sink), i.e., α > 0 (α < 0), the first term in Eq. (23)
represents an incoming circular wave with velocity c− v
(c+v) traveling against (along with) the fluid flow, while
the second term represents an outgoing wave with veloc-
ity c + v (c − v) traveling along with (against) the fluid
flow.
0 2 4 6 8 10
0
π
4
π
2
3π
4
π
�
δ(�)
FIG. 1: The phase difference between the incoming and the
outgoing waves as a function of the dimensionless parameter
z = βω
c(1−α2) .
It is worth noting that quantum field theory is well es-
tablished in globally hyperbolic spacetimes, wherein the
Friedrichs extension of the Helmholtz operator is unique.
The Friedrichs extension is also the usual choice for AdS,
which corresponds to β = 0 in our notation, and this
leads to the calculation of several physical quantities
(such as two-point functions [30]) and physical predic-
tions (see, for instance, Ref. [31] for a derivation of the
trace anomaly in AdS). However, these quantities will
generally be affected by the boundary conditions at spa-
tial infinity, i.e., by the choice of the self-adjoint exten-
sion [32]. Therefore, identifying the particular boundary
condition of a given system is a decisive step for studying
its physics. In the analogue model considered here, the
boundary condition can be determined in terms of a mea-
surable, observable quantity, namely the phase difference
between the incident and the reflected waves.
B. Damped modes
Now, we consider the case of damped or exponentially
growing modes, which correspond to imaginary values of
ω in Eq. (20).
It is easy to see that for β < 0 there are no solutions of
this kind that are finite as r →∞ and satisfy the bound-
ary condition (18). As a result, the oscillatory modes
discussed above exhaust the spectrum of solutions. The
same happens for β = 0,±∞. Therefore, in these cases,
the solutions are mode stable.
On the other hand, for 0 < β < +∞, there are two
solutions of this kind, which are given by
Ψ = e−(1+α)r/βe−c(1−α
2)t/β , (24)
Ψ = e−(1−α)r/βec(1−α
2)t/β , (25)
with ω = −ic(1 − α2)/β and ω = ic(1 − α2)/β, respec-
tively. Equation (24) represents a mode which is damped
in both r and t and is consequently stable. However,
Eq. (25) represents a mode with finite energy but that
grows exponentially in time. Therefore, for 0 < β < +∞,
the fluid configuration is unstable under linear perturba-
tions.
V. CONCLUSIONS
To summarize, we have proposed an analogue model
of a nonglobally hyperbolic spacetime. Our construction
uses, once again, the analogy between sound waves trav-
eling on a background fluid flow and scalar fields propa-
gating on a curved spacetime. We found that, on a two-
dimensional fluid with constant radial velocity, sound
waves satisfy the wave equation on an AdS2 × S1 space-
time. The lack of global hyperbolicity of AdS2 introduces
an ambiguity in the evolution of circularly symmetric
sound waves in such a background. This is intimately
related to the theory of self-adjoint extensions of sym-
metric operators. We showed that, in order to uniquely
specify the wave evolution, one needs to impose an extra
boundary condition at the source (or sink) of the fluid
at the origin, which corresponds to the spatial infinity of
AdS2.
A detailed study of scattering of circular waves showed
that choosing this extra boundary condition is tanta-
mount to specifying the phase difference between the in-
cident and the reflected waves (as seen in Fig. 1). This
provides a physical interpretation of the mathematical
formalism of self-adjoint extensions of operators in terms
of an effective description of source/sink at r = 0. Not
all boundary conditions are physical, though. It is only
for β < 0 and β = 0,±∞ that the system is stable (to
first order).
Our analysis was based on the propagation of sound
waves in a fluid, but almost any other analogue model
of gravity could be used. For example, if surface waves
propagating on an open channel are considered [33], one
simply has to replace the density of the fluid ρ(r) by the
depth of the fluid h(r) and the speed of sound c by the
speed of surface waves
√
agh(r), where ag is the gravita-
tional acceleration.
5From a strictly mathematical point of view, the model
studied here is equivalent to a one-dimensional semi-
infinite string with its end attached to a spring with elas-
tic constant proportional to −β [34] (the limiting cases
of β = 0 and β = ±∞ correspond to a string with a
fixed or free end, respectively). The unstable case of
Sec. IV B thus corresponds to an inverted harmonic os-
cillator, which makes it clear why the system generically
runs out of control for β > 0: the sound waves may
continuously gain energy from (or lose energy to) the
source/sink. On the other hand, under this mathemati-
cal equivalence, for β < 0, the string and the spring con-
tinuously exchange energy in a stable way. These stable
configurations correspond to positive extensions of the
operator A in the sense of Ref. [26], and it is precisely
for this kind of extensions that the energy
E =
1
2
∫ (
c2(1− α2)|∂rΨ|2 + |∂τΨ|2
)
dµ (26)
is conserved. It is not difficult to show that, for the
simple system considered here, this energy is essentially
the same as the energy of sound waves in a fluid [35].
This wraps up our discussion in a nice way.
It is worth mentioning that the self-adjoint extension
method used here is a valuable tool in solving the wave
equation in classically singular spacetimes (which is not
the case of anti-de Sitter). Our results can be easily ex-
tended to this case. In this context, a classically singular
spacetime is said to be quantum mechanically nonsingu-
lar when there is only one self-adjoint extension of the
spatial part of the wave operator (so that there is no
ambiguity in the evolution of the quantum field). When
there is an infinite number of such extensions, the space-
time is said to be quantum mechanically singular [36].
The present work can be taken as a starting point to the
study of analogous models of quantum singularities.
We finally note that the supersonic counterpart of the
model presented here can be shown to be associated with
the de Sitter spacetime. This leads to interesting physical
and mathematical consequences which will be the subject
of a subsequent paper.
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