Abstract-In wireless sensor networks (WSNs), the network lifetime (NL) is a crucial metric since the sensor nodes usually rely on limited energy supply. In this paper, we consider the joint optimal design of the physical, medium access control (MAC), and network layers to maximize the NL of the energy-constrained WSN. The problem of NL maximization can be formulated as a nonlinear optimization problem encompassing the routing flow, link scheduling, transmission rate, and power allocation operations for all active time slots (TSs). The resultant nonconvex rate constraint is relaxed by employing an approximation of the signal-to-interference-plus-noise ratio (SINR), which transforms the problem to a convex one. Hence, the resultant dual problem may be solved to obtain the optimal solution to the relaxed problem with a zero duality gap. Therefore, the problem is formulated in its Lagrangian form, and the Karush-Kuhn-Tucker (KKT) optimality conditions are employed for deriving analytical expressions of the globally optimal transmission rate and power allocation variables for the network topology considered. The nonlinear Gauss-Seidel algorithm is adopted for iteratively updating the rate and power allocation variables using these expressions until convergence is attained. Furthermore, the gradient method is applied for updating the dual variables in each iteration. Using this approach, the maximum NL, the energy dissipation per node, the average transmission power per link, and the lifetime of all nodes in the network are evaluated for a given source rate and fixed link schedule under different channel conditions. Index Terms-Cross layer design, energy efficiency, interference, network lifetime, wireless sensor networks.
• Power amplifier inefficiency: α = 0.01 [26] .
• Set of all directed links: L.
• A directed link spanning from transmitter i to receiver j: l i,j .
• Set of all sensor nodes: V.
• Network topology incidence matrix: A.
• Emerging link of node υ: l ∈ O(υ).
• Incoming link of node υ: l ∈ I(υ).
• Network-channel-gain matrix: G.
• Fading gain of the link between transmitter i and receiver j:
H i,j = |h i,j | 2 .
• NL: T net .
• Reciprocal of NL: z.
• Transmission rate of link l in TS n: r l,n .
• Transmit power of link l in TS n: P l,n .
• Logarithm of the transmit power of link l in TS n: Q l,n = log(P l,n ).
• A set of dual variables for energy conservation constraint in (5) : Ω.
• A set of dual variables for transmission rate constraint in (4): Ψ.
• A set of dual variables for transmit power constraint in (6): ϑ.
• A set of dual variables for flow constraint in (3): μ.
• Convergence tolerance of the iterative algorithm: = 10 −5 .
I. INTRODUCTION
A wireless sensor network (WSN) is composed of a large number of nodes that monitor physical and environmental conditions and pass their accumulated data through the network to a sink node. There are numerous attractive applications for WSNs, including, for example, designing intelligent highways, controlling air pollution, providing remote health assistance for disabled or elderly people, monitoring river level variations, etc. Each of these applications may be composed of many sensor nodes, each of which consumes considerable amount of energy with sensing, communication, and data processing activities. Since each sensor node drains its limited energy supply as time elapses, the network lifetime (NL) is a crucial metric for these applications and has a major impact on the achievable performance of WSNs. Hence, we aim for analyzing and optimizing the NL of the WSNs under different channel conditions.
The NL defines the total amount of time during which the network is capable of maintaining its full functionality and/or achieves particular objectives during its operation, as exemplified in [1] and [2] . Specifically, the authors of [3] - [5] defined the expiration of the NL as the time instant at which a certain number of nodes in the network depleted their batteries. As a further example, the NL was defined in [6] as the lifetime of the specific sensor node associated with the highest energy consumption rate, whereas the authors of [7] - [9] considered the lifetime of the network to be expired at the particular instant, when the first node's battery was depleted. The NL in [8] was also defined as the instant when the first data collection failure occurred. In this paper, the NL is deemed to be expired, when at least one of the nodes fails due to its discharged battery. Therefore, extending the lifetime of a single node becomes an important and challenging task due to the battery-dependent characteristics of the wireless sensor nodes.
This common NL definition is used in this paper since we consider a network of linearly connected sensor nodes, where a single node's failure may destroy the entire string topology of nodes and, hence, the information of the source cannot be relayed to the sink. When considering the energy dissipated at a sensor node, the battery life is predominantly related to the node's communication activity, where the transmission rate and power must be optimized, while taking into account the battery capacity, the efficiency of the power amplifiers, the receiver and transmitter circuit energy consumption, and other physical layer parameters, including the modulation and coding schemes, the attainable coding gain, the path loss, and so on.
It is widely recognized that transmission at a high transmission rate requires the use of high transmit power, which potentially leads to strong interference among the transmission links [10] . Therefore, the battery depletion of an individual sensor node may become inevitable; hence, the NL may be reduced. However, in large networks, spatial reuse may be adopted for improving the attainable transmission rates at the cost of imposing interference on the network [11] . In this case, link scheduling [12] and multiple-access schemes [13] play a significant role in coordinating the resultant interference. More explicitly, we will demonstrate that scheduling weakly interfering links simultaneously allows the network to maintain a given sum rate at a reduced per-node transmit power, which hence extends the battery life of the nodes and the NL [10] . This is one of the methods routinely employed for taking advantage of spatial reuse to control the level of interference imposed on the network [11] . This method extends the NL since mitigating the interference imposed implies that each transmission requires less power. Therefore, intelligent scheduling should carefully balance the number of simultaneous active links and their transmission duration to keep the required transmit power at a minimum. Furthermore, multihop relaying [14] is capable of conserving the energy of the source node (SN) since intermediate nodes may be employed for reducing the transmission power necessary for maintaining a given end-to-end rate. Hence, we consider the joint optimal design of the transmission rate, transmission power, and scheduling to maximize the NL of energy-constrained WSNs.
There is a paucity of contributions in the literature on the issue of cross-layer NL optimization in the context of WSNs. Hoesel et al. [15] proposed a cross-layer approach for jointly optimizing the medium access control (MAC) and routing layer to maximize the NL. Chen and Zhao [8] proposed an efficient MAC protocol that relies both on the channel state information and on the MAC's knowledge of the residual energy to maximize the NL. In [16] , Kwon et al. investigated the NL maximization problem of WSNs, which jointly considers the physical layer, the MAC layer, and the routing layer in conjunction with the transmission success probability constraint. Additionally, the tradeoff between NL maximization and application performance was studied in [17] by using cross-layer optimization. A similar study also investigated the tradeoff between the energy consumption and application-layer performance with the aid of cross-layer optimization of WSNs [18] . Another cross-layer approach conceived for maximizing the NL was proposed in [19] , where MAC-aware routing optimization schemes were designed for WSNs that are capable of multichannel access. In [20] , Li et al. invoked random linear network coding for the lifetime maximization of wireless networks within a fixed-rate system for communicating over both additive white Gaussian noise (AWGN) and Rayleigh fading channels. A different approach to NL maximization was introduced in [21] , where both contention and sleep control probabilities of the sensor nodes were utilized for formulating the NL maximization problem, while guaranteeing both the required throughput and the signal-tointerference-plus-noise ratio (SINR) requirements. Najimi et al. [4] proposed a node selection algorithm for balancing the energy usage of the sensors in a fixed-mode cognitive sensor network. A similar idea to that of the optimal control approach invoked for maximizing the NL with the aid of a carefully selected routing probability was exploited in [9] , where all the sensors were configured to deplete their energy exactly at the same time for lifetime maximization. Another similar study advocating an effective transmission scheme was proposed in [22] , where both the maximum possible energy efficiency and the best possible energy balancing were maintained with the aid of ant colony optimization.
However, all related work aforementioned considers either nonadaptive, i.e., fixed-mode system, or nonfading channel characteristics. An adaptive system conceived for NL maximization was studied by Wang et al. [23] , who considered only an interference-free scenario for an AWGN channel by employing the Karush-Kuhn-Tucker (KKT) optimality conditions [24] to the optimal time-division multiple-access (TDMA) NL maximization problem of [12] to derive the analytical expressions of the optimal NL. Madan et al. [12] considered an interference-limited scenario relying on an adaptive system, operating in an AWGN channel, but the impact of the fading channel characteristics on the NL was not presented. Wang et al. [23] obtained a closed-form solution for a specific network topology. By contrast, a generalized string network topology consisting of an arbitrary number of nodes is considered in our treatise, where we employ the KKT optimality conditions for obtaining the optimal solution to the NL maximization problem using closed-form expressions. Therefore, we are able to derive analytical expressions of the globally optimal NL for a string network operating in an interference-limited scenario, while communicating either over an AWGN or over fading channels for a given link schedule. Furthermore, the maximum NL, the energy dissipation per node, the average transmission power per link, and the lifetime of all nodes in the network may be obtained. We quantify how the maximum NL decreases as a function of the fading statistics due to the poor channel conditions. Furthermore, it is demonstrated that given a certain network sum rate, the simultaneous scheduling of weakly interfering links benefits from the associated spatial reuse by allowing each node to transmit at a lower rate, which requires a reduced transmission power and hence results in a higher NL. Against this backdrop, the novel contributions of this paper can be summarized as follows.
1) The KKT optimality conditions [24] are invoked for deriving the analytical expressions of the globally optimal NL for an interference-limited string topology. 2) In addition to the line-of-sight (LOS) AWGN channel model, the non-LOS Rayleigh block-fading channel model is adopted for studying the effects of fading on the NL. 3) The maximum NL is evaluated, and the energy dissipation per node, the average transmission power per link, and the lifetime of all nodes in the network are quantified for a given link schedule and source rate in both LOS AWGN and non-LOS Rayleigh block-fading channels. 4) The substantial effect of the distance among the consecutive nodes on the NL is also analyzed for lower source rates, when operating in a Rayleigh fading channel. The impact of the interferers is also investigated in the context of higher source rates.
The remainder of this paper is organized as follows. Section II describes our system model and the constraints of the optimization problem considered. Our problem formulation and solution approach are presented in Section III, and our numerical results are shown in Section IV. Our conclusions are provided in Section V.
II. SYSTEM MODEL
Here, we first describe the network model, 1 which relies on a string topology.
2 Second, we detail our transceiver model in Section II-B, where we evaluate the NL for transmission over both AWGN and block-fading channels. Moreover, our transmission scheduling strategy is also described and exemplified at the end of Section II-B.
A. Network Model
We consider a string topology composed of V sensor nodes, where the SN and the destination node (DN) are linearly connected by intermediate nodes. An example of this string topology for V = 10 is shown in Fig. 1 ; hence, the number of links is
Each link is unidirectional, and the antenna of each node is omnidirectional. The network can be modeled as a directed graph G = {V, L}, where V = {1, 2, 3, . . . , V } is the set of all sensor nodes, and L = {l 1,2 , l 2,3 , . . . , l V −1,V } is the set of all directed links in the network. Here, l i,j represents the directed link spanning from the transmitter node i to receiver node j. Therefore, the topology can be modeled with the aid of an incidence matrix of the graph G given by A ∈ R |V|×|L| . The entries a υ,l of A are given by
We consider a single commodity flow. Therefore, by the conservation of flow, the constraint
r l,n ) may be written for each node υ in the absence of an 1 Our network model is a centralized one, where the sink node is assumed to be a control center. 2 A string topology is chosen, since in this simple scenario, the effect of transmission variables on the NL can be explicitly exposed and analyzed. Our string topology scenario is also capable of providing insights concerning a randomly distributed network with many nodes since a specific set of nodes can be assumed to constitute a single route of the randomly distributed network.
external source or sink, where N is the total number of time slots (TSs) per TDMA frame, and r l,n is the transmission rate of link l in TS n. Additionally, l ∈ O(υ) denotes the emerging link, and l ∈ I(υ) represents the incoming link of node υ.
B. Channel Model and MAC Layer Scheme
In each TS n, each node can only act as a transmitter or a receiver. Each transmitter is only allowed to communicate with a single receiver, which cannot receive from other nodes in the same TS. This is due to the half-duplex nature of the transceivers, where nodes communicate on the same shared wireless channel. The channel gain of the link between transmitter i and receiver j is given by
m , where d i,j is the distance between nodes i and j, whereas the pathloss exponent is m = 4. These channel gains are arranged into a network-channel-gain matrix denoted by G. Each node υ is capable of transmitting at a power less than the maximum power of that node denoted by (P υ ) max . The total energy dissipation at a node cannot exceed the initial battery energy of that node. No node is allowed to simultaneously transmit multiple data packets, and the link quality is defined by the SINR.
The LOS AWGN channel is modeled by a certain propagation pathloss law and a fixed noise power at the receivers. Given a specific link l, the SINR is denoted by Γ l in the AWGN channel model. The maximum achievable rate per unit bandwidth is r l = log(1 + K · Γ l ) given in nats/s/Hz, where K = −1.5/ log(5BER) [25] , and BER represents the target bit error ratio (BER) required by the system. Therefore, the SINR is given by [13] 
where P i,n is the transmission power of node i in TS n. Furthermore, K is assumed to incorporate the coding gain and any other gain factors, which is a suitable model for M -ary quadrature amplitude modulation (MQAM) associated with M ≥ 4 [25] . The factor K is assumed absorbed into the gain matrix G.
On the other hand, when considering fading channels, the channel of each link is modeled as a multiplicative Rayleigh fading channel contaminated by the noise added at the receivers. We consider block fading or quasi-static fading, where the fading gain is kept constant throughout the TDMA frame for the link, which represents slowly fading channels, i.e., low Doppler pedestrian speeds. This requires a modification of the SINR used in AWGN channels, which is formulated as [25] 
2 is the fading gain of the link between transmitter i and receiver j.
We assume a link scheduling associated with spatially periodic time sharing [12] , where we consider a distance T between links that are transmitting in the same TS, and the link is reactivated after every T TSs. Fig. 2 shows the spatially periodic link scheduling for T = 3 and T = 9. For T = 3, at the first TS, links l 1,2 , l 4,5 , l 7, 8 are simultaneously scheduled, and each link is activated six times in total in TSs of 1, 4, 7, 10, 13, and 16. On the other hand, for T = 9, each TS has only a single active transmission, and each link is activated twice, as shown in Fig. 2 .
III. PROBLEM FORMULATION AND SOLUTION
Having discussed the assumptions and constraints in Section II, the NL maximization problem [12] can be formulated as in
where (4) has been modified, so that it constitutes a strictly convex constraint. See the Nomenclature list on the first page of this paper for the specific parameters utilized in our simulations. The links that are active in TS n are denoted by the set L n , and
T is the source rate vector, where the first and last elements are nonzero but the remaining elements are set to zero because the first node is the SN and the last node is the DN, and the other nodes act as relay nodes (RN). The variables of the optimization problem are z, Q l,n , and r l,n , for l ∈ L n , n = 1, . . . , N. The vector of rate variables associated with TS n is given by r n = [r l 1,2 ,n , r l 2,3 ,n , . . . ,
T . Assuming that the transmitter and receiver circuits do not dissipate energy, we can set P ct = 0 and P cr = 0, where P ct and P cr denote the power required by the transmitter and receiver circuits, respectively. Furthermore, we denote the power amplifier inefficiency as α [26] . The lifetime of a node in the network is denoted by T υ , which corresponds to the time during which the node runs out of battery. The NL is defined as the time during which at least one node completely drains its battery, i.e., we have T net = min .
T υ . The objective function (OF) and the constraints of the optimization problem are as follows.
1) Objective function-Minimization of reciprocal of the NL:
In (2), we minimize z so that the NL is maximized. Here, we used a minimization technique in our problem. We can rewrite (5) as
and we can multiply the left-hand side of the inequality by T net , but the multiplication of the two optimization variables is in general nonconvex. Therefore, we use a change of variable and minimize z = 1/T net , which keeps the right-hand side of the inequality linear and lefthand side convex. 2) Flow conservation constraint: In (3), using matrix A with entries given by (1) ensures that flow conservation is preserved, and physically, this means that the information generated at the SN has to arrive at the DN. 3) Transmission rate constraint: We have to satisfy the rate constraint of our interference-limited scenario for each link of the same TS in (4). 4) Energy conservation constraint: Each sensor node can dissipate at most the initial amount of battery energy, which we set to 5000 J. Therefore, in (5), the energy conservation constraint is given for each node. 5) Transmit power constraint: Equation (6) represents the transmission power at a node, which has to be less than the maximum affordable transmit power of that node. 6) No transmission: Finally, the transmission rate of nodes that are not scheduled for transmission is set to zero in (8) .
The optimization problem is solved for the sake of finding the optimal scheme for transmission over each link for a given link schedule, which is defined by the spatially periodic time sharing discussed in Section II-B. However, to obtain the globally optimal solutions, we wish to show that (2)-(8) represent a convex optimization problem, composed of a convex OF, convex inequality constraint functions, and affine equality constraint functions. It is clear that (3) and (8) are affine, (2) and (5)- (7) are convex, and (4) is strictly convex [24] . Therefore, (2)-(8) define a strictly convex optimization problem that has a unique solution. We can convert the problem into its Lagrangian form and rely on the KKT optimality conditions [24] for deriving the analytical expressions of the globally optimal transmission scheme for the string network topology of Fig. 1 .
A. Karush-Kuhn-Tucker Optimality Conditions

Lets us define the sets of the optimization variables and of the Lagrangian multipliers as
Thus, the partial Lagrangian of (2)- (8) is given by (9) , shown at the bottom of the next page, where ω υ , ψ l i,j ,n , and ϑ l i,j ,n , μ υ are the dual variables associated with the constraints (3)-(6), respectively. Constraints (7) and (8) are taken into account, when deriving the optimal primal variables.
The KKT conditions for (9) are given by (10)- (16), shown at the bottom of the next page, where I −1 (l) denotes the node associated with the incoming link l, and O −1 (l) represents the node associated with the outgoing link l. Since the primal problem is convex, if z, R, Q, Ω, Ψ, ϑ, μ represent arbitrary points that satisfy the KKT optimality conditions given by the primal feasibility in (3)-(6), the dual feasibility of (16), the complementary slackness in (13)- (15) , and the first-order optimality in (10)- (12) , then z, R, Q are primal optimal, and Ω, Ψ, ϑ, μ are dual optimal 3 with zero duality gap 4 [24] .
B. Problem Solution
From (11) and (12), the optimal values of Q and R in iteration (t + 1) are given by (17) and (18) , respectively, shown at the bottom of the next page. Note that, due to the interference terms in (11) and (12), each optimal variable in Q and R is dependent on the other variables of Q and R, which implies that they are interdependent, hence requiring a centralized solution approach. 5 Therefore, the Gauss-Seidel algorithm [27] is utilized for iteratively updating these variables in a circular fashion. 5 The calculation of both the transmit power and of the rate of a specific node relies on the prior knowledge gleaned from other nodes, possibly from its interferers. Therefore, a control center is required, which handles the variables of the optimization problem and passes the near-instantaneous values of the variables to each of the individual nodes. Compared with a distributed scheme, this centralized solution will impose delay on the system since operations such as channel estimation are required at the initial stage. The near-instantaneous transmission rate and power values computed by the control center constituted by the sink node should be forwarded to each individual node. Therefore, a nonnegligible delay will be imposed on the reception of the sink node.
The dual OF is defined as the minimum value of the Lagrangian (9) over z, R, Q given by g(Ω, Ψ, ϑ, μ) = inf .
z,R,Q
L(z, R, Q, Ω, Ψ, ϑ, μ), which is a linear problem even if the primal problem is nonconvex. The dual function g(Ω, Ψ, ϑ, μ) may be maximized to find a lower bound for the optimal value of the primal problem. Then, we can write the dual problem as follows:
which is a linear optimization problem. When the primal problem is convex, this lower bound is tight; therefore, the duality gap is zero. Since the dual problem is continuously differentiable, the gradient ascent algorithm [27] is utilized to solve the maximization problem by simply evaluating a series of closed-form expressions. The gradient of the Lagrangian function defines the search directions at the current point. Each dual variable is incremented in the direction of the positive gradient in (19)- (22), shown at the bottom of the next page, where t is the iteration index, and
sizes, the dual variables Ω t , Ψ t , ϑ t , and μ t converge to the dual optimal variables Ω * , Ψ * , ϑ * , and μ * , respectively, as t → ∞. In our case, the optimization problem shown in (2)- (8) is strictly convex; thus, the duality gap is zero, and the solution is unique.
IV. EXPERIMENTAL RESULTS
In our experiments, we use the parameters of d = 1 m, α = 0.01 [26] Fig. 3 shows the NL versus source rate trends for a fixed link schedule and for various spatially periodic time sharing parameters T , where the channel in each link is a LOS AWGN channel characterized by fixed noise power. As expected, the NL decays as a function of the source rate, as shown in Fig. 3 . This is because a higher source rate requires a higher transmission rate and, hence, higher transmission power. Furthermore, in our model, the weakly interfering nodes are scheduled to transmit simultaneously; hence, each link becomes capable of transmitting at a lower rate, while still satisfying all the transmit requirements of the SN. This necessitates lower transmission power. Using the T = 9 spatially periodic time schedule of Fig. 2 corresponds to a TDMA scheme since there is only a single transmission in each TS, as shown in Fig. 2 . However, since the time frame of Fig. 2 consists of 18 TSs, a specific link is scheduled to transmit twice during the whole time frame. Despite the fact that the T = 9 link schedule does not impose any interference, it results in the lowest NL according to Fig. 3 . Although interference is present in the T = 3 scenario since each link can be activated three times more often than in the T = 9 scenario, each link in the T = 3 scenario can be activated at lower transmission power, while still satisfying the endto-end rate constraint. Therefore, the spatial reuse assisted us in the T = 3 scenario for increasing the NL. We can follow Fig. 2 to find out how many transmissions there are per link for a given value of T . For example, the T = 3 schedule allows a link to be scheduled six times, which requires a reduced transmission rate, since the total source rate that is delivered over different TSs is using six transmissions. From the flow conservation equality constraint of the optimization problem seen in (3), we have A(r 1 + r 2 + · · · + r N ) = s · N . For example, let us assume that the source rate equals to 0.29 bits/s/Hz. Then, we obtain 18 · 0.29 = 5.22 bits/s/Hz, which has to be divided into six transmissions, corresponding to a 0.87 bits/s/Hz per link transmission rate for T = 3. However, when we have T = 9, we obtain a 2.61-bits/s/Hz per link transmission rate since a link is only activated twice during the whole time frame. Therefore, the transmission rate per link converges to 0.87 bits/s/Hz for T = 3 and 2.61 bits/s/Hz for T = 9. Hence, T = 9 requires three times as much transmission power as T = 3. The required transmit power in weakly interfering links is quite low compared with that for T = 9, which is the scenario requiring the highest transmission rate. Hence, again, we surmise that simultaneous scheduling benefits from reduced transmission power due to its reduced transmission rate per link. This is because the spatially periodic schedule allows us to schedule more transmissions during the same TS or to activate the same link more than once in different TSs. This explains the steep decay of the NL for T = 9. When considering the effects of node density on a given fixed link schedule, we expect a network supporting less than V = 10 nodes to be exposed to less interference. Therefore, the transmission power of each link can be reduced without reducing the end-to-end transmission rate, which results in a higher NL. On the other hand, upon increasing the node density, we expect the NL to decrease since more interferers are introduced, but the same transmission rate is required. Fig. 4 represents the NL versus source rate tradeoff for a fixed link schedule and for various spatially periodic time sharing parameter values of T when each link obeys an independent and identically distributed Rayleigh block-fading channel. Naturally, the NL was reduced compared with the results of Fig. 3 recorded for an AWGN channel due to requiring higher transmit power to combat the effects of fading. We also analyzed the impact of the internode distance on the NL for the T = 3-based link schedule, when communicating over a Rayleigh fading channel, as shown in Fig. 4 . Increasing the distance between the consecutive nodes substantially reduced the NL, particularly for lower source rates. However, quite surprisingly, increasing the distance between the consecutive nodes from 1 to 3 m resulted in an improved NL for higher source rates. This is due to the reduced impact of the interferers located at a higher distance. More explicitly, although the transmit power required had to be increased to satisfy the rate constraint, at the same time the interferers were moved a bit further away. Therefore, the total energy dissipation of the d = 3 m scenario is still lower than that of the d = 1 m scenario associated with higher source rates.
Furthermore, we comprehensively study the energy dissipation per node, the average transmission power per link, and the lifetime of all sensor nodes in the network. Fig. 5 shows the energy dissipation per node, the average transmission power per link, and the lifetime of all nodes in the network in both AWGN and fading channels for the T = 3 link schedule of Fig. 2 at a source rate of 0.29 bits/s/Hz. In the network topology considered, the transmissions from the first three nodes suffer from the highest amount of interference. This is because their receiving nodes are closer to their potential interferers, when compared with any other sets of nodes. Therefore, to satisfy the flow conservation constraints, these nodes must transmit at higher power, as shown in Fig. 5(b) . Thus, in an AWGN channel, the first three nodes in the network dissipate their 5000-J initial amount of energy faster than the other nodes since the energy dissipation is proportional to the transmit power, as shown in Fig. 5(a) , whereas in the Rayleigh block-fading channel, the third node runs out of battery first, which also determines the lifetime of the WSNs. The required transmit power of the third link is higher than that in the AWGN channel scenario. This increase in transmit power is required to overcome the effect of fading.
The average transmit power per link is calculated by summing the transmit power values per link and then by dividing it by the number of TSs that the same link was allowed to transmit. For the first three links operating in the AWGN channel, the required transmission power per link is higher than that of the rest of the links. Since requiring a high transmit power results in dissipating more energy, the lifetime of those nodes is reduced, as shown in Fig. 5(c) .
Upon comparing the AWGN and fading channel scenarios in Fig. 5 , we observe that they follow a similar trend. An observation is that the average transmit power per link of the seventh, eighth, and ninth nodes in Fig. 5(b) is slightly lower for the fading channel than for the AWGN channel. However, interestingly, the average transmit power per link of the third node in Fig. 5(b) recorded for the fading channel is slightly higher than that of the AWGN channel. Therefore, the need for a high transmit power necessitates higher energy dissipation for that particular node. Hence, the NL is reduced, which can also be observed by comparing Figs. 3 and 4. Fig. 3 shows that the NL of the WSN in the AWGN channel recorded for the T = 3 link schedule and for 0.29 bits/s/Hz source rate is approximately 2 h. By contrast, Fig. 4 shows that the NL of the WSN operating in a Rayleigh fading scenario for the T = 3 link schedule and for 0.29-bits/s/Hz source rate indicates approximately an NL of 1.13 h. This earlier node failure of the fading scenario is due to the poor channel conditions, where the fading required higher transmit power in the third node, as shown in Fig. 5(b) . Therefore, this earlier node failure shortened the NL of the WSNs in fading channels.
To put the given results into context, we apply our analysis to the environmental sensor networks of [28] , where the relation between glaciers and climate change was studied. In their work, Martinez et al. [28] transmit data only once per day for a 0.5-s time slot. In this specific application and considering our results in Fig. 5 for T = 3 and a source rate of 0.29 bits/s/Hz, the battery will serve communications for 7200 s, which means that the NL will be around four years and three months in the LOS AWGN channel. We also consider what NL we can achieve if the environmental conditions are more challenging and the channel is exposed to the severe environments mentioned in [28] , which may be modeled by a non-LOS Rayleigh block-fading channel. Activating the communication channel once per day in fading conditions will lead us to an NL of around two years and six months.
V. CONCLUSION
We evaluated the optimal NL in an interference-limited scenario for an optimal transmit rate and power, when considering the so-called spatially periodic time sharing scheme of Fig. 2 . The maximization of NL was formulated as a nonlinear optimization problem taking into account the link scheduling, the transmission rates, and transmit power of all active TSs. The original nonlinear problem was converted into a convex optimization problem by employing an approximation of the SINR. We then derived the Lagrangian form of the convex optimization problem and employed the KKT optimality conditions [24] for deriving analytical expressions of the globally optimal transmit rate and power for our specific network topology. Finally, we obtained the maximum NL for both AWGN and Rayleigh fading channels. Our numerical results illustrated that fading has a detrimental impact on the achievable NL due to the poor channel conditions that require an increased transmit power to combat the effects of the fading. Furthermore, the simultaneous scheduling of links that interfere only weakly allowed us to take advantage of spatial reuse, where the activation of simultaneous transmissions at reduced rates necessitates reduced transmission power, which results in extending the NL. From this paper, we can conclude that the choice of scheduling depends on the application since a lower source rate favors infrequent transmissions requiring low transmit power, which do not suffer from interference, when aiming for extending the NL. However, for higher source rates, a higher NL can be achieved by aggressive spatial reuse.
Given the limitations of the centralized solution approach mentioned in Section III-B, the focus of our future work is on the information delay analysis. We also plan to extend our string topology model to a random network topology, where a single string (SN-DN pair) can be assumed to constitute a single route of the random topology. Nonetheless, conceiving distributed solutions for avoiding the limitations of our centralized scheme constitutes attractive future research directions.
