In this paper we consider GMM based estimation and inference for the panel AR(1) model when the data are persistent and the time dimension of the panel is fixed. We find that the nature of the weak instruments problem of the Arellano-Bond estimator depends on the distributional properties of the initial observations. Subsequently, we derive local asymptotic approximations to the finite sample distributions of the Arellano-Bond estimator and the System estimator, respectively, under a variety of distributional assumptions about the initial observations and discuss the implications of the results we obtain for doing inference. We also propose two LM type panel unit root tests.
Introduction
In this paper we consider GMM based estimation and inference for the panel AR(1) model
, i = 1, ..., N and t = −S + 1, ..., T , when the autoregression parameter ρ is close to or equal to one. Throughout the paper we assume that S ≥ −1, the first observations occur at t = 1, the time dimension of the panel, T, is fixed (and small) and that the cross-section dimension of the panel, N, is large. Among other things we derive local asymptotic approximations to the finite sample distributions of some well-known linear GMM estimators for this model under a variety of assumptions about the initial observations and discuss the implications of the results we obtain for doing inference. We also propose two LM type panel unit root tests.
1
Persistent data raise at least three issues in connection with GMM estimation of the panel AR(1) model. First, some of the available moment conditions do not identify the unit root. For instance, it is well known that the GMM estimator of Arellano and Bond (1991) , henceforth abbreviated as AB, breaks down when ρ = 1, because the instruments, which are lagged levels of the data (y i , s
, s ≤ t − 2), are no longer correlated with the first-differences of the regressors (∆y i , t In the paper it is shown that the weakness of the moment conditions implied by the panel AR(1) model can manifest itself in different ways depending on the distributional properties of the initial observations. In some cases the first-order derivatives of the moment conditions with respect to ρ, i.e. the Jacobians, tend to zero when ρ approaches one. In other cases, the moment conditions are weak because the standard deviations of the first-order derivatives of the underlying moment functions with respect to ρ explode when ρ approaches one.
In the first type of situation the 'signal' of the moment functions becomes weak, whereas in the second type of situation the overwhelming 'noise' of the moment functions drowns their signal when ρ approaches one (cf Han and Phillips, 2006) . In both situations doing a form of local asymptotics affords a better approximation to the finite sample distribution of the corresponding GMM estimator than doing conventional first-order fixed-parameter asymptotics.
When S is fixed (and small) and when ρ approaches one according to ρ = 1−λN
as N grows large, where λ > 0, both the means and the standard deviations of the cross-sectional averages of the first-order derivatives of the AB moment functions with respect to ρ vanish at a √ N rate. Thus in this case we can obtain approximations to the finite sample distributions of AB estimators by applying the local-to-zero asymptotics of Staiger and Stock (1997) . On the other hand, when the data are covariance stationary, the standard deviations of the firstorder derivatives of the AB moment functions with respect to ρ explode when ρ approaches one, whereas their means tend to a nonzero constant due to the fact that V ar(y i , t
). In this case we can obtain 'local-to-unity' asymptotic approximations to the finite sample distributions of AB estimators by assuming that ρ approaches one according
as N grows large, where again λ > 0. Moreover, we show that in this case the Arbov estimators and the two-step 'optimal' System estimator (cf Arellano and Bover, 1995) have non-normal distributions as well under local-to-unity asymptotics although they are still consistent when T > 3.
In the paper we also derive for all d ≥ 0 the local-to-nonidentification asymptotic distributions of the AB estimator under the assumption that both S and N grow large with In the paper we also show that under local (-to-nonidentification) asymptotics (1) the 'optimal' AB estimators are biased downwards, (2) the estimators of the optimal weight matrices for the Arbov estimator and the System estimator and their asymptotic standard errors are no longer consistent when g = 1 and the data are covariance stationary or d ≥ 1,
the vector of averages of the Arbov moment functions and the vector of their first-order derivatives with respect to ρ are uncorrelated, (4) the two-step 'optimal' System estimator can have a skewed distribution, and (5) the truly optimal Arbov and System estimators have the same distribution, which is symmetric. The first result explains the downward biases of the AB estimator reported in a Monte Carlo study contained in Bond and Blundell (1998) . The other results help to explain the findings of a Monte Carlo study contained in Bond and Windmeijer (2002) , namely that when the data are covariance stationary and persistent Wald tests based on the two-step 'optimal' System estimator have incorrect size, whereas LM tests which are based on System estimators that use a restricted estimator of the weight matrix that is optimal under the null, have correct size. This paper therefore offers a theoretical justification for using LM tests in the context of panel AR models. Finally the paper proposes two LM-type panel unit root tests and studies their properties.
The paper is organised as follows. In section 2 we review GMM estimation of the panel AR(1) model. In section 3 we derive local asymptotic approximations to the finite sample distributions of the AB, Arbov and System estimators under various assumptions about the initial conditions, i.e. under various asymptotic plans for S and N. Section 4 proposes two
LM-type panel unit root tests and investigates their properties both analytically and through
Monte Carlo experiments. Section 5 concludes. Proofs are given in the Appendix.
A few words on notation. We use the symbol d
→ to signify convergence in distribution, the symbol plim to signify convergence in probability, and the symbol q . m .
→ to signify convergence in quadratic mean. To state multi-index asymptotic results we make use of the following notation (see also Phillips and Moon, 1999 , for definitions of the underlying con- 
is an example of a so-called diagonal path probability limit. In this example both S and N pass to infinity with S/N converging to some constant c. We also make use of indicator functions. 
, where η i
for i = 1, ..., N and t = −S + 1, ..., T. The starting date of the {y i , t }, t = −S, need not coincide with the date of the initial observations on y, t = 1, that is, −S ≤ 1; the number of 'individuals', N, is large while the number of observations on y per individual, T, is fixed.
Moreover −1 < ρ ≤ 1. Note that the model can be rewritten as y i , t
) , i = 1, ..., N , are assumed to be i.i.d.
1
The composite error terms, the v i , t
, satisfy the following standard assumptions (cf Ahn and Schmidt, 1995):
and E(ε i , s ε i , t ) = 0, for i = 1, ..., N and s = t, s, t = −S + 1, ..., T.
For convenience we also assume that the idiosyncratic errors, the ε i , t
, are homoskedastic over time:
, for i = 1, ..., N and t = −S + 1, ..., T.
The initial conditions are given by y i ,
Note that when ρ = 1, the initial conditions are equal to the individual effects, the µ i
. Finally, we assume that E(ξ
.., N and t = −S + 1, ..., T, where κ is the kurtosis parameter. 1 We assume identical distributions across the individuals for convenience. In the paper we consider various versions of the panel AR(1) model, which differ with respect to the assumptions made about the initial observations. Among them are the following two versions:
} have reached Covariance Stationarity at t = 1 when |ρ| < 1.
(FS) Fixed S: thus the {y i , t
} have not reached stationarity at t = 1 when |ρ| < 1.
Ahn and Schmidt (1997) have shown that given assumptions (3)- (7), the {y i , t
} have reached covariance stationarity at t = 1 if and only if the initial observations satisfy the following assumptions:
V ar(y i ,
Note that the FS model does not rule out that mean-stationarity, i.e. assumption (8) , holds.
GMM estimators for the panel AR(1) model
Arellano and Bond (1991, AB) proposed an GMM estimator which exploits the following m = (T − 1)(T − 2)/2 linear moment conditions:
)] = 0 for s = 2, ..., t − 1 and t = 3, ..., T,
where ∆y i , t
. These moment conditions are implied by assumptions (4)- (6) .
Note that they do not identify the unit root because E(y
Arellano and Bover (1995) noted that if mean-stationarity, i.e. assumption (8) , holds as well, one can add T − 2 linear moment conditions to those in (10):
The latter moment conditions do identify the unit root because E(y
A GMM estimator that exploits the moment conditions in both (10) and (11) is known as a System (SYS) estimator.
6
The set of moment conditions in (10) and (11) is equivalent to a set that contains T − 2
Arellano-Bond and m Arellano-Bover type moment conditions:
and
.., t − 1 and t = 3, ..., T.
A GMM estimator that only exploits the latter m moment conditions will be referred to as an Arellano-Bover (Arbov) estimator.
Let
matrix. Then we can write the set of AB moment conditions in (10) as E(Z i ∆v i ) = 0 where
] . Under our assumptions, E(∆v i
is a (T − 2) band-diagonal matrix with 2's on the main diagonal, −1's on the first sub-and superdiagonal and zeros elsewhere. It follows that the AB GMM estimator
as weight matrix is an optimal one-step GMM estimator. This estimator is denoted as ρ A B
1
. An AB estimator with an arbitrary weight matrix is simply denoted as ρ A B
.
There exist no feasible optimal one-step weight matrices for the Arbov and SYS estima- The optimal two-step System (SYS2) estimator is based on the weight matrix
an initial consistent estimator for ρ. We define the optimal twostep AB (AB2) and Arbov (Arbov2) estimators and their weight matrices analogously. The
where y t 
) and s ≤ t − 2 represent an arbitrary AB moment condition from (10) . Then it is easily verified that E(dm A B , s , t
Consider now the simple first-stage regression ∆y
, with s ≤ t − 2, which corresponds to an arbitrary AB moment condition. Let π = ( i
) and the first-stage F-statistic
Therefore, when ρ is close to unity, AB GMM estimators suffer from a standard weak instruments problem (cf Staiger and Stock, 1997) . Considering the multiple first-stage regressions
, t = 3, ..., T leads to the same conclusions because T is fixed.
4
3 Instead one could consider the first-stage regressions corresponding to We note that the Arellano-Bover estimator does not suffer from a weak instruments problem when S is fixed.
5
We have the following result:
) and let
be an arbitrary sequence of PDS weight matrices with plim 4 The bias of a 2SLS estimator that exploits 
is a sub-vector ofX
is asymptotically biased downwards.
Proof
See appendix A.1.
Theorem 1 implies that if
The distribution of the ratio of two, possibly correlated, normal variables has been studied by Fieller (1932) . This ratio does not have finite moments.
For λ = 0, one obtains the asymptotic distribution of an AB GMM estimator for ρ = 1.
The local-to-zero asymptotic distribution of the AB GMM estimators also captures the fact that this estimator is biased downwards when T > 3 and ρ is close to unity. The bias results from the fact that the instruments are weak and the fact that E(X 
Local-to-unity asymptotics for the covariance stationary case
We now assume that the CS version of the model applies, i.e. S → ∞ and the model has reached stationarity at t = 1 when |ρ| < 1. In the CS model lim ρ
) are discontinuous at ρ = 1.
Consider again the simple first-stage regression ∆y
, which corresponds to an arbitrary AB moment condition. Then we find again that lim ρ
). Note that if one would choose the parameter sequence
). Therefore when the CS version of the model applies and ρ is close to unity, the AB GMM estimator still suffers from some sort of weak instruments problem (see also Blundell and Bond, 1998), albeit not from one of the Staiger-Stock type.
In this case the problem arises because lim ρ 
The reason for this finding is that when S → ∞,
Notwithstanding that the AB and the Arbov moment conditions are not weak in the traditional sense of Staiger and Stock (in the sense that
the finite sample distributions of the corresponding GMM estimators differ considerably from their first-order fixed-parameter asymptotic distributions when ρ is close to one. See, for instance, the Monte Carlo evidence reported in Blundell and Bond, 1998 . In particular, the finite sample distributions are affected by exploding variances (and covariances) of (some of) the cross-products of the instruments and the variables from the model when ρ approaches one. For instance, in appendix A.1 we show that V ar(y i ,
) ∝ 1/(1−ρ) and also Cov(y i ,
. We obtain local-to-unity approximations to the distributions of the estimators by choosing a parameter sequence such that the variances of the cross-products of the instruments and the regressors become O (1), that is by choosing ρ = 1 − λN 
, where
The local-to-unity asymptotic results of theorem 2 have been obtained under the assumption of covariance stationarity. However, if we take λ = 0 in the local-to-unity asymptotic distribution of the AB estimator, we obtain its distribution for ρ = 1, despite the fact that we need to condition on initial conditions in this case.
Note that the local parameter sequence that is used to derive the local-to-unity asymptotic distribution of the AB estimator is different from the one used in theorem 1. This is related to the fact that under covariance stationarity the second moments of the initial observations, which also appear in the local-to-zero distribution, are proportional to 1/(1−ρ).
We remark that the local-to-unity parameter sequences depend on N . Recently, Moon and Phillips (2000) have also considered estimation of autoregressive roots near unity using panel data. However, they considered consistent estimation procedures for the localizing parameter c < 0 in ρ = exp(c/T ) assuming that T grows large.
Note that the set of m Arbov moment conditions in E(Z I I i v i ) = 0 can be restated as
). We have the following local-to-unity asymptotic results for T > 3 : 
) and E(X 
Proof
See appendix A.3.
SinceX

8
is Gaussian, part (b) of theorem 3 implies that when the data are covariance stationary Arbov estimators have a non-normal local-to-unity asymptotic distribution. Furthermore, the second result in theorem 3 part (d) implies that in this case the conventional estimator of the optimal weight matrix for the Arbov estimator is inconsistent under localto-unity asymptotics. As a consequence, the conventional asymptotic standard errors of Arbov estimators are inconsistent as well under these asymptotics. 
2
) and that the (truly) asymptotically optimal weight matrix is proportional toΣ Note that the set of m + T − 2 System moment conditions in E(Z S i
matrix. We have the following results for the System estimator:
Theorem 4 Let the CS model hold, let T ≥ 3 and let ρ = 1 − λN
be an arbitrary sequence of PDS weight matrices with plim for any W.
are defined in theorem 3.
Proof
See appendix A.4.
Theorem 4 implies that when the data are stationary, a System estimator which uses a weight matrix estimator that has a PDS probability limit, is inconsistent under local-to-unity asymptotics. Moreover, the conventional estimator for the optimal weight matrix for the Sys- System estimator has the same local-to-unity asymptotic distribution as the truly optimal Arbov estimator, which is symmetric. Thus the local-to-unity asymptotic distribution of the truly optimal System estimator is not affected by the AB moment conditions.
The theoretical results above suggest that Wald tests based on the usual two-step System estimator will have incorrect size when the data are stationary and ρ is close to one due to its asymmetric distribution. Bond and Windmeijer (2002) found in a Monte Carlo study for covariance stationary data with ρ = 0.8, T = 6 and N = 100 that the two-step System 
Diagonal path local asymptotics
The results in section 3.2 are largely based on the fact that if
where c is a constant, then lim 
, these LM test-statistics have a standard normal asymptotic distribution.
As the latter distribution does not depend onX
8
, it follows that the unconditional asymptotic distribution of these LM test-statistics is equal to the standard normal distribution as well.
, with
Proof See appendix A.5. We now consider the diagonal path asymptotic distributions of the AB and Arbov estimators for ρ = 1 :
Theorem 6 Let T = 3 and let ρ = 1. In addition, let N → ∞, S → ∞ simultaneously with
Note that when d > 1, no adjustments are required.
Proof
See appendix A.6.
The results in theorem 6 can easily be extended to T > 3 and to the System estimator.
One obtains the first-order large N fixed S asymptotic distributions of the estimators for ρ = 1 by taking c = 0. However, in general c is unknown and could well be strictly positive in which case the Arbov estimator has a non-normal asymptotic distribution for ρ = 1.
Observe that lim 
LM panel unit root tests
In 
. Then we have the following results: 
with λ > 0 and if S → ∞, N → ∞ sequentially, then
( 
Monte Carlo results
In this section we compare the finite sample performance of our GMM based panel UR 
Inspection of the results in tables 1-7 leads to the following conclusions with respect to the GMM based UR tests:
1. In most cases considered the GMM based tests have correct size. However nonnormality of the errors affects the size of the tests.
2. The power of the test based on the System estimator is greater than or equal to the power of the test based on the Arbov estimator. However, in many cases the power of both tests is roughly the same and equal to the power of the FDMLE. 5. In the cases considered the GMM based tests have greater power than either the test that is based on the LSDV estimator or the test that is based on the FEMLE.
Concluding remarks
In this paper we considered GMM based estimation and inference for the panel AR ( Table 3 : power against "non-stationary" alternatives with (y i ,
T N test size, S = −1 size, S = 49 ρ = 0.95 ρ = 0.9 ρ = 0. 
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, p
Then it is easily seen that for ρ = 1 − λN 
) are given by, respectively:
Recall that Z i
]. The above results imply that 
E(Z i
Parts d) and e): When ρ = 1, v i
and 
follows from parts a) and c) that the numerator and denominator of ρ A B 1 − ρ converge in distribution.
We now show that lim
To complete the proof of the asymptotic biasedness of ρ A B
, we write the numerator of
)], as the sum of two terms:
The first term, (15) , converges in probability to lim N
Since the numerator of ρ A B . Noting that the second term does not involve higher powers of ε i , t (higher than one) and using that the ε i , t s are symmetrically distributed around zero, it follows that the second term is symmetrically distributed around zero and also asymptotically uncorrelated with the denominator of ρ A B
]. We conclude that the expectation of the second term divided by the denominator converges to zero as N → ∞.
The ratio of the first term and the denominator converges to a negative constant divided by a positive random variable and gives rise to the negative bias of ρ A B .
Lemma 8 Let {y i , t
} be a stationary process and let u i , t
, and E[u
Proof of lemma 8: Note that u i , t
and ∆u i , t
. Moreover
} is a stationary process. Then verification of the first two claims is straightforward. The other claims are proved as follows: 
6
( 1
, and
} be a stationary process. Then 
29
Proof of lemma 9: Noting that y i , t
, application of lemma 8 yields
, and Let the CS model hold. Then using the results in lemma 9 we obtain as N → ∞ for the 
where
We prove (a) and (b) together. The proof proceeds by induction:
Now let p > 0 and suppose that lim ρ
31
A.3 Proof of theorem 3
Part a): The proof of the first two results is similar to the proof of the first part of theorem 2:
Note that V ar(y i ,
. Then it is easily seen that for ρ = 1 − λN
. 
) and
). Hence for ρ = 1 − λN
, ..., C . Since
we haveΣ 2 ) < ∞, it is easily seen that for ρ = 1 − λN
The results are obtained by noting that convergence in quadratic mean implies convergence in probability.
) < ∞ ∀t, it is easily seen that for ρ = 1 − λN
To establish the second claim of part d), note that v i 
Lemma 10 and our model assumptions also imply that lim
] < ∞ ∀k, s, t. It follows from these results, our model assumptions and the CS inequality that
We conclude from the above results that N
Part e): The proof is very similar to part h) of the proof of theorem 1 apart from the first paragraph: Again recall that ρ A B 1
, it follows from part a) above that
The rest of the proof is the same as part h) of the proof of theorem 1.
A.4 Proof of theorem 4
Part a):
) and M 
Lemma 10, our model assumptions and the Cauchy-Schwarz inequality imply that 
6
).
From part b) of theorem 3 we have
), and
Recall thatZ
). It follows that 
1
) .
Lemma 11 Let g, d,ĉ and λ be constants such that 0 < g ≤ 1, 0 ≤ d ≤ g, 0 <ĉ < ∞,
Proof of lemma 11: 
A.5 Proof of theorem 5
Note that lim ρ 
