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LEVERAGING EXPRESSION AND NETWORK DATA FOR PROTEIN FUNCTION
PREDICTION
Protein function prediction is one of the prominent problems in bioinformatics today. Protein
annotation is slowly falling behind as more and more genomes are being sequenced. Experi-
mental methods are expensive and time consuming, which leaves computational methods to
fill the gap. While computational methods are still not accurate enough to be used without
human supervision, this is the goal.
The Gene Ontology (GO) is a collection of terms that are the standard for protein function
annotations. Because of the structure of GO, protein function prediction is a hierarchical
multi-label classification problem. The classification method used in this thesis is GOstruct,
which performs structured predictions that take into account all GO terms. GOstruct has
been shown to work well, but there are still improvements to be made.
In this thesis, I work to improve predictions by building new kernels from the data that
are used by GOstruct. To do this, I find key representations of the data that help define
what kernels perform best on the variety of data types. I apply this methodology to function
prediction in two model organisms, Saccharomyces cerevisiae and Mus musculus, and found
better methods for interpreting the data.
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A protein is a sequence of amino acids. Protein function describes the role that a protein plays
in the functioning of a cell. The roles that proteins play include carrying signals, contributing
to cellular structure, binding to molecules, and binding to other proteins. Understanding
protein function is key to understanding the biological processes occurring in an organism.
Protein function prediction is one of the prominent problems in bioinformatics today. Pro-
tein annotation is slowly falling behind as more and more genomes are being sequenced [11].
Experimental methods are expensive and time consuming, which leaves computational meth-
ods to fill the gap. While computational methods are still not accurate enough to be used in
an unsupervised manner, this is the goal.
1.1 The Gene Ontology
The Gene Ontology (GO) provides a collection of terms that have become the standard
in annotating protein function [32]. The creation of this ontology is a collaborative effort
attempting to create naming standards, to ensure continuity in the field, since biological
data is so diverse. GO is divided into three namespaces– biological processes (BP), cellular
component (CC), and molecular function (MF). BP is a series of molecular functions or other
events, CC describes the location in the cell, and MF illustrates the abilities that the protein
has within the cell. BP and MF differ in that BP describes a series of events, whereas MF
describes one of those events. The GO hierarchy forms a directed acyclic graph (DAG), and
multiple terms can be used as annotations for a protein since a protein can perform multiple
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Figure 1.1: GO term hierarchy clusters and examples of terms within each cluster. (Repro-
duction of an image from Rogers et al. [40]).
functions. Figure 1.1 shows a small part of each of the three major groups of GO terms.
Nodes lower in the GO hierarchy are more specific. Therefore, if any GO term is assigned to
a protein, all of its parent nodes must by definition also be assigned in order for the prediction
to be a valid description of the protein function. The DAG structure of GO gives meaning
between the GO terms. I leverage this structure when making my predictions, by using other
terms in the related subtree of a GO term to help classify that term. Figure 1.2 shows an
example of the GO terms annotated to a sample protein. As shown in the figure, if a child






(0, 0, 1, 1, 1, 0, 1, 1)
Figure 1.2: An example of the GO term hierarchy. A directed acyclic graph, all parent nodes
must also be valid annotations if their children are. Taken with permission from Sokolov et
al [47].
1.2 Formulation of the Problem
Protein function prediction is a hierarchical multi-label classification problem because of the
structure of GO and because each protein may have multiple functions [2]. The traditional
method for function prediction has been transfer of annotation from proteins with similar
sequence or structure [31]. Transfer of annotation is successful with sequence data, but often
not with network and other high throughput data because it is unable to handle the noise
in such data. Many machine learning methods divide the problem into a series of binary
classification issues [37, 38], one for each Gene Ontology (GO) term [32]. Some methods
enforce congruency between the individual GO terms predictions, meaning that whenever a
term is predicted, its parents must also be. The method used in this thesis is GOstruct [46],
which takes a similar approach but instead of a series of binary classifications, it performs a
structured prediction that takes into account all GO terms. GOstruct has performed strongly
in both the CAFA Challenge (http://biofunctionprediction.org/) and MouseFUNC [39].
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1.3 Data
A collection of different types of data are commonly used in protein function prediction.
Protein sequence, Protein Protein Interactions (PPI), and microarray are some of the most
common. Similarity in sequence is an indication of similarity in function and is a common
approach for prediction of protein function [31]. PPI data tracks interactions between pro-
teins [48, 21]. Microarray data, also called gene expression (GE) data, tracks the situations
in which genes are expressed [42].
Using a naive approach to represent data in GOstruct is not effective for GE data. GE
data is key due to the vast quantities of data available. Using the raw GE data only slightly
improves GOstruct’s performance. In this thesis, I use other methods to extract information
from GE data. I experiment with biclustering and independent component analysis using GE
data. GE data can benefit from biclustering, since biclustering can catch pockets of similarity
in expression profiles. I use two different implementations of biclustering algorithms, and use
the resultant bicluster data as features (instead of the gene expression levels). Doing this
isolates more condition specific information and can reduce runtime resource requirements,
by reducing the number of features.
Protein protein interaction data is the most predictive of all the data currently used by
GOstruct. Network data is about paths, and in this thesis I explore ways of looking at
the adjacency data and which path lengths are significant. While it is the best data for
predictions that I currently use, my goal is to improve this by modifying both the input
data, and the ways we look at that data. For the first method, I change the PPI data matrix
in an operation similar to the graph laplacian. Doing this emphasizes direct links between
individual proteins, increasing the perceived similarity between the protein pairs. For the
second method, I apply the diffusion kernel to PPI data [25, 49], a method that combines
interaction network paths of all lengths.
In this thesis, I work to improve predictions by manipulating the data representations
that are used by the structured SVMs, given the same input data. To do this, I more fully
study the data sets and find key components of them which help define what methods would
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perform best on the variety of data types. This is done over several species and data types,
ensuring that the results are not data set specific.
My thesis work shows that, of the GE kernel methods, independent component analysis
performs the best. It outperforms the current method used to build GE data kernels in
GOstruct. Several of the other methods used show promise when combined. For the network
data, I find that none of the new methods show significant improvement. I opt to continue
using the network data as we have been, but show how these other methods can be utilized
in other prediction problems. Although the network based kernel methods used in this thesis
do not improve GOstruct performance, in the following chapters I will explain the benefits
of each and show how they perform. These methods can be useful in other scenarios, and it
is important to understand why they are not helpful here.
Before explaining this I walk through how GOstruct works. I do this in Chapter 2, where
I first tackle binary and structured support vector machines. With a firm understanding
of these we can then continue to explore the specifics of GOstruct and how it works. In
Chapter 2 I also explain the forms of the data that I use in this thesis– their origin, meaning,
form, and importance. Once we have gone over the background of the problem, I continue on
to discuss the methods used in this thesis. Chapter 3 walks over each method in detail and
shows how they are applied to the data. Here I explain how experiments are set up, what
the results from them mean, and how they are found. I show and interpret the results from
those experiments in Chapter 4. At this point I will talk about specific GO term prediction
results as well as overall results. With this information, I present my conclusions and future




GOstruct is a structured output approach to protein function prediction. It determines
collections of GO terms that should be assigned to each protein in an input set, and takes
into account the structure of GO while doing so. In order to introduce GOstruct I first
explain support vector machines, then structured support vector machines.
2.1 Support Vector Machines
The support vector machine (SVM) is a supervised learning method [5], commonly used in
bioinformatics problems partially because of their ability to handle high dimensional data [22,
3]. Given an input set of features and samples, an SVM will build a model for distinguishing
between two classes. As shown in Figure 2.1, binary SVMs calculate a hyperplane that
maximizes the margin between the two classes. For a linear, binary SVM, we want to learn
a discriminant function:
f(x) = wTx+ b, (2.1)
where w is a weight vector and b is a bias term. The sign of f(x) is what determines which
class x belongs to. For large margin problems, we have a training set (xi, yi)
n
i=1, with a vector





Figure 2.1: The hyperplane created by an SVM, separating two classes. The point a is an
example of a margin violation. Soft margin SVMs allows violations like this so that the
margin can be significantly larger. There is a user-specified parameter that handles the











Txi + b) ≥ 1− ξi, i = 1, ..., n
ξi ≥ 0, i = 1, ..., n. (2.2)
The first term (1
2
‖w‖2) maximizes the margin, and the second term (C
∑n
i=1 ξi) minimizes
the margin violations, making the classifier fit the data.
To obtain a nonlinear classifier we use a mapping of φ, to a possibly higher dimensional
feature space where classification is performed:
f(x) = wTφ(x) + b. (2.3)
To not have to calculate this feature mapping, we use kernels. Kernels define similarity
between samples through dot products by taking the dot product of the projection of those
samples into the feature space:
K(x, x′) = φ(x)Tφ(x′) (2.4)
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By doing this we can compute the value of the dot products in our feature space without
having to explicitly map into that possibly high dimensional space. In many cases we can
use kernels so that we do not have to explicitly calculate the values for Equation 2.4 [43].
2.2 Structured Support Vector Machines
Figure 2.2 demonstrates several samples being classified, and the margin separating out the
true values. The goal of structured support vector machines (SSVMs) is to map some input
space X to some output space Y based on a training set of input-output pairs. SSVMs learn
a discriminant function F : X × Y → R that maps input-output pairs over some real space,
maximizing the margin based on a training set. F is assumed to be a linear function in a
feature space defined in the joint input-output space:
F (x, y) = wTψ(x, y). (2.5)
SSVMs follow the same theory as SVMs, however they classify samples that belong to
arbitrary discrete spaces. SSVMs use a fitness function to differentiate between the different
classes; they build a model that maximizes the size of the margin while still complying with
that fitness function.
The feature map ψ is user defined, and the weight vector w is trained by the SSVM. The
objective is to maximize the compatibility scores for all training examples with the correct
label. Similar to SVMs, SSVMs define a margin, which should minimize margin violations,
to separate true labels from false for all examples:
arg max
yεY
wTψ(xi, y) = yi for i = 1, ..., n (2.6)











such that wTψ(xi, yi)− max
yεY\yi
wTψ(xi, y) ≥ 1− ξi for i = 1, ..., n (2.7)
Equation 2.8 has ∆(yi, y) instead of 1 like Equation 2.7 because we don’t need the same
size margin for all of the output space points.
such that wTψ(xi, yi)− max
yεY\yi
wTψ(xi, y) ≥ ∆(yi, y)− ξi for i = 1, ..., n (2.8)
The goal is to maximize the size of the margin between points in the output space Y with
the fewest possible margin violations. Where SVMs use kernels with the input space data
only (Equation 2.4), SSVMs must also consider the output space data because ψ is a function
of both the input and output. With this in mind, we reformulate the SSVM equivalent of
Equation (2.4) to be:
K((x, y), (x′, y′)) = ψ(x, y)Tψ(x′, y′) (2.9)
2.3 GOstruct
GOstruct is the SSVM I use in this thesis. There are three major components to GOstruct–
an argmax computation, a kernel, and loss. The purpose of the discriminant function and
kernel was explained in Section 2.2.
GOstruct uses a joint linear kernel which is a product of two linear kernels– one for the
input space and another for the output space:
K((x, y), (x′, y′)) = Kx(x, x
′)Ky(y, y
′). (2.10)
For Ky we use a linear kernel. Kernels are used to map feature spaces, and the linear
kernel is one of the most common. It works by computing the dot product of two samples
and returning the value as the similarly measure. In this thesis I introduce 6 kernels, which
are described in Sections 3.1 and 3.2.
GOstruct requires a loss function that is used for training, and I use one that is appropriate
for hierarchical classification problems:
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x1 x2 x3 xn...
f x , y 
y i
y≠ y i
Figure 2.2: Taken with permission from Sokolov et al [47], this depicts constraints for the
mapped feature space. Training samples are along the y-axis and label fitness on the x-
axis. Label fitness means how correct a structured prediction is. The goal here is to have the
highest compatibility value between true labels and examples with the largest possible margin
separating those true labels from the other labels. This separation is shown by the two dotted
lines. x1 satisfies this, while example x2 has a margin violation, and x3 is misclassified.
∆(y, ŷ) = 1− 2y
T ŷ
yTy + ŷT ŷ
, (2.11)
which was proposed by Tsochantaridis et al. [51], and is related to the F1 measure of accuracy
used in information retrieval.
Classifier performance is often measured based on how many inaccurate predictions were
made. This is straightforward in a binary environment where each prediction is either com-
pletely correct or completely false, however there are more factors to consider in the GO
namespace. A prediction is a collection of GO terms in the GO space, and having even one
incorrect prediction (whether predicting that a term should be associated with a given pro-
tein or not) should be marked as incorrect. This leads to a variety of degrees of incorrectness
in predictions, as is shown in Figure 2.3. In this figure one sees how it can be much more
desirable to incorrectly annotate one specific term in the structured prediction, and get the
rest of the predictions correct, than to incorrectly designate many of those terms. Our goal is
to minimize the level of incorrectness in our predictions. The loss function is Equation 2.11
is appropriate because it achieves this, whereas binary loss does not.
In this thesis I work predominately with two major types of data–GE and network(protein-
protein interaction(PPI)) data. For the network data there are two new methods, one is a
10
(a) Correct (b) Slightly Wrong (c) Very Wrong
Figure 2.3: Three examples of error in predictions. 0-1 loss does not differentiate between
the slight misclassification in 2.3(b) and 2.3(c), although 2.3(b) is only wrong in a few cases
whereas 2.3(c) is completely wrong. Subfigure 2.3(a) shows a completely correct prediction.
new kernel type and the other is a data preparation method. Each of these is intended to
emphasize different paths in the network data. I discuss these methods in Section 3.1. For
the GE data there are four new methods that are all data preparation changes. I explain
each of these methods and their uses in Section 3.2.
2.4 Data
In this thesis I work extensively with different types of data from multiple origins and species.
Mus musculus (mouse) and Saccharomyces cerevisiae (yeast) are the organisms used for
experiments performed. These were chosen for several reasons. I chose S. cerevisiae because
it is a model organism, because of the simplicity of its structure. S. cerevisiae is a commonly
chosen organism for bioinformatics problems because it has been studied extensively by
biologists. M. musculus is also a model organism, and was chosen because of its importance
in research. There is extensive work being done on both organisms.
There are several standard and commonly available data types used here. PPI data is a
collection of proteins and all proteins that they are known to interact with. For each protein,
there are proteins with which it interacts. GE data is a measure of the levels of mRNA in a
specific set of conditions. Finally, sequence based data is a collection of protein sequences (the
strings of amino acids that a protein is composed of). All of these data types have different
strengths and weaknesses, which are described in more depth in the following sections.
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2.4.1 Protein-Protein Interaction
Kernels built on PPI data try to capture the observation that if two proteins interact, they of-
ten share a similar function [54, 31]. Such data is generally stored in graph form, where nodes
are proteins and edges are the interactions between proteins (see Figure 2.4). Today there
are high-throughput interaction data available from several databases. The interaction data
for this thesis is taken from the General Repository for Interaction Data sets (BioGRID) [48]
and the Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) [21].
Figure 2.4: Interaction neighborhood for the protein S000002844 (Serine/threonine-protein
phosphatase) in S. cerevisiae. Edge width indicates the confidence level, thicker edges mean-
ing higher confidence. This graph was generated by STRING [21].
Not all of the organisms used in this work are characterized equally well. As such, there is
a variety of information available for each. S. cerevisiae has the most interaction information,
with approximately 6,000 proteins listed and 163,000 interactions [48]. From the same source,
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M. musculus has much less information: 2,300 interactions among 3,000 out of the 20,000 or
so proteins.
The edges between protein nodes are weighted by the confidence that those two proteins
interact. Confidence scores are determined by comparisons to a trusted association set [53],
and an edge weight of zero signifies that there is no known interaction between the two
proteins.
2.4.2 Gene Expression
Aside from sequence and interaction similarities, one can ascertain protein involvement in
biological processes by checking the expression levels of genes in specific circumstances [54].
Gene expression data is most commonly represented with a heat map. In these maps, rows
correspond to genes and columns to experiments (see Figure 2.5). This underlying data is
often referred to as microarray data because the expression levels are measured on DNA
microarray chips [42]. DNA microarray chips are layered with a set of complementary DNA
(cDNA) strands, designed to bind to specific genes, and attached to the microarray chip
through robotic printing. A fluorescing agent on the chip and fluorescent labels allow mi-
croarray data to measure expression levels for many genes in parallel. An example of microar-
ray data is shown in Figure 2.5. Gene expression data tends to be very noisy, so methods
that use this data must be very robust with respect to noise.
Data used in this thesis for S. cerevisiae and M. musculus originate from the Platform
for Interactive Learning by Genomics Results Mining (PILGRIM) based at Princeton [13].
S. cerevisiae data contains information on 2,500 genes in 80 different experiments while M.
musculus data has information on approximately 30,000 experiments.
2.4.3 Sequence
Proteins are sequences of amino acids folded into three dimensional structures. The sequence
and structure of the protein define its function. Thus, one can take sequence data and perform
transfer of annotation [31], where keywords are transferred from a known protein to proteins
with a similar sequence. This is often done with sequence alignment tools, such as BLAST.
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Figure 2.5: A heat map for a subset of the S. cerevisiae GE data.
Transfer of annotation is based on the assumption that proteins with similar sequence
share functionality. Many studies have shown that this assumption is useful, but has limita-
tions [4, 6, 10, 41], particularly in instances where single point mutations and gene duplication
can lead to different protein functions despite similar sequence. Proteins often have several
different functions only some of which are conserved across homologs (proteins sharing a
common ancestor). Incorrect annotations exist in databases [6], and these annotations can
be incorrectly transferred to other proteins. Despite these issues, transfer of annotation is




The data described in Chapter 2 is used to make kernels for the Kx(x, x
′) part of Equa-
tion 2.10. Usually this is a combination of kernels:
Kx(x, x




Adding kernels together is essentially appending the feature spaces together [44]. In this
thesis I run experiments with both combinations of kernels and individual kernels. This
chapter describes the kernel methods used in this thesis in detail. I explain how each of
these methods works and show how it applies to protein function prediction. The chapter is
divided into four major sections– one for each of the data groups (network, expression, and
sequence) and a final section for the experiment setup and an explanation of how I evaluate
the experiment results.
3.1 Kernels for Network Data
3.1.1 Normalizing Data
I remove terms that are not well represented, as was done on our previous work [45]: Any
terms with fewer than 10 mentions are removed from the annotations file and data sets. This
is done as part of the preprocessing, before kernels are built and tests are run. The samples
eliminated by this preprocessing step are completely removed from consideration.
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3.1.2 Linear Kernels Based on the Adjacency Matrix
PPI data performs strongly for protein function prediction [8, 31, 35, 52, 54]. By applying
some simple manipulations to the data, in theory I can improve PPI’s contribution to pre-
dictions. PPI data comes in the form of an adjacency matrix. Generally PPI data records
the confidence that there is interaction between proteins, although sometimes it is simply a
binary record (interacts/does not interact). Since most proteins do not interact with them-
selves, the diagonal of this adjacency matrix is primarily zeroes. In my adaptation (called
PPI-DIAG) I change the diagonals of the matrix to imply the highest level of interaction.
Although the linear kernel does not innately find such connections, they are instructive
when using PPI data to assign annotations. The example below highlights the importance
of finding immediate neighbors. Out of the adjacency matrix (A) I construct the following
kernel:
K = ATA
Each entry Kij is the amount of overlap between the proteins i and j (meaning the amount
of overlap in their interactions with other proteins). A and AT are the same, so ATA is the
same as squaring the matrix, where the result would consist of all paths of length two in
the adjacency matrix. By changing the values of the diagonals, I am essentially overlaying a
network of length one paths on top of the linear kernel. The potential problem with squaring
the matrix is in the case where the proteins interact with each other but do not have any
other proteins in common with which they react. In these cases, the linear kernel ATA would
show no similarity between the two proteins even though they directly interact with each
other. By changing the diagonals of the matrix (changing the adjacency matrix to show
every protein to have a high confidence that it interacts with itself), I can fix this issue.
Paths of length one would appear to have a length of two, since there is now a path from
each node to itself. It also emphasizes direct interaction links, since the path of length one
from protein X to protein Y would now appear to be two paths–one originating from X and
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the other from Y. These paths would seem distinct since they must traverse the origin node
first, thus changing the first hop in the path. In essence, the linear kernel is now finding
all paths of length one in the adjacency matrix as well as the paths of length two that it
normally finds in PPI data. Figure 3.1 illustrates an instance where this phenomenon would
be helpful in predictions.
X W Y Z 
X - 1 1 1 
W 1 - 0 1 
Y 1 0 - 0 
Z 1 1 0 - 
X W 
Y Z 
Figure 3.1: An example of PPI interactions. In this example, the nodes are representative of
proteins and the edges indicate interaction between proteins. This highlights the importance
of catching both immediate neighbors and more distant neighbors.
The ‘-’ in the matrix of Figure 3.1 are traditionally filled in with a zero, since none of the
nodes has a path to itself. If one applies a linear kernel to this example, it gives all nodes
that are connected by a path of length two. For example the value of the kernel with respect
to X and Y is:
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K(X, Y ) = [0, 1, 1, 1]T [1, 0, 0, 0] = 0
Although there is an edge between X and Y, the linear kernel finds no similarity between
the two. One can easily argue that there is indeed some sort of relationship between the two
nodes because of the edge between nodes X and Y. To adjust for this I modify the original
adjacency matrix and replace each ‘-’ with a one instead of a zero. This changes our example,
giving a preferable solution where X and Y are considered related:
K(X, Y ) = [1, 1, 1, 1]T [1, 0, 1, 0] = 2
By making this change, we are finding how many paths of length one or two there are
from X to Y. The shared edge is counted in both directions, resulting in the value of two
even though there is only one distinct path. Since this manipulation essentially adds an edge
from each node to itself, the linear kernel is finding two distinct paths- X → X → Y , and
Y → Y → X.
3.1.3 Diffusion Kernel
The diffusion kernel works by considering paths of all lengths [25]. Past works have shown
it to be effective on PPI data for protein function prediction problems [27, 46, 49].
K = eβH (3.2)
β is a user defined parameter. The diffusion kernel makes use of graph laplacian. In graph
laplacian the diagonals of an adjacency matrix are changed to be the negative sum of the
number of paths in each row of the matrix. Graph laplacian is performed on the PPI ad-
jacency matrix. This changes the adjacency matrix, making the diagonals represent how
connected each node is in the graph (H in Equation 3.2). The adjusted matrix is used by
the diffusion kernel–it multiplies this matrix by the parameter β and take the exponential of
that result. This result is the diffusion kernel matrix, which is then read in by GOstruct.
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As described in Section 3.1.2, the linear kernel performs by finding all paths of length two
between pairs of nodes and using the number of paths to determine how likely it is that the
node pairs are similar. PPI-DIAG finds all paths of length one or two. The diffusion kernel
builds on this–instead of finding all paths of length one or two, the diffusion kernel finds
all paths of any length. Since it is computationally infeasible to find all possible paths of
any length in an adjacency matrix, the diffusion kernel is actually findig an approximation.
Paths may be infinitely long, and we will be able to find infinite paths as long as there is
some connectivity in the graph.
To get a better understanding of what the diffusion kernel is doing, the matrix exponential













Remember that (Ak)ij is the number of paths between proteins i and j of length k.
There are many ways to compute the exponential of a matrix [36]. I chose to use the expm
package in R, which approximates the exponential of a matrix by using Ward’s diagonal Pade
approximation [12, 36]. I found this implementation to be beneficial on PPI data. I perform
initial tests on the S. cerevisiae PPI data to establish the ideal value of β(I use the β from
the experiment that has the best results), then use this same value for all experiments that
include the diffusion kernel. The linear and diffusion kernels inspired my work with changing
the PPI data matrix diagonals to show a high level of interaction between every protein and
itself.
3.2 Kernels for Expression Data
Linear kernels built from raw GE data were not very helpful in preliminary experiments.
In this thesis I use two different forms of biclustering, and independent component analysis
on GE data, in the expectation that the different methods will reduce the noise in the GE
data and highlight the key information instead. These methods are known for their ability
to reduce the impact of noise in data, and I will explain why this is when I described them
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Table 3.1: Information about the GE data.
# Samples # Features # GO Terms
Datasets
S. cerevisiae 2463 79 4852
M. musculus 5692 29144 7753







Table 3.2 shows basic statistics for the S. cerevisiae GE data. The number of biclusters
found by each of the biclustering methods is shown in Table 3.2. ISA found several hundred
more biclusters than Q2, which find nearly twice as many biclusters as Q1.
3.2.1 Biclustering
The kernels used here work on GE data by comparing similarity of the entire expression
profile for proteins in the microarray. Since proteins are often co-expressed in very specific
situations, the linear kernel can easily miss a certain portion of a pair of expression profiles
that are highly similar because the other areas of those two proteins may have very different
expression levels. If there is a large area of the profile that is dissimilar, it can overwhelm the
kernel result to show very little similarity between the proteins. Biclustering avoids this issue
by dividing the expression data into groups of similarity by both row and column (across
experiments and genes). By performing biclustering on a data set and using the bicluster
information to build a linear kernel, one can capture condition specific gene co-expression
instances. Biclustering has been shown effective for protein function prediction problems in
the past [19, 20, 29].
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Biclustering works similarly to clustering, however it clusters on both rows and columns of
the data. Since protein interactions are often very specific to both the proteins involved and
the scenarios they are in, biclustering can more accurately capture the protein interactions. I
use two different biclustering methods– the Iterative Signature Algorithm (ISA) [19, 20] and
the QUalitative BIClustering algorithm (QUBIC) [29].
Run time for linear kernels built from GE data becomes unreasonable as the data grows
in size. By performing biclustering on GE data and using the bicluster data in the kernels, I
avoid run time issues while still retaining pertinent information. This is true because I now use
biclusters as features, instead of expression levels. Data is biclustered, then stored in another
matrix where the proteins are samples and the features are the biclusters. This reduces the
dimensionality of the problem, since we now have a collection of bicluster memberships as the
features instead of every experiment. At most we can have as many biclusters as experiments
(although it is highly unlikely to be that many). Genes track bicluster participation with
ones and zeroes, a one meaning it is part of that bicluster and a zero otherwise. I construct
data files for both of the biclustering algorithms that I use in this thesis, and use these to
build linear kernels.
ISA and QUBIC were chosen due to the minimal overlap in their strengths. ISA first
clusters on rows then on columns, whereas QUBIC first detects similarities in columns, then in
rows, and again in columns. Both algorithms averaged fewer biclusters than other algorithms
(for example FABIA [16] and SAMBA [50]), however QUBIC generally finds more than ISA.
This is partially because QUBIC can detect and cluster on inverse co-expression.
I chose algorithms that produce a smaller number of biclusters, to enforce a high level
of significance in bicluster participation. Neither algorithm produces so few biclusters as to
cause concern that important information is being missed. QUBIC is deterministic while
ISA is not, differentiating the two even more. Both algorithms are efficient, ensuring speedy
execution. They are also both easy to use and simple to install, with exemplary instructions.
This makes it harder to incorrectly use the algorithm, giving more credence to the results
(since they are more likely to be legitimate results from the algorithm and not generated by
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some issue with the setup). Finally, both have been used in other bioinformatics work and
have been shown to be effective forms of biclustering for GE data [29, 20].
3.2.1.1 Iterative Signature Algorithm
The Iterative Signature Algorithm (ISA) is a biclustering algorithm developed specifically for
GE data sets. It is built on the Signature Algorithm [19] by adding an iterative component
to the initial step. Understanding the Signature algorithm makes ISA easier to understand.
ISA requires that input data be in matrix form. For GE data each column is a condition
and each row is a specific gene, which can be represented easily in matrix form where each
gene/condition is assigned to a certain row/column, respectively. The Signature Algorithm
uses this data matrix to generate two normalized matrices, each with zero mean and variance,
one with respect to gene and the other with respect to condition. Using these matrices, the
Signature Algorithm then computes scores for each condition in the data set, using the
average expression change over the set of proteins for that condition. At this point the most
statistically significant conditions are selected and stored in a group (SC), which is used when
calculating the gene scores in the next step.
In the second major step of the Signature Algorithm, scores are computed for each gene
in the data set using the previously computed conditions scores and a similar process to
compute gene scores. The collection of gene scores is combined into one group that is used
to construct signatures for each entry in the input matrix, used later in the algorithm for
similarity comparisons between entries. Finally clusters are formed based on the signatures
that have been found. To do this, the Signature Algorithm takes the gene/condition pair
that has the highest signature intercept. This pair becomes the origin of a new module, and
all pairs within a given threshold are added to that module. Distance from a given module
takes into account both the distance from the origin and the distance from all other entries
in a module, so that if a module ends up migrating slightly, entries will still be accurately
placed. This step is repeated until all entries in the data set (all gene/condition pairs) are
added to a module. Each entry will be in exactly one module.
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The Iterative Signature Algorithm builds on the Signature Algorithm. It takes a random
pair of entries and uses them as the origin of the first cluster. From here the algorithm
is performed as normal, adding the closest entries (as defined by the signatures that are
computed in the Signature Algorithm) until none are within the given threshold. Another
set of random entries is chosen and the process is repeated until all terms have been assigned
to a bicluster.
Algorithm 1 Iterative Signature Algorithm
Choose random gene set, G(0)
while G(n+1) 6= G(n) do






while unassigned values do
Choose pair with highest signature intercept
for i in entries do
if i ≥ threshold then





Both the Signature Algorithm and ISA allow cluster fusion. This means that clusters
that are very close together can be combined into one larger cluster. By doing this, ISA and
its predecessor enable the user to have more control over the algorithm. While certain cases
require fewer biclusters, in protein function prediction I prefer to have the extra discrimination
between proteins and conditions. After all entries in the matrix have been assigned to a
bicluster, the Signature Algorithm then fuses together biclusters that have a high amount of
overlap. Clusters can be generated that occupy a similar space and if the user wants fewer
clusters then these can be merged together. For the experiments in this thesis, I do not
perform this step.
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3.2.1.2 Qualitative Biclustering Algorithm
The Qualitative Biclustering algorithm (QUBIC) [29] is the other biclustering algorithm I
used in this thesis. QUBIC depends on a calculated consistency level to determine whether
or not certain proteins and conditions should be included in a bicluster. Consistency level
is defined as ”the minimum ratio between the number of identical non-zero integers in a
column and the total number of rows in the sub-matrix” [29]. QUBIC reads in the GE data
and generates a weighted graph where nodes are genes and the edges are the similarity level
between nodes:
e(g1, g2) = g
T
1 g2
Once this graph has been composed the real bulk of the algorithm begins. First the edges
are put into a set S of possible seeds sorted by weight, where a larger weight is better. These
seeds will be used to create new biclusters. The seed list is iterated over until empty. A given
edge can be a bicluster seed if either one of the proteins is not in a bicluster already or the
two proteins are not in the same bicluster.
Once a seed has been chosen the list of proteins is iterated over and all proteins who
do not bring down the consistency level are added to the bicluster. Next the columns of
the current bicluster are evaluated, and all columns are retained which meet the consistency
level. Finally, QUBIC adds oppositely regulated proteins by comparing the proteins in the
same manner as before but inversing the sign on one gene to check for equal but opposite
expression levels.
I build two types of kernel from the QUBIC analysis, because QUBIC stores which proteins
are oppositely regulated in the cluster, and which are not. Both kernels retain all of the
bicluster data. The first kernel (Q1) uses the full bicluster as a feature, including the regularly
and oppositely expressed proteins. The second kernel (Q2) divides the biclusters into two
features, splitting these groups.
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Algorithm 2 QUalitative BIClustering Algorithm
Build sorted seed list Sgigj
while size(S) ≥ 0 do
Choose seed, remove seeds until find seed s s.t.
Require: gi or gj is not in an existing bicluster OR
Require: gi and gj are in different biclusters
end while
while gi ≥ consistency level do
Add gi to current bicluster
end while
for all columns do
if column consistency ≥ bicluster consistency then
Add column to bicluster
end if
end for
for all proteins do
Compute negative correlations and add to bicluster
end for
3.2.1.3 Using ISA and QUBIC
Neither ISA nor QUBIC produce results in a form that can be utilized by GOstruct. ISA
is also a non-deterministic algorithm (owing to the randomly chosen bicluster seeds), and to
ensure reliable results I ran ISA five times on each data set then combined the results from
all five runs into one kernel. QUBIC is deterministic and only needed to be run once.
For each gene I mark which biclusters it is in by adding it to a list of biclusters following
the name. Information is stored so that rows are gene names and columns are bicluster
names. For ISA I create unique bicluster names and for QUBIC I keep the existing bicluster
names.
Once these files were generated, I construct a linear kernel based on the bicluster data.
With the data is stored in bicluster/gene format, the linear kernel can capture condition
specific co-expression and report more accurate predictions, allowing me to maintain GE
information while capturing the specific co-expression similarities.
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3.2.2 Independent Component Analysis
Independent Component Analysis (ICA) is an unsupervised method known for its use in
signal separation, EEG, and ECG data. ICA takes data and separates it into independent
components, meaning it takes the features of a data space and projects them into a space that
leaves as little correlation between separate components as possible. This linear transforma-
tion separates out the components. By creating a projection of independent components,
ICA spreads data to find important hidden factors in it.
Take a data matrix X, where each row is a specific gene and columns are experiments
applied to those proteins. ICA takes this and computes a matrix to linearly transform the
matrix X to isolate the source components. This transformation takes the form:
X = AS, (3.4)
where the matrix S contains the independent components built from X, and A acts as a
weight matrix.
In this thesis I use fastICA [33] to perform ICA on GE data. FastICA assumes that the
input matrix X is preprocessed, meaning that it expects data to be normalized. It returns
the mixing matrix A, and as well as the matrix S of sources (which can be used for feature
selection). Once ICA has been performed, the mixing matrix can be used in predictions.
ICA is canonically used in signal separation tasks. An example is of conversations in a
crowded room with a series of microphones in the room recording the noise. In this problem,
ICA would take the information recorded by the microphones and separate out the individual
conversations around the room. Remember that these are distinct and different conversations
going on in the same room, so one can assume that the signals (conversations) do not have
any effect on each other.
Another classic example of ICA usage is in electroencephalographic (EEG) data. In both
of these examples, there is a large amount of noise in the data. Noise is independent from the
meaningful information, meaning that ICA is able to separate out the source of the noise.
Knowing the source of the noise allows the user to bypass its influence on predictions (by
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ignoring that data). Since GE data is also known for its noise, ICA has also been applied to
it.
GE data can be handled by ICA in a very similar manner. Using our first example,
instead of different conversations we have GO terms that are shared by groups of proteins,
and the microphones in the example are replaced by the expression levels of the proteins in
different experiments. For this, one can assume that the transcription levels of the proteins
are independent. Sources in GE would be biologically significant groups of proteins [26].
Given a matrix X comprised of the original GE data, assume that there are some number
of independent sources. The matrix is composed of microarray data, where there are m
proteins with n experiments that they are subjected to. This results in an m × n matrix,
which is the X matrix for ICA. Applying ICA to this matrix gives a vector S of sources and
the m× n matrix A of linearly separable components of the biological processes.
In the past [7, 9, 26, 28, 30] ICA has been applied to GE data. For these experiments the
input matrix is the GE data where rows are proteins and columns are experiments performed
on those proteins. The resultant matrix can then be used to build a kernel, or have other
algorithms applied to it (such as biclustering).
Using fastICA [33], I get projection matrix A, that divides the source information into
independent components, and the vector S of source signals. I take this projection matrix
and use it to generate a linear kernel.
3.3 Kernels for Sequence Data
I build linear kernels from sequence data. Each of these types of data are meant to emphasize
certain areas of sequence similarity. Of these, only BLAST is considered to be standalone.
The rest are supportive kernels, and should be used in conjunction with standalone kernels.
When used alone they result in nearly random quality predictions.
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3.3.0.1 BLAST
The Basic Local Alignment Search Tool (BLAST ) is used to generate sequence alignment
data. BLAST finds regions of sequences that are highly similar. It also calculates the
statistical significance of the regions that it detects. For example, since some sequences are
very common they are considered less important than an uncommon sequence that is found
to be similar in two different protein sequences. BLAST data was post-processed by removing
all hits with e-values less than 50.0, and dividing remaining values by 50.0 to normalize. The
lowest allowed value was 1e-10, and values below that were changed to be that minimum
value. The negative log of the resulting values were used as features.
3.3.1 Additional Sequence Based Kernels
Not all kernels are intended to make predictions on their own. Their purpose is to be
combined with other kernels (for example BLAST and PPI based) to improve those kernels’
predictions. These kernels highlight very specific information about proteins. They include
the localization signals, transmembrane protein predictions, K-mer compositions of N and C
termini, and low complexity regions in the sequence data.
While these kernels do not perform strongly on their own, when combined with other
stronger kernels they can help to improve predictions. I can more confidently make predic-
tions, since I am getting more information about the proteins that I am making predictions
on. By having a larger pool of information to use, we are giving ourselves more clues to how
those proteins are functioning. When combining kernels one can specify whether to use all
samples or only those that are found across all data sets in the kernels being used.
Localization Biological processes are frequently localized to a certain area in the cell. By
using this information, one can narrow down the possible protein functions for proteins in a
locale. While there are a number of methods to extract this information, I used the WoLF
PSORT algorithm [17]. This is an extension of PSORTII, a k-nearest-neighbor framework for
localization information extraction [18]. I used the raw features computed by WoLF PSORT,
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not its predictions.
Transmembrane Proteins are often embedded within the membrane of the cell and these
proteins are often associated with certain functions, for example cell adhesion and trans-
portation. Such proteins are inside of the membrane, inside the cell, and outside of the cell,
and weave through these areas. The composition of the proteins changes depending on which
area they are currently in. For each protein, I used the TMHMM [24] algorithm to determine
how many transmembrane domains the protein has.
N and C Termini Proteins have 2 ends, which are known as the N and C termini. I took
the 10 amino acids on each end and computed composition of the 3-mer representations of
the N and C termini and used them as features.
Low Complexity Regions Low complexity regions in proteins are abundant, and often
missed in standard protein sequence comparison methods. I used a sliding window of length
20 to scan these proteins and defined low complexity segments as those with the fewest
distinct amino acids. The amino acid composition of the lowest complexity window was used
as features.
3.4 Evaluating Results
Currently GOstruct uses a combination of PPI, GE, and sequence based data to make pre-
dictions. Some data sets are significantly more influential on the final predictions. First,
not all of the data sets contain data on the same number or subset of proteins. Second, not
all of the information in these data sets is equally important when determining GO terms
applicability. In this second case, information pertaining to a certain area in the GO struc-
ture will not help much when making predictions in the other specialized areas. To avoid
discriminating against data set size and composition I use a subset of gene names that appear
in all data sets for each organism. While this does leave us with a smaller set of proteins to
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Table 3.3: Existing evidence codes. The last evidence codes are ones that do not fit in the
four groups. I used evidence codes that are not part of the ISS group.
Evidence Code Group Ev. Code Full Name
EXP Inferred from Experiment
IDA Inferred from Direct Assay
Experimental Evidence IPI Inferred from Physical Interaction
EXP IMP Inferred from Mutant Phenotype
IGI Inferred from Genetic Interaction
IEP Inferred from Expression Pattern
ISS Inferred from Sequence or Structural Similarity
ISO Inferred from Sequence Orthology
Comp. Analysis ISA Inferred from Sequence
ISS ISM Inferred from Sequence Model
IGC Inferred from Genomic Context
RCA Inferred from Reviewed Computational Analysis
Author Statement TAS Traceable Author Statement
NAS Non-traceable Author Statement
Curator Statement IC Inferred by Curator
ND No Biological Data Available
IEA Inferred from Electronic Annotation
NR Not Recorded
make GO predictions for, the change in data size is not significant enough to be of concern
(for example, only a few S. cerevisiae terms are filtered out).
3.4.1 Filtering GO Evidence Codes
A large portion of annotations are produced computationally. The introduction of records cre-
ated by bioinformaticists, that are created through automatic means and depend on existing
(and sometimes erroneous) records, tend to propagate these errors to even more records [1].
Annotations in GO are assigned evidence codes that reflect their origin. Table 3.4.1 lists the
current evidence codes, their group names, and their individual names.
Curated experimental data is considered of high quality [23]. Work has been done to
determine the most reliable evidence codes. Jones estimates the error rates of curated records
in the GoSeqLite database to be at approximately 28% [23]. When records with the ISS
evidence codes are removed, the error rate drops to approximately 13% [23]. Rogers et al.
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reinforced this in their 2009 paper, reiterating the ISS evidence codes are of lower reliability
and should be removed [40]. Because of this, I also filter out ISS evidence codes for this work
as a preproccessing step.
3.4.2 Calculating Error
In order to determine which of these kernel methods worked best, I had to first decide what
would be construed as improvements.
One way to look at the error rate is on a per GO term basis. Instead of comparing
the entire vector of GO term predictions for each protein, one can look at each GO term’s
correctness and use that to calculate the overall accuracy of the prediction. The area under
the ROC curve (AUC) measures the rise of the false positive rate as the true positive rate
increases. A high AUC indicates that there are significantly more true positives for every false
positive, meaning that whatever method the AUC is measuring is generally correct. A low
AUC indicates that there are many more false positives, showing that the measured method is
often making incorrect predictions. The goal is to have a very high AUC score, meaning that
the method is making many fewer incorrect predictions than correct predictions. Calculating
AUC for structured output isn’t trivial, so I do it on a GO term by GO term basis, which I
believe makes it easier to track differences between methods. Another alternative is to use
loss. I believe that it is easier to interpret the AUC values, so I use those to compare methods
in this thesis.
3.4.3 Cross Validation
I evaluate the accuracy of the kernel methods in this thesis with five fold cross validation.
When performing cross validation, the first step is to establish a set of data for each fold.
In our problem if there are two similar proteins, each in its own fold, and a prediction is
made of one based on the other, the prediction problem would be trivial. I prevent this from
happening by ensuring that such proteins are within the same fold.
Folds are composed of groups of proteins with similar sequence. To do this, I create
connected components of proteins on the basis of sequence similarity. I randomly assign
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components to folds. The largest components are placed into the folds first. The smallest fold
will be assigned the largest un-attached component, and this is repeated until all components
are divided into the folds. This leads to fairly evenly sized folds where all similar proteins are
contained in an individual fold. The same folds are used in all experiments. This maintains
continuity across experiments; Regardless of which data sets are used, the same IDs will be





I compare three kernel methods for the network data. The first, a linear kernel constructed
from raw PPI data, is what we currently use with GOstruct [45, 46, 47]. The second and
third, PPI-DIAG and the diffusion kernel, are new to GOstruct. PPI-DIAG is a completely
new method, introduced in this work, and the diffusion kernel has been applied to PPI data
in other instances [27, 49].
Table 4.1: Results from experiments over PPI data. Experiments were run on each GO
namespaces– Molecular Function (MF), Biological Process (BP), and Cellular Component
(CC), as well as the combined GO namespaces (MF, BP, and CC). The combined GO ex-
periments make predictions on all of the GO namespaces simultaneously. Numbers are the
average AUC values over the 5 folds of the of the data (which in turn are the averages of the
AUC values for individual GO terms within the fold).
PPI PPI-DIAG Diffusion
S. cerevisiae
MF 0.952 0.900 0.486
BP 0.946 0.943 0.763
CC 0.946 0.944 0.744
Combined 0.955 0.953 0.583
M. musculus
Combined 0.838 0.823 N/A
Table 4.1 shows the average AUC results from each of experiments using the kernels






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.1: Scatter plots showing the AUC scores for GO terms, comparing the raw PPI
kernel and PPI-DIAG. S. cerevisiae is shown in 4.1(a) and M. musculus is shown in 4.1(b).
diffusion) improve on the raw PPI results. In fact, the diffusion kernel performs much worse.
For S. cerevisiae, the raw PPI kernel performs better than diffusion on approximately 1400
of the 1654 GO terms. For GO terms where the diffusion kernel performs better, the average
AUC increase was only 0.12. PPI-DIAG results are very similar to the raw PPI kernel, so
in Figure 4.1 I compare results for individual GO terms between the raw PPI kernel and
PPI-DIAG. The two methods have a much higher degree of similarity between GO term
AUC values in S. cerevisiae than in M. musculus . I believe this is because the interaction
network in S. cerevisiae is better characterized than in M. musculus–there are more proteins
and more interactions per protein.
Most GO terms are not strongly affected by changing the diagonal, but I believe that
a certain subset of them will be. Of the approximately 7,000 GO terms predicted for M.
musculus, PPI-DIAG has a higher AUC scores than the raw PPI kernel on 2569 terms. On
another 4284 terms the raw PPI kernel does better, and the remaining few are exactly the
same for both methods. GO terms that have higher AUC values in PPI-DIAG have an




Each of the methods used in this work have had some success on the GE data. Initially I
ran experiments on the individual kernel methods (which I will discuss shortly), and finding
poor results, I experimented with combining kernels. Finally, I take the best performing
experiments and combine those kernels with the sequence and network data.
Table 4.2: AUC values from experiments over GE data. These numbers are the average
AUC values over the 5 folds of the data. Experiments were run on each GO namespaces–
Molecular Function (MF), Biological Process (BP), and Cellular Component (CC), as well
as the combined GO namespaces (MF, BP, and CC). The biclustering algorithms are the
columns, Q1 meaning the QUBIC kernel that uses whole biclusters and Q2 meaning the
kernel that separates biclustering into the normally regulated and oppositely regulated genes.
‘ISA+Q2’ is a combined run, where both the ISA and Q2 kernels were used. ‘All GE’ means
that all of the GE kernels were used (Raw, ISA, Q1, Q2, and ICA).
Raw ISA Q1 Q2 ICA ISA+Q2 All GE
S. cerevisiae
MF 0.641 0.587 0.582 0.604 0.633 0.608 0.671
BP 0.731 0.640 0.631 0.658 0.731 0.664 0.731
CC 0.718 0.656 0.619 0.634 0.759 0.666 0.728
Combined 0.752 0.650 0.630 0.650 0.759 0.666 0.765
M. musculus
Combined 0.697 0.627 0.580 0.566 0.728 N/A 0.627
Table 4.2 shows AUC scores in 5-fold cross validation for the individual kernel exper-
iments. These experiments were run on each GO namespace–Molecular Function (MF),
Biological Process (BP), and Cellular Component (CC), as well the entire GO. For this, Q1
and Q2 signify the QUBIC kernels. ‘ISA+Q2’ is an experiment that used both the ISA and
Q2 kernels. In the ‘All GE’ experiment, all of the GE kernels were used (Raw, ISA, Q1, Q2,
and ICA). The results for each of the biclustering methods are very similar, and are all much
lower than the results using the raw expression values. ICA performs slightly better than
raw in most cases. Combining all of the GE kernels performs the best. These numbers are
35
averages over all of the GO terms in the experiments, so I take a closer look at the results to
see if it makes sense to combine kernels.


























































































































Figure 4.2: Distributions of AUC values for each of the kernels, and the results from the
combined kernel experiments.
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Figure 4.2 shows histograms of the AUC value distributions for each of the GE kernels.
As expected from the averages in Table 4.2, the combined GE kernels experiment, ICA, and
the kernel from the raw expression data all have more GO terms with AUC values above 0.5.
ICA has a narrower distribution than the raw, and also has fewer extremely low scores. The
biclustering algorithms are not as successful because they may not be finding comprehensive
sets of biclusters, which is key for success in biclustering. Most terms have lower AUC values
than their counterparts in the raw expression kernel experiment.
In binary prediction problems, I would not expect any terms to have AUC values below
0.5. Structured prediction, however, classifies a group of GO terms (in this thesis a group is
either all GO terms, or all from a particular namespace) at a time, and may minimize the
AUC value for one term so that it falls below 0.5 in order to maximize the scores of other
GO terms. This is why we see some GO terms with AUC values below 0.5. The expectation
is that by having those few GO terms with low scores, we will have many more with much
higher scores.
The AUC for individual GO terms differed greatly between kernel methods. Figure 4.3
shows scatter plots comparing the GE kernel results. These plots show that the different
methods are performing very differently on each GO term. The scatter plot comparing ICA
and the raw expression data kernel shows that they are highly correlated. The biclustering
scatter plots exhibit much less correlation, and have most points below the diagonal. A few
points on the Q2 scatter plot have significantly higher AUC values for Q2 than for the raw
kernel.
Figure 4.4 contrasts the biclustering algorithms. As stated before, these all performed
poorly when compared to ICA and the kernel built from raw expression data. Comparing
them allows us to see how much overlap there is between the different biclustering methods.
From these scatter plots, we see that there is a large spread in the AUC values for individual
GO terms between the biclustering methods. This indicates that the biclustering algorithms
are indeed finding different important information.

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.3: Scatter plots comparing the raw GE results to the biclustering methods and ICA.
kernel constructed from raw GE data performs the poorest. I compare the raw GE prediction
results on these terms to the other methods. Figure 4.5 shows the 10 GO terms with the
lowest AUC values for the raw GE data kernel. In this, each of the biclustering algorithms has
significantly better results. ICA also does better than raw, but follows very closely in all but
one case (GO:0005090, a molecular function term named Guanine nucleotide exchange factor
(GEF)). This trend continues for many of the terms where the raw GE data does not predict


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4: Scatter plots comparing each of the biclustering methods to the others. The two
forms of QUBIC are present, as well as ISA.
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Figure 4.5: The 10 lowest scored GO terms for the raw GE data (all have less than 0.5
AUC), and their AUC for each of the biclustering methods. This is over the molecular
function namespace using the 2011 GE S. cerevisiae data. All of the biclustering methods
except for ICA perform significantly better on these terms.
Figure 4.5 shows that for all instances where the raw GE kernel performs poorly, the
biclustering algorithms are highly successful. This suggests that the biclustering kernels are
taking advantage of different significant information in the GE data than the raw expression
kernel, implying that the methods complement each other. Because of this, when combining
kernels, I decided to include the biclustering kernels with other GE kernels.
Figure 4.6 takes another approach in viewing the results from the individual kernel exper-
iments. Here, I take the two GO terms from each GE kernel experiment that have the highest
scores. There are 5 methods (raw, ICA, ISA, Q1, and Q2), so we expect to end up with 10
GO terms. Overlap between the highest terms in the different kernels led us to have fewer
than 10 terms in the final figure. In this figure we see a strong correlation between results
in almost all terms. GO:0031428 (box C/D snoRNP complex ) from the cellular component
namespace has the most variation, with AUC scores ranging from almost 0 (Q1) to almost 1
(ICA and raw).
Table 4.2 shows the combined kernel experiment results. ICA and raw were the top
performing GE kernels, so I combined each of them with the sequence and PPI data. I also
used ISA and one of the QUBIC kernels (Q2) to represent the GE data, in another set of
tests. Finally, I use all of the GE kernels as well as the sequence and PPI data. These results
didn’t show improvements using GE data. There are a couple of reasons why this may be.


















Figure 4.6: The two best terms (in the combined GO namespace) for each of the kernels to
predict, for the S. cerevisiae experiments. I plot the AUC values for all kernels, for the list
of terms that were the best from each kernel.
Table 4.3: Results from expression data experiments over the S. cerevisiae data with com-
binations of GE kernels. Experiments were run on each GO namespace. In this table, “All”
means the sequence and PPI kernels. The GE kernels that were used are listed in the column
names. These experiments use different GE kernels in conjunction with the PPI and sequence
data kernels. ‘All but GE’ is the baseline experiment, and does not use any GE kernels.
All but GE All+Raw All+ISA+Q2 All+ICA
MF 0.947 0.947 0.941 0.946
BP 0.941 0.940 0.935 0.939
CC 0.953 0.947 0.940 0.939
Combined 0.953 0.953 0.949 0.953
overwhelming the improvements from other data. The results in Table 4.2 should be taken
with the understanding that this is the case, and that improving GE predictions is valuable.
4.3 Sequence Data
I had several sequence kernels and were interested in seeing the contribution from each.
Table 4.2 shows results from the sequence based kernels and the original PPI kernel (S.
cerevisiae data for only the molecular function namespace, not the combined GO namespace).
This table illustrates how, alone, many of the sequence based kernels are only marginally
better than random predictions. However, when combined with other stronger kernels they
help to improve predictions. For our experiments I used these kernels in conjunction with
the network and GE data. Each of the sequence based kernels does not perform well alone,
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Table 4.4: Results from existing data sources. This is AUC for all molecular function GO
terms using the S. cerevisiae data. In this table, ‘seq’ means all of the sequence data kernels
(BLAST, lcomplx, localiz, termini, and tramsmem), and ‘seq+network’ means all of the












however, combined they do much better.The ‘seq+network’ experiment used the PPI kernel
as well as all of the sequence based kernels (BLAST, lcomplx, localiz, termini, and transmem).
Because the network data is so well characterized in S. cerevisiae, the combined experiment




Conclusions and Future Work
Three kernel methods were used on the network data–PPI, PPI-DIAG, and the diffusion
kernel. Of these methods, the original linear kernel constructed from adjacency data was
most successful overall. Based on these results, I would recommend that users continue to
use the linear kernel on PPI data. Unlike the supportive kernels discussed in Section 3.3,
the network kernels are not suited to being combined, because they have a high degree of
similarity in the results. The diffusion kernel has been shown to be applicable to other
network problems [27, 49], and PPI-DIAG may similarly have other applications where it
would be successful.
While other works [27, 49] have found instances where the diffusion kernel is effective, it
was not the case here. The data used by other works is also different from that used in this
thesis. In these cases, the data had a binary format (either the proteins interact or they do
not), rather than being confidence levels. Furthermore I am using a structured output SVM
instead of a series of binary SVMs. The diffusion kernel may not be effective with structured
output methods. I am not sure which of these affect the diffusion kernel results but it is clear
that in this instance the diffusion kernel is not an improvement over the kernel I currently
use (the linear PPI kernel).
Gene expression data has proved difficult to make effective use of in machine learning
algorithms because it is highly noisy. I explored several methods for extracting robust features
from this data– several forms of biclustering, and ICA. I have found that different biclustering
methods find vastly different relationship. So by combining these different viewpoints we
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are able to extract a more comprehensive view of the data, which translates into better
performance.
Of all the GE kernels, only ICA outperforms the raw kernel and even it is unable to
improve the overall results when combined with the sequence and network data. Table 4.2
shows results from the ICA experiments and it outperforms raw in almost all cases (the
MF namespace for S. cerevisiae being the exception). This may not be the case in other
species, for example M. musculus and Homo sapiens (human), where the methods developed
here could be more useful. Network data for M. musculus and H. sapiens is not as effective
as the S. cerevisiae network data, and so the GE results would have more opportunity to
make improvements in predictions. The results in Figure 4.2 should be taken with the
understanding that the network data overshadows the other data, and that improving GE
predictions may be valuable in other organisms.
Our preliminary investigations in combining kernels, shown in Table 4.2, show promising
improvements. The biclustering and ICA kernels improve overall performance, and I recom-
mend that users take advantage of these kernels. This doesn’t translate into improvement in
experiments using sequence and network data. I believe that this is because in S. cerevisiae
the network data is very well characterized. I would like to continue investigation in M.
musculus and H. sapiens because the GE only experiments in S. cerevisiae show potential
to improve the combined (sequence, network, and GE data) experiment results and in M.
musculus and H. sapiens the network data is not as well characterized. Continuing investi-
gation into these approaches should lead to the best combination of kernels, allowing us to
remove others from use, minimizing overhead.
Improvements are most noticeable in the Biological Process (BP) and Cellular Component
(CC) namespaces, but are present in Molecular Function (MF) as well. Furthermore, when
predicting across the entire GO namespace these improvements do not deteriorate. I intend
to continue making predictions using the combined GO namespaces.
As mentioned above, I have plans for several extensions to this work. Experiments take
too long to run; I need faster methods. As discussed in Chapter 4, run times for experiments
44
Table 5.1: Approximate system requirements for S. cerevisiae, M. musculus , and H. sapiens






can take several weeks (see Table 5). The memory requirements for such tests are also
extensive. I would like to see work done on making GOstruct utilize parallel processing more
than it does now. Once the memory and runtime issues have been solved, I want to apply
these methods to a larger model organism–Homo sapiens. I believe that H. sapiens would
provide additional insight to these kernel methods.
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