We visit the following problem: For a 'generic' model of consumer choice (namely, distributions over preference lists) and a limited amount of data on how consumers actually make decisions (such as marginal preference information), how may one predict revenues from offering a particular assortment of choices? This is a central problem in operations research and marketing. We present a framework to answer such questions and design a number of tractable algorithms from a data and computational standpoint for the same.
Introduction
In acquiring a particular type of product or service, customers routinely face a plethora of choices. In deciding between these choices, a customer expresses her preferences for a particular product or service over others available to her. Given an understanding of the likely preferences of a typical customer, a seller is faced with an interesting question: among some universe of potential alternatives, what choices should the seller offer his customers with a view to maximizing his expected revenues? This is a challenging question to answer. To fix ideas, let us assume that our seller has a universe of N products, N , and must decide on a subset of products to offer to his customers. Let p i denote the retail price of product i and M denote a generic subset of N . In quantitatively deciding on an 'optimal' set of products to offer his customers, one approach for the seller would be to posit a probabilistic model of customer choice. In particular, such a model would yield the likelihood that a potential customer purchases product i given that the set of products on offer is M. Let us denote this estimate by P(i|M). The problem the seller faces is then rather simple to state; the seller would like to find a subset of products M ∈ N that maximizes the expected revenue i∈M p i P(i|M), potentially subject to additional constraints such as, say, an upper bound on the size of the subset selected. While this is a potentially non-trivial optimization problem, it is frequently difficult to even simply 'state' the problem above. In particular, one faces the more fundamental issue of specifying the 'choice' model P(·|·) as it is highly unlikely that a seller will have sufficient data to estimate a generic model of this type.
The problem of identifying a choice model from limited data is central in multiple fields including operations, marketing and econometrics. To date, the natural approach to dealing with the challenge of specifying a choice model with limited data has been to make parametric assumptions on the choice model that allow for its identification from such limited data. Of course, such an approach implicitly posits additional assumptions on the structure of a customer's choices. Doing so has natural pitfalls; specifically, such implicit assumptions may not be true in practice. Indeed, for one of the most commonly encountered parametric models in theoretical studies (the multinomial logit), it is a simple task to come up with a list of deficiencies ranging from serious economic fallacies presumed by the model to a lack of statistical fit to observed data for real-world problems. These issues have led to a rich literature of increasingly complex parametric choice models that posit and attempt to calibrate 'hierarchies' in how consumers make purchase decisions, among other things.
The present work begins with the following question: given a limited amount of data on customer preferences and assuming only a 'generic' model of customer choice, what can one say about expected revenues from some arbitrary given set of products? We take as our generic model of customer choice, the set of distributions over all possible customer preference lists (i.e. all possible permutations of N ). Essentially any parametric model that one might encounter, is likely to be reduced to a special case of this general model. We view 'data' as some linear transformation of the distribution specifying the choice model, yielding marginal information. We will see that this view is consistent with the data one may hope to acquire in reality. Given these views, we consider two complementary formulations of the above question.
• We consider the problem of finding a choice model of sparsest support, consistent with the observed marginal data on customer preferences. Here we equate the notion of a 'sparsest' explanation with that of a most likely explanation of the data observed, a view that has in recent times found a great deal of credence in the statistics community (cf. Candes et al. [2006b] , Donoho [2006] ).
• We consider the problem of finding a choice model that while being consistent with the observed marginal data would yield minimum expected revenues for a given offer set. Such an estimate may naturally be viewed as 'robust'.
The sparse estimation problems we propose are, in general, hard. For these problems, we propose a simple combinatorial procedure that produces the sparsest choice model consistent with the observed marginal data provided the true underlying solution satisfies two simple abstract properties. To demonstrate that these properties are 'reasonable', we show that a sufficiently sparse choice model generated uniformly at random from the family of choice models we consider here will, with high probability, satisfy these properties. In fact, the sparsest fit criterion will exactly recover such a randomly generated model which provides a mathematical justification for the sparsest fit criterion itself.
The robust estimation problems we formulate can be cast as linear programs in N ! variables which are not amenable to direct solution. For this class of linear programs we present a generic, tractable approximation procedure that sequentially produces improving lower bounds to the optimal solution. Our procedure relies on sequentially producing integral polyhedral representations of certain sets, and relatively straightforward applications of linear programming duality. Depending on the nature of the marginal data available, the procedure we propose may, in fact, be shown to be efficient in interesting cases.
Finally, we present a computational study illustrating the efficacy of our approach. Using a multinomial logit model and a nested multinomial logit choice model, both derived from Amazon.com DVD sales data, we simulate sales data according to each of these models for a common sequence of 'test' assortments. Using this simulated sales data as input, we then consider the revenue predictions made by our robust procedure for various randomly drawn offer sets in each case. We find that the robust procedure produces surprisingly faithful revenue predictions relative to the true underlying choice model in each case. This is remarkable since the two models are structurally very different and generate very different substitution/ choice patterns; the robust estimation procedure is a-priori agnostic to these structural assumptions. In a second set of experiments, we use the simulated sales data obtained from the nested MNL model in two ways: First, we fit an MNL model to this data and use the resulting 'force'-fitted MNL model to guide the selection of a revenue maximizing offer set. Using this same sales data, we then use our robust revenue prediction procedure to guide the selection of a revenue maximizing offer set. We find that the latter procedure is capable of identifying substantially superior (and, in fact, optimal) offer sets relative to the 'force-fit' MNL model.
To summarize, our contribution is thus a novel approach to modeling customer choice given limited data. The approach we propose is complemented with efficient, implementable algorithms. These algorithms yield subroutines that utilize limited data to make non-parametric revenue predictions for any given offer set. Such subroutines could then form the core of optimization procedures that seek to maximize expected revenues by a judicious choice of offer sets.
1.1. Relevant Literature:
Operations and Marketing
There is a vast body of literature on the (parametric) modeling of customer choice; a seminal paper in this regard is McFadden [1980] . As stated earlier, a great deal of care must be taken in parametric choice modeling as the structure imposed by such models may not hold in practice. For instance, the multinomial logit choice model (that is for all practical purposes the mainstay of choice models employed in the operations literature) is incapable of capturing any heterogeneity in substitution patterns across products (see Debreu [1960] ) and has been shown to be a poor fit to observed data (Bartels et al. [1999] , Horowitz [1993] ). The artifacts of such mis-modeling could lead to undesirable consequences. Of course, these are well recognized problems, and far more sophisticated models of choice have been suggested in the literature (see, for instance, Anderson et al. [1992] , Ben-Akiva and Lerman [1985] ); the price one pays is that these more sophisticated models may not be easily identified from sales data.
A generic model of consumer choice (that is slightly less general than what we consider in this paper) would assume that a customer is endowed with a utility function over alternatives and choose alternatives that maximize utility. Many parametric choice models effectively posit a structural form to this utility function. There is a stream of research (primarily in marketing) that is concerned with positing models wherein a customer's utility for an alternative is some (typically linear) function of measurable attributes. One may then consider problems of estimating such models via a 'conjoint analysis' (see Green et al. [2001] for a brief overview of this extremely useful research area) and optimizing assortment decisions based on models so fit (key papers in this vein include Dobson and Kalish [1988] , Green and Kreiger [1985] , McBride and Zufryden [1988] ). These methods typically rely on a lot more than simply sales transaction data (such as surveys, expert input etc.) and are intended primarily to be of use in 'product design' problems. In contrast to such work, we do not assume knowledge of such measurable attributes that are the sole influencers of a customer's decisions. Rather, we wish to rely only on data one may hope to garner from sales transactions and little or no 'expert' input with a view to optimizing the subset of alternatives offered to customers from some existing palette of choices. It remains an interesting direction to develop extensions of our methodology to learning and exploiting product features that influence choice.
Modeling customer choice is central to a number of problems within the area of revenue management. See Talluri and van Ryzin [2004b] and references therein for an overview of this area. Motivated by the potential pitfalls of not modeling choice in network yield management problems (see Cooper et al. [2006] ), extending traditional network capacity control approaches to model such behavior has been an extremely active area of research in recent years. See for instance, Gallego et al. [2006] , Talluri and van Ryzin [2004a] , , Zhang and Cooper [2005] . This body of work focuses less on how one might approach the problem of modeling customer choice per se and emphasizes optimization issues that arise having assumed some specific model of choice (typically a multi-nomial logit). Given the rich sales data available to firms that practice network revenue management, the present work provides a means of using this data to garner new insights on how customers choose between flight product alternatives available to them. A closely related class of problems in revenue management, namely assortment planning, rely centrally on a model of customer choice (see Goyal et al. [2009] , Mahajan and van Ryzin [1999] , Rusmevichientong et al. [2008] ). Again the work in this area has focused primarily on optimization issues for very specific models of customer choice whose validity is assumed a-priori. In contrast, the present work focuses far more closely on understanding customer choice behavior implied by available sales data and yields tractable sub-routines for what can be considered the most basic operation in most of the aforementioned problemspredicting expected revenues from offering customers some assortment of choices. The price one pays for this generality is that optimization routines that exploit choice model structure may no longer be applicable. Here we note that generic optimization techniques that only rely on the type of sub-routine we provide here have been found to be quite effective (see Belloni et al. [2008] ). Moreover, it may well be the case that one is willing to sacrifice the ability to optimize efficiently having assumed a potentially incorrect model of choice for the ability to predict customer choice effectively and correctly.
The problem of identifying parametric choice models from data has also received a great deal of attention in several communities, including marketing, econometrics and operations. Examples of such work within operations include a recent paper by (also see the references therein and the book by Talluri and van Ryzin [2004b] ) that considers an algorithm for estimating a multi-nomial logit choice model from sales data, and Rusmevichientong et al. [2008] , Saure and Zeevi [2009] that consider estimating the more general class of 'random utility' choice models from sales data. The restriction to random utility models appears to stem from the fact that these models can be identified from sales data one may typically have access to. That said, such models are not capable of modeling correlations in customer utilities across products or 'hierarchical' choice behavior that academic marketing research has shown to be prevalent. Identifiability thus comes at a potentially high price. An exception to this state of affairs is the paper by Rusmevichientong et al. [2006] that consider a general non-parametric model of choice similar to the one considered here in the context of an assortment pricing problem. The caveat is that the approach considered requires access to samples of entire customer preference lists which are unlikely to be available in many practical applications. The present work provides an alternative perspective on these issues, by asking what best one may do with limited data, but without imposing such strong structural assumptions as in a random utility model.
Inference and Compressive Sensing
Fitting a sparse model to observable data has been a classical approach in statistics inspired by the philosophy of Occam's Razor. Motivated by this, sparsity based conditions for learnability have been of great interest over years in the context of communication, signal processing and statistics, cf. Nyquist [2002] , Shannon [1949] .
In recent years, this approach has become of particular interest due to exciting developments and wide ranging applications including:
• In signal processing (see Candes and Romberg [2006] , Candes and Tao [Dec. 2005] , Candes et al. [2006a,b] , Donoho [2006] ) where the goal is to estimate a 'signal' by means of minimal number of measurements. This is referred to as compressive sensing.
• In coding theory through the design of low-density parity check codes Gallager [1962] , Luby et al. [2001] , Sipser and Spielman [1996] or in the design Reed Solomon codes Reed and Solomon [1960] where the aim is to design a coding scheme with maximal communication rate.
• In the context of streaming algorithms through the design of 'sketches' (see Berinde et al. [2008] , Cormode and Muthukrishnan [2006] , Gilbert et al. [2007] , Tropp [2004, 2006] ) for the purpose of maintaining a minimal 'memory state' for the streaming algorithm's operation.
In all of the above work, the basic question (see Muthukrishnan [2005] ) pertains to the design of an m×n 'sensing' matrix A so that based on y = Ax (or its noisy version), one can recover x. The setup of interest is when x is sparse and hence the regime when m < n or m n. The type of interesting results (such as those cited above) pertain to characterization of conditions under which x can be recovered, in terms of the sparsity of x, say k, for the given number of measurements, m. The usual tension is between the ability to recover x with large k using a sensing matrix A with minimal m.
The sparsest recovery approach of this paper is similar (in flavor) to the above stated work. However, the methods or approaches of the prior work do not apply. In a nutshell, in our setup we are also interested in recovering a certain sparse vector x from data y = Ax. However, the corresponding matrix A is given rather than a design choice. Moreover, the matrix A is dependent on the structure of the space of permutations. Now, an important development of the above stated work is the characterization of a class of sufficient conditions (on the structure of A) for recovery, collectively known as the Restricted Isoperimetric Property (RIP) (see Berinde et al. [2008] , Candes et al. [2006b] ) of matrix A. However, such sufficient conditions trivially fail in our setup (see Jagabathula and Shah [2008] ). Therefore, a new approach is required.
The Choice Model and Problem Formulations
We consider a universe of N products, N = {0, 1, 2, . . . , N − 1}. We assume that the 0th product in N corresponds to the 'outside' or 'no-purchase' option. A customer (or consumer) is associated with a permutation σ of the elements of N ; the customer prefers product i to product j if and only if σ(i) < σ(j).
A customer will be presented with a set of alternatives M ⊂ N ; any set of alternatives will, by convention, be understood to include the no-purchase alternative i.e. the 0th product. The customer will subsequently choose to purchase her single most preferred product among those in M. In particular, she purchases (1) argmin i∈M σ(i).
Choice Model:
In order to make useful predictions on customer behavior that might, for instance, guide the selection of a set M to offer for sale, one must specify a choice model. A general choice model is effectively a conditional probability distribution P(·|·) : N × 2 N → [0, 1], that yields the probability of purchase of a particular product in N given the set of alternatives available to the customer. We will assume essentially the most general model for P(·|·). In particular, we assume that there exists a distribution λ : S N → [0, 1] over the set of all possible permutations S N that defines our choice model as follows: Define the set
as the set of all customer types that would result in a purchase of j when the offer set is M. Our choice model is thus
Not surprisingly, the above model subsumes essentially any model of choice one might concoct: in particular, all we have assumed is that potential customers possess rational (see Mas-Colell et al. [1995] ) preferences over all alternatives 1 , and that a particular customer will purchase her most preferable product from the offered set according to these preferences.
Data:
While the class of choice models we will work with is quite general and imposes a minimal number of behavioral assumptions on customers a-priori, identifying the model itself is the challenge we must address.
In particular, a seller will have limited data with which to estimate λ and we next describe a general notion for what we mean by 'limited' data: we assume that the data observed by the seller is given by an m-dimensional 'partial information' vector y = Aλ, where A ∈ {0, 1} m×N ! makes precise the relationship between the observed data and the underlying choice model. Typically we anticipate m N !. For the purposes of illustration, we consider the following concrete examples of data vectors y:
• Ranking Data: This data represents the fraction of customers that rank a given product i as their rth choice. Here the partial information vector y is indexed by i, r with 0 ≤ i, r ≤ N . For each i, r, y ri is thus the fraction of customers that rank product i at position r. The matrix A is then in {0, 1} N 2 ×N ! . For a column of A corresponding to the permuation σ, A(σ), we will thus have A(σ) ri = 1 iff σ(i) = r.
• Comparison Data: This data represents the fraction of customers that prefer a given product i to a product j. The partial information vector y is indexed by i, j with 0 ≤ i, j ≤ N ; i = j. For each i, j, y i,j denotes the fraction of customers that prefer product i to j. The matrix A is thus in {0, 1} N (N −1)×N ! . A column of A, A(σ), will thus have A(σ) ij = 1 if and only if σ(i) < σ(j).
• Top Set Data: This data refers to a concatenation of the "Comparison Data" above and information on the fraction of customers who have a given product i as their topmost choice for each i.
where A 1 is simply the A matrix for comparison data, and A 2 ∈ {0, 1} N ×N ! has A 2 (σ) i = 1 if and only if σ(i) = 1.
Many other types of partial information vectors are consistent with the above view; in our experiments with empirical data in Section 5, we will encounter partial information vectors closely related to 'comparison data' above that are readily obtained from sales data.
A Revenue Estimation Black-Box
While modeling choice is useful for a variety of reasons, one reason that particularly motivates us is using such models to effectively guide the selection of revenue optimal offer sets with limited data. To this end, we associate every product in N with a retail price p j . Of course, p 0 = 0. A central quantity that will concern us then is the expected revenue, R(M), to a retailer from offering a set of products M to his customers. Under our choice model this is given by:
We view the problem of estimating the function R(·) given only the limited data we may have access to, and while making a minimal number of behavioral assumptions on the customer, as our central problem. Given a 'black-box' that is capable of producing estimates of R(·) using some limited corpus of data, one may then hope to use such a black box for tasks such as picking an optimal offer set M, or perhaps even more complicated optimization problems. Our overarching motivation is the construction of such a black-box.
Problem Formulations
We will consider two complementary approaches to the problem of 'estimating' R(·) from limited data. The first concerns finding the 'simplest' model consistent with the observed data. The second approach is robust and identifies a 'worst-case' choice model consistent with the observed data.
The "Simplest" Model: In finding the simplest choice model consistent with the observed data we attempt to solve:
(2)
We thus equate the notion of simplicity with that of sparsity; in particular, we seek to find a distribution λ consistent with our observations that has the sparsest support. As discussed earlier, the primary justification for such an approach is the philosophy of Occam's Razor which suggests that the simplest explanation is correct, and indeed the notion of simplicity (i.e. sparsity) we pursue has gained a great deal of credence in the statistics literature. However, we will also provide a mathematical justification of why the above program is likely to recover λ in many useful cases. One may then use the λ recovered by the program to directly estimate R(·).
The Robust Approach: An alternative to the above approach is to ask the following question: For a given offer set M, and data vector y, what are the minimal expected revenues we might expect from M consistent with the observed data? To answer this question, we attempt to solve :
The above program implicitly identifies a 'worst-case' choice model that is nonetheless consistent with observed sales data. The problems stated above are difficult to solve and in the next two sections we will describe procedures that address this difficulty.
Estimating Sparse Choice Models
Here we consider finding the sparsest model consistent with the observed data, i.e. problem (2). It is natural to ask at the outset whether a restriction to sparse choice models is 'interesting'. We will shortly answer this question in the affirmative. Returning to the problem, we face two natural questions: (a) When does recovering the sparsest solution lead to recovery of the true model generating our observed data, and (b) Is there an efficient procedure to solve problem (2)? We begin with motivating why a restriction to sparse choice models is not overly restrictive from a revenue maximization standpoint.
Why Search for Sparse Solutions
As discussed earlier, Occam's Razor provides a philosophical justification for finding the sparsest solution consistent with observed data. Here we provide an alternative perspective from a revenue optimization standpoint. Recall that our interest is in evaluating the expected revenue function R(M) for a given offer set M. Let us restrict ourselves to offer sets that are 'small', i.e. bounded by a constant |M| ≤ C; this is legitimate from an operational perspective. We now show that any customer choice model can be wellapproximated by a choice model with sparse support for the purpose of evaluating revenue of any offer set M of size upto C. In particular, we have: Theorem 1. Let λ be an arbitrary given choice model. Then, there exists a choice modelλ with support O
The proof of Theorem 1 is provided in Appendix A.1. One interpretation of the theorem above is that sparse choice models are not necessarily restrictive in as much as revenue optimization applications are concerned. Thus motivated we return to problem (2).
When is the Sparsest Consistent Solution the True Choice Model
Theorem 1 suggests that it is reasonable to assume that the true choice model generating our data is sparse. Now if a distribution has very sparse support (relative to the dimension of the observed data, m), then it may seem plausible to learn it exactly based on such observed data. This proves to be false; as observed through a counter example for ranking data in Jagabathula and Shah [2008] , even if the true choice model generating our observed data has support on at most 4 permutations, it is not possible to recover all such choice models. Therefore, merely an assumption of sparsity on the true underlying choice model is unlikely to imply its recoverability from observed data.
Here we propose two conditions on the choice model λ that will allow for its exact recoverability from observed data. Specifically, assuming that the 'true' underlying model λ satisfies these conditions, we establish that the sparsest model consistent with the observed data, i.e the solution to (2), is in fact this true model. We then demonstrate that these conditions are met by a ubiquitous family of choice models.
In particular, we show that the conditions we propose are satisfied by essentially all distributions λ with sparsity upto K(N ) : K(N ) scales as N , log N and √ N for ranking, comparison and top set data respectively. That is, all but a neglible fraction of choice models with sparsity upto K(N ) can be recovered from observed data as the sparsest solution consistent with that data, i.e. as the solution to problem (2). In light of Theorem 1, these values of K(N ) are not restrictive, thereby illustrating the ubiquity of the family of choice models that may be recovered via problem (2).
Recovery via Sparsest Solution : Two Conditions
Here we state the two conditions followed by the quantitative scaling of sparsity upto which these conditions are satisfied by most choice models. Before we describe the conditions, we introduce some notation. As before, let λ denote the true underlying distribution, and let K denote the support size, λ 0 ,
Let σ 1 , σ 2 , . . . , σ K denote the permutations in the support, i.e, λ(σ i ) = 0 for 1 ≤ i ≤ K, and λ(σ) = 0 for all σ = σ i , 1 ≤ i ≤ K. Recall that y is of dimension m and we index its elements by d. The two conditions are:
Signature Condition: For every permutation σ i in the support, there exists a d(i) ∈ {1, 2, . . . , m} such that A(σ i ) d(i) = 1 and A(σ j ) d(i) = 0, for every j = i and 1 ≤ i, j ≤ K. In other words, for each permutation σ i in the support, y d(i) serves as its 'signature'. Linear Independence Condition:
for any c i ∈ Z and |c i | ≤ C, where Z denotes the set of integers and C is a sufficiently large number ≥ K. This condition is satisfied with probability 1 if [λ 1 λ 2 . . . λ K ] is drawn uniformly from K-dim simplex, or for that matter, any distribution on the K-dim simplex with a density.
When the two conditions above are satisfied by a choice model, this choice model can be recovered from observed data as the solution to problem (2). Specifically, we have:
Theorem 2. Suppose we are given y = Aλ and λ satisfies the "Signature" condition and the "Linear Independence" condition. Then, λ is the unique solution to the program in (2).
The proof of Theorem 2 is given in the Appendix A.2.
Two Conditions: When are They Satisfied
We now seek to characterize a broad family of choice models that satisfy the two requirements we have just proposed. Specifically, we show that essentially all choice model with sparsity K(N ) satisfy these two conditions as long as K(N ) scales as N, log N and √ N for ranking, comparative and top set data respectively. To capture this notion of 'essentially' all choice models, we introduce a natural generative model:
Generative Model: Given K and an interval [a, b] on the positive real line, we generate a choice model λ as follows: choose K permutations, σ 1 , σ 2 , . . . , σ K , uniformly at random with replacement 2 , choose K numbers uniformly at random from the interval [a, b] , normalize the numbers so that they sum to 1 3 , and assign them to the permutations
Depending on the observed data, we characterize values of sparsity K = K(N ) up to which distributions generated by the above generative model can be recovered with a high probability. Specifically, the following theorem is for the three examples of observed data mentioned in Section 2.
Theorem 3. Suppose λ is a choice model of support size K drawn from the generative model. Then, λ satisfies the "Signature" and "Linear Independence" conditions with probability
The proof is provided in the Appendix A.3. Recall that Theorem 1 suggests that a good approximation to any choice model for the purposes of revenue estimation is obtained by a sparse choice model with support scaling as log N . Theorem 3 above implies that essentially all choice models of this (and potentially higher) sparsity can be recovered for several types of observed data thereby pointing at the ubiquity of the class of choice models that satisfy the two restrictions we propose.
2 Though repetitions are likely due to replacement, for large N and K √ N !, they happen with a vanishing probability. 3 We may pick any distribution on the k-dim simplex with a density; here we pick the uniform distribution for concreteness.
Recovery via Sparsest Solution : An Efficient Algorithm
Next we describe the algorithm we propose for recovery. The algorithm takes y as an explicit input with the prior knowledge of the structure of A as an auxiliary input. It's aim is to produce λ. In particular, the algorithm will output the sparsity of λ, K = λ 0 , permutations σ 1 , . . . , σ K so that λ(σ i ) = 0, 1 ≤ i ≤ K and the values λ(σ i ), 1 ≤ i ≤ K. Without loss of generality, let us assume that the values y 1 , . . . , y m are sorted with y 1 ≤ · · · ≤ y m and further that λ(σ 1 ) ≤ λ(σ 2 ) ≤ . . . λ(σ K ).
Before we describe the algorithm, we observe the implication of the two conditions upon which its correctness will depend: Signature and Linear Independence. The Linear Independence condition says that for any two non-empty distinct subsets S, S ⊂ {1, . . . , K}, S = S ,
This means that if we know all λ(σ i ), 1 ≤ i ≤ K and since we know
Therefore, the nontriviality lies in finding K and λ(σ i ), 1 ≤ i ≤ K. This issue is resolved by use of the Signature condition in conjunction with the above described properties in an appropriate recursive manner. Specifically, recall that the Signature condition implies that for each σ i for which λ(σ i ) = 0, there exists d such that y d = λ(σ i ). By Linear Independence, it follows that all λ(σ i )s are distinct and hence by our assumption
Therefore, it must be that the smallest value, y 1 equals λ(σ 1 ). Moreover, A(σ 1 ) 1 = 1 and A(σ i ) 1 = 0 for all i = 1. Next, if y 2 = y 1 then it must be that A(σ 1 ) 2 = 1 and A(σ i ) 2 = 0 for all i = 1. We continue in this fashion until we reach a d such that y d −1 = y 1 but y d > y 1 . Using similar reasoning it can be argued that
Continuing in this fashion and repeating essentially the above argument with appropriate modifications leads to recovery of the sparsity K, the corresponding λ(σ i ) and A(σ i ) for 1 ≤ i ≤ K. The complete procedural description of the algorithm is given below. Sparsest Fit Algorithm:
Now, we have the following theorem justifying the correctness of the above algorithm: Theorem 4. Suppose we are given y = Aλ and λ satisfies the "Signature" and the "Linear Independence" conditions. Then, the Sparsest Fit algorithm recovers λ.
Theorem 4 is proved in the Appendix A.4. The Sparsest Fit algorithm we have described thus either succeeds in finding a λ consistent with the observed data (and is, in addition the solution to the sparsest fit problem if the Linear Independence and Signature conditions are satisfied) or else determines that one or both of the two conditions are not satisfied.
We end this section with a brief note on noisy observations. In particular, in practice one may see a 'noisy' version of y = Aλ. Provided this noise is sufficiently small relative to the quantity min S 1 ,S 2 | σ∈S 1 λ σ − σ∈S 2 λ σ |, it is a simple matter to modify our approach to recover λ under the same conditions we have posited for the noiseless case.
Robust Revenue Estimates Consistent with Data
This section presents a complementary approach to that studied in the preceding section to producing revenue estimates for a given offer set that are consistent with limited observed data. In particular, we will address the problem of solving the linear program (3):
This LP has N ! variables and does not appear amenable to direct solution. Nonetheless, we will show here that for certain types of partial information data, y, efficient solution is possible. We will also present a general sequential method to solve this problem that yields a sequence of upper and lower bounds on the optimal value. This latter method can be used to efficiently produce good approximations to (3) for essentially any kind of partial information data and will be employed in our experiments with empirical data in the next section.
We begin by considering the dual program to (3). In preparation for taking the dual, let us define
where recall that S j (M) = {σ ∈ S N : σ(j) < σ(i), ∀i ∈ M, i = j} denotes the set of all permutations that result in the purchase of j ∈ M when the offered assortment is M. Since S N = ∪ j∈M S j (M) and S j (M) ∩ S i (M) = ∅ for i = j, we have implicitly specified a partition of the columns of the matrix A. Armed with this notation, the dual of (3) is:
(4) maximize α,ν α y + ν subject to max
where α and ν are dual variables corresponding respectively to the data consistency constraints Aλ = y and the requirement that λ is a probability distribution (i.e. 1 λ = 1) respectively. Of course, this program has a potentially intractable number of constraints. Our solution procedure will rely on producing effective representations of the sets A j (M), so that each of the constraints max
expressed efficiently.
A Canonical Representation of A j (M) and its Application
We describe here one notion of an efficient representation of the sets A j (M), and assuming we have such a representation, we describe how one may solve (4) efficiently. In particular, let us assume that every set S j (M) can be expressed as a disjoint union of D j sets. We denote the dth such set by S jd (M) and let A jd (M) be the corresponding set of columns of A. Consider the convex hull of the set A jd (M), . By a canonical representation of A j (M), we will thus understand a partition of S j (M) and a polyhedral representation of the columns corresponding to every set in the partition as given by (5). If the number of partitions as well as the polyhedral description of each set of the partition given by (5) is polynomial in the input size, we will regard the canonical representation as efficient. Of course, there is no guarantee that an efficient representation of this type exists; clearly, this must rely on the nature of our partial information i.e. the structure of the matrix A. Even if an efficient representation did exist, it remains unclear whether we can identify it. Ignoring these issues for now, we will in the remainder of this section demonstrate how given a representation of the type (5), one may solve (4) in time polynomial in the size of the representation.
For simplicity of notation, in what follows we assume that each of the polytopesĀ jd (M) is in standard form, that is we assumeĀ
Now since an affine function is always optimized at the vertices of a polytope, we know:
We have thus reduced (4) to a 'robust' LP. Now, by strong duality we have:
We have thus established the following useful equality:
α, ν : max
It follows that solving (3) is equivalent to the following LP whose complexity is polynomial in the description of our canonical representation:
As discussed, our ability to solve (7) relies on our ability to produce an efficient canonical representation of S j (M) of the type (5). In what follows, we first consider the case of ranking data, where an efficient such representation may be produced. We then illustrate a method that produces a sequence of 'outerapproximations' to (5) for general types of data, and thereby allows us to produce a sequence of improving lower bounding approximations to our robust revenue estimation problem, (3).
A Canonical Representation for Ranking Data
Recall the definition of ranking data from Section 2: This data yields the fraction of customers that rank a given product i as their rth choice. Thus, the partial information vector y is indexed by i, r with 0 ≤ i, r ≤ N . For each i, r, y ri denotes the probability that product i is ranked at position r. The matrix A is thus in {0, 1} N 2 ×N ! and for a column of A corresponding to the permuation σ, A(σ), we will thus have A(σ) ri = 1 iff σ(i) = r. We will now construct an efficient representation of the type (5) for this type of data. Consider partitioning S j (M) into D j = N sets wherein the dth set is given by
and define, as usual,
is the set of columns of A whose corresponding permutations rank the jth product as the dth most preferred choice. It is easily seen that the set A jd (M) is equal to the set of all vectors x jd in {0, 1} N 2 satisfying:
The first three constraints in (8) enforce the fact that x jd represents a valid permutation. The penultimate constraint requires that the permutation encoded by x jd , say σ jd , satisifes σ jd (j) = d. The last constraint simply ensures that σ jd ∈ S j (M).
Our goal is, of course, to find a description forĀ jd (M) of the type (5). Now consider replacing the third (integrality) constraint in (8) x jd ri ∈ {0, 1} for 0 ≤ i, r ≤ N − 1 with simply the non-negativity constraint
We claim that the resulting polytope is precisely the convex hull of A jd (M),Ā jd (M). To see this, we note that all feasible points for the resulting polytope satisfy the first, second, fourth and fifth constraint of (8). Further, the polytope is integral, being the projection of a matching polytope with some variables forced to be integers (Birkhoff [1946] , von Neumann [1953] ), so that any feasible solution must also satisfy the third constraint of (8). We consequently have an efficient canonical representation of the type (5), which via (7) yields, in turn, an efficient solution to our robust revenue estimation problem (3) for ranking data, which we now describe for completeness.
Let us define for convenience the set
, and for each pair
Then, specializing (7) to the canonical representation just proposed, we have that the following simple program in the variables α, ν and γ jd ∈ R 2N is, in fact, equivalent to (3) for ranking data:
Computing a Canonical Representation: The General Case
While it is typically quite easy to 'write down' a description of the sets A jd (M) as all integer solutions to some set of linear inequalities (as we did for the case of ranking data), relaxing this integrality requirement will typically not yield the convex hull of A jd (M). In this section we describe a procedure that starting with the former (easy to obtain) description, solves a sequence of linear programs that yield improving solutions. More formally, we assume a description of the sets A jd (M) of the type (10)
This is similar to (5), with the important exception that we now allow integrality constraints. Given a set I jd (M) we letĪ 0 jd (M) denote the polytope obtained by relaxing the requirement x jd ∈ {0, 1} m to simply x jd ≥ 0. In the case of ranking data,Ī o jd (M) = conv(I jd (M)) =Ā jd (M) and we were done; we begin with an example where this is not the case.
Example 1. Recall the definition of comparison data from Section 2. In particular, this data yields the fraction of customers that prefer a given product i to a product j. The partial information vector y is thus indexed by i, j with 0 ≤ i, j ≤ N ; i = j and for each i, j, y i,j denotes the probability that product i is preferred to product j. The matrix A is thus in {0, 1} N (N −1)×N ! . A column of A, A(σ), will thus have A(σ) ij = 1 if and only if σ(i) < σ(j).
Consider S j (M), the set of all permutations that would result in a purchase of j assuming M is the set of offered products. It is not difficult to see that the corresponding set of columns A j (M) is equal to the set of vectors in {0, 1} (N −1)N satisfying the following constraints:
for all i, k ∈ N , i = k Briefly, the second constraint follows since for any i, k, i = k, either σ(i) > σ(k) or else σ(i) < σ(k). The first constraint enforces transitivity: σ(i) < σ(k) and σ(k) < σ(l) together imply σ(i) < σ(l). The third constraint enforces that all σ ∈ S j (M) must satisfy σ(j) < σ(i) for all i ∈ M. Thus, (11) is a description of the type (10) with D j = 1 for all j. Now consider the polytopeĪ o j (M) obtained by relaxing the fourth (integrality) constraint to simply x j ik ≥ 0. Of course, we must haveĪ o j (M) ⊇ conv(I j (M)) = conv(A j (M)). Unlike the case of ranking data, however,Ī o j (M) can in fact be shown to be non-integral 4 , so thatĪ o j (M) = conv(A j (M)) in general.
We next present a procedure that starting with a description of the form in (10), solves a sequence of linear programs each of which yield improving solutions to (3) along with bounds on the quality of the approximation:
1. Solve (7) usingĪ o jd (M) in place of conv(I jd (M)) =Ā jd (M). This yields a lower bound on (3) sinceĪ o jd (M) ⊃Ā jd (M). Call the corresponding solution α (1) , ν (1) .
2. Solve the optimization problem max α (1) x jd subject to x jd ∈Ī o jd (M) for each pair (j, d). If the optimal solutionx jd is integral for each (j, d), then stop; the solution computed in the first step is in fact optimal.
3. Otherwise, letx jd possess a non-integral component for some (j, d); sayx jd c ∈ (0, 1). Partition A jd (M) on this variable -i.e. define
and
and let I jd 0 (M) and I jd 1 (M) represent the corresponding sets of linear inequalities with integer constraints (i.e. the projections of I jd (M) obtained by restricting x jd c to be 0 and 1 respectively). Of, course, these sets remain of the form in (10). Replace I jd (M) with I jd 0 (M) and I jd 1 (M) and go to step 1.
The above procedure is akin to a cutting plane method and is clearly finite, but the size of the LP we solve increases (by up to a factor of 2) at each iteration. Nonetheless, each iteration produces a lower bound to (3) whose quality is easily measured (for instance, by solving the maximization version of (3) using the same procedure, or by sampling constraints in the program (4) and solving the resulting program in order to produce an upper bound on (3)). Moreover, the quality of our solution improves with each iteration. In our computational experiments with a related type of data, it sufficed to stop after a single iteration of the above procedure.
We end this section with a brief note on noisy observations. In particular, in practice, one may see a 'noisy' version of y = Aλ. Specifically, as opposed to knowing y precisely, one may simply know that y ∈ E, where E may, for instance, represent an uncertainty ellipsoid, or a 'box'. In this case, one seeks to solve the problem: minimize λ,y∈E j∈M
Provided E is convex, this program is essentially no harder to solve than the variant of the problem we have discussed and similar methods to those developed in this section apply.
An Empirical Evaluation of the Robust Approach
We have presented simple sub-routines to estimate the revenues R(M) from a particular offer set M, given marginal preference data y. These sub-routines are effectively 'non-parametric' and can form the basis of a procedure that solves the revenue optimization problem posed in the introduction. To this end, a natural critique of the robust approach proposed in the previous section is the possibility that it may produce conservative revenue predictions that are misleading. In this section we begin to address this issue via a computational study based on actual sales data from an online retailer. In particular, we will conduct two types of experiments. First, we will attempt to characterize the fidelity with which the approach predicts revenues having only observed synthetic marginal sales data generated from a known choice model. The choice models we will use to generate this sales data are calibrated to the aforementioned online transaction data. Our second set of experiments will attempt to contrast the potential benefits of using our methodology relative to blindly fitting a parametric model to observed sales data. We begin by quickly recalling the structure of the parametric models we use to generate synthetic sales data.
Parametric Choice Models
We will generate synthetic sales data from two different choice models that are each of great interest and are structurally rather different. In particular, we will consider the Multinomial Logit Model (MNL) and the Nested Multinomial Logit Model (Nested MNL). The MNL model is a popular and most commonly used parametric model in economics, marketing and operations management (see Anderson et al. [1992] , Ben-Akiva and Lerman [1985] ) and is the canonical example of a Random Utility Model. In the MNL model, each customer chooses the product that maximizes her utility, where the utility of product i, denoted by U i , is given by U i = µ i + ξ i , where µ i denotes the mean utility associated with the product, and ξ i denotes the noise term. It is assumed that ξ 0 , ξ 1 , . . . , ξ N −1 are i.i.d. random variables having a Gumbel distribution with location parameter 0 and scale parameter 1. By convention, the mean utility of the "no-purchase" option, µ 0 , is assumed to be 0. Let w i denote e µ i ; then, according to the MNL model, the probability that product i is purchased from an assortment M is given by
It is easy to see from the above definition that the relative likelihood of the purchase of any two given product variants is independent of the other products on offer, which may be undesirable in contexts where some product are 'more like' other products so that the randomness in a given customers utility is potentially correlated across products. A more sophisticated model that attempts to address this issue is the nested MNL model McFadden [1981] . The nested MNL model posits a hierarchical decision process: products are clustered into nests; a random customer first selects a nest and having done so selects a product within the nest. Specifically, the utility, U i , of each product is given by the ordered pair
where ν l is the mean utility of the nest containing product i and µ i is the mean utility of product i. It is assumed that the customer chooses the product that maximizes her utility lexicographically (the utilities are ordered according to the lexicographic ordering:
It is also assumed that ν 0 , ν 1 , . . . , ν L (L denotes the total number of nests) and ξ 0 , ξ 1 , . . . , ξ N −1 are i.i.d random variables having a Gumbel distribution with location parameter 0 and scale parameter 1. By convention, nest 0 has only the"no-purchase" option and, hence, the mean utilities ν 0 and µ 0 are assumed to be 0; in addition, each nest has a "no-purchase" option. Let v l , w i respectively denote e ν l , e µ i . It then follows from this model that the probability P(i|M) is given by:
where P k denotes the nest product i belongs to and C(M) denotes the nests present in the assortment.
Data
We will first calibrate the above choice models to an empirical data set from DVD sales on Amazon. com, and then use the calibrated models to generate synthetic transaction data for our experiments. Doing so will allow us to establish a notion of the 'true' choice model in our experiments. MNL calibration: We use the mean utilities and prices (revenues) estimated by Rusmevichientong et al. [2008] for Amazon.com's 5 200 top-selling movie DVDs during a 3-month period from 1 July 2005 to 30 September 2005. We consider the N = 25 top-selling products for our experiments. The parameters we use for the model are given in Table 1 .
Nested MNL calibration: From the above mentioned Amazon.com dataset we consider 5 movies and assume that for each movie there are multiple variants 6 . Thus, each movie forms a nest consisting of its variants. The number of product variants in each nest is a uniformly generated random number between 2 and 5. The total number of products we consider is 24 (excluding the 'no-purchase' option). The mean utility of each nest is equal to the estimated mean utility of the corresponding movie in the Amazon.com data set. The mean utilities of the products in the nest are generated by adding a noise term generated uniformly at random between −1 and 1 to the mean utility of the nest. Finally, given a nest, we generate the price of each product by adding a noise term generated uniformly at random between −$2 and $2. A nested MNL model so constructed and used in subsequent experiments is given in Table 2 .
Synthetic Transaction Data
The synthetic transaction data we will make available to the methods we study will be a censored variant of comparison data that one may hope to estimate from actual sales transactions. In particular, this data could potentially be estimated from pairwise tests of products. Specifically, using the notation we established in section 2, the 'censored' comparison data vector, denoted by y, is indexed by i, k with 0 ≤ i, k ≤ N ; i = k. For every pair of products i, k such that i, k = 0, y ik denotes the fraction of people who prefer product i to products k and 0, and for i = 0, y i0 denotes the fraction of people who prefer i to 0. For k = 0, y 0k denotes the fraction of people who prefer the no-purchase option to k. This is a more realistic form of data than the comparison data we discussed above because the option of no-purchase is always implicit in any assortment we offer. In practice, one may estimate this value as the fraction of customers who purchase product i when the assortment {0, i, k} is offered. We generate two such data vectors, one for each of the choice models calibrated above.
Experiments
We next proceed to describe the two broad sets of experiments we perform to gauge the viability of our robust revenue estimation procedure.
Fidelity of Revenue Predictions
Given the two sets of synthetic transaction data generated by the aforementioned process, we use the robust procedure described 7 in the previous section as a subroutine to make revenue predictions for each set. We then compare these predictions to those made by the parametric choice model used in generating each set (which represents ground truth).
We first consider revenue predictions for random assortments. For the MNL, we generate 25 assortments uniformly at random from among all subsets of N ; figure 1(a) show this comparison. Specifically, for each such assortment, we compare the revenue prediction under the MNL model (i.e. the true choice model) and estimates made via the robust procedure using the synthetic data generated via the MNL model. Similarly, for the nested MNL case, we generate 10 assortments uniformly at random from among all subsets of N and compare the robust prediction using synthetic data generated via the nested MNL with predictions under the true (nested MNL) model; figure 1(b) show this comparison.
We next consider a similar set of experiments as the one above, but this time with a variety of 'optimal' assortments. That is, we compute optimal assortments for various upper bounds on allowed assortment size under both the MNL and nested MNL model, and compare revenue predictions produced by the robust procedure to those under the respective true models. For the MNL case, we considered optimal assortments 8 of capacities from 1 to 25 with increments of 2; figure 2(a) plots the true expected revenues relative to those predicted by the robust procedure. For the nested MNL case, we considered optimal assortments of capacities from 1 to 10; figure 2(b) compares our robust predictions to those under the true (nested MNL) model. The gap between the 'MNL' or the 'nested MNL' and the 'MIN' curves is thus an upper bound on the expected revenue loss if one used our non-parametric procedure to pick an optimal offer set M over the parametric procedure (which in this setting is optimal).
The MNL and nested MNL models are structurally rather different and the observed data vector we allow ourselves access to is by no means sufficient to identify these models from the family of all choice models. The predictions produced by the robust procedure in the above experiments are thus remarkable for their uniform quality both across assortments, as well as across different 'true' choice models. These results suggest that the robust procedure is potentially useful as a subroutine for making revenue predictions using limited data in that the quality of these predictions might be expected to be good as opposed to overly conservative. 
Robustness to Errors in Structural Assumptions
What happens if the structure assumed in a parametric choice model (such as, say an MNL model) is not consistent with the observed data? Our robust approach is agnostic to structural assumptions on consumer behavior implicit in most parametric models and can avoid problems associated with a poor selection of parametric models. In order to make this point, we consider the case where the true model generating our observed sales data is the nested MNL model. We then contrast two approaches: One, fitting an MNL model to this observed data and using the MNL model so fit to guide optimization and two, using our robust procedure to make revenue predictions using the observed data. We fit our MNL model using maximum likelihood estimation 9 to the synthetic data generated via our nested MNL model. In the sprit of the previous set of experiments, we then compare the revenue prediction under the 'force'-fit MNL model and our robust procedure with those under the true choice model (i.e. the nested MNL). This is summarized in figures 3(b) and 3(a) which show that the robust alternative is apparently the superior approach.
While the revenue predictions made by the 'force'-fit MNL model may differ from those under the true model, it may still be the case that the optimal offer sets selected via this model are nonetheless near optimal. We see that this is not the case here. In order to show this, we compare the true revenue of optimal subsets selected under the force-fit model to the true revenue of optimal subsets under the (true) nested MNL model; figure 4(a) shows this comparison. As can be seen, optimization via the force-fit MNL model results in the selection of sub-optimal assortments. Figure 4(b) shows robust revenue predictions for the candidate optimal assortments and illustrates that the robust approach picks the right assortments by a large margin. In fact, the figure illustrates that the optimal assortment one may compute via robust the approach is, in fact, the true optimal assortment.
Our experiments together point to the viability of using the robust estimation procedure as a subroutine for optimal assortment selection using only a limited amount of sales transaction data. 
Conclusion and Potential Future Directions
This paper presented a new approach to the problem of learning a choice model from the sort of limited data one may hope to gather from sales transactions. We depart from traditional parametric approaches to choice modeling in that we assume little more than a weak form of customer rationality; the family of choice models we focus on is essentially the most general family of choice models one may consider. In spite of the generality of the family of choice models we consider, we have presented schemes that either succeed in recovering the models with limited data, or else make the 'best' possible predictions given the same. Our schemes are efficient from a computational standpoint and raise the possibility of an entirely 'data-driven' approach to the modeling of choice.
We believe that this paper presents a starting point for a number of research directions. These include:
• Extending our understanding of the Sparsest Fit algorithm. In particular, it would be useful to characterize the limits of recoverability for additional families of observable data beyond the three families here; a general theory of recoverability beyond Theorem 3 would be desirable.
• Theorem 1 points to the existence of sparse approximations to generic choice models. Can we compute such approximation for any choice model with limited data?
• The robust approach in Section 4 presents us with a family of difficult optimization problems for which the present work has presented a generic optimization scheme that is in the spirit of cutting plane approaches. An alternative to this is the development of strong relaxations that yield uniform approximation guarantees (in the spirit of the approximation algorithms literature).
• The focus of this paper has been the estimation of the revenue function R(M). The rationale here is that this forms a core subroutine in essentially any revenue optimization problem that seeks to optimize revenues in the face of customer choice. A number of generic algorithms (such as local search) can potentially be used in conjunction with the subroutine we provide to solve such optimization problems. It would be interesting to study such a procedure in the context of problems such as network revenue optimization in the presence of customer choice, and assortment optimization.
Therefore, for the given M of size at most C, by union bound we have
There are at most N C sets of size upto C. Therefore, by union bound and (15) it follows that
the right hand size of (16) becomes < 1. This establishes the desired result.
A.2. Proof of Theorem 2
Proof. Suppose, to arrive at a contradiction, assume that there exists a distribution µ over the permutations such that y = Aµ and µ 0 ≤ λ 0 . Let v 1 , v 2 , . . . , v K and u 1 , u 2 , . . . , u L denote the values that λ and µ take on their respective supports. It follows from our assumption that L ≤ K. In addition, since λ satisfies the "signature" condition, there exist
Equivalently, we can write v = Bu, where B is a 0 − 1 matrix of dimensions K × L. Consequently, we can also write
Now, there are two possibilities: either all the ζ j s are > 0 or some of them are equal to zero. In the first case, we prove that µ and λ are identical, and in the second case we arrive at a contradiction. In the case when ζ j > 0 for all 1 ≤ j ≤ L, since j u j = j ζ j u j , it should follow that ζ j = 1 for all 1 ≤ j ≤ L. Thus, since L ≤ K, it should be that L = K and (u 1 , u 2 , . . . , u L ) is some permutation of (v 1 , v 2 , . . . , v K ). By relabeling the u j s, if required, without loss of generality, we can say that v i = u i , for 1 ≤ i ≤ K. We have now proved that the values of λ and µ are identical. In order to prove that they have identical supports, note that since v i = u i and y = Aλ = Aµ, µ must satisfy the "signature" and the "linear independence" conditions. Thus, the algorithm we proposed accurately recovers µ and λ from y. Since the input to the algorithm is only y, it follows that λ = µ. Now, suppose that ζ j = 0 for some j. Then, it follows that some of the columns in the B matrix are zeros. Removing those columns of B, we can write v =Bũ whereB is B with the zero columns removed andũ is u with u j s such that ζ j = 0 removed. LetL be the size ofũ. Since at least one column was removed L < L ≤ K. The conditionL < K implies that the elements of vector v are not linearly independent i.e., we can find integers c i such that
. This is a contradiction, since this condition violates our "linear independence" assumption. The result of the theorem now follows.
A.3. Proof of Theorem 3
Proof. First, we note that, irrespective of the form of observed data, the choice model generated from the "generation model" satisfies the "linear independence" condition with probability 1. The reason is as follows: the values λ(σ i ) obtained from the generation model are i.i.d uniformly distributed over the interval [a, b] . Therefore, the vector (λ(σ 1 ), λ(σ 2 ), . . . , λ(σ K )) corresponds to a point drawn uniformly at random from the hypercube [a, b] K . In addition, the set of points that satisfy K i=1 c i λ(σ i ) = 0 lie in a lower-dimensional space. Since c i s are bounded, there are only finitely many such sets of points. Thus, it follows that with probability 1, the choice model generated satisfies the "linear independence" condition.
The conditions under which the choice model satisfies the "signature" condition depends on the form of observed data. We consider each form separately.
1. Ranking Data: The bound of K = O(n) directly follows from Lemma 2 of Jagabathula and Shah [2008] .
2. Comparison Data: For each permutation σ, we truncate its corresponding column vector A(σ) to a vector of length N/2 by restricting it to only the disjoint unordered pairs: {0, 1} , {2, 3} , . . . , {N − 2, N − 1}. Denote the truncated binary vector by A (σ). LetÃ denote the matrix A with each column A(σ) truncated to A (σ). Clearly, sinceÃ is just a truncated form of A, it is sufficient to prove thatÃ satisfies the "signature" condition.
For brevity, let L denote N/2, and, given K permutations, let B denote the L × K matrix formed by restricting the matrixÃ to the K permutations in the support. Then, it is easy to see that a set of K permutations satisfies the "signature" condition iff there exist K rows in B such that the K × K matrix formed by the K rows is a permutation matrix.
Let R 1 , R 2 , . . . , R J denote all the subsets of {1, 2, . . . , m} with cardinality K; clearly, J = L K . In addition, let B j denote the K × K matrix formed by the rows of B that are indexed by the elements of R j . Now, for each 1 ≤ j ≤ J, when we generate the matrix B by choosing K permutations uniformly at random, let E j denote the event that the K × K matrix B j is a permutation matrix and let E denote the event ∪ j E j . We want to prove that P(E) → 1 as N → ∞ as long as K = o(log N ). Let X j denote the indicator variable of the event E j , and X denote j X j . Then, it is easy to see that P(X = 0) = P((E) c ). Thus, we need to prove that P(X = 0) → 0 as N → ∞ whenever K = o(log n). Now, note the following:
It thus follows that P(X = 0) ≤ Var(X)/(E [X]) 2 . We now evaluate E [X]. Since X j s are indicator variables, E [X j ] = P(X j = 1) = P(E j ). In order to evaluate P(E j ), we restrict our attention to the K × K matrix B j . When we generate the entries of matrix B by choosing K permutations uniformly at random, all the elements of B will be i.i.d Be(1/2) i.e., uniform Bernoulli random variables. Therefore, there are 2 K 2 possible configurations of B j and each of them occurs with a probability 1/2 K 2 . Moreover, there are K! possible K × K permutation matrices. Thus, P(E j ) = K!/2 K 2 . Thus, we have:
Since J = L K , it follows from Stirling's approximation that J ≥ L K /(eK) K . Similarly, we can write K! ≥ K K /e K . It now follows from (17) that
We now evaluate Var(X). Let ρ denote K!/2 K 2 . Then, E [X j ] = ρ for all 1 ≤ j ≤ J. We can write,
Suppose |R i ∩ R j | = r. Then, the number of possible configurations of B i and B j is 2 (2K−r)K because, since there is an overlap of r rows, there are 2K − r distinct rows and, of course, K columns. Since all configurations occur with the same probability, it follows that each configuration occurs with a probability 1/2 (2K−r)K , which can also be written as 2 rK ρ 2 /(K!) 2 . Moreover, the number of configurations in which both B i and B j are permutation matrices is equal to K!(K − r)!, since, fixing the configuration of B i will leave only K − r rows of B j to be fixed.
For a fixed R i , we now count the number of subsets R j such that |R i ∩ R j | = r. We construct an R j by first choosing r rows from R i and then choosing the rest from {1, 2, . . . , l} \ R i . We can choose r rows from the subset R i of K rows in K r ways, and the remaining K − r rows in L−K K−r ways. Therefore, we can now write:
The last inequality follows from Stirling's approximation:
where H(x) is the Shannon entropy of the random variable distributed as Be(x), defined as H(x) = −x log x−(1−x) log(1−x) for 0 < x < 1. The last inequality follows from the fact that H(x) ≤ log 2 for all 0 < x < 1. Putting everything together, we get
We can now write,
It now follows that for K = o(log L/ log(4e)), P(X = 0) → 0 as N → ∞. Since, by definition, L = N/2, this completes the proof of the theorem.
3. Top Set Data: For this type of data, note that it is sufficient to prove that A (1) satisfies the "signature" property with a high probability; therefore, we ignore the comparison data and focus only on the data corresponding to the fraction of customers that have product i as their top choice, for every product i. For brevity, we abuse the notation and denote A (1) by A and y (1) by y. Clearly, y is of length N and so is each column vector A(σ). Every permutation σ ranks only one product in the first position. Hence, for every permutation σ, exactly one element of the column vector A(σ) is 1 and the rest are zeros.
In order to obtain a bound on the support size, we reduce this problem to a balls-and-bins setup. For that, imagine K balls being thrown uniformly at random into N bins. In our setup, the K balls correspond to the K permutations in the support and the N bins correspond to the N products. A ball is thrown into bin i provided the permutation corresponding to the ball ranks product i to position 1. Our "generation model" chooses permutations independently; hence, the balls are thrown independently. In addition, a permutation chosen uniformly at random ranks a given product i to position 1 with probability 1/N . Therefore, each ball is thrown uniformly at random.
In the balls-and-bins setup, the "signature" condition translates into all K balls falling into different bins. By "Birthday Paradox" McKinney [1966] , the K balls falls into different bins with a high probability provided K = o( √ N ).
This finishes the proof of the theorem.
A.4. Proof of Theorem 4
Proof. Let σ 1 , σ 2 , . . . , σ K be the permutations in the support and λ 1 , λ 2 , . . . , λ K be their corresponding probabilities. Since we assumed that λ satisfies the "signature" condition, for each 1 ≤ i ≤ K, there exists a d(i) such that y d(i) = λ i . In addition, the "linear independence" condition guarantees that the condition in the "if" statement of the algorithm is not satisfied whenever d = d(i). To see why, suppose the condition in the "if" statement is true; then, we will have λ d(i) − i∈T λ i = 0. Since d(i) / ∈ T , this clearly violates the "linear independence" condition. Therefore, the algorithm correctly assigns values to each of the λ i s. We now prove that the A(σ)s that are returned by the algorithm do indeed correspond to the σ i s. For that, note that the condition in the "if" statement being true implies that y d is a linear combination of a subset T of the set {λ 1 , λ 2 , . . . , λ K }. Again, the "linear independence" condition guarantees that such a subset T , if exists, is unique. Thus, when the condition in the "if" statement is true, the only permutations with A(σ) d = 1 are the ones in the set T . Similarly, when the condition in the "if" statement is false, then it follows from the "signature" and "linear independence" conditions that only for σ i , A(σ) d(i) = 1. From this, we conclude that the algorithm correctly finds the true underlying distribution.
B. Explicit LP solved for censored comparison data in Section 5
The LP we want to solve is For the 'censored' comparison data, the partial information vector is indexed by i, j with 0 ≤ i, j ≤ N − 1, i = j. For each i, j such that i = 0, y ij denotes the fraction of customers that prefer product i to both products j and 0; in other words, y ij denotes the fraction of customers that purchase product i when then offer set is {i, j, 0}. Further, for each j = 0, y 0j denotes the fraction of customers who prefer the 'no-purchase' option to product j; in fact, y 0j is the fraction of customers who don't purchase anything when the set {j, 0} is on offer. The matrix A is then in {0, 1} N (N −1) , with the column of A corresponding to permutation σ, A(σ), having A(σ) ij = 1 if σ(i) < σ(j) and σ(i) < σ(0) for each i = 0, j, and A(σ) 0j = 1 if σ(0) < σ(j) for j = 0, and A(σ) ij = 0 otherwise. For reasons that will become apparent soon, we modify the LP in (19) by replacing the constraint Aλ = y with Aλ ≥ y. It is now easy to see the following: subject to Aλ = y, 1 λ = 1, λ ≥ 0.
We now take the dual of the modified LP. In order to do that, recall from section 4 that S j (M) = {σ ∈ S N : σ(j) < σ(i), ∀i ∈ M, i = j} denotes the set of all permutations that result in the purchase of the product j ∈ M when the offered assortment is M. In addition, A j (M) denotes the set {A(σ) : σ ∈ S j (M)}. where α and ν are dual variables corresponding respectively to the data consistency constraints Aλ = y and the requirement that λ is a probability distribution (i.e. 1 λ = 1) respectively. Now, consider the following representation of the set A j (M), for a fixed j. for all i, k ∈ N , i = k
The last four constraints are the same as the set of inequalities in (11), which correspond to the representation of the set A j (M) for comparison data; thus, every point satisfying the set of last four constraints in (22) corresponds to a permutation σ ∈ S j (M) such that x j ik = 1 if and only if σ(i) < σ(k). We now claim that the set of points z j that satisfy the constraints in (22) α z j + ν ≤ p j = α ≥ 0, ν : max
The first equality follows because α ≥ 0 and, hence, at the optimal solution, z 
