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Abstract
We study nonlinear nonlocal equations on a half-line in the subcritical case

∂tu + β|u|ρu+ Ku = 0, x > 0, t > 0,
u(0, x) = u0(x), x > 0,
∂
j−1
x u(0, t) = 0, j = 1, . . . ,M,
(0.1)
where β ∈ C, ρ ∈ (0, α). The linear operator K is a pseudodifferential operator defined by the in-
verse Laplace transform with dissipative symbol K(p) = Eαpα , the number M = [α2 ]. The aim of
this paper is to prove the global existence of solutions to the initial-boundary value problem (0.1)
and to find the main term of the large time asymptotic representation of solutions in the subcritical
case, when the time decay rate of the nonlinearity is less than that of the linear part of the equa-
tion.
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0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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In this paper we study subcritical nonlinear nonlocal equations on a half-line

∂tu+ β|u|ρu+ Ku = 0, x > 0, t > 0,
u(0, x) = u0(x), x > 0,
∂
j−1
x u(0, t) = 0, j = 1, . . . ,M ,
(1.1)
where β ∈ C. The linear operator K is a pseudodifferential operator defined by the inverse
Laplace transform as follows:
Ku = 1
2πi
i∞∫
−i∞
epxK(p)
(
uˆ(p, t)−
[α]∑
j=1
∂
j−1
x u(0, t)
pj
)
dp, (1.2)
where
uˆ(p) =
+∞∫
0
e−pxu(x) dx
denotes the Laplace transform of u. The symbol K(p) is given by K(p) = Eαpα, Eα ∈ C.
We suppose that the operator K is dissipative, i.e. Re(K(p)) > 0 for Re(p) = 0. Here and
below pα is the main branch of the complex analytic function in the half-complex plane
Rep  0, so that 1α = 1 (we make a cut along the negative real axis (−∞,0)). The number
of the boundary data M = [α2 ] (see book [6]), [α] denotes the largest integer less then α.
In this paper we study initial-boundary value problem (1.1) in the subcritical case,
when the order of nonlinearity ρ ∈ (0, α). Recently much attention was drown to the study
of the global existence and large time asymptotic behavior of solutions to the Cauchy prob-
lems for nonlinear nonlocal equations in the critical and subcritical cases (see papers [9,10,
12–14] and references cited therein). In the supercritical case ρ > α the global existence
result for the initial-boundary value problem (1.1) was obtained in paper [1] for any α
and β , with Reα > 0, since the nonlinear term decays rapidly enough ‖|u|ρu‖L1  Ct−
ρ
α ,
when α > ρ. In the so-called critical ρ = α and subcritical ρ ∈ (0, α) cases we can-
not expect a sufficient time decay of the nonlinear term for any α and β . Therefore we
need to assume condition (1.3) below. We also suppose that the mean value of the ini-
tial data θ ≡ ∫ u0(x) dx = 0. The nonlinear term in Eq. (1.1) have no enough regularity
to get smooth solutions in the higher order Sobolev spaces, so using smoothing proper-
ties of the linear evolution group we consider the initial-boundary value problem under
the assumptions on the initial data u0 ∈ L1. To estimate the remainder terms in the large
time asymptotic formulas we assume that the initial data decay at infinity as xau0(x) ∈ L1
with some a ∈ (0,1). Existence and uniqueness of local solutions for problem (1.1) were
proved [1]. In the particular case α = 2 problem (1.1) was studied in papers [2–5,7,8,11].
As far as we know there are no results on the asymptotic behavior of solutions to the
initial-boundary value problem (1.1) with nonlocal linear term.
Here we use an approach, developed in our previous paper [10], where we studied the
Cauchy problem for the Landau–Ginzburg equation in the subcritical case. In the case of
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boundary data into the large time behavior of solutions. We now state our result.
We denote by Lp , for 1  p ∞, the usual Lebesgue space with a norm ‖φ‖p =
(
∫ +∞
0 |φ(x)|p dx)1/p if 1  p < ∞ and ‖φ‖∞ = ess supx0 |φ(x)|. Define by W0,ap ={φ ∈ Lp: 〈x〉aφ ∈ Lp} weighted Sobolev space with a norm ‖φ‖W0,ap = ‖〈x〉aφ‖Lp , where〈x〉 = 1+x. By C(I;B) we denote the space of continuous functions from a time interval I
to the Banach space B. Different positive constants could be denoted by the same letter C.
We define θ = ∫∞0 u0(x) dx > 0. We suppose that ρ ∈ (0, α) is sufficiently close to α
and
Re δ(α,β) = Reβ
+∞∫
0
∣∣Λ(s)∣∣ρΛ(s) ds > 0, (1.3)
where
Λ(s) = D
i∞∫
−i∞
dz esze−K(z)Γ
( {α}
α
,−K(z)
)
,
Γ (ν, a) =
+∞∫
a
e−t t ν−1 dt, Γ (ν) =
+∞∫
0
e−t t ν−1 dt,
D = 1
2π2i
(−1) {α}α
1 + A sin
( {α}
α
)
Γ
( [α]
α
)
,
and
A = (−1){α}{α}Γ (−{α})Γ ({α})2i sinπ{α}.
In the present paper we prove the following result.
Theorem 1. Let α,β ∈ C, ReEαei πα2 > 0. We assume that the initial data u0 ∈ W0,a1 ,
a ∈ (0,1), have a sufficiently small norm ε = ‖〈x〉au0‖1 and are such that θ =∫ +∞
0 u0(x) dx  Cε with 0 < C < 1. We suppose that α − ε3+α < ρ < α. Then there ex-
ists a unique solution u(x, t) ∈ C([0,∞);W0,a1 ) ∩ C((0,∞);L∞) of the initial-boundary
value problem (1.1), satisfying the following time decay estimate∥∥u(t)∥∥L∞  Cεt− 1ρ
for large t > 0. Furthermore there exist a function V ∈ W0,a1 ∩ W0,a∞ such that the asymp-
totic formula
u(t, x) = t− 1ρ V (xt− 1ρ )eiω log t +O(t− 1ρ −γ )
is valid for t → ∞ uniformly with respect to x ∈ R+, where
ω = −1 Im
+∞∫
β|V |ρV (y)dy,
η
0
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η = ρ
1 − ρ
a
Re
+∞∫
0
β
∣∣V (y)∣∣ρV (y)dy.
We organize our paper as follows. In Sections 2, 3 we consider the linear problem and
construct a Green function. Section 4 is devoted to the proof of preliminary estimates in
Lemmas 1–4. In Section 5 we prove Theorem 1.
2. Linear problem
We consider the following linear initial-boundary value problem on half-line:

ut + Ku = f, (x, t) ∈ R+ × R+,
u(x,0) = u0(x), x ∈ R+,
∂
j−1
x u(0, t) = 0 for j = 1,2, . . . ,M ,
(2.1)
where M = [α] − [α+12 ]. We introduce the functions for any α > 0,
φj (ξ) =
(
ξ
Eα
exp
(
iπ(2j − 1))) 1α , j = 1, . . . ,m,
where m = [α+12 ] and a constant matrix C(m× m) = ‖ckj‖mm,
ckj = (−Eα)M+jα exp
{
−i 2π
α
k(M + j)
}
, M = [α] − m.
Also we define the vector 
Θ with components θj (ξ, y),

Θ = C−1


e−φ1(ξ)y
...
e−φm(ξ)y

 .
We have the following proposition (see book [6]).
Proposition 1. The solution u(x, t) of the problem (2.1) has the following integral repre-
sentation:
u(t) = G(t)u0 +
t∫
0
G(t − τ)f (τ) dτ,
where the Green operator G(t) is given by
G(t)φ = t− 1α
+∞∫
G
(
xt−
1
α , yt−
1
α
)
φ(y)dy (2.2)0
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G(s, q) = F1 + F2, (2.3)
where
F1(s) = 12πi
i∞∫
−∞
ezs−K(z) dz
and
F2 = Eα4π2
m∑
j=1
i∞∫
−i∞
dz eszzα−M−j
i∞∫
−i∞
dξ eξ
ξ
M+j
α
−1θj (ξ, q)
K(z) + ξ .
3. Green function
In this section we prove the following proposition.
Proposition 2. The Green function F2 has the following representation:
F2 = − 14π2 (−Eα)
{α}
α
i∞∫
−i∞
dz eszz{α}
i∞∫
−i∞
dξ eξ ξ−
{α}
α
f ( z
φ1(ξ)
, q)
K(z) + ξ ,
where
f (θ, q) =
m∑
k=1
r
−[α]
k
P ′m(rk)
e−φk(ξ)q
m∏
l=1, l =k
(θ − rl), rk = exp
{
i2πk
α
}
.
Proof. We rewrite the function F2 in the form
F2 = Eα4π2
m∑
j=1
i∞∫
−i∞
dz eszzα−M−j
i∞∫
−i∞
dξ eξ
ξ
M+j
α
−1θj (ξ, q)
K(z) + ξ
= − 1
4π2
(−Eα) {α}α
i∞∫
−i∞
dz eszz{α}
i∞∫
−i∞
dξ eξ ξ−
{α}
α
× 1
K(z) + ξ
m∑
j=1
(−Eα)M+jα θj (ξ, q)
(−αz
ξ
1
α
)m−j
.
By definition we have
θj (ξ, q) = (−Eα)−M+jα
m∑
r
−[α]
e−φk(ξ)y(W−1 
Ek)j , (3.1)
k=1
k
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W =


rm−11 r
m−2
1 r
m−3
1 . . . 1
rm−12 r
m−2
2 r
m−3
2 . . . 1
...
...
...
. . .
...
rm−1m rm−2m rm−3m . . . 1

 ,
with
rk = exp
{
i2πk
α
}
, (3.2)
and 
Ek ∈ Rm with
( 
Ek)j =
{
1, j = k,
0, j = k.
The following representation is valid:
(W−1 
Ek)j = (−1)j−1σj−1(r1, r2, . . . , rk−1, rk+1, . . . , rm)
m∏
l=1, l =k
(rk − rl)−1, (3.3)
where σj are symmetrical polynomials, such that
σ0(r1, r2, . . . , rk−1, rk+1, . . . , rm) = 1,
σ1(r1, r2, . . . , rk−1, rk+1, . . . , rm) =
m∑
j=1, j =k
rj ,
σ2(r1, r2, . . . , rk−1, rk+1, . . . , rm) =
∑
j =k
rj rk,
...
σm−1(r1, r2, . . . , rk−1, rk+1, . . . , rm) =
m∏
j=1, j =k
rj .
We prove formula (3.3) in the case k = 1 by induction. We can see that
(
W−13 
E
)
j
= (−1)j−1 σj−1(r2, r3)
(r1 − r2)(r1 − r3) ,
where
W3 =


r21 r1 1
r22 r2 1
r23 r3 1

 .
In the case j = 1 we directly obtain (3.3). We have for j > 1,
(W−1 
E1)j = (−1)j+1(−1)2m+1
(
(−1)j r2
(
W−1m−1 
E1
)
j−1 + (−1)j+1
(
W−1m−1 
E1
)
j
)
(r3 − r2)(r4 − r2) . . . (rm − r2)×
(r2 − r1) . . . (rm − r1)
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2j−1r2σj−2(r3, . . . ,rm)+ (−1)2j+1σj−1(r3, . . . ,rm)∏m
l=3(rl − r2)
×
∏m
l=3(rl − r2)∏m
l=2(rl − r1)
= (−1)j−1 σj−1(r2, . . . , rm)
(r1 − r2)(r1 − r3) . . . (r1 − rm) .
Formula (3.3) is proved. Since
m∑
j=1
(−1)j−1σj−1(r1, . . . , rk−1, rk+1, . . . , rm)θm−j =
m∏
j=1, j =k
(θ − rj )
from (3.3) we have
m∑
j=1
(W−1 
Ek)j θm−j =
m∑
j=1
(−1)j−1σj−1(r1, . . . , rk−1, rk+1, . . . , rm)θm−j
×
m∏
l=1, l =k
(rk − rl)−1
= Pm(θ)
P ′m(rk)(θ − rk)
, (3.4)
where by Pm we denote
Pm(u) =
m∏
j=1
(u − rj ). (3.5)
Substituting (3.4) into (3.1) using
−αz
ξ
1
α
= z
φ1(ξ)
we get
m∑
j=1
(−Eα)M+jα θj (ξ, q)
(−Eαz
ξ
1
α
)m−j
=
m∑
j=1
(−Eαz
ξ
1
α
)m−j m∑
k=1
r
−[α]
k e
−φk(ξ)y(W−1 
Ek)j
= −
m∑
k=1
e−φk(ξ)qr−[α]k
Pm(
z
φ1(ξ)
)
P ′m(rk)( zφ1(ξ) − rk)
and therefore we obtain
F2 = − 1 2 (−Eα)
{α}
α
i∞∫
dz eszz{α}
i∞∫
dξ eξ ξ−
{α}
α
f ( z
φ1(ξ)
, q)
, (3.6)4π
−i∞ −i∞
K(z) + ξ
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f (θ, q) =
m∑
k=1
r
−[α]
k
P ′m(rk)
e−φk(ξ)q
m∏
l=1, l =k
(θ − rl).
Proposition 2 is proved. 
In the next proposition we calculate G(s,0), where G(s, q) defined in formula (2.3).
Proposition 3. We have
G(s,0) = Λ(s),
where
Λ(s) = D
i∞∫
−i∞
dz esze−K(z)Γ
( {α}
α
,−K(z)
)
,
D = 1
2π2i
(−1) {α}α
1 + A sin
( {α}
α
)
Γ
( [α]
α
)
(3.7)
and
A = (−1){α}{α}Γ (−{α})Γ ({α})2i sinπ{α}.
Proof. From Proposition 2 we have
F2 = − 14π2 (−Eα)
{α}
α
i∞∫
−i∞
dz eszz{α}
i∞∫
−i∞
dξ eξ ξ−
{α}
α
f ( z
φ1(ξ)
, q)
K(z) + ξ ,
where
f (θ, q) =
m∑
k=1
r
−[α]
k
P ′m(rk)
e−φk(ξ)q
m∏
l=1, l =k
(θ − rl).
Note that by virtue of definition rk = exp{ i2πkα },
r
[α]
k = r−{α}k .
Therefore we obtain using theory of Cauchy
f (θ,0) =
m∑
k=1
r
−[α]
k
P ′m(rk)
m∏
l=1, l =k
(θ − rl) = 12πi Pm(θ)
∮
Γ2
u−{α}
Pm(u)(θ − u) du, (3.8)
where contour contains all points rk, but no contains point θ. On the another hand we get
that ∮
u−{α}
du = −2πi 1 +
∫
u−{α}
du. (3.9)
Γ2
Pm(u)(θ − u) Pm(θ)
Γ
Pm(u)(θ − u)
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∫
Γ
u−{α}
Pm(u)(θ − u) du = (−1)
{α}2i sinπ{α}
∞∫
0
du
u−{α}
Pm(−u)(θ + u) .
Using that Laplace transform equal to
L{u−{α}(u + a)}∣∣
p=0 =
∞∫
0
du
u−{α}
u+ a = Γ
(
1 − {α})Γ ({α})a−{α}
we obtain∫
Γ
u−{α}
Pm(u)(θ − u) du
= (−1){α}2i sinπ{α}Γ (1−{α})Γ ({α})
(
m∑
j=1
r
−{α}
j
P ′m(rj )(θ − rj )
+ θ
−{α}
Pm(θ)
)
. (3.10)
Here and below by symbols L and L−1 we denote Laplace transformation and inverse
Laplace transformation respectively. Substituting (3.9)–(3.10) into (3.8) we get for A =
(−1){α}2i sinπ{α}Γ (1 − {α})Γ ({α}),
f (θ,0) = −1 +Af (θ,0)+ Aθ−{α},
and therefore
f (θ,0) = Aθ
−{α} − 1
1 −A , (3.11)
where A is constant,
A = (−1){α}2i sinπ{α}Γ (1 − {α})Γ ({α}).
Also using the theory of Cauchy and φ1(−K(z)) = z, f (1,0) = −1 we have
F2(s,0) = − 12πi
i∞∫
−i∞
dz esze−K(z)
− 1
4π2
(−α) {α}α
i∞∫
−i∞
dz eszz{α}
∫
Γ
dξ eξ
ξ−
{α}
α
K(z) + ξ f
(
z
φ1(ξ)
,0
)
, (3.12)
where
Γ = {z ∈ (−∞e−iπ ,0e−iπ )∪ (0eiπ ,−∞eiπ )}.
Since ∫
dξ eξ
1 = 0Γ
K(z) + ξ
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F2(x,0) = − 12πi
i∞∫
−i∞
dz esze−K(z)
+ 1
4π2
(−α) {α}α 1
1 −A
i∞∫
−i∞
dz eszz{α}
∫
Γ
dξ eξ
ξ−
{α}
α
K(z) + ξ
and therefore we get
G(s,0) = F1(s,0)+ F2(s,0)
= − 1
4π2
α
{α}
α
1 − A2i sin
( {α}
α
) i∞∫
−i∞
dz eszz{α}
+∞∫
0
dξ e−ξ ξ
−{α}
α
−K(z) + ξ .
We have
+∞∫
0
dξ e−ξ ξ
−{α}
α
−K(z) + ξ = Γ
( [α]
α
)
Γ
( {α}
α
,−K(z)
)
e−K(z)
(−K(z))− {α}α ,
where
Γ (ν, a) =
+∞∫
a
e−t t ν−1 dt, Γ (ν) =
+∞∫
0
e−t t ν−1 dt.
Therefore by direct calculation we obtain
G(s,0) = Λ(s),
where
Λ(s) = D
i∞∫
−i∞
dz esze−K(z)Γ
( {α}
α
,−K(z)
)
,
where
D = 1
2π2i
(−1) {α}α
1 + A sin
( {α}
α
)
Γ
( [α]
α
)
and
{α} ( ) ( )A = (−1) {α}Γ −{α} Γ {α} 2i sinπ{α}. 
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Denote
G(t)φ = t− 1α
+∞∫
0
(
xt−
1
α , yt−
1
α
)
φ(y)dy
with a Green function
G(s, q) = F1(s − q)+ F2(s, q),
where
F1(s − q) = 12πi
i∞∫
−∞
ez(s−q)−K(z) dz (4.1)
and
F2(s, q) = − 14π2 (−α)
{α}
α
i∞∫
−i∞
dz eszz{α}
i∞∫
−i∞
dξ eξ ξ−
{α}
α
f ( z
φ1(ξ)
, q)
K(z) + ξ , (4.2)
with
f (θ, q) =
m∑
k=1
r
−[α]
k
P ′m(rk)
e−φk(ξ)q
m∏
l=1, l =k
(θ − rl),
where constants rk and P ′m(rk) are defined by formulas (3.5) and (3.2).
We first collect some preliminary estimates of the Green operator G(t) in the norms
‖φ‖Lp and ‖φ‖L1,a , where a ∈ (0,1), r = 1,∞.
Lemma 1. The following estimates are true, provided that the right-hand sides are finite:∥∥〈·〉bG(t)φ∥∥Lp  C(t− 1α (1− 1p )〈t〉 bα ‖φ‖L1 + t− 1α ( 1q − 1p )〈t〉 b2 ∥∥〈·〉bφ∥∥q)
and ∥∥(·)b(G(t)φ − ϑG(t))∥∥
p
 C〈t〉 b−aα t− 1α ( 1q − 1p )∥∥〈·〉aφ∥∥
q
+C|ϑ |t bα − 1α (1− 1p )
for all t > 0, where 1 q  p ∞, b ∈ [0, a], a ∈ (0,1).
Proof. Note that the kernel F1(x) = F¯ξ→x(e−K(ξ)) in representation (4.1) is a smooth
function F1(x) ∈ C∞(R1) and decays at infinity so that
sup
x∈R1
〈x〉1+µ+k∣∣∂kxF1(x)∣∣ C (4.3)
for all k = 0,1, where µ ∈ [0,1). Here and below by symbol F¯ξ→x we denote the inverse
Fourier transformation and 〈x〉 = 1 + x. Indeed, we have∣
k
∣ ∣ (
k −Eαξα )∣ ∥ k −E ξα∥∣∂xF1(x)∣= ∣F¯ξ→x ξ e ∣ C∥ξ e α ∥L1ξ  C
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for k = 0,1, where the fractional derivative |∂ξ |µ for µ ∈ (0,1) is defined by
|∂ξ |µφ(ξ) = F¯ξ→x
(|x|µφˆ(x))= C ∫
R
(
φ(ξ − y)− φ(ξ))|y|−1−µ dy.
We have, with φ(ξ) = ∂1+kξ (ξke−Eαξ
α
),
|∂ξ |µφ(ξ) = C
∫
R
(
φ(ξ − y)− φ(ξ))|y|−1−µ dy = I1 + I2,
where
I1 =
∫
|ξ |
2 |y|
(
φ(ξ − y)− φ(ξ))|y|−1−µ dy,
I2 =
∫
|y| |ξ |2
(
φ(ξ − y)− φ(ξ))|y|−1−µ dy.
Since ∣∣φ(ξ)∣∣= ∣∣∂1+kξ (ξke−Eαξα )∣∣ C|ξ |α−1e−C|ξ |α
for all ξ ∈ R, k = 0,1, we estimate the first summand I1 by the Young inequality
‖I1‖L1ξ  C
∫
R
dy
|y|1+µ
∫
|ξ |2|y|
(∣∣φ(ξ − y)∣∣+ ∣∣φ(ξ)∣∣)dξ
 C
∫
R
dy
|y|1+µ
∫
|ξ |2|y|
(|ξ − y|α−1e−C|ξ−y|α + |ξ |α−1e−C|ξ |α )dξ
 C
∫
|y|1
|y|α−1−µ dy +C
∫
|y|>1
|y|−1−µ dy  C
since µ< α. In the case |y| |ξ |2 we have with ξ∗ = ξ − λy, λ ∈ (0,1),∣∣φ(ξ − y)− φ(ξ)∣∣C|y|∣∣∂ξφ(ξ∗)∣∣ C|y||ξ∗|α−2e−C|ξ∗|α C|y||ξ |α−2e−C|ξ |α
for all ξ ∈ R, |y|  |ξ |2 , since |ξ∗|  |ξ | + |y|  32 |ξ | and |ξ∗|  |ξ | − |y|  12 |ξ |. Hence
we get
‖I2‖L1ξ  C
∥∥∥∥∥
∫
|y| |ξ |2
|ξ |α−2e−C|ξ |α |y|−µ dy
∥∥∥∥∥
L1ξ
 C
∥∥|ξ |α−1−µe−C|ξ |α∥∥L1ξ
∥∥∥∥∥|ξ |µ−1
∫
|y|−µ dy
∥∥∥∥∥ ∞  C.|y| |ξ |2
Lξ
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t−
1
α
∥∥〈·〉bF1(t− 1α (·))∥∥r  Ct− 1α (1− 1r )〈t〉 bα . (4.4)
Since 〈x〉b  〈x−y〉b〈y〉b , by virtue of the Young inequality with 1
p
= 1
q
+ 1
r
−1, we obtain
∥∥∥∥∥
+∞∫
0
〈·〉bt− 1α F1
(
t−
1
α (· − y))φ(y)dy
∥∥∥∥∥
p
Ct− 1α
∥∥∥∥∥
+∞∫
0
〈x − y〉b〈y〉bF1
(
t−
1
α (x − y))∣∣φ(y)∣∣dy
∥∥∥∥∥
p
Ct− 1α
∥∥〈·〉bF1(t− 1α (·))∥∥r∥∥〈·〉bφ∥∥q
Ct−
1
α
( 1
q
− 1
p
)〈t〉 b2 ∥∥〈·〉bφ∥∥
q
(4.5)
for all t > 0, where b 0, 1 p ∞. Now we prove that
sup
x,y∈R1
〈x〉1+µ+k∣∣∂kyF2(x)∣∣C (4.6)
for all k = 0,1, where µ ∈ [0,1]. Indeed, since∣∣K(z) + ξ ∣∣−1 <C|z|αν |ξ |−1+ν, ν ∈ [0,1], (4.7)
and ∣∣φj (ξ)∣∣<C|ξ | 1α , j = 1, . . . ,m,
changing contour of integration with respect to ξ into C, integrating by part and using
Reφj (ξ) > 0 for ξ ∈ C we have∣∣∂kyF2(x, y)∣∣
C
m∑
j=1
∣∣∣∣∣
i∞∫
−i∞
dz ezxz{α}
i∞∫
−i∞
dξ eξ−φj (ξ)y
ξ−
{α}
α (−φj (ξ))k
K(z) + ξ
m∏
l=1, l =k
(
z
φ1(ξ)
− rl
)∣∣∣∣∣
C
∥∥∥∥∥z{α}+m−1z−αν
∫
C,|ξ | 1α <z
dξ eRe ξ |ξ |− {α}+m−k−1α −1+ν
∥∥∥∥∥
L1z
+C
∥∥∥∥∥z{α}z−αν1
∫
C,|ξ | 1α >z
dξ eRe ξ |ξ |− {α}−kα −1+ν1
∥∥∥∥∥
L1z
C.
Here the contour C we define as{
±iλ π
}C = ξ = |ξ |e ; λ =
2
+ 1 , (4.8)
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we have∣∣xµx1+k∂kyF2(x, y)∣∣= ∣∣xµL−1z→x(∂1+kz Lx→z(∂kyF2(x, y)))∣∣
for k = 0,1. Denote as
g(z) = ∂1+kz Lx→z
(
∂kyF2(x, y)
)
.
By a direct calculation we obtain∣∣g(z)∣∣= ∣∣∂1+kz Lx→z(∂kyF2(x, y))∣∣
 C
m∑
j=1
∣∣∣∣∣∂1+kz
i∞∫
−i∞
dξ eξ−φj (ξ)yξ−
{α}
α
(−φj (ξ))k
×
m∏
l =j, l=1
(
z
φ1(ξ)
− rl
)
z{α}
(
K(z) + ξ)−1
∣∣∣∣∣.
Since
∂1+kz
(
m∏
l =j, l=1
(
z
φ1(ξ)
− rl
)
z{α}
(
K(z) + ξ)−1
)
<C
∣∣K(z) + ξ ∣∣−1|z|{α} 1∑
j=0
|ξ |−m−2−k+jα |z|−j (|ξ |m−2−k+jα + |z|m−2−k+j )
+ k|ξ |−m−kα |z|−2(|ξ |m−kα + |z|m−k)
and for ν ∈ [0,1],∣∣K(z) + ξ ∣∣−1 <C|ξ |−1+ν |z|−να
for all Re z = 0, k = 0,1, we have∣∣gˆ(z)∣∣= ∣∣∂1+kz Lx→z(∂kyF2(x, y))∣∣
 C|z|−αν+{α}
∫
C
dξ eRe ξ |ξ |− {α}−kα −1+ν
×
( 1∑
j=0
|ξ |−m−2−k+jα |z|−j (|ξ |m−2−k+jα + |z|m−2−k+j )
+ k|ξ |−m−kα |z|−2(|ξ |m−kα + |z|m−k)
)
 C
(
|z|−αν1+{α}+m−2−k
∫
eRe ξ |ξ |− {α}+m−2k−1α −1+ν1 dξC,|ξ | 1α <z
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∫
C,|ξ | 1α <z
eRe ξ |ξ |− {α}−2k+mα −1+ν2 dξ
+ |z|−αν3+{α}
∫
C,|ξ | 1α >z
dξ eRe ξ |ξ |− {α}−k+1α −1+ν3
)
.
There exist the constants νj ∈ [0,1], j = 1,2,3, such that∣∣gˆ(z)∣∣<C|z|{α}−γ 〈1 + |z|〉−α.
Therefore making the change of contour of integration into C2 we get for µ ∈ [0,1],∣∣xµx1+k∂kyF2(x, y)∣∣= ∣∣xµL−1z→x(∂1+kz Lx→z(∂kyF2(x, y)))∣∣
<Cxµ
(∣∣∣∣∣
∫
C2,|z|<1
ezx |z|{α}−γ dz
∣∣∣∣∣+
∣∣∣∣∣
∫
C2,|z|>1
ezx |z|{α}−α
∣∣∣∣∣
)
<C,
where the contour C2 we define as
C2 =
{
ξ = ρe±iλ1 ∣∣ ρ  0, λ1 = π2 + 2
}
.
Therefore estimate (4.6) is true. By virtue of (4.6) we find
t−
1
α sup
y>0
∥∥〈·〉bF2(t− 1α (·), t− 1α (·))∥∥p  Ct− 1α (1− 1p )〈t〉 bα (4.9)
for all t > 0, where 1 p ∞.
Hence from (4.5) and (4.9) we obtain the first estimate of the lemma∥∥G(t)φ∥∥Lp C(t− 1α (1− 1p )〈t〉 bα ‖φ‖L1 + t− 1α ( 1q − 1p )〈t〉 b2 ∥∥〈·〉bφ∥∥q)
for all t > 0, where 1 p ∞. Also we obtain
sup
y>0
∥∥(·)bG(t)∥∥
p

∥∥(·)bF1(t)∥∥p + sup
y>0
∥∥(·)bF2(·, y, t)∥∥p Ct bα − 1α (1− 1p ).
Therefore the second estimate for the case t ∈ [0,1] follows from the first estimate of
lemma. We now consider the case t  1. We write for any 0 b a < 1,
xb
(G(t)φ − ϑG(t))
= 11
α
+∞∫
xb
ya
(
G
(
t−
1
α x, t−
1
α y
)−G(t− 1α x,0))yaφ(y) dy. (4.10)t
0
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and (4.6) we obtain
|z|b
|η|a
∣∣G(t− 1α x, t− 1α y)− G(t− 1α x,0)∣∣
C |z|
b
|η|a
(∣∣F1(z − η)− F1(z)∣∣+ ∣∣F2(z, η) − F2(z,0)∣∣) C |z|b|η|a−1 1〈z〉2+µ
for all |η| 1 and
|z|b
|η|a
∣∣G(t− 1α x, t− 1α y)− G(t− 1α x,0)∣∣ C |z|b|η|a
(
1
〈z − η〉1+µ +
1
〈z〉1+µ
)
for all |η| 1. Therefore we get
sup
y>0
∥∥∥∥xbya
∣∣G(·, η)−G(·,0)∣∣∥∥∥∥
r
= t b−aα + 1rα
(
sup
η∈[0,1]
( +∞∫
0
|z|rb
|η|r(a−1)
∣∣∣∣ 1〈z〉2+µ
∣∣∣∣
r
dz
) 1
r
+ sup
η>1
( +∞∫
0
|z|rb
|η|ra
∣∣∣∣ 1〈z − η〉1+µ + 1〈z〉1+µ
∣∣∣∣
r
dz
) 1
r
)
Ct b−aα + 1αr , (4.11)
where r ∈ [1,∞). The case r = ∞ is considered in the same way. Substitution of (4.11)
into (4.10) via the Young inequality with 1
p
= 1
q
+ 1
r
− 1, yields
∥∥| · |b(G(t)φ − ϑG(t))∥∥
p
Ct− 1α sup
y>0
∥∥∥∥xbya
∣∣G(t− 1α x, t− 1α y)− G(t− 1α x,0)∣∣∥∥∥∥
r
∥∥(·)aφ∥∥
q
Ct
b−a
α
− 1
α
( 1
q
− 1
p
)
∥∥〈·〉aφ∥∥
q
for all t  1 and 1 p ∞. Therefore the second estimate of the lemma is valid. Lemma 1
is proved. 
Lemma 2. Let the function f (t, x) have the zero mean value fˆ (t,0) = 0 and the norm
sup
t>0
sup
1sp
tν+
1
α
(1− 1
s
)〈t〉− λα ∥∥〈·〉λf (t)∥∥
s
= ‖f ‖F
be finite, where 1 p ∞, λ ∈ (0,1), ν ∈ (0,1). We also suppose that the function g(t)
is such that g(t) 12 〈t〉µ for all t > 0, where µ > 0 is such that µ + ν < 1 + λ2 . Then the
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t∫
0
g−1(τ )G(t − τ)f (τ) dτ
∥∥∥∥∥
p
 C〈t〉 bα t1−ν−µ− 1α (1− 1p )‖f ‖F,
for all t > 0, where b ∈ [0, λ].
Proof. Since fˆ (t,0) = 0 we have xbG(t)f = xb(G(t)f − fˆ (0)G(t)) with any b ∈ [0, λ].
Applying the second estimate of Lemma 1 we obtain∥∥(·)bG(t − τ)f (τ)∥∥
p
 C〈t − τ 〉 b−λα (t − τ)− 1α ( 1q − 1p )∥∥〈·〉λf (τ)∥∥
q
(4.12)
for all 0 < τ < t, where 0  b  λ  1, 1  q  p ∞. Therefore by virtue of (4.12)
we get
∥∥∥∥∥(·)b
t∫
0
g−1(τ )G(t − τ)f (τ) dτ
∥∥∥∥∥
p
C
t
2∫
0
〈t − τ 〉 b−λα (t − τ)− 1α (1− 1p )∥∥(·)λf (τ )∥∥1〈τ 〉−µ dτ
+C
t∫
t
2
〈t − τ 〉 b−λα ∥∥(·)λf (τ )∥∥
p
〈τ 〉−µ dτ
C‖f ‖F
t
2∫
0
〈t − τ 〉 b−λα (t − τ)− 1α (1− 1p )τ−ν〈τ 〉 λα −µ dτ
+C‖f ‖F
t∫
t
2
〈t − τ 〉 b−λα τ−ν− 1α (1− 1p )〈τ 〉 λα −µ dτ
C‖f ‖F〈t〉 b−λα t−
1
α
(1− 1
p
)
t
2∫
0
τ−ν〈τ 〉 λα −µ dτ
+C‖f ‖F〈t〉 λα t−ν−
1
α
(1− 1
p
)
t∫
t
2
〈t − τ 〉 b−λα dτ
C〈t〉 b2 t1−ν−µ− 1α (1− 1p )‖f ‖F (4.13)
for all t > 0, where 1 p ∞, 0 b λ. Lemma 2 is proved. 
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η1 = α
α − ρ ρθ
ρ
+∞∫
0
Reβ
∣∣G(ξ,0)∣∣ρG(ξ,0) dξ.
Since α − εα+3 < ρ < α and θρ Cερ  Cεα , we can suppose that η1 Cε−3  1.
Lemma 3. We assume that v˜ ∈ W0,a1 with a ∈ (0,1) and sufficiently small norm ‖v˜‖W0,a1
= ε and ˆ˜v(0) = θ  Cε > 0. Let the function v(t, x) satisfy the estimates∥∥v(t)∥∥1+ρ  Cεt− ρα(1+ρ)
and ∥∥v(t)− G(t)v˜∥∥1+ρ Cε1+ρt− ρα(1+ρ)
for all t > 0. Then the following inequality is valid:
1 + ρ
θ
t∫
0
dτ Reβ
+∞∫
0
|v|ρv(τ ) dx  1
2
〈t〉1− ρα (4.14)
for all t > 0.
Proof. Applying Lemma 1 we get∥∥G(t)v˜ − θG(t)∥∥1+ρ  Cεt− ρα(1+ρ) 〈t〉− a2 ,
then via the assumption∥∥v(t)− G(t)v˜∥∥1+ρ Cε1+ρt− ρα(1+ρ)
we have by the Hölder inequality∥∥|v|ρv − θ1+ρ |G|ρG∥∥1

∥∥|v|ρv − ∣∣G(t)v˜∣∣ρG(t)v˜∥∥1 + ∥∥∣∣G(t)v˜∣∣ρG(t)v˜ − θ1+ρ |G|ρG∥∥1
C
(‖v‖ρ1+ρ + ∥∥G(t)v˜∥∥ρ1+ρ)∥∥v − G(t)v˜∥∥1+ρ
+C(∥∥G(t)v˜∥∥ρ1+ρ + θρ‖G‖ρ1+ρ)∥∥G(t)v˜ − θG∥∥1+ρ
Cε1+2ρt−
ρ
α +Cε1+ρt− ρα 〈t〉− aα
for all t > 0. We define
η = ρθρ
+∞∫
Reβ
∣∣G(ξ,0)∣∣ρG(ξ,0) dξ0
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ρ
θ
θρ+1 Re
+∞∫
0
β
∣∣t− 1α G(xt− 1α )∣∣ρt− 1α G(xt− 1α )dx
= ρ
θ
t−
ρ
α Re
+∞∫
0
β
∣∣G(ξ)∣∣ρG(ξ) dξ = t− ρα η.
Therefore we get∣∣∣∣∣ρθ Re
+∞∫
0
β|v|ρv(x, t) dx − t− ρα η
∣∣∣∣∣
 C
θ
∥∥|v|ρv − θ1+ρ |G|ρG∥∥1  Cε2ρt− ρα +Cερt− ρα 〈t〉− a2
for all t > 0, whence for all t > 0,∣∣∣∣∣ρθ
t∫
0
dτ Re
∫
β|v|ρv(x, τ ) dx − α
α − ρ ηt
1− ρ
α
∣∣∣∣∣
Cε2ρ
t∫
0
τ−
ρ
α dτ +Cερ
t∫
0
τ−
ρ
α 〈τ 〉− a2 dτ
Cερη1t1−
ρ
α + Cερt1− ρ+aα  1
2
η1t
1− ρ
α ,
where η1 = αα−ρ η. Thus we get
σ
θ
t∫
0
dτ Re
∫
β|v|σ v(x, τ ) dx  1
2
η1t
1− ρ
α . (4.15)
Estimate (4.15) implies (4.14), since η 1. Lemma 3 is proved. 
Lemma 4. Let the function f (x) have the zero mean value fˆ (0) = 0 and the norm∥∥〈·〉af ∥∥
p
+ ∥∥〈·〉af ∥∥1
be finite, where a ∈ (0,1), 1 p ∞. Then the following inequalities are valid:∥∥∥∥∥〈ξ 〉a
1∫
0
dz
z(1 − z) 1a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
C
∥∥〈·〉af ∥∥1 +C∥∥〈·〉af ∥∥pand
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1∫
0
dz
(1 − z) 1α
(
1
z
− t〈tz〉
) +∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
C〈t〉− a2 (∥∥〈·〉af ∥∥1 + ∥∥〈·〉af ∥∥p)
for all t > 0, where 1 p ∞.
Proof. Using first estimate of Lemma 1 we get∥∥∥∥∥〈ξ 〉a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
(1 − z) 1α
z
1
a
∥∥∥∥〈·〉aG(1 − z)f
(
y
z
1
α
)∥∥∥∥
p
 (1 − z) 1αp (‖f ‖1 + ∥∥〈·〉af ∥∥p).
Therefore∥∥∥∥∥〈ξ 〉a
1∫
1
2
1
z(1 − z) 1α
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy dz
∥∥∥∥∥
p
C
1∫
1
2
(1 − z)− 1α
∥∥∥∥∥〈ξ 〉a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
dz
C
(‖f ‖1 + ∥∥〈·〉af ∥∥p) (4.16)
and ∥∥∥∥∥〈ξ 〉a
1∫
1
2
dz
(1 − z) 1α
(
1
z
− t〈tz〉
) +∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
C〈t〉−1
1∫
1
2
(1 − z)− 1α
∥∥∥∥∥〈ξ 〉a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
dz
C〈t〉−1∥∥〈·〉af ∥∥
p
,
where 1 p ∞.
Via the condition
∫
f (y)dy = 0, using second estimate of Lemma 1 we obtain
∥∥∥∥∥〈ξ 〉a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
(1 − z) 1α ∥∥∥ a ( y )∥∥∥ aα ∥∥ a ∥∥
z
1
a
∥〈·〉 G(1 − z)f
z
1
α
∥
p
 Cz 〈·〉 f 1.
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∥∥∥∥∥〈ξ 〉a
1
2∫
0
1
z(1 − z) n2
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy dz
∥∥∥∥∥
p
C
1
2∫
0
dz
z1− aα
∥∥〈·〉af ∥∥1 C∥∥〈·〉af ∥∥1 (4.17)
and
∥∥∥∥∥〈ξ 〉a
1
2∫
0
dz
(1 − z) 1α
(
1
z
− t〈tz〉
) +∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
f (y)dy
∥∥∥∥∥
p
C
1
2∫
0
z
a
α
(1 − z) 1α
(
1
z
− t〈tz〉
)
dz
∥∥〈·〉af ∥∥1  C〈t〉− a2 ∥∥〈·〉af ∥∥1, (4.18)
where 1  p ∞. Collecting estimates (4.16)–(4.18), we get the results of the lemma.
Lemma 4 is proved. 
5. Proof of Theorem 1
The local existence of solutions for the initial-value problem (1.1) can be obtained by
the standard contraction mapping principle (for the proof see [1]).
Theorem 2. Let the initial data u0 ∈ W0,a1 . Then for some T > 0 there exists a unique
solution u(t, x) ∈ C([0, T );W0,a1 ) ∩ C((0, T );L∞) of the initial-value problem (1.1).
Moreover if the initial data are sufficiently small ‖〈·〉au0‖1  ε, then there exists a time
T  1 such that the solution u(t, x) of the Cauchy problem (1.1) satisfy the estimates
sup
1p∞
sup
b∈[0,a]
sup
t∈(0,T ]
t
1
ρ
− 1
αp 〈t〉− bα ∥∥〈·〉bu(t)∥∥
p
 2ε.
We make a change of the dependent variable u(t, x) = v(t, x)e−ϕ(t)+iψ(t). Then for the
new function v(t, x) we get the following equation:

∂tv + βe−ρϕ |v|ρv + Kv − (ϕ′ − iψ ′)v = 0, x > 0, t > 0,
v(0, x) = u0(x)eϕ(0)−iψ(0), x > 0,
∂
j−1
x v(0, t) = 0, j = 1, . . . ,M .
We assume that
+∞∫ (
βe−ρϕ |v|ρv − (ϕ′ − iψ ′)v)dx = 0,
0
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∫ +∞
0 Kv dx = 0 the mean value of new function v(t, x) satisfies a conservation
law:
d
dt
+∞∫
0
v(t, x) dx = 0,
hence vˆ(t,0) = vˆ(0,0) for all t > 0. Therefore
βe−ρϕ
+∞∫
0
|v|ρv dx = 2πi(ϕ′ − iψ ′)vˆ(0,0).
We can choose ϕ(0) = 0 and ψ(0) = arg uˆ0(0) such that
vˆ(t,0) = vˆ0(0,0) = eφ(0)−iψ(0)uˆ0(0) = uˆ0(0) = θ > 0.
Thus we consider the initial-boundary value problem for the new dependent variables
(v(t, x), ϕ(t)),

∂tv + Kv = −βe−ρϕ(|v|ρ − 1θ
∫ +∞
0 |v|ρv dx)v,
∂tϕ(t) = 1θ e−ρϕ Reβ
∫ +∞
0 |v|ρv dx,
v(0, x) = v0(x), ϕ(0) = 0,
∂
j−1
x v(0, t) = 0, j = 1, . . . ,M,
(5.1)
where the initial data
v0(x) = u0(x) exp
(
−i arg
+∞∫
0
u0(x) dx
)
= u0(x) exp
(−i arg uˆ0(0))
and by the definition of ψ we see that
ψ(t) = arg û0(0) − 1
θ
t∫
0
dτ e−ρϕ Imβ
+∞∫
0
|v|ρv dx. (5.2)
We denote g(t) = eρϕ(t) and write (5.1) as

∂tv + Kv = −g−1F(v), v(0, x) = v0(x),
∂tg = ρθ Reβ
∫ +∞
0 |v|ρv dx, h(0) = 1,
∂
j−1
x v(0, t) = 0, j = 1, . . . ,M ,
(5.3)
where
F(v) = β
(
|v|ρ − 1
θ
∫
|v|ρv dx
)
v.Rn
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A(v)(t) = G(t)v0 −
t∫
0
g−1(τ )G(t − τ)F (τ) dτ,
F (τ) = β
(
|v|ρ − 1
θ
+∞∫
0
|v|ρv dx
)
v(τ),
g(τ ) = 1 + ρ
θ
t∫
0
dτ Reβ
+∞∫
0
|v|ρv(τ ) dx.
We define v1 = G(t)v0 and successive approximations vk+1 = A(vk) for k = 1,2, . . . .
We prove that A is a contraction mapping in the set
X =
{
v ∈ C([0,∞);W0,a1 )∩ C((0,∞);L∞):
sup
1p∞
sup
b∈[0,a]
sup
t>0
t
1
α
(1− 1
p
)〈t〉− bα ∥∥〈·〉bv(t)∥∥
p
 2ε
}
,
where b ∈ (0,min(1, α)). We now prove by induction the following estimates:
‖vj‖X  Cε,
∥∥vj (t)− G(t)v0∥∥L1+ρ Cε1+ρ〈t〉− ρα(1+ρ) , (5.4)
gj (t) = 1 + ρ
θ
t∫
0
dτ Reβ
+∞∫
0
|vj |ρvj (τ ) dx  12 〈t〉
1− ρ
α , (5.5)
+∞∫
0
F(vj ) dx = 0,
+∞∫
0
vj (x, t) dx = 0. (5.6)
By virtue of Lemma 1 we have
∥∥G(t)v0∥∥L∞ Cε(1 + t)− 1α , ∥∥G(t)v0∥∥L1 Cε,∥∥| · |b(G(t)v0 − θt− 1α Λ(t− 1α (·)))∥∥L1  Cε
and ∥∥t− 1α (·)bΛ(t− 1α (·))∥∥L1  Ct bα .
Applying Lemma 2 we get estimate (5.5) with j = 1. Equalities (5.6) are true due to defi-
nition of v1. Indeed, since v1 is solution the problem

∂tv1 + Kv1 = 0,
v1(0, x) = v0(x),
∂
j−1
x v1(0, t) = 0, j = 1, . . . ,M,
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d
dt
+∞∫
0
v1 dx = −
+∞∫
0
Kv1 dx.
Since
+∞∫
0
Kv1 dx = lim
p→0K(p)
(
uˆ(p, t)−
[ρ]∑
j=1
∂
j−1
x u(0, t)
pj
)
= 0
we get
+∞∫
0
Gv0 dx =
+∞∫
0
v0 dx = θ. (5.7)
Therefore estimates (5.4)–(5.6) are valid for j = 1. We assume that estimates (5.4)–(5.6)
are true with j replaced by j − 1. As a consequence of (5.4) we have
∥∥F(vj−1)(t)∥∥L∞  C∥∥vj−1(t)∥∥1+ρL∞
(
1 + 1
θ
∥∥vj−1(t)∥∥L1
)
 Cε1+ρ(1 + t)− 1+ρα ,
∥∥F(vj−1)(t)∥∥L1  C∥∥vj−1(t)∥∥ρL∞
(∥∥vj−1(t)∥∥L1 + 1θ
∥∥vj−1(t)∥∥2L1
)
 Cε1+ρ(1 + t)− ρα (5.8)
and ∥∥F(vj−1)(t)∥∥L1,a  C∥∥vj−1(t)∥∥ρL∞∥∥vj−1(t)∥∥L1,b
(
1 + 1
θ
∥∥vj−1(t)∥∥L1
)
 Cε1+ρ(1 + t) ρ−bα g−1(t) (5.9)
for all t > 0. This yields the estimate∥∥〈·〉bF (vj−1)(t)∥∥Lr  Cε1+ρ〈t〉− ρ−bα − 1α (1− 1r ).
Therefore by (5.5), (5.6) we get, via Lemma 2,∥∥∥∥∥〈·〉b
t∫
0
g−1j−1(τ )G(t − τ)F (vj−1)(τ ) dτ
∥∥∥∥∥
Lr
 Cε1+ρCε1+ρ〈t〉− ρ−bα − 1α (1− 1r ).
Hence it follows that
‖vj‖X  Cε,
∥∥vj (t)− G(t)v0∥∥L1+ρ Cε1+ρ〈t〉− ρα(1+ρ) .
By virtue of Lemma 3 we find that
gj (t) = 1 + ρ
t∫
dτ Reβ
+∞∫
|vj |ρvj (τ ) dx  1 〈t〉1− ραθ
0 0
2
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view of (5.7), (5.5) and (5.6), integrating vj =A(vj−1) with respect to x we get
+∞∫
0
vj (x, t) dx =
+∞∫
0
Gv0 dx −
t∫
0
dτ g−1j−1(τ )
+∞∫
0
dx G(t − τ)F (vj−1)
=
+∞∫
0
Gv0 dx = θ.
Also we obtain
+∞∫
0
F(vj ) dx = 0.
By induction we see that properties (5.4)–(5.6) are true for all j  1. Thus the mapping
A transforms the set X into itself. In the same manner we can estimate the differences
A(vk) −A(vk−1) to see that A is the contraction mapping in X. Therefore there exists a
unique solution v of integral equation (5.1) in the set X.
Now let us compute the asymptotics of the solution. We first show the existence of
solutions to the integral equation
A(v)(t) = G(t)v0 −
t∫
0
g−1(τ )G(t − τ)F (τ) dτ,
F (τ) = β
(
|v|ρ − 1
θ
+∞∫
0
|v|ρv dx
)
v(τ),
g(τ ) = 1 + ρ
θ
t∫
0
dτ Reβ
+∞∫
0
|v|ρv(τ ) dx,
V (ξ) = V0(ξ)− β
η
1∫
0
dz
z(1 − z) 1a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
F(y)dy,
where V0(ξ) = Λ(ξ),
F(y) = ∣∣V (y)∣∣ρV (y)− V (y)
+∞∫
0
∣∣V (ξ)∣∣ρV (ξ) dξ
and
η = ρ
1 − ρ 1
α
Re
∫
β
∣∣V (ξ)∣∣ρV (ξ) dξ.We define successive approximations Vk+1 = B(Vk) for k = 0,1,2, . . . , where
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ηk
1∫
0
dz
z(1 − z) 1a
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
Fk(y) dy,
Fk(y) =
∣∣Vk(y)∣∣ρVk(y) − Vk(y)
+∞∫
0
∣∣Vk(ξ)∣∣ρVk(ξ) dξ
and
ηk = ρ
1 − 1
α
ρ
Re
∫
β
∣∣Vk(ξ)∣∣ρVk(ξ) dξ.
By induction via Lemma 4 we prove the estimates
sup
1p∞
∥∥〈·〉b(Vk+1 − V0)∥∥p  Cε3, sup
1p∞
∥∥〈·〉bVk∥∥p  Cb,
ηk  Cε−3 (5.10)
and
sup
1p∞
‖Vk+1 − Vk‖p  12 sup1p∞‖Vk − Vk−1‖p (5.11)
for all k  1. To use Lemma 4 we have to show
+∞∫
0
Fk(y) dy = 0,
+∞∫
0
Vk(y) dy = 1. (5.12)
Since
∫ +∞
0 V0(y) dy = 1 by the definition of Fk(y), we see that (5.12) is true for k = 0.
We assume that (5.12) holds for some k. Since (see formula (5.7))
+∞∫
0
GF dx =
+∞∫
0
F(y)dy
we have
+∞∫
0
Vk+1(ξ) dξ
= 1 − β
ηk
1∫
0
dz
z(1 − z) 1a
+∞∫
0
dξ
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
Fk(y) dy = 1,
whence it follows that
∫ +∞
0 Fk+1(y) dy = 0. Thus we get (5.12) for any k. We can use
Lemma 4 to obtain
sup
∥∥〈·〉a(V − V )∥∥1p∞
k+1 0 p
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∥∥∥∥∥〈ξ 〉a
1∫
0
dz
z(1 − z) 1α
+∞∫
0
G
(
ξ
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
Fk(y) dy
∥∥∥∥∥
p
 C|ηk| sup1p∞
∥∥〈·〉aFk∥∥p
 C|ηk| sup1p∞
∥∥∥∥∥〈·〉a
(∣∣Vk(·)∣∣ρVk(·)− Vk(·)
+∞∫
0
∣∣Vk(ξ)∣∣ρVk(ξ) dξ
)∥∥∥∥∥
p
 C|ηk| sup1p∞
∥∥〈·〉aVk∥∥p(( sup
1p∞
‖Vk‖p
)ρ + ( sup
1p∞
‖Vk‖p
)ρ+1 )
Cε3,
since ρ is close to α, hence |ηk| is considered to be sufficiently large. Therefore (5.10) is
true for any k. In the same manner we have (5.11) for any k  1.
We are now in the position to prove asymptotics of solutions. By induction let us prove
that for all k  0,
〈t〉− bα ∥∥〈·〉b(vk(t) − t− 1α θVk(·t− 1α ))∥∥p  Cεt− 1α (1− 1p )−γ (5.13)
for all t > 0, where 1  p ∞, γ = 12 min(a,1 − ρα ), b ∈ [0, a]. The estimate (5.13) is
true for k = 0 since by Lemma 1 we have
〈t〉− b2 ∥∥〈·〉b(v0(t)− t− 1α θV0(·t− 1α ))∥∥p = 〈t〉− b2 ∥∥〈·〉b(G(t)v˜ − θG(t))∥∥p
 Cεt−
1
α
(1− 1
p
)〈t〉− a2 . (5.14)
We assume that (5.13) is valid for some k. Then from (5.13) it follows that∣∣gk(t)− θρηkt1− ρα ∣∣
=
∣∣∣∣∣1 + ρθ Re
t∫
0
+∞∫
0
β|vk|ρvk(x, τ ) dx dτ − t1− ρα ρθ
ρ
1 − ρ
α
Re
+∞∫
0
β
∣∣Vk(ξ)∣∣ρVk(ξ) dξ
∣∣∣∣∣
=
∣∣∣∣∣1 + ρθ Reβ
t∫
0
( +∞∫
0
|vk|ρvk(x, τ ) dx dτ − θ1+ρτ− ρα
+∞∫
0
∣∣Vk(ξ)∣∣ρVk(ξ) dξ
)
dτ
∣∣∣∣∣
 1 + C
θ
t∫
0
∫ ∣∣|vk|ρvk(x, τ ) − θ1+ρτ− ρα − 1α ∣∣Vk(xτ− 1α )∣∣ρVk(xτ− 1α )∣∣dx dτ
 1 + C
θ
t∫
0
(‖vk‖∞ + θτ− 1α ‖Vk‖∞)ρ∥∥vk(·, τ ) − θτ− n2 Vk(·τ− 1α )∥∥1 dτ
 1 + Cε
1+ρ t∫
τ−
ρ
α
−γ dτ  1 +Cθρηkt1− ρα −γ (5.15)θ
0
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β
ηk
t∫
0
τ
ρ
α
−1G(t − τ)τ− ρ+1α Fk
(·τ− 1α )dτ
= β
ηk
t∫
0
dτ τ−1−
1
α (t − τ)− 1α
+∞∫
0
G
(
x
(t − τ) 1α
,
τ− 1α y
(t − τ) 1α
)
Fk
(
yτ−
1
α
)
dy
= β
ηkt
1
α
1∫
0
dz
z(1 − z) 1α
+∞∫
0
G
(
x
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
Fk(y) dy
= t− 1α (V0(xt− 1α )− Vk+1(xt− 1α )),
therefore we get
〈t〉− b2 ∥∥〈·〉b(θt− 1α Vk+1(·t− 1α )− vk+1(t))∥∥p
= 〈t〉− b2
∥∥∥∥∥〈·〉b
(
θt−
1
α Vk+1
(·t− 1α )− G(t)v˜ + β
t∫
0
g−1k (τ )G(t − τ)fk(τ ) dτ
)∥∥∥∥∥
p
C〈t〉− b2 ∥∥〈·〉b(θt− 1α V0(·t− 1α )− v0(t))∥∥p
+C〈t〉− b2
∥∥∥∥∥〈·〉b
t∫
0
(
g−1k (τ ) −
θ−ρ
ηk
τ
ρ
α 〈τ 〉−1
)
G(t − τ)fk(τ ) dτ
∥∥∥∥∥
p
+ C〈t〉
− b2
ηkθρ
∥∥∥∥∥〈·〉b
t∫
0
G(t − τ)
(
fk(τ )− θ
1+ρ
τ
1
α
(ρ+1) Fk
(·τ− 1α ))τ ρα dτ〈τ 〉
∥∥∥∥∥
p
+ Cθ〈t〉
− b2
ηk
∥∥∥∥∥〈·〉b
t∫
0
G(t − τ)Fk
(·τ− 1α )( 1〈τ 〉 − 1τ
)
τ−
1
α dτ
∥∥∥∥∥
p
≡ I1 + I2 + I3 + I4.
From (5.14) we have
I1  Cεt−
1
α
(1− 1
p
)〈t〉− a2 .
By (5.15) and Lemma 2 with λ = a > 0, ν = ρ
α
, µ = 1 − ρ
α
+ γ , where γ = 12 min(a,
1 − ρ
α
),
I2  〈t〉− b2
∥∥∥∥〈·〉b
t∫
τ
ρ
α 〈τ 〉−1
∣∣∣∣〈τ 〉τ− ρα − θ−ρ gk(τ )
∣∣∣∣g−1k (τ )G(t − τ)fk(τ ) dτ
∥∥∥∥∥
0
ηk ∥
p
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∥∥∥∥∥〈·〉b
t∫
0
τ
ρ
α 〈τ 〉−1
(
〈τ 〉τ− ρα − τ 1− ρα + θ
−ρ
ηk
+ Cτ 1− ρα −γ
)
× g−1k (τ )G(t − τ)fk(τ ) dτ
∥∥∥∥∥
p
C〈t〉− b2
∥∥∥∥∥〈·〉b
t∫
0
〈τ 〉−γ g−1k (τ )G(t − τ)fk(τ ) dτ
∥∥∥∥∥
p
 Cεt−
1
α
(1− 1
p
)−γ
.
In the same manner via Lemma 2 with λ = a, ν = ρ
α
, µ = 1 − ρ
α
+ γ we get
I3 = C〈t〉
− b2
ηkθρ
∥∥∥∥∥〈·〉b
t∫
0
G(t − τ)(fk(τ ) − τ− ρ+1α θ1+ρFk(·τ− 1α ))τ
ρ
α dτ
〈τ 〉
∥∥∥∥∥
p
 C
ηkθρ
t
− 1
α
(1− 1
p
)−γ
× sup
t>0
sup
1p∞
t
1
α
(1+ρ− 1
p
)+γ 〈t〉− b2 ∥∥〈·〉b(fk(t)− t− ρ+1α θ1+ρFk(·t− 1α ))∥∥p
 C
ηkθρ
t
− 1
α
(1− 1
p
)−γ (
sup
t>0
(
t
1
α
∥∥vk(t)∥∥∞ + θ‖Vk‖∞))ρ
× sup
t>0
sup
1p∞
t
1
α
(1− 1
p
)+γ 〈t〉− b2 ∥∥〈·〉b(vk(t)− t− n2 θVk(·t− 1α ))∥∥p
 Cεt−
1
α
(1− 1
p
)−γ
.
Finally changing independent variables τ = zt and ξτ− 1α = y and applying Lemma 4 we
obtain
I4 = Cθ〈t〉
− b2
ηk
∥∥∥∥∥〈·〉b
t∫
0
G(t − τ)Fk
(·τ− 1α )( 1〈τ 〉 − 1τ
)
τ−
1
α dτ
∥∥∥∥∥
p
= Cθ〈t〉
− b2
ηk
∥∥∥∥∥〈x〉b
t∫
0
dτ
(
1
〈τ 〉 −
1
τ
)
τ−
1
α (t − τ)− 1α
×
+∞∫
0
G
( ·
(t − τ) 1α
,
τ− 1α y
(t − τ) 1α
)
Fk
(
yτ−
1
α
)
dy
∥∥∥∥∥
p
= Cεt− 1α (1− 1p )
∥∥∥∥∥〈·〉b
1∫
0
dz
(1 − z) n2
(
1
z
− t〈tz〉
)
×
+∞∫
0
G
( ·
(1 − z) 1α
,
z
1
α y
(1 − z) 1α
)
Fk(y) dy
∥∥∥∥∥
p
1 1
 Cεt− α (1− p )−γ .
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and a limit k → ∞ in (5.13) we get∥∥v(t)− t− 1α θV (·t− 1α )∥∥
p
 Cεt−
1
α
(1− 1
p
)−γ for all t > 0. (5.16)
That is by virtue of (5.15) and (5.16) we have the asymptotics
v(t) = t− 1α θV (·t− 1α )+ O(t− 1α −γ ) and g(t) = θρηt1− ρα (1 +O(t−γ )) (5.17)
for t → ∞ uniformly with respect to x ∈ R+. Via (5.2) we also get
ψ(t) = ψ(0)− 1
θ
Im
t∫
0
g−1
+∞∫
0
β|v|ρv(x, τ ) dx dτ
= ψ(0)−
t∫
0
η−1(τ + 1)−1 dτ Im
+∞∫
0
β
∣∣V (y)∣∣ρV (y)dy
−
t∫
0
(
θρg−1(τ )(τ + 1)− ρα − η−1(τ + 1)−1)dτ Im
+∞∫
0
β
∣∣V (y)∣∣ρV (y)dy
− 1
θ
Imβ
t∫
0
g−1(τ )
( +∞∫
0
|v|ρv(x, τ ) dx
− θ
1+ρ
(τ +1) ρα
+∞∫
0
∣∣V (y)∣∣ρV (y)dy
)
dτ.
Therefore
ψ(t) = ω log t + Ψ + O(t−γ ), (5.18)
where ω = − 1
η
Im
∫ +∞
0 β|V |ρV (y)dy and
Ψ ≡ ψ(0)−
∞∫
0
(
θρg−1(τ )(τ + 1)− ρα − η−1(τ + 1)−1)dτ Im
+∞∫
0
β
∣∣V (y)∣∣ρV (y)dy
− Imβ
∞∫
0
θρg−1(τ )
(
θ−1−ρ
∫
|v|ρv(τ, x) dx
− (τ + 1)− ρα
∫ ∣∣V (y)∣∣ρV (y)dy
)
dτ.
Therefore via the formula u(x, t) = e−ϕ(t)+iψ(t)v(x, t) and (5.17), (5.18) we obtain the
asymptotics of the solution with a constant A = η−1/ρeiΨ . Theorem 1 is proved. 
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