The authors evaluate the response of the Southern Ocean to the variability and multidecadal trend of the southern annular mode (SAM) from 1972 to 2001 in a global eddy-permitting model of the DRAKKAR project. The transport of the Antarctic Circumpolar Current (ACC) is correlated with the SAM at interannual time scales but exhibits a drift because of the thermodynamic adjustment of the model (the ACC transport decreases because of a low renewal rate of dense waters around Antarctica). The interannual variability of the eddy kinetic energy (EKE) and the ACC transport are uncorrelated, but the EKE decreases like the ACC transport over the three decades, even though meridional eddy fluxes of heat and buoyancy remain stable. The contribution of oceanic eddies to meridional transports is an important issue because a growth of the poleward eddy transport could, in theory, oppose the increase of the mean overturning circulation forced by the SAM. In the authors' model, the total meridional circulation at 508S is well correlated with the SAM index (and the Ekman transport) at interannual time scales, and both increase over three decades between 1972 and 2001. However, given the long-term drift, no SAM-linked trend in the eddy contribution to the meridional overturning circulation is detectable. The increase of the meridional overturning is due to the time-mean component and is compensated by an increased buoyancy gain at the surface. The authors emphasize that the meridional circulation does not vary in a simple relationship with the zonal circulation. The model solution points out that the zonal circulation and the eddy kinetic energy are governed by different mechanisms according to the time scale considered (interannual or decadal).
Introduction
The main mode of variability of the Southern Hemisphere winds is a zonally symmetric mode called the southern annular mode (SAM) or Antarctic Oscillation. This mode has undergone a significant intensification since the 1970s. The intensification of the surface pressure difference between 408 and 658S (and the corresponding strengthening of westerly winds) is documented by direct observations (Marshall 2003) . The humaninduced increase in greenhouse gases and the ozone depletion have been shown to contribute to the SAM upward trend, which is expected to continue in the future (Arblaster and Meehl 2006) . Ocean biogeochemistry is suspected to respond strongly to this climate signal. The SAM upward trend could have increased the ventilation of carbon rich deep water, possibly controlling the strength of the Southern Ocean carbon dioxide sink (Lenton and Matear 2007; Lovenduski et al. 2008; Le Quéré et al. 2007 ) and accelerating ocean acidification (Lenton et al. 2009 ). The above atmospheric observations and possible biogeochemical implications have motivated a number of studies of the Southern Ocean response to the variability of the SAM, fueling conflicting theories so far.
In the classical theory, the first effect of stronger westerlies over the Southern Ocean is to drive a larger Ekman transport to the north, resulting in an enhanced upwelling south of the Antarctic Circumpolar Current (ACC). Because the ACC itself is partly driven by the wind, linear theory predicts the baroclinic transport of the ACC to increase and the meridional slope of the isopycnals to steepen. This is what low-resolution climate models show (Fyfe and Saenko 2006; Fyfe et al. 2007 ). This mechanism has recently been tested by Bö ning et al. (2008) , using available observations of the Southern Ocean to calculate the isopycnal slopes. Bö ning et al. (2008) do not find any steepening of the isopycnals, and they suggest that, in the real ocean, eddy fluxes may compensate the increased Ekman transport resulting from the SAM trend. Indeed, eddies arising from the baroclinic instability of the ACC can prevent the steepening of isopycnals by releasing available potential energy and allow the transport to remain stable (Straub 1993) . If eddies play a major role, the ocean response to the SAM is fundamentally nonlinear and its representation in low-resolution climate models may be flawed. The fact that poleward eddy fluxes can partially compensate for an increased Ekman transport has been demonstrated in idealized quasigeostrophic models (Meredith and Hogg 2006) and in sensitivity studies using an isopycnic model (Hallberg and Gnanadesikan 2006) . Yang et al. (2007, hereafter Y07 ) have performed independently a study similar to Bö ning et al. (2008) , using the Simple Ocean Data Assimilation (SODA) ocean reanalysis. Contrary to Bö ning et al. (2008) , they find a steepening of isopycnals in the upper layers but do not find any increase in the ACC transport, leading them to the same conclusion that eddies must be invoked to explain the nonlinearity of the response.
There are not enough observations to document a trend of eddy activity in the Southern Ocean since the 1970s, and there has been so far no attempt to use a numerical model to assess long-term trends of eddy fluxes. Screen et al. (2009) use a recent high-resolution global model [Ocean Circulation and Climate Advanced Model (OCCAM)] with a resolution of 9 km at 608S to study the correlation between eddy kinetic energy (EKE) and the SAM at interannual time scales, but they cannot analyze decadal trends resulting from the short length of their model integration (20 years). In this note, we study the ocean response to the SAM in multidecadal numerical experiments carried out as part of the DRAKKAR project with the ORCA025 global model at eddy-permitting resolution. Unfortunately, although our numerical experiments are probably among the longest realistic simulations available at such a high resolution (44 and 88 years), we will show that the model is still too far from thermodynamical equilibrium to provide definitive answers.
Despite the model's limitations, our study provides new information about the Southern Ocean response to the SAM. Our work can be viewed as an extension of Y07; here, we calculate time series of the eddy contributions to the meridional overturning and heat transport to study their variability and trends. It is also an extension of the interannual study of Screen et al. (2009) to decadal time scales. By using longer series, we are led to question some of the previous interpretations regarding correlations of wind stress, ACC transport, and eddy kinetic energy. Our model suggests that diabatic processes, which are neglected in quasigeostrophic models such as the one of Meredith and Hogg (2006) , could play an essential role in the ocean response to the SAM. It is well known that dense water formation south of the ACC drives part of the ACC transport (Gent et al. 2001; Gnanadesikan and Hallberg 2000) ; in our model, air-sea buoyancy fluxes and mixing explain most of the ACC variability on multidecadal time scales.
Numerical model and analysis methods
Our reference numerical experiment (REF) has been performed within the DRAKKAR project ; it is described in Treguier et al. (2007) . The numerical code is Nucleus for European Modelling of the Ocean (NEMO; Madec 2008) . The global configuration ORCA025 (Barnier et al. 2006 ) has a grid size of 1 /48 at the equator and is refined following a Mercator projection poleward so that the isotropic mesh size at 608S is 1 /88 (14 km). The resolution is thus intermediate between the OCCAM 1 /48 and OCCAM 1 /128 models used by Screen et al. (2009) . Improvements in the momentum advection scheme and a partial-step representation of the bathymetry allow the model to be very realistic for a model of this class and even better than higher-resolution models in a few places (Barnier et al. 2006; Penduff et al. 2007) . The model has a good representation of the multiple fronts of the ACC and the contribution of eddy fluxes to the meridional circulation and heat transport is large, as expected from theory and other models . However, the model probably underestimates baroclinic instability, especially south of the polar front, where the Rossby radius gets smaller than the model grid scale. The model is initialized with a climatology of temperature and salinity and integrated over the period . The forcing dataset (DFS3) is described by Brodeau et al. (2010) . It is a combination of 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) variables (air temperature, air humidity, and surface winds) and satellite observations (precipitations and radiation). This forcing set is constructed in the manner of the CORE forcing (Large and Yeager 2009) , except for the replacement of the National Centers for Environmental Prediction (NCEP) reanalysis by ERA-40, which is shown to represent the SAM trend more reliably than NCEP (Marshall 2003) . These authors find that the trends during the early periods of the atmospheric reanalyses are questionable because of the evolution of the observing networks; for this reason, as well as to avoid the beginning of the model spinup, we restrict our analysis to 30 years . For comparison, we use a companion experiment REF2 forced by the same DFS3 forcing but with lower relaxation to sea surface salinity; REF2 is made longer by cycling over the forcing twice. We also present preliminary results of two recent experiments using the newer forcing dataset DFS4 (based on DFS3; see Brodeau et al. 2010) as well as its climatological version.
After a description of the zonal circulation and eddy activity (in the next section), we analyze the variability of the meridional circulation and heat transport in section 4. In the Southern Ocean, it is well known that the meridional overturning circulation (MOC) must be integrated following isopycnals, rather than at fixed levels, to provide a picture consistent with water mass analysis (Dö ö s and Webb 1994). Treguier et al. (2007) have recently demonstrated that in high-resolution models, where meridional excursions of the ACC are important (and realistic), it is also necessary to integrate the MOC following time-mean streamlines. The time-averaged structure of the upper cell of the MOC across streamlines has been described by Treguier et al. (2007) for the period 1991-2000; we have found that it is in qualitative agreement with the theoretical picture (e.g., Marshall and Radko 2003; Speer et al. 2000) . Mean velocities drive an equatorward flow in the less dense layers, which is partly compensated by the poleward eddy transport because of the eddy velocity-thickness correlations. The resulting residual circulation is northward, in equilibrium with the buoyancy forcing that tends to make waters lighter as they move equatorward. Here, we study the time variability of the MOC, performing the same calculation as Treguier et al. (2007) for every year. Because we follow time-mean streamlines, the variability can be due to changes in the MOC or to changes in the position of the ACC itself. Figure 1 represents the 10-and 110-Sv (1 Sv [ 10 6 m 3 s
21
) contours of annual-mean barotropic streamfunctions for eight years: four years at the beginning of the period (1972-75; in gray) and four years at the end of the period (1998-2001; in black) . The northern boundary of the ACC (10-Sv isoline) does not change markedly. There is a systematic southward shift of the southern boundary of the ACC (110-Sv isoline), consistent with the trend in the winds. However, we have verified that this small change of the ACC path does not strongly influence the calculation of the MOC: we will thus use the streamlines averaged over the entire period to define what we call the ''ACC belt,'' following Treguier et al. (2007) . To characterize the atmospheric variability, we use the SAM index of Marshall (2003) , which is calculated directly from observed pressure data. We have verified that this index is relevant for our model: it is well correlated with the Ekman transport at 508S calculated from the model wind stress. The correlation coefficient is 0.73 and both show an upward trend, as will be further demonstrated in section 4.
The zonal circulation
There is no simple theory to predict the change in ACC transport resulting from an increase in the zonal winds. First, one must note that the ACC transport results from both the wind and thermodynamical forcing (Gent et al. 2001; Gnanadesikan and Hallberg 2000; Borowski et al. 2002) . Another difficulty arises even in a purely dynamical framework (e.g., a quasigeostrophic model) because different regimes exist in which the ACC transport has different dependencies on the wind stress (Tansley and Marshall 2001) . Bö ning et al. (2008) and Y07 argue from observations and the SODA reanalysis that the ACC transport has probably been stable during the last decades, whereas coarse-resolution models (Fyfe et al. 2007 ) or coupled models (Sen Gupta and England 2006) predict an increase of the ACC transport in response to the SAM.
Our model behaves differently: the transport through Drake Passage has a downward trend opposite to the increase in the SAM. The total transport is shown in Fig. 2 , and anomalies are plotted in Fig. 3a , together with the SAM index. For REF (Fig. 2) , the 30-yr decline is 26 Sv (0.2 Sv yr
21
). This decline in the ACC transport is clearly a model drift, because a larger decrease happened during the model spinup (1958-71; not shown). The drift is due to the loss of the densest waters in the model. Because the thickness of these dense waters is larger at high latitudes, the decrease of their volume causes a decrease of the meridional density gradient at all depths. In the present case, the transport decrease is clearly a model deficiency resulting from inadequate representation of Antarctic Bottom Water formation.
1 This problem may result from insufficient resolution (e.g., inadequate representation of small-scale downslope flows), errors in the sea ice representation (e.g., omission of under-ice cavities), or errors in the atmospheric forcing. Because such errors are unavoidable in the poorly observed region surrounding Antarctica, many modelers use an artificial relaxation to climatological temperature and salinity in the water column (e.g., Hallberg and Gnanadesikan 2006 ), but we have not done so. Instead, we have run a longer experiment by cycling over the forcing twice (REF2; Fig. 2 ). The transport drift is reduced (20.15 Sv yr 21 ) but does not disappear. We have looked at possible ways to remove this drift from our analysis of the response to the SAM by considering newer DRAKKAR experiments: an interannual DFS4 simulation from 1958 to 2001 (DFS4 in Fig. 2 ) and a companion experiment with a climatological forcing based on DFS4 for two different time periods (CLIM and CLIM2; displayed in Fig. 2 ). This is not surprising because winter conditions vary from year to year, and water mass formation is expected to be different when average winter conditions are repeated every year as in CLIM. For this reason, it is not straightforward to use a climatological experiment to remove the drift from the interannual one.
On interannual time scales, the comparison of these different experiments suggests that the variability of the transport through Drake Passage is mostly determined by the atmospheric forcing. This appears when comparing the standard deviation of the detrended series in Fig. 2 : 3.2-3.3 Sv for the interannual experiments and only 1.2 Sv for CLIM and 0.8 Sv for CLIM2. Furthermore, interannual anomalies of the ACC transport for all of the interannual simulations are highly correlated, although there is no constraint to ocean observations in the model, and mesoscale eddy variability is largely uncorrelated. This appears clearly in Fig. 3a (the correlation coefficient between REF and REF2 is r 5 0.9). Figure 3a also shows that despite the multidecadal drift, at interannual time scales the ACC transport is correlated to the SAM index (the correlation coefficient between the detrended series is 0.46, which is the same as found by Y07 with the SODA reanalysis). The ACC transport is not directly observed, and previous studies have considered the evolution of potential energy anomaly (PEA) or isopycnal slopes (Bö ning et al. 2008) , which are related by geostrophy to the baroclinic component of the transport [in fact, if bottom velocities are small, as argued by Borowski et al. (2002) , the potential energy anomaly is directly related to the total transport]. Let us discuss first the link between isopycnal slopes and Ekman upwelling south of the ACC. The trend in Ekman pumping does not occur over the ACC path but over the Weddell and Ross gyres to the south. This is shown in Fig. 3b , where the upwelling is integrated over the ACC belt (the region outlined in Fig. 1 ) and south of it. Two-thirds of the upwelling occurs south of the ACC belt (23 and 12 Sv, respectively) and the upward trend happens only in the south (0.18 Sv yr . In a steady state, the upwelling over the southern gyres is compensated for by eddy and mean circulation along isopycnals, diapycnal diffusion, and water mass formation. Any of these processes (or all of them) may adjust for the increase in Ekman upwelling; we will see in the next section that, in our model, surface fluxes and water mass formation play the major part. over the last four decades (their Fig. 5b ), and the increase is homogeneous over the ACC so that the meridional gradient (and the baroclinic transport) remains stable. In our model, there is a PEA increase of 10 5 kg s 22 south of the ACC and a decrease of 3 3 10 5 kg s 22 in the north, corresponding to the decline in baroclinic transport. This discrepancy between model and observations confirms the spurious nature of this model drift.
Let us consider now the interannual to decadal variations of the eddy activity. It has been proposed that an increase in the SAM would lead to an increase in baroclinic transport, which then would produce an increase of the eddy kinetic energy fueled by baroclinic instability. This process has been demonstrated by Meredith and Hogg (2006) using a quasigeostrophic model and it is suggested from altimetric data (Screen et al. 2009; Meredith and Hogg 2006) , but the period considered is probably too short to establish with confidence a link with the SAM. Our model provides longer time series; however, before calculating correlations with the SAM, we need to validate the modeled sea level variability using observations. Fig. 1 ) and in the region between the ACC belt and Antarctica. Meredith and Hogg (2006) contrast years of low circumpolar variability and high variability (their Fig. 2) . We have computed similar maps using the sea level anomalies from Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO; Ducet et al. 2000) and the REF simulation, collocated in space and time (Penduff et al. 2010) . Figure 4 represents the squared sea level anomaly averaged over the width of the ACC belt as a function of latitude or more precisely the difference of this quantity between two time periods (1993-99 minus 1993-2001 and 2000-01 minus 1993-2001) . The observations show a clear contrast between the years 1993-99 and years 2000-01, all around the ACC. The model captures the correct order of magnitude of the sea level anomalies, and it reproduces the circumpolar increase of variability between the two periods, although regions of high and low variability do not always correspond to the data and the model has some spurious signals (e.g., at 1508E). We have noted that in some eddy-rich regions (e.g., the Agulhas retroflection south of Africa) the model variability is not in phase with the observations. It is likely that the interannual variability of eddy activity depends on random instability processes as well as direct wind forcing. As a result, interannual maxima and minima in eddy statistics such as EKE do or do not agree with data according to the region considered. This is further demonstrated by the fact that the series of annual-mean EKE for the first and second pass of our long experiment are not significantly correlated (not shown), contrary to the ACC transport. Our forced ocean model without any data assimilation cannot be expected to reproduce instability processes at the exact time and place of the observations. We have calculated the surface eddy kinetic energy averaged between 358 and 658S and looked for a correlation with the SAM index as found by Screen et al. (2009) over the whole 30-yr period. We do not find any convincing correlation (we have considered lags from 0 to 4 years, with the SAM leading the model EKE). Correlations vary from positive to negative according to the lag and the model experiment considered (REF, REF2, or DFS4) . In summary, in our model, the EKE exhibits lowfrequency variability on rather longer time scales than the SAM index and with no clear correlation with the SAM in the zonal average. However, the long-term drift is one of decline, directly linked with the ACC transport.
Meridional overturning and heat transport
In this section, we present time series of the MOC on the 87-Sv streamline at a potential density of 27.225 (referenced to the surface) because this location corresponds most closely to the maximum of the MOC. Our results regarding the M-MOC are very similar to those of Y07 obtained with the SODA reanalysis. Our Fig. 5a can be compared with their Fig. 3 . The meridional Ekman transport at 508S and the SAM index show a similar positive trend over the period considered . The meridional overturning resulting from the mean flow (M-MOC) is also highly correlated with the SAM index (r 5 0.79), and its trend is almost equal to the trend in Ekman transport (the linear regression coefficient of the two series is 1.04). Thus, the M-MOC in density coordinates across a streamline varies simply like the z-coordinate MOC at a fixed latitude [a quantity that Y07 call the Deacon cell index (DCI)]. This result may seem surprising because averaging in density coordinates is known to make the Deacon cell weaker than averaging in z coordinates (Dö ö s and Webb 1994). However, Dö ö s and Webb (1994)'s result applies for the zonal average; in their case, the cancellation of the Deacon cell is due to the large time-mean meanders of the ACC. In a streamline average (as performed here), such a cancellation can result only from the eddy fluxes (discussed in the next paragraph). Regarding the variability, we find that the streamline-averaged M-MOC and the DCI are directly related to the Ekman transport. The high correlations of the M-MOC with the SAM index in our model is similar to Y07 (they find a correlation of r 5 0.7 between the DCI and the SAM). This is noteworthy because the study of Y07 is based on the SODA 1.4.2 reanalysis with data assimilation, whereas our model uses no ocean data except for initialization. This suggests that the response of the time-mean meridional overturning to the wind simply follows the linear Ekman theory at interannual and decadal time scales.
Our ocean model has a higher resolution than SODA and an acceptable level of eddy variability (as shown by Fig. 4) . This allows us to calculate the eddy contribution to the meridional circulation (E-MOC). On average, eddies oppose the mean flow: the E-MOC is about 28 Sv so that the total MOC is only 12 Sv, greatly reduced compared with the M-MOC (about 20 Sv). Figure 5b shows the annual anomalies of the E-MOC and M-MOC and their sum. The total is well correlated with the M-MOC and both show a similar multidecadal trend, whereas the E-MOC has a negligible trend and no significant correlation with the SAM index. In our model, the trend of the total MOC is equilibrated by a corresponding change in the air-sea surface fluxes. The density flux is negative with a mean value over the ACC belt of 20.3 3 10 26 kg m 22 s
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: surface waters gain buoyancy because of the freshening, which is only partially compensated for by cooling. Note that, in the model, the heat flux averaged over the ACC belt is the Fig. 5 because of the heat flux trend (the freshwater contribution has a much smaller trend). As more waters are transported north by the increased Ekman drift, they gain the additional buoyancy they need because there is more surface heating, and the poleward eddy flux does not change. In this sense, although eddy mass fluxes are significant in the mean, the variability of our model seems closer to the ''thermodynamically driven'' regime of Gnanadesikan and Hallberg (2000, their Fig. 2b) .
A similar picture arises from the consideration of the meridional heat transport (MHT). In Fig. 6 , we present an analysis of the components of heat transport at two latitudes: 508S, which is a latitude representative of the ACC, and 408S because it is the latitude at which the eddy contribution to the MHT is the highest (see, e.g., Jayne and Marotzke 2002) . At both latitudes, the total heat transport shows an upward trend. It is directly related to the increase of the Ekman cell, which transports light water and heat equatorward (resulting in a reduced poleward heat transport). At 508S (Fig. 6a) , the eddy contribution is small and does not contribute much to the interannual variability. At 408S in contrast, the eddy contribution is larger than the mean MHT, in agreement with Jayne and Marotzke (2002) . Like the eddy contribution to the MOC, the eddy MHT has no clear trend. At all latitudes, the trend in total MHT is balanced by a corresponding trend of the surface heat flux (Fig. 6) , rather than by a trend of eddy fluxes.
Surface buoyancy fluxes over the Southern Ocean are poorly known, and we cannot claim our model solution to be a faithful representation of the real ocean's response to the increase in the SAM over the recent decades. However, our model is fully prognostic and dynamically and thermodynamically consistent. It does suggest that eddies need not be invoked to equilibrate a long-term trend in the SAM: buoyancy fluxes can adjust over decadal scales, and this is what happens in our model solution. Badin and Williams (2010) discuss this link between Ekman transport and surface heat flux in more detail. The state of the atmosphere (temperature and humidity) is prescribed in our case, but it is likely that large changes in air-sea fluxes can also take place in coupled ocean-atmosphere models.
Conclusions
In this note, we have studied the response to the increase of the southern annular mode (SAM) over 30 years between 1972 and 2001, using an eddy-permitting global model forced by ERA-40 winds. The model response shows a complex link between zonal circulation and eddy activity on the one hand and the meridional circulation of the Southern Ocean on the other hand. A key result of our study is the fact that the zonal circulation and the eddy kinetic energy are governed by different mechanisms according to the time scale considered (interannual or decadal). The zonal transport at Drake Passage is correlated with the SAM at interannual time scales, but in our model its evolution on decadal scales is controlled by the changes in dense water masses around Antarctica. The EKE has a downward drift that follows the decline of the ACC transport, which is consistent with the decrease of the density gradient across the ACC and therefore a decrease in baroclinic instability. In our model, this link between EKE and ACC transport is clear on decadal scales but cannot be established on interannual time scales in the zonal average. Using the long time series provided by our model, we have failed to confirm a significant correlation of the circumpolar EKE with the ACC transport or the SAM index, even though the model reproduces the specific event of EKE growth documented by Meredith and Hogg (2006) . The fact that the EKE series are decorrelated in two consecutive model runs with the same forcing clearly demonstrates that the interannual variability of the model EKE is chaotic in nature in that it depends on the details of the initial state of the ocean in the model. We believe that it is also the case in the real ocean and that the links between EKE and the forcing fields will be difficult to establish. It is not even clear that such links exist in the circumpolar average because there are many energetic regions along the path of the ACC with different instability characteristics and controlled by different forcings. Finally, we want to point out that trends in EKE do not necessarily cause trends in meridional eddy fluxes. These fluxes do not result solely from the existence of the eddies, but rather from eddytracer correlations. Indeed, in our model the EKE has a downward trend over 30 years, but it is not the case of the eddy MOC or the eddy heat transport.
The meridional overturning and the meridional Ekman transport are highly correlated with the SAM index at both interannual and decadal time scales, and all exhibit an increasing trend from 1972 to 2001. In contrast, the eddy contribution to the meridional overturning is not correlated with the SAM and does not show any trend. This behavior of the eddy contribution may seem at odds with the finding of Hallberg and Gnanadesikan (2006) : namely, the fact that the response to changing Southern Ocean winds is not the same in a low-resolution model and an eddy-resolving model. To explain this, a number of differences between our study and Hallberg and Gnanadesikan (2006) may be invoked: they consider the effect of a change in winds only, whereas we force our model with the observed atmospheric state, including changes in air temperature, humidity, or precipitation; they evaluate the effect of a large change of the wind (620%), whereas the trend in Ekman transport between 1972 and 2001 is only 12% (3.6 Sv); they study an equilibrium state when winds are constant after an increase or decrease, whereas we analyze a transient simulation; and their model uses a relaxation to climatology near Antarctica. So far, model studies (including ours) are not conclusive regarding the response of eddy fluxes in the real ocean. One must keep in mind our model's shortcomings, its errors in water mass formation rates, and its too-coarse spatial resolution. Nevertheless, we hope that our model solution contributes to this active research field because it illustrates how a simple linear response of the meridional oceanic circulation to the increase of the SAM can be achieved by a modification of air-sea fluxes only, without a change of eddy fluxes. This happens even though eddies are active and have an order one contribution to the time-mean equilibrium of the meridional overturning.
The main motivation of our study was to assess the role of eddies in the adjustment of the Southern Ocean to point out the possible weaknesses of low-resolution climate models where eddy fluxes are crudely parameterized. We have found that, in our model, the meridional circulation displays a simple linear response to the variations of the Ekman transport and that eddies do not seem to play a part in the multidecadal trends; however, this does not mean that the viscous solutions of today's climate models are sufficient. Rather, the model solution presented here reminds us that water mass formation occurring near the Antarctic continent may be as important as wind forcing in setting the ocean response, and this points to other possible deficiencies of low-resolution climate models (representation of deep convection, downslope flows, ice shelves, polynyas, etc.). Our study shows that understanding the role of eddies in the response to the SAM may require eddy-resolving solutions in thermodynamic equilibrium. Fortunately, running eddypermitting models such as ORCA025 for centuries or millennia will become possible in the near future because of the increase in available computing power. Another thing to bear in mind is that slow thermodynamic adjustments such as found in our model can also happen in ocean reanalysis if there are not enough observations to constrain the solution. Observations of decadal-scale variability around Antarctica are scarce so that a reanalysis can either underestimate the variability (by assimilating climatological data) or be subject to unrealistic drifts. It is thus important to work toward a better understanding and modeling of water mass formation in the Southern Ocean to address the two key aspects of the atmospheric forcing over the region (the mechanical wind effect as well as the thermodynamical effect of heat and freshwater fluxes) and understand their impact on Southern Ocean biogeochemistry.
