The structure of sucrose has been refined with Mo K~ diffractometer data collected from two crystals to a sin 0/2 limit of 0"81 A -1. 3280 reflections were measured of which 3098 were greater than 2o'. The structure has been refined with low-angle data (sin 0/2 < 0"64 A-1), high-angle data (sin 0/2 > 0.64 A-1) and all the data, and the results compared with the very precise neutron-diffraction results of Brown & Levy. The final R indices are 0.025, 0.029 and 0.029 respectively for the X-ray data. The C-O bond lengths from refinements of low-angle and all data are longer and thermal parameters greater than those from the neutron data. The thermal parameters for the nonhydrogen atoms obtained from the high-angle refinement, however, are not significantly different from the neutron values. Use of bonded hydrogen atom scattering factors of Stewart, Davidson & Simpson [J. Chem. Phys. (1965). 42, 3175-3187] led to thermal parameters for hydrogen bonded to oxygen and for hydrogen bonded to carbon which were respectively 0.3(3) A s greater and 1 "9(1) A 2 less than those from the neutron results. Residual electron-density maps based on neutron coordinates and X-ray data showed the expected bond and lone pair features much more clearly than maps based on the coordinates obtained from refinement of high sin 0 X-ray data.
Introduction
The structure of sucrose was solved by Beevers, Mc-Donald, Robertson & Stern (1952) , and subsequently Brown & Levy (1963) carried out a highly precise refinement using neutron-diffraction data (see accompanying paper by Brown & Levy, 1973) . This report describes a refinement based on X-ray data collected on a four-circle diffractometer. Initially, the purpose was to compare the B values from a refinement in which scattering factors for the isolated hydrogen atom were used with B values from refinement of neutron data (Jensen & Sundaralingam, 1964; Mason, Phillips & Robertson, 1965) . Several comparisons of results from neutron and X-ray data have been reported (Coppens, Sabine, Delaplane & Ibers, 1969; Coppens & Vos, 1971) , but the number of hydrogen atoms involved was not large. In the sucrose structure, however, the number of hydrogen atoms in general positions should provide sufficient data for statistical comparisons. Moreover, reflections from sucrose can be observed well beyond the limit of the Cu sphere, so that parameters of the nonhydrogen atoms based on both lowand high-angle reflections can be determined and compared with neutron results. We also wanted to examine residual density maps obtained using the observed Xray data and the coordinates derived from the neutron and X-ray data.
A preliminary account of the results reported here was given in the symposium on Experimental and Theoretical Studies of the Electron Densities in Crystals and Molecules at the Albuquerque ACA meeting, April, 1972 (Hanson, Sieker & Jensen, 1972 .
Experimental
Crystals of sucrose were grown from a methanol-water solution by slow evaporation. Unit-cell parameters were determined from 20 values for 27 reflections measured on a manually operated, four-circle diffractometer, both + 20 and -20 being measured for each reflection. The following parameters were derived from a least squares fit of the data based on 2(Mo K~)=0.71069 A and are tabulated along with the values determined by Brown & Levy (1973 The agreement between these two sets of parameters is satisfactory, and they are not significantly different from the results of Beevers et al. (1952) . The space group is P21. Two crystals of approximate size 0-27 x 0.32 x0.36 mm and 0.32 x 0.33 x 0.38 mm were used for the intensity data. The crystals were well within the intensity plateau of the beam(focal spot size, 0.8x 15 mm, takeoff angle, 3°; collimating aperatures, 1.0 ram; focal spot to crystal distance, 145 ram). Measurements were made by the co/20 scan technique at a 20 scan rate of 2 ° per min with Mo K~ radiation filtered through 0.026 mm Nb foil. Scan ranges were variable as computed from the tangent relation of Alexander & Smith (1964) , and backgrounds were measured for half the scan time at each limit of the scan range. All reflections with 20<70 ° (sin 0/2<0.81 A -1) were measured for both crystals.
Three reflections were chosen to monitor electrical and mechanical stability of the equipment and to check for crystal deterioration. They were measured at the beginning and end of each four-hour shift. In order to put all data on a common basis, the intensities collected during each shift were scaled by a factor based on the mean value of the monitor reflections bracketing the shift. For crystal 1, the range in scale factor was about 2%.
For crystal 2, it was observed that one of the monitor reflections, 200, increased in intensity during the first 32 hours of X-ray exposure, reaching a level of 1.1 times its initial value and then decreasing at essentially the same rate as the other two monitor reflections. The observed changes in this very intense reflection were interpreted in terms of increased mosaicity during the initial X-ray exposure which led to a decrease in secondary extinction. A similar observation has been reported by . Only very small changes were observed in the other, less intense monitor reflections, and the range of scale factor based on them and applied to crystal 2 was about 3 %. Reflection 200 had been used as a monitor in scaling the data from crystal 1, but the initial increase in intensity of this reflection noted for crystal 2 had not been ob- served. This probably follows from the fact that crystal 1 had been exposed to the X-ray beam during the preliminary photographic observations and measurement of unit-cell parameters before initiating intensity data collection.
Intensities were corrected for coincidence loss as reported by Adman & Jensen (1970) . The largest correction applied was 18 %, a value which was 4 % less than that obtained by measuring the same reflection at reduced X-ray tube current. The three most intense reflections were obtained from measurements at reduced current.
Standard deviations were estimated according to the equation a=(a2+ [O.022C] 2) x/z where a~ is the square root of the scan count plus the background counts and C is the net count of the reflection. The constant 0.022 was chosen so that sets of data grouped by intensity had deviations between observations approximating that to be expected from a normal distribution.
Three sets of data were collected. Two sets consisting of 3460 and 3047 measurements respectively were collected from crystal 1 and a single set of 3447 measurements was collected from crystal 2. These will be designated as sets 1, 2 and 3 respectively. In the course of collecting set 2, the characteristics of the pulse height analyzer changed enough to impair the quality of the data, and this set was used, therefore, only for checking purposes. All reflections for which the measurements had a range greater than 6a were checked and observations were rejected if they differed from two more closely agreeing observations of the same reflection. Additional data designated set 4 were then collected from crystal 2 for all reflections where the range was greater than 5a or where only one observation remained from sets 1 and 3. A few low-order reflections where the backgrounds were questionable and intense reflections with counts greater than 5× 105 were remeasured. 285 reflections were remeasured and 125 and 150 of the original observations in sets 1 and 3 respectively were rejected. Scale constants of sets 3 and 4 relative to set 1 were determined and applied because different monitors had been used to scale the data within these sets. The scale constants k3 and k 4 were adjusted so that the weighted sum of intensity ratios was equal to one. The resulting values were 0.949 and 0-988 relative to k~ = 1.000. The intensity for each reflection was taken as the weighted average of all observations for that reflection. The standard deviations of the combined intensities were calculated according to the formula: a = (1/~l/a2O 1/2 where as is the calculated standard deviation of measurement i.
As a measure of the agreement of observations within each set of data relative to the combined intensity, the average relative deviations from the mean, D, were calculated according to the equation:
where the sums are over all reflections in the set and over all observations i of those reflections. The values were 0.018, 0-018 and 0-013 for sets 1, 3 and 4 respectively. Using the 2746 pairs of reflections having only two observations, we find that differences between obsevations of each pair followed reasonably well a normal distribution. This conclusion is based on the distribution of O' ext/O" shown in Table 1 . Of the 3280 reflections, 184 were found to be less than 2o'; these were so coded and set equal to 2o'. Intensities greater than 2a ranged from 66 to 3 x 106 counts and were converted to F 2 in the usual way with no corrections made for absorption (~= 1.52 cm-~). The 17 strongest reflections were coded extinct and weighted zero in the early stages of least squares refinement.
Refinement
In order to be completely independent of the results based on neutron data, refinement was initiated with the positional parameters of Beevers et al. (1952) . The scale factor and over-all thermal parameter were esti-SUCROSE:
X-RAY REFINEMENT AND COMPARISON 
at t• mated from statistics (Wilson, 1942) . Because of some large coordinate shifts found by Brown & Levy (1963) , we initiated refinement by AF syntheses and reduced R(=~IklFoI-IFcII/~IFoD from 0•41 to 0.27. The carbon and oxygen scattering factors were those of Berghuis, Haanappel, Potters, Loopstra, MacGillavry & Veenendaal (1955) . The refinement of carbon and oxygen parameters (isotropic temperature factor) was continued by fullmatrix least squares and R decreased to 0.11. The reflections coded as less than 2a were used in the refinement only if IFcl > IFol. The next cycle of refinement with anisotropic temperature factors reduced R to 0.06. A AF synthesis was computed and peaks ranging from 0.33 to 0.56 e .~-3 were found for all the hydrogen atoms• One additional refinement cycle including hydrogen atoms reduced R to 0.036• For the remaining cycles, it was necessary to break each refinement cycle into two overlapping segments, one including all atoms of the pyranose ring plus C(2) of the furanose ring (see Fig. 3 for numbering of atoms) and the other segment including all atoms in the furanose ring plus atoms H(1), C(1) and O(1) in the pyranose ring.
At this point a plot based on the formulation of Zachariasen (1967) indicated that extinction was negligible, and it was determined that the strongest reflections which had been weighted zero to this point were not significantly affected by secondary extinction. These reflections were, therefore, included in the remaining refinement cycles• As an additional check, an isotropic extinction parameter value less than 0.5 cr was obtained in a subsequent least-squares cycle with the final parameters• One additional cycle decreased R to 0.030• To this point, the scattering factors of McWeeny (1951) for the i,,olated hydrogen atom were used because of our inter-est in the effect of bonding on hydrogen atom thermal parameters• We now substituted the scattering factors of Stewart, Davidson & Simpson (1965) for bonded hydrogen, and two additional cycles of least squares were run with little change in R.
The standard deviation of an observation of unit weight (S) was 3.1, and this suggested either that the weights had been overestimated or that the model was deficient. Refinement of uracil (Stewart & Jensen, 1969) , 6-mercaptopurine (Brown, 1969) , thiocytosine (Furberg & Jensen, 1970) and cyanuric acid (Coppens & Vos, 1971 ) have shown that the refinement of a high angle data set leads to values of S close to the expected value of 1.0. Accordingly, the data for sucrose were divided into two sets: set I with sin 0/2 < 0.64 A-1, set II with 0.64<sin 0/2<0.81 A -1. For set I two cycles of refinement were done in the same manner as the final cycle of refinement of all data. For set II the hydrogen parameters were fixed at the values determined from the refinement with all data, and the remaining parameters were allowed to vary. Table 2 lists the observed and calculated structure factors (x 10)and the standard deviations in the structure factors (x 100).
Data pertinent to the refinement are listed in Table   Table 3 . Summary data of refinements 3. As expected, R for data set II is greater than that for set I. On the other hand, Rw is less for set II than it is for set I. Furthermore, S is much greater than the ideal value of the unity for set I, but only a little greater for set II. The contrast in behavior of R and of Rw and S suggests the presence of errors not properly covered by the weights. Although experimental error may account in part for the observations, neglect of the effects of bonding and lone pair electrons by use of spherically symmetrical scattering factors is probably responsible for the behavior of Rw and S. Indeed, a AF synthesis based on coordinates from the refinement of set I had peaks as high as 0.18 e/k -3 which were interpretable in terms of residual electron density along bonds. A AF synthesis based on set II data and with parameters from the refinement of set II, on the other hand, showed no peaks higher than 0.07 e ,~-3.
Discussion

Comparison of parameters
Parameters from the refinement of data set I + II and set II are listed in Table 4 . Parameters from set I have not been tabulated because they are less accurate, but the results from all three refinements are included in the following comparisons whcih are made relative to the neutron parameters of Brown & Levy (1973) .
Comparison of the parameters is based on normal or half-normal probability plots as described by Abrahams & Keve (1971). Such plots provide a convenient comparison of real differences in parameters relative to the values expected from the combined standard deviations of the parameters.
Three half-normal probability plots of x,y,z, U~z and Uz3 for the nonhydrogen atoms are displayed in Fig. 1. The plots labeled a,b , and c are for parameters from set I, set I +II, and set II respectively. In order to separate the plots, points for a have been increased by 1 unit in y, those for b have been incrcascd by -~-unit in y. It can be seen that for all three sets of parameters the plots have slopes different from unity suggesting that the standard deviations have been underestimated, but the slope of e, the set II plot, is closest to unity. (13) 13160(15) 54366 (14) 12444(10) 19247(14) 36908(13) 12451 (10) 19280(13) 36897 (11) 728(10) 19052 (15) 21444(14) 715(g) 19078 (13) 21460 (12) 6499(11) 16669(15) 5485 (14) 6491(11) 16686 (13) 5477 (12) 17628(11) 6119 (15) 12843(15) 17643(11) 6149 (14) 1285b (13) 259~3(13) 8164 (18) 4674 (17) 28918(13) 8200(19 4653(17) 17120 (7) 257 ( 3) 255 ( 5) 149 ( 5) 151 ( 6) 253 ( 5) 2~6 ( 5( 5( -17 ( -13( -6( -4( -4( -8{ -11( -10( -63 (5) -63(5) -19(5)
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-65 (4) w) 42 ( 3) 3) 42 ( 3) 4) 39 (4) 3) 37 (3) 4) 75 (4) 3) 79 (4) 4) 94 (4) 4) 95 ( 4) 4) 58 (4) 4) 56 (4) =,0 (6) 37( 6) 61]( 8) 5~. (7) realistic standard deviations, but the intercepts are negative indicating systematic errors in these thermal parameters of 0.5 to 1.5 times the combined o-. For hydrogen atom positional parameters, the halfnormal probability plot (not shown) has a slope between 4.5 and 5. This is to be expected for hydrogen because of the very aspherical electron distribution for the bonded atom (Stewart et al., 1965) .
Comparison of bond lengths
In Fig. 3 the bond lengths are listed in the order set I, set II, set I + II, and neutron. In Table 5 the mean differences (zl) between X-ray and neutron bond lengths of the various bond types are given. Also tabulated are the standard deviations in the mean difference (s) derived from sample variance and the standard deviations in the mean differences (a) derived from the standard deviations of the least-squares refinement.
In Table 5 it is seen that the set II bond lengths agree most closely with the neutron values. This is to be expected because the contribution from aspherical electron densities is least for this set.
The C-C bond lengths do not differ significantly in any of the refinements. This is consistent with the assumption that the residual densities are nearly symmetric about the nuclear positions.
The 0.004(1) mean differences in the ether C-O bond lengths from set I and set I+II can be explained in terms of a shift of the oxygen atoms toward the lonepair region (Dawson, 1964) . For these bonds the 'spherical' model atom refines to balance the two bond densities and the lone-pair density. For the hydroxyl oxygen atoms the balance is between the C-O and O-H bond densities and the lone-pair density. In the latter case the shift is larger in the direction of the lone pairs and is greater than 30" for all three refinements. The fact that even with the high-angle data of set II these bond lengths differ from the neutron values is consistent with the results of Coppens & Vos (1971) . 3. Bond lengths and their standard deviations in the order set I, set II, set I + II, neutron. SUCROSE" X-RAY REFINEMENT AND COMPARISON that the contribution from the lone pair region of the oxygen atom is still significant in this sin 0/2 range. The most extreme shift along a bond is for the hydrogen atom because of the large aspherical distortion of the electron density toward the atom to which it is bonded (Cochran, 1956; Tomiie, 1958; Stewart et al., 1965) . A good comparison between X-ray and neutron bond lengths for O-H and C-H is that of Hvoslef (1968) on ascorbic acid, who found the shift to be 0.09(3) ,~ for C-H and 0.18(3) A for O-H. Our values are comparable, 0.13(1)/~ and 0.18(2) A respectively, the larger standard deviation of the O-H bond length difference being attributable to hydrogen bonding.
For the nonhydrogen atoms s and a agree quite well indicating that a's derived frcm least-squares calculations provide reasonable estimate of the scatter in the difference between the X-ray and neutron results. For the bond lengths involving hydrogen, however, a is about one half s.
Compar&on of thermal parameters
Recent work suggests that thermal parameters determined in the usual least-squares refinement of X-ray data are systematically in error. Stewart & Jensen (1969) found significant differences in thermal parameters obtained from refinements of low-and high-angle data for uracil; but O'Connell (1969) found no significant difference in thermal parameters obtained in a similar way for taurine, attributing this to the tetrahedral geometry of the atoms. Coppens (1967) and Coppens et al. (1969) sponding to the differences in the thermal parameters obtained from refinements of the X-ray and neutron data.
In order to simplify the comparison of thermal parameters, Bis o is defined as the arithmetic mean of the three eigenvalues of the thermal ellipsoid tensor (Hamilton, 1959) . Biso, the mean difference between the X-ray and neutron Biso, and the standard deviations of the mean differences are listed in Table 6 .
It can be seen that the thermal parameters of the nonhydrogen atoms from set II data are not significantly different from those of the neutron refinement. This indicates that the effects of aspherical electron density are small enough for the X-ray and neutron results to be in close agreement. For set I the X-ray Biso are shifted to values significantly larger than the neutron values while for set I + II they are shifted in the same sense but by smaller amounts. This demonstrates the strong effects of high-order data in fixing thermal parameters.
The effects of error in the scattering factors of hydrogen on the temperature factors derived from the refinement have been discussed by Calder, Cochran, Griffith & Lowde (1962) who compared X-ray and neutron resuits to show that in crystals of LiH the hydrogen ion suffers contraction compared to the free atom. Jensen & Sundaralingam (1964) found evidence for contraction of the bonded hydrogen atom by comparing the isotropic thermal parameters of the hydrogen to Bi~o of the atoms to which they are bonded. By comparing neutron and X-ray B values of hydrogen from different structures, Jensen (1965) estimated that the B's derived from X-ray refinement were low by 2.5-3 A' if the scattering factors for the free atom were used in the model. Similar results were found independently by Mason, Phillips & Robertson (1965) . Stewart et al. (1965) calculated scattering factors for atoms in the hydrogen molecule and predicted a change of 2.3 A s in the isotropic thermal parameters if the bonded atom scattering factors were used.
In comparing the X-ray and neutron thermal parameters in Table 6 , we have tabulated the B and A obtained with the isolated atom scattering factors of McWeeny (1951) together with those of Stewart et al. (1965) for the bonded atom where refinement was carried out with both. We see that for sucrose the isolated atom scattering factors (McW) lead to B values which are slightly negative for hydrogen bonded to carbon (set I+ II). The magnitude of the mean difference (-3.36 A. 2) is greater for these hydrogen atoms than for those bonded to oxygen (-1.69 A2), but in both cases the thermal parameters are too low. This is consistent with the fact that the contraction of the electron density on bond formation has been ignored. By use of the bonded atom scattering factors (SDS) we found the /~ values for hydrogen bonded to carbon still to be less than the neutron values, but they are greater than the neutron values for hydrogen bonded to oxygen. This suggests that the contraction of the electron density on bond formation is overestimated for hydrogen bonded to oxygen and underestimated for hydrogen bonded to carbon.
It should be noted that the standard deviations in the /5 values in Table 6 for hydrogen bonded to oxygen are much greater than those for hydrogen bonded to carbon. This could be caused by variable effects of hydrogen bonding on the electron distribution in oxygen.
Residual density maps
When refinement of a structural model is satisfactorily complete and all atoms are included, a AF synthesis (residual density map) with good data to the limit of Cu K~ radiation will show density corresponding to bonding and lone-pair electrons (O'Connell, Rae & Maslen, 1966) Parameters for the spherical atoms usually assumed for the model, however, will have refined to positions tending to minimize the residual density. O'Connell (1969) and Hope & Kim (1971) have shown that improved residual density maps can be obtained if the parameters from a refinement based on high-angle data are used. This follows from the fact that the systematic shifts resulting from the bonding and lone-pair electrons in refinement with low-angle data tend to be reduced in refinement with high-angle data. Coppens (1967 Coppens ( , 1970 has shown that residual elec- For the X-ray neutron structure factor calculation, the scale factor, k, was within 0.5% of that derived from the refinement of all data. The R index was 0.037 compared to 0.029 for the refinement of all data, and the average difference in phase was 1.8 ° . The variation in A~ with sin 0 was small for sin 0/2 < 0.3 and ranged from 4.4 to 0.68 with increasing FN. There was virtually no correlation with AF. Fig. 4(a) is a composite of sections from the X-ray neutron AF synthesis showing the residual density in the pyranose and furanose rings. An average a ot 0.02 e ,/~-a was calculated from estimated a's of the observed data (Cruickshank, 1949) . All bonds show peaks in the range 0.12-0.27 e A -3 with the residual density along C-C bonds considerably greater than that along C-O bonds. Similar sections from the highangle X-ray AF syntheses are shown in Fig. 4(b) . Again residual density appears in the bonds, but generally the peaks are somewhat less prominent than in the X-ray neutron maps.
Typical sections through hydrogen atoms from the X-ray neutron AF syntheses are shown in Fig. 5 . Sections through three C-H bonds [ Fig. 5(a) ] show residual density peaks shifted toward the hydrogen nuclear positions with heights of about 0.2 e A -3. The residual density in the O-H bonds tends to be more diffuse with peak heights averaging about 0.1 e A -a. In Fig. 5(b) the peak along the O(2)-H bond is localized, but in the O'(4)-H bond there is no localized density, and the hydrogen atom is located at the edge of a rather deep negative region. H(O'4) is involved in the shortest hydrogen bond in the crystals, and the bonding density may be distorted as a result.
Cross sections through all oxygen atoms are shown in Fig. 6(a) , (b). Here the x axis is the bisector of the angle formed by the oxygen and the two atoms bonded to it, and the y axis is perpendicular to the plane defined by these three atoms. For example, the section through O(1) shows the perpendicular bisector of the angle C(1)-O(1)-C'(2) as the x axis, the normal to the plane of these three atoms as the y axis.
The atoms O(1), O(4), 0(6) and 0'(2) [Fig. 6(a) ] are the only oxygen atoms that are not acceptors in hydrogen bonds and their densities are more or less crescent shaped in the lone-pair region. The other seven oxygen atoms [ Fig. 6(b) ] in the structure are all acceptors in hydrogen bonds. The projected positions of the hydrogen atoms are shown, and their distances from the section indicated. In some instances the residual density is distorted toward the proton as might have been anticipated, but the opposite appears to be the case in at least two of the sections in Fig. 6(b) .
Comparison of sections in common to Figs. 3, 5 and 6 of the preliminary paper (Hanson et al., 1972) and Figs. 4(a) , 5 and 6 of this paper will show the essential features to be similar. At the atomic sites, however, the earlier maps are more negative about 0.1 e A -3 than the present ones. The difference stems from the use of a 0.II13 scale factor based on least-squares with unit weights used in the earlier work and the 0.1123 scale factor based on least-squares with statistical weights used in the present work. Fig. 7 shows sections from the high-angle X-ray AF synthesis through three oxygen atoms corresponding to three of the sections in Fig. 6 . Although, the same features are present, the peaks are much lower than in the X-ray neutron sections. Evidently the effects of the lone-pair electrons in the high-angle X-ray data causing an average change of only 0.004 A in the C-O bond lengths is sufficient to appreciably affect the residual density.
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