Abstract. Stochastic impulsive processes given by a sum of random variables on a superposition of two renewal processes are considered on increasing time intervals. Algorithms of average, diffusion approximation, and large deviation generators are realized in the series scheme with a small series parameter under suitable scalings.
Introduction
The Stochastic Impulsive Process (SIP) given by a sum of random variables on the Markov chains is described by a superposition on two Renewal Processes (RP)
The Markov chain x k , k ≥ 0 is defined by the Markov Renewal Process (MRP) [4, Ch. 1] on the space E = {±x; x > 0} with the sojourn times θ ± n (x) := θ ± n ∧ x, x ∈ R + = (0, +∞). Each of the two RP is defined by a sum of positive i.i.d. random variables [5, S. 8.3] :
The random variables (impulsive) α ± k (x) and x ∈ R + are given by the distribution functions
The SIP is a particular case of the Random Evolution Process (REP) [5] . In our previous work [6], the SIP was considered on the MRP with the merging phase space
The increments
1) may be interpreted as a success α + n or as a failure α − n . This is the natural interpretation of the SIP in the risk theory [1] .
The asymptotic behavior of the SIP in the series scheme (average and diffusion approximation [5] ) and the scheme of asymptotically small diffusion [2, 3] is considered.
The peculiarity of the MRP on the phase space E = {±x; x > 0} is that the stationary distribution of the Markov chain x n , n ≥ 0 is given in the explicit form (see Section 2). So, the algorithms of averaging (Proposition 4.1) and diffusion approximation (Proposition 5.1) can be efficiently realized. Hence, the simplified models of the SIP can be used in applications to the risk problems [1, S.6.5].
Superposition of two renewal processes
The renewal processes are defined by a sum of positive valued random variables, which are independent in common and identically distributed [4] (see also [5, S. 8.3] ):
The renewal processes can be given by the counting processes
The superposition of two renewal processes (2.1) is defined by the counting process
The superposition of two renewal processes (2.2) can be characterized by the Markov Renewal
given on the phase space E = {±x; x > 0} (2.3)
with the sojourn times θ
The symbols + and − in (2.3) fix the renewal moment of one or another renewal processes (2.1). The continuous component x fixes the remainder time up to the renewal moment of another renewal process in (2.2). The embedded Markov chain x n , n ≥ 0, is given by the matrix of the transition probabilities
The specific property of the embedded Markov chain with the transition probabilities (2.4) is the existence of a stationary distribution with the densities ρ ± (x) = ρP ∓ (x), P ∓ (x) := 1 − P ∓ (x),
The stationary distribution on the merged phase space E = {+, −} is given by ρ ± = ρp ∓ = λ ± /λ, λ ± = 1/p ± , λ = λ + + λ − .
