Chaos and physiology: deterministic chaos in excitable cell assemblies.
In this review we examined the emerging science of deterministic chaos (nonlinear systems theory) and its application to selected physiological systems. Although many of the popular images of fractals represent fascination and beauty that by analogy corresponds to nature as we see it, the question remains as to its ultimate meaning for physiological processes. It was our intent to help clarify this somewhat popular, somewhat obscure area of nonlinear dynamics in the context of an ever-changing procedural base. We examined not only the basic concepts of chaos, but also its applications ranging from observations in single cells to the complexity of the EEG. We have not suggested that nonlinear dynamics will answer all of our questions; however, we did attempt to illustrate ways in which this approach may help us to answer new questions and to rearticulate old ones. Chaos is revolutionary in that the overall approach requires us to adopt a different frame of reference which, at times, may move us away from previous concerns and methods of data analysis. In sections I-IV, we summarized the nonlinear dynamics approach and described its application to physiology and neural systems. First, we presented a general overview of the application of nonlinear dynamical techniques to neural systems. We discussed the manner in which even apparently simple deterministic systems can behave in an unpredictable manner. Second, we described the principles of nonlinear dynamical systems including the derived analytical techniques. We now see a variety of procedures for delineating whether frenetic chaotic behavior results from a nonlinear dynamical system with a few degrees of freedom, or whether it is caused by an infinite number of variables, i.e., noise. Third, we approached the applications of nonlinear procedures to the cardiovascular systems and to the neurosciences. In terms of time series, we described initial studies which applied the now "traditional" measures of dimensionality (e.g., based on the algorithm by Grassberger and Procaccia) and information change (e.g., Lyapunov exponents). Examples include our own work and that of Pritchard et al., demonstrating that the dynamics of neural mass activity reflect psychopathological states. Today, however, the trend has expanded to include the use of surrogate data and statistical null hypotheses testing to examine whether a given time series can be considered different from that of white or colored noise (cf. Ref. 262). One of the most important potential applications is that of quantifying changes in nonlinear dynamics to predict future states of the system.(ABSTRACT TRUNCATED AT 400 WORDS)