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Abstract 
Accuracy in data classification depends on the dataset used for learning. Now-a-days the most important cause of 
death for both men and women is due to the Liver Problem. The healthcare industry collects a huge amount of data 
which is not properly mined and not put to the optimum use. Discovery of these hidden patterns and relationships 
often goes unexploited. Our research focuses on this aspect of Medical diagnosis by learning pattern through the 
collected data of Liver disorder to develop intelligent medical decision support systems to help the physicians. In 
this paper, we propose the use decision trees J48, Naive Bayes, ANN, ZeroR, 1BK and VFI algorithm to classify 
these diseases and compare the effectiveness, correction rate among them. Detection of Liver disease in its early 
stage is the key of its cure. It leads to better performance of the classification models in terms of their predictive or 
descriptive accuracy, diminishing of computing time needed to build models as they learn faster, and better 
understanding of the models. In this paper, a comparative analysis of data classification accuracy using Liver 
disorder data in different scenarios is presented. The predictive performances of popular classifiers are compared 
quantitatively.  
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1. Introduction 
Data and information have become major assets for most of the organizations [1,4]. The success of any organization 
depends largely on the extent to which the data acquired from business operations is utilized. In other words, the 
data serves as an input into a strategic decision making process, which could put the business ahead of its 
competitors . Also, in this era, where businesses are driven by the customers, having a customer database would 
enable management in any organization to determine customer behavior and preference in order to offer better 
services and to prevent losing them resulting better business. In this research work, J48, Naive Bayes, ANN, ZeroR, 
1BK and VFI algorithm classifier algorithms are used for liver disease prediction. There are various numbers of 
liver disorders that required clinical care of the physician [3]. The main objective of this research work is to forecast 
liver diseases such as Cirrhosis, Bile Duct, Chronic Hepatitis, Liver Cancer and Acute Hepatitis from Liver Function 
Test (LFT) dataset using above classification algorithms[2]. 
The liver is the second largest inside organ in the human body, playing a key role in metabolism and serving several 
imperative functions, e.g. Decomposition of red blood cells, etc.Its weight is around three pounds. The liver does 
many essential functions related to digestion, metabolism, immunity, and the storage of nutrients within the body. 
These functions formulate the liver as an important organ, without this, body tissues would rapidly die from lack of 
energy and nutrients. There are number of factors which boost the risk of liver disease. 
Data mining is regarded as an emerging technology that has made radical change in the information world. The term 
`data mining' (often called as knowledge discovery) refers to the method of analyzing data from different 
perspectives and summarizing it into valuable information by means of a number of analytical tools and techniques, 
which in turn may be useful to increase the performance of a system. Technically, ³data mining is the method of 
finding correlations or patterns among dozens of fields in large relational databases´. Therefore, data mining 
consists of key functional elements that transform data onto data warehouse, manage data in a multidimensional 
database, facilitates data access to information professionals or analysts, analyze data using application tools and 
techniques, and meaningfully present data to provide useful information [5,6]. 
The paper is divided into five sections. Section 2 describes the main techniques and algorithms associated with 
data mining. In Section 3, we provide the results. We provide descriptive results. In this section we also compare the 
predictive power of the classifiers. Finally, in Section 4, we draw some conclusions from our results and offer some 
directions for future research. 
 
2. Techniques and Algorithms 
Researchers find two important goals of data mining: prediction and description. First, the Prediction is possible by 
use of existing variables in the database in order to predict unknown or future values of interest. Second the 
description mainly focuses on finding patterns describing the data the subsequent presentation for user 
interpretation. The relative emphasis of both prediction and description differs with respect to the underlying 
application and technique. 
Classification: Classification is the most commonly applied data mining technique, which employs a set of pre-
classified examples to develop a model that can classify the population of records at large. Fraud detection and credit 
risk applications are particularly well suited to this type of analysis. This approach frequently employs decision tree 
or neural network-based classification algorithms. The data classification process involves learning and 
classification. In Learning the training data are analyzed by classification algorithm. In classification test data are 
used to estimate the accuracy of the classification rules. If the accuracy is acceptable the rules can be applied to the 
new data tuples. For a fraud detection application, this would include complete records of both fraudulent and valid 
activities determined on a record-by-record basis. The classifier-training algorithm uses these pre-classified 
examples to determine the set of parameters required for proper discrimination. The algorithm then encodes these 
parameters into a model called a classifier. Some well-known classification models are 
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2.1 .Decision trees J48  
 
 J48 [14] is an important decision tree classifier. Decision tree is a predictive machine-learning representation that 
makes decisions the target value (dependent variable) of a fresh sample based on various attribute values of the 
available data. The internal nodes of a decision tree indicate the different attributes, the branches between the nodes 
gives the probable values that these attributes can have in the observed samples, while the terminal nodes generates 
the final value (classification) of the dependent variable. The attribute that is to be predicted is recognized as the 
dependent variable, since its value depends upon, or is chosen by, the values of all the other attributes. The other 
attributes, which help in predicting the value of the dependent variable, are known as the independent variables in 
the dataset.Figure1 shows the decision tree J48 implementation using Liver Disorder Dataset. 
 
 
 
Figure 1 : J48 Tree visualizer 
 
2.2. Naive Bayes 
 
7KH1DLYH%D\HVLDQ FODVVLILHU LV EDVLFDOO\RQ%D\HV¶ WKHRUHPZLWK LQGHSHQGHQFH DVVXPSWLRQVEHWZHHQSUHGLFWRUV
[13]. A Naïve Bayesian model is very simple to build and can be implemented for very huge datasets. Naive 
Bayesian classifier often achieves well than more sophisticated classification techniques. The posterior probability, 
P (c|x) is computed from P(c), P(x), and P (x|c). The effect of the value of a predictor (x) on a given class (c) is 
independent of the values of other predictors. This assumption is named class conditional independence [9,10]. 
 
   2.3. Multilayer perceptron 
 
A multilayer perceptron (MLP) is a feed forward artificial neural network model that charts sets of input data onto a 
set of appropriate outputs. An MLP composes of multiple layers of nodes in a directed graph, with every layer fully 
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connected to the next one. Except for the input nodes, every node is a neuron (or processing element) with a 
nonlinear activation function. MLP uses a supervised learning technique called back propagation for training the 
network. MLP is a alteration of the standard linear perception and can differentiate data that are not linearly 
separable [11, 12]. 
If a multilayer perceptron has a linear activation function in all neurons, that is, a linear function that charts 
the weighted inputs to the output of each neuron, then it is simply proved with linear algebra that any number of 
layers can be reduced to the standard two-layer input-output model. What makes a multilayer perceptron different is 
that some neurons use a nonlinear activation function which was developed to model the frequency of action 
potentials, or firing, of biological neurons in the brain. This function is modeled in several ways. 
 
This function is modelled in several ways. 
 
2.4 .ZeroR 
 
ZeroR is the easiest classification method which depends on the target and ignores all predictors. ZeroR classifier 
basically predicts the majority category (class). Even though there is no predictability power in ZeroR, it is helpful 
for determining a baseline performance as a benchmark for other classification methods. A frequency table is 
created for the target and the most frequent value is selected. 
2.5 .1BK 
KNN (K- Nearest Neighbor) classifier alternatively known as IBK, a supervised learning algorithm, where a given 
data set is divided into a user specified number of clusters. Predict the same class as the adjacent instance in the 
training set. Training stage of the classifier keeps the features and the class label of the training sets. New objects are 
classified based on the voting criteria. It gives the maximum likelihood estimation of the class. Euclidean distance 
metrics is applied for assigning objects to the most frequently labeled class. Distances are computed from all 
training objects to test object using appropriate K value. It constructs the decision tree from labeled training data set 
using information gain and it observes the same that results from choosing an attribute for splitting the data. To 
build the decision the attribute with maximum normalized information gain is used. Then the algorithm recurs on 
smaller subsets. The splitting procedure ends if all instances in a subset belong to the same class. Then the leaf node 
is built in a decision tree telling to choose that class. 
2.6. VFI algorithm 
It is a very easy algorithm. Let us suppose there are 'm' no. of features and 'n' no. of classes involved. As every other 
classification algorithm, this classifier predicts a class as its final output. In this technique, each feature participates 
in the classification. Each feature presents a vote for one of the classes out of the n available classes. So for each 
class there are a total of m votes(1/feature).The class with the highest votes is affirmed to be the predicted class.  
VFI is a unexpectedly very fast algorithm and performs very well in most of the cases; even better than the rest of 
the classifiers in some cases. 
2.7.Margin Curve 
The margin is described as the difference between the probability predicted for the actual class and the highest 
probability predicted for the other classes. One hypothesis as to the fine performance of boosting algorithms is that 
they boost the margins on the training data and 
this gives better performance on test data. The margin curves for J48,ZeroR, Multilayer Perceptron, 1BK, Naive 
Bayes, VFI are shown in  figure2,figure-3,figure-4,figure-5 , figure-6,figure-7. 
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Figure2: Margin Curve of J48                                             
 
 
 
 
 
 
Figure3 :Margin Curve of ZeroR 
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Figure 4:Margin Curve of Multilayer Perceptron               
 
 
 
 
Figure5:Margin Curve of 1BK 
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Figure 6 :Margin Curve of Naive Bayes 
 
 
 
 
Figure7 :Margin Curve of VFI 
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3.Experimental Study and Analysis 
3.1 WEKA Tool  
We use WEKA (www.cs.waikato.ac.nz/ml/weka/), an open source data mining tool for our experiment. WEKA is 
developed by the University of Waikato in New Zealand that implements data mining algorithms using the JAVA 
language. WEKA is a state-of-the-art tool for developing machine learning (ML) techniques and their application to 
real-world data mining problems. It is a collection of machine learning algorithms for data mining tasks. The 
algorithms are applied directly to a dataset. WEKA implements algorithms for data pre-processing, feature 
reduction, classification, regression, clustering, and association rules. It also includes visualization tools. The new 
machine learning algorithms can be used with it and existing algorithms can also be extended with this tool. 
3.2 Classifier Selection  
We select six commonly used classifier for prediction classification in our work based on their qualitative 
performance. These classifiers are briefly described and their performance is analyzed in are given below in Table 1. 
 
Table 1. Performance analysis of different Classifiers using Liver Disorder Dataset. 
Data Mining Algorithms Kappa Statistics Mean absolute 
Error 
Root Mean 
squared Error  
Relative 
absolute error 
Accuracy 
J48 0.3401 0.3673 0.5025 75.3511 68.97 
ZeroR 0 0.4874 0.4936 100 57.971 
Multilayer Perceptron 0.4023 0.3543 0.4523 72.68 71.59 
1BK 0.2401 0.3718 0.6072 76.2906 62.8986 
Naive Bayes 0.153 0.4597 0.5083 102.9673 55.3623 
VFI 0.1044 0.4889 0.4955 100.3839 60.2899 
      
 
 
3.3 Results Analysis 
We run selected classifiers in different scenarios of the dataset. By analyzing the results, Multilayer perceptron  
gives the overall best classification result than other  classifiers. : Accuracy Comparison of different Classifiers is 
shown in figure-8. 
 
 
 
Figure8: Accuracy Comaprision of different Classifiers  
4. Conclusion  
An experiment is conducted to get the impact of liver disorder on the predictive performance of different classifiers. 
We select six popular classifiers considering their qualitative performance for the experiment. After analyzing the 
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quantitative data generated from the computer simulations, we find that the general concept of improved predictive 
performance of all above classifiers but Naive Bayes performance is not significant. However more experiments 
with different datasets are required to support the findings. Classification is the major data mining technique which 
is primarily used in healthcare sectors for medical diagnosis and predicting diseases. This research work used 
classification algorithms for liver disease prediction. Comparisons of these algorithms are done and it is based on the 
performance factors classification accuracy and execution time.  
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