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Abstract. Ensembles of random density matrices determined by various probability
measures are analysed. A simple and efficient algorithm to generate at random density
matrices distributed according to the Bures measure is proposed. This procedure may
serve as an initial step in performing Bayesian approach to quantum state estimation
based on the Bures prior. We study the distribution of purity of random mixed states.
The moments of the distribution of purity are determined for quantum states generated
with respect to the Bures measure. This calculation serves as an exemplary application
of the “deform-and-study” approach based on ideas of integrability theory. It is shown
that Painleve´ equation appeared as a part of the presented theory.
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1. Introduction
Random density matrices are a subject of a large current interest. In some cases one
considers ensembles of random pure states defined on a finite dimensional Hilbert space
HK . A natural ensemble is defined by the Fubini-Study measure µFS, which is induced
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by the Haar measure on the unitary group U(K) and invariant with respect to unitary
rotations.
In some cases one needs to consider ensembles of mixed quantum states. If the
dimensionality K is a composite number K = MN then an ensemble of random
mixed states can be obtained by partial trace over an M-dimensional subsystem,
ρ = TrM |ψ〉〈ψ|. If random pure states |ψ〉 are distributed according to µFS, one obtains
in the set of density matrices of order N a family of induced measures [1–3], denoted
here by µN,M In the symmetric case, M = N , the induced measure is equal to the
Hilbert-Schmidt measure, which covers the entire set Ω of the density matrices and is
determined by the HS metric.
This observation leads to a simple algorithm to generate a Hilbert-Schmidt random
matrix [2]: a) Take a square complex random matrix A of size N pertaining to the
Ginibre ensemble [4,5] (with real and imaginary parts of each element being independent
normal random variables); b) Write down the random matrix
ρHS =
AA†
TrAA†
, (1)
which is by construction Hermitian, positive definite and normalised, so it forms a
legitimate density matrix. Observe that the Ginibre matrix A can be used to represent
a random pure state of a bipartite system in a product basis, |ψ〉 = ∑i,j Aij |i〉 ⊗ |j〉.
The above procedure is thus equivalent to setting
ρHS = TrN |ψ〉〈ψ| , where |ψ〉 ∈ HN ⊗HN (2)
is a normalized random state taken from the composite Hilbert space of sizeN2 according
to the Fubini–Study measure, while TrN denotes the partial trace over the second N–
dimensional subsystem.
Another distinguished measure in the space Ω of quantum mixed states, is induced
by the Bures metric [6, 7],
DB(ρ, σ) =
√
2− 2Tr(√ρσ√ρ)1/2. (3)
This metric induces the Bures probability distribution, defined by the conditions that
any ball with respect to the Bures distance of a fixed radius in the space of quantum
states has the same measure. The Bures metric, related to quantum distinguishability
[8], plays a key role in analyzing the space of quantum states [9]. The Bures metric is
known to be the minimal monotone metric [10] and applied to any two diagonal matrices
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it gives their statistical distance. These unique features of the Bures distance support
the claim that without any prior knowledge on a certain density matrix acting on space
HN , the optimal way to mimic it is to generate the state at random with respect to the
Bures measure.
More formally, trying to reconstruct the quantum state out of the results of the
measurement [11–13], [14, chapt. 3] one can follow the Bayesian mean estimation [15,16].
In this approach one starts selecting a prior probability distribution P0 over the set Ω of
all quantum states. Acquiring experimental data one uses them to generate likelihood
function, multiplies it by the prior and normalizes the result to obtain a posterior
probability distribution P1. This distribution reflects the knowledge of an estimator, so
the best estimation of the quantum state is given by the mean state with respect to this
distribution, ρ1 =
∫
Ω
ρP1(ρ)dρ. If more experimental data are gathered one continues
with this procedure to obtain further probability distributions Pn(ρ) and a sequence of
expected states, ρn =
∫
Ω
ρPn(ρ)dρ, with n = 2, 3, . . .. This iterative procedure should
yield an accurate estimate of the unknown state [17].
As the starting point for such a reconstruction procedure one should chose as
uninformative (”uniform”) distribution P0 as possible, so the Bures prior is often used
for this purpose [18–20]. In practice Bayesian method relays on computing integrals over
the set Ω of quantum states. Since analytical integration is rarely possible, one needs to
apply some variants of the numerical Monte Carlo method. For this purpose an efficient
algorithm of generating random states according to a given distribution is required.
Although the Bures measure was investigated in several recent papers [3, 21–25], no
simple method to generate states with respect to this measure was known.
Main aim of this work is to solve a few open problems related to the Bures measure.
We construct the following algorithm to generate random Bures states: a) Take a
complex random matrix A of size N pertaining to the Ginibre ensemble and a random
unitary matrix U distributed according to the Haar measure on U(N) [26,27]. b) Write
down the random matrix
ρB =
(1+ U)AA†(1+ U †)
Tr[(1+ U)AA†(1 + U †)]
(4)
which is proved to represent a normalized quantum state distributed according to the
Bures measure. In analogy to the Hilbert-Schmidt case we may also write
ρB =
TrN |φ〉〈φ|
〈φ|φ〉 where |φ〉 := [(1+ U)⊗ 1]|ψ〉 , (5)
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U ∈ U(N) and |ψ〉 is a random state of a bipartite system used in eq. (2). A similar
construction is also provided to obtain random real Bures matrices.
The degree of mixture of any state ρ of size N can easily be characterised by its
purity P (ρ) = Trρ2. This quantity varies from 1/N for the maximally mixed state,
1/N , to unity, characteristic of an arbitrary pure state. Characterisation of purity of
random states, related to the entanglement of initially pure states before the reduction,
is a subject of a considerable current interest [29–31]. The average purity is known for
random states distributed with respect to induced measures, [2, 28], and for the Bures
measure [24] but the distribution of purity is known only for the HS measure for low
dimensions [31]. For the induced measures the moments of purity were obtained in a
recent work of Giraud [29]. These results can be rederived by a method involving the
methods of theory of integrable systems (see [33] and also explanations in part 6 of this
article), which allows to obtain a recurrence relation between moments by deriving
a differential equation for the corresponding generation function. This differential
equation is the IV-th Painleve´ transcendent [35]. Since these moments are already
known in the literature we will concentrate on a more involved case and derive the
moments of the purity with respect to Bures measure. Our calculations demonstrate
practical usefulness of this analytic technique and suggest, it might also be used in
solving related problems.
This paper is organised as follows. In section 2 we review probability measures in
the space of mixed quantum states and provide necessary definitions. In section 3 we
derive a useful representation of the Bures measure which allows us to construct the
algorithm based on eq.(4). A similar reasoning is provided in section 4 for real density
matrices. In section 5 we analyse the moments of purity for a general class of probability
measures. Results obtained there are used in section 6 to derive explicit results on the
moments of purity for Bures random states. Some auxiliary calculations are relegated
to the appendix.
2. Ensembles of random density matrices
We are going to analyse ensembles of random states, for which the probability measure
has a product form and may be factorised [2, 3],
dµx = dνx(λ1, λ2, ..., λN)× dµU , (6)
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so the distribution of eigenvalues and eigenvectors are independent. It is natural to
assume that the eigenvectors are distributed according to the unique, unitarily invariant,
Haar measure dµU on U(N). Taking this assumption as granted the measure in the space
of density matrices will be determined by the first factor dνx describing the distribution
of eigenvalues P (λ).
Consider a class of induced measures µN,M in the space of density matrices of
size N . To generate a mixed state according to such a measure one may take a random
bipartite N×M pure state |ψ〉, (e.g. an eigenstate of a random Hamiltonian), and trace
out the M-dimensional environment. This procedure yields the following probability
distribution
dµ(ρ) ∝ Θ(ρ) δ(Tr ρ− 1) det ρM−N . (7)
It reflects the properties of density matrices ρ ≥ 0 and Tr ρ = 1. In the special case
M = N the term with the determinant is equal to unity and the induced measure
reduces to the Hilbert-Schmidt measure. The matrix ρ is Hermitian and integrating
out the eigenvectors of ρ one reduces dµ to the measure on the simplex of eigenvalues
{λ1, ...λN} of the density matrix [28],
dµM(λ1, ...λN ) = CN,M δ
(∑
i
λi − 1
)
∆2N(λ)
∏
i
Θ(λi)λ
M−N
i dλi (8)
where the squared Vandermonde determinant
∆2N(λ) :=
1...N∏
i<j
(λi − λj)2 (9)
appears as a geometric consequence of diagonalisation. The normalisation constant
CN,M =
Γ(MN)∏N−1
j=0 Γ(M − j)Γ(N − j + 1)
(10)
has been calculated in [2].
Furthermore, we analyse the measure induced by the Bures distance, which is
characterised by the following probability of eigenvalues [3]
dµB(λ1, ...λN) = C
B
N δ
(∑
i
λi − 1
)∏
i
Θ(λi)λ
−1/2
i dλi
1...N∏
i<j
(λi − λj)2
λi + λj
(11)
The normalisation constant for this measure
CBN = 2
N2−N Γ(N
2/2)
πN/2
∏N
j=1 Γ(j + 1)
(12)
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was obtained in [3, 21] for small N and in [23] in the general case. It is easy to see
that the case N = 2 is somewhat special since the denominator in the last factor is
equal to unity. Incidentally, the Bures measure coincides in this case with the induced
measure with an unphysical half-integer dimension of the environment, M = 3/2, but
this observation may ease some computations [25].
3. Generating Bures density matrices
In this section we show that eq. (4) may be used to construct an ensemble of random
states distributed according to the Bures measure. To this end we will rewrite the
Bures probability distribution corresponding to the measure (11) in a more suitable
form, which involves random unitary matrices.
As a warm-up we shall first consider the induced measure. Let us start with a
probability measure defined by an integral over random matrices A with respect to the
Ginibre measure, exp(−TrAA†),
PM(ρ) ∝
∫
dAe−TrAA
†
δ
(
ρ− AA
†
TrAA†
)
. (13)
Here A denotes a rectangular complex matrix of dimension N ×M , and it is assumed
that M ≥ N . Let us introduce another δ-function by an integral with respect to an
auxiliary variable s,
PM(ρ) ∝
∫ ∞
0
ds
∫
dAe−TrAA
†
δ
(
ρ− AA
†
s
)
δ(s− TrAA†). (14)
After rescaling the matrix variable, A→√sA, the above equation takes the form
PM(ρ) ∝
∫ ∞
0
ds
s
e−ssMN
∫
dA δ
(
ρ− AA†) δ (1− TrAA†)
∝ Θ(ρ) (detρ)M−N δ(1− Trρ) (15)
This form is equivalent to (7), what proves that random matrices distributed according
to the induced measure can be generated from rectangular complex matrices of the
Ginibre ensemble. Taking in particular square N × N matrices one generates random
Hilbert-Schmidt states according to (1).
To repeat this reasoning for the Bures matrices we will start with a similar ensemble
defined by a double integral
PB(ρ) ∝
∫
dA
∫
dHe−Tr[AA
†+H2AA†] δ
(
ρ− AA
†
TrAA†
)
. (16)
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Here A can be interpreted as a N ×M Ginibre random matrix, while H is a Hermitian
matrix of order N . As in the earlier case we introduce a δ-function by integrating over
an auxiliary variable s
PB(ρ) ∝
∫ ∞
0
ds
∫
dA
∫
dHe−Tr[AA
†+H2AA†] δ
(
ρ− AA
†
s
)
δ(s−TrAA†).(17)
Rescaling A→ √sA leads to
PB(ρ) ∝
∫ ∞
0
ds
s
e−ssMN
∫
dHe−sTrH
2ρ
∫
dAδ(ρ− AA†)δ(1− Trρ). (18)
Performing another rescaling, H → H/√s, we arrive at
PB(ρ) ∝
∫ ∞
0
ds
s
e−ssMN−N
2/2
∏
i
1√
λi
∏
i<j
1
λi + λj
Θ(ρ)δ(1− Trρ)(detρ)M−N . (19)
Note that the integration over s gives a constant factor only, which will be absorbed into
the proportionality relation, while integration over eigenvectors of ρ gives the squared
Vandermonde determinant. Furthermore, in the case M = N the last factor equals to
unity, so the above expression reduces to the Bures measure (11).
Let us then return to the starting integral (16) and apply another rescaling,
A→ 1√
1+H2
A. It leads to the following expression
PB(ρ) ∝
∫
dH
[det(1+H2)]M
∫
dAe−TrAA
†
δ
(
ρ−
1
1+iH
AA† 1
1−iH
Tr 1
1+iH
AA† 1
1−iH
)
. (20)
At this point it is convenient to introduce an unitary variable matrix
U =
1− iH
1+ iH
.
As shown in lemma 1 proved in Appendix A the ’Cauchy–like’ measure dH/[det(1 +
H2)]N is equivalent to the Haar measure dµ(U) on U(N). Moreover, since
1
1 + iH
=
1+ U
2
,
the above expression is equivalent to
PRB (ρ) ∝
∫
U(N)
dµ(U)
∫
dAe−TrAA
†
δ
(
ρ−
1+U
2
AA† 1+U
†
2
Tr1+U
2
AA† 1+U
†
2
)
. (21)
The factors 1/2 cancel out, so taking a square complex random Ginibre matrix A and
a random unitary matrix U of the same size we can generate random Bures matrices
according to the constructive recipe (4). Writing a random state |ψ〉 in a product basis,
|ψ〉 = ∑i,j Aij |i〉 ⊗ |j〉, we infer that this method of generating random Bures states
may alternatively be written by eq. (5).
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Figure 1. Distribution P (a) of an eigenvalue a of random matrices of size N = 2
distributed according to the HS measure (+) and the Bures measure (∗). Solid lines
refer to analytical predictions (22).
To evaluate advantages of this algorithm in action we have generated in this way
several random Bures matrices of different sizes. In the one-qubit case, N = 2 we
calculated the distribution of an eigenvalue a = λ1 = 1 − λ2 for the Hilbert–Schmidt
and the Bures measures and compared in Fig. 1 our numerical data with analytical
results obtained in [2],
PHS(a) = 12(a− 1/2)2, PB(a) = 8(a− 1/2)
2
π
√
a(1− a) , (22)
where a ∈ [0, 1]. For larger dimensions we computed the mean traces κm = 〈Trρm〉B
averaged over the Bures measure (8). Fig. 2 shows the comparison of the numerical
data with analytical results following from [3, 24],
〈Trρ2〉B = 5N
2 + 1
2N(N2 + 2)
, 〈Trρ3〉B = 8N
2 + 7
(N2 + 2)(N2 + 4)
. (23)
Observe that the average purity of the Bures states is higher than the averages computed
with respect to the HS measure. This shows that the Bures measure is more concentrated
in the vicinity of the pure states than the flat measure.
Demonstrating practical usefulness of the algorithm to generate random matrices
according to formula (4) we may generalise it to get a one-parameter family of
interpolating ensembles of random matrices. Taking any fixed parameter x from the
interval [0, 1] and setting y = 1− x we may construct a random density matrix from a
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Figure 2. Average traces κm = 〈Trρm〉B for a) m = 2 and b) m = 3 for an ensemble
of Bures random density matrices (×) and HS random states (+) of size N = 2, . . . , 10.
Solid lines represent interpolations of analytical results (23).
random Ginibre matrix A and a random unitary matrix U ,
ρx =
(y1+ xU)AA†(y1+ xU †)
Tr[(y1+ xU)AA†(y1+ xU †)]
. (24)
It is clear that for x = 0 this expression reduces to (1) and produces a density matrix
distributed according to the Hilbert-Schmidt measure, while for x = 1/2 one gets a
Bures density matrix. Since the Ginibre ensemble is invariant with respect to unitary
rotations, A → UAU †, increasing the value of x above 1/2 one interpolates back to
the HS measure, which is obtained again for x = 1. Note that the critical parameter
xc, at which the transition between both ensembles effectively takes place, is dimension
dependent, xc = xc(N).
4. Real Bures density matrices
A similar construction can also be used to construct random real density matrices. To
generate these matrices according to induced measure [32]
PRM(ρ) ∝ Θ(ρ) δ(1− Trρ)(detρ)(M−N−1)/2 (25)
one uses the same formula (1) with a random matrix A of the real Ginibre ensemble.
Note that in the case of real density matrices the Hilbert–Schmidt measure is obtained
forM = N +1, since in this case the last factor is equal to unity. For this end one needs
to generate a rectangular real Ginibre matrix A of dimension N × (N + 1).
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To obtain real Bures matrices we begin with an analog of eq.(16) in which A is a
real Ginibre matrix of size N ×M , while H stands for a real symmetric matrix of size
N ,
PB(ρ) ∝
∫
dA
∫
dHe−Tr[AA
T+H2AAT ] δ
(
ρ− AA
T
TrAAT
)
. (26)
As in the complex case we introduce the δ–function by integrating over s and rescale
both matrices A and H to obtain expressions
PRB (ρ) ∝
∫ ∞
0
ds
s
e−ssMN/2
∫
dHe−sTrH
2ρ
∫
dAδ(ρ− TrAAT ) δ(1− Trρ)
∝
∫ ∞
0
ds
s
e−ssMN/2−N(N+1)/4
∏
i
1√
λi
∏
i<j
1
λi + λj
Θ(ρ)δ(1− Trρ)(detρ)(M−N−1)/2.
This expression coincides with the real Bures measure for M = N + 1. In this case we
perform now another rescaling, A → 1√
1+H2
A. and apply lemma 2 from Appendix A.
In this way we replace an integral over symmetric matrices dH by an integral over
the measure dµo on symmetric unitary matrices, characteristic of circular orthogonal
ensemble (COE). The final expression
PB(ρ) ∝
∫
U(N)
dµo(U)
∫
dAe−TrAA
T
δ
(
ρ−
|1+U |
2
AA† |1+U
†|
2
Tr |1+U |
2
AA† |1+U
†|
2
)
. (27)
allows us to write down the final expression for a real random Bures matrix
ρRB =
|1+ V |AAT |1+ V †|
Tr|1+ V |AAT |1+ V †| (28)
Here |X| denotes
√
XX†, while A represents a real rectangular random Ginibre matrix
of dimension N × (N + 1), and V is a unitary matrix from the ensemble of symmetric
unitary matrices (COE). To generate such a symmetric matrix one may take any matrix
U distributed according to the Haar measure on U(N) and set V = UUT [5]. Also in the
real case one may design a one parameter ensemble analogous to (24), which interpolates
between the HS and Bures measures.
After generating numerically several real random Bures density matrices we
analysed their spectra. In Fig. 3 we compare the distribution of an eigenvalue P (a) of
a real one-qubit random state for the HS and Bures measures with the corresponding
analytical results [23, 32],
PRHS(a) = 4|a− 1/2|, PRB (a) =
|a− 1/2|√
a(1− a) . (29)
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Figure 3. As in Fig. 1 for real random matrices. Numerical data agree with analytical
predictions (29).
5. Moment Generating function
We are going to analyse the moments of a homogeneous function Fq(λ) of the eigenvalues
λi of degree q for random matrices distributed with respect to the induced measure (8)
and the Bures measure (11). It is convenient to consider the corresponding Laguerre
ensembles:
dµLM(λ1, ...λN ) ∝ exp(−
∑
i
λi)
1...N∏
i<j
(λi − λj)2
∏
i
Θ(λi)λ
M−N
i dλi (30)
and
dµLB(λ1, ...λN) ∝ exp(−
∑
i
λi)
1...N∏
i<j
(λi − λj)2
λi + λj
∏
i
Θ(λi)λ
−1/2
i dλi . (31)
The reason is that the moments and the averages are closely related:
〈Fq(λ)〉M =
∫
dµMFq(λ) =
Γ(MN)
Γ(MN + q)
〈Fq(λ)〉LM (32)
and likewise
〈Fq(λ)〉B =
∫
dµBFq(λ) =
Γ(N2/2)
Γ(N2/2 + q)
〈Fq(λ)〉LB (33)
where Γ(x) is Euler’s Gamma function, which can simply be proven by going to spherical
coordinates. Thus we have the relations for the moments of purity
〈P r〉M = Γ(MN)
Γ(MN + 2r)
〈P r〉LM (34)
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and
〈P r〉B = Γ(N
2/2)
Γ(N2/2 + 2r)
〈P r〉LB . (35)
In the same way we may introduce the matrix Laguerre ensembles dµLM(ρ) and dµ
L
B(ρ).
Then we consider the matrix Laplace transforms of these ensembles∫
exp(−TrKρ)dµLM(ρ) =
N∏
i=1
1
(1 +Ki)M
(36)
and ∫
exp(−TrKρ)dµLB(ρ) =
1...N∏
ij
2√
1 +Ki +
√
1 +Kj
(37)
which have been calculated elsewhere [24], K is Hermitian K ≥ 0 with eigenvalues Ki.
From these we can derive the generating functions for the moments of purity
ZLM(x) =
∫
e−xTr ρ
2
dµLM(ρ) = e
−xTr(δ/δK)2
N∏
i=1
1
(1 +Ki)M
∣∣∣
K=0
(38)
and similarly
ZLB(x) = e
−xTr(δ/δK)2
1...N∏
ij
2√
1 +Ki +
√
1 +Kj
∣∣∣
K=0
. (39)
Applying the matrix differential operator Tr(δ/δK)2 on some invariant function
it can be expressed in eigenvalues Ki using the Vandermonde determinant ∆(K) =∏
i<j(Ki −Kj)
Tr(δ/δK)2 = ∆(K)−1
∑
i
(
∂
∂Ki
)2
∆(K) (40)
It is easily seen that this operator is Hermitian. Calculation of all the derivatives, which
are needed, is not so simple. Instead we make a Hubbard–Stratonovich transformation
of the exponential operator acting on some invariant function F (K) of degree q,
e−xTr(δ/δK)
2
F (K) =
∫
DY exp(−Tr Y 2) exp(2i√xTr Y δ
δK
)F (K)
∣∣∣
K=0
=
∫
DY exp(−TrY 2)F (2i√xY ) . (41)
Here Y is a Hermitian matrix. Thus we have reduced this expression to an average
over the Gaussian unitary ensemble (GUE). We choose the normalisation condition∫
DY exp(−Tr Y 2) = 1. For the generating functions we obtain
ZLM(x) =
∫
DY exp(−Tr Y 2)
N∏
j=1
1
(1 + 2i
√
xYj)M
(42)
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and similarly
ZLB(x) =
∫
DY exp(−Tr Y 2)
1...N∏
jk
2√
1 + 2i
√
xYj +
√
1 + 2i
√
xYk
. (43)
Thus ZLM(x) is related to some negative moment of the characteristic polynomial in GUE,
while ZLB(x) is something more complicated - nevertheless also written as some GUE
average. The above expressions may be considered as a starting point for calculation of
the moments of the distribution of purity. Since such results were already obtained by
Giraud for random matrices distributed with respect to HS measure [29], we will not
discuss this case any further, but we shall rather concentrate on the more complicated
case of random states distributed with respect to the Bures measure.
Let us write ZLB(x) as an integral over eigenvalues Yi of Y (with the constant
CN =
2N(N−1)/2
πN/2
QN+1
j=1 Γ(j)
normalising the Gaussian measure)
ZLB(x) = CN
∫ ∏
i
dYie
−Pi Y 2i
1...N∏
i<j
(Yi − Yj)2
1...N∏
jk
2√
1 + 2i
√
xYj +
√
1 + 2i
√
xYk
=
C
(i
√
x)N(N−1)
∫ ∏
i
dYi√
1 + 2i
√
xYi
e−
P
i Y
2
i
∏
i<j
((
√
1 + 2i
√
xYi −
√
1 + 2i
√
xYj))
2 . (44)
Here the Yi integrations run from −∞ to +∞. Introducing the complex integration
zi
1
C
pi
4
pi
4
zi → 1 + i
√
xzi
1
C′
Figure 4. Contour of integration, C, in eq.(45) and its transformation into the contour
C′, right hand side picture, according to the rule zi → 1 + i
√
xzi.
variables zj =
√
1 + 2i
√
xYj with zjdzj = i
√
xdYj we obtain
ZLB(x) =
CN
(i
√
x)N2
∫
CN
∏
i
dzi exp
(
1
4x
(z2i − 1)2
)
·∆2N (z) . (45)
where all the zi run over a contour C starting from e−iπ/4 ·∞ to e+iπ/4 ·∞ passing through
the saddle zi = 1 (see fig.4). We want to expand Z
L
B(x) in powers of −x to obtain the
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averaged moments 〈P r〉LB/r!. This means that we have to do saddle-point integration
for 1/x→∞. The relevant saddle point is zi = 1. Now we want to expand around the
saddle point and make the transformation zi → 1 + i
√
xzi:
ZLB(x) = CN
∫
C′N
∏
i
dzi exp(−z2i − i
√
xz3i + xz
4
i /4) ·∆2N (z) . (46)
The new contour C′ (see fig.4) is such that the integral converges.
Now we may expand in powers of
√
x, which turns out to become a power series in
x. In each term we may deform the contour back to the real axis and thus obtain, at
least for the asymptotic expansion for x→ 0, the same expansion as for
ZLB(−x) = CN
∫
RN
∏
i
dzi exp(−z2i +
√
xz3i − xz4i /4) ·∆2N (z) . (47)
with x > 0. Thus
ZLB(−x) =
∞∑
r=0
xr〈P r〉LB. (48)
The next section is devoted to the derivation of analytic expressions for moments 〈P r〉LB.
6. Derivation of moments of purity for Bures measure
Coefficients of the Taylor expansion of ZLB(−x) in the vicinity of x = 0 are nothing but,
up to a constant, moments of traces Trz3, Trz4 and their powers averaged with respect
to the probability measure corresponding to GUE. Therefore, our main interest here is
in calculation of the quantities that below are referred to as Tk,m,
Tk,m =
〈
(Trz4)k(Trz3)2m
〉
GUEN×N
, T0,0 ≡ 1. (49)
The connection between 〈P r〉LB and Tk,m’s is given by the formula
〈P r〉LB =
r∑
m=0
(−1)r−m22(m−r)r!
(r −m)!(2m)! Tr−m m. (50)
See explanations under the formula (60)
Calculation of Tk,m for general k and m is a rather nontrivial problem. To do this
we are going to derive a system of recurrency relations that will allow us, in principle, to
obtain a closed form of Tk,m for all particular values of k andm. In the basis of derivation
of such a recurrency lays a so-called “deform-and-study” approach, a string theory
technique of revealing hidden symmetries. For the first time, this technique as a closed
calculation method to the problems of Random Matrix Theory appeared in the work [33]
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by Adler and van Moerbeke where it was utilised to study gap-formation-probability
integrals over various Unitary Ensembles. Later, this approach was modified to calculate
distribution properties (such as cumulants) in other random matrix models [34].
The celebrated result of the theory of integrable system states that internal
symmetry of matrix integrals of β = 2 Dyson’s class (encoded in squared Vandermonde
determinant) leads to highly non-trivial nonlinear relations between combinations of
averaged traces. One of them which is of primary importance for the approach
considered is the Kadomtsev-Petviashvili (KP) equation (see [33]).
The most economic way to work with these relations is to introduce a t-deformation
into the integration measure. Instead of an original matrix integral
IN(x) =
∫
RN
∆2N(z)
1...N∏
i
dµ (zi; x) (51)
with some given measure dµ (z; x) depending on a “physical” parameter x, one considers
the integral depending on an infinite set of auxiliary parameters tk, k = 0, 1, . . .
τN {t} ≡ 1
N !
∫
RN
∆2N (z) exp
{ ∞∑
k=0
tkTrz
k
}∏
i
dµ (zi; x) . (52)
The KP-equation being written down in the variables t has the following form(
∂4
∂t41
+ 3
∂2
∂t22
− 4 ∂
2
∂t1∂t3
)
log τN + 6
(
∂2
∂t21
log τN
)2
= 0. (53)
In the theory of integrable systems such objects as defined in (52) are referred to
as τ -functions. Note that τN depends on an infinite set of parameters and satisfies an
infinite set of relations, one of those is given by (53). Strictly speaking, one has to
restrict the number of parameters tk and then attach correct signs to each of them in
order to attain convergence of the integral. Since eventually all of them are set to zero,
we do not need to pay them any special attention.
The differential equation for the function IN (x) is obtained by projecting the KP-
equation onto the hyperplane t = 0. To perform this projection Adler, Shiota and van
Moerbeke [33] suggested to use Virasoro constraints (VC) as an additional block giving
a link between the tk-derivatives in (53) and the derivatives over x that supplemented
the deform-and-study approach to a complete tool applicable to calculation of random
matrix integrals. On the contrary to the KP-equation, the particular form of the VC as
well as the way of their derivation is essentially influenced by the choice of the measure
Random Bures mixed states and the distribution of their purity 16
dµ (z; x). The basic idea of derivation can be expressed in the following simple form
δ
δε
(
τN {t}
∣∣∣
zj 7→zj+δε zq+1j Poly(zj)
)
≡ 0 , q = −1, 0, 1, . . .
while the details may vary from one model to the other, and they can be demonstrated
much simpler by studying of our particular examples.
The final step of the approach is to resolve the obtained VC and KP-equation jointly
on the hyperplane t = 0 to bring a closed equation for IN(x). Substitution of IN (x) in
the form of a Taylor series into the obtained equation gives rise to a recurrence relation
for the coefficients of the series and subsequently for the sought moments Tk,m, eq. (49).
Below we show how this approach can be applied to calculate the moments Tk,m
defined by (49). All details of calculations are given in two appendices (Appendix B
and Appendix C), below we give only a plan of the calculation program.
We start with the derivation of the recurrence relation for Tk,0. This choice is
dictated by two reasons, first, by the relative simplicity of this case and, second,
because the moments Tk,0 serve as an initial condition for calculation of the higher
order moments.
To derive expressions for the moments Tk,0 =
〈
(Trz4)k
〉
GUEN×N
we consider an
auxiliary integral, JN(x),
JN(x) = 2
N(N−1)/2
πN/2
∏N+1
j=1 Γ(j)
∫
RN
∆2N (z)
1...N∏
j
e−z
2
j−xz4j dzj. (54)
Obviously, the sought moments can be obtained as coefficients in the expansion of this
integral into the Taylor series in the vicinity of x = 0. Thus, deriving a differential
equation on JN(x) by using the method discussed in the main section enables us to link
the moments by a recurrence relation.
Direct application of the “deform-and-study” approach to the integral (54) does not
help in the derivation of a differential equation for the function JN(x) (this is discussed
in details in Appendix B). However, due to its symmetry the integral JN(x) can be
represented as a product of two simpler integrals:
JN(x) = 2
N(N−1)/2
πN/2
∏N
j=1 Γ(j)


Ξ+k (x)Ξ
−
k (x) , N = 2k;
Ξ+k (x)Ξ
−
k+1(x) , N = 2k + 1;
(55)
where
Ξνk(x) =
1
k!
∫
Rk+
∆2k(z)
1...k∏
j
z
ν/2
j e
−zj−xz2j dzj , ν = ±1. (56)
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Integral Ξνk(x) can be investigated with the help of the announced approach. Details of
calculations and results are given in Appendix B. Here, however, we make an important
remark. There is another way to derive equation (B.5) from the appendix. It is a
consequence of the known result by P.J. Forrester and N.S. Witte [35]. They showed
by using other methods that the matrix integral (here we use their original notation for
integral)
E˜n(s; ν) =
1
n!
∫
(−∞,s]n
∆2n(z)
n∏
j=1
(s− zj)νe−z2j dzj
is expressed in terms of a solution of the Painleve´ IV equation. Namely,
d
ds
log E˜n(s; ν) = φ(s) , (57)
where φ(s) satisfies the differential equation, which is the Painleve´ IV equation written
down in the Chazy form
φ′′′ + 6(φ′)2 + 4[2(n− ν)− s2]φ′ + 4sφ− 8nν = 0. (58)
Then, due to the relation
E˜k
(
− 1
2
√
x
;
ν
2
)
= x
k(2k+ν)
4 e−
k
4xΞνk(x)
one can restore (B.5) from (58) and (57) by appropriate change of variables. In spite of
the fundamental character of the obtained Painleve´, the equation (B.5) derived by our
regular method is more convenient for the analysis that is done in Appendix B.
To derive the recurrence relation for the Tk,m with the help of “deform-and-study”
approach as well as in the previous case we define an auxiliary integral
JN(x, y) = 2
N(N−1)/2
πN/2
∏N+1
j=1 Γ(j)
∫
RN
∆2N(z)
N∏
j=1
e−z
2
j+yz
3
j−xz4j dzj. (59)
To make the further procedure of derivation successful we have introduced the extra
parameter y. Appearance of more then one variable apparently lead to a differential
equation in partial derivatives in both variables.
The form of integral (59) implies that one can seek the solution of the obtained
equation in the form of a series in x and y:
JN(x, y) =
∞∑
k,m=0
(−1)kTk,my
mxk
m!k!
. (60)
Expansion (60) is used to derive relation (50) between averaged moments 〈P r〉LB and
Tk m. Indeed, it is enough to compare coefficients standing at equal powers of x in the
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Taylor expansion of the both sides of the identity JN(x/4,
√
x) = ZLB(−x). Expansion
in the left hand side can be obtained from eq. (60) after the change x→ x/4; y → √x,
while in the right hand side one uses the Taylor expansion (48).
Explicit expressions for the first several moments Tk,m are given in Appendix C.
The higher moments of purity follow from the general expression (35) which being
combined with the relation (50) gives
µr = 〈(Trρ2)r〉B = Γ(N
2/2)
Γ(N2/2 + 2r)
r∑
m=0
(−1)r−m22(m−r)r!
(r −m)!(2m)! Tr−m m. (61)
To demonstrate the ability of our approach we calculated the first three moments µr
explicitly. The first moment µ1 coincides with the mean trace 〈Trρ2〉B given by eq. (23).
Expressions for other two moments are reproduced below
µ2 = 〈(Trρ2)2〉B = 5(5N
4 + 47N2 + 32)
2(N2 + 2)(N2 + 4)(N2 + 6)
µ3 = 〈(Trρ2)3〉B = 5(25N
8 + 690N6 + 6015N4 + 8750N2 + 1152)
8N(N2 + 2)(N2 + 4) · · · (N2 + 10) . (62)
As shown in Fig. 5 our numerical data obtained by generating random Bures states
according to the method presented in Sec. 3 coincide with the above analytical results.
2 3 4 5 6 7 8 9 10
0
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µk
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k=3
Figure 5. Average moments of purity µk = 〈(Trρ2)k〉B with k = 1, 2, 3 for an
ensemble of Bures random density matrices of size N = 2, . . . , 10. Solid lines represent
interpolations of analytical results (62).
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7. Concluding remarks
In this work we proposed an explicit construction to generate random density matrices
according to the Bures measure. A single complex random Bures density matrix of size
N is obtained directly out of one complex random square matrix A from the Ginibre
ensemble and one random Haar unitary matrix U of size N . Similarly, to generate a real
Bures state of size N , it is sufficient to have an rectangular, N × (N + 1) real Ginibre
matrix and a random symmetric unitary matrix V . These practical recipes are not only
simple but also economic and allow one to form the Bures prior, useful as an initial step
to apply the quantum Bayesian approach.
Studying the distribution of random Bures states we have analytically determined
the moments of their purity. These results, derived by means of the theory of integrable
systems, reveal the power and usefulness of this analytic technique. Note, that the
Painleve´ IV transcendent appears in a natural way as an intermediate step of our
calculation.
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Appendix A. Measures on Hermitian and unitary matrices
In this section we prove two lemmas which allow us to replace integration over the set
of Hermitian matrices by integration over unitary matrices with respect to the circular
unitary ensemble (CUE) and circular orthogonal ensemble (COE), respectively.
Lemma 1. The measure dH/[det(1 + H2)]N on the set of Hermitian matrices
H = H† of order N , is equivalent to the Haar measure on U(N), which corresponds to
CUE.
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Proof. We start with a substitution, U = (1 − iH)/(1 + iH) = 2/(1 + iH) − 2.
Thus the measure dU = − 2
1+iH
idH 2
1+iH
implies that U−1dU = − 2
1−iH idH
2
1+iH
. This
allows us to write down an explicit expression for the metric
(ds)2 = Tr(U−1dU)(U−1dU)† = 4Tr
1
1 +H2
dH
1
1+H2
dH, (A.1)
which implies the measure
dµ(U) =
dH
[det(1+H
2
2
)]N
(A.2)
and completes the proof.
A similar lemma can be formulated for the measure on U(N) related to COE.
Lemma 2. The measure dH/[det(1+H2)](N+1)/2 on the set of symmetric matrices
H = HT = H† of order N , is equivalent to the COE measure µo on U(N).
Its proof is analogous to the previous one and the exponent (N +1)/2 is related to
the number of N(N +1)/2 of the independent variables of a random symmetric matrix.
Appendix B. Recurrence relations for Tk,0
Proof of (55). To prove (55) we notice that the matrix integral JN(x) has a
determinantal representation:
JN(x) ∼ det
0≤i,j≤n−1
[∫
R
zi+je−z
2−xz4dz
]
Due to the symmetry of the function under integral the matrix of moments in the above
determinant has a chessboard structure with zeros on all “white squares”, i.e. for the
elements with i + j = 2k + 1 (k = 0, 1, . . .). This type of determinants can be reduced
by permutation of lines and rows to a determinant of block-diagonal matrix and as a
result to a product of two determinants. In our particular case it gives
det
0≤i,j≤N−1
[µi+j] = det
0≤i,j≤⌊N2 ⌋
[µ2i+2j+2] det
0≤i,j≤⌈N2 ⌉
[µ2i+2j ] = det
0≤i,j≤⌊N2 ⌋
[µ+i+j ] det
0≤i,j≤⌈N2 ⌉
[µ−i+j ]
where ⌈•⌉ and ⌊•⌋ denote the integer part of a real number, so that ⌊x⌋ ≤ x ≤ ⌈x⌉
and the momentum matrix µ±i+j is obtained from µ2i+2j and µ2i+2j+2 by the change of
variables z2 → z in corresponding integrals,
µ±i+j(x) =
∫
R+
zi+j±1/2e−z−xz
2
dz
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Now returning back from the determinants to the matrix integral representation we
obtain (55).
τ-function and Virasoro constraints. The integral Ξ±k (x) corresponds to the
τ -function of the form
τ˜k {t} = 1
k!
∫
Rk+
∆k(z)
k∏
j=1
z
ν/2
j exp
[
−zj − xz2j +
∞∑
ℓ=1
tℓz
ℓ
j
]
dzj , (B.1)
here, the parameter ν stands for ±1.
To derive the Virasoro constraints (VC) first one has to choose an appropriate
change of variables. The general recipe says that this transformation must be chosen as
zj 7→ zj + δεzq+1j f(zj)
∏
k
(zj − ak) , q = −1, 0, 1 . . .
where ak are the boundaries of integration domain without both infinities (if they are
presented) and with excluded zeros of the polynomial function f(z). The function f(z)
is, in turn, related to the original integration measure through the parametrisation
dV (z)
dz
=
h(z)
f(z)
, with h(z) =
∞∑
k=0
gkz
k , f(z) =
∞∑
k=0
fkz
k
where V (z) is a confinement potential, in our case
V (z) = z + xz2 − ν
2
log z ,
dV (z)
dz
=
2z + 4xz2 − ν
2z
,
and correspondingly f(z) = 2z. Since the only zero of f(z) coincides with the only finite
boundary point of the integration domain, z = 0, we should use the shift of the form
zj → zj + 2δεzq+2j q = −1, 0, 1 . . . (B.2)
Substitution of this change of variables into the integral (B.1) and variation over δε give
rise to an infinite number of VC
2
q+1∑
m=0
∂τ˜k
∂tm∂tm+q+1
+ 2
∞∑
m=1
mtm
∂τ˜k
∂tq+m
+ ν
∂τ˜k
∂tq+1
− 2 ∂τ˜k
∂tq+2
− 4x ∂τ˜k
∂tq+3
= 0
where the first term originated from the squared Vandermonde determinant and the
volume element
∏n
j=1 dzj, the second term corresponds to t-deformation, and the other
three are the contributions from the measure. Note that the operation of differentiation
over t0 reduces to multiplication by the integral dimension,
∂τ˜k
∂t0
≡ k.
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Projection of KP onto the hyperplane t = 0. To perform the projection of the
KP-equation (53) onto the hyperplane t = 0 one needs to know the following derivatives
∂4 log τ˜k
∂t41
∣∣∣∣
t=0
,
∂2 log τ˜k
∂t21
∣∣∣∣
t=0
,
∂2 log τ˜k
∂t1∂t3
∣∣∣∣
t=0
,
the expression for the second derivative over t2 immediately follows from the observation
∂τ˜k
∂x
= −∂τ˜k
∂t2
.
The same observation allows us to rewrite the first two VC (q = −1 and q = 0) in the
form that involves among t-derivatives also x-derivatives (below we use the notation
g˜(x; t) = log τ˜k {t})
2k2 + 2
∞∑
m=2
mtm
∂g˜
∂tm
+ 2t1
∂g˜
∂t1
+ kν − 2 ∂g˜
∂t1
+ 4x
∂g˜
∂x
= 0; (B.3)
4k
∂g˜
∂t1
+ 2
∞∑
m=1
mtm
∂g˜
∂tm+1
− 2t1 ∂g˜
∂x
+ ν
∂g˜
∂t1
+ 2
∂g˜
∂x
− 4x ∂g˜
∂t3
= 0. (B.4)
These two equations give all necessary information. Indeed, from (B.3) we obtain
derivatives over t1:
∂g˜(x; t)
∂t1
∣∣∣∣
t=0
=
k(k + ν)
2
+ 2x
∂g˜(x; 0)
∂x
;
∂2g˜(x; t)
∂t21
∣∣∣∣
t=0
=
k(2k + ν)
2
+ 2x
∂g˜(x; 0)
∂x
+ 4
(
x
∂
∂x
)2
g˜(x; 0) ;
∂4g˜(x; t)
∂t41
∣∣∣∣
t=0
= 3k(2k + ν) + 12x
∂g˜(x; 0)
∂x
+ 44
(
x
∂
∂x
)2
g˜(x; 0)
+ 48
(
x
∂
∂x
)3
g˜(x; 0) + 16
(
x
∂
∂x
)4
g˜(x; 0) .
Then from (B.4) one can get the mixture derivative over t1 and t3:
∂2g˜(x; t)
∂t1∂t3
∣∣∣∣
t=0
=
1
4x
(
(4k + ν)
∂2g˜(x; t)
∂t21
∣∣∣∣
t=0
+ 2
∂
∂x
∂g˜(x; t)
∂t1
∣∣∣∣
t=0
− 2∂g˜(x; 0)
∂x
)
.
Substitution of these results into the KP-equation gives rise to a nonlinear equation in
partial derivatives of the function g˜(x; 0):
− 1
2
k
(
8k2 + 6kν + ν2
)
+
3
2
k(2k + ν)
(
2k2 + kν + 2
)
x−
2
(
1 + 3(4k + ν)x− 6 (6k2 + 3kν + 10)x2) g˜′
−x (1 + 4(4k + ν)x− 12(4k2 + 2kν + 25)x2) g˜′′
+216x3 (g˜′)2 + 288x4g˜′g˜′′ + 96x5 (g˜′′)2 + 144x4g˜(3) + 16x5g˜(4) = 0 (B.5)
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Note that the procedure of joint resolving of KP-equation and VC’s fails if we try
to apply “deform-and-study” approach directly to the integral (54). In this case the
q-th VC contains the term ∂
∂tq+4
, which becomes already at q = −1 a derivative over t3.
This gap in derivatives makes the system KP-VC unresolvable.
Recurrence relation and some explicit results for Tk,0. To derive the
recurrence relation for the moments Tk,0 we substitute, first, the Taylor expansion of
the function g˜ν(x) (equipped with an extra index ν = ±1):
g˜ν(x) = log Ξ
ν
k(x) , Ξ
ν
k(x) = a
ν
k
∞∑
m=0
(−1)mc˜νk m
xm
m!
, (B.6)
where
aνk =
k−1∏
j=0
Γ(1 + j)Γ
(
1 + j +
ν
2
)
,
into equation (B.5). In the derivation we used a general relation
xℓ
∂s
∂xs
( ∞∑
j=0
Aj
(−x)j
j!
)
· ∂
r
∂xr
( ∞∑
j=0
Aj
(−x)j
j!
)
=
∞∑
j=ℓ
(−x)j
j!
j−ℓ∑
m=0
(−1)ℓ+s+rj!
m!(j −m− ℓ)!Am+sAj−m+r−ℓ
As the result we obtain the recurrence relation for the coefficients (it is assumed that
the summation up to a negative limit is an identical zero) c˜νk m (m ≥ 1)
(2 +m)c˜νk 0c˜
ν
k m+1 =
1
2
k(2k + ν)(4k + ν)
m∑
j=0
(
m
j
)
c˜νk j c˜
ν
k m−j
+j
m−1∑
j=0
(
m− 1
j
)[3
2
k(2k + ν)(2k2 + kν + 2)c˜νk j c˜
ν
k m−j−1 + 6(4k + ν)c˜
ν
k j c˜
ν
k m−j
+
j − 1
j + 1
c˜νk j+1c˜
ν
k m−j
]
+4j(m− 1)
m−2∑
j=0
(
m− 2
j
)[
3(6k2 + 3kν + 10)c˜νk j c˜
ν
k m−j−1 − (4k + ν)c˜νk j+1c˜νk m−j−1
+(4k + ν)c˜νk j c˜
ν
k m−j −
1
4(j + 1)
c˜νk j+1c˜
ν
k m−j
]
−12j(m− 1)(m− 2)
m−3∑
j=0
(
m− 3
j
)[
(4k2 + 2kν + 7)c˜νk j+1c˜
ν
k m−j−2
−(4k2 + 2kν + 25)c˜νk j c˜νk m−j−1
]
−144j(m− 1)(m− 2)(m− 3)
m−4∑
j=0
(
m− 4
j
)[
c˜νk j+1c˜
ν
k m−j−2 − c˜νk j c˜νk m−j−1
]
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+16j(m− 1)(m− 2)(m− 3)(m− 4)
m−5∑
j=0
(
m− 5
j
)[
3c˜νk j+2c˜
ν
k m−j−3 − 4c˜νk j+1c˜νk m−j−2
+c˜νk j c˜
ν
k m−j−1
]
. (B.7)
It can be resolved with the only initial condition c˜νk 0 = 1 that follows from the particular
choice of the parameter aνk in the expansion (B.6) and the definition (56) of Ξ
ν
k(x).
The sought moments Tℓ,0 one can find from (55) by comparison of the the coefficients
of Taylor expansions in both sides:
∞∑
ℓ=0
Tℓ,0
(−x)ℓ
ℓ!
=
2N(N−1)/2
πN/2
∏N
j=1 Γ(j)


a+k a
−
k
∞∑
ℓ=0
(−x)ℓ
ℓ!
ℓ∑
m=0
(
ℓ
m
)
c˜+k mc˜
−
k ℓ−m, N = 2k;
a+k a
−
k+1
∞∑
ℓ=0
(−x)ℓ
ℓ!
ℓ∑
m=0
(
ℓ
m
)
c˜+k mc˜
−
k+1 ℓ−m, N = 2k + 1
Then, after a slight massage we arrive to a simple formula
Tℓ,0 =
〈
(Trz4)ℓ
〉
GUEN×N
=
ℓ∑
m=0
(
ℓ
m
)
c˜+k mc˜
−
s ℓ−m , k = ⌊N⌋ , s = ⌈N⌉ , (B.8)
Below we reproduce the first three moments
T0,0 = 1;
T1,0 =
N
4
+
N3
2
;
T2,0 =
61N2
16
+
5N4
2
+
N6
4
;
T3,0 =
45N
2
+
6517N3
64
+
1101N5
32
+
57N7
16
+
N9
8
.
Appendix C. Recurrence relations for Tk,m
τ-function and Virasoro constraints. To define the τ -function for this case we
perform t-deformation of the measure in the original integral (59), so that
τN {t} = 1
N !
∫
RN
∆2N (z)
1...N∏
j
exp
[
−z2j + yz3j − xz4j +
∞∑
k=1
tkz
k
j
]
dzj, (C.1)
The extra dependence of τ on one more additional parameter allows to resolve
successfully the KP-equation and the VC. A similar question was discussed in details in
the paragraph under equation (B.5).
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To derive the VC for the τ -function (C.1) we use the transformation of the form
zj → zj + εzq+1j q = −1, 0, 1 . . . ,
then the general form of VC reads as follows
q∑
m=0
∂τN
∂tm∂tm+q
+
∞∑
m=1
mtm
∂τN
∂tq+m
− 2 ∂τN
∂tq+2
+ 3y
∂τN
∂tq+3
− 4x ∂τN
∂tq+4
= 0.
Observing that
∂τN
∂y
=
∂τN
∂t3
;
∂τN
∂x
= − ∂τN
∂t4
,
we can rewrite the first two VC (q = −1 and q = 0) in the form (g(x, y; t) = log τN {t})
Nt1 +
∞∑
m=2
mtm
∂g
∂tm−1
− 2 ∂g
∂t1
+ 3y
∂g
∂t2
− 4x∂g
∂y
= 0; (C.2)
N2 +
∞∑
m=1
mtm
∂g
∂tm
− 2 ∂g
∂t2
+ 3y
∂g
∂y
+ 4x
∂g
∂x
= 0. (C.3)
Projection of KP onto the hyperplane t = 0.To perform the projection of the
KP-equation (53) onto the hyperplane t one needs to know the following derivatives
∂4g(x, y; t)
∂t41
∣∣∣∣
t=0
,
∂2g(x, y; t)
∂t1∂y
∣∣∣∣
t=0
,
∂2g(x, y; t)
∂t22
∣∣∣∣
t=0
and
∂2g(x, y; t)
∂t21
∣∣∣∣
t=0
.
The derivative over t2 can be expressed from (C.3); substitution of the latter into (C.2)
helps to find the derivative ∂g
∂t1
; then the necessary projections can be found by
subsequent differentiations over t1 and t2. As the result we obtain
∂2g(x, y; t)
∂t1∂y
∣∣∣∣
t=0
=
9y
2
g(0,1) +
(
9y2
4
− 2x
)
g(0,2) + 3xyg(1,1);
∂2g(x, y; t)
∂t22
∣∣∣∣
t=0
=
15y
4
g(0,1) +
9y2
4
g(0,2) + 6xyg(1,1);
∂2g(x, y; t)
∂t21
∣∣∣∣
t=0
=
3y
16
(
63y2 − 88x) g(0,1) + 1
16
(
8x− 9y2)2 g(0,2) + 3xy
2
(
9y2 − 8x) g(1,1);
∂4g(x, y; t)
∂t41
∣∣∣∣
t=0
=
45
256
(
5696x2y − 14544xy3 + 6237y5) g(0,1)
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+
(
10287x2y2
4
− 57429xy
4
16
+
331695y6
256
− 264x3
)
g(0,2)
+
9
16
xy
(
3424x2 − 11988xy2 + 6939y4) g(1,1)
− 9
16
x
(
8x− 9y2) (32x2 − 396xy2 + 297y4) g(1,2)
+
9
128
y
(
8x− 9y2)2 (63y2 − 88x) g(0,3) − 3
16
xy
(
8x− 9y2)3 g(1,3)
+
27
8
x2y2
(
8x− 9y2)2 g(2,2) + 1
256
(
8x− 9y2)4 g(0,4).
Above it is assumed that in the right hand side the function g is taken at t = 0. The
standard notation for partial derivatives, g(k,m) ≡ ∂k+mg(x,y)
∂kx ∂my
, is also used.
Substituting these terms into KP, eq. (53), we arrive to a nonlinear equation in
partial derivatives on the function logJn(x, y) with the maximal derivative of the forth
order and quadratic nonlinear terms. This equation can be rewritten in the form of
equation on the function Jn(x, y) itself. The explicit form of this nonlinear (all terms
are quadratic in Jn(x, y)) equation is too cumbersome to be reproduced on paper.
Recurrence relation and some explicit results for Tk,m. Substitution of the
expansion (60),
JN(x, y) =
∞∑
k,m=0
(−1)kTk,my
mxk
m!k!
,
gives rise to the sought recurrence relations for the coefficients Tk,m. They are easier to
be handled by using computer rather then a pencil, and here, we do not reproduce them
in any form, all necessary calculations were done with the help of computer. Below we
give results for the first several moments.
T0,1 =
3N
8
+
3N3
2
;
T1,1 =
471N2
32
+
225N4
16
+
3N6
4
;
T0,2 =
4563N2
64
+
675N4
8
+
27N6
4
;
T2,1 =
495N
4
+
82335N3
128
+
8673N5
32
+
555N7
32
+
3N9
8
;
T1,2 =
25515N
32
+
1194939N3
256
+
292383N5
128
+
1323N7
8
+
27N9
8
;
T0,3 =
382725N
64
+
19566765N3
512
+
2713095N5
128
+
59535N7
32
+
405N9
8
.
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