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INVESTIGATIONS ON LOCAL GEOIDS FOR GEODETIC APPLICATIONS 
SUMMARY 
The advent of satellite based global positioning systems (GLONASS, GALILEO, 
especially GPS) had a tremendous impact on geodesy and surveying. The heights 
obtained from the Global Positioning System (GPS) are above an ellipsoid, and are 
fundamentally different from the traditionally obtained orthometric heights which are 
given with respect to the geoid. 
In this thesis, the transformation of ellipsoidal heights derived from GPS to 
orthometric heights using geoid models is investigated in the northern and western 
parts of Turkey. Although the transformation depends on a simple relation between 
ellipsoidal (h), orthometric (H) and geoidal (N) heights, the accuracy of the resulting 
orthometric heights after transformation is crucial in geodetic and surveying 
applications. Various factors which affect this accuracy, such as measurement errors, 
datum inconsistencies and theoretical assumptions, are investigated in this study, 
while testing different methods in five local GPS/levelling networks (İstanbul-1999, 
İstanbul-2005, Sakarya-2002, Çankırı-2005 and Izmir-2001). 
In the numerical tests of the thesis, the first part consists of three steps. In the first 
step the regional Turkey geoids TG99A, TG03, as well as the European gravimetric 
geoid EGG97 are validated using GPS/levelling data at co-located benchmarks. In 
the second step, regional geoid models are combined with GPS/levelling using Least 
Squares Adjustment of height differences and corrector surface models. In this step, 
additionally, Variance Component Estimation (VCE) using the Minimum Norm 
Quadratic Unbiased Estimation (MINQUE) approach is performed, in order to 
combine the heights. In the final step, local GPS/levelling geoids are determined 
using various interpolation techniques namely different orders polynomials, the 
Inverse Distance Weighting (IDW) method, Minimum Curvature Splines (MCS), 
Kriging, Least Squares Collocation (LSC) and Wavelet Neural Networks (WNN), 
and their performances are tested in transformation of GPS-derived ellipsoidal 
heights. Finally, the resulting accuracies are compared and practical aspects of these 
approaches in deriving orthometric heights from GPS measurements in geodetic and 
surveying applications are discussed. 
In relatively small areas, the geometric method and its combination with gravimetric 
models in deriving the geoid heights from GPS–ellipsoidal heights proved its success 
in the first stage of the numerical evaluations. On the other hand, the geopotential 
models, gravity data and terrain corrections used in the gravimetric method of geoid 
determination make significant contributions to the accuracy of even local geoid 
models and should be seriously considered. With the recent advances in space based 
data acquisition techniques, from missions such as the GRACE, CHAMP, ERS1&2, 
SRTM, improved global geopotential models, gravity data over oceans and digital 
elevation models have been produced from which significant improvements in the 
accuracy of local geoid models are expected. 
 xx
Therefore, in the second part of the numerical evaluations, the performances of the 
most recent global potential models GGM02S, EIGEN-CHAMP03S, EIGEN-CG03C 
and EIGEN-GL04C (derived from CHAMP, GRACE, and other data) are assessed 
and compared to the older EGM96. The latter model is considered because it serves 
as the reference model for the currently used Turkish regional geoid solution TG03, 
providing an absolute accuracy at the decimetre level. The aim of these assessments 
is to investigate the improvements in the modelling of the long wavelength gravity 
field components for the area of Turkey and to chose the “best” fitting global 
potential model to suggest for the future high resolution gravimetric geoid of Turkey, 
since using the best fitting global potential model improves the long wavelengths of 
the gravity field signal thus also improving the regional gravimetric geoid model. 
The assessments of this stage are done in three steps: i-) a direct comparison of the 
global potential model-derived geoid heights with the low-pass filtered GPS/levelling 
geoid heights at the co-located benchmarks; ii-) an indirect assessment of the 
performance of global potential models in gravimetric geoid models (in this respect, 
the local gravimetric geoid models are computed in the area between 37°-42° North 
latitudes and 26°-32° East longitudes, using each GPM with Remove–Restore 
approach. The terrain corrections are computed using the high resolution terrain data 
from SRTM30 Plus), iii-) testing the consistency of GPMs with terrestrial data in 
terms of gravity anomalies, by comparing the GPMs with their tailored versions over 
Turkey. Finally, the determined gravimetric geoids in the mentioned area are 
compared with the TG03 model before and after fitting. 
In conclusion, it is believed that this investigation will contribute to the future 
investigations which aim to improve the accuracy of the geoids in Turkey. 
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JEODEZİK UYGULAMARDA LOKAL GEOİTLER ÜZERİNE 
ARAŞTIRMALAR 
ÖZET 
Uydulara dayalı konum belirleme sistemlerinin (GPS, GLONASS, GALILEO-
GNSS) kullanılmaya başlanmasının jeodezi ve ölçme uygulamalarına katkısı 
büyüktür. Uydulara dayalı konum belirleme tekniklerinden (özellikle yaygın 
kullanılan GPS tekniğinden) elde edilen yükseklikler elipsoide göre tanımlanırlar ve 
temelde geoidi referans alan geleneksel anlamdaki yüksekliklerden farklıdırlar. 
Bu tez çalışmasında, GPS den elde edilen elipsoidal yüksekliklerin bölgesel düşey 
datumdan olan ortometrik yüksekliklere geoit modeli kullanılarak dönüştürülmesi 
araştırılmış ve bu amaçla sayısal testler Türkiye’nin kuzey, kuzey-batı ve de 
batısında lokal test alanlarında gerçekleştirilmiştir. Elipsoidal yüksekliklerin 
ortometrik yüksekliklere dönüştürülmesinde elipsoidal (h), ortometrik (H) ve geoit 
(N) yükseklikleri arasındaki ilişkiyi ifade eden bağıntının basit olmasının yanında, 
dönüşümden elde edilen ortometrik yüksekliklerin doğruluklarının jeodezik 
uygulamalar açısından önemi büyüktür. Dönüşümden elde edilen yüksekliğin 
doğruluğunu etkileyen faktörler ölçme hataları, datum uyuşumsuzlukları ve teorik 
varsayımlar gibi çok çeşitlidir ve bu etkenler çalışmada farklı yöntemlerin test 
edildiği beş ayrı local GPS/nivelman ağında (İstanbul-1999, İstanbul-2005, Sakarya-
2002, Çankırı-2005 ve İzmir-2001) ele alınmaktadır. 
Tezin sayısal uygulamaları iki bölümde gerçekleştirilmiştir. İlk bölüm üç adımdan 
oluşur. Birinci adımda ulusal Türkiye geoitleri, TG99A ve TG03, ve Avrupa 
Gravimetrik Geoidi, EGG97, lokal ağlarda konumlandırılmış GPS/nivelman 
noktaları kullanılarak test edilmektedir. İkinci adımda, birinci adımda salt test edilen 
bölgesel geoit modelleri, lokal alanlarda GPS/nivelman verileri ile kombine edilerek 
iyileştirilmiştir. Yüksekliklerin kombinasyonu parametrik yüzey modelleri (uydurma 
yüzeyi), jeodezik ağın yükseklik farklarının ölçü alındığı en küçük kareler 
dengelemesi ile tekrar dengelenmesi, ayrıca bu dengelemenin kestirilmiş varyans 
bileşenleri kullanılarak yinelenmesi ile gerçekleştirilmiştir. Birinci bölümün son 
adımında lokal GPS/nivelman geoit modelleri çeşitli veri enterpolasyon yaklaşımları, 
farklı derecelerden iki değişkenli polinomlar, ağırlıklı ortalama yöntemi, minimum 
eğrilik ilkesine göre enterpolasyon (Minimum Curveture Spline), Kriging yöntemi, 
En Küçük Kareler Kollokasyonu ve Wavelet (Dalgacık) Sinir Ağları yaklaşımı, 
denenerek belirlenmiş ve uygulanan yöntemler lokal GPS/nivelman geoitlerinden 
ortometrik yüksekliklerin türetilmesinde sağladıkları doğruluklara göre 
karşılaştırılmışlardır. Sonuç olarak, çalışmanın ilk bölümünde GPS tekniğinden 
ortometrik yüksekliklerin elde edilmesi için test edilen tüm yaklaşımlar 
karşılaştırılmış ve jeodezik amaçlı uygulayıcılara önerilerde bulunulmuştur. 
Uygulamaların ilk bölümünde gerçekleştirilen analizlerin sonuçlarına göre, lokal 
alanlarda, GPS/nivelman yaklaşımının ve/veya GPS/nivelman verileri kullanılarak 
bölgesel düşey datuma uydurulmuş “gravimetrik geoitler” uygulamalar için yeterli 
doğruluğa ulaşmışlardır. Diğer taraftan, bölgesel gravimetrik modellerin 
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belirlenmesinde, jeopotansiyel modeller, gravite ve topoğrafik düzeltmelerin 
hesaplanmasındaki (doğruluğu ve çözünürlüğü yüksek sayısal yükseklik modelleri) 
iyileşme, bölgesel modellerin doğruluğuna signifikant katkı yapmaktadır. Uydulara 
dayalı son veri elde etme teknikleri (gravite alanı uydu misyonları GRACE, 
CHAMP, altimetre uyduları ERS1&2, yüksek çözünürlüklü global sayısal yükseklik 
verisi de sağlayan SRTM ve diğer uydu misyonları) ile, daha iyi doğruluğa sahip 
yüksek çözünürlüklü global jeopotansiyel modeller, denizlerde gravite verisi ve 
sayısal yükseklik bilgisi elde edilebilmektedir. 
Buradan yola çıkarak, tez çalışmasının ikinci bölümünde, güncel global potansiyel 
modeller GGM02S, EIGEN-CHAMP03S, EIGEN-CG03C ve EIGEN-GL04C 
(CHAMP ve GRACE uydu misyonları ile diğer verilerden elde edilmiş) 
değerlendirilmiş ve eski jenerasyon global potansiyel model olan EGM96 ile 
karşılaştırılmıştır. Yeni modellerin EGM96 ile karşılaştırılmasının nedeni, bu 
modelin halihazırda kullanılmakta olan ulusal Türkiye geoidi TG03’ün (mutlak 
doğruluğu desimetre seviyesinde) hesaplanmasında referans global model olarak 
kullanılmasındandır. Burada gerçekleştirilen inceleme ve analizler ile, yeni 
modellerin Türkiye’de gravite alanının uzun dalga boylu bileşeninin modellenmesine 
yaptıkları katkının ve dolaylı olarak Türkiye’nin bölgesel gravimetrik geoit 
modelinin doğruluğuna olan katkıları irdelenmektedir. Gravimetrik geoidin 
belirlenmesinde bölgeye en uygun global potansiyel modelin belirlenerek 
kullanılması, uzun dalga boylu hataları minimuma indirerek katkı sağlamaktadır. 
Analizler üç adımda gerçekleştirilmiştir: i-) Birinci adımda global potansiyel 
modellerden elde edilen geoit yükseklikleri, düşük geçirgenli filtre ile filtrelenmiş 
GPS/nivelman geoit yükseklikleri ile doğrudan karşılaştırılmıştır, ii-) İkinci adımda, 
global potansiyel modellerin performansları, bu modeller kullanılarak belirlenmiş 
gravimetrik geoid modellerinden türetilen geoit yüksekliklerinin bu kez filtre 
edilmemiş GPS/nivelman verisi ile, dolaylı olarak değerlendirilmiştir. Bu 
yaklaşımda, 37°-42° Kuzey enlemleri ve 26°-32° Doğu boylamları arasında kalan 
bölgede, Kaldır-Yerine koy yaklaşımı ile beş farklı gravimetrik geoit modeli 
hesaplanmış, bu modellerin her birinde global potansiyel modellerden biri referans 
olarak kullanılmıştır. Gravimetrik geoit modeller için topoğrafik düzeltmelerin 
hesaplanmasında düzeltilmiş SRTM30 yüksek çözünürlüklü sayısal yükseklik modeli 
verisi kullanılmıştır. iii-) Değerlendirmelerin en son adımında, global potansiyel 
modeller tüm Türkiye’de, yersel gravite verileri kullanılarak düzeltilmiş versiyonları 
ile (düzeltilmiş ve orijinal modelden ayrı ayrı hesaplanan gravite anomalilerinin 
(mGal) farkları irdelenerek) karşılaştırılmış, ve modellerden yersel veri ile en uyumlu 
olanı belirlenmiştir. Üç adımlı değerlendirmenin sonucunda, sınırları belirtilen 
alanda hesaplanan gravimetrik geoit modellerinin doğrulukları, TG03 geoidi ile 
karşılaştırılmıştır. Bu karşılaştırma hesaplanan gravimetrik modelerinin 
GPS/nivelman verileri ile ulusal düşey datuma uydurulmasının öncesinde ve 
sonrasında olmak üzere iki kez gerçekleştirilmiş ve karşılaştırmaların sonuçları 
irdelenmiştir. 
Araştırmanın sonuçlarının, Türkiye’de jeodezik amaçlı çalışmalarda kullanılan geoit 
modellerinin doğruluklarının iyileştirilmesi ve uygulamalarda kullanılacak geoit 
modeli yaklaşımlarının standartlaştırılması amacı ile gerçekleştirilecek gelecek 
çalışmalara katkı sağlayacağına inanılmaktadır. 
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1. INTRODUCTION 
1.1 Background 
The advent of satellite based global positioning systems (GLONASS, GALILEO, 
especially GPS) has had a tremendous impact on geodesy and surveying. The heights 
obtained from the Global Positioning System (GPS) are above an ellipsoid and 
fundamentally different from the traditionally obtained heights which are given with 
respect to the geoid. The most widespread use of GPS in geodesy has, however, been 
undertaken by obtaining horizontal positions, leaving the vertical positions (the 
heights from the reference ellipsoid of GPS) out, because mostly the physical heights 
are required in geodetic applications. 
The height differences between two points on the topography are obtained 
traditionally by levelling techniques, and these techniques are employed for vertical 
control purposes in various countries. However, because of the restrictions and 
difficulties of applying the levelling techniques in rough terrain regions, the vertical 
control network points are mostly located in the lower parts of the topography, such 
as in valleys and along roads. This affects the spatial resolution of the vertical control 
network and restricts the proper representation of the terrain. 
On the other hand, the horizontal control networks have been established as a 
separate network using triangulation and trilateration and a few overlapping points 
were created with the vertical control networks in previous times. While in some 
countries, the horizontal and vertical control networks are still separate, the wide-
spread use of global positioning systems with geodetic aims has changed the 
understanding of the geodetic control networks and made the countries modernize 
their geodetic infrastructures so that they are suitable for technologic developments. 
As a first approximation, the Earth is described as a rotating sphere. The second 
approximation of the Earth is an equipotential ellipsoid of revolution. The geoid is a 
surface of a constant gravity potential and coincides with the mean sea level after 
removing the effect of sea surface topography over the oceans (Torge, 1980). One 
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particular ellipsoid of revolution, referred to normal Earth, is the one having the same 
angular velocity and the same mass as the actual Earth, the potential Uo on the 
ellipsoid surface equal to the potential Wo on the geoid, and its center coincides with 
the center of the mass (Heiskanen and Moritz, 1967; Torge, 1980). World Geodetic 
System 1984 (WGS84) is a normal Earth ellipsoid and the GPS delivers the 
(ellipsoidal) heights above this ellipsoid (NIMA, 1997). From the other side, the 
orthometric heights from the levelling are relative to the geoid surface. 
There is a fundamental relation (with a certain approximation) between the 
ellipsoidal heights from the GPS and heights with respect to a vertical geodetic 
datum derived from the levelling technique (Heiskanen and Moritz, 1967; Torge, 
1980); 
0h H N− − =  (1.1) 
where h is the ellipsoidal height, H is the orthometric height and N is the geoid 
height, which means the amount of separation between the geoid surface and the 
ellipsoid surface and can be derived using either a regional gravimetric geoid model 
or a global geopotential model. 
In practice, this fundamental relation means that the orthometric heights (or normal 
heights based on a quasi-geoid) can be obtained from GPS ellipsoidal heights using a 
geoid model. However, this way of obtaining the orthometric heights, which can 
replace levelling techniques in the applications, makes the levelling procedure 
cheaper and faster. On the other hand, making this choice depends on the required 
accuracy. The critical part of this approach is the geoid height, which is derived with 
a lower accuracy than the ellipsoidal height and thus affects the accuracy of the 
orthometric height. Therefore, the precise determination of a local geoid is of 
considerable importance for surveying and geodetic applications. Today, the concept 
of modernizing geodetic control networks also includes the determination of a 
precise geoid model in the region. If the geoid model is accurate enough, this allows 
the GPS technique to be used with its full capacity. Although the precision of the 
geoid has been greatly improved recently, it still does not offer sufficient accuracy 
for some geodetic applications. However, the new data acquisition techniques and 
the development of computation techniques in gravity field modelling studies are 
very promising for the near future. 
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1.2 Modernization of Geodetic Control in Turkey and Turkey Geoids 
Before explaining the objectives of the thesis study, it is useful to give some 
information about the ongoing modernization efforts of geodetic control in Turkey 
and to summarize the geoid determination studies up to now in Turkey. Because of 
this fact the main motivation of this study is related closely to the establishment of 
vertical control networks, thereby making the usage the satellite-based positioning 
systems (GPS) more efficient in geodetic and surveying applications. 
The geodetic control in Turkey is provided by a number of geodetic control networks 
(see TNGC, 2003). These are: 
 i-) The Turkish National Fundamental Triangulation Network (TNFTN or 
TUTKA) is the traditional geodetic control network of Turkey and provides 2D 
positioning control in ED50 datum. It includes 1st , 2nd and 3rd order geodetic points 
in addition to astronomic points. 
 ii-) The Turkish National Vertical Control Network 1999 (TNVCN99 or 
TUDKA) was established to provide the vertical control in the country and includes 
the first and second order levelling lines measured and adjusted before 1970. Vertical 
datum for TNVCN99 was defined with the arithmetic mean of instantaneous sea 
level measurements recorded at the Antalya tide gauge (in the Mediterranean Sea) 
between 1936 and 1971. In the adjustment, the geopotential numbers were employed 
as observations and thus the geopotential numbers, Helmert Orthometric Heights and 
Molodensky Normal Heights at all points of the network were calculated (the 
descriptions of different heights are given in Chapter 2). Gravity values in modified 
Potsdam datum were used in the computations. The accuracy of point heights after 
the adjustment varies between 0.3 cm and 9 cm depending on the distance from the 
datum point. Differences between TNVCN99 Helmert orthometric heights and the 
Normal Orthometric heights are given between −14 cm and +36.9 cm with a mean 
value of +9.5 cm and standard deviation is ±8.4 cm by the IUGG Report of Geodesy 
Commission of Turkey (TNGC, 2003). The distorted part of TNVCN was re-
measured after the 1999-İzmit Earthquake. 
iii-) After the wide-spread use of the GPS technique in geodetic and surveying 
applications, a revision of the geodetic control networks in terms of modernization 
has become necessary in Turkey. As the result of this, the Turkish National 
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Fundamental GPS Network (TNFGN or TUTGA) was established and made 
available for 3D positioning control in geodetic applications in 1999. After this year, 
some of the stations have been re-measured due to the earthquakes that happened in 
1999. The total number of stations is about 600 and for each station 3D coordinates 
and their associated velocities were computed in ITRF96 (Reference Epoch: 1998.0). 
Position accuracy of the stations is about 1−3 cm, whereas the relative accuracies are 
in the range of 0.01 ppm. Also, the network is connected to the Turkish Conventional 
Horizontal and Vertical Control Networks (old generation networks) through the 
common points. The time−dependent coordinates of the network stations are being 
computed in the context of the maintenance of the network by repeating the GPS 
observations. Considering the active tectonic characteristics of the region, the second 
campaign of the measurements, which includes the majority of the points of the 
network, were completed in 2001, 2002 and 2003 and velocities have been estimated. 
Also appropriate models for coordinate transformation from ED50 datum into the 
ITRF datum were defined in the context of TNFGN-1999 (TUTGA99). 
iv-) The Turkish National Fundamental Gravity Network (TNFGRN or TTGA) 
includes 13 absolute gravity points in addition to 1st, 2nd order and densification 
gravity points (the total number of the points is 66245) and is in Potsdam Gravity 
Datum. TNFGRN point gravity data were used for determination of the official 
regional gravimetric geoids of Turkey. 
Studies for geoid determination started in 1976. Having a precise regional geoid 
model over the country became more important and crucial after the GPS technique 
was developed. The chronology of these studies is summarized in the following: 
• the Turkey Astrogeodetic Geoid-1976 (Ayan, 1978) 
• Investigation of the deformations in Astrogeodetic Networks and Turkish 1st 
Order Triangulation Network (Gürkan, 1978) 
• South-Western Anatolia (Aegean Region) Doppler Geoid-1987 (Ayhan et al., 
1987) 
• Turkey Gravimetric Geoid-1991 (TG-91) (Ayhan, 1992) 
• Turkey Doppler Geoid-1993 (Ayhan and Kılıçoğlu, 1993) 
• Turkey Astrogeodetic Geoid – 1994 (Ayhan and Alp, 1994) 
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• Turkey Geoid – 1999A (TG-99A) (Ayhan et al., 2002) 
• Turkey Geoid – 2003 (TG03) (Kılıçoğlu et al., 2004) 
• upcoming Turkey Geoid-2007 (Yıldız et al., 2006) 
Especially after the establishment of TNFGN99, the geoid determination studies 
were influenced by the modernization of the geodetic infrastructure. As it can be 
seen in the chronology, TG91, TG99A and finally TG03 were published as the 
official gravimetric geoid models of Turkey and are available to the public users. 
The Turkey Geoid-1999A (TG99A) is the combination of existing gravimetric geoid 
TG91 and 197 GPS/Levelling points scattered over the Turkey. Turkish Gravimetric 
Geoid (TG91) was computed by the General Command of Mapping using point 
gravity observations, digital terrain model and earth geopotential model (tailored 
GPM2 for Turkey) in a Remove Restore procedure (for the details of Remove 
Restore method, see section (3.2)). 
The mean and standard deviation of the residuals between computed and observed 
geoid heights at 197 reference GPS/levelling benchmarks used in the computation of 
TG99A are 1.4 cm and 9.1 cm, respectively. After that, the TG99A model was 
validated at 122 independent GPS/levelling test points and the statistics of the 
residuals revealed the mean and standard deviation of the differences of –0.1 cm and 
14.5 cm, respectively. Thus, the published internal and external accuracies of TG99A 
are 10 cm and 15 cm, respectively. As the conclusion in the official report by the 
General Command of Mapping (Ayhan et al., 2002), TG99A may directly be used 
for small and middle scale map production; however it was suggested to use TG99A 
model in large scale map production after local refinements were done using 
GPS/Levelling geoid heights (Ayhan et al., 2002). 
TG03 has been available since 2003 as an updated version of TG99A by the General 
Command of Mapping. According to information in an official report by TNGC 
(2003), heterogeneous data (gravity, topography and geoid heights) were used by 
Least Squares Collocation (LSC) in a Remove Restore procedure. EGM96 was 
employed as the reference model of the Earth’s geopotential. The data used consisted 
of the surface gravity anomalies, gravity anomalies derived from ERS1, ERS2 and 
TOPEX/POSEIDON altimetry data, GPS/levelling geoid heights, and topographic 
heights. Surface gravity data are in modified Potsdam Datum, and the free air 
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anomalies were computed in GRS80. No surface gravity data was used outside the 
Turkish border while topographic heights were obtained from GTOPO30 global 
topography data. The RTM effect of the topography was computed using a high-
resolution Digital Terrain Model (450 x 450 m) (TNGC, 2003; Kılıçoğlu et al., 
2004). The used DTM consists of high-resolution topographic heights within the 
borders and dense bathymetry data near the shoreline. The published accuracy of 
TG03 is in the decimeter level due to the comparison of the geoid height differences 
at the independent GPS/levelling benchmarks. 
1.3 Objectives 
The main objective of this thesis is to provide an accurate geoid model solution for 
deriving orthometric heights from the GPS technique in geodetic and surveying 
applications mainly in Turkey. 
The sub-objectives, which help to reach the main goal of the research and include 
testing the new data sources that are quite promising for the improvement of the 
accuracy of regional geoid models, are explained as follows: 
• The available regional geoid models for Turkey, TG99A, TG03 and European 
Gravimetric Geoid-1997 (EGG97), are tested against GPS/levelling data in local 
test networks. The results of the tests are compared with the accuracies of these 
models published in the official reports and research papers to validate their 
performance in the transformation of GPS heights in Turkey. 
• To suggest an optimal approach for fitting the regional gravimetric geoid to 
GPS/levelling surface and thus to improve the geoid data by minimizing the 
datum inconsistencies between heights and systematic/random errors mainly 
stemming from observations, the parametric surface models and least squares 
adjustment of relative height differences in combining the heights are applied, 
separately. The improvements of the regional geoids are investigated. 
• Local geoids are determined using GPS/levelling data of five local networks 
which have various densities and distributions of the benchmarks. The 
performances of these local geoid models are tested using independent control 
data. With this aim, other than bivariate polynomial equations, several 
interpolation algorithms such as Inverse Distance Weighting method, Minimum 
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Curvature Spline, Least Squares Collocation method, Kriging and surface 
approximation with Wavelet Neural Network approach are also applied and the 
results are analysed to explain how they work in estimating geoid heights at the 
new benchmarks. 
• Variance components of the heights are employed in a process combining the 
LSA of the relative height differences to investigate the contribution of Variance 
Component Estimation Techniques for more rigorous combination of the heights. 
• Performance of the new data from the recent data acquisition techniques such as 
the global potential models from the satellite gravity missions CHAMP and 
GRACE, satellite altimetry data and high resolution digital terrain data by Shuttle 
Radar Topography Mission (SRTM) in and around Turkey and their contribution 
to the improvement of future high-resolution gravimetric geoid model of Turkey 
are investigated: 
− Using an appropriate reference global gravity field model (having the best 
capability to model the long wavelength component of the gravity field in the 
region) in gravimetric modelling of the regional geoid decrease the effect of 
long wavelength errors in the regional geoid model and thus provides better 
accuracy. Thereby, in order to choose “the best fitting” geopotential model for 
gravimetric determination of regional Turkey geoid, the new global potential 
models, namely GGM02S, EIGEN-CHAMP03S, EIGEN-CG03C, EIGEN-
GL04C, from the satellite gravity missions are tested against the low-pass 
filtered (LPF) GPS/levelling data. The new models are compared with the old 
generation global potential model, EGM96, because it is the reference global 
model for Turkey geoid TG03. 
− The gravimetric geoid models, which are determined in western Turkey 
between 37°-42° north latitudes and 26°-32° east longitudes using the global 
potential models as references, are tested against the GPS/levelling data in the 
local networks. Afterwards the determined gravimetric geoid models are 
combined with GPS/levelling data in order to eliminate the datum 
inconsistencies and the systematic errors coming from the different type of 
heights, and then compared with the TG03 model before and after fitting to 
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evaluate the accuracy of the new geoids and thus to estimate the contribution of 
the new GPM data with the accuracy of regional geoids. 
• All the tested and newly calculated geoid models in this research are compared to 
suggest an optimal methodology for the transformation of the GPS-ellipsoidal 
heights to orthometric heights without levelling in geodetic and surveying 
applications. 
1.4 Thesis Outline 
The thesis consists of seven chapters. Chapter 1 describes the objectives and the 
main outline of the thesis. The theoretical background of the methodologies which 
were applied in the numerical tests is found in chapters 2 through 4. 
Chapters 5 through 7 include the analysis and results of this research. The content of 
the next six chapters are summarized as follows: 
In chapter 2, the necessary background information such as the height data types, 
especially that data used in this research, are given. Datum and vertical datum 
concepts are described. The main error sources affecting the GPS derived ellipsoidal, 
levelling derived orthometric and the geoid heights are emphasized in the 
corresponding sections. The necessity of combining heterogeneous height data for an 
improved geoid model solution particularly to the transformation of the GPS-heights 
in geodetic applications is addressed and the commonly used methods for combining 
the heights are mentioned along with their mathematical expressions. A selection 
process for an optimal model which combines the heights is described. For more 
rigorous approach in combining heights, estimation of the variance component for 
each height data is also explained in this chapter. The methods for detecting the 
blunders in the data are also mentioned. 
In chapter 3, the theoretical background of and methodology applied to determine the 
regional gravimetric geoid are presented. The Remove Restore technique, which is 
used in the numerical tests, is explained step-by-step. The handling of the terrain 
effects in different gravity reduction schemes is mentioned and along with these 
Helmert the second method of condensation is used in the numerical tests that appear 
in this dissertation. The Fast Fourier Transform (FFT) technique, which is a powerful 
tool to calculate the convolution integrals, is introduced and the numerical errors 
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resulting from the data structure and FFT evaluation are mentioned. The 
aforementioned error sources affecting the geoid heights from gravimetric geoid 
model, discussed in chapter 2, are explained in more detailed in this chapter. 
In chapter 4, the concept of local GPS/levelling geoid modelling is introduced. The 
methods, which are multiple regression equations in the form of Polynomials, 
Inverse Distance Weighting (IDW), Minimum Curvature Spline (MCS), Least 
Squares Collocation (LSC) method, Kriging and surface approximation with Wavelet 
Neural Network (WNN) approach, and tested for the determination of GPS/levelling 
geoids in local areas, are described in detail. Also wavelet decomposition of the 
GPS/levelling data, which is employed to low-pass filter the GPS/levelling signal to 
use in the local assessment of new global potential models, is explained in the final 
section of this chapter. 
Chapter 5 includes the first part of the numerical tests. In this chapter, the local 
GPS/levelling networks and regional geoid models that are available in the database 
of this research are described. The assessments in this chapter are made is three 
stages: i-) The validation of regional gravimetric based geoid models in local areas 
using GPS/levelling data and estimating their absolute and relative accuracies, ii-) 
Refining the regional geoid models via combining the GPS/levelling heights. In this 
step, different combination approaches, such as determining the corrector surface 
(CS) models, re-adjustment of relative height differences along the baselines due to 
Least Squares method and employing the estimated variance components in the LSA 
algorithm. iii-) Different interpolation approaches in modelling local GPS/levelling 
geoids are tested. At the end of the chapter, the validated and determined geoid 
models are ranked and some of them are suggested for use in geodetic applications 
which consider the criteria for the vertical control. 
Chapter 6 introduces the second stage of the numerical tests which assess the new 
data from the recent data acquisition techniques in high resolution gravimetric geoid 
of Turkey. In the beginning of the chapter, the data used in the tests are introduced. 
The following sections include the validation of various Global Potential Models 
from the gravity field satellite missions in three steps. The first step provides direct 
comparison of the geoid heights from the Global Potential Models (GPMs) with low-
pass filtered GPS/levelling data using fifth level wavelet decomposition. In the 
second step, the GPMs are validated indirectly according to their performances in 
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regional gravimetric models, again using GPS/levelling data. Therefore the 
gravimetric geoid models are determined with Remove Restore method. Shuttle 
Radar Topography Mission (SRTM) is also a new mission which provides global 
coverage, as well as high resolution quality terrain data for geoid modelling studies 
and is promising for gravimetric geoid model determination. In gravimetric geoid 
computations, the terrain effects are calculated using the SRTM data according to the 
Helmert second method of condensation. In the third step, the consistency of the 
GPMs with gravity anomalies over all of Turkey is tested. With this aim, each GPM 
is tailored using free air anomalies from the terrestrial measurements. After that the 
gravity anomaly differences between the GPM and its tailored version are derived 
and investigated. The best agreement with the terrestrial data in Turkey is the GPM 
as it has the minimum standard deviation of gravity anomaly differences. To explain 
the contribution of the new data acquisition techniques to the high resolution geoid 
model for Turkey, the determined gravimetric geoid models are compared with most 
recent national Turkey Geoid TG03, before and after fitting these to the 
GPS/levelling surface. 
Chapter 7 outlines the main conclusions of the research. The recommendations for 
future work are provided. 
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2. VERTICAL DATUM, GEOID AND HEIGHTS FROM GPS-LEVELLING 
2.1 Introduction and Background 
In surveying and geodesy, most of the measurement techniques give the position 
with respect to a well-defined reference point or reference surface which is called 
datum. Vertical datum is used for determining heights of points on the earth’s 
surface. Height is the metric distance of a point (i.e. on the terrain surface) vertically 
positioned above a reference surface. The geoid, quasi-geoid, reference ellipsoid of 
revolution (normal Earth ellipsoid) are used as reference surface (datum) for heights 
in geodesy. In addition to these, the mean sea surface, which is assumed to coincide 
to the geoid/quasi-geoid at one point, is also used as a reference surface for heights. 
Although the geoid is given as an equipotential surface of the Earth’s geopotential 
field and coincides with the mean sea level in the classical Gauss-Listing definition, 
today it is known that this is not a precise definition of geoid as mean sea level 
differs from the equipotential surface by up to two meters due to various reasons 
such as variable temperature, salinity in the ocean, instantaneous sea surface 
topography (SST) (see Hesikanen and Moritz, 1967; Torge, 1980; Vaniček and 
Krakiwsky, 1986; Grafarend, 1994). While the geoid to which orthometric heights 
are referred is an equipotential surface, the quasigeoid to which normal heights are 
referred is not an equipotential surface and does not have physical meaning. The 
geoid can also be approximated − up to some tens of meters − by a geocentric 
reference ellipsoid (mean Earth ellipsoid, geocentric reference ellipsoid or normal 
Earth ellipsoid) whose minor axis coincides with the earth’s principal polar axis of 
inertia. The geocentric reference ellipsoid generates not only the normal gravity γ  
but also the normal potential U and the known relation between them; 
Uγ = ∇  (2.1) 
The geoid height (geoid undulation) N refers to the distance between the reference 
ellipsoid and the geoid along the ellipsoidal normal, and the height anomaly ζ refers 
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to the distance between the reference ellipsoid and the quasigeoid along the 
ellipsoidal normal. Correspondingly, the heights that refer to the geoid are 
orthometric heights H defined along the actual plumb line, whereas the heights refer 
to the quasigeoid are normal heights H* defined along the normal plumb line 
(Figure (2.1)). 
A point Q is determined by H* as lying on the normal plumb line, or for a good 
approximation of the ellipsoidal normal, which passes through the surface point P. In 
the normal gravity field, Q should have the same potential difference C (see the 
definition of C in the following) with respect to the level ellipsoid U = Uo as the 
point P has with respect to the geoid in the gravity field of the Earth; 
o Q o PC U U W W= − = −  (2.2) 
If one considers, as it is usual, that the potentials of the ellipsoid and the geoid are 
equal (Uo = Wo) then UQ = WP. Hirvonen (1960) calls the surface for which 
UQ = WP holds for every point the telluroid (cf. Torge, 1980). The vertical distance 
from the ellipsoid to the telluroid is also the normal height, where the ellipsoidal 
height h is the vertical distance from the ellipsoid to the corresponding point at the 
earth’s surface. Thus, the difference between these two heights is the height anomaly 
(ζ=h−H*), and closely corresponds to the geoid height (N=h−H), which is the 
difference between the ellipsoidal and orthometric height (Heiskanen and Moritz, 
1967). In the figure, “level surface” shows an equipotential surface Wp passes 
through the point P on the earth surface. The lines that intersect all equipotential 
surfaces perpendicularly are not exactly straight but slightly curved (see in the Figure 
(2.1)). They are called lines of force or plumb lines. 
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Figure 2.1 :   The reference surfaces and height systems (Torge, 1980). 
2.2. Height Systems and Definitions 
In vertical positioning problems after determining the vertical datum, defining the 
height properly is another important task. The definition of the height can be varied 
depending on the physical and geometrical relations between the corresponding point 
and the reference surface. Thus, a number of different height systems are defined 
based on these relations. 
2.2.1 Geopotential Numbers 
Depending on the vertical differential distances (dn) between equipotential surfaces 
and measurements of gravity (g), the geopotential number of the point P on the Earth 
surface (CP) is described by 
o
P
p
P
C g dn= ∫  (2.3) 
This relation represents the difference in potential between the constant value at the 
geoid, Wo, and the potential at the point P on the surface Wp as follows (see Figure 
(2.1)); 
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P o PC W W= −  (2.4) 
Every point has a unique geopotential number with respect to the geoid and it can be 
scaled by gravity value to obtain a certain type of height. The type of the height 
depends on the ‘gravity’ value used to scale the geopotential number, and thus 
different types of heights (dynamic, normal, orthometric and normal orthometric 
heights) are defined. Among them, especially the orthometric heights are focused on 
and explained in this chapter, while the other types of heights are discussed only 
briefly. The reason to emphasize the orthometric heights is that they were used in all 
numerical tests of this study. 
2.2.2 Orthometric Heights 
The orthometric heights are defined as the distance along the plumb line between the 
geoid and the point on the surface of the Earth (Figure (2.1)); corresponding to this, 
the equation (Cp) is considered along the plumb line as: 
o
P
P
P
C g dH= ∫  (2.5) 
where dH is the differential element along the plumb line between the geoid and the 
point on the Earth’s surface (Figure (2.2)). A more practical form of equation (2.5) 
is: 
P
P
P
CH
g
=  (2.6) 
which provides the orthometric height of P (HP) on the Earth’s surface (Heiskanen 
and Moritz, 1967; Torge, 1990). Pg  is the mean value of the gravity along the 
plumb line and given by: 
1
o
P
P
P P
g g dH
H
= ∫  (2.7) 
Theoretically, the computation of Pg  would require a complete knowledge of the 
mass density of the crust along the plumb line, but this is not practically possible. 
Therefore, obtaining the corresponding orthometric height values depends on 
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approximations in computation of the mean value of the gravity. Therefore, different 
orthometric height systems depending on the selected value for Pg  are possible to 
define (Jekeli, 2000). Hence, the type of the orthometric heights is critical 
information and must be considered in terms of practical applications especially 
while using different types of height data. 
Helmert orthometric heights are one of those orthometric height systems and based 
on Poincaré-Prey reduction technique. The mean value of gravity inside the crust is 
obtained as follows (Heiskanen and Moritz, 1967; Torge, 1990; Jekeli, 2000): 
• the Bouguer plate of uniform density is removed, 
• free-air downward continuation using the normal gradient of gravity is applied, 
• the Bouger plate is restored. 
In practice, the mean value of gravity along a plumb line is computed with the help 
of the measured gravity at one end of the plumb line by 
12
2P P P P
g g k H H
dh
γπ ρ ∂= − +  (2.8) 
where k is Newton’s gravitational constant (66.7x10-9 cm3g-1sec-2), ρ = 2.67 g/cm3 
nominal value for the density, 0.3086
h
γ∂ =∂  mGal/m is the normal gravity gradient. 
And if the numerical values are substituted in the equation, a simplified version of it 
is obtained; 
0.0424P P Pg g H= +  (2.9) 
And when the equation (2.9) is substituted into equation (2.6), the Helmert 
orthometric heights (above the geoid), which are the most frequently used 
orthometric heights in practice, are; 
0.0424
P
P
P P
CH
g H
= +   (2.10) 
The computation of the mean gravity along the plumb line always requires HP, 
therefore equation (2.10) is solved through iterations. 
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On the other hand, some additional approximations are possible for the computation 
of the mean gravity. However these approximations introduce some errors in the 
computation of the orthometric heights in practice (Heiskanen and Moritz, 1967; 
Ewing and Mitchell, 1970). 
Recalling the information given so far, the orthometric heights have been defined as 
the distance along the plumb line from the geoid to the point on the Earth’s surface 
(Pizzetti’s projection (Heiskanen and Moritz, 1967)). However, in practice, the 
orthometric heights are assumed and employed as the distance along the ellipsoidal 
normal instead of the plumb line for the purpose of simplification (Helmert’s 
projection) (Figure (2.2)). The errors because of this simplification (ignoring the 
difference in length of curved plumb line and the ellipsoidal normal) are negligible 
for the topographic heights on the Earth’s surface. In Figure (2.2), θ is the deflection 
of the vertical with a maximum 1 arcminute. The effect of this deflection on the 
height can be at the sub-millimeter level according to the approximate relation 
(δh ≅ h sinθ cosθ) between the vertical deflection and the height and negligible (even 
for the extreme case of θ = 1 arcmin and h = 10000m, the height difference is 
obtained δh < 1 mm) (Jekeli, 2000). 
 
 
 
 
 
 
 
 
Figure 2.2 :  The difference in lengths along the curved plumb line and the straight 
ellipsoidal normal (Heiskanen and Moritz, 1967). 
The orthometric heights which are subject to the numerical tests in the following 
chapters are the Helmert Orthometric heights with the classical Helmert projection. 
2.2.3 Geodetic Levelling Technique and Errors in Orthometric Heights 
The height differences between the points on the Earth’s surface are traditionally 
obtained through spirit-levelling methods (and/or trigonometric levelling, barometric 
δh=h sinθ tanθ
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levelling etc.). Figure (2.3) illustrates the principles of deriving the orthometric 
height difference between two points using spirit-levelling technique. This technique 
has a major role in the establishment and maintenance of vertical control networks 
over a century. The associated random errors mainly occur because of refraction 
variation between rod readings, vibrations of the instrument due to wind blowing, 
and the movement of the rod or non-verticality of the rod (because of a strong wind, 
terrain and an unsteadiness of surveyor) etc. However, these random errors are 
generally minimized in the least squares adjustment process (Vaniček et al., 1980). 
On the other hand, the national control networks, established using levelling 
measurements, mostly involve distortions because they include large numbers of 
measurements conducted under inhomogeneous conditions, such as variable terrain, 
different types of instruments used by different observers and over different 
durations (Davis et al., 1981). Therefore, these distortions must be considered during 
the determination of heights in applications like geoid modelling. Another problem 
with using only the elevation differences obtained from levelling for height-related 
applications is that the results depend on the path taken from one point to the other, 
because of the non-parallelism of the equipotential surfaces. This problem is 
overcome by corrections using gravity data. 
 
Figure 2.3 :   The orthometric height and geometric levelling (Hofmann-Wellenhof 
and Moritz, 2005). 
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2.2.4 Normal and Dynamic Heights 
In equation (2.6), if the gravity value is replaced by the mean normal gravity along 
the plumb line, Pγ , then the normal heights H*P is obtained and its relation is; 
* P
P
P
CH γ=   (2.11) 
Normal heights have a geometrical interpretation like orthometric heights, and they 
refer to the telluroid. In their computation, the approximations for the density of the 
Earth’s crust in order to compute Pγ  are not required, therefore H* can be computed 
exactly. 
Another height system is dynamic heights and defined as 
dyn P
P
o
CH γ=   (2.12) 
where the value for gravity in equation (2.6) is replaced by oγ , representing the 
normal gravity for a fixed latitude, usually taken to be 45°. The dynamic heights do 
not have geometrical interpretations and is only a conversion of the geopotential 
number to the length unit. Although these heights are not geometrically meaningful 
like orthometric and normal heights, they are the only type of the three, which is 
physically meaningful. However, since they are linked through the geopotential 
number, it is theoretically possible to convert between any of the three height types. 
If gravity is not available, the best assumption can be to use normal gravity along the 
levelling line. This can be done for all height systems. The normal geopotential 
number is: 
*
o
P
P
P
C dHγ= ∫   (2.13) 
Applying orthometric corrections using the normal gravity based on a truncated and 
approximate formula constitutes normal orthometric heights (equation (2.14)) 
(Featherstone and Sproule, 2006). 
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*
*' P
P
P
CH γ=   (2.14) 
2.2.5 Ellipsoidal Heights and the Role of GPS Technique in Height 
Determination 
The mathematical surface of a rotational ellipsoid defined by a semi-major axis, a, 
and flattening f can be used as an approximation for the physical shape of the Earth. 
Because of its smooth well-defined surface, the ellipsoid offers a convenient 
reference surface for mathematical operations and is widely used for both horizontal 
and vertical coordinates (Seeber, 1993). While defining a reference ellipsoid of a 
global geodetic system, it is mostly assumed that the center of the ellipsoid coincides 
with the Earth’s center of mass, its minor axis is aligned with the Earth’s reference 
pole. On the other hand, the coordinate transformation from such a global geodetic 
system to another global or local reference system is possible and the details on the 
formulations of the transformations between global geodetic systems and local 
geodetic systems can be found in numerous references (Seeber, 1993; Soler, 1998; 
Soler and Marshall, 2002). 
The height of a point P, could refer to this ellipsoid as well, as does the latitude and 
longitude. As such, it designates the distance from the ellipsoid to the point P, along 
the perpendicular to the ellipsoid (see Figure (2.1)); this is called the ellipsoidal 
height, hP (Jekeli, 2000). 
The required height information (type) depends on the objective of the application. In 
some of the works, such as producing topographic maps, monitoring vertical crustal 
movements, observing the water systems, geometrically defined ellipsoidal heights 
do not satisfy their specific requirements. In applications requiring vertical control, it 
is important to know the type of the ellipsoidal reference surface which is implied by 
the ellipsoidal height data and its relation to the geoid. By today's technology and 
techniques, ellipsoidal heights can be obtained from different observation techniques, 
such as very long baseline interferometry (VLBI), satellite laser ranging (SLR), 
DORIS, GPS, GLONASS and GALILEO. Using a global navigation satellite system 
such as GPS and GALILEO, three-dimensional coordinates of a satellite-signal 
receiver can be determined in the same reference frame used to determine the 
coordinates of satellites. Furthermore, satellite altimetry measurements are used to 
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obtain ellipsoidal heights over the oceans.  Thus, although still the most popular 
method in use today is GPS, the alternatives (i.e. GALILEO) will broaden in the near 
future. In fact, many of the challenges and error sources that affect the quality of the 
positioning coordinates will still have to be dealt with. Therefore, it is appropriate to 
summarize some of the main sources of errors affecting the determination of 
ellipsoidal heights when using GPS, as it is the main tool used to obtain ellipsoidal 
height data evaluated in all the numerical tests of this study. 
For a comprehensive overview of the fundamental concepts, measuring, and 
processing procedures of GPS, see Leick (1990), Hofmann-Wellenhof et al. (1992), 
Parkinson and Spilker (1996), and Kaplan (1996). 
The computation of ellipsoidal heights using GPS measurements is in general more 
challenging than estimating horizontal coordinates. Although, the common error 
sources affecting the quality of the positions affect all three coordinates, there are a 
few key differences which result in poorer height values (by approximately two to 
three times), which are (Rothacher, 2001; Fotopoulos, 2003): 
i-) satellite geometry/configuration can only be observed in one hemisphere above 
the horizon (i.e., there is no satellites 'below' the receiver antenna) 
ii-) need to estimate receiver clock corrections at every epoch 
iii-)estimation of tropospheric zenith delay parameters (every hour) 
2.2.6 Error Sources Affecting the Heights from the GPS Technique 
The errors affecting GPS measurements mainly come from three sources, which are 
satellite errors, signal propagation errors and receiver errors. Those sources of error 
affect the quality of the estimated ellipsoidal heights and the most significant ones 
are mentioned below. 
Receiver Clock Corrections and Zenith Delay Parameters: 
The most limiting factor remains the very high correlation of receiver clock 
corrections and tropospheric zenith delay parameters with the ellipsoidal height. The 
estimation of these effects significantly improves the achievable accuracy of the 
height component (Santerre, 1991). Rothacher (2001) suggests partially de-
correlating the height from the receiver clock and tropospheric delay to take 
advantage of the zenith dependence and process GPS data at low elevation cut-off 
 21
angles. However, lowering the cut-off elevation introduces other problems such as 
the increase in the noise in the signal. Due to the nature of the satellite configuration 
and the imprecise estimate of receiver clocks, the vertical component is always less 
accurate than the horizontal positions (Fotopoulos, 2003). 
Figure (2.4) shows the zenith dependence of the height δρh(z), receiver clock δρclk(z) 
and trophospheric zenith delay δρtrop(z) parameters, where c is the speed of light and 
δtR is the receiver clock correction (see more detailed the tropospheric delay errors in 
the following). 
  
 
Figure 2.4 :  (a) Zenith dependence of station height, (b) receiver clock and (c) 
tropospheric delay parameters (according to Rothacher (2001)). 
Orbital Errors: 
At the satellite level, the orbital errors are the most predominant source of error in 
the determination of the ellipsoidal heights. In the short baselines, the orbital error is 
cancelled when differential processing is performed. However the effect is spatially 
correlated and therefore the level of cancellation/reduction is dictated by the baseline 
length. An estimate of the de-correlation of satellite orbit errors based on the baseline 
length is provided in the following linear relationship (Wells et al., 1987; Seeber, 
1993): 
b
b
ρσσ
ρ≅   (2.15) 
(a) (b) 
(c) 
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where σb is the baseline error for a baseline length b. ρ is the satellite range (this is 
approximately 22000 km for GPS baselines) and σρ is the orbit error. The largest 
orbit errors are effective in the along-track direction; therefore the vertical coordinate 
is affected more than the horizontal coordinates. 
Using the precise ephemeris information provided by the services such as 
International Global Navigation Satellite Service (IGNSS), Center for Orbit 
Determination in Europe (CODE), which has lower σρ than the broadcast ephemeris 
information (provided in the broadcast navigation message), is recommended to deal 
with this error source. 
Tropospheric Delay Errors: 
Atmospheric errors account for a large part of the error sources affecting the satellite 
signals as they propagate towards the receiver(s) located on the surface of the Earth. 
The signal travels through two parts of the atmosphere, which are the ionosphere and 
the neutral atmosphere. The neutral part ranges from 0 km to 40 km above the 
surface of the Earth and is considered a key deteriorating factor for height 
determination. Specifically, signals traveling through the troposphere suffer the 
effects of tropospheric attenuation, delay and short-term variations. The magnitude 
of these effects is a function of satellite elevation and atmospheric conditions such as 
temperature, pressure and relative humidity during signal propagation. Furthermore, 
the troposphere is a non-dispersive medium for GPS frequencies, which means that 
the tropospheric range errors are not frequency dependent and therefore cannot be 
cancelled through the use of dual-frequency measurements (unlike the ionospheric 
effects). 
The most damaging part is the relative tropospheric bias which is caused by errors in 
tropospheric refraction at one of the stations in a baseline configuration. The general 
estimate of the bias caused in ellipsoidal height difference measurements, Δh, is 
given by (Berman, 1976; Beutler et al., 1987); 
( )maxcos
o
rh
z
ρΔΔ =   (2.16) 
where Δρr° is the relative tropospheric zenith correction and zmax is the zenith angle 
of the observation. Due to this estimation, an error or un-modeled differential 
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tropospheric delay of 1 cm in Δρr° at a moderate satellite elevation angle of 20° 
(zmax=70°) yields an error of 3 cm in the estimated ellipsoidal height differences. 
The following solutions are recommended to estimate the tropospheric refraction: 
• modelling tropospheric parameters simultaneously with all other GPS parameters 
(such as clock, latitude, longitude, height, ambiguities), 
• independent modelling of the troposphere using water vapor radiometers and 
ground meteorological observations, 
To deal with tropospheric effects for high precision height determination, improving 
the measurements and the models for water vapor content is proposed by Dodson 
(1995). 
Multipath: 
Multipath is a signal propagation error, which occurs when a signal arrives at a 
receiver via multiple paths. It is caused by the reflection and diffraction of the 
transmitted signal by objects in the area surrounding the receiver antenna. Elósegui 
et al. (1995) found the magnitude of the multipath error on the vertical coordinate to 
be strongly dependent on the satellite elevation angle (for example, a variation from 
5° to 10° in elevation cut-off changes the estimates of the ellipsoidal height from tens 
of millimeters to several centimeters). In terms of processing of the GPS signal, the 
problem is juxtaposed as lowering the elevation cut-off helps to de-correlate the 
tropospheric and height parameters, but at the same time may cause an increase in 
multipath effects. 
Over the past decade, there have been numerous improvements in receiver and 
antenna technology (choke rings, ground planes), which aid in mitigating the effects 
of multipath. Despite these technological advances, the best method for most GPS 
users to mitigate multipath effects is to simply avoid it by carefully selecting receiver 
station sites that are free of any reflective obstructions. Selecting a low multipath 
environment is an important consideration that must be adhered to when establishing 
permanent vertical control stations. When we consider establishing GPS/levelling 
networks for combined height applications, existing levelling stations may not be 
optimally located for such measures (for GPS observations) and therefore biases may 
exist in the ellipsoidal heights of co-located GPS-levelling benchmarks. This should 
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be considered, while combining heights and the data should be tested against outliers 
before evaluations. 
Atmospheric and Ocean Loading: 
In the combined height applications consisting of accurate ellipsoidal height 
determinations in a large network (e.g., of national scale), it is important to consider 
the vertical motion of the Earth's crust caused by differential loading effects of the 
atmosphere and ocean tides. In general, the deformation of the crust as a reaction to 
changing atmospheric pressure is at the level of 1 to 2 cm (Van Dam et al., 1994). 
The larger displacement is due to ocean loading, which is more difficult to model and 
may cause height changes of more than 10 cm for stations situated near the coasts 
(Baker et al., 1995). This is important for GPS monitoring of tide gauge stations, 
whose data is incorporated into vertical datum definitions. 
To deal with these effects, it is suggested to apply corrections to the estimated 
heights based on global models (in conjunction with higher resolution local models, 
if they are available), which are designed to predict the response to loads. 
With GPS measurements, making observations over a 24-hour period averages out 
most of the error. However, shorter occupation times may lead to significant biases 
in the estimated ellipsoidal heights if appropriate corrections are not applied. It is 
important for users of vertical control stations to be aware of the type of 'corrections' 
that have been made to the supplied ellipsoidal heights (Fotopoulos, 2003). 
Antenna Phase Centre Offsets: 
At the receiver level, the antenna phase center offsets are of great importance for 
accurate ellipsoidal height determination. GPS measurements are actually made with 
respect to the point in the antenna known as the phase centre, not the survey mark. 
Corrections must be applied to reduce the measurement to the unknown point. 
However, the antenna phase centre is not fixed and varies depending on the elevation 
of the satellite and also the frequency of the propagated signal. For the combined 
height networks such as national vertical control networks, complications arise from 
mixing different antenna types, which may produce errors in the ellipsoidal heights 
of up to 10 cm (see Rothacher, 2001). Estimated tropospheric parameters are also 
highly correlated with antenna phase centre patterns, which may be incorrectly 
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interpreted in processing software, resulting in amplified errors, especially in the 
height component. 
Thus, in order to reduce the errors caused by antenna phase centre offsets, it is 
important to use the same type of antenna for network surveys. Although the 
mitigation of this error source seems simple compared to the complicated modelling 
of other error sources, this is a difficult task to manage, especially in large networks 
(Fotopoulos, 2003). 
Errors in measured GPS Antenna heights: 
Errors in the measured antenna height above the survey mark is probably the most 
common human error committed during GPS surveying. This is critical for GPS 
height surveys. If there is an error in the measurement of the antenna height, the 
station must be re-observed, which can be especially frustrating if this error is 
committed at the GPS base station. It is, therefore, prudent to take care when 
measuring and recording the GPS antenna height (Featherstone et al., 1998; Erol et 
al., 2005). Effective strategies include; i−) the use of multiple measurements in both 
imperial and metric systems; ii−) measurements taken to different parts of the 
antenna (such as both base and top), iii−) calculate the true vertical height while in 
the field, iv−) Optical levelling (or even photogrammetric methods). 
2.2.7 Errors in Gravimetric Geoid Heights 
The geoid may be gravimetrically modeled in an area and thus provide geoid heights. 
The primary errors in a gravimetric geoid are due to; i−) the quality and spatial 
resolution of the gravity data, geopotential coefficients and digital terrain data used 
(Heck, 1990), ii−) the formulation of the boundary value problem of physical 
geodesy and the approximations made during its solution, iii−) the computational 
procedures and numerical methods used. In Chapter 3, the errors in orthometric 
heights stem from gravimetric geoid are discussed with details. 
2.2.8 Outlier Detection at GPS/Levelling Benchmarks 
The differences between the GPS/levelling data and interpolated geoid heights at the 
benchmarks (h − H − N) are tested against possible outliers. The outlier detection can 
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be performed using the 3-RMS (or 3σ) test, in which the residuals bigger than three 
times the RMS are flagged and removed from the data. 
In other words, the statistical test can also be performed using the normalized version 
of the height residuals at GPS/levelling benchmarks for detection of outliers. The 
statistical test value for this test is; 
xz μσ
−=   (2.17) 
where σ is the standard deviation, μ is the mean value. Any difference, which is 
flagged using its test value (equation (2.17)) greater than 3.0, is considered as outlier 
(Featherstone, 2001). Basically, using this statistical test determines if the height 
difference is greater than the three standard deviations from the mean (assuming a 
normal distribution, and with α = 0.005 confidence level). 
Also the differences at the benchmarks can be contoured to visually identify any 
spatial correlations, or any other features, in the data. 
2.3 Combining the Ellipsoidal, Orthometric and Geoid Heights 
The optimal combination of geoid, orthometric and ellipsoidal heights is well suited 
for a number of applications. This is exemplified by the simple geometrical 
relationship that exists between the three height data, expressed in equation (1.1) and 
depicted in Figure (2.1). Traditional methods for establishing vertical control, 
although precise, are very laborious, costly and impractical in harsh terrain and 
environmental conditions. On the other hand, ellipsoidal heights can be efficiently 
and relatively inexpensively established with dense coverage over land (i.e., using 
global navigation satellite systems) or over the oceans (i.e., using satellite altimetry). 
The main problem with these techniques is that the heights refer to a reference 
ellipsoid approximating the true shape of the Earth and therefore do not embody any 
physical meaning. The link between geometrically-defined ellipsoidal heights and 
heights with respect to a local vertical datum (i.e., geoid) is provided by geoid 
heights. Recognizing the inherent advantages and limitations of each type of height 
system, it is clear that a proper combination of the heterogeneous heights, with 
proper error analysis, will be beneficial in most of the geodetic applications. 
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2.4 The Role of the Parametric Models in Combining the Height Data 
In theory, the fundamental relation between heterogeneous heights (see equation 
(1.1)) should have been satisfied. However, because of aforementioned physical and 
computational factors that cause discrepancies, this equation can not be realized in 
practice. All these factors together cause inaccurately determined height values in 
applications. Dealing with the effects of these undesired factors but especially 
systematic errors and datum inconsistency problems, the corrector surfaces, 
determined according to combination of GPS derived heights, orthometric heights 
from the vertical datum and a gravimetric geoid model, have played an efficient role 
in GPS/geoid Levelling up to now (e.g., Featherstone, 1998; Kotsakis and Sideris, 
1999; Fotopoulos et al., 2001a; Fotopoulos, 2003; Featherstone and Sproule, 
2006). The main idea of modelling the corrector surface is to make the gravimetric 
estimate of the geoid coincident with the valid vertical datum at GPS benchmarks. 
With this approach, the errors in the gravimetric geoid model and the vertical datum-
depended heights at the same time are minimized, and a practical solution is served 
to GPS users to accomplish a direct transformation from GPS derived ellipsoidal 
heights to orthometric heights based on local vertical datum. 
The implementation of the method is carried out mainly in three steps: 
i-) determining an appropriate type for model 
ii-) selecting the extent (form) of the model 
iii-)assessing the performance of determined model (see section (2.5)) 
It is possible to find in the literature numerous models suggested and applied for 
realizing corrector surfaces. However, selecting procedures of the parametric model 
is mostly arbitrary; some physical relations are considered while expressing the 
discrepancies between the GPS/Levelling derived geoid heights (NGPS/ Lev.) and geoid 
heights from gravimetric geoid model (NGrav.) as in the following equations. 
- -i i i i i ih H N A x v= = −?   (2.18) 
( ). - GPS/Lev. GravA x N N v= +   (2.19) 
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In the past, simple tilted plane-fit models, which satisfied the accuracy requirements, 
were often utilized. But, as the achievable accuracy of GPS and geoid heights 
improves, such simple models may not be sufficient any more. However, it is 
definitely recommended to be careful while choosing the appropriate parametric 
model as depending on distribution, density and quality of the used data. This means 
that the type of selected model varies according to conditions of modelling area. 
2.4.1 Polynomials 
While realizing the model, one of the most common approaches to employ a 
parameterized trend with the unknown parameters as in equation (2.20), 
1 1 2 2 3 3... q qp b f b f b f b f= + + +   (2.20) 
where, b1, b2 . . ., bq are the unknown parameters, and f1, f2 . . ., fq are the base 
functions. One type of base functions, mostly used in such kind of applications, are 
polynomials in different order. Equation (2.21) represents such a polynomial as 
multiple regression equation; 
( ) ( )
0 0
- -
M N mn
i i qm n
A x xϕ ϕ λ λ= == Σ Σ   (2.21) 
where M and N shows the maximum degree for each variables, ϕ , λ  are mean 
latitude and longitude of GPS/Levelling points, xq includes q unknown coefficients 
and these coefficients can be computed according to least squares adjustment. In 
another word, q indicates the number of the terms in the equation. In the applications, 
( )iϕ ϕ −  and ( )iλ λ−  terms can also be divided by oπρ= 180  for deriving unitless 
coefficients and having a better condition of design matrix.   
2.4.2 Similarity-based Datum Shift Transformation Model 
7-parameter similarity datum shift transformation is also used as another base 
functions group with its simplified versions; 4-parameter and 5-parameter models 
(Heiskanen and Moritz, 1967; Kotsakis and Sideris, 1999; Fotopoulos, 2003). 
4 parameter model is expressed by the following equation, 
1 2 3 4cos cos cos sin sini i i i iA x x x x xϕ λ ϕ λ ϕ= + + +   (2.22) 
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where ϕi, λi are latitude and longitude of a GPS/Levelling point. In 4-parameter case 
of the model, the design matrix is: 
1 1 1 1 1
4
1 1 1 1 1
1 cos cos cos sin sin
. . . .
. . . .
. . . .
1 cos cos cos sin sin
1 cos cos cos sin sin
m
m m m m m
m m m m m
A
ϕ λ ϕ λ ϕ
ϕ λ ϕ λ ϕ
ϕ λ ϕ λ ϕ
×
− − − − −
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  (2.23) 
The form of 5-parameter model as another simplified version of 7-parameter 
similarity datum shift transformation model is: 
2
1 2 3 4 5cos cos cos sin sin sini i i i i iA x x x x x xϕ λ ϕ λ ϕ ϕ= + + + +   (2.24) 
It should be taken into account that these parametric models called as datum shift 
transformation models do not reflect purely datum shift parameters such as 
translations, rotations, because the data include some long-wavelength errors. These 
errors seem to be tilts and are absorbed by higher degree parameters in the model. 
Because of this reason, this very sensitive issue should be considered while 
determining the model. 
As another more complicated version of the differential parametric models, the one 
in equation (2.24) is given in the literature and used in applications (Kotsakis et al., 
2001; Fotopoulos, 2003). 
( )( )1 2 3 4cos cos cos sin sin sin cos sin /i i i i i i i iA x x x x x Wϕ λ ϕ λ ϕ ϕ ϕ λ= + + +   (2.25) 
( )( ) ( )( ) ( )( )2 2 25 6 7sin cos cos / 1- sin / sin /i i i i ix W x f W x Wϕ ϕ λ ϕ ϕ+ + +  
in the equation; 2 21- sin iW e ϕ= , e2 , f are the first eccentricity and flattening of the 
reference ellipsoid respectively. 
In the adjustment scheme for the Corrector Surface Modelling; original misclosures 
as given in equation (2.17) and coefficients of the model x  are calculated simply by 
equation (2.26); 
( )-1T Tx A A A= ?   (2.26) 
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vˆ A x= − ?   (2.27) 
and the adjusted residuals are calculated according to equation (2.27). 
The appropriate model in an application is somehow arbitrary, and its determination 
depends on comparisons of different type of models using the statistical tests. The 
applied statistical tests to determine the most appropriate parametric model to fit 
gravimetric geoid to GPS/levelling (or vice versa) in numerical tests of the study are 
mentioned following. These tests based on basic statistics (such as minimum, 
maximum, mean values and standard deviations) derived from the least squares 
procedure mentioned above. 
2.5 Determination of the “Best Fitting” Parametric Model Using the Statistical 
Tests 
After determining models with their coefficients, several tests are carried out to 
determine the most appropriate model for the data. Generally, these processes carried 
out either to select the most appropriate model or to assess its performance are 
completely arbitrary. Here, the following tests are decided to be applied in the study 
(Fotopoulos, 2003); i−) classical empirical approach, ii−) cross-validation 
evaluation, iii−) assessing the goodness of fit, iv−) parameters’ significant test, 
v−) condition number. 
Some non-exhaustive explanations about these model assessment techniques can be 
found in the following. Before applying these techniques, it is assumed that any of 
the data (h, H and N) do not contain gross errors/blunders and because of that, before 
applying these methods, any probable blunders should be removed from the 
observational data for getting meaningful results. And also it is assumed that the 
reliable information about the statistical behaviors of these data is available in these 
data sets. 
2.5.1 Classical Empirical Approach 
This is one of the most usual methods to test the performance of a selected model. 
The residuals (after least squares adjustment fit of the model) are the subject to 
investigate as criteria for this approach. According to the procedure, the adjusted 
residuals for each station in the network, iˆν , are computed as in equation (2.28). In 
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the evaluation, the model having the residuals set with smallest values can be said as 
the most appropriate model (‘best fit’) for the data group. 
( )ˆ ˆ - -i i i i ip p i p P Pv A x h H N= −   (2.28) 
However, it should be considered that the residuals give an insight about the 
precision of the model which means ‘how well the data sets fit each other’. On the 
other hand, as a disadvantage, the highest order model may give the result of the 
lowest root mean square (RMS) value. As a matter of fact, as the order of the model 
increases, this means the number of the parameters increases and the model absorbs 
more of the differences in parameters. Hence, this method tests only the precision of 
the model, not the accuracy or prediction capability of this mathematical form 
(Fotopoulos, 2003). 
2.5.2 Cross Validation 
A second empirical approach to evaluate the model performance is the Cross 
Validation method. This evaluation can be assumed as producing more realistic 
criteria for predicting the accuracy of the model when compared to previous 
evaluation criterion. The procedure is applied as follows; 
i-) The first GPS/Levelling point is chosen as the ‘new point’ and the model 
parameters ‘ xˆ ’ are computed according to the rest of the points, 
ii-) The residual at this ‘new point’ is estimated using the model, 
iii-) Then the estimated residual value is compared with the known height misclosure 
(computed according to observation data) at this point, 
iv-) This procedure is repeated by shifting the ‘new point’ each time. At the end of the 
computation algorithm, the residual is derived according to equation (2.28) for 
each new computation point. Root mean square error of the cross-validation 
evaluation is calculated according to equation (2.30); 
The RMS of the residuals at the iterations is calculated using equation (2.29). 
2 2m μ σ= +   (2.29) 
where μ  is the mean value of the residuals, computed at new points at the end of 
computation procedure, and σ  is the standard deviation of the same set. 
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1 n
aver i ii
m
n
μ σ== Σ +   (2.30) 
where maver. is the average RMS of residuals in cross-validation evaluation, n is the 
number of iterations, iμ  is the mean value of the computed residuals, and iσ  is the 
standard deviation of the same set of values at each ith computation step/turn of the 
algorithm. 
Also there is a more general form of cross-validation method. In this type, instead of 
choosing only one ‘new point’, each time a subset of points can be chosen and the 
rest of the points make a contribution to the computation of model parameters. This 
is also a common way in practice. At the end of the computation, the average RMS 
value is calculated according to this equation (2.30) as well. With this, the average 
RMS value gives more realistic information about the accuracy of the applied 
parametric model, and its performance in predicting the value of a new point. 
However, in the cross-validation tests, it is suggested to consider the accuracies of 
the point sets, if it is possible. Hence, it is possible to avoid having dependent results 
to point accuracies. 
2.5.3 Assessing the Goodness of the Fit 
One another criterion used in the study is the coefficient of determination, R2 to 
measure the goodness of the parametric model to fit a discrete set of points. The 
relation is given by equation (2.31); 
( )
( )
2
2 1
2
1
ˆ-
1-
-
n
i ii
n
ii
R =
=
Σ=
Σ
? ?
? ?
  (2.31) 
where, n is the number of observations, ˆ i?  is the computed value of height 
discrepancy according to model and ?  is the mean value of the observations (Sen 
and Srivastava, 1990). 
There is one another criterion like coefficient of determination which is 2Rα  called as 
adjusted coefficient of determination. This statistic is also computed with following 
formulas (Sen and Srivastava, 1990; Fotopoulos, 2003). 
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( )
( ) ( )2 2-11- 1--nR Rn uα =   (2.33) 
where, u is the number of parameters of the model and n is the number of points in 
the data set. 
If the data redundancy is too small, in that case R2 might be falsely large as 
regardless of the quality of fit. As it can be seen from the equation (2.31), when the 
number of model parameters increases, so the R2 value increases too. To overcome 
all these limitations, also 2Rα  is used as a criterion to assess the goodness of the fit 
(equation (2.32) and/or equation (2.33)) (Fotopoulos, 2003). 
2.5.4 Testing Numerical Stability of the Models 
Condition number can also be employed as an indicator for the numerical stability of 
the model. A model with low condition number is well conditioned while the one 
with a high condition number is said to be ill conditioned. In numerical analysis, the 
condition number associated with the problem is a measure of that problem’s 
amenability to computations. The formulation of this criterion is given in equation 
(2.34). 
( ) max
min
Tcond A A λ λ=   (2.34) 
where A is the design matrix, ATA provides a positive definite matrix of normal 
equation coefficients, and λmax and λmin are its maximum and minimum eigen values, 
respectively. 
2.5.5 Testing the Significance of the Parameters 
Testing the model parameters in order to their significance is critical in the 
determination procedure of the model, since insignificant parameters may bias others 
in the model. With this aim, F-test can be applied to parameters of the models 
according to backward elimination, forward selection and/or stepwise procedures 
(Draper and Smith, 1966; Koch, 1997; Fotopoulos, 2003). 
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Backward elimination, 
This procedure starts with the most extended (highest order) form of the model and it 
is tested if a parameter (or set of parameters) in the model are significant. Therefore 
the parameters are separated into two and the vector of them is shown by: 
( )
I
I
x
x x
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
  (2.35) 
where xI is the set of parameters to be tested and x(I) are the remaining parameters in 
the model. The test is defined by the null hypothesis (Ho) that states which 
parameter(s) are insignificant versus the alternative hypothesis (Ha) which declares 
these parameters to be significant, shown as follows; 
: 0o IH x =    vs.   : 0a IH x ≠   (2.36) 
The F-statistic is used to verify the null hypothesis and computed as a function of 
observations (Dermanis and Rossikopoulos, 1991). 
1
ˆ
2
ˆ ˆ
ˆ
I
T
I x Ix Q xF
kσ
−
=?   (2.37) 
where 1ˆIxQ
−  is the corresponding sub-matrix of the inverse of the normal equations, 
1
xˆQ N
−= , k is the number of parameters tested, and 2σˆ  is the a-posteriori variance 
factor. 
The null hypothesis is accepted when the equation (2.38) is satisfied. 
,k fF F
α≤?   (2.38) 
,k fF
α  is computed from the standard statistical tables for a confidence level α and 
degrees of freedom f (Koch, 1999). If equation (2.38) is fulfilled then the 
corresponding parameters are deleted from the model. If the contrary is true as in 
equation (2.39); 
,k fF F
α>?   (2.39) 
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then the ‘tested’ parameters remain in the model. The procedure is repeated until all 
of the remaining parameters in the model pass the F-test. 
The F-statistic can be computed with equation (2.40) as well; 
( ) ( )
( ) ( )
2 2
2
ˆ ˆ /
ˆ /
part all
all
v v k
F
v m u
⎡ ⎤− − −⎣ ⎦= ⎡ ⎤− −⎣ ⎦
∑ ∑
∑
? ??
?
  (2.40) 
where the subscripts all and part mean the values computed using all of the 
parameters in the model (highest order) and the values computed when the ‘tested’ 
parameters are eliminated, respectively. 
This statistic (called the partial F-test) is commonly implemented for testing 
regression parameters. The advantage of using equation (2.37), there is no need to 
repeat the least-squares adjustment procedure in each of iteration. 
Forward selection, 
On the contrary of backward elimination, forward selection procedure starts with the 
simplest form of the model (lowest order) and follows the same equations given 
above. Each iteration, a parameter (or set of parameters) is added. In this case the 
hypotheses are; 
*: 0oH x =    vs.   *: 0aH x ≠   (2.41) 
where, *x  is parameter(s) not included in the model. If the F-test passes, then the 
parameter(s) is not added to the model. If it fails, then the alternative hypothesis is 
accepted and the parameters are added to the model. The procedure continues until 
there are no more parameters left to add. 
Stepwise procedure, 
The stepwise procedure is the combination of the backward elimination and forward 
selection procedures. The procedure begins with the lowest degree form of the model 
(with the forward selection procedure). The parameters to be tested are selected one 
by one or a few at a time and examined for significance using an F-test. The 
backward elimination process is embedded in the stepwise algorithm. The α-level 
(0.05) is a critical selection and it must be the same for both the forward and 
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backward approaches in this procedure. The evaluation of stepwise procedure for 
parameter significance follows these steps; 
i-) The model is selected. The partial F-value for each parameter is computed and 
the highest one ( ,k fF F
α>? ) is chosen and added to the model (forward selection 
part of the procedure). 
ii-) Then the partial F-values are re-computed. If the null hypothesis ( : 0o IH x = ) is 
accepted, then the parameter is deleted from the model, or else the parameter is 
kept in the model (backward elimination part of the procedure). 
iii-) The process is repeated from the first step and this process continues until all the 
parameters evaluated. 
A limiting obstacle in the significance test is parameter correlation, which may skew 
results and causes biased estimates for the remaining regression parameters if 
missing parameters were correlated with others. To deal with this problem, the 
highly correlated parameters can be detected and deleted or the model can be 
orthogonalized. 
An alternative test for determining, if the parameter(s) should be added, is to 
compute the coefficient of determination and add the parameter corresponding to the 
highest R2 value (Fotopoulos, 2003). 
2.6 Least Square Adjustment of GPS−Geoid Height Differences in Order to 
Align Them with Existing Vertical Control 
This approach aims to derive adjusted orthometric height differences (∆Hij) between 
the reference GPS/levelling benchmarks (i = 1, 2 …) and new GPS points 
(j = 1, 2 …) using the difference of GPS−ellipsoidal height (∆h) and of geoid height 
from the regional geoid data (∆N) over the baselines (equation (2.42)). 
ij ij ijΔH =Δh -ΔN   (2.42) 
In the adjustment algorithm, orthometric height differences (equation (2.42)) are 
observations and the orthometric heights of the reference benchmarks ( iH ) are held 
fixed to constrain the system. The functional model is given in the equations (2.43) 
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to (2.46), where the arrays and matrices, ν , A, x, ?  represent residuals, the elements 
of design matrix, unknown parameters and observations, respectively. 
In equation (2.44), iH  and Hj are precise and approximate orthometric heights of the 
reference and the new benchmark respectively. 
-ij ij j iH H HνΔ + =   (2.43) 
The residuals are calculated using equation (2.44). 
- -ij i j ijH H Hν = + Δ   (2.44) 
Axν = - ?   (2.45) 
-ij ij ijh N= Δ Δ?   (2.46) 
The stochastic model is the following. 
ij o ijm m S=   (2.47) 
where mij is the a–priori RMS of ∆H over a baseline Sij (in km), mo is the a-priori 
RMS of the unit observation. 
2
2
1 o
ij
ij ij
mP
S m
= =   (2.48) 
where, Pij is the weight of a ∆H (observation). 
Matrix form of the relations; 
TN A PA=   (2.49) 
Tn A P= ?   (2.50) 
1x N n= -   (2.51) 
and the adjusted height differences HˆΔ  is; 
Hˆ H νΔ = Δ +   (2.52) 
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The relation in equation (2.53) is the final check of adjustment computation (the 
adjusted height difference (left hand side of the equation) should be equal to the 
difference between orthometric heights of the reference and the test benchmark). 
ˆ ˆ -ij j iH H HΔ =   (2.53) 
In equation (2.54), HHQ  is the cofactor matrix. The cofactor matrix provides 
information to derive a–posteriori RMS of an adjusted orthometric height. 
-1
HHQ N=   (2.54) 
In equations (2.55), (2.56) and (2.57), a–posteriori RMS for unit observation, for an 
adjusted orthometric height difference ( ˆ ijHΔ ) and for an adjusted orthometric height 
are given, respectively. 
[ ]
-o
P
m
n u
νν=   (2.55) 
ˆ o ijHm m SΔ = ±   (2.56) 
j j jH o H H
m m q= ±   (2.57) 
( )HH HHq diag Q=   (2.58) 
where n is the number of height differences (so called observations) and u is the 
number of new GPS points (unknown parameters). 
For the least squares adjustment formulations used in geodetic applications, Mikhail 
(1976), Harvey (1991), Wolf and Ghilani (1997) can be referred to. The theoretical 
knowledge on parameter estimation is given by Koch (1999). 
2.7 Estimation of Absolute and Relative Accuracies of Gravimetric Geoid 
Using GPS/Levelling 
GPS/levelling data is used not only for GPS/levelling modeling but also for testing 
the accuracy of gravimetric geoid. For the absolute accuracy assessment of the geoid 
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model, the RMS of the geoid height differences (δN = NGPS/lev. − NGrav.) at the 
benchmarks in a testing area are considered. 
For the relative accuracy assessment of the gravimetric geoid model, selected 
GPS/levelling benchmarks along the profiles in GPS/levelling test network are 
employed  (Martensson, 2002; Kiamehr, 2006). The relative accuracy of the geoid 
model in ppm (millimeter per kilometer) is: 
( )
[ ]( )
.
σ= gravN mm
km
ppm
S
  (2.59) 
where 
.gravN
σ  is the standard deviation of the geoid height from the gravimetric 
model, [ ]S  is the total length of the profile and derived by the summation of the 
baselines (see Figure (4.5)). 
 
 
 
 
 
 
Figure 2.5 : Selected profile in GPS/levelling test area. 
In equation (2.59), the 
.GravN
σ  is derived according to error propagation principle 
since . / .= −Grav GPS levN N Nδ ; 
. / .
2 2= +
Grav GPS levN N Nδσ σ σ   (2.60) 
where 
/ .GPS levN
σ  is the standard deviation of geoid heights derived from GPS/levelling, 
/ .
2 2σ σ σ= +
GPS levN h H
  (2.61) 
S1 
S2 
Sn ∼ 
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and it is derived from the standard deviations of ellipsoidal and orthometric heights, 
hσ , Hσ , which are obtained in the results of the adjustment of the GPS and levelling 
observations, separately. 
The standard deviation of the residual geoid height is, 
( )
1
ˆ
1δ
δ δ
σ =
−
= −
∑n i
i
N
N N
n
  (2.62) 
where n is the number of benchmarks along the profile, iNδ  is the residual geoid 
height at the ith benchmark on the profile, Nˆδ  is the mean residual geoid height; 
1ˆ
δ
δ ==
∑n i
i
N
N
n
  (2.63) 
2.8 Variance Component Estimation in Combining the Heights 
Other than modelling properly the systematic effects, having a realistic stochastic 
model for the observational noise is also a critical requirement in the least squares 
adjustment of the geodetic data. Although the effect of the data covariance matrix 
may not be readily evident in the solution of the unknown parameters, a poor 
covariance matrix may adversely affect decisions based upon statistical testing of 
hypotheses involving least-squares residuals and the estimated parameters. 
Additional reasons for using a correct covariance matrix for the observational noise 
include the examination of the relative magnitude of the errors in observations due to 
different factors, the preservation of quality control and the facilitation of efficiently 
designed surveys (Rao and Kleffe, 1980). Often, in practice, the data covariance 
matrix is oversimplified or neglected entirely. In order to provide a better 
understanding of the inherent limitation of a simplified stochastic model, it is 
instructive to go through an example with one of the most common functional 
models used within the context of least-squares adjustment. As mentioned in the 
section (2.4) (equations (2.18)), the Gauss-Markov model is expressed by: 
Ax v= −?  
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where ?  (mx1) is the vector of observations, x (ux1) is the vector of unknown 
parameters, A (mxu) is the design matrix that relates the unknown parameters with 
the observations and v is a vector of random errors (residuals) with zero mean; 
{ } 0E v =   (2.64) 
and a variance-covariance matrix;  
( )( ){ } { } 2T T oC E Ax v Ax v E Qσ= − − = =? ???   (2.65) 
where Q?  is a known symmetric positive definite cofactor matrix and 
2
oσ  is an 
unknown variance factor. The a-priori variance factor can be estimated from the 
adjustment results due to; 
? 2 T
o
v Pv
m u
σ = −   (2.66) 
The adjusted least squares residuals are denoted by the v (mx1) vector, where 1P C−= ?  
is the data weight matrix. Given the estimated a-posteriori variance factor (equation 
(2.66)), the data covariance (CV) matrix can be improved ( 'C? ) by a simple scaling: 
? 2'
oC Qσ=? ?   (2.67) 
This simplified approach for the stochastic model is limited as it allows for only one 
common variance factor of the CV matrix. This may be appropriate for the 
adjustment of observations of the same type and similar quality; however it is not 
realistic for a variety of geodetic applications where heterogeneous data types are 
involved. 
A more general treatment of the stochastic model includes being able to estimate 
more than one variance and/or covariance components to improve the CV 
information. 
Other than combining different data, often the observations of the same type but 
having different quality are required to merge. In such cases, the simplicity of these 
equations (2.65), (2.66), (2.67) is not going to satisfy a realistic description of the 
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behavior of the data. Variance component estimation (VCE) techniques provide a 
statistical tool to test and improve the stochastic models. 
The main motivation for employing VCE techniques in the adjustment of combined 
height data (ellipsoidal, orthometric and geoid heights) is to provide a reliable 
calibration of the height data covariance matrices, and thus to enhance the knowledge 
of the error budge of the data in the combined adjustment (Fotopoulos, 2005). 
Applying and testing these techniques benefit i-) to facilitate the investigations on the 
calibration of the geoid error model, ii-) to assess the noise in the heights derived 
from GPS measurements, iii-) to evaluate the levelling precision and to test 
independently the errors associated with various orders of conventional levelling, iv-) 
to provide users more realistic accuracy measurements in surveying. 
Within the years, different VCE techniques have been developed for operations 
related to geodetic research. This thesis discusses the contribution of VCE techniques 
in combining height data for local geoid modelling. The estimation procedures in 
these techniques can be applied for both variance and covariance components. Most 
approaches for estimating variance-covariance components within a least squares 
estimation framework can be categorized according to the following (Crocetto et al., 
2000): 
• functional model 
• stochastic model 
• estimation procedure 
• simplifications, assumptions 
Some of the VCE techniques generally used in geodetic applications are mentioned 
in Table (2.1). 
Functional models: 
Several different kinds of functional models are used in geodetic problems for setting 
up the observational equations in order to relate the observables to the unknown 
parameters. One of the most common of them is the Gauss-Markov model (equation 
(2.18)). Most of the VCE approaches use this functional model in their computation 
algorithm. 
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Additionally, having a condition equation which the observations should satisfy, 
provides an alternative method for representing the observations (the condition 
model). This is formulized by: 
Bv w=   (2.68) 
where B is a design matrix relating the observations among themselves, w (mx1) is an 
misclosure vector defined by the specific problem, and v (mx1) is the vector of 
unknown random errors. 
The Gauss-Helmert model is another common functional model and is described by: 
0Ax Bv w+ + =   (2.69) 
where A (mxu) is the design matrix that relates the unknown parameters with the 
observations, x (ux1) is the vector of unknown parameters, B (mxm) is a design matrix 
relating the observations among themselves, w (mx1) is an misclosure vector defined 
by the specific problem, and v (mx1) is the vector of unknown random errors. Several 
VCE techniques use this functional model as a base (e.g., Yu, 1992). 
Mostly, the selection of an appropriate functional model depends on the application. 
However, the suitable form of the stochastic model is often not very strict and 
generally some tests must be applied to ensure its appropriateness (Wang, 1999). 
Stochastic Models: 
Also several stochastic models are common in geodetic problems. One of the most 
common models for the covariance matrix of the observations, C, is; 
1
k
i i
i
C Qσ
=
= ∑   (2.70) 
where σi and Qi together denotes unknown variance and covariance components, 
which are the respective known positive-definite cofactor matrix. This stochastic 
model has been applied in many studies (Rao, 1971; Grafarend, 1984). In this case, 
both variance and covariance components are assessed. 
A simplified form of stochastic model is: 
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2
1
k
i i
i
C Qσ
=
= ∑   (2.71) 
where only variance components σi2 are to be estimated. Such a model is used 
extensively in many applications as well (e.g., Sjöberg, 1984; Fotopoulos and 
Sideris, 2003). 
Further simplifications can be made for uncorrelated sets of observations of one 
variance component each and is described by: 
2
1 1
2
2
0 0
0 ... 0
0 0
i i
k k
Q
C diag Q
Q
σ
σ
σ
⎡ ⎤⎢ ⎥⎡ ⎤= = ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
  (2.72) 
A specific stochastic model that is effective for dealing with large data sets (normally 
distributed) is a block-structured variance matrix described by: 
2
11 11 12 12 1 1
2
21 21 22 22 2 2
2 2 2
1 1 2 2
...
...
... ... ... ...
...
m m
m m
m m m m mm mm
Q Q Q
Q Q Q
C
Q Q Q
σ σ σ
σ σ σ
σ σ σ
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  (2.73) 
where σij is the variance component if i = j and the covariance component if i ≠ j . 
Qij is known positive-definite cofactor matrix. 
Another stochastic model is the additive two-variance component model described 
by Sjöberg (1995): 
2 2
1 2C I Fσ σ= +   (2.74) 
where I is the identity matrix and F is a positive-definite diagonal matrix. 
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Table 2.1 : Some of the VCE techniques applied in geodetic applications with 
chronological order (Fotopoulos, 2003). 
Functional 
Model Stochastic Model 
Estimation  
Procedure Citation 
Gauss-Markov 2i iC Qσ=  Helmert’s Helmert (1924) 
Gauss-Markov 
k
2
i i
i 1
C Qσ
=
= ∑  MINQUE Rao         (1971) 
Gauss-Markov i iC Qσ=  Bayes Estimators Koch     (1988) 
Gauss-Helmert 
2 2
11 11 12 12 1m 1m
2
21 21 22 22 2m 2m
2
m1 m1 m1 m1 mm mm
Q Q ... Q
Q Q ... Q
C
... ... ... ...
Q Q ... Q
σ σ σ
σ σ σ
σ σ σ
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 BIQUE Yu         (1992) 
Gauss-Markov ( )k k2 1i i i i
i 1 i 1
C v , v v diag Pσ −
= =
= = =∑ ∑ Monte-Carlo Kusche  (2003) 
2.8.1 Selecting the Appropriate VCE Technique 
A first VCE technique was provided by Helmert (1924), who proposed a method for 
unbiased variance estimates. Later, an independent solution, called the minimum 
norm quadratic unbiased estimation (MINQUE) method, was derived by Rao (1970). 
Under the assumption of normally distributed observations, both Helmert's and Rao's 
MINQUE approach are equivalent (Erol et al., 2004; Erol et al., 2007b). Since 
Helmert’s and Rao’s techniques, different approaches having different characteristics 
were developed and tested for geodetic applications. 
Maximum likelihood estimation approach 
This estimation procedure involves writing the likelihood function in terms of the 
variance-covariance components, mean values and observations. The unknown 
parameters of the likelihood function are then solved by setting partial derivatives of 
the unknown parameters equal to zero (Yu, 1996). 
Bayesian approach 
This approach was investigated by Koch (1987). This method also requires the 
distribution of the vector of the observations specified with the maximum likelihood 
methods. The key difference with this approach is that it requires some prior 
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knowledge about the vector of variance-covariance components in the form of a prior 
probability density function. 
Other methods 
The most popular estimation procedures are based on a quadratic estimator of the 
observational residuals v 
Tv Mvγ =?   (2.76) 
where M is a symmetric matrix to be determined as in following: 
{ } mintr MQMQ =   (2.77) 
for a linear combination of variance-covariance components by: 
Tpγ θ=   (2.78) 
where p is a known vector and θ is a vector of the unknown variance and covariance 
components. The estimator minimizes a certain optimal criterion, such as minimum 
norm, minimum variance, or mean square error, subject to some constraints such as 
translation invariance or unbiasedness. In general, a quadratic estimator satisfies 
translation invariance if the trace minimum problem given in equation (2.77) is 
solved, subject to the following constraint (Rao and Kleffe, 1980): 
0MA =   (2.79) 
Furthermore, the estimator is unbiased if 
{ }T TE v Mv p θ=   (2.80) 
which is equivalent to ATMA = 0 This latter property is important, since a biased 
estimate of a variance-covariance component may lead to overly optimistic or 
pessimistic relative weights depending on the magnitude of the bias. 
Minimum norm quadratic unbiased estimation (MINQUE), best invariant quadratic 
unbiased estimation (BIQUE), best quadratic minimum bias non-negative estimation 
(BQMBNE), best quadratic unbiased non-negative estimation (BQUNE), best 
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quadratic unbiased estimation (BQUE), almost unbiased estimation (AUE) 
procedures use this quadratic-based estimation scheme. 
Ultimately, the selection of the appropriate technique should rely on the desired 
estimator properties, such as translation invariance, unbiasedness, minimum 
variance, nonnegativeness, computational efficiency, etc. In some cases all of these 
properties cannot be retained for a particular estimator and it is necessary to 
determine which properties should be sacrificed. In general, the decisions for which 
estimator properties to retain/enforce must be made on a case-by-case basis 
depending on the data and specific application. 
The following titles describe the MINQUE (and IMINQUE) algorithm which is 
applied in numerical tests of the thesis. 
2.8.2 The MINQUE Method 
In this section, the general theory and algorithms of the minimum norm quadratic 
unbiased estimation procedure are described (Rao, 1971; Rao and Kleffe, 1980; 
Rao and Kleffe, 1980). This statistical estimation method was applied and found 
useful in various applications of geodesy for not only evaluating the covariance 
matrix (CV) of the observations, but also for modelling the error structure of the 
observations (Chen and Chrzanowski, 1985; Wang et al., 1998). MINQUE is 
classified as a quadratic-based approach where a quadratic estimator is sought that 
satisfies the minimum norm optimality criterion. The Gauss-Markov functional 
model given in equation (2.18) where { } 0E v =  and the selected stochastic model for 
the data CV matrix is expressed as follows: 
2
1
σ
=
=∑ ?k i i
i
Q C   (2.81) 
and the MINQUE problem can be described as the solution of the following system: 
S qθ =?   (2.82) 
where θ?  (kxl) is a vector containing the unknown variance components, S (kxk) is a 
symmetric matrix that may not be of full rank and therefore its pseudo-inverse can be 
used for solving equation (2.82). Each element in the matrix S is computed from: 
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( ) ,ij i js tr RQ RQ=    , 1, 2...i j k=   (2.83) 
where tr(⋅) is the trace operator, Q(⋅) is a positive definite cofactor matrix for each 
group of observations indicated by i and j. R is a symmetric matrix defined by: 
( ) 11 1 1T TR C I A A C A A C−− − −⎡ ⎤= −⎢ ⎥⎣ ⎦? ? ?   (2.84) 
where A is an appropriate design matrix of full column-rank and C?  is the covariance 
matrix of the observations. The vector q includes the quadratic forms: 
{ } ,iq q=    1Ti ii iq v Q v−=? ?   (2.85) 
where iv?  are the estimated observational residuals for each group of observations i? . 
It is evident from the expression for the R matrix (equation (2.84)) that initial 
estimates for the unknown variance components must be provided since they are 
embedded in C?  that is used to compute R. 
2.8.3 Iterative MINQUE Algorithm 
The computed values from a first run through the MINQUE algorithm, iθ ??  are 
obtained by specifying a-priori values, 
o
iθ? . The estimates of the first run can be used 
as ‘new’ a-prior values and the MINQUE procedure is repeated. Performing this 
process several times is referred to as iterative MINQUE (IMINQUE). Via iterations, 
it yields less dependence of the estimator on the a-priori values. Furthermore, this is 
a useful feature when the a-priori values are unreliable or uncertain.  
According to this, all iterative procedures require a-priori values for each of the 
unknown variance components and the specification of a convergence criterion to 
determine when to stop the estimation process. The iteration is repeated until all 
variance factor estimates approached unity. The implementation of the convergence 
criterion is performed by checking the difference between the current estimates 
αθ?  
and the previous estimates 
1αθ −? , to test if they are less than the value specified as 
criterion, i.e. 
1
0.0001
α αθ θ −− <? ? . Mostly, each factor converges at different rates, 
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however the process should go on until all the values satisfy the criterion. Therefore, 
the initial values for one group of observations affect the computational efficiency of 
entire solution (as the convergence rates). 
The final estimated variance components are: 
0
n
i i
α
α
θ θ
=
= ∏? ?    1, 2...i k=   (2.86) 
where n is the total number of iterations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6 : IMINQUE algorithm( i, j: observation groups − u: iteration) 
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3. GRAVIMETRIC DETERMINATION OF REGIONAL GEOID MODEL 
3.1 Introduction and Background 
As mentioned, the geoid, a special equipotential surface of the earth’s gravity field, 
represents the reference surface for orthometric heights (see Chapter 2 for the 
definition of orthometric heights). The geodetic measurements (conventional 
measurements with theodolite, levelling, GPS observations, etc.) are almost 
exclusively referred to the system of level surfaces and plumb-lines, and the geoid 
has an essential role in this system. The GPS technique provides ellipsoidal heights 
at points on the surface of topography, and they can be transformed to orthometric 
heights with centimeter accuracy in a local area if a precise geoid model is available. 
Therefore, determining the geoid model with centimeter accuracy has been widely 
studied in recent years in physical geodesy. 
The shape of the geoid depends on the mass distribution inside the Earth, the 
centrifugal force due to the rotation of the Earth, and the attraction from other 
celestial bodies. The summation of gravitational force of the Earth and centrifugal 
force is known as the force of gravity. According to this, gravity potential W is the 
summation of gravitational potential V and centrifugal potential Φ (equation (3.1)). 
W V= + Φ  (3.1) 
The gravitational potential is formulated as in equation (3.2) according to Newton’s 
law of gravitation 
dV G
rν
ρ ν= ∫∫∫  (3.2) 
where G (≈ 6.6742 x 10−11 m3kg-1s-2) is the gravitational constant (Torge, 1980), ρ is 
the density function of the Earth, r is the distance from the mass element to the 
computational point and dv is an element of unit volume inside the Earth of total 
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volume v. The gravitational potential V satisfies Laplace’s differential equation 
outside the Earth masses: 
0VΔ =  (3.3) 
and Poisson differential equation inside the Earth (equation (3.4)) (Heiskanen and 
Moritz, 1967). 
4V Gπ ρΔ = −  (3.4) 
where Δ means the Laplacian operator, defined in Cartesian coordinates by 
2 2 2
2 2 2x y z
∂ ∂ ∂Δ = + +∂ ∂ ∂ . On the boundary surface, discontinuity of the gravity potential 
exists. 
The centrifugal potential Φ is 
( )2 2 212 x yωΦ = +  (3.5) 
where ω is the angular velocity of the Earth’s rotation, x, y are the coordinates of the 
unit mass element described in a rectangular coordinate system whose origin is at the 
Earth’s center of gravity, z-axis coincides with the Earth’s mean axis of rotation and 
whose x- and y-axes are so chosen as to obtain a right-handed coordinate system. 
Equation (3.1) becomes 
( )2 2 212dW V G x yrν
ρ ν ω= + Φ = + +∫∫∫  (3.6) 
The surfaces having a constant gravity potential are called equipotential surfaces or 
level surfaces. The geoid is an equipotential surface with constant gravity potential 
Wo. The gravitational potential of the normal Earth ellipsoid U can be mostly used as 
an approximation to the Wo (see Chapter 2 for the definition of normal Earth 
ellipsoid). The difference between the actual gravity potential Wo and the normal 
potential U is called the disturbing potential (or anomalous potential) T. For the point 
Po (see Figure (2.1)), the disturbing potential is 
o o oP P P
T W U= −  (3.7) 
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This splitting of the Earth’s gravity field into a “normal” U and a remaining 
“disturbing” T field is used to linearize the problem. 
The determination of gravimetric geoid in local or global scale can be described as 
the solution of geodetic boundary value problems (GBVP) using the gravity 
observations as boundary conditions. According to Moritz (1980), GBVP is 
formulated as the determination of the physical Earth surface using gravity and 
gravity potential on this surface. The type of boundary conditions and the type of the 
boundary surface determine different types of BVPs (Grebenitcharsky, 2004). In 
general, a boundary condition can be represented in the form ( )' /B x a u n bu= ∂ ∂ + , 
where the coefficients a, b can be constant or functions. The main three boundary 
value problems (BVPs) used in mathematical physics and applied in physical 
geodesy are: 
− The Dirichlet BVP (a=0, b=1, the boundary surface is known) 
( ) ( )1 1
0
' '
u
B x u g xΓ
Δ =
= =  (3.8) 
where x′ = (x1, x2) represent 2D coordinates on the boundary surface. The problem is 
to find a harmonic function u(x′, x3) in the domain G ⊂ R3 outside a known boundary 
surface Γ, considering that the function u(x′) itself is known and equal to g1(x′) on 
the boundary (Martensen and Ritter, 1997). 
− The Neumann BVP (a=1, b=0, the boundary surface is known) 
( ) ( )2 2
0
' '
u
uB x g x
n Γ
Δ =
∂= =∂
 (3.9) 
The problem is to find a harmonic function u(x′,x3) in the domain G ⊂ R3 outside a 
known boundary surface Γ, considering that the normal derivative of the function 
u(x′) is known and equal to g2(x′) on the boundary (Martensen and Ritter, 1997). 
An additional condition to be satisfied in Neumann BVP is: 
0u
n
σ
Γ
∂ ∂ =∂∫   (3.10) 
in G 
on Γ 
on Γ 
in G 
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and this means that there is no change in the described physical phenomenon (the 
potential in physical geodesy) across the boundary. 
− The Robin BVP (General 3D case: a≠0, b≠1, the boundary surface is known) 
( ) ( )3 3
0
' '
u
uB x a bu g x
n Γ
Δ =
∂= + =∂
  (3.11) 
The problem is to find a harmonic function u(x′,x3) in the domain G ⊂ R3 outside a 
known boundary surface (known) Γ, satisfying the boundary conditions g3(x′) on the 
boundary where x′=(x1,x2) ∈ Γ; a, b can be constants or functions; B3(x′) is the 
functional corresponding to the boundary condition (measurement, observation or 
data); /u n∂ ∂  is the normal derivative (the derivative in the direction of the vector 
normal to the boundary surface). A typical example for such boundary conditions in 
physical geodesy are gravity anomalies measured on the boundary surface, gravity 
anomalies are given on the geoid (Grebenitcharsky, 2004). 
All three BVPs described here are known in potential theory as: the first BVP – 
Dirichlet’s, the second BVP – Neumann’s problem, and the third BVP – Robin’s 
problem (Martensen and Ritter, 1997). 
Also depending on the choice of boundary surface, two main GBVPs are known 
(Moritz, 1980): 
Stokes geodetic boundary value problem concerns the determination of the geoid, as 
well as the external gravity field from gravity anomalies ΔgPo on the geoid. As a 
solution of Stokes problem we get TPo. Using the disturbing potential, the geoid 
undulation N can be obtained according to Bruns formula (Heiskanen and Moritz, 
1967): 
oP
T
N γ=   (3.12) 
where γ is the normal gravity. 
The relation between gravity anomaly, disturbing potential and its derivative is 
called: the fundamental equation of Physical Geodesy, 
on Γ 
in G 
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1o
o o o
o
P
P Q P
Q
T
g g T
n n
γγ γ
∂ ∂Δ = − = − +∂ ∂   (3.13) 
and T satisfies Laplace’s equation (outside the geoid): 
2 2 2
2 2 2 0
T T TT
x y z
∂ ∂ ∂Δ = + + =∂ ∂ ∂   (3.14) 
lim 0PP T→∞ =   (3.15) 
Hence the Stokes geodetic boundary value problem is represented by equations 
(3.13), (3.14) and (3.15). Under the boundary conditions in equation (3.13) the 
solution of equation (3.14) is: 
( )
4
RT gS d
σ
ψ σπ= Δ∫∫   (3.16) 
where ψ is the spherical distance between the computation point (ϕP,λP) and running 
points (ϕ, λ), R is the mean radius of the sphere (as the first approximation of the 
Earth), dσ is the surface integration element, S(ψ) is the Stokes function, that is 
(Heiskanen and Moritz, 1967; Torge, 1991): 
( ) ( ) ( ) ( )
1 1 5cos 6sin / 2
sin / 2
S ψ ψ ψψ= + − −   (3.17) 
( ) ( ) ( )( )23cos ln sin / 2 sin / 2ψ ψ ψ− +  
2 2 2sin sin sin cos cos
2 2 2
P P
P
ϕ ϕ λ λψ ϕ ϕ− −⎛ ⎞ ⎛ ⎞⎛ ⎞ = +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠   (3.18) 
and using the Bruns formula (in equation (3.12)), the geoid height 
( )
4
RN gS d
σ
ψ σπγ= Δ∫∫   (3.19) 
The solution of the Stokes problem is based on the following assumptions: the first 
approximation of the Earth is sphere; the gravity anomalies distributed all over the 
geoid and no masses exist outside of the geoid. The solution has the following 
disadvantages: 
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• Assuming the Earth as a sphere causes an error in the order of 3x10-3 N (due to 
the flattening of the ellipsoid ∼1/ 297) (Heiskanen and Moritz, 1967; Torge, 
1991), that would be an error of 0.30 meters where the geoid height is 100 
meters. 
• The integral always has to be solved within a local area and the outer area can be 
substituted by a global model because it is not possible in practice to have full 
coverage of the gravity data along the global. 
• The assumption that no masses outside the geoid make the disturbing potential 
harmonic; however it introduces additional errors due to terrain corrections, 
downward continuation and efforts to restore the indirect effect, because the 
density of the topographic masses can not be modeled properly. 
Molodensky’s geodetic boundary value problem deals with the determination of the 
surface of the Earth using the gravity potential W and the gravity vector g
?
 on the 
Earth’s surface. In the solution of this problem, the telluroid Σ (see Figure (2.1)) is 
used to approximate the surface of the Earth and the gravity potential. The solution 
of Molodensky’s geodetic boundary value problem results in the quasi geoid (see 
Chapter 2 for its definition). The correspondence of the geoid height N and gravity 
anomaly Δg of the Stokes problem are the height anomaly ζ and surface gravity 
anomalies δg in Molodensky’s case (Figure (2.1)). The relation between the 
disturbing potential TP, gravity disturbance δg and height anomaly ζ is (see Figure 
(2.1) for P and Q points): 
   P P P QT W U ζ γ= − =   (3.20) 
P Pg = g Qδ γ−   (3.21) 
2 0T Tg
r R
δ ∂⎛ ⎞+ + =⎜ ⎟∂⎝ ⎠   (3.22) 
where the disturbing potential T satisfies the Laplace’s equation outside the telluroid 
Σ , 
2 2 2
2 2 2 0
T T TT
x y z
∂ ∂ ∂Δ = + + =∂ ∂ ∂   (3.23) 
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lim 0PP T→∞ =   (3.24) 
The difference between geoid height N and height anomaly ζ is: 
BggN H Hγζ γ γ
Δ−− = ≈ −   (3.25) 
where g  and γ  are mean gravity and mean normal gravity values along the plumb 
line, ΔgB is the Bouguer gravity anomaly (see section (3.3.1)), and H is the 
orthometric height. 
The data used for solving Molodensky’s geodetic boundary value problem is referred 
to the Earth surface and therefore no hypotheses are required for the distribution of 
the densities inside the masses. The solution of the problem is the Molodesnky’s 
series solution (Heiskanen and Moritz, 1967). When the first two terms of the series 
are considered, the disturbing potential (using the spherical approximation) is: 
( ) ( )14
RT g G S d
σ
δ ψ σπ= +∫∫   (3.26) 
2
1 34 σ
δ σπ
−= ∫∫ ? Po
H HRG g d   (3.27) 
( )2 sin / 2ψ=? o R   (3.28) 
where ψ is the spherical distance between the running point and the computation 
point, R is the mean radius of the sphere (Earth), G1 corresponds to terrain correction, 
H and HP are the heights of the running point and the computation point, 
respectively. 
Using the Bruns formula (equation (3.12)), the height anomaly ζ is 
( ) ( )14
R g G S d
σ
ζ δ ψ σπγ= +∫∫   (3.29) 
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3.2 Gravimetric Modelling of a Geoid Using the Remove-Restore Technique 
High precision gravimetric geoid undulations can be determined by the remove-
restore technique. It may be possible to minimize the mentioned disadvantages of 
Stokes integral in the practical consideration applying the remove-restore technique 
in local gravimetric geoid modelling. Gravity anomalies, the geopotential model and 
terrain data provide input to the method. According to this approach, gravity 
anomalies Δg and geoid heights N are decomposed into three parts, which are the 
long, medium and short wavelength components. The long wavelength component is 
represented by the global potential model (GPM), and the short wavelength 
component appears as the result of topographic masses. These two parts are 
calculated in the remove-restore approach. The medium wavelength component of 
the geoid (or of the geoid height) is calculated using Stokes integration with residual 
gravity anomalies (see equation (3.19)) in a local area. The final geoid is obtained by 
restoring the long and short wavelengths (see equation (3.31) and Figure (3.1)). The 
remove-restore method can be applied and provides precise results using the gravity 
data of a limited area, which can be posited as the advantage of this method (Torge, 
1991). For the case studies on the precise determination of local/regional gravimetric 
geoids, see Ayhan (1991), Li (1993), Sideris (1994), Vermeer (1998), Torge and 
Denker (1998), Zhang et al. (1998), Demirkol (1999), Smith and Milbert (1999), 
Tziavos and Andritsanos (1999), Andritsanos et al. (2000), Featherstone et al. 
(2001) and Tocho (2006). 
FA T GMg g g gΔ = Δ − Δ − Δ   (3.30) 
GM g indN N N NΔ= + +   (3.31) 
In equation (3.30), Δg is the reduced gravity anomaly, ΔgFA is the mean free-air 
gravity anomaly, ΔgT is the direct topographic effect term (see section (3.2)), and 
ΔgGM is the removed long-wavelength contribution of the global geopotential model, 
which is computed from equation (3.32). In equation (3.31), NGM is the global 
potential model (GPM) implied geoid height using equation (3.33) (the long 
wavelength geoid component), NΔg is the residual geoid height (the medium 
wavelength geoid component) (see equation (3.34)) and Nind is the indirect effect of 
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the terrain in the geoid heights. See section (3.3.4) for more explanation on the 
indirect effect. 
( ) ( ) ( )2
2 0
1 cos sin cosλ λ θ
= =
⎛ ⎞Δ = − +⎜ ⎟⎝ ⎠∑ ∑
? ?
??
?
?
L
mm nmGM
m
GM Rg C m S m P
r r
  (3.32) 
( ) ( )
2 0
cos sin cosλ λ θγ = =
⎛ ⎞= +⎜ ⎟⎝ ⎠∑ ∑
? ?
??
?
L
mm nmGM
m
GM RN C m S m P
r r
  (3.33) 
where G is the gravitational constant, M is the mass of the Earth, R is the radius of 
reference ellipsoid, (r, θ, λ) are the geocentric spherical coordinates of the 
computation point, mP?  are fully normalized associated Legendre functions for 
degree ℓ and order m, and mC ? , mS ?  are fully normalized spherical harmonic 
coefficients (see Heiskanen and Moritz (1967) for the detailed explanation of the 
terms). 
The medium-wavelength contributions to the geoid heights (residual geoid heights 
NΔg) can be computed from the reduced gravity anomaly data using Stokes formula 
(Heiskanen and Moritz, 1967): 
( ) ( ) ( ), , cos
4g P P
RN g S d d
λϕ
ϕ λ ϕ λ ψ ϕ ϕ λπγΔ = Δ∫∫   (3.34) 
where S(ψ ) is the Stokes function, ψ is the spherical distance between the 
computation point P and the running point, γ is normal gravity, Δg are the local 
gravity anomaly values. 
 
 
 
 
 
 
Figure 3.1 :   Computation of the local gravimetric geoid model using heterogeneous 
data (detailed geoid) (see Schwarz et al., 1987) 
Ellipsoid 
Smoothed Geoid 
100 km 
Detailed Geoid NGPM+NΔg+Nind 
NGPM+NΔg 
NGPM 
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3.2.1 Fast Fourier Transform Technique (FFT) 
In practical consideration of the gravimetric geoid determination using remove-
restore technique, the Stokes integral can be solved by Fast Fourier Transform (FFT) 
technique, which is frequently used in physical geodesy as a tool for the evaluation 
of the gravity field convolution integrals (see Sideris, 1984; Schwartz et al., 1990; 
Sideris and Li, 1993). 
FFT technique simultaneously allows the evaluation of the discrete Stokes integral 
for the all points on a regular grid. Because of the fast and optimal computation 
capability, it is one of the most efficient approaches for handling the huge amount of 
data in gravimetric determination of regional geoids so far. 
With gridded gravity anomalies, the Stokes formula can be written in a discrete form 
(pointwise integration on the sphere) (Heiskanen and Moritz, 1967; Haagmans et 
al., 1993): 
( ) ( ) ( )
1 1
, , cos
4
NM
P P
RN g S
λϕ
ϕ ϕ λ λ
ϕ λϕ λ ϕ λ ψ ϕπγ = =
Δ Δ= Δ∑ ∑   (3.35) 
where (ϕP,λP) are the coordinates computation point P, (ϕ, λ) are the coordinates 
running point, (Δϕ, Δλ) are the grid spacing in latitude and longitude, respectively; 
M and N are the number of parallels and meridians in the computation area, and Δg is 
the reduced gravity anomaly (see Equation (3.30)). 
3.2.2 Fourier-Stokes formula with different kernel functions 
3.2.2.1 Approximated Planar Kernel 
First the discrete Stokes integral has been evaluated using 2D planar FFT (Sideris, 
1984; Schwarz et al., 1990; Haagmans et al., 1993). In planar approximation, the 
Stokes kernel function (see equation (3.17)) can be approximated for short distances 
ψ : 
( ) ( )
1 2 2
sin 2
RS ψ ψ ψ≈ ≈ ≈ ?   (3.36) 
where ?  is the planar distance between the computation and running points, 
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( ) ( )2 2P Px x y y= − + −?   (3.37) 
where (xP, yP) and (x, y) are their rectangular coordinates. 
The discrete Stokes formula in planar approximation is: 
( ) ( )
1 1
1, ,
2
NM yx
P P
x x y y
x yN x y g x yπγ = =
Δ Δ= Δ∑ ∑ ?   (3.38) 
and since this is a 2D discrete convolution, the geoid heights N are evaluated at all 
grided points simultaneously by the 2D FFT (on the plane) (Schwartz et al., 1990): 
( ) ( ){ }1 1, ,
2P P
x yN x y F F F g x yπγ
−Δ Δ ⎧ ⎫⎧ ⎫= Δ⎨ ⎨ ⎬ ⎬⎩ ⎭⎩ ⎭?   (3.39) 
where F and F-1 are the 2D Fourier transforms operator and its inverse form. 
3.2.2.2 Approximated Spherical Kernel 
In equation (3.18), using cos2ϕm instead of cosϕPcosϕ is suggested by Strang van 
Hees (1990). Here ϕm is the mean latitude of the computation area. 
2 2 2 2sin sin sin cos
2 2 2
m P
m
ϕ ϕ λ λψ ϕ− −⎛ ⎞ ⎛ ⎞⎛ ⎞ = +⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠   (3.40) 
With this approximation, equation (3.34) can be written as a 2D convolution. The 
geoid heights on all gridded points can be computed simultaneously by means of the 
2D FFT, 
( ) { } ( ){ }{ }1, cos , ,4 mRN F F g F Sϕ λϕ λ ϕ ϕ λ ϕπγ −Δ Δ= Δ Δ Δ   (3.41) 
where F and F-1 are the 2D FFT operator and its inverse. 
3.2.2.3 Rigorous Spherical Kernel 
Considering the fact that the Stokes kernel (equation (3.17)) is the same for all 
computation points on a parallel (i.e. ϕP), but different for computation points with 
different meridians, equation (3.34) can be expressed as a convolution along the 
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East-West direction. By applying 1D FFT on the sphere, the geoid heights can be 
computed simultaneously (Haagmans et al., 1992): 
( ) ( ){ } ( ){ }{ }1 11 1 1
0
, cos , ,
4
N
P n n P n
n
RN F F g F Sϕ λϕ λ ϕ ϕ ϕ ϕ λπγ
− −
=
Δ Δ= Δ Δ∑   (3.42) 
where n is the number of the grid node along the parallel. 
The basic idea of using the 1D FFT is that the contribution of gravity anomalies on 
the same parallel are computed at the same time. The contributions of gravity 
anomalies on different parallels are computed separately and summed. As the 
advantage of 1D FFT approach, no approximation is required on the spherical kernel 
function; however it takes more time for computations. However, due to the 
approximation of Stokes kernel function with the help of the mean latitude of the 
computation area (ϕm) (using equation (3.40) instead of (3.18)), geoid heights at all 
points can be computed simultaneously using 2D FFT. The main advantage of the 
2D FFT approach is that it takes less computation time. On the other hand its 
disadvantages are that it requires twice the amount of computer memory because 
100% of the zeros are also padded in the latitude direction and additional errors are 
introduced due to the approximation made on the kernel function (Haagmans et al., 
1993). 
Haagmans et al. (1993) summarize the properties of the evaluation methods of 
Stokes integral as in Table (3.1). 
Table 3.1: Properties of the evaluation approaches of Stokes formula. 
Stokes Integral by result of evaluation approximations 
Pointwise Integration on the 
sphere Nϕλ at one point None 
1D FFT on the sphere Nϕ(λ) at all points of a grid None 
2D FFT on the sphere N(ϕ, λ) at all points of a grid Spherical distance for mid parallel 
2D FFT in the plane N(x, y) at all points of a grid Planar distance Inverse distance weights 
Also some restrictions are exposed while applying the FFT technique. Mentioned 
here are the most important of them: aliasing effect, edge effect, singularity of kernel 
function and omission error. Sparse observations cause an aliasing effect (data 
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sampling problem) (Zhao, 1989). This problem is common with the other similar 
numerical computation techniques. Working with dense observations helps to 
minimize this effect. 
A zero-padding technique to eliminate the edge effect, introduced by using the 
circular convolution instead of linear convolution in the FFT evaluation of Stokes 
integral, is suggested by Brigham (1988) (see also Haagmans et al., 1993; Sideris, 
1994). Due to this suggestion, appending 100% zeros around both the gravity 
anomalies or heights and computing the values of kernel functions at both data points 
and zero-padded points, turns out to be the best solution when computing the residual 
geoid heights and the terrain corrections (see Figure (3.2)). 
 
Δg 
 
kernel 
middle point              corner point 
 
middle point              corner point 
 
 a-) numerical integration b-) circular convolution without 
zero-padding 
 
Δg 
 
 
kernel 
  
 c-) circular convolution 100% 
zero-padding on both Δg and 
kernel 
d-) circular convolution 
100% zero-padding on Δg only 
and computing kernel in the whole 
area 
Figure 3.2 :   Edge effects and circular convolution in FFT evaluations of Stokes 
integral (Sideris, 1994). 
The singularity of the kernel function when (ϕn, λm) = (ϕp, λp) during the FFT 
evaluation of Stokes integral formula is taken into account by evaluating the 
contribution of the gravity anomaly at the computation point to the geoid height 
separately as: 
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( ) ( ), ,i j i j
x y
N gδ γ π
Δ Δ≈ Δ   (3.43) 
Applying the Stokes integral formula over a spherical cap instead over the whole 
Earth causes omission error (because the gravity data can not be collected over the 
whole Earth). The magnitude of this error for the local geoid determination can be 
estimated by using different cap sizes (Mainville et al., 1992). 
3.3 The Role of Topography in Gravimetric Geoid Modelling 
The effect of topographic masses is another important aspect to be carefully 
considered in the computation of gravimetric geoid models of a region. In areas 
where the topography is rough, this effect is greater. The use of Stokes formula in 
gravimetric geoid determination requires that the gravity anomalies represent 
boundary values on the geoid, which means the measured gravity (usually taken on 
the surface of the Earth) must be reduced to the geoid and there must be no masses 
outside of it (Heiskanen and Moritz, 1967). The process of shifting or removing the 
masses outside the geoid is called gravity reduction. There are several gravity 
reduction methods used in physical geodesy and the most common of them are:        
i-) the refined Bouguer reduction, ii-) topographic-isostatic reductions, iii-) the 
Rudzki inversion method, iv-) the second method of Helmet’s condensation, and     
vi-) the Residual Terrain Model (RTM) reduction (Forsberg, 1984). 
Theoretically, all reduction methods should lead us to the same result: “geoid”, when 
the gravity reductions are rigorously applied (Heiskanen and Moritz, 1967) (even 
though each reduction treats the topography in a different way as seen in Omang 
and Forsberg (2000), Bajracharya (2003), Bajracharya and Sideris (2004)). The 
attraction of either the topographical masses above the geoid or the topographical 
effect of evaluated (inverted, condensed or compensated) masses (in order to apply 
the Rudzki inversion scheme, Helmert second method of condensation and isostatic 
models, respectively) is called direct topographical effect (Heiskanen and Moritz, 
1967). The gravimetric quantity is also called the topographical attraction effect. 
The original representation of the potential of the Earth is changed due the removal 
or shifting of the masses outside the geoid in the gravity reduction process. After the 
gravity reduction, the potential of a point originally on the geoid changes with an 
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amount of δW. Thus, after the gravity reduction, the point (originally on the 
geoid (Wo)) has a potential “Wo−δW” (as the convention), and by the definition of the 
geoid it is not on the geoid anymore but on the co-geoid. As a consequence of this, 
the Stokes solution (equation (3.34)) output the co-geoid. The co-geoid differs from 
the geoid by a distance Nind, which is called the indirect effect of the gravity 
reduction on the geoid height, and is formulated (similar to the Bruns formula) as 
follows: 
ind
WN δγ=   (3.44) 
where γ is the normal gravity and δW (which is the same as the change of 
gravitational potential δV, since the centrifugal potential does not change before and 
after the gravity reduction) is the change in the gravity potential of the geoid, which 
depends on the reduction method used and can be expressed as follows: 
( ), , ,o Inv Cond comp refW W Wδ = −   (3.45) 
where W is the gravity potential of the actual topographical masses and 
W(Inv, Cond, comp, ref) represents the gravity potential of the inverted, condensed, 
compensated and the reference masses for the Rudzki, Helmert, AH/PH isostatic 
reduction schemes, and RTM reduction, respectively. The topographical masses 
between the geoid surface and the reference surface in the RTM reduction are called 
the reference masses. 
The indirect effect on the gravity, which reduces the gravity anomalies from the 
geoid to co-geoid, is: 
0.3086 indg NδΔ =  [mGal]  (3.46) 
Figure (2.1) illustrates the relation between geoid, co-geoid and the ellipsoid, and 
Nind having a positive sign means the geoid is above the co-geoid. 
Since the Stokes procedure with reduced Δg yields the co-geoid rather than the 
geoid, the used gravity anomalies must be boundary values at the surface of the co-
geoid. Therefore gravity anomalies must be moved from the geoid (point Po) to the 
co-geoid (point Pc). The change of Δg is δΔg, the indirect effect on gravity, due to 
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the gravity reduction. Considering this indirect effect, the equation (3.34) can be 
rewritten as: 
( ) ( )
4
RN g g S d
σ
δ ψ σπγ= Δ + Δ∫∫   (3.47) 
The following gravimetric reduction techniques are generally applied. 
3.3.1 Refined Bouguer Reduction 
The refined Bouguer reduction aims to remove all the topographic masses outside the 
geoid. However, because of the large indirect effect, this reduction technique is not 
suitable for the purpose of geoid determination. 
The refined Bouguer reduction takes into account not only the Bouguer plate, which 
considers that the area around the gravity station P (see Figure (3.3)) is flat and the 
masses between the geoid and the earth’s surface have constant density ρ, but also 
the deviations of the actual topography from the Bouguer plate at Po. This is the 
terrain correction effect which is usually one order of magnitude smaller than the 
simple Bouguer term. The procedure to compute refined Bouguer anomalies is: 
• measuring gravity (gp) at a point P of the Earth’s surface (Figure (3.3)), 
• removing all the masses outside the geoid using the Bouguer plate and terrain 
corrections. This is computed by i-) subtracting the attraction of an infinite 
Bouguer plate from the observed gravity, and ii-) adding the terrain correction, 
• lowering the gravity station from P to Po on the geoid using the free-air reduction 
F (equation (3.50)), 
• subtracting normal gravity γ at corresponding point Qo (see Figure (3.3) for Qo) 
on the reference ellipsoid. 
Refined Bouguer anomalies (ΔgrB) are computed by; 
orB P T Q
g g g F γΔ = − Δ + −   (3.48) 
The direct topographic effect on gravity due to the refined Bouguer reduction ArB is; 
2T rB P Pg A G H cπ ρΔ = = −   (3.49) 
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where ΔgT (ArB) is the direct effect, cp is the terrain correction (TC), G is the 
gravitational constant and ρ is the density of the topographic masses. If the terrain 
correction (cP) is not considered, complete Bouguer anomalies are obtained. 
 
 
 
 
 
 
 
 
 
Figure 3.3 :   Bouguer reduction and the terrain correction. 
The free-air reduction (equation (3.50)) lowers the gravity station from the Earth’s 
surface point P to the corresponding point Po on the geoid (Figure (3.3)) by use of 
the free-air gradient: 
0.3086gF H H
H
∂= − ≈∂    [mGal]  (3.50) 
where g
H
∂
∂  is the actual vertical component of the gravity gradient, the minus sign 
indicates that gravity decreases with increasing elevation, and H is the orthometric 
height in meter. 
For practical purposes, the normal gradient of gravity can be used instead of the 
actual vertical component of the gravity gradient in the free-air reduction: 
F H
H
γ∂≈ − ∂   (3.51) 
In the classical geoid determination using Stokes solution, the free-air gravity 
anomalies are referred to the geoid surface and they can be expressed as: 
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oFA P Q
g g F γΔ = + −   (3.52) 
The normal gravity on the reference ellipsoid is computed using Somigliana’s 
formula (Heiskanen and Moritz, 1967): 
2 2
2 2 2 2
cos sin
cos sin
a ba b
a b
γ ϕ γ ϕγ ϕ ϕ
+= +   (3.53) 
where γa and γb are the normal gravity at the equator and the pole, a is the semi-major 
axis and b is the semi-minor axis of the reference ellipsoid, and ϕ is the geodetic 
latitude. The normal gravity used in this dissertation is based on the Geodetic 
Reference System 1980 (GRS80), which was adopted at the XVII General Assembly 
of the IUGG in December 1979. 
3.3.2 Terrain Correction 
The terrain correction is essential in gravity reductions in terms of both geodetic and 
geophysical applications. It takes into account the deviations between the Bouguer 
plate and the topography (see Figure (3.3)). Fast Fourier Transformation techniques 
can be used for the evaluation of its formulas (Li and Sideris, 1993; Li, 1994-a; 
Sideris, 1994). The different topographic models, like a mass prism (MP) model or 
mass line (ML) model, can be applied. The formulas are expressed by 2D 
convolutions and the computations can be done up to third order terms (Sideris, 
1984; Li, 1994-a; Sideris, 1994; Bajracharya, 2003). 
The terrain correction at a point P is: 
( )( )
( )3
, ,
, ,
pH
p
P
H p p p
x y z H z
c G dxdydz
x x y y H zσ
ρ −= − − − −∫∫ ∫ ?   (3.54) 
where ρ (x,y,z) is the topographic density at the running point P, Hp is the 
topographic height at P, σ is the integration area, and the distance kernel is: 
( ) ( ) ( )2 2 2p p px x y y H z= − + − + −?   (3.55) 
The terrain correction using the digital terrain model data in MxN grid form (with the 
standard constant density): 
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( )
( )
2 21 1
3
0 0
2 2
, ,
n m
nm
p
n m
x yx y HN M
p
P
n m x y H p p px y
H z
c G dxdydz
x x y y H z
ρ
Δ Δ+ +− −
= = Δ Δ− −
−= − − − −∑ ∑ ∫ ∫ ∫ ?   (3.56) 
and performing the integrals with respect to z, an equivalent form of the 
equation (3.56): 
( ) ( )
2 21 1
0 0
2 2
1 1
, ,0 , ,
n m
n m
x yx y
N M
P
n m x y p p p p p nmx y
c G dxdydz
x x y y x x y y H H
ρ
Δ Δ+ +− −
= = Δ Δ− −
⎛ ⎞⎜ ⎟= −⎜ ⎟− − − − −⎝ ⎠
∑ ∑ ∫ ∫ ? ?
  (3.57) 
cp can then be computed using a MP or a ML topographic model. In practical 
applications, the topographic heights are on a grid form with equal intervals. The 
height within each cell can be represented by a prism with the mean height and mean 
density of the topography, which is called a mass prism topographic model. When 
the mass of the prism is mathematically concentrated along its vertical symmetry 
axis, the topography within the prism is represented by a line, which is called a mass 
line topographic model (ML). 
 
 
 
 
Figure 3.4 :   a-) Mass Prism, and b-) Mass Line representations of Topography. 
3.3.2.1 Terrain Correction using 2D FFT 
i-) With the mass line topographic model 
cp terrain correction with the mass line topographic model (Li, 1994-a) 
1 2 3 ...Pc c c c= + + +   (3.58) 
where 
{ } { } { }2 1 1 11 1 1 1 2 122 P o P
Gc H F H R h F H R F H Rρ − − −⎡ ⎤= − +⎣ ⎦   (3.59) 
a-) b-) 
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( )( ) { } ( ) { }22 2 4 1 2 2 12 2 1 23 48 P o P PGc H F H R H h F H Rρ α α α− −⎡= − − − − −⎢⎣   (3.60) 
  ( ) { } { } { }2 2 1 1 12 2 3 2 4 26 4P PH F H R H F H R F H Rα − − − ⎤+ − − + ⎦  
( )( ) { } ( ) { }3 22 2 6 1 2 2 13 3 1 315 648 P o P PGc H F H R H H F H Rρ α α α− −⎡= − − − −⎢⎣   (3.61) 
  ( )( ) { } ( ) { }2 2 2 2 1 2 2 12 3 3 33 5 20 12P P P PH H F H R H H F H Rα α α− −+ − − − −  
  ( ) { } { } { }2 2 1 1 14 3 5 3 6 315 3 6P PH F H R H F H R F H Rα − − −+ − − +  
where Hk and Rk are: 
{ }kkH F H=  ,   k = 0,1,2,..,6  (3.62) 
( )2 12 2 2k k
x yR F
x y α +
⎧ ⎫Δ Δ⎪ ⎪= ⎨ ⎬+ +⎪ ⎪⎩ ⎭
   ,   k = 0,1,2,3  (3.63) 
The optimal value for α2 is half of the variance of the heights; α is an optimal 
parameter to improve the convergence of series (Li, 1993; Li, 1994-a). 
2
2
2
Hσα =   (3.64) 
ii-) With the mass prism topographic model 
The cp terrain correction with the mass prism topographic model is, 
1 2 3 ...Pc c c c= + + +   (3.65) 
where 
{ } { } { }2 1 2 1 11 1 1 1 2 122 P o P
Gc H F H F H F H F F H Fρ − − −⎡ ⎤= − +⎣ ⎦   (3.66) 
( )( ) { } ( ) { }22 2 4 1 2 2 12 2 1 248 P o P PGc H F H F H H F H Fρ α α α− −⎡= − − − − −⎢⎣   (3.67) 
  ( ) { } { } { }2 2 1 1 12 2 3 2 4 26 2 4P PH F H F H F H F F H Fα − − − ⎤+ − − + ⎦  
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( )( ) { } ( ) { }3 22 2 6 1 2 2 13 3 1 3648 P o P PGc H F H F H H F H Fρ α α α− −⎡ ⎤= − − − −⎢ ⎥⎣ ⎦   (3.68) 
  ( )( ) { } ( ) { }2 2 2 2 1 2 2 12 3 3 33 5 20 12P P P PH H F H F H H F H Fα α α− −+ − − − −  
  ( ) { } { } { }2 2 1 1 14 3 5 3 6 315 3 6P PH F H F H F H F F H Fα − − − ⎤+ − − + ⎦  
where Hk is as defined in equation (3.62) and α is as in equation (3.64): 
( ) ( ) ( ){ }1 11 11 12, , , , , ,F F f x y f y x f x yα α α= + −   (3.69) 
( ) ( ) ( ){ }2 21 21 22, , , , , ,F F f x y f y x f x yα α α= + −   (3.70) 
( ) ( ) ( ){ }3 31 31 32, , , , , ,F F f x y f y x f x yα α α= + −   (3.71) 
( ) ( )( ) ( )11
/ 2 / 2
, ,
/ 2 / 2, , , ,
n m
n m
x x y yxf x y
x x y yy r x y r x y
α α α
+ Δ + Δ−= − Δ − Δ+   (3.72) 
( ) ( )( )
2 2
12 2 2 2 2
/ 2 / 21, , arctan
/ 2 / 2
n m
n m
xy r x x y yxyf x y
x x y yrx y r r
αα α αα
+ + Δ + Δ= − − Δ − Δ+   (3.73) 
( ) ( )( )21 2 3
/ 2 / 22
, ,
/ 2 / 23
n m
n m
x x y yx y r
f x y
x x y yy r r
α + Δ + Δ+= − Δ − Δ+   (3.74) 
( ) ( )
( )22 2 2 2
22 2 2 2 2 2 22 2 2 2
2
, , 4
3
rxy rf x y
x y r rx y r r
α αα α αα
⎡ ⎤+⎢ ⎥= − + −⎢ ⎥++ ⎣ ⎦
  (3.75) 
3
/ 2 / 21 arctan
/ 2 / 23
n m
n m
x x y yxy
x x y yrα α
+ Δ + Δ− − Δ − Δ  
( ) ( )31 3 2 2
/ 2 / 21 4 2, ,
/ 2 / 215
n m
n m
x x y yx y yf x y
x x y yy r r y r r r y r r
α + Δ + Δ⎡ ⎤⎛ ⎞= + + +⎢ ⎥⎜ ⎟ − Δ − Δ+ + +⎝ ⎠⎣ ⎦
  (3.76) 
( ) ( )
( )2 22 2 2
32 4 2 4 2 2 2 2 22 2 2 2
23 6 3 2, , 11
15
rxy rf x y
r r x y r rx y r r
αα αα α αα
⎡ + ⎛⎢= + − + −⎜++ ⎢ ⎝⎣
  (3.77) 
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( )22 22
2 2 2 2 2 5
4 / 2 / 21 arctan
/ 2 / 25
n m
n m
r x x y yr xy
x x y yx y r r
α
α α α α
⎤⎞+ + Δ + Δ⎥⎟+ − −⎥⎟ − Δ − Δ+ ⎠⎦
 
3.3.3 Helmert’s Second Method of Condensation 
Due to Helmert’s second method of the condensation reduction method, the 
topographical masses between the geoid and the surface of the topography are 
condensed in a surface layer on the geoid with the density κ = ρH, where H is the 
height of the topography (Figure (3.5)). The condensation implies corrections to the 
gravity anomaly and the indirect effect due to the change of potential caused by the 
condensation. 
This reduction method is commonly used in the classical solution of gravimetric 
geoid determination (Sideris and She, 1995; Omang and Forsberg, 2000; Li, 
1993; Bajracharya, 2003). 
The computation steps of Helmert anomalies are: 
• measuring the gravity (gp) at a point P of the Earth’s surface, 
• removing all the masses above the geoid. The attraction of the topographic 
masses above the geoid is computed at the point P and it is subtracted from the 
observed value (gp), 
• lowering the gravity station from P to Po on the geoid using the free-air 
reduction, 
• condensing all the masses on a layer on the geoid with density κ = ρH. The 
attraction of the condensed masses is computed at the point Po and added to the 
result computed in the preceding step, 
• subtracting normal gravity γ at corresponding point Qo on the reference 
ellipsoid. 
This method provides Helmert anomalies on the geoid by 
o oHelmert P T cond Q P Helmert Q FA Helmert
g g A A F g A F g Aγ δ γ δΔ = − + + − = − + − = Δ −   (3.78) 
where AT is the attraction of the all the topographic masses above the geoid and Acond 
is the attraction of the condensed masses at Po. 
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Figure 3.5 :   Helmert’s second method of condensation 
The direct topographical effect on gravity ΔgT (equation (3.79)), δA is the attraction 
change due to this reduction scheme and it is also equal to the classical terrain 
correction cP 
T Helmert T cond pg A A A cδΔ = = − = −   (3.79) 
Faye anomaly or Helmert’s gravity anomaly differs from the free-air gravity 
anomalies at the same point with the terrain correction. They reveal the boundary 
values in the Helmert/Stokes approach. 
oHelmert Faye p Q p FA p
g g g F c g cγΔ = Δ = + − + = Δ +   (3.80) 
A small correction δΔg, called the indirect effect on gravity, has to be considered 
before applying Stokes’s formula to transform gravity anomalies from geoid to co-
geoid δΔg according to Sideris and She (1995): 
22 pG Hg
R
π ρδΔ =   (3.81) 
The indirect effect of Helmert second method of condensation reduction on the 
geoid, in considering the first two terms (planar approximation) is: 
topography 
ρ 
H 
P 
Po 
Qo 
ellipsoid 
geoid 
Hκ ρ=  
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3 3
2
3 ...6
p
ind p
H HG GN H dxdy
σ
π ρ ρ
γ γ
−= − − +∫∫ ?   (3.82) 
where γ is the normal gravity and ?  is the planar distance between computation and 
running point. 
3.3.4 Evaluation of the Indirect Effect of Helmert’s Second Method of 
Condensation Reduction on the Geoid Using FFT 
The indirect effect due to Helmert’s second method of condensation can be 
computed up to the second term and in planar approximation with digital elevation 
heights in grid form using the following discrete formula: 
1 1 1 1
2 3 3
3 3
1 1
6 6
N NM My yx x
ind p p
x x y y x x y y
G G x y G x yN H H Hπ ρ ρ ργ γ γ= = = =
Δ Δ Δ Δ= − + −∑ ∑ ∑ ∑? ?   (3.83) 
where the second and third terms are 2D discrete convolutions and they can be 
applied with 2D FFT in the given grid mesh. 
The 2D FFT for evaluating discrete convolutions in equation (3.83) is: 
{ } { }2 3 1 1 33 31 116 6ind p pG G x y G x yN H H F F F F F F Hπ ρ ρ ργ γ γ− −Δ Δ ⎧ ⎫ Δ Δ ⎧⎧ ⎫ ⎧ ⎫= − + −⎨ ⎨ ⎬ ⎬ ⎨ ⎨ ⎬⎩ ⎭ ⎩ ⎭⎩ ⎭ ⎩? ?  
  (3.84) 
3.3.5 Residual Terrain Model (RTM) 
The high frequency information from the topography are taken into account in the 
RTM reduction method. With this technique, a mean elevation surface is chosen and 
the topography above this surface is removed first and then restored. 
The direct topographical effect on gravity ΔgT due to this reduction scheme is the 
attraction change δARTM : 
T T RTM RTMg A A AδΔ = − =   (3.85) 
( )
( ). 3 , ,ref
H
p
RTM
H p p p
H z
A G dxdydz
x x y y H zσ
δ −= − − −∫∫ ∫ ?   (3.86) 
 74
where H is the topographical height from the digital elevation model and Href is the 
height of the chosen reference surface. 
Also an approximate formula for attraction change can be used (Forsberg, 1984): 
( )2RTM ref PA G H H cδ π ρ≈ − −   (3.87) 
that actually is a Bouguer reduction and cp is terrain correction. The RTM gravity 
anomalies are expressed as: 
( )2RTM p RTM Q FA ref pg g A g G H H cδ γ π ρΔ = − − = Δ − − +   (3.88) 
where ΔgFA is the mean free-air gravity anomaly referring to the surface of the 
topography, and it is obtained by subtracting the normal gravity on the telluroid from 
the surface gravity value (see equations (3.89) and (3.90)): 
2
* *2
2
1 ...
2!oQ Q
H H
h h
γ γγ γ ∂ ∂= + + +∂ ∂   (3.89) 
where γQ is the normal gravity at point Q on the telluroid, H* is the normal height 
(see Figure 2.1). 
FA P Qg g γΔ = −   (3.90) 
The RTM reduction yields the quasigeoid 
RTMGM g ind
ζ ζ ζ ζΔ= + +   (3.91) 
where, ζ is the height anomaly, the residual height anomalies 
RTMg
ζ Δ  are computed 
using Stokes formula with the RTM gravity anomalies as input. 
indζ  is the RTM indirect effect on the height anomaly. It is the distance between the 
original telluroid and the changed telluroid after the RTM reduction is performed. It 
is expressed in planar approximation with 
( )
1
, ,
ref
H
ind
H p p p
G dxdydz
x x y y H zσ
ρζ γ= − − −∫∫ ∫ ?
( ) 1refG H H dxdyρ γ
∞ ∞
−∞ −∞
−= ∫ ∫ ?   (3.92) 
where, ?  is the planar distance. 
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Figure 3.6 :   RTM reduction scheme 
The quasigeoid is converted to geoid using the relation in equation (3.93) 
(Heiskanen and Moritz, 1967): 
BgN Hζ γ
Δ≈ +   (3.93) 
where γ  is the mean normal gravity, H is the orthometric height and ΔgB is the 
Bouguer anomaly. 
3.3.6 Airy-Heiskanen Isostatic Reduction Method 
The Airy-Heiskanen (AH) model is one of the isostatic gravity reduction schemes, 
which is based on the regularization of the Earth’s crust, according to the principle of 
isostacy (see Heiskanen and Moritz, 1967). Isostatic anomalies are computed by 
not only removing the topographical masses but also by restoring the effect of the 
compensation masses below the geoid. AH model is based on an assumption of a 
constant crust density and a non constant level of compensation, where the normal 
column of height (h = 0) has a thickness D. The mountains (where h > 0) form the 
roots of the depth t, and the higher the mountains are, the deeper the roots are. And 
anti-roots with a thickness t′ below the ocean are seen in the Figure (3.7). 
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Qo 
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Figure 3.7 :   Airy-Heiskanen isostatic reduction scheme 
The followed procedure to compute the Airy-Heiskanen topographic-isostatic 
anomalies is similar to previous ones: 
• measuring the gravity (gp) at a point P on the Earth’s surface, 
• computing the effect on gravity due to the complete removal of the topography 
above the geoid (equation (3.95)), 
• computing the effect on gravity due to the compensation of masses according to 
AH model (equation (3.96)), 
• computing the direct topographical effect on gravity for the AH reduction scheme 
(equation (3.97)), 
• bringing the gravity station down to the geoid surface with the free-air reduction, 
• computing the normal gravity of the reference ellipsoid at the corresponding 
point Qo on the reference ellipsoid. 
AH topographic isostatic anomalies are formulated as follows: 
( ) o oAH P T comp AH Q P Q AH FA AH
g g A A F g F A g Aγ γ δ δΔ = − + + − = + − − = Δ −   (3.94) 
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where AT is the gravitational attraction of the topographic masses and Acomp(AH) is the 
attraction of the compensated masses within the depth of the root. 
( )( )
( )30
, ,
, ,
H
P
T
P P P
x y z H z
A G dxdydz
x x y z H zσ
ρ −= − − −∫∫ ∫ ?   (3.95) 
( )
( )( )
( )3
, ,
, ,
P
P
D H
P
comp AH
P P PD t H
x y z H z
A G dxdydz
x x y z H zσ
ρ− −
− − −
Δ −= − − −∫∫ ∫ ?   (3.96) 
Thus the direct topographical effect on gravity due to the AH reduction scheme is 
equal to the gravity attraction change δAAH and it is evaluated at point P with: 
( )T AH T comp AHg A A AδΔ = = −   (3.97) 
3.3.7 Prat-Hayford Isostatic Reduction Method 
The Prat-Hayford (PH) reduction scheme is another topographic isostatic mass 
reduction technique, which assumes the topographic masses above the geoid are 
distributed between the level of compensation and the sea level in order to obtain 
isostatic equilibrium. As illustrated in Figure (3.8), if the ρ is the density of the crust 
of the column having height h = 0, the continental columns (h > 0) generate densities 
lower than ρ, while the densities below oceanic columns (h' < 0) generate higher than 
ρ. 
The procedure to compute Pratt-Hayford topographic isostatic anomalies is similar to 
other schemes: 
• measuring the gravity (gp) at point P on the Earth’s surface, 
• computing the effect on gravity due to the complete removal of the topography 
above the geoid (equation (3.95)), 
• computing the effect on gravity due to the compensation of masses according to 
AH model (equation (3.99)), 
• computing the direct topographical on gravity for the PH reduction scheme 
(equation (3.100)), 
• bringing the gravity station down to the geoid surface with the free-air reduction, 
and 
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• computing the normal gravity of the reference ellipsoid at the corresponding 
point Qo on the reference ellipsoid. 
The PH topographic isostatic anomalies are computed by: 
( ) o oPH P T comp PH Q P PH Q FA PH
g g A A F g A F g Aγ δ γ δΔ = − + + − = − + − = Δ −   (3.98) 
where Acomp(PH) represents the attraction of the compensated masses, 
( )
( ) ( )
( )3
, ,
, ,
P
P
H
P
comp PH
P P PD H
x y z H z
A G dxdydz
x x y z H zσ
ρ−
− −
Δ −= − − −∫∫ ∫ ?   (3.99) 
The direct topographical effect in the PH model δAPH can be regarded as the 
attraction change due to the topographical masses above the geoid and compensated 
masses below the geoid, which lie within the depth of compensation: 
( )PH T comp PHA A Aδ = −    (3.100) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8 :   Pratt-Hayford isostatic reduction scheme 
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3.3.8 Rudzki Inversion Method 
The Rudzki inversion method is the only gravimetric reduction scheme which does 
not change the equipotential surface and thus introduces zero indirect effect in geoid 
computation (Bajracharya, 2003; Bajracharya and Sideris, 2004). In other words, 
it is assumed that the potential of topographical masses above the geoid is equal to 
that of inverted topographical masses inside the geoid. This reduction is purely 
mathematical and has no associated geophysical meaning; however this is not as 
important in geoid determination as in geophysics. The inverted masses are also 
called mirrored masses here. 
In potential theory, a point Q' (Figure (3.9)) can be regarded as the inversion of a 
point Q on a sphere of radius R, if both points are on the same ray from the center of 
the sphere and if the radius of the sphere is the geometric mean of their distance r 
and r' from the center (Bajracharya, 2003). Hence the term inversion is used in 
Rudzki’s reduction method. Not only single points can be inverted (or mirrored) into 
the geoid using this inversion theory, but also all the topographical masses. 
 
 
 
 
 
 
 
 
 
Figure 3.9 :   Rudzki reduction scheme in spherical approximation. 
It is usual to apply the Rudzki inversion reduction in planar approximation; the 
sphere is replaced by a plane and the point Q' is the ordinary mirror image of Q. 
Figure (3.10) illustrates the geometry of the Rudzki method in planar approximation. 
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Figure 3.10 :   Rudzki reduction scheme in planar approximation. 
The computation steps of Rudzki anomalies are: 
• measuring the gravity (gp) at a point P of the Earth’s surface, 
• removing all the masses above the geoid. The attraction of the topographic 
masses above the geoid is computed at the point P and it is subtracted from the 
observed value (gp), 
• lowering the gravity station from P to Po on the geoid using the free-air 
reduction, 
• restoring the inverted masses, 
• subtracting normal gravity γ at corresponding point Qo on the reference 
ellipsoid. 
This method provides Rudzki anomalies on the geoid by: 
o oRudzki P T inv Q P Rudzki Q FA Rudzki
g g A A F g A F g Aγ δ γ δΔ = − + + − = − + − = Δ −    (3.101) 
where Ainv is the attraction of the inverted masses (at Po), with the density of the 
topographic masses being equal to the density of the inverted masses and the 
thickness of the inverted masses is equal to the height of the topography. 
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The direct topographical effect on gravity ΔgT required for this reduction scheme 
(equation (3.102)), is the attraction change δARudzki, which is equal to the classical 
terrain correction cp: 
.T Rudzki T inv Pg A A A cδΔ = = − = −    (3.102) 
where Ainv is 
( )( )
( )
0
. 3
, ,
, ,
P
inv
P P PH
x y z H z
A G dxdydz
x x y y H zσ
ρ
−
−= − − −∫∫ ∫ ?    (3.103) 
The indirect effect due to the Rudzki inversion method on the geoid is zero. 
Each gravity reduction method treats the topography in a different way. In theory, 
gravimetric solution for geoid determination using different mass reduction methods 
should give the same results, provided that the corresponding indirect effect is taken 
into account properly and consistently (Heiskanen and Moritz, 1967). In all the 
reduction methods it is critical to know the density of the masses between the geoid 
and the surface of the topography. However, generally, it is assumed there is a 
constant density ρ = 2.67 g/cm3 and this is used in practice. A second assumption is 
that the actual free-air gravity gradient is assumed to be equal to the normal free-air 
gravity gradient. The table given in Bajracharya (2003) summarizes the 
characteristics of each gravimetric reduction method (see Table (3.2)). 
Table 3.2:   Comparison of gravimetric reduction methods (Bajracharya, 2003). 
reduction scheme indirect effects character geophysical meaning 
Bouger Very large smooth yes 
Helmert (Faye) Very small rough no 
Residual Terrain 
Model 
Very small (Restored 
terrain effect) smooth no 
Airy Heiskanen Small (but larger than Helmert’s) smooth yes 
Pratt Hayford Small (but larger than Helmert’s) smooth yes 
Rudzki Zero rough no 
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3.4 Global Potential Models (GPMs) and Their Recent Developments 
The gravity field of the Earth can be represented outside the masses of the Earth by a 
set of spherical harmonic coefficients, C , S , called a global potential model (GPM) 
(as in equations (3.32) and (3.33)). In the remove-restore technique, the global 
potential models play an important role and provide long-wavelength structure of the 
gravity field (see Equation (3.31)). The maximum spatial resolution (half of the 
minimum wavelength) of the GPM (in km) at the Earth’s surface is deduced by 
dividing 19980 km by the maximum complete degree of the spherical harmonic 
expansion. Current GPMs can be divided among three primary classes; i-) satellite 
only GPMs, derived from the tracking of artificial Earth satellites; ii-) combined 
GPMs, derived from a combination of a satellite-only model, terrestrial gravimetry, 
satellite and/or shipborne altimetery in marine areas, and airborne gravimetry; iii-) 
tailored GPMs, derived from a refinement of existing (satellite or combined) GPMs 
using higher resolution gravity data. 
The dedicated satellite gravity field missions observe (either directly or indirectly) 
the Earth’s external gravitational gradients, and this is applied through two 
approaches; i-) satellite-to-satellite tracking (SST), ii-) gravity gradiometer 
instrument on board satellite. 
The new satellite gravity field missions CHAMP, GRACE and upcoming GOCE 
lead to significant improvements of our knowledge of the long- and medium- 
wavelength part of the Earth’s gravity field, and thereby of the geoid. They provide a 
homogenous and near-complete global coverage of gravity field information. 
CHAMP (CHAllenging Mini-satellite Payload) was launched on July 15, 2000 to 
determine, among the other Earth parameters, the static and time-varying 
components of the global gravity field (see CHAMP, 2004). It was placed in a near 
circular orbit at an inclination of ∼ 87° to the equatorial plane. In this satellite 
mission, the low-Earth orbiting (altitude ∼ 454 km) CHAMP satellite is tracked using 
the high-Earth orbiting (altitude ∼ 20200 km) GPS satellites. It allows determination 
of the near-global gravity field at a spatial resolution of ∼ 650 km. 
GRACE (Gravity Recovery And Climate Experiment) mission was launched in 
March 17, 2002 and consists of two identical CHAMP type satellites following one 
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other in nearly the same orbit (altitude ∼ 480 km). The low-satellite to low-satellite 
inter-tracking is measured using microwave links, coupled with high-satellite to low-
satellite GPS-based SST tracking of both satellites (see GRACE, 2004a; GRACE, 
2004b). The GRACE mission was planned to improve upon the CHAMP 
determination of the global gravity field at low frequencies and also to increase the 
spatial resolution. The improvement in the low frequencies is because of the 
redundancy offered by the use of two low-Earth orbiting satellites, coupled with 
high-low SST. It also allows time variations in the Earth’s gravity field to be mapped 
approximately every thirty days. 
The planned GOCE (Global Ocean Circulation Experiment) mission is primarily to 
determine the global gravity field (GOCE, 2006). This mission will use a low-Earth 
orbiting (altitude ∼ 260 km) satellite in an orbit at 96.5° inclination, together with 
high-satellite to low-satellite based tracking. The determination of stationary global 
gravity field at a spatial resolution of ∼ 100 km (though there will be data gaps at the 
poles) will be possible with this mission. 
In gravity field modelling using global potential models, the signal strength (i.e. the 
power spectral density PSD), is expressed in terms of degree variances 2?σ  (in 
equation (3.104) which is unitless) or in terms of their square roots (the root-mean-
square, RMS) value per degree (Schwintzer, 2005). 
2 22
2 0
L
m m
m
C Sσ
= =
⎡ ⎤= +⎢ ⎥⎣ ⎦∑ ∑
?
? ??
?
   (3.104) 
In equation (3.104), when the spherical harmonic coefficients, ,m mC S? ? , are replaced 
by their standard deviations (
mC?
σ , 
mS ?
σ ), the error degree amplitudes are computed. 
3.5 The Accuracy of Gravimetric Geoid Heights 
The accuracy of the derived geoid heights using the remove-restore method depends 
on the accuracy of the contributed components in the geoid height. Errors in the 
long-wavelength component are mainly introduced by the spherical harmonic 
coefficients (see also section (3.4)) and, using dense gravity data in the local area, do 
not help to minimize or eliminate those errors. Errors in the medium wavelength 
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components mainly occur because of the insufficiencies in density, coverage and 
accuracy of the local gravity data (Heck (1990) can be seen). Short wavelength 
errors may be caused because of the improperly modeled and sparse digital terrain 
data (Schwarz et al., 1987). Among those errors, the errors coming from GPMs can 
be considered to be greater, because the effects of other two errors are reported as 
rather small and also they can be minimized using more dense and quality gravity 
and terrain data and modeling the topographic effects properly (Yang, 1998). To 
control the errors of the gravimetric geoid heights in relative and absolute senses, 
GPS/levelling data are mostly used (i.e., Tziavos and Arabelos, 1990; Ollikanen, 
1997; Fotopoulos, 2003; Tocho, 2005). The above mentioned errors that affect 
gravimetrically derived geoid heights are summarized as follows: 
3.5.1 Errors from the Global Potential Model 
The global potential models introduce long-wavelength errors into a geoid model 
mainly because of the insufficient satellite tracking data, lack of terrestrial gravity 
data and systematic errors in satellite altimetry. The two main types of errors of 
spherical harmonic expansion can be categorized as omission and commission errors.  
− Omission errors occur from the truncation of the spherical harmonic series 
expansion. The error because of the neglected terms can be computed for the 
absolute geoid heights as follows (Jekeli, 1979; de Min, 1990; Fotopoulos 
2003): 
( )
max
2
2 2
12
o
RN Q cδ ψγ
∞
= +
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∑ ? ?? ?    (3.105) 
and the error for geoid height differences between two points separated by a distance 
ψ is given by 
( ) ( )( )
max
2
2 2
1
2 1 cos
2o
RN Q Pδ ψ σ ψγ
∞
= +
⎛ ⎞Δ = −⎜ ⎟⎝ ⎠ ∑ ? ? ?? ?    (3.106) 
where 
( ) ( ) ( )cos sin
o
Q S P d
π
ψ
ψ ψ ψ ψ ψ= ∫? ?    (3.107) 
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where max?  is the maximum degree of the potential model (non-truncated terms) and 
σ ?  denotes the degree variances in terms of gravity anomalies computed by 
(Heiskanen and Moritz, 1967): 
( ) ( ) ( )2 22
0
1 m m
m
GMg C S
R
σ
=
Δ = − +∑? ? ?? ?    (3.108) 
− The other major error type contributes to error budget of geoid model and is due 
to the noise in the coefficients; it is called a commission error. This can be 
computed as follows (de Min, 1990): 
( )max
2
2 2 2
22
o
RN Qδ ψ σγ =
⎛ ⎞Δ = ⎜ ⎟⎝ ⎠ ∑
?
? ?
?
   (3.109) 
As the maximum degree of the spherical harmonic expansion max?  increases, so does 
the commission error, while the omission error decreases. Therefore, it is important 
to have a balance between the various errors. In general, formal error models should 
include both omission and commission error types in order to provide a realistic 
measure of the accuracy of the geoid heights computed from global potential models 
(Fotopoulos, 2003). 
3.5.2 Errors from Local Gravity Data 
The errors from the residual geoid height component are mainly coming from the 
weak data coverage, insufficient density and low accuracy of the local gravity data. 
A formula for computing the effect of the errors in the mean gravity anomalies 
(assumed to be available on an N x M grid) on the computed geoid heights is given by 
She (1993) and as follows (Fotopoulos, 2003): 
( )( ) ( )
1 1
2
22 2
,cos4
N M
gN g
R S
ϕ λ
ϕ λ
ϕ ϕ λ λ
ϕ λσ ψ ϕ σπγΔ Δ= =
⎛ ⎞Δ Δ= ⎜ ⎟⎝ ⎠ ∑ ∑    (3.110) 
where it is assumed that the errors of the gravity anomaly data are uncorrelated and 
the associated a-priori variances, denoted by ( )
2
,g ϕ λσ Δ , are known. Δϕ, Δλ are grid 
spacing in latitude and longitude, respectively, N, M are the number of parallels and 
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meridians in the computation area, respectively. This formulation can be evaluated 
using FFT (She, 1993). 
Other than the distribution, density and accuracy of the Δg values, there are also 
some systematic errors which influence the quality of the gravity anomalies. Heck 
(1990) gives the major sources affecting terrestrial gravity anomalies which cause 
systematic and random errors in geoid heights as follows: 
i-) inconsistencies in the gravity datum(s) 
ii-) inconsistencies in the vertical datum(s) 
iii-) inconsistencies in the horizontal datum(s) 
iv-) inconsistencies in the types of height systems 
v-) approximation errors due to the use of a simplified free-air reduction formula 
Other influences besides the datum inconsistencies and types of height systems 
include approximation errors due to the use of simplified reduction formulas for 
computed free-air gravity anomalies (i.e., neglecting non-linear terms) and limited 
capsize in Stokes integration. The truncation error caused by the limited area of the 
integration of the terrestrial gravity anomalies to a spherical cap can be reduced by a 
suitable modification of Stokes kernel (Forsberg and Featherstone, 1998). 
3.5.3 Errors from the terrain data 
The short-wavelength errors in the geoid heights are introduced through the spacing 
and quality of the digital elevation model used in the computation of NH . Improper 
modelling of the terrain is especially significant in mountainous regions where 
terrain effects contribute significantly to the final geoid model in addition to errors 
due to the approximate values of the vertical gravity gradient (Forsberg, 1994; 
Sideris and Forsberg, 1991; Li, 1994a; Bajracharya, 2003). Improvements in 
geoid models according to the computation of Nind, is seen through the use of higher 
resolution and accurate digital elevation models (DEMs), especially in mountainous 
regions. 
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4. GPS/LEVELLING GEOID 
4.1 Definition and Methodology 
Determination of the orthometric heights with levelling technique is a simple but 
labor intensive and time consuming procedure. Contrary to levelling, GPS is a rapid, 
handy and all weather technique. In a relatively small area, the local geoid can be 
determined with high accuracy which is critical in the transformation of GPS-
ellipsoidal heights to orthometric heights using GPS/levelling data (see Chapter 2 for 
the definitions). 
From the GPS derived heights and leveled heights at the individual points, the geoid 
heights can be computed (equation (4.1)). The geoid heights at any other point can be 
interpolated based on the known GPS/levelling geoid heights at the neighboring 
benchmarks. The accuracy of the GPS/levelling geoid much depends on several 
factors, such as the accuracy of observations, the distribution and the number of the 
control points, interpolation method etc. GPS/levelling geoid heights can be either 
directly interpolated using any of the interpolation methods or used in the refining of 
the valid geoid model in the area (refined geoid model) as described in Chapter 2. 
The basic idea of GPS/levelling geoid is to interpolate the GPS/levelling data at new 
points. 
/ . .GPS lev GPS levN h H= −  (4.1) 
hGPS and Hlev. are GPS-ellipsoidal and levelling heights at a control point, 
respectively, NGPS/lev. is the GPS/levelling geoid height. The geoid height differences 
between two control points can also be employed: 
N h HΔ = Δ − Δ  (4.2) 
This method is used primarily to establish a local geoid in a small area. After the 
geoid heights (NGPS/lev.) at other points are obtained, the GPS-derived heights at these 
points can be transformed to the orthometric heights. The role of the interpolation 
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method is significant in GPS/levelling geoid as in the gravimetric modelling of the 
geoid. 
4.2 Interpolation Techniques 
The interpolation techniques can be organized into three groups: i-) point wise ii-) 
global and, iii-) piece wise techniques. The first type involves the interpolation of the 
values at a specific point from their neighboring points. The second include the 
fitting of a single three-dimensional surface in the form of polynomial determined 
using observed values. The techniques in the third group lie between the first and 
second groups. Due to the techniques in this group, the area to be modeled is divided 
into a series of pieces and separate functions which are then generated to form the 
surface of each piece (Watson, 1992). If the data is smooth, the interpolation 
techniques will produce similar results. 
The tested interpolation techniques with local GPS/levelling data are: 
4.2.1 Inverse Distance Weighting Interpolation 
Inverse distance weighting is a point wise (weighted average) interpolator. The 
power parameter controls how the weighting factors drop off as distance from the 
reference point increases. This is a fast and relatively simple mathematical algorithm 
(Watson, 1992; Erol and Çelik, 2006). 
The relations are: 
( )
' 1
1
1,
k
i i
i
ik n
ii
i
N P
N P
d eP
=
=
= =
+
∑
∑
 (4.3) 
where N′ is the geoid height at the new point to be computed, Ni geoid height at the 
ith reference point, Pi is the weight, id  is the distance between the computation point 
and the reference point, e is the constant, which can be used to avoid the problem of 
singularity. 
Generally, the only neighboring points of the computation point (within a certain 
distance) contribute while interpolating GPS/leveling geoid heights using the inverse 
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distance weighting method and k is the number of neighbor reference points in the 
equation (4.3). 
4.2.2 Multiple Regression Equations as Polynomials 
GPS/levelling geoid can also be modeled using the multiple regression equations in 
the form of polynomials in various orders in local areas; 
.GPS levh H A x v= − = −?  (4.4) 
v A x= − ?  (4.5) 
( ) ( ) ( ),1
0 0
M N mn
i i q
m n
A x xϕ ϕ λ λ
= =
= − −∑ ∑  (4.6) 
where A  is the design matrix, ϕ , λ  are the mean latitude and longitude of the 
GPS/levelling benchmarks, respectively, and represent the center of the network 
geometry, x array consists of the q unknown coefficients. The number of coefficients 
vary according to the order and degree of the polynomial and it is up to 
q = (N+1)x(M+1). Solving the unknown parameters of the polynomial is due to the 
simple form of least squares adjustment (LSA) and the unknown parameters are 
( ) ( )1T Tx A PA A P−= ?  (4.7) 
where P is the weight matrix. The selection process of the order of the polynomial is 
rather arbitrary and can be determined according to the results of the statistical tests. 
4.2.3 Spline Interpolation 
As another option, the spline interpolation approach can be employed in modelling 
GPS/levelling geoid. Spline interpolation uses piecewise continues polynomials, 
such as linear, cubic, quadratic etc., passing through each of the data points. The 
fundamental idea behind the spline interpolation is based on the tool used to draw 
smooth curves through a number of points. This spline consists of weights attached 
to a flat surface at the points to be connected. A flexible strip is then bent across each 
of these weights, resulting in a pleasingly smooth curve. The mathematical spline is 
similar in principle. The points, in this case, are numerical data. The weights are the 
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coefficients on the polynomials used to interpolate the data. These coefficients bend 
the line so that it passes through each of the data points without any erratic behavior 
or breaks in continuity. The essential idea is to fit a piecewise function of the form: 
( )
( )
( )
( )
1 1 2
2 2 3
1 1
...
n n n
f x if x x x
f x if x x x
F x
f x if x x x− −
⎧ ≤ ≤⎪ ≤ ≤⎪= ⎨⎪⎪ ≤ ≤⎩
 (4.8) 
where F(x) is the piecewise function composed of polynomials fi(x); for example in 
cubic spline interpolation, fi is a third degree polynomial defined by: 
( ) ( ) ( ) ( )3 2i i i i i i i if x a x x b x x c x x d= − + − + − +  (4.9) 
where i 0,1,... n 1= −  and , , ,a b c d  are the unknown coefficients. 
The piecewise function F(x) must interpolate all data points and must be continuous 
on the interval (x1, xn). 
Additionally, the first and second derivatives of the aforementioned n − 1 equations 
are fundamental and required to be continuous in order to make the interpolation 
smoother: 
( ) ( ) ( )2' 3 2i i i i i if x a x x b x x c= − + − +   (4.10) 
( ) ( )'' 6 2i i i if x a x x b= − +   (4.11) 
The above-mentioned is the one dimensional form of spline interpolation used to 
simplify the expressions. However, the two dimensional form of the expressions 
(surface interpolation) can be formulated as: 
( ) ( )
1
, ,
n
i i i
i
F x y Af x y
=
= ∑   (4.12) 
where F(x, y) is the spline surface and ( ),i i i if x y z∀ = , 1, 2...i n= , n is the number 
of the interpolation points, fi are the spline functions, A includes the coefficients 
found through the solution of a system of the linear equations. 
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Minimum Curveture Spline (MCS) interpolation as a special case of spline 
interpolation approach imposes two conditions (Hardy, 1971; Briggs, 1974; Mitáš 
and Mitášová, 1988): 
i-) the surface must pass exactly through the data points (spline character), 
ii-) the surface must have minimum curvature (minimization criteria) − the 
cumulative sum of the squares of the second derivative terms of the surface 
(taken over each point on the surface) must be a minimum, 
The general function of the MCS for the surface interpolation is 
( ) ( ) ( )
1
, ,
n
i
F x y T x y A R d
=
= + ∑   (4.13) 
where T(x,y) and R( d ) are the trend and generating functions depend on the 
coordinates of the interpolation point and the distance between the interpolation and 
reference points ( d ). 
There are two forms of MCS interpolation: the regularized and tension forms. The 
regularized form modifies the minimization criteria so that the third-derivative terms 
are incorporated into the minimization criteria. 
The tension option modifies the minimization criteria so that the first derivative 
terms are incorporated into the minimization criteria. 
In the regularized form, the trend and generating functions are 
( ), i i iT x y a b x c y= + +   (4.14) 
( ) 2 21 ln 1 ln
2 4 2 2o
d d d dR d c B cτπ τ τ π
⎧ ⎫⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + − + + +⎨ ⎬⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎩ ⎭
  (4.15) 
and in the tension form, they are 
( ), iT x y a=   (4.16) 
( ) ( )21 ln2 2 o
dR d c B dφ φπφ
⎡ ⎤⎛ ⎞= + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦   (4.17) 
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where Bo(⋅) is the modified Bessel function, c is a constant equal to 0.577215, 2τ  and 
2φ  are the parameters controlling the weight of the third derivative and first 
derivative terms in the minimization criteria, in the regularized and tension forms, 
respectively. In the regularized form, the weight argument (τ ) is suggested to be 
between 0 and 0.5 and its higher values lead to smoother surfaces (Mitáš and 
Mitášová, 1988). In the tension form, the weight of zero (φ ) results in the basic thin 
plate spline interpolation. Using a larger value of weight reduces the stiffness of the 
plate, and in the limit as the φ  approaches infinity, the surface approximates the 
shape of a membrane, or rubber sheets, passing through the points. 
4.2.4 Least Squares Collocation Method 
While the least squares collocation (LSC) method is applied in GPS/levelling geoid 
modelling, the residuals (in equation (4.4)) at GPS/levelling control stations are 
separated into two components; the signal s and the noise n. The method extracts the 
signal component and predicts them at the interpolation points. The LSC model is: 
Ax s n= + +?   (4.18) 
where s and n are the signal and the noise vectors, which are purely random 
quantities whose expectations are zero { } { }( )E s 0, E n 0= = . Considering the 
equation (4.4), it is convenient to substitute, 
v s n= +   (4.19) 
Figure (4.1) illustrates the basic idea of the collocation. In the figure, s and n are the 
signal and the noise at the reference point and s' is the signal at the interpolation 
point. The aim is to determine the dotted line (trend + s) by means of discrete 
observations (shown as x), which are further more affected by observational errors n. 
The curve to be interpolated consists of systematic part (trend), Ax, and a random 
part s, both of which are of importance. If the determination of the parameter "x" is 
considered as adjustment, the removal of noise as filtering, and the computation of 
"s' " at points other than the observation points as prediction, it may be said that LSC 
combines the adjustment, filtering and prediction (Moritz, 1973). 
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Figure 4.1 : Collocation and parameters (Demirel, 1977). 
Let us now assume that the problem is to estimate (predict) the signal at an arbitrary 
number of interpolation points. Denote by p the number of interpolation points, q is 
the number of observation points and m is the number of parameters which is the 
dimension of x vector in the meantime, the signal vector s′ will be the p-vector,  
' ' ''
1 2 ...
T
ps s s s⎡ ⎤= ⎣ ⎦   (4.20) 
and the v  is a q-vector: 
1 2 ...
T
qv v v v⎡ ⎤= ⎣ ⎦   (4.21) 
and if the equations (4.20) and (4.21) are combined, 
' ' ' '
1 2 1 2... ...
T T T
p qz s s s v v v s v⎡ ⎤ ⎡ ⎤= =⎣ ⎦ ⎣ ⎦   (4.22) 
z vector comprises all p + q random variables that input to the problem. The 
covariance matrix Q of this z-vector may be written as a block matrix, 
' ' '
'
s s s
zz
s
C C
C
C C
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
?
???
  (4.23) 
where, 
( ) { }' ' ' '' ' cov , Ts sC s s E s s= =   (4.24) 
is the covariance matrix of the signal s′, 
x 
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x 
x 
x x 
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( ) ( )( ){ } { }cov , T TC E Ax Ax E vv= = − − =?? ? ? ? ?   (4.25) 
is the covariance matrix of the residuals v and as known, 
{ }E Ax=?   ,   { } 0E v =   (4.26) 
v Ax= −?    (4.27) 
represents the observations “centered” by subtracting their mean value Ax, or the 
purely random part of the observations. 
( ) ( ){ } { }' ' '' cov ,= = − =? ? ? T TsC s E s Ax E s v   (4.28) 
( ) ( ){ } { }' ' '' cov ,= = − =? ? ? T TsC s E Ax s E v s   (4.29) 
where 'sC ? , 'sC?  are the cross-covariance matrices between the s and v, obviously 
' '
T
s s
C C=? ? . 
In this connection, it is convenient also to consider the covariance matrix of the 
noise, 
( ) { }cov , TnnC n n E n n= =   (4.30) 
and note that in practice 2nn oC Iσ=  where 2oσ  is the a-priori variance and I is a unit 
matrix. 
The covariance matrix of the vector s  
( ) { }cov , TssC s s E s s= =   (4.31) 
and to introduce the abbreviations, 
ssC C=    (4.32a) 
nnC D=    (4.32b) 
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C C=??    (4.32c) 
Thus C  is the covariance matrix of the observations, D is the covariance matrix of 
the measuring errors and C is the covariance matrix of the signal part of ? . 
If it is assumed that the signal and noise are uncorrelated with each other (this 
assumption is justified if the ?  is the result of a direct measurement, where the size 
of the signal s has no influence on the size of its measuring error n), then,  
( ) { }cov , 0TnsC n s E n s= = =    (4.33a) 
( ) { }cov , 0TsnC s n E s n= = =    (4.33b) 
Now recalling the equation (4.19) and so that 
= +?? ss nnC C C   (4.34) 
With the notations in equations (4.32 a, b, c) thus the equation (4.34) is, 
= +C C D   (4.35) 
so that the covariance matrix of ?  is obtained by simply adding the covariance 
matrices of its signal and noise parts. 
Under the same assumption (no correlation between signal and noise), further more; 
{ } ( ){ } { } { } { }' ' ' ' '' TT T T TsC E s v E s s n E s s E s n E s s= = + = + =?   (4.36) 
hence, together with equation (4.28) 
( )'' cov ,sC s s=?    (4.37a) 
( )'' cov ,sC s s=?    (4.37b) 
so that 'sC ?  and 'sC?  are pure signal covariances. 
Finally the parameters are determined with, 
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( ) 11 1−− −= ?T Tx A C A A C   (4.38) 
and the signals at interpolation points are (Moritz, 1973) 
( )' ' 1−= −? ?ss C C Ax   (4.39) 
In practice, the covariance and cross-covariance functions of the signals are 
determined empirically with the help of the covariance functions. The most common 
used covariance functions are mentioned in Table (4.1). 
Table 4.1 : Various covariance functions. 
name of the function expression 
Hirvonen ( ) ( )( )2oC d C / 1 d / k= +  
Moritz-Heitz ( ) 2 2k doC d C e−=  
Lauer ( ) koC d C d−=  
Gauss ( ) 2 2d / koC d C e−=  
Exponential ( ) d / koC d C e−=  
Natural ( ) ( ) 3/ 22 2oC d C 1 d / k −= +  
Markov2 ( ) ( ) / koC d C 1 d / k e−= + ?  
Markov3 ( ) ( )2 2 d / koC d C 1 d / k d / 3k e−= + +  
In table (4.1), Co is referred to the signal variance and the k is a coefficient which is 
determined empirically using the observations, d  is the distance between the points 
(Moritz, 1973; Demirel, 1977; Moritz, 1980). 
4.2.5 Kriging Method 
Kriging is a geostatistical approach to interpolate the data, based upon spatial 
variances and has proven useful and popular in many fields including geodesy. This 
is a considerably flexible method and similar to IDW whereby proximity and 
influence are assumed to be related, Kriging recognizes that the spatial variance is a 
function of the distance (Isaaks and Srivastava, 1989; Deutsch, 1992; Wilson, 
1996). It can be custom fit to a data set by specifying the appropriate variogram 
model. The variogram model mathematically specifies the spatial variability of the 
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data set. The weights of the reference points, which are applied to interpolation 
points during calculations, are direct functions of the variogram model. 
Considering regularly spaced points distance (d) apart (see Figure (4.2)), the 
semivariance is estimated for distances that are multiples of d: 
( ) ( ) ( ) ( )( )
( )
2
1
1
2
γ
=
= − +∑N d
i
d z x z x d
N d
  (4.40) 
where z(x) is the observation of a regionalized variable taken at location x, z(x+d) is 
another observation taken d intervals away, N(d) is the number of separating distance 
(number of point couples having d lag in between, or the number of d-lags). 
 
 
 
 
 
 
 
Figure 4.2 : Regularly spaced points for semivariance; N(d) = 12, N(2d)  = 6. 
In the irregularly spaced data, the difference from the omnidirectional variograms is 
that d is a vector rather than a scalar. In practice, it is difficult to find enough sample 
points which are separated by exactly the same lag vector. Thus the set of all possible 
lag vectors is usually partitioned into classes. Vectors that end in the same cell are 
grouped into one class. The number of directions may be different. Variogram is 
estimated using the same equation (4.40) as the omnidirectional one. The only 
difference is the points used in the equation are defined as the points located at the 
tail and the head of vector. Basically, the steps given below are followed in order to 
derive the variogram in case of irregularly spaced data: 
• to compute a variogram, we need to determine how variance increases with 
distance, 
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• it begins by dividing the range of distance into a set of discrete intervals, e.g., ten 
intervals between 0 and the maximum distance in the study area, 
• for every pair of the points, the distance and the squared difference in z values are 
computed, 
• each pair is assigned to one of the distance ranges, and total variance in each 
range is accumulated, 
• after every pair has been used, the average variance in each distance range is 
computed, and this value at the midpoint distance of each range is plotted (i.e., 
see Figures (4.3) and (4.4)), 
• a mathematical model is employed to approximate the variogram curve − such as 
the models in table (4.2) − (Figure (4.3)). 
Although the estimation of the variogram is not simple, there is no other technique 
better than this because it allows for an objective assessment of the variogram scale 
and anisotropy. In other words, the structural effects have been accounted for the 
surface may be modeled on the basis of variations as a function of distance (Yiğit, 
2003).  
 
 
 
 
 
 
 
Figure 4.3 : Empirical variogram. 
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Table 4.2 : Various variogram models. 
name of the model expression condition 
Gaussian ( ) ( )2 2/1 d aod K K eγ −⎛ ⎞= + −⎜ ⎟⎝ ⎠  none 
Exponential ( ) ( )( )/1 d aod K K eγ −= + −  none 
Spherical 
( ) ( ) ( )3 33 2 2o d dd K K a aγ ⎡ ⎤= + −⎢ ⎥⎣ ⎦  
 ( ) od K Kγ = +  
 
0 d a≤ ≤  
 
d a>  
Linear ( ) od K K dγ = +  none 
Logarithmic ( ) ( )logod K K dγ = +  0d >  
In Table (4.2), Ko is the random noise (or residual error) effect (nugget effect) and 
corresponds to the semivariance value at d = 0. The nugget is the intersection point 
of the variogram curve and the vertical axis (see Figure (4.4)). A non-zero nugget 
indicates the repeated measurements at the same point yield different values. 
K is the first order effect (related to structural components) of the variogram, which 
is defined as a constant trend; a is the horizontal distance at which the variogram 
reaches its upper limit (asymptote) and is called range. The data after this distance 
are assumed to be non-correlated. d is the horizontal distance between the sample 
data. The point (Ko + K) where the variogram shows the upper limit (the asymptote) 
is called the sill (Figure (4.4)). 
Once the variogram has been derived and modeled, it is used to estimate the 
(distance dependent) weights for interpolation. Kriging uses the weighted linear 
combinations of a number of neighboring data to model the spatial variation within a 
local area bounded by the input sample points (Isaaks and Srivastava, 1989).  
1
ˆ
=
= ∑np i i
i
z W z   (4.41) 
where the interpolation point is expressed as P, pzˆ  is the estimator (which is an 
unbiased linear estimator) at point P, zi is the observed value at the reference point, n 
is the number of the points contributed, and Wi is the weight of the data point having 
zi. 
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Figure 4.4 : Variogram models. 
For a better understanding the conditions in the approach, let us consider the 
following situation: 
• 1pzˆ z=  that is all weights, except W1, equal to zeros, 
• this estimated value ( pzˆ ) will most likely differ from the actual value at P ( Pz ) 
so that the difference is the estimation error ( 1p p p pzˆ z z zε = − = − ) and its 
variance is ( )22 1p pz zσ = −  in the form of the semivariance at a distance d1p (γ1p). 
• however, if it is assumed the n known values z1, z2 . . . zn to estimate the unknown  
value at P, pzˆ , the corresponding weights W1, W2 … Wn, are to be determined. 
Once individual weights are known, estimation can be made by equation (4.41) 
such that 
1
1
=
=∑n i
i
W . 
• The Kriging method tries to choose the optimal weights that produce the 
minimum estimation error which means the estimation variance should be 
minimized; 
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( )2 ˆ
0
σ∂ − =∂
p p
i
z z
W
  ,   ( )2 ˆ minσ − =P Pz z   (4.42) 
• according to this, the weights are determined in the solution of the system in 
equation (4.43), 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 11 2 12 1 1
1 21 2 22 2 2
1 1 2 2
1 2
...
...
.................
...
... 1
γ γ γ λ γ
γ γ γ λ γ
γ γ γ λ γ
+ + + + =
+ + + + =
+ + + + =
+ + + =
n n p
n n p
n n n nn np
n
W d W d W d d
W d W d W d d
W d W d W d d
W W W
  (4.43) 
the same expression in the matrices form, 
( ) ( ) ( )1 , 1 1,1 1,1γ γ+ + + += on n n nW   (4.44) 
where γ  is a matrix which includes the variogram values (semivariances) for all 
possible reference point couples, the matrix of oγ  includes the variogram values for 
reference and interpolation point couples, W is the weight matrix to be estimated. 
• the equations system includes one condition equation to constrain the sum of the 
weight to one (see the last equation in (4.43)), thus this provides ″n+1″ equations 
versus n unknowns. However, to rectify it one more unknown, λ, in the form of 
Lagrange multiplier, is introduced to the system and the number of unknowns is 
increased ″n+1″. 
• thus, the unknown weight matrix W, 
1γ γ−= oW   (4.45) 
• and the estimation variance is, 
2σ γ= T oW   (4.46) 
After determining the weights, the value at any interpolation point is derived using 
equation (4.43). Since there are several crucial assumptions that must be made about 
the statistical nature of the variation during the process, the results from this 
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technique cannot be absolute. Many variants of Kriging approach exist; in the 
ordinary (punctual) kriging it is assumed that the regionalized variable being mapped 
is statistically stationary and free of any systematic trend, while universal kriging 
accounts for a structural component (drift), namely, a constant trend over the surface.  
4.3 Surface Approximation with Wavelet Neural Network 
The new notion of wavelet network based on the wavelet transform theory can 
provide an alternative solution to GPS/levelling geoid modelling, in addition to 
classical interpolation approaches. The wavelet network (WaveNet) is a special 
neural network supported by the wavelet theory. It is a feed-forward back-
propagation neural network, but differs from the classical feed-forward nets by its 
special network structure which uses Wavelet Functions as neurons. The advantage 
of introducing wavelets into neural networks is the possibility of designing neural 
nets with the support of wavelet theory (WaveNets). 
The Artificial Neural Network (ANN) is a heuristic algorithm that can learn from 
experience via samples and is applied to recognize new data. The inspiration for the 
development of this method was started about sixty years ago by the biological 
neural system (Haykin, 1999). The architecture of the ANN model includes an input 
layer, one or more hidden layers, and an output layer. The single hidden layer 
networks have the following form: 
,( ) ( )
⎛ ⎞= = +⎜ ⎟⎝ ⎠∑ i j i jy f x f W x b   (4.47) 
where xi are the inputs, Wi are the weights, b is the bias, f is the transfer (activation) 
function, y is the output. 
 
 
 
 
Figure 4.5 : Architecture of single artificial neuron with multiple input and a bias. 
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The basic element of an ANN is the artificial neuron (node) and each of them 
receives a sum through an activation function (f ) providing the output value of the 
node (see Figure 4.5), which in turn forms one of the inputs to a processing node in 
the next layer of the ANN. While activation functions are used to decrease the 
number of iterations, they introduce nonlinearity into the network and thus they 
increase the functionality of the network. As one of the generally used activation 
function in ANN, the sigmoid is: 
1( )
1 β−
= + xf x e   (4.48) 
where β is the parameter that determines the slope of the function. 
ANN processing nodes make up a set of fully interconnected layers, except that there 
are no interconnections between nodes within the same layer in the standard feed-
forward back-propagation ANN algorithm (Kavzaoğlu and Saka, 2005; Stopar et 
al., 2006). 
The wavelet transform technique has been used in many areas since the 1930s and is 
quite new in geodetic applications including geoid modelling (e.g., Rao and Pappu, 
1993; Zhang, 1992; Percival and Walden, 2002; Hung et al., 2003; Gerstner et 
al., 2003; Keller, 2004; Grebenitcharsky, 2004; Soltanpour et al., 2006; 
Elhabiby, 2006; Erol et al., 2006). Wavelet theory states that the functions of L2 
space can be represented by their projections onto the space linearly spanned by a 
family of wavelet functions (Mallat, 1999; Debnath, 2003). Wavelet transforms 
involve representing a general function in terms of simple, fixed building blocks at 
different scales and shifting (see Figure (4.6)). A wavelet family associated with the 
mother wavelet ( )ψ x  is generated by two operations: dilation (scaling) d and 
translation (shifting) t. 
The wavelet transform is expressed by: 
( ) 1/ 2, ψ− −⎛ ⎞Ψ = ⎜ ⎟⎝ ⎠d t
x tx d
d
  (4.49) 
where both d and t are real numbers and d must be positive. 
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Using the mother wavelet function ( )xψ , the continuous wavelet transform of a 
signal q(x) is defined as: 
( ) ( )1/ 2, x tw d t d q x dx
d
ψ
+∞
−
−∞
−⎛ ⎞= ⎜ ⎟⎝ ⎠∫   (4.50) 
where ( )ψ ⋅  is the complex conjugate of ( )ψ ⋅ . 
The signal q(x) then can be reconstructed by an inverse continuous wavelet transform 
as follows: 
( ) ( ) 21 1, x tq x w d t dd dtC d dψ ψ
+∞ +∞
−∞ −∞
⎛ − ⎞⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∫ ∫   (4.51) 
where Cψ is the admissibility constant. 
 
 
 
 
 
 
Figure 4.6 : The Mexican-hat wavelet basis functions, space-frequency tiles and 
coverage of the space-frequency plane. 
The neural networks are capable of learning highly complex non-linear input-output 
mappings. This characteristic of neural networks enables them to be used in 
nonlinear system modelling and prediction applications. The wavelet decomposition, 
on the other hand provides a method of examining a signal at multiple scales. 
Wavelet Neural Network (WNN), which logically connects an ANN with wavelet 
decomposition, and is based on a novel neural network structure (equation (4.54)), 
and involves the wavelet transform (Zhang and Benveniste, 1992; Zhang, 1993; 
Hung et al., 2003). As a matter of fact, equation (4.54) refers to a single hidden layer 
feed-forward network, which is a particular case of network represented by the 
equation (4.47). Here, the hidden wavelet neuron is dilated and translated wavelet 
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function, different from neurons in ANN where only one type of activation function 
(i.e., a sigmoid), is chosen and used. For example, the Mexican-hat wavelet function 
with different translation and dilation values (Figure (4.6), and Figure (4.7)) as is: 
( ) ( ) 22 21ψ −= − xx x e   (4.52) 
thus, the activation function of the ith wavelet node has become: 
( )
( ) 2
2
1/ 2 2
, 1
⎛ ⎞−⎜ ⎟⎜ ⎟⎝ ⎠−− ⎛ ⎞⎛ ⎞−⎜ ⎟Ψ = − ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
i
i
i i
x t
d
i
d t i
i
x tx d e
d
  (4.53) 
 
 
 
 
 
 
 
 
Figure 4.7 : The Mexican-hat function with different dilation and translation values. 
The wavelet neural network structure is 
( ) 1/ 2
1
N
i
i i
i i
x tf x W d
d
ψ−
=
⎛ ⎞−= ⎜ ⎟⎝ ⎠∑   (4.54) 
Sometimes, the function to be approximated is partially linear. Some additional terms 
are introduced to the network specified by equation (4.54) to capture the linear 
characteristics of nonlinear problems. This modification yields 
( ) 1/ 2
1
N
Ti
i i
i i
x ty f x W d a x b
d
ψ−
=
⎛ ⎞−= = + +⎜ ⎟⎝ ⎠∑   (4.55) 
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where a is called the direct connection (combination) parameter and b is bias 
parameter. 
The wavelet network structure has two layers organized as in Figure (4.8). In the 
figure, the combination of translation (ti), dilation (di) and wavelet (Ψ ), all lying on 
the same line, is called a wavelon (wavelet neuron). 
 
 
 
 
 
 
 
Figure 4.8 : Approximation of Wavelet neural network structure. The combination 
of translation (t), dilation (d) and wavelet (Ψ ), lying on the same line is a wavelon. 
In WNN, the wavelets are considered to be a family of parameterized nonlinear 
functions which can be used for nonlinear regression. Their parameters are estimated 
through a training procedure. In general, the adopted training algorithm is similar to 
the one in a back-propagation procedure. In the training procedure of WNN a 
stochastic gradient type algorithm is employed to adjust the network parameters. The 
vector collecting all the parameters of the network (t, d, W, a, b) is denoted by θ . 
The training algorithm should minimize the following criterion: 
( ) [ ]{ }21 ˆ2C E y yθ = −   (4.56) 
This stochastic gradient algorithm recursively minimizes the given criterion using 
input/output observations. Thus, this algorithm modifies the vector θ  after each 
measurement (xk, yk) in the opposite direction of the gradient (Zhang and 
Benveniste, 1992). 
( ) ( ) 21, ,
2 θ
θ = −⎡ ⎤⎣ ⎦k k k kc x y f x y   (4.57) 
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In Figure (4.9), the flowchart explaining the steps of training of the WNN by the 
stochastic gradient algorithm can be seen. 
 
 
 
 
 
 
 
 
 
 
Figure 4.9 : Training in WNN by the stochastic gradient algorithm, γ : training rate. 
4.4 Low-pass Filtering the GPS/Levelling Data for the Direct Assessment of 
Global Potential Models 
Although the GPS/levelling data is proposed for use in modelling local geoids or 
fitting and improving the gravimetric geoid models, it can be used and provides 
independent control in the assessment of Global Potential Models by comparing the 
derived geoid heights at the discrete benchmarks. As a result of this, geoid heights 
derived from GPS/levelling should be decomposed using an appropriate technique 
(e.g. the fifth level Discrete Meyer Wavelet Transform (DMWT) is employed in the 
numerical tests of this thesis. The graph of Meyer wavelet function can be seen in 
Figure (4.10)) and its low-frequency content is used to assess the geoid heights 
derived from global potential model. 
At its most basic level, the filtering process in wavelet analysis looks like the 
illustration in Figure (4.11). The original signal q passes through two complementary 
filters and emerges as two signals; approximation and details. The approximation and 
the details are the high-scale (low-frequency) and the low-scale (high-frequency) 
 Initialize θ 
(by Least Squares Adjustment) 
Observe (xk, yk) 
Compute  
grad C(θk-1, xk, yk) 
Modify parameters  
θk =θk-1 - γ.grad C(θk-1, xk, yk) 
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components of the signal, respectively. Although two-dimensional wavelet is applied 
in the filtering process of the GPS/levelling data, the one-dimensional form of the 
wavelet equations are given between the equations (4.58) and (4.61) in order to 
simplify its explanation, since the two-dimensional form is nothing but their 
implementation in two directions. For more information and expressions of two-
dimensional wavelet transform, Mallat (1998) and Elhabiby (2007) can be referred 
to. 
In the Discrete Wavelet Transform (DWT), the one-dimensional signal q is 
expressed by the wavelet base functions. The fundamental relations of DWT are: 
( ) ( ) ( ), ,,mn m n m n
n
d q x q x x= = ∑ψ ψ   (4.58) 
( ) ( )2 2n
n Z
x g x n
∈
= −∑ψ ϕ   (4.59) 
( ) ( ),md n m n
m Z n Z
q x d x
∈ ∈
= ∑ ∑ ψ   (4.60) 
where mnd  are detailing coefficients, ψm,n is the wavelet function generated from the 
original mother wavelet function ( )2L∈ ℜψ , gn are the high-pass filter coefficients 
(see Figure (4.11)), m and n are the scale (level) of decomposition and the shifting 
(translation) integers, respectively, qd is the detailing part of the signal. 
The approximation coefficients mnc  are: 
( ) ( ) ( ), ,,mn m n m n
n
c q x q x x= = ∑ϕ ϕ   (4.61) 
( ) ( )2 2n
n Z
x h x n
∈
= −∑ϕ ϕ   (4.62) 
( ) ( ),mc n m n
m Z n Z
q x c x
∈ ∈
= ∑ ∑ ϕ   (4.63) 
where, ϕm,n represents the scaling function and hn is the low-pass filter coefficients 
(see Figure (4.11)). Finally, qc is the approximation part of the signal. 
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Figure 4.10 : Meyer Wavelet function. 
 
 
 
 
 
 
 
 
Figure 4.11 : Low and high pass wavelet filtering process at its most basic level 
(Elhabiby, 2007). 
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5. NUMERICAL TESTS 
The numerical tests that aim to contribute to the applications, where vertical control 
is required in Turkey, are explained in two separate parts (in Chapters 5 and 6) 
(Figure (5.1)). In the first part (in Chapter 5), first, the performances of the regional 
geoid models available in Turkey were assessed using GPS/levelling data as an 
independent control. With this aim, the National Turkey Geoids (TG99A and TG03), 
and the European Gravimetric Geoid (EGG97) were employed and compared to each 
other in local test areas (step A in Figure (5.1)). Based on the obtained accuracies, a 
conclusion was drawn concerning whether the models themselves are appropriate to 
be used in Turkey for vertical control in GPS applications. 
Since the statistical results from step A did not satisfy the requirements of the 
practical geodetic applications, each regional model was fitted to the national vertical 
datum by combining it with GPS/levelling heights; see step B in Figure (5.1). To find 
an optimal model for combining heights (equations (2.18) and (2.19)), bivariate 
parametric models were tested and the most appropriate one was chosen after 
considering the results of the statistical tests. Since each height data set has its own 
error budget, the variance component estimation approach was applied to take into 
account their accuracies in a combined model. In the test network where the 
distribution and density of the GPS/levelling benchmarks is less appropriate for 
determination of a surface model the least squares adjustment of the GPS-Geoid 
height differences was made in order to calculate the orthometric heights of new GPS 
points ( Δ = Δ − ΔH h N )and the results were compared with the fitting surface 
models. 
In step C, local GPS/levelling geoid models were determined and tested. The aim of 
this case study is to investigate the performances of different interpolation algorithms 
considering the density and distribution of the benchmarks. The local GPS/levelling 
geoids provide quick, practical and precise solutions to vertical control problems in 
GPS applications; however, the accuracies of these models are highly dependent on 
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the applied modelling technique in addition to the density and quality of 
GPS/levelling data. A considerable disadvantage is that GPS/levelling geoid 
solutions can be used only in a limited (local) area and do not allow extrapolation. 
Using different interpolation approaches and test networks (in various 
configurations) local GPS/levelling geoids were compared in order to suggest an 
optimal local geoid solution. 
All the results from the first part of the numerical tests (includes the steps A, B 
and C) were analyzed to draw a conclusion among the valid geoid solutions 
(including local GPS/levelling geoids) in Turkey. While doing this, the accuracies of 
the solutions were discussed and the accuracy criteria for height determination given 
by the national regulation for map and spatial data production were considered 
(LSMSDPR, 2005). 
 # the performance of available 
regional geoid models are 
assessed using GPS/levelling 
data in local areas 
# the Section (5.2.1.) includes the 
results of the assessments 
# hGPS, Hlev. and Nmodel are 
combined to derive a model for 
transformation of GPS-heights 
• using parametric models 
• via re-adjusting the height 
differences (ΔH=Δh-ΔN) 
# VCE techniques is also used in 
combination of heights 
# the new gravimetric geoid 
models are computed by FFT 
tech. using the data from recent 
data acquisition techniques     
(in Chapter 6) 
# for a best fitting global potential 
model, recent GPMs from 
GRACE and CHAMP missions 
are evaluated in Section (6.2.1.)
# topographic effects are 
calculated using high resolution 
refined SRTM data 
# the new computed models are 
combined with GPS/levelling 
heights and tested for 
transformation 
Local GPS/levelling geoid models 
are determined using interpolation 
techniques in Section (5.2.5.) 
new Gravimetric 
Geoid Models 
TG99A, TG03 
EGG97 
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EGG97 
GPS/levelling 
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Testing regional geoids 
Combining the Heights 
 
 
 
Figure 5.1 : Step by step the numerical tests. 
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In the second part of the case studies (in Chapter 6), recent data acquisition 
techniques (global potential models from the gravity field satellite missions, high 
resolution digital elevation model from the Shuttle Radar Topography Mission and 
GTOPO30) were investigated to determine how they contribute to the improvement 
of the high resolution regional geoid model for Turkey (steps D and E in Figure 
(5.1)). In this investigation, different GPMs from the above-mentioned missions were 
tested and compared to decide a “best fitting” GPM in the region, since it provides 
the long-wavelength information of the regional gravimetric geoid in the Remove 
Restore algorithm. A better fitting GPM reduces the long-wavelength errors and thus 
the accuracy of the gravimetric geoid increases. The tests were done in two steps; 
first, the GPMs were directly assessed using low-pass filtered GPS/levelling data in 
local test areas, and then the regional geoid models were computed by the Remove-
Restore technique (see section 3.2) using each GPM, separately, and the results were 
compared at the GPS/levelling benchmarks (step D in Figure (5.1)). In the 
computation of gravimetric geoids, the Shuttle Radar Topography Mission (SRTM) 
data was used to consider the topographical effects. The quality of the SRTM data in 
and around Turkey was supplied from the various published and presented 
investigation results (Kiamehr and Sjöberg, 2005; Kiamehr, 2006; Krynski et al., 
2006; Yıldız et al., 2006; Tocho et al., 2006). 
In the final step of the numerical tests (step E in Figure (5.1)), the gravimetric 
models, which have been computed in step D, were fitted to regional vertical datum 
with corrector surface models using GPS/levelling data and tested at independent test 
benchmarks. The final gravimetric geoid models were also compared with the TG03 
model in local test areas. According to the results of the comparisons, the suggestions 
were made for an improved future regional geoid model of Turkey. 
5.1 Data Description 
The regional geoid models were tested and local GPS/levelling geoid models were 
computed in five local GPS/levelling test networks (Istanbul-1999 and 2005, 
Sakarya-2002, Çankırı-2005 and Izmir-2001). The used data and characteristics of 
the local test areas are described in the following. 
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5.1.1 The GPS/levelling data 
Figure (5.2) shows the locations of the test areas. 
 
Figure 5.2 : a-) 197 GPS/levelling benchmarks used in computation of national 
geoids TG99A and TG03 (Ayhan et al. 2002, TNGC 2003), b-) Antalya tide-gauge 
(36°53' N, 30°42' E) is the origin of vertical datum (TUDKA datum) in Turkey and, 
c-) the numerical test areas. 
5.1.1.1 İstanbul 1999 and 2005 GPS/levelling Networks 
İstanbul is one of the four local test areas in this study and is located in the North 
West of Turkey (between 40°30' N – 41°30' N latitudes, 27°30' E – 30°00' E 
longitudes, see figure (5.2)). The elevations vary between 0 and 600 m. There are 
two sets of GPS/levelling data in İstanbul test area; the first group of data belongs to 
the GPS triangulation densification network project which was done in 1999. 
Because of the deformations which occurred at the network points by the 
earthquakes in Marmara (August 17, 1999) and Düzce (November 12, 1999), the 
observations were renewed and a new network (İstanbul GPS Triangulation Network 
2005, IGNA2005) was established between 2005 and 2006. The renewed network 
also includes the benchmarks of the Istanbul GPS Triangulation Network 1999 
(IGNA1999). 
The measurement and processing strategies used to compute both sets of data (year 
of 1999 and 2005) are similar and satisfy the criteria given in LSMSDPR (2005), 
i.e., the GPS observations were done using dual frequency GPS receivers, the 
duration of observations is at least 2 hours for the C1 type network points (for the 
baselines 20 km in length) and is between 45 and 60 minutes for the C2 type network 
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points (for the baselines 5 km in length), the recording interval is 15 seconds or less. 
The coordinates of IGNA1999 are in ITRF94 and of IGNA2005 are in ITRF96 
(Ayan et al., 1999; Ayan et al., 2006). 
The levelling measurements were done simultaneously during the GPS campaigns of 
both IGNA projects in 1999 and 2005 and the orthometric heights of GPS 
benchmarks in Turkey National Vertical Control Network 1999 (TUDKA99) datum 
were derived. TUDKA was established with the levelling and gravity measurements 
processed in two periods (carried out between 1936–1970 and 1970–1990), and 
depends on Antalya tide-gauge station (Ayhan and Demir, 1993; Demirkol, 1999). 
The densities of the GPS/levelling benchmarks are “1 benchmark per 32 km2” in 
İGNA1999 and “1 benchmark per 20 km2” in İGNA2005. The distribution of the 
benchmarks is partly good however it is evident there are sparse areas over the 
network in IGNA1999. On the other hand, their distribution is homogeneous over 
İGNA2005. The GPS/levelling networks are in Figures (5.3) and (5.4) on the 
topographic relief. GTOPO30 digital terrain data is used to create the relief. In the 
following sections, İstanbul GPS/levelling networks 1999 and 2005 will be referred 
to as İstanbul-1999 and İstanbul-2005. 
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Figure 5.3 : İstanbul-1999 GPS/levelling network. 
28 28.2 28.4 28.6 28.8 29 29.2 29.4 29.6 29.8 30
40.8
41
41.2
41.4
BLACK SEA
MARMARA SEA
 
Figure 5.4 : İstanbul-2005 GPS/levelling network. 
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5.1.1.2 Sakarya 2002 GPS/levelling Network 
Sakarya is another local test area of the study. The location of the Sakarya test area is 
in the East of Marmara sea and includes İzmit Gulf (between 40°30' N – 41°30' N 
latitudes, 28°30' E – 31°00' E longitudes). The GPS/levelling network, which is 
called Sakarya-2002 in the following, has overlap with the İstanbul-1999 and 
İstanbul-2005 networks. The topography is quite rough and the elevations are 
between 0 m and 2458 m on land. The GPS/levelling data belongs to the network 
which was established during the Geodetic Infrastructure Project of the Marmara 
Earthquake Region Land Information System (MERLIS) in 2002 (Çelik et al., 
2002). The GPS observations and their processing strategy satisfy the rules in the 
corresponding chapters of LSMSDPR (2005) and thus the accuracies for the 2D 
coordinates is ±1.5 cm and the ellipsoidal heights is ±3.0 cm after the adjustment of 
GPS coordinates. During the GPS campaign of the MERLIS project, precise 
levelling measurements were done simultaneously. The relative accuracy of 
orthometric heights is given as 0.2 ppm by Çelik et al. (2002). The GPS coordinates 
are described in ITRF96 while the orthometric heights are in TUDKA datum. 
The distribution of the GPS/levelling benchmarks is homogenous but sparse. There is 
1 benchmark per 165 km2 on the area. For the description of the GPS/levelling data 
and Sakarya-2002 network, Table (5.1) can be seen. Figure (5.5) shows the network 
and the topography of the area. 
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Figure 5.5 : Sakarya-2002 GPS/levelling network. 
5.1.1.3 Çankırı 2005 GPS/levelling Network 
Çankırı test area is located in the North of Turkey (40°00' N – 42°00' N latitudes, 
32°30' E – 34°00' E longitudes, see figure (5.2)). Different than the other test 
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networks, the GPS/levelling data was provided by an engineering project for the 
application of a pipeline in 2005 (Özlüdemir, 2005). The geometry of the network is 
strip wise along the North-South (Figure (5.6)). 
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Figure 5.6 : Çankırı-2005 GPS/levelling network. 
The area is mountainous and the heights are between 41 m and 2496 m. Because of 
the topographical conditions, performing the levelling measurements was quite 
difficult. The orthometric heights are required for the survey of the route of the 
pipeline, which will carry the gas to its destination. When the mountainous 
topography is considered, having a precise geoid model in the area for the 
transformation of the GPS-ellipsoidal heights has become more important in practice. 
There are 33 GPS/levelling benchmarks in the Çankırı-2005 network. Their 
distribution is non-homogenous and extremely sparse. When the area in kilometers 
squared is considered, the density is 1 benchmark per 153 km2. The GPS 
observations were done using dual frequency GPS receivers. The durations of the 
observation were approximately 45 minutes and each benchmark was observed in 
one session. The orthometric heights of the benchmarks were derived in TUDKA99 
by geometric levelling. The accuracies of GPS coordinates are given as ±1.5 cm in 
two dimension and ±3.0 cm in height after the adjustment of the GPS network. The 
accuracy of the levelling derived heights is ±2.5 cm (see Table (5.1)). 
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5.1.1.4 İzmir 2001 GPS/levelling Network 
İzmir is the fourth test area in the study and is near the Aegean sea in the West of 
Turkey (between 38°00' N – 38°36' N latitudes, 26°30' E – 27°30' E longitudes). The 
GPS/levelling network was established in the frame of the İzmir Geodetic Reference 
System (İzJRS-2001) Project in 2001 (Ayan et al., 2001). In the network, there are 
310 GPS/levelling benchmarks and 1 benchmark per 8 km2. 
The topography rises regularly from the sea to the hills (see Figure (5.7)) and the 
maximum elevation is 1400 m. The geometric levelling method was applied to derive 
the orthometric heights. Their accuracy is reported as ±2.5 cm after the adjustment of 
levelling network (Ayan et al., 2001). 
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Figure 5.7 : İzmir-2001 GPS/levelling network. 
İzmir is the smallest test area (56 x 45 km2) and has a dense GPS/levelling network 
(1 benchmark per 8 km2). The points are homogenously distributed. During the GPS 
observations, data processing, and the procurement of the levelling measurements, 
the regulation for the large scale map production and a special regulation prepared by 
Istanbul Technical University, Geodesy Division was followed (Ayan et al. 2001). 
These regulations describe the session numbers and durations of observations, GPS 
data processing strategies and accuracy criteria that the spatial information should 
satisfy for the geodetic works. 
All the four local networks are in the metropolitan areas except Çankırı-2005. The 
GPS/levelling benchmarks were established in order to characterize the 
topographical changes as seen in figures (5.3) through (5.7). The specifications of the 
test areas, GPS-levelling data and the networks are summarized in Table (5.1). 
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Table 5.1 : Description of the local GPS/levelling networks. 
  Description İstanbul (1999) İstanbul (2005) Sakarya (2002) Çankırı (2005) İzmir (2001) 
Area, km2 75 x 200 110 x 220 100 x 180 98 x 216 56 x 45 
 number of GPS/levelling BMs* 450 (-7) 1206 (-23) 109 (-10) 33 (-2) 310 (-9) 
 density, BM per km2 1 / 32 1 / 20 1 / 165 1 / 153 1 / 8 
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Elevation between, m 1 − 585 1 − 608 1 − 2458 41 −  2496 1 − 1400 
 GPS receiver type dual frequency dual frequency dual frequency dual frequency dual frequency 
 number of sessions & duration 2 & 30 min 2 & 30 min 2 & 45 min 1 & 45 min 2 & 45 min 
 coordinate datum ITRF94 ITRF96 ITRF96 ITRF96 ITRF96 
 2D coordinate accuracy, cm ±1.0 ±1.5 ±1.5 ±1.5 ±1.8 
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h–accuracy, cm ±2.0 ±2.5 ±3.0 ±3.0 ±2.5 
levelling method geometric geometric precise geometric geometric 
 H–accuracy, cm ±2.0 ±2.5 0.2 ppm ±2.5 ±2.6 
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e
v
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l
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i
n
g
 
vertical datum** TUDKA TUDKA99 TUDKA99 TUDKA99 TUDKA99 
network geometry good good good poor good 
 density of BMs mixed dense mixed sparse dense 
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distribution of BMs non-homogenous homogenous homogenous non-homogenous homogenous 
        * BM : Benchmark, ** TUDKA99 : Turkish National Control Network 1999 with Helmert Orthometric Heights. 
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5.1.2 Regional Geoid Models available in Turkey 
In 2000, one of the recent national Turkey Geoids, TG99A was released by the 
General Command of Mapping (Figure (5.8)). Turkey Geoid TG99A is computed by 
refining the Turkey gravimetric geoid TG91 using 197 GPS/levelling benchmarks, 
which are seen in Figure (5.2). For these GPS/levelling benchmarks, the accuracy of 
the ellipsoidal heights is ±2 cm and ±6 cm for the orthometric heights (Yıldırım, 
2000; Ayhan et al., 2002). The datum of GPS coordinates are ITRF96 and the 
orthometric heights are in TUDKA99 datum. The long wavelength part of this hybrid 
model is represented with a tailored geopotential model (GPM-T1) based on GPM2 
(Wenzel, 1985; Wenzel, 1994). The dense terrestrial gravity data of Turkey (with 
3−5 km density and in the Potsdam gravity datum) and a terrain-based elevation 
model (450mx450m resolution) were employed for the short wavelength 
contributions in the model. Ayhan et al. (2002) reports the accuracy estimates of 
TG99A (in absolute sense) to be 12 cm in the central territories and 25 cm along the 
coastlines and boundaries of the country. 
An updated version of the Turkey regional geoid model was computed using all 
available terrestrial and marine gravity data, DTM and GPS/levelling data, including 
EGM96 global geopotential model for long wavelengths; this was released by the 
General Command of Mapping in 2003 (Figure (5.9)). The absolute accuracy of 
TG03 is given to be 8.8 cm in the national report of Turkish National Union of 
Geodesy and Geophysics (TNGC, 2003; Kılıçoğlu et al., 2004). 
In 1997, a new geoid/quasi-geoid for the entire Europe EGG97 was released (Figure 
(5.10)) (Torge and Denker, 1998; IGeS, 2000; EGG97, 1998). In the computation 
of EGG97, land gravity data with 10 km and higher resolution, shipborne and 
altimetrically derived marine gravity data and topographic data from different 
sources have been used. EGM96 model was used to provide long wavelength gravity 
field information in the model. The accuracy estimate of the EGG97 ranges from 1−5 
cm over 10 to a few 100 km distances, and 5−20 cm over a few 1000 km distances, 
respectively, for the areas with a good coverage and high quality of the terrestrial 
data in Torge and Denker (1998). Although Turkey does not have good coverage in 
terms of terrestrial data which contributed to the EGG97 model, the numerical tests 
in this study includes also EGG97 to clarify its performance in Turkey. 
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All three regional geoid models cover the whole country, however the TG99A model 
is valid only for Sakarya in the database of this study; therefore, it was tested only in 
this area. The geoid data is in the grid form and its status and the resolutions (in the 
used database) are seen in Table (5.2). 
 
Figure 5.8 : Turkey Geoid 1999A (TG99A) (Ayhan et al., 2002). 
 
Figure 5.9 : Turkey Geoid 2003 (TG03) (TNGC, 2003). 
 
Figure 5.10 : European Gravimetric Geoid 1997 (EGG97) (EGG97, 1998). 
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Table 5.2 : Available regional geoid models (•) in the database of the thesis. 
Regional Geoids İstanbul Sakarya Çankırı İzmir 
TG99A,  3′x3′  •   
TG03,     3′x3′ • • • • 
EGG97  10′x15′ • • • • 
5.2 Data Analysis 
In the numerical tests of this chapter, first, the performances of the regional geoid 
models were tested against GPS/levelling; second, they were fitted to the national 
vertical datum in local test areas using GPS/levelling data; third, local GPS/levelling 
geoids were computed. The accuracies derived from each solution in the test areas 
were compared and suggestions were made for the accurate transformation of GPS-
derived heights to regional vertical datum. 
5.2.1 Assessment of Regional Geoid Models: TG99A, TG03 and EGG97 
The differences of geoid heights from GPS/levelling and from the geoid model 
(dN = h – H – Nmodel) at the co-located benchmarks (in equation (2.18)) provide 
discrete geometric control for the validation of regional geoid models (Featherstone, 
2001). Although this control is restricted by disturbances like errors in the GPS and 
levelling data (see Section 2.2.6), datum inconsistencies between height systems, 
theoretical assumptions (e.g. Figure (2.2)), these are ignored in the validation of the 
geoid models here. As the result of aforementioned inconsistencies, the residual 
geoid height is nonzero (dN ≠ 0); however, dealing with these errors in the 
transformation of heights is considered in the later tests (in Section 5.2.2). 
Before the validation of the models, the outliers were detected using a 3RMS test 
(Section 2.2.8) and eliminated from the GPS/levelling data. In the result of outlier 
detection, 7, 23, 10, 2 and 9 benchmarks were removed from the İstanbul-1999, 
İstanbul-2005, Sakarya-2002, Çankırı-2005 and İzmir-2001 GPS/levelling networks, 
respectively (see Table (D.1) for the list of the benchmarks that removed as outliers). 
In the assessment of the geoid models using GPS/levelling data, the geoid heights at 
the benchmarks were derived from the grid nodes of the geoid model data using 
inverse distance weighting interpolation (Section 4.2.1). In the IDW interpolation, 
only the neighboring grid nodes (in the distance of 5 km) of the benchmark 
contributed to the computation. The absolute and relative accuracies of the models 
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were assessed in İstanbul (1999 and 2005), Sakarya-2002, Çankırı-2005 and İzmir-
2001 test networks (Section 2.7). The basic statistics of the residual geoid heights are 
in the Tables (5.3) and (5.4). 
Table 5.3 : Statistics of geoid height residuals (NGPS/lev. – Nmodel) in test areas (cm). 
test area model min max mean std. dev. 
TG03 -21.7 28.5 5.1 8.2 İstanbul-1999 
(443 points) EGG97 -109.2 318.0 128.5 105.1 
TG03 -32.5 29.9 -0.3 10.7 İstanbul-2005 
(1183) EGG97 -82.5 297.1 91.3 93.9 
TG99A -69.2 35.6 -22.6 22.0 
TG03 -53.5 31.8 -6.5 16.8 Sakarya-2002 (99 points) 
EGG97 61.1 295.3 204.7 57.1 
TG03 -10.2 60.4 19.3 17.8 Çankırı-2005 
(31 points) EGG97 -21.3 208.7 81.6 60.3 
TG03 -9.3 33.3 5.4 7.1 İzmir-2001 
(301 points) EGG97 15.8 112.5 56.8 15.2 
From the statistics in table (5.3), TG99A, TG03 and EGG97 models have different 
performances in local test areas. When the results are compared in terms of standard 
deviations of the geoid height residuals, it is seen that: 
• In Sakarya-2002; TG03 model provides 29% better accuracy than TG99A, 
• The TG03 and EGG97 models have the best performance in İzmir-2001, among 
the all local test networks, 
• The TG03 model may be directly used for the transformation of the GPS-derived 
heights to local orthometric heights in the İzmir area, 
• The EGG97 model does not fit as well as the TG03 (and the TG99A) in any of 
the test networks, because of the errors and anticipated datum inconsistencies, 
• The standard deviations of the geoid height residuals vary between 7.1 cm and 
17.8 cm, for the TG03 and between 25.8 cm and 106.3 cm for the EGG97 model, 
• The shift between each of the geoid model surfaces and GPS/levelling surfaces 
exists, however, for the TG03 model, it’s smaller (between 0 cm and 19 cm) than 
the EGG97 (-91 cm and 204 cm). 
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Table 5.4 : Relative accuracies of regional geoids in test areas (in ppm). 
test area l (km) TG99A TG03 EGG97 
İstanbul-1999 78 – 0.94 3.44 
İstanbul-2005 53 – 0.89 2.24 
Sakarya-2002 104 2.34 1.79 4.29 
Çankırı-2005 125 – 4.42 5.47 
İzmir-2001 72 – 1.48 1.47 
* The relative accuracies were calculated using the benchmarks on the selected North−South profiles 
(baselines). The average length of the profiles is 80 km. 
The relative accuracies of the models are in Table 5.4. These are derived using the 
selected benchmarks along the North-South profiles in the test areas (Section 2.7). 
The length of the selected baseline in each area is seen in the table. 
Considering the results from the assessment of the regional geoid models, it is seen 
that, overall, TG03 is the best available model. However, they still need to be 
improved and fitted to the regional vertical datum to contribute to the vertical control 
in geodetic applications. According to this preliminary outcome, the following 
approaches for fitting the regional geoid models to the used vertical datum (by 
GPS/levelling data) are investigated and discussed. 
5.2.2 Optimal Combination of the Heights 
The discrepancies between the geoid and the regional vertical datum do not allow 
accurate determination of the height values in geodetic applications. Dealing with the 
discrepancies but especially the part caused by the systematic errors and datum 
inconsistencies, the fitting surfaces (which are also called corrector surfaces) 
determined according to combination of the heights from GPS, levelling and geoid 
models provide efficient solution (see Section 2.4). 
In this section, an optimal model for fitting the regional geoids TG03 and EGG97 to 
the local vertical datum, separately, in the test areas was investigated (see Section 
2.4). For this purpose, an appropriate model was determined considering the statistics 
from the performance assessments of the candidate parametric models. For optimal 
combination of the heights, bivariate orthogonal polynomials (in the form of 
equation (2.21)) up to the fourth degree, similarity-based transformation models 
(equations (2.22) and (2.24)) were tested in the best fitting model assessment 
procedure. 
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The testing procedure for an optimal surface fitting model was followed in each local 
network and the conclusions are summarized in table (5.10). However, a more 
detailed explanation of the applied tests is given for the İstanbul-1999 data. 
In the İstanbul-1999 test network (figure (5.3)), the average value of the geoid height 
residuals between GPS/levelling and TG03 model is 5.1 cm, ranging from a 
minimum of -21.7 cm to a maximum of 28.5 cm with an overall RMS of 8.2 cm. The 
fitting surface model assessment procedure is applied as summarized in section 2.5 
and table (5.5) summarizes the statistics referring to the internal and external 
precisions of each model, as described in sections 2.5.1 and 2.5.2, respectively. As it 
is seen in the table and Figure (5.11), as the number of terms in the model increases, 
the RMS of fit decreases (improves). From these statistics, the 4th order polynomial 
model having fifteen parameters seems to provide the lowest RMS value of 4.7 cm, 
improving the original RMS with no fit by approximately 43%. 
For further testing the fitting capabilities of the parametric models, the coefficients of 
determination and the adjusted coefficients of determination were derived (see 
Section 2.5.3). Figure (5.12) compares the computed coefficients. 
Table 5.5 : Statistics of the residuals (
03TGdN
ν ) after fitting in the İstanbul-1999 
network (in cm) 
model statistic* min max mean std. dev. RMS 
internal -23.6 23.7 0.0 7.9 7.9 
1st order 
external -23.9 23.8 0.0 8.0 8.0 
internal -24.9 19.0 0.0 7.0 7.0 
2nd order 
external -25.5 19.3 0.0 7.1 7.1 
internal -16.5 24.4 0.0 5.5 5.5 3rd order 
external -16.7 34.0 0.1 5.8 5.8 
internal -22.1 12.8 0.0 4.7 4.7 
Po
ly
no
m
ia
ls 
4th order 
external -24.9 51.5 0.1 5.5 5.5 
internal -22.6 22.6 0.0 7.7 7.7 4-
parameter external -22.8 22.9 0.0 7.8 7.8 
internal -22.9 20.6 0.0 7.0 7.0 
Si
m
ila
ri
ty
-
ba
se
d 
5-
parameter external -23.1 20.9 0.0 7.1 7.1 
* The statistics of the residuals at the points used in the determination of the model (internal) and 
statistics obtained through cross–validation (external). 
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Figure 5.11 : Fitting statistics (RMS values) of TG03 using various parametric 
models for the İstanbul-1999 network. 
In the assessment of the goodness of the fit for the models using the coefficients of 
the determinations, 2R  varies between 0.09 to 0.68 ( 2Rα  between 0.08 to 0.67) and 
the fourth order bivariate polynomial having the highest measure seemed to be the 
best fitting model for combining the TG03 geoid and GPS/levelling in the İstanbul-
1999 area. 
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Figure 5.12 : The coefficients of determination and the adjusted coefficients of the 
parametric models for fitting the TG03 in the İstanbul-1999 network. 
Another test includes the assessment the numerical stability of the models. This was 
done using the condition numbers corresponding to each parametric model in the 
İstanbul-1999 test network (see Section 2.5.4). Table (5.6) summarizes the results of 
the numerical stability assessment for the applied models. According to the condition 
numbers in the table, the most stable model is the first order polynomial having the 
lowest order with the fewer unknown parameters among the models and the higher 
order models such as third and fourth order polynomials tend to be less stable and 
less accurate when they are used to determine the values at independent points. 
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Table 5.6 : The condition numbers of the parametric models used for 
fitting the TG03 in the İstanbul-1999. 
Model condition number 
1st order polynomial 6.40 x 10 
4-parameter 1.76 x 1010 
5-parameter 2.35 x 1011 
2nd order polynomial 5.96 x 103 
3rd order polynomial 3.71 x 105 
4th order polynomial 2.69 x 107 
Based on the collective results from the selecting procedure, the third order bivariate 
polynomial having ten parameters was determined as appropriate for fitting the TG03 
model to the GPS/levelling surface in the İstanbul-1999 test network. Although the 
fourth order polynomial seems more accurate than the third order polynomial, 
according to RMS value after fitting (internal statistics in table (5.5)), the cross-
validation test, done at the independent control benchmarks, shows that there is only 
a slight difference between their RMS values. According to the condition numbers, 
the numerical stability of the third order polynomial is better than the fourth order 
polynomial. The most stable model is the first order polynomial, but its RMS value 
in the empirical test and the cross-validation test is too high. According to the 
coefficients of the determination, among the applied models the third order 
polynomial is in the second rank in terms of its capability to fit. Due to these 
considerations the use of this model is suggested. 
The experience of the selection process shows that only the statistics from the 
classical empirical and cross-validation tests at the benchmarks are generally not 
sufficient to determine the optimal model for combining the height data; comparing 
their fitting capabilities and numerical strength also provides valuable input to the 
decision and is necessary. The summary of the selection criteria used here can be 
seen in Figure (5.15). 
In the last step of the assessments, the significance of the parameters of the selected 
model was tested using the F-test with backward-elimination approach (see Section 
2.5.5) and the final form of the fitting surface model was determined after removing 
the insignificant parameters (equations (5.1a) and (5.1b), table (5.7)). The 
orthometric height in the regional vertical datum, ver.dat.H , at a benchmark, whose 
GPS coordinates are valid, can be derived by: 
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. . 03= − −ver dat GPS TGH h N dN   (5.1a) 
and the correction component dN is: 
( ) ( )00 10 11ϕ ϕ λ λ= + − + −i idN A A A   (5.1b) 
( ) ( )( ) ( )2220 21 22ϕ ϕ ϕ ϕ λ λ λ λ+ − + − − + −i i i iA A A  
( ) ( ) ( ) ( )( ) ( )2 33 230 31 32 33ϕ ϕ ϕ ϕ λ λ ϕ ϕ λ λ λ λ+ − + − − + − − + −i i i i i iA A A A  
where the coefficients of the parametric model Aij are in table (5.7). 
Table 5.7 : Coefficients of the third order polynomial for fitting the TG03 geoid in 
the İstanbul local test area. 
A00 0.026 A20 * A30 -6.079 
A10 -0.321 A21 0.411 A31 -5.603 
A11 -0.212 A22 0.276 A32 * 
    A33 0.594 
* this parameter is insignificant and was removed. 
A selecting procedure to determine the best parametric model was also conducted in 
order to fit the EGG97 geoid to the same GPS/levelling data in the İstanbul area. The 
average value of the geoid height residuals between GPS/levelling and the EGG97 
model is 128.5 cm, ranging from a minimum of -109.2 cm and a maximum of 318.0 
cm, with an overall RMS of 105.1 cm. Table (5.8) consists of the statistics from the 
empirical comparisons after fitting with various models. 
Table 5.8 : Statistics of residuals (
97EGGdN
ν ) after fitting in the İstanbul-1999 network 
(in cm) 
model statistic min max mean std. dev. RMS 
internal -68.6 53.6 0.0 24.5 24.5 
1st order 
external -53.7 69.1 0.0 24.7 24.7 
internal -55.4 52.5 0.0 21.5 21.5 
2nd order 
external -61.3 53.0 0.0 21.8 21.8 
internal -47.5 57.2 0.0 20.9 20.9 
3rd order 
external -48.0 57.8 0.0 21.4 21.4 
internal -48.7 56.1 0.0 20.4 20.4 
Po
ly
no
m
ia
ls 
4th order 
external -49.4 158.4 0.2 22.4 22.4 
internal -54.4 68.5 0.0 24.6 24.6 4-
parameter external -69.1 54.8 0.0 24.8 24.8 
internal -65.7 65.1 0.0 23.3 23.3 
Si
m
ila
ri
ty
-
ba
se
d 
5-
parameter external -72.4 65.7 0.0 23.6 23.6 
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The RMS of the misclosures for the classical empirical and cross-validation tests is 
depicted in Figure (5.13). These statistics indicate the internal and external precision 
of each model according to GPS/levelling benchmarks. From these results, the 
second and third order polynomial models seem to provide the lowest RMS value of 
21 cm and they improve the original RMS with no fit by approximately 80%. 
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Figure 5.13 : Fitting statistics (RMS values) of the EGG97 using various parametric 
models for the İstanbul-1999 network. 
The corresponding measures of goodness of fit, 2R  and 2Rα , graphed in 
Figure (5.14) indicates that the capability of the second, third and fourth order 
polynomials for fitting the data are better, and in terms of this criterion, the 
difference is slight among these three models. 
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Figure 5.14 : The coefficients of determination and the adjusted coefficients of the 
parametric models for fitting the EGG97 in the İstanbul-1999 network. 
Since the data and the set of applied parametric models are the same as the previous 
test done for fitting TG03, the condition numbers do not change when fitting the 
EGG97 geoid using the İstanbul-1999 data and are as given in table (5.6). 
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With the results of the parametric model assessments procedure, the second order 
polynomial having six parameters is chosen as the best for fitting the EGG97 geoid 
to the local vertical datum, using the İstanbul-1999 data in the İstanbul area. 
The parametric model dN is: 
( ) ( )00 10 11ϕ ϕ λ λ= + − + −i idN A A A   (5.1c) 
( ) ( )( ) ( )2220 21 22ϕ ϕ ϕ ϕ λ λ λ λ+ − + − − + −i i i iA A A  
where the coefficients of the parametric model Aij (after the parameter significance 
test) are in table (5.9). 
Table 5.9 : Coefficients of the second order polynomial for fitting the EGG97 geoid 
in the İstanbul local test area. 
A00 1.333 A20 -7.192 
A10 0.369 A21 -3.007 
A11 2.298 A22 * 
* this parameter is insignificant and was removed. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.15 : Summary of the performance assessments of the surface models for 
fitting TG03 and EGG97 geoids in test areas. 
Similar selection processes (with the same parametric model set) to determine an 
appropriate fitting model were applied in İstanbul-2005, Sakarya-2002, Çankırı-2005 
and İzmir-2001 networks, as well. The determined parametric models and the results 
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of their accuracy tests are in table (5.10). Some of these best fitting surface models 
were exemplified in figures (A.1) and (A.2). 
Table 5.10 : The best fitting surface model in test areas and internal and external 
(obtained through cross-validation) statistics of the residuals (
GPS/lev. model(N  - N )
ν ) (in cm). 
test area/ geoid 
best fitting model statistic min max mean std. dev. 
internal -16.5 24.4 0.0 5.5 İstanbul-1999 
TG03 
3rd order polynomial external -16.7 34.0 0.1 5.8 
internal -55.4 52.5 0.0 21.5 İstanbul-1999 
EGG97 
2nd order polynomial external -61.3 53.0 0.0 21.8 
internal -19.2 16.4 0.0 5.9 İstanbul-2005 
TG03 
3rd order polynomial external -19.6 17.4 0.0 6.0 
internal -55.7 53.5 0.0 17.3 İstanbul-2005 
EGG97 
2nd order polynomial external -57.5 55.2 0.0 17.4 
internal -38.8 50.2 0.0 16.5 Sakarya–2002 
TG99A 
3rd order polynomial external -41.0 53.3 0.0 18.4 
internal -35.3 42.2 0.0 15.6 Sakarya–2002 
TG03 
2nd order polynomial external -37.2 44.1 0.0 16.5 
internal -67.0 54.8 0.0 20.8 Sakarya–2002 
EGG97 
4th order polynomial external -74.1 67.3 0.0 25.3 
internal -25.4 43.3 0.0 17.6 Çankırı–2005 
TG03 
1st order polynomial external -45.4 28.5 0.0 19.2 
internal -65.5 85.7 0.0 37.0 Çankırı–2005 
EGG97 
1st order polynomial external -96.4 70.5 0.0 40.9 
internal -18.0 18.5 0.0 5.3 Izmir–2001 
TG03 
3th order polynomial external -18.7 19.0 0.0 5.6 
internal -27.2 19.0 0.0 7.7 Izmir–2001 
EGG97 
2nd order polynomial external -28.7 20.7 0.0 7.9 
5.2.3 Least Squares Adjustments of the Relative Height Differences 
Other than the fitting surface models, the regional geoid models were combined and 
thus refined with GPS/levelling data using Least Squares Adjustment (LSA) of 
relative height differences. The principles upon where this approach was based on 
are mentioned in Section 2.6. The tests were applied in Sakarya-2002 (using the 
TG99A and EGG97 geoid models, separately) and Çankırı-2005 (using TG03 and 
EGG97 geoid models, separately) test networks and the statistics were compared. 
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In LSA of the height differences, benchmarks of the network were separated into two 
groups for the purpose of modelling (reference BMs) and testing (test BMs). The 
baselines (not all possible but simulated baselines) between the reference and test 
benchmarks were established. Table (5.11) gives the numbers of reference and test 
benchmarks, and the baselines. 
  Table 5.11 : The number of test points and baselines in LSA approach. 
number of Sakarya Çankırı 
reference BMs 88 21 
test BMs 11 9 
Baselines 437 58 
The statistics of the residual geoid height differences at the test benchmarks are in 
table (5.12). Considering the statistics, the LSA adjustment of the relative height 
differences approach seems to work better than the fitting surface model in Çankırı-
2005 (using the LSA approach instead of the fitting-surface model in Çankırı-2005 
provided 22% and 61% improvements in RMS values while refining the TG03 and 
EGG97 geoids, respectively). However, it is the opposite case for the Sakarya-2002 
network. Here the fitting surface model provided 8% and 19% better performance 
than LSA approach, in terms of RMS values, while refining the TG99A and EGG97 
geoid models. 
Table 5.12 : The statistics of the geoid height difference residuals at the test points 
after LSA of the relative height differences approach (in cm). 
area geoid Min max mean std. dev. 
TG99A -42.5 27.4 3.0 19.7 
Sakarya 
EGG97 -56.6 32.3 -11.6 29.1 
TG03 -28.7 23.1 0.0 15.0 
Çankırı 
EGG97 -19.0 31.5 2.7 15.7 
5.2.3.1 Estimation of Variance Components and LSA of the Height Differences 
Another test was done using the Variance Component Estimation technique using the 
TG03 geoid model and the Çankırı-2005 network (see Section 2.8.2). In this part of 
the test, the variable accuracies of each height data were considered instead of 
assuming their accuracies were equal. As mentioned in sections 2.2.3, 2.2.6 and 
2.2.7, there are many sources which affect each height data, separately; therefore it’s 
natural that they have different accuracies. However, in most cases, this reality is 
ignored because of a lack of stochastic information for the data.  
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Figure 5.16a : The residuals of the geoid heights (h-H-NTG03) before the 
improvement in Çankırı-2005. 
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Figure 5.16b : The residuals of the geoid heights between GPS/levelling and the 
improved TG03 geoid ( )03TGˆh H N− −  (using LSA of geoid height differences with 
estimated variances from IMINQUE technique) in Çankırı-2005. 
50 cm 
Black Sea 
10 cm 
Black Sea 
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Figure (5.16-a) depicts the residuals of heights from GPS/levelling and TG03 geoid 
model (h-H-NTG03) before any improvement in Çankırı-2005. In this step, the TG03 
geoid model was refined using GPS/levelling data with the LSA of the relative height 
differences approach in Çankırı. However, the stochastic information of height data 
was considered while combing the heights the in LSA algorithm. The reference 
benchmarks, test benchmarks and baselines were the same as the previous test in 
Section 5.2.3 (Table (5.11)). For estimating the variances of the height data, iterative 
MINQUE approach was applied. The formulas and theory of IMINQUE are 
explained in Section 2.8.3. 
In the combination of the relative heights with the LSA approach, the geoid height 
differences between the reference and test benchmarks, 03Δ TGijN  and / .Δ GPS levijN  were 
employed, as mentioned above. For the estimation of variance components, the 
cofactor matrices were assumed as 
03 03 03
1 2−
Δ Δ Δ= =TG TG TGN N NQ P m  for the differences of 
geoid heights derived from TG03 regional model, and 
/ . / . / .
1 2−
Δ Δ Δ= =GPS lev GPS lev GPS levN N NQ P m  
for the differences of geoid heights derived from GPS/levelling. The a-priori 
variances of the geoid heights were estimated at the end of the iterative process as 
summarized in Figure (2.6). The iteration process of the IMINQUE algorithm is 
depicted in Figure (5.17). The residuals of the geoid heights between GPS/levelling 
and the improved TG03 geoid (using the estimated variances in LSA) are mapped in 
Figure (5.16b). Table (5.13) summarizes the statistics of these residuals. 
1 2 3 4 5 6 7 8 9 10
0.98
0.985
0.99
0.995
1
1.005
1.01
Number of Iterations
A
po
st
er
io
ri 
V
ar
ia
nc
es
 
Figure 5.17 : Iteration results of VCE (using IMINQUE algorithm) in the Çankırı–
2005 area. 
mo2 for ΔNTG03 
mo2 for ΔNGPS/lev. 
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Table 5.13 : Statistics of residuals of the geoid heights ( )03ˆTGh H N− −  (LSA with 
MINQUE) (in cm). 
Area Geoid min max mean std. dev. 
Çankırı refined TG03 -11.3 9.0 0.0 4.9 
When the Figures (5.16-a) and (5.16-b) are compared, the improvement of the TG03 
regional model in the Çankırı area can be seen. Although the statistics in table (5.13) 
reflect the internal precision of the refined TG03 geoid model in Çankırı, the result 
seems to be satisfactory. VCE techniques can also be applied to determine the 
corrector (fitting) surface model in combining the heights, and it is clear that they 
provide rigorous results (i.e., Fotopoulos, 2003; Oudman, 2006). However, the 
content of this thesis does not include the corrector surface determination using 
estimated variance components. 
5.3 Testing Local Precise GPS/Levelling Geoids in Transformation of Heights 
In small areas with dense and homogenously distributed GPS/levelling data, the local 
part of the geoid can be modeled simply using GPS coordinates and levelling 
heights. The theoretical background related to the commonly used methods in 
determination of local GPS/levelling geoids is given in Chapter 4. Under this section, 
the introduced methods are applied using the data in local test areas and their 
performances are compared to find an appropriate modelling approach for an 
accurate local geoid model. 
The outliers in the GPS/levelling data were removed using 3RMS criterion 
(mentioned in Section 2.2.8) in the beginning of the processes. The data statistics 
after removing the outliers are in table (5.14). Thereafter the local geoid models were 
computed using the data in the İstanbul-2005 and İzmir-2001 networks.  
Table 5.14 : Statistics of the geoid heights (NGPS/lev.) after outlier detection (in m). 
model points min max mean std. dev. 
İstanbul-1999 443 pts 35.8 38.2 37.0 0.4 
İstanbul-2005 1183 pts. 35.3 38.1 37.0 0.5 
Sakarya-2002 99 pts 34.6 37.7 36.5 0.8 
Çankırı-2005 33 pts 34.5 37.0 35.7 0.9 
Izmir-2001 301 pts. 37.6 38.7 38.1 0.2 
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5.3.1 İstanbul-2005 Local GPS/Levelling Geoid 
In this part of the study, a local GPS/levelling geoid model in the İstanbul area was 
determined using İstanbul-2005 data with different order polynomials and the 
WaveNet approaches, separately. The performances of both approaches were 
compared and “the best” local geoid model for İstanbul, in terms of its precision and 
reliability was suggested. 
5.3.1.1 Polynomials 
First of all, the bivariate orthogonal polynomials among the suggested interpolation 
approaches in Section 4.2 were tested using the İstanbul-2005 GPS/levelling data 
(Figure (5.4) and Table (5.1)). Equation (4.12) expresses the general form of the 
applied polynomials and can be used to determine an optimal form (order) for 
modelling GPS/levelling data properly; they were tried from the first until the sixth 
order. In the selection process, similar statistical criteria in Section 2.5 (see Figure 
(5.15)) were considered. The RMS values of the geoid height residuals between the 
original and calculated geoid heights from the polynomial (NGPS/level. – Npoly. model) 
change as graphed in Figure(5.18). The RMSint is the internal accuracy from the 
residuals at the modelling (reference) benchmarks (see Section 2.5.1), and RMSext is 
the external accuracy according to residuals at the test points (see Section 2.5.2). The 
result of the selection process is that the sixth order polynomial was decided as the 
most appropriate for the İstanbul-2005 local geoid among the applied polynomials. 
The summary of selection criteria for the İstanbul-2005 network is in table (5.15). 
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Figure 5.18 : RMS values of GPS/levelling geoid height residuals according to the 
various order of polynomials for the İstanbul-2005 network. 
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Table 5.15 : Summary of selection criteria of the parametric model for the 
İstanbul-2005 GPS/levelling geoid. 
RMS (internal) 4.1 cm 
RMS (cross-validation) 4.3 cm 
2 2,R Rα  0.99, 0.98 
condition number 6.21 x 1011 
Table (5.16) consists of the statistics from the empirical comparisons using the 
determined polynomial.  
Table 5.16 : The statistics of geoid height residuals for İstanbul-2005 GPS/levelling 
geoid at the modelling (internal) and test (external) benchmarks (in cm). 
test area-year 
best fitting model statistic min max mean std. dev. RMS 
internal -11.2 11.4 0.0 4.1 4.1 İstanbul–2005 
6th order 
polynomial external -11.5 11.5 0.0 4.3 4.3 
After selecting the sixth order polynomial model, the significance of the model 
coefficients were tested by the F-test and the final form of the local geoid model is in 
equation (5.2). 
00 10 11N A A Aϕ λ= + Δ + Δ   (5.2) 
2 2
20 21 22A A Aϕ ϕ λ λ+ Δ + Δ Δ + Δ  
3 2 2 3
30 31 32 33A A A Aϕ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ  
4 3 2 2 3 4
40 41 42 43 44A A A A Aϕ ϕ λ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ Δ + Δ  
5 4 3 2 2 3 4 5
50 51 52 53 54 55A A A A A Aϕ ϕ λ ϕ λ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ Δ + Δ Δ + Δ  
6 5 4 2 3 3 2 4 5 6
60 61 62 63 64 65 66A A A A A A Aϕ ϕ λ ϕ λ ϕ λ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ Δ + Δ Δ + Δ Δ + Δ  
where iϕ ϕ ϕΔ = −  and iλ λ λΔ = − , ,ϕ λ  are the mean latitude and longitude of the 
local area, the coefficients of the parametric model Aij are in table (5.17). 
Table 5.17 : Coefficients of the sixth order polynomial for İstanbul-2005 local geoid. 
A00 37.134 A20 -15.439 A30 -12.649 A40 39.229 A50 * A60 916.044 
A10 0.886 A21 -6.799 A31 -8.103 A41 * A51 * A61 1391.551 
A11 -1.278 A22 -1.036 A32 -6.051 A42 25.208 A52 50.927 A62 442.113 
    A33 0.711 A43 * A53 14.438 A63 * 
      A44 0.803 A54 1.647 A64 -37.469 
        A55 -0.671 A65 2.479 
          A66 * 
* this parameter is insignificant and was removed. 
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After computing the local geoid using all 1183 benchmarks, the density of the 
benchmarks was reduced 25% (by removing 300 of the benchmarks from the data) 
(Figure 5.19). In the figure, the single (+) points depict the removed 300 benchmarks, 
and the sixth order polynomial model was re-calculated employing the 883 circular-
shaped (•) red points. The results were compared with the previously calculated local 
geoid model. The aim of this comparison is to determine the role of using dense 
benchmarks on the accuracy of the polynomial. The removed benchmarks were 
selected visually on a contour-map (mapping GPS/levelling geoid heights) and they 
are located exactly where the contours are distorted. 
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Figure 5.19 : Graph depicts the reduction of the number of benchmarks from the 
İstanbul-2005 data (1183). The points shown with only a blue cross (+) are removed 
from the data and the points in red (•) are used in the new computation. 
The sixth order polynomial model with twenty-eight coefficients was computed 
using selected 883 GPS/levelling benchmarks by LSA. The derived polynomial 
model was tested once at the modelling points and then cross-validated at the test 
points. The results revealed 25% improvement in the accuracy compared to the 
previous model which was derived using all (1183) data (see Tables (5.16) and 
(5.18)). This result emphasized the importance of data quality and reliability in 
modelling GPS/levelling geoids. Therefore, data must be checked carefully before 
using it in the model and possible distortions which can happen because of various 
reasons such as distorted geodetic network etc. need to be investigated and 
recovered. The more dense data is not necessarily contribute to more accurate 
models. The results of a very detailed investigation on the role of point distribution 
and the density in local GPS/levelling geoid modelling are given by Yılmaz (2005). 
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Table 5.18 : The statistics of geoid height residuals for the test model computed 
using 883 points of İstanbul-2005 data (in cm). 
model statistic min max mean std. dev. RMS 
internal -10.9 9.6 0.0 3.2 3.2 İstanbul–2005 
(883 pts) 
6th order poly. external -11.7 9.9 0.1 3.3 3.3 
5.3.1.2 WaveNet Approach (İstanbul-2005) 
Other than the polynomials, the local GPS/levelling geoid of the İstanbul-2005 
network was calculated using the WaveNet algorithm. To apply the Wavelet Neural 
Network to the GPS/levelling data, it was separated into two groups, training points 
and test points (Figure (5.20)). The theory of WNN is given in Section 4.3. In the 
WNN system, the input pattern consists of the latitudes and longitudes of the 
benchmarks and the output is the geoid heights. 
40.7
40.8
40.9
41.0
41.1
41.2
41.3
41.4
41.5
41.6
27.9 28.0 28.1 28.2 28.3 28.4 28.5 28.6 28.7 28.8 28.9 29.0 29.1 29.2 29.3 29.4 29.5 29.6 29.7 29.8 29.9 30.0
Longitude (deg)
La
tit
ud
e 
(d
eg
)
train. pts. test pts.
 
Figure 5.20 : The training and test points used in WNN for the İstanbul-2005 geoid. 
While applying WNN, numbers of wavelons and the training iterations are very 
critical decisions. Akaike (1969) suggests an algorithm to determine the number of 
wavelons depending on the dimensions of the data, input and output parameters. 
However, in this study, they were determined empirically and the selection process is 
summarized in figures (5.21) and (5.22). 
Figures (5.21) and (5.22) show that the number of wavelons is dominant compared to 
the number of iterations in a WNN system. Increased number of wavelons improves 
the accuracy of the system more than the increased number of iterations (this is 
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understood when the slopes of the line graphs–RMS vs. the parameter–are compared 
in both figures). 
Since the graphs are steady after 15 iterations (figure (5.22)) and 25 wavelons (figure 
(5.21)), these values were decided to be used to determine of the İstanbul-2005 geoid 
model. 
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Figure 5.21 : RMS values according to number of wavelons (n.o.i. means number of 
iteration). 
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Figure 5.22 : RMS values according to number of iterations (n.o.w. means number 
of wavelons). 
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Using the determined wavelon and iteration numbers, the training process of the 
WNN system for the İstanbul-2005 data was applied. In the training step, decreasing 
the RMS value according to iteration is depicted in figure (5.23). 
After training 25 wavelons in the result of fifteen iterations, the trained WNN system 
parameters are in table (5.19). For a single input (λ, ϕ), these parameters are 
translation (ti) and dilation (di) for each wavelon, and weight (W), direct connection 
(a) and bias (b). For a new computation point, the geoid height is calculated using the 
WNN parameters according to equation (4.61).  
The local GPS/levelling geoid of the İstanbul-2005 determined by WNN approach 
was tested in training, test and all points. In the result of the tests, the absolute 
accuracy of the model was estimated to be 1.8 cm (table (5.20)). This means that 
WNN approach provided an improvement by 58% when compared to the sixth order 
polynomial model. 
Table 5.19 : WNN parameters after training for the İstanbul-2005 geoid model. 
number of translation (ti) dilation (di) weight dir. conn. bias 
wavelon for λ for ϕ for λ for ϕ W a b 
1 28.46659184 41.00473760 7.97488604 24.53350304 0.14708074 -1.02026 78.14332
2 28.78507000 40.91550483 12.62828940 26.84596364 -0.04919490 -0.29168 
3 29.87171708 41.12811800 9.23359049 14.96999460 0.10505012  
4 29.55058022 41.11136821 8.65872148 32.23703772 0.05235620  
5 28.71276691 41.02547754 6.03232235 18.85075296 0.06144420  
6 28.65299528 41.38871688 7.15893108 21.38263865 -0.20755118  
7 29.06103717 40.98325704 11.45635017 16.44665168 0.03947108  
8 29.01119884 41.02901679 7.85825219 17.45316350 0.07221186  
9 29.64082033 40.99331623 5.51307915 16.32577701 -0.06929642  
10 28.55765330 41.17210901 3.92371581 9.98171296 -0.08014269  
11 28.90111672 41.26375093 8.96621622 9.56812775 0.07216325  
12 28.56448040 40.95911335 11.76097335 30.48933278 0.09984209  
13 28.29623698 41.03145899 8.20280393 20.82113153 0.11875664  
14 28.93756396 41.19683816 4.12091388 13.16662684 -0.09159095  
15 28.18708303 41.25613471 3.86575971 9.60095332 -0.09783043  
16 28.69292630 41.42942280 1.78042243 2.21077063 -0.02616732  
17 28.06123989 41.04181229 8.02442140 24.76243723 0.09808332  
18 28.03623105 41.44339972 3.53890001 12.36592724 -0.20871128  
19 28.27202208 41.31861997 1.57693833 6.66684450 -0.11111723  
20 29.43042848 40.97177577 1.91659619 5.44425982 -0.10975951  
21 28.73300496 41.44084117 3.83017727 11.13522065 0.39802464  
22 28.80468492 40.88200447 3.65302187 11.20094491 0.44342210  
23 29.72018388 41.20913606 4.17182152 12.89894430 0.21513707  
24 29.42557678 41.34634199 1.94034951 6.02020519 0.52401250  
25 29.63861834 40.87483586 4.18789992 10.09813770 -0.36164110  
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Figure 5.23 : Change of RMS with iterations of WaveNet in İstanbul-2005. 
Table 5.20 : Statistics of the geoid height residuals at the training (internal 
precision), test (external precision) and all points in İstanbul-2005 WNN geoid 
model (in cm). 
data group min max mean std. dev. 
training   (80%) -5.45 5.77 0.00 1.94 
test           (20%) -4.57 4.68 0.09 2.07 
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all           (100%) -4.25 4.95 0.00 1.76 
 
R2 = 0.9989
35.0
35.5
36.0
36.5
37.0
37.5
38.0
38.5
35.0 35.5 36.0 36.5 37.0 37.5 38.0 38.5
observed N (m)
es
tim
at
ed
 N
 (m
)
data
Linear fit (data)
 
Figure 5.24 : Correlation between observed and estimated (by WNN) GPS/levelling 
geoid heights in İstanbul-2005. 
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Figure (5.24) depicts the goodness of fitting the GPS/levelling geoid heights using 
WNN. On the other hand, the final İstanbul-2005 GPS/levelling geoid surface by 
WNN is mapped in figure (5.25d). The original data (all GPS/levelling points) is in 
(5.25b). Figures (5.25a) and (5.25c) draw the geoid height residuals between the 
original data and the estimated geoid heights at the benchmarks. 
Figure 5.25 : a-) Error for each benchmark after training process, b-) GPS/levelling 
geoid heights, c-) geoid height residuals at the benchmarks, d-) İstanbul-2005 local 
geoid model using WNN. 
5.3.2 İzmir-2001 Local GPS/Levelling Geoid 
The local GPS/levelling geoid model with İzmir-2001 data was calculated using 
different interpolation approaches (e.g. inverse distance weighting, polynomials, 
minimum curvature splines, least squares collocation and kriging) and the WNN 
approach. The theoretical background and formulations of the applied techniques can 
be found in Sections 4.2 and 4.3. The results were compared in terms of both the 
accuracy and the general performance of the applied models. An optimal local 
GPS/levelling geoid model was suggested. 
(a) (b) 
(c) (d) 
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5.3.2.1 Data Interpolation Techniques 
Firstly, the bivariate orthogonal polynomials (Section 4.2) were tested using İzmir-
2001 GPS/levelling data (Figure (5.7) and Table (5.1)). The general form of the 
applied polynomials is in equation (4.12). To determine an optimal order for fitting 
the data, the polynomials from the first to sixth order were applied and the statistics 
of the results were compared in the same manner as the computation of İstanbul-
2005 geoid comparison in the previous section. In the selection process, again the 
criteria mentioned in Section 2.5 (Figure (5.15)) were considered. The change of the 
RMS values of the residuals (between the original and calculated geoid heights from 
the polynomial) according to the polynomial model is graphed in Figure (5.26). In 
the figure, the RMSint is internal accuracy calculated using residuals at the 
modelling (reference) benchmarks (see Section 2.5.1), and RMSext is the external 
accuracy calculated in the result of cross-validations at the test points (Section 2.5.2). 
As the result of the selection process, the fifth order polynomial is determined as the 
optimal model among the different order polynomials for the İzmir-2001 local geoid. 
The summary of criteria considered in selection process is in table (5.21). 
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
1st order 2nd order 3rd order 4th order 5th order 6th order
R
M
S 
(c
m
)
RMSint RMSext
 
Figure 5.26 : RMS values of GPS/levelling geoid height residuals according to 
various order of polynomials for the İzmir-2001 network. 
Table 5.21 : Summary of selection criteria of the fifth order parametric model 
for the İzmir-2001 GPS/levelling geoid. 
RMS (internal) 3.6 cm 
RMS (cross-validation) 3.9 cm 
2 2,R Rα  0.95, 0.94 
condition number 8.70 x 1011 
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In figure (5.26), the RMS from the sixth order polynomial looks slightly better than 
the RMS values from the fifth order polynomial. However, since the numerical 
stability of the fifth order polynomial is better (the condition numbers; 8.70 x 1011 vs. 
2.24 x 1014), the fifth order is selected. Table (5.22) consists of the statistics from the 
empirical comparisons using the determined polynomial.  
Table 5.22 : The statistics of geoid height residuals for İzmir-2001 GPS/levelling 
geoid at the modelling (internal) and test (external) benchmarks (in cm). 
test area-year 
best fitting model statistic min max mean std. dev. RMS 
internal -10.7 8.9 0.0 3.6 3.6 İzmir–2001 
5th order 
polynomial external -11.8 17.6 0.1 3.9 3.9 
After selecting the fifth order polynomial model, the significance of the polynomial 
coefficients were tested by the F-test and the final form of the local geoid model is in 
equation (5.3). 
00 10 11N A A Aϕ λ= + Δ + Δ   (5.3) 
2 2
20 21 22A A Aϕ ϕ λ λ+ Δ + Δ Δ + Δ  
3 2 2 3
30 31 32 33A A A Aϕ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ  
4 3 2 2 3 4
40 41 42 43 44A A A A Aϕ ϕ λ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ Δ + Δ  
5 4 3 2 2 3 4 5
50 51 52 53 54 55A A A A A Aϕ ϕ λ ϕ λ ϕ λ ϕ λ λ+ Δ + Δ Δ + Δ Δ + Δ Δ + Δ Δ + Δ  
where the coefficients of the parametric model Aij are in table (5.23). 
Table 5.23 : Coefficients of the fifth order polynomial for İzmir-2001 local geoid. 
A00 37.969 A20 11.382 A30 246.372 A40 * A50 -3655.750 
A10 -1.103 A21 26.668 A31 * A41 416.824 A51 4485.636 
A11 -0.344 A22 6.892 A32 -20.443 A42 * A52 * 
    A33 41.625 A43 -617.048 A53 -3345.200 
      A44 -47.489 A54 * 
       A55 -434.549 
* this parameter is insignificant and was removed. 
Secondly, the Inverse Distance Weighting algorithm was tested using the İzmir-2001 
GPS/levelling data. The formulation of this interpolation technique is in 
section 4.2.1. With the aim of internal and external accuracy tests of the IDW 
technique, the whole İzmir-2001 data was divided into two groups as reference 
(training) points (75% of all points) and test points (25% of all points). While 
dividing the GPS/levelling benchmarks into two groups, the homogenous distribution 
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for both groups was considered. In figure (5.30), the distributions of reference (?) 
and the test (•) points are shown. The same groups were employed in the following 
interpolation approaches and the WNN method as well. While applying the IDW 
interpolation, the weights P (see equation (4.3)) were determined using the cube of 
the distances (n = 3 in the equation) between the reference and the computation 
points. This parameter in the weight function was chosen considering the rough 
topography in the area. Because, in this way, the contribution of the closer reference 
points to the new computed value are increased and those of the distance reference 
points are decreased. In practice, n parameter is generally determined empirically. 
An investigation related to the determination of the functional parameters in IDW 
interpolation can be seen in Yiğit (2003). For computing the geoid heights of the new 
points using IDW interpolation in the İzmir-2001 case, not all but only the 
neighboring reference points at a distance of 5 km were used and more distant points 
did not contribute to the interpolated value. The radius of 5 km (for localizing the 
reference points around the interpolation point) was determined considering the 
density of the benchmarks in the İzmir-2001 network. 
The IDW interpolation technique provides an improvement by 18% when compared 
to the fifth order polynomial approach. The standard deviation of the geoid height 
residuals of the observed (NGPS/lev.) and calculated (NIDW) geoid heights is 0.7 cm 
with zero mean and minimum and maximum geoid height residuals are -3.2 cm 4.4 
cm, respectively. On the other hand, at the test points, the standard deviation is 
calculated as 3.2 cm, with a 0.4 cm mean; minimum and maximum geoid height 
residuals are -7.5 cm and 7.7 cm, respectively. In table (5.25), the statistics are also 
summarized and compared with the statistics from the other applied interpolation 
approaches. 
Thirdly, the Minimum Curvature Spline (MCS) algorithm was applied using İzmir-
2001 GPS/levelling data. The principles, conditions and equations of the MCS 
techniques are mentioned in section 4.2.3. As described in section 4.2.3, the MCS 
interpolation algorithm works to generate an interpolated surface passing through 
each of the data points with a minimum amount of bending. There are a few critical 
parameters to determine this, such as the weight argument used in the generating 
function (equation (4.21)), and it is used as suggested in the above section (τ  in 
between 0 and 0.5). It was seen that the generated surface by MCS honored the 
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training data better than the fifth order polynomial but was worse than the IDW 
approach. The standard deviation of the geoid height residuals is 1.0 cm with zero 
mean for reference points, the minimum and maximum geoid height residuals are -
5.1 cm and 4.0 cm, respectively. The external precision of the MCS surface was 
tested at the test points, and due to the tests, the standard deviation of the geoid 
height residuals was found to be 3.4 cm with a mean of 0.5 cm (Table 5.25). 
As the fourth approach, the Kriging algorithm was applied to the İzmir-2001 
GPS/levelling data. The Kriging method is mentioned with details in section 4.2.5 
and the procedure to determine an appropriate variogram model for interpolation is 
explained step by step (see Figure (4.3)). In order to determine an appropriate 
variogram model, the linear and exponential forms of the variogram models (table 
(4.2)) were compared and the linear function was chosen for the Kriging 
interpolation of the İzmir-2001 GPS/levelling data. The appropriateness of the linear 
variogram function to fit the semivariances can be seen in figure (5.27). 
The Kriging interpolation provided an improvement by 23% in terms of standard 
deviation of geoid height residuals at the test points when compared to the fifth order 
polynomial. When the statistics of the geoid height residuals between the observed 
and calculated geoid heights are considered in table (5.25), it is seen that the most 
improved results were provided by Kriging interpolation. 
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Figure 5.27 : Selecting an appropriate variogram model. 
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The fifth approach, used to model the İzmir-2001 GPS/levelling local geoid, is the 
Least Squares Collocation (LSC) method, which was applied as explained in section 
4.2.4. Like the difference between the LSC method and other interpolation 
techniques mentioned so far, the geoid height residuals at the reference points are 
separated into two components, the signal and the noise, and the signal components 
are predicted at the interpolation (test) points. In this manner, this approach can be 
considered as more realistic. 
In modelling İzmir-2001 GPS/levelling data using LSC, the fifth order polynomial 
was used as the trend model (equation (4.24)). To derive the covariances of the 
signals, the Hirvonen function was chosen empirically and used (table (4.1)) (Ayan 
et al., 1996; Yiğit 2003). The k parameter (deriving ( ) ( )( )2 ok C C C= −? ? ?  from 
the Hirvonen function equation in table (4.1)) was determined to be 7 km using the 
covariances of the signals. Co is the a-posterior variance from the least squares 
adjustment of the parametric model. The data used in the determination process of 
the k parameter are in table (5.24). The empirical and theoretical covariance models 
are in figures (5.28) and (5.29). Since the empirical covariances turn to negative 
values after a distance of ten kilometers (Figure (5.29)), only the point couples 
having a maximum distance of ten km are considered when determining k. 
In the result of the LSC evaluation, the statistics of the geoid height residuals 
(NGPS/lev.–Ntrend), the signals and the noises (as the difference of the signals from the 
residuals), at the reference and test benchmarks are in table (5.25). Figures (5.30) and 
(5.31) graph these statistics at the test points and the reference points, respectively. 
The internal and external accuracies of the interpolation are 4.4 cm and 4.5 cm, 
respectively, in terms of standard deviations.  
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Table 5.24 : The data used to determine the covariance model. 
number of 
group  
distance 
interval (km) 
number of 
points 
approximate 
distance (km) covariance (m
2) 
1 0 – 5 17 2.9 0.051273230 
2 5 – 10 41 7.6 0.008629263 
3 10 – 15 58 12.4 -0.006728213 
4 15 – 20 29 17.5 0.002106108 
5 20 – 25 17 22.0 0.001386636 
6 25 – 30 8 27.6 0.005319238 
7 30 – 35 10 33.2 -0.003666848 
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Figure 5.28 : Empirical covariance model. 
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Figure 5.29 : Theoretical (Hirvonen) covariance model. 
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Table 5.25 : Statistics of the geoid height residuals, signals and noises at the 
reference and test points of İzmir-2001 after LSC (in cm). 
data pts. group min max mean std. dev. 
residual -10.4 9.6 0.3 3.9 
signal -2.6 2.9 0.1 1.1 Test Points 
noise -10.8 10.1 0.4 4.5 
residual -11.4 9.1 0.0 3.6 
signal -2.5 2.9 0.0 1.1 
Reference 
Points 
noise -12.1 10.9 0.0 4.4 
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Figure 5.30 : The geoid height residuals (NGPS/lev.–Ntrend), signals from LSC and the 
noises at the test points sorted by their longitudes. 
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Figure 5.31 : The geoid height residuals (NGPS/lev.–Ntrend), signals from LSC and the 
noises at the reference points sorted by their longitudes. 
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Table 5.26 : The summary of the statistics of geoid height residuals from various 
interpolation techniques for İzmir-2001 GPS/levelling geoid (in cm). 
Model statistic min max mean std. dev. RMS 
internal -10.7 8.9 0.0 3.6 3.6 Polynomial 
5th order,            
(21 parameter) external -11.8 17.6 0.1 3.9 3.9 
internal -3.2 4.4 0.0 0.7 0.7 IDW interpolation 
n = 3, R = 5 km. external -7.5 7.7 0.4 3.2 3.3 
internal -5.1 4.0 0.0 1.0 1.0 MCS interpolation τ  = 0 external -10.9 9.4 0.5 3.4 3.4 
internal -4.1 4.6 0.0 0.9 0.9 Kriging 
linear variogram external -10.2 6.1 0.1 3.0 3.0 
internal -10.9 12.1 0.0 4.4 4.4 Collocation 
hirvonen function external -10.8 10.1 0.4 4.5 4.5 
5.3.2.2 WaveNet Approach (İzmir-2001) 
In the final step, the local GPS/levelling geoid of İzmir-2001 was also calculated 
using the WNN algorithm. Similar to the interpolation approaches applied 
previously, the training and the test points in Figure (5.32) were used in 
computations. In the 15 iterations, the change of the RMS values is graphed in figure 
(5.33). And the WNN parameters for 25 wavelons derived at the end of the iterations 
are in the table (5.27). The optimal wavelon and iteration numbers were determined 
empirically as in the İstanbul-2005 case. 
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Figure 5.32 : The training and test points used in the WNN system of İzmir-2001. 
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Figure 5.33 : Change of the RMS with iterations of WaveNet in the İzmir-2001 
geoid model. 
Table 5.27 : WaveNet parameters for the İzmir-2001 geoid model. 
number of translation (ti) dilation (di) weight dir. conn. bias 
wavelon for λ for ϕ for λ for ϕ W a b 
1 27.22547071 38.25452157 48.70325991 47.12872957 0.09484232 0.59711 -49.31373
2 27.15933081 38.49689129 31.94864311 63.13133713 -0.04965511 1.85500 
3 26.79483306 38.36931288 35.70902090 65.96042354 -0.10541348  
4 27.09104140 38.49199301 45.12376358 55.62831897 -0.06016802  
5 27.11638100 38.35449908 15.64533538 23.59353810 0.05583257  
6 26.97675434 38.50126219 43.34779595 50.41071822 -0.05458142  
7 27.25609284 38.38426314 22.65938647 43.01612125 -0.04839588  
8 26.96644714 38.37179565 35.39248011 27.67201832 -0.09280694  
9 27.05100291 38.33776189 29.12991839 53.64457125 -0.10716260  
10 26.90640654 38.33070092 14.74123537 60.69701643 0.09862945  
11 27.07109516 38.53541133 36.23557512 52.67523442 -0.07386155  
12 27.07187689 38.37021148 27.67925020 67.44361979 -0.11064130  
13 27.11519443 38.52169187 41.05219771 59.05891511 -0.08570875  
14 27.01720101 38.37878310 31.12610263 44.57584911 -0.15176363  
15 27.19386748 38.53709510 39.63434311 48.95609265 -0.12610049  
16 27.21492823 38.27174184 17.53909586 24.09951287 0.05728478  
17 27.16682926 38.29309546 4.61774670 10.65371695 0.03549274  
18 26.98592396 38.50271122 16.61519013 25.56731070 -0.13520441  
19 27.19148980 38.45255993 8.92643488 17.26211942 0.08310292  
20 27.22646284 38.51496540 15.02449022 28.74451233 -0.07905016  
21 26.88271534 38.35055329 17.85774348 30.39260529 0.19320605  
22 26.99363611 38.44424551 16.05200659 26.87953847 -0.14012592  
23 26.99303773 38.35604737 15.86677202 26.86701614 0.29983771  
24 26.93005547 38.49118998 8.14897118 9.56304246 0.29833012  
25 26.92654565 38.31043269 7.63819092 11.84595435 -0.51776160  
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Figures (5.34a) and (5.34c) show the geoid height residuals (NGPS/lev.–NWNN) after the 
training process at the benchmarks. The observed geoid heights are mapped in figure 
(5.34b) and the calculated GPS/levelling geoid surface model is in figure (5.34d).  
The accuracy of the model was calculated to be 2.1 cm, which is better than the 
accuracies provided by the interpolation techniques in the previous step. The 
statistics of the tests of the İzmir-2001 local geoid model by WNN are in table (5.28). 
Figure (5.35) plot the observed versus estimated geoid heights by WNN for the 
İzmir-2001 geoid model. 
 
 
Figure 5.34 : a-) Error for each benchmark after the training process, b-) original 
data; GPS/levelling geoid heights, c-) geoid height residuals at the benchmarks,          
d-) the İzmir-2001 local geoid model using WNN. 
Table 5.28 : Statistics for internal and external precision of the İzmir-2001 wavenet 
geoid model (in cm). 
Data group Min max mean std. dev. 
training   (80%) -5.52 5.97 0.00 1.97 
test           (20%) -8.20 9.17 0.36 3.13 
İz
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all           (100%) -5.97 6.76 0.00 2.06 
(a) (b) 
(c) (d) 
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R2 = 0.9833
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Figure 5.35 : Correlation between observed and estimated GPS/levelling geoid 
heights in İzmir-2001 local geoid model. 
5.3.3 Sakarya-2002 and Çankırı-2005 Local GPS/Levelling Geoids 
Local GPS/levelling geoid models with Sakarya-2002 and Çankırı-2005 data were 
calculated separately using different polynomials. To find the best parametric model 
for the local GPS/levelling geoid, the polynomials with the order from the first to the 
sixth for Sakarya-2002 data and from the first to third for Çankırı-2005 data were 
tested. According to the selection criteria explained in section 2.5, the fourth order 
polynomial model fit better in Sakarya-2002. Although the second order model 
seemed to fit better among the tested polynomials for Çankırı-2005 data, they can not 
provide any applicable solution.  
Table 5.29 : The statistics of the geoid height residuals between the observed and 
computed geoid heights from the polynomials in Sakarya and Çankırı (in cm). 
area/ the best 
polynomial statistic min max Mean std. dev. 
internal -83.7 50.5 0.0 20.4 Sakarya 
4th order 
polynomial external -91.2 70.1 0.2 24.6 
internal -120.1 85.7 0.0 46.6 Çankırı 
2nd order 
polynomial external -150.8 216.3 4.1 65.7 
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Figures (5.36) and (5.37) graph the RMS values of the geoid height residuals for the 
various orders of polynomials determined using Sakarya-2002 and Çankırı-2005 
data. 
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Figure 5.36 : The RMS values of GPS/levelling geoid height residuals according to 
various orders of polynomials for Sakarya-2002 network. 
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Figure 5.37 : RMS values of GPS/levelling geoid height residuals according to 
various orders of polynomials for the Çankırı-2005 network. 
5.4 Summary of the Results 
In this chapter, the performance of local geoid model solutions used to derive 
orthometric heights from GPS/ellipsoidal heights were assessed and compared. With 
this aim, first, the regional geoid models which cover Turkey were tested using the 
GPS/levelling data of five local areas. Figures (5.38a) and (5.38b) graph the standard 
deviations of the geoid height residuals and the relative accuracies of the models. 
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Figure 5.38a : Performances of TG03 and EGG97 regional geoid models against 
GPS/levelling data in local areas. 
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Figure 5.38b : Relative accuracies of TG03 and EGG97 regional geoid models in 
local areas (in ppm). 
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Figure 5.39 : Performances of TG03 and EGG97 regional geoid models after 
corrector surface fitting (cross-validated results). 
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According to these graphics, the TG03 regional geoid model has the best 
performance in İzmir and İstanbul (using 1999 data set) and it seems to be worse in 
Çankırı-2005. The EGG97 model seems to be the best in İzmir and the worst in 
İstanbul-1999. This conclusion related to the performance of the EGG97 model may 
be because of the terrestrial data of the İzmir region which contributed to the EGG97 
model (see Brennecke et al., 1983). There is no terrestrial data around the İstanbul 
territory that was used in the computation of the EGG97. 
The specification for vertical control in Turkey is ( )12mm km?  ( ?  is the length of 
the baseline) for the third order levelling (LSMSDPR, 2005), which translates into a 
relative accuracy of 3.8 ppm to 1.2 ppm for distances between 10 km and 100 km. 
According to this specification, the TG03 geoid can be used in İstanbul and İzmir 
with the aim of the third order vertical control (see the comparison in Table (5.30)). 
Table 5.30 : Comparison of the relative accuracies of regional geoid models with 
specifications for the third order vertical control (in ppm). 
test area l (km) TG03 EGG97 criterion 
İstanbul-1999 78 0.94 3.44 1.36 
İstanbul-2005 53 0.89 2.24 1.65 
Sakarya-2002 104 1.79 4.29 1.18 
Çankırı-2005 125 4.42 5.47 1.07 
İzmir-2001 72 1.48 1.47 1.41 
* The relative accuracies were calculated using the benchmarks on the selected North−South profiles. 
In the second stage of the numerical tests, the regional geoids were fitted to the 
regional vertical datum using the GPS/levelling data. To determine an optimal fitting 
surface model in each local area, statistical tests were applied. The results and best 
fitting parametric models are in table (5.10). Figure (5.39) shows the performance of 
the regional geoids after fitting. The corrector surface (CS) fitting improves the 
TG03 model in İstanbul and İzmir, however, it does not help in Sakarya and Çankırı. 
Fitting the EGG97 model to the GPS/levelling surface provided improved results in 
all areas (comparing the figures (5.38a) and (5.39)). When the standard deviations of 
both regional models before and after fitting are considered, it is seen that the rate of 
improvement after CS fitting for the EGG97 is higher than for the TG03 model. 
In Çankırı, where CS fitting of the TG03 geoid did not provide any improvement, the 
heights were combined by the re-adjustment of relative height differences, and the 
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results revealed an improvement by 16%, in terms of standard deviations of the 
residual geoid heights. Although the re-adjustment of the heights that include the 
geoid model is a time consuming computation when compared to the process of 
combining the heights with CS-fitting (especially while working with a large amount 
of data), it may result in an improvement in the accuracy of the height 
transformation. The LSA of the relative height differences was repeated using the 
estimated variances of the heights instead of assuming they were equally accurate. 
The internal accuracy of the improved TG03 model (using LSA adjustment of 
relative height differences with estimated variance components) is calculated to be 
4.9 cm. 
The third stage of the tests includes the local GPS/levelling geoid modelling. In order 
to determine precise GPS/levelling geoids in local areas, different data interpolation 
techniques were tested and compared. To keep the volume of the chapter reasonable, 
the various techniques (e.g., IDW, polynomials, MCS, Kriging, LSC, WNN) were 
tested only with İstanbul-2005 and İzmir-2001 data, but polynomial fitting was 
applied using all five data. 
Using İstanbul-2005 data, the orthogonal bivariate polynomials (between the first 
and the sixth order) and WNN approach were applied. In the results of the selection 
process for the optimal form of the polynomial, the sixth order polynomial model 
fitted best. In the overall results, the WNN approach provided much improved 
performance compared to the sixth order polynomial which improved by 59% in 
terms of standard deviations of the geoid height residuals. This result is not 
surprising when the number of used parameters and the computation strategies of 
both approaches are compared. On the other hand, polynomials allow for the 
practical use of GPS/leveling geoid models. 
After comparing the performance of polynomials and WNN in GPS/levelling geoid 
modelling, 25% of İstanbul-2005 data was removed to test the role of the density and 
distribution of the benchmarks on the local geoid model. The removed benchmarks 
were selected visually using a contour map of GPS/levelling geoid heights and they 
were in the locations where the contour lines are distorted. After removing them, the 
contour lines become smoother. When the coefficients of the sixth order polynomial 
were re-calculated using the reduced number of points, the result revealed 23% 
improvement of standard deviation from the cross-validation. Due to this result, the 
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importance of data selection is emphasized. The quality of GPS/levelling data has 
more importance than the density of the data. Outlier detection must be done 
carefully in the beginning of all processes in determination of GPS/levelling geoids. 
In the determination of GPS/levelling geoid using İzmir-2001 data, polynomials, 
Inverse Distance Weighting method, Minimum Curvature Spline, Kriging, Least 
Squares Collocation and Wavelet Neural Network algorithms were applied. Selecting 
the optimal form of polynomial was done as in previous tests, and the fifth order 
polynomial having 21 parameters was determined. The GPS/levelling geoid 
modelling approaches applied with İzmir-2001 data can be compared according to 
RMS values of the geoid height residuals (from the validations at the reference and 
test points) in figure (5.40). 
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Figure 5.40 : Comparison of the methods applied in modelling İzmir-2001 
GPS/levelling geoid: RMS values of the geoid height residuals of the validations at 
the reference (internal) and test points (external). 
Considering the results, the differences are not big among the all five models and 
their accuracies satisfy the requirements of the vertical control in geodetic 
applications. However, the Kriging and WNN approaches are suggested as a more 
accurate local geoid model in İzmir. 
In the final step, Sakarya-2002 and Çankırı-2005 local GPS/levelling geoids were 
determined using polynomials. Due to the results of the selection process, the forth 
order and the second order polynomials fitted the Sakarya-2002 and Çankırı-2005 
GPS/levelling data better, respectively. The cross-validation of the models revealed 
the RMS of 24.6 cm and 65.7 cm, in Sakarya and Çankırı. 
All the geoid solutions evaluated in this chapter are compared in figure (5.41). 
 159
0
20
40
60
80
100
120
istanbul-1999 istanbul-2005 sakarya-2002 cankiri-2005 izmir-2001
R
oo
t M
ea
n 
Sq
ua
re
s 
[c
m
]
TG03 LSA-TG03
CS fitting-TG03 EGG97
LSA-EGG97 CS fitting-EGG97
GPS/levelling geoid
 
Figure 5.41 : Comparison of the geoid solutions (in terms of RMS from the tests 
using independent data) in local test areas. 
When we compared the solutions according to graph (5.39), 
• local GPS/levelling geoid (by WNN modeling of İstanbul-2005 data) in İstanbul,  
• TG03 regional geoid model in Sakarya, 
• improved TG03 model (by the LSA of the relative height differences with 
estimated variances) in Çankırı,  
• local GPS/levelling geoid (by Kriging modelling of İzmir-2001 data) in İzmir 
seem to be the most precise solutions. Figures (5.42 a, b, c, d) show the contour maps 
of the selected geoid models in local areas. 
The results of this chapter show that in very small areas, it is possible to determine 
local geoid surface with high precision using homogenously distributed dense and 
quality GPS/levelling data. Under the cover of numerical tests, the best accuracy of 
such local geoid surface is 1.7 cm (in the İstanbul-2005 geoid by WNN approach). 
On the other hand, it is seen that refining a regional geoid model using GPS/levelling 
data in a local area (by absorbing the datum shifts and errors with a corrector surface 
model) could provide an improvement of 82% in accuracy (CS-fitting of the EGG97 
geoid using the İstanbul-2005 data by a simple second order polynomial). Although 
local GPS/levelling geoids provide high precision especially in practical geodetic 
applications, they do not contribute much to the vertical datum unification efforts 
since it is difficult to have very dense and quality GPS/levelling data throughout the 
country. Therefore having a precise regional gravimetric model and its local 
improvements seems to provide a standard solution. 
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Figure 5.42a : İstanbul-2005 local GPS/levelling geoid by WNN approach (contour 
interval 10 cm). 
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Figure 5.42b : Sakarya-2002 TG03 geoid model (contour interval 25 cm). 
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Figure 5.42c : Çankırı-2005 improved-TG03 geoid model (contour interval 20 cm). 
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Figure 5.42d : İzmir-2001 local GPS/levelling geoid model by Kriging method 
(contour interval 10 cm). 
In Figure (5.42-e), the İstanbul-1999 GPS/levelling geoid is seen. This was 
calculated using the İstanbul-1999 data (Figure (5.3)) with sixth order polynomial. It 
was used as the İstanbul Local GPS/levelling geoid in geodetic applications between 
1999 through 2005. The absolute accuracy of the model is 4.0 cm. 
27.95 28.15 28.35 28.55 28.75 28.95 29.15 29.35 29.55
40.8
41.0
41.2
41.4 BLACK SEA
MARMARA SEA
 
Figure 5.42e : İstanbul-1999 local GPS/levelling geoid by the 6th order polynomial 
(contour interval 10 cm). 
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6. CONTRIBUTION OF NEW DATA ACQUISITION TECHNIQUES TO AN 
IMPROVED HIGH RESOLUTION REGIONAL GEOID OF TURKEY 
The results from chapter 5 show that in very small areas it is possible to determine 
local geoid surfaces with a few centimeter precision using homogenously distributed 
dense and quality GPS/levelling data by various modelling techniques. Also it is 
obvious from the results that the precision of the determined geoid is highly 
dependent upon the character of the data used, topographical patterns in the area and 
the technique, which is arbitrary. On the other hand, the refinement of the regional 
gravimetric geoid models using GPS/levelling data by an appropriate data-combining 
procedure (section 2.3) can provide improved and useful results. The level of 
improvement depends not only on the quality and density of GPS/levelling data but 
also on the precision of the gravimetric geoid model (recalling the error propagation 
principle in combining the heights; 
/ . .
2 2
GPS lev gravN N Nδσ σ σ= + ). Therefore the higher 
precision gravimetric model causes increased accuracy in the combined model. 
With the recent advances in space-based data acquisition techniques, such as the 
GRACE, CHAMP, ERS1&2, SRTM, and other missions, improved global 
geopotential models, gravity data over oceans, and digital elevation models have 
been produced. From these significant improvements in the accuracy of local geoid 
models are expected. 
Under this chapter the contribution of the new techniques to the high resolution 
gravimetric geoid model for Turkey was investigated. In the first stage of the chapter, 
the global geopotential models from the recent gravity field satellite missions 
CHAMP and GRACE were tested to find the “best” fitting geopotential model. 
In the second stage, an improved hybrid geoid model was computed for the West of 
Turkey between 37°-42° North latitudes and 26°-32° East longitudes, using the 
remove-restore technique. For the computation of the gravimetric geoid model, the 
combined gravity field model EIGEN-CG03C, based on CHAMP, GRACE, and 
terrestrial surface data, was used as the reference Earth geopotential model. 
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Topographical effects were applied using the digital terrain model from the Shuttle 
Radar Topography Mission (SRTM). Land gravity anomalies are available on a 5′x5′ 
grid, while marine gravity anomalies, covering three coastal sides of the main land, 
have a spatial resolution of 2′x2′. 
The computed geoid heights were compared with GPS/levelling data of İstanbul-
1999 and İzmir-2001. Finally, the gravimetric geoid was fitted to the GPS/levelling 
surface in the local areas using polynomials of different orders. The statistics of the 
residuals after fitting the gravimetric geoid to the national vertical datum were 
computed, and corresponding values were also derived for the official regional geoid 
model TG03. The results showed the contribution of the new data acquisition 
techniques to the accuracy of regional geoid models.  
6.1 Data Description and Preparation 
The data used in the computations and validations of this chapter are: 
• Bouguer gravity anomalies (in 5′x 5′ resolution of grids), 
• altimetry free-air gravity anomalies from KMS02 (in 2′x 2′ resolution of grids), 
• terrain data from Shuttle Radar Topography Mission (SRTM) (in 30″x30″ 
resolution of grids),  
• terrain data from ETOPO5 (in 5′x 5′ resolution of grids),  
• combined and satellite only global potential models from recent gravity field 
satellite missions CHAMP and GRACE data,  
• old generation global potential model EGM96,  
• GPS/levelling data in İstanbul and İzmir regions (see Section 5.1.1 and table (5.1) 
for data description), 
• Turkey Geoid TG03 data (Section 5.1.2 can be seen for information of the 
model), 
According to information from the data provider institution (GETECH Ltd., 
University of Leeds), the Bouguer gravity anomalies were prepared using the 
Bouguer gravity anomaly map of Turkey and the anomalies were calculated using 
2.67 g/cm3 Bouguer density and 2.40 g/cm3 terrain density. As the topography data 
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from ETOPO5 used to calculate the gravity corrections is mentioned in the project 
report from GETECH, the free-air gravity anomalies were calculated from the 
Bouguer gravity anomalies using ETOPO5 (by adding the correction for the 
attraction of Bouguer plate 2 0.1119FA B Bg g G H g Hπ ρΔ = Δ + ≈ Δ + ) (Heiskanen 
and Moritz, 1967). After generating the free-air gravity anomalies on land, they 
were merged with satellite altimetry derived gravity anomalies by KMS02 at sea and 
a unified grid for free-air gravity anomaly data was generated. Figure (6.2) maps the 
merged gravity data.  
KMS02 is the latest release of the global marine free air gravity field computed from 
ERS1 and GEOSAT satellite altimetry data by Kort og Matrikelstyrelsen (KMS), the 
National Survey and Cadastre of Denmark, (KMS, 2002). Other than ERS and 
GEOSAT missions, the Exact Repeat Mission (ERM) ERM60-63 of ERS2 also 
contributed to the KMS02. The ERS ERM data (repeat 1-85) from the NASA 
Pathfinder project have also been used to ensure complete coverage in Arctic and 
Antarctic regions (Andersen and Knudsen, 1998). The free-air gravity anomalies in 
KMS grids were computed via the conversion of marine geoid heights using inverse 
stokes formula (Figure (6.1)).  
The terrain effects in gravimetric geoid determination were computed using the 
Shuttle Radar Topography Mission data (SRTM). The SRTM data products result 
from a collaborative mission by the National Aeronautics and Space Administration 
(NASA), the National Imagery and Mapping Agency (NIMA), the German Space 
Agency (DLR) and Italian Space Agency (ASI) to generate a near-global DEM of the 
Earth using radar interferometry. The mission flight was successfully completed 
between February 11-22, 2000. The mission collected three dimensional 
measurements of the Earth’s land surface using radar interferometry, which 
compares two radar images taken at slightly different locations to obtain elevation or 
surface change information. The collected radar images are converted to Digital 
Elevation Models spanning the globe from 60°North to 58°South. The DEM is 
reconstructed as a mesh of 30 m spacing, and it is accompanied for each point by a 
measure of the reflected energy of the radar signal, the intensity image. Detailed 
documentation with technical specification and data distribution policies of SRTM 
can be found in Farr and Kobrick (2000), SRTM (2004b), EROS (2007).  
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Figure 6.1 : Free air gravity anomalies from satellite altimetry (KMS02 data). Later 
on, the altimetric gravity anomalies were replaced by the terrestrial derived gravity 
anomalies on land where the satellite altimetry signal is disturbed. 
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Figure 6.2 : Merged free air gravity anomalies from terrestrial measurements on land 
(only in Turkey) and KMS02 satellite altimetry data at sea. 
 
 
 
 
 
 
 
 
Figure 6.3 : Digital terrain data from SRTM30 Plus in Turkey. 
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The memorandum of understanding between National Aeronautics and Space 
Administration (NASA) and National Geospatial Intelligence Agency (NGA- 
formerly NIMA) specifies that data processed at 3″ (∼100 m) for anywhere on the 
Earth is unrestricted, as is 1″ (∼30 m) data for the U.S. The vertical error from the 
model is specified as 16 m (in 90% confidence interval). This model does not include 
any bathymetric data. 
The unedited version of the SRTM data contains numerous occasional voids (areas 
without data), or gaps especially in mountainous and coastline area where the terrain 
lay in the radar beam’s shadow or in areas of extremely low radar backscatter where 
an elevation solution could not be found. It was seen that the measurement of the 
West and Northwest coastlines of Turkey also suffered because of the voids in the 
SRTM data, therefore, an enhanced form of SRTM data using the GTOPO30 and 
digital depth model data by Smith and Sandwell (1997) (2 minutes grid latitudes 
+/– 72 degrees) was used in this study (UCSD, 2007). The enhanced form of SRTM 
data is called SRTM30 Plus and mapped in figure (6.3). As specified by UCSD 
(2007), to construct SRTM30 Plus V2.0, mosaics were assembled at 30″ (∼1 km) 
spacing in tiles that matched the GTOPO30 tiles. Then the results were combined 
with GTOPO30 such that each sample contains an SRTM data point where SRTM 
data were valid or GTOPO30 data where the SRTM data were void. 
The geodetic reference for SRTM data is the WGS84 EGM96 geoid as documented 
in NIMA (1997) and Lemoine et al. (1998), and no attempt was made to adjust the 
vertical reference of either data set during the combination. 
In the data preparation stage of the gravimetric geoid modelling, digital terrain data 
from ETOPO5 was used to reconstruct free-air anomalies from the grid of Bouguer 
gravity anomalies. ETOPO5 was generated from a digital database of land and sea 
floor elevations on a 5′ grid spacing (NOAA, 2006). The version of the data is from 
May, 1988. Data values are in whole meters, representing the elevation of the center 
of each cell. The accuracy of the data set is hard to define due to the disparate 
sources of the data. In general, the data sets for the USA, Western Europe, 
Korea/Japan, Australia and New Zealand are the most precise, having a horizontal 
resolution of 5′ of latitude and longitude, and vertical resolution of 1 m. Data for 
Africa, Asia, and South America vary in resolution from a few meters to only 
 167
representing every 150 m, depending on the available source data. Now, the updated 
version of ETOPO5 data (ETOPO2- 2′ grid spacing) is available (NOAA, 2006). 
6.1.1 Global Potential Models Used in the Assessments 
To determine a suitable global geopotential model as a reference for regional geoid 
determination, the new GPMs from the satellite gravity missions should be compared 
and validated using external information (Gruber, 2004). Therefore, the statistical fit 
of gravity field data in Turkey to several recent global potential models, namely 
GGM02S, EIGEN-CHAMPS03S, EIGEN-CG03C and EIGEN-GL04C (table (6.1)), 
is investigated. These models are also compared with the older EGM96 model, 
which serves as a reference model for Turkey geoid TG03. 
Global potential models can be divided into three classes, namely satellite-only 
GPMs (derived from the tracking of artificial satellites), combined GPMs (derived 
from a combination of a satellite-only model, terrestrial gravimetry, satellite 
altimetry and/or airborne gravimetry) and tailored GPMs (derived by refining 
existing satellite-only or combined GPMs using regional gravity data). 
Historically, satellite-only GPMs are typically weak at coefficients of degrees higher 
than 60 or 70 due to several factors, such as the power-decay of the gravitational 
field with altitude, modeling of atmospheric drag and incomplete tracking of satellite 
orbits from ground stations (Rummel et al., 2002). Although the effects of some of 
these limitations on the GPMs decreased after the dedicated satellite gravity missions 
CHAMP and GRACE, the new satellite-only GPMs still have full power up to a 
certain degree, and rapidly increasing errors make their coefficients unreliable at 
high degrees. On the other hand, the combined-GPMs reduce some of the above 
mentioned limitations, but errors exist also in the terrestrial data. 
In this dissertation, the most recent satellite-only and combined global geopotential 
models from the CHAMP and GRACE satellite missions released by GFZ 
(GeoForschungsZentrum) and the Center for Space Research of Texas University 
were tested (GFZ, 1998; GRACE, 2004b). Table (6.1) shows the characteristics of 
these models. Although the older EGM96 combined geopotential model is not 
calculated using data from CHAMP and GRACE, the assessments of this thesis also 
include this model since it serves as the reference model for the national regional 
geoid model TG03 of Turkey.  
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The GGM02S satellite-only global potential model was derived using approximately 
fourteen months of data (spanning from April 2002 to December 2003) of the 
Gravity Recovery and Climate Experiment (GRACE) K-band range-rate, attitude, 
and accelerometer data (GRACE, 2004b). The model was estimated to degree and 
order 160 (Table (6.1)). However, the solution appears to retain the correct signal 
power spectrum up to about degree 110 as seen in figure (6.4a). Therefore its 
spherical harmonic coefficients up to maximum degree and order 110 are employed 
in the evaluations. Relative to its preceding generation (GGM01S), an improvement 
greater than a factor of two is reported by Tapley et al. (2005). GGM02S is being 
provided both as spherical harmonic coefficients and as gridded surfaces.  
EIGEN-CHAMP03S is a satellite only global potential model derived using 33 
months (from October 2000 through June 2003) of CHAMP data. The model 
contains fully normalized spherical harmonic coefficients complete to degree and 
order , 120m =?  plus selected terms for CHAMP sensitive and resonant orders up to 
degree 140. Although the EIGEN-CHAMP03S solution includes higher degree/order 
terms, it has full power only up to about degree and order 60 due to the signal 
attenuation in the satellite’s altitude (CHAMP, 2004). This also can be seen in graph 
of signal and error degree variances in figure (6.4b). Considering this, spherical 
harmonic coefficients of EIGEN-CHAMP03S are used up to maximum degree and 
order 60 in the evaluations. The accuracy of EIGEN-CHAMP03S is reported as 
about 5 cm and 0.5 mGal in terms of geoid heights and gravity anomalies, 
respectively, at half wavelength (λ/2 = 400 km) in Reigber et al. (2004). 
EGM96 is a combined geopotential model consisting of spherical harmonic 
coefficients complete to degree and order 360. The National Imagery and Mapping 
Agency (NIMA), the NASA Goddard Space Flight Center (GSFC), and the Ohio 
State University (OSU) collaborated to determine the EGM96 model. Its final 
version blends a low-degree combination model to degree 70, a block-diagonal 
solution from degree 71 to 359 and a quadrature solution at degree 360. The accuracy 
of the model in the determination of geoid heights is reported to be better than one 
meter (with the exception of areas void of dense and accurate surface gravity data) 
(NIMA, 1997; Lemoine et al. 1998). 
The EIGEN-CG03C is a combined model computed by the combination of the 
GRACE mission (376 days out of February to May/ July to December 2003 and 
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February to July 2004) and the CHAMP mission (860 days out of October to June 
2003) data plus altimetric and gravimetric surface data at GFZ Potsdam. The model 
is complete to degree and order 360 in terms of spherical harmonic coefficients 
(resolves wavelength of 110 km in the geoid and gravity anomaly fields). Compared 
to the earlier CHAMP/GRACE combined high-resolution global geopotential 
models, Förste et al. (2005) reports an estimated improvement of one order of 
magnitude (to 3 cm and 0.4 mGal in terms of geoid heights and gravity anomalies, 
respectively, at a spatial resolution of 400 km wavelength) in accuracy. The overall 
accuracy of the full model is reported to be 30 cm and 8 mGal, respectively. 
The EIGEN-GL04C combined model is an upgrade of the EIGEN-CG03C model 
and is computed with the combination of GRACE (for February 2003 – July 2005 
without January 2005) and LAGEOS (for February 2003 – February 2005) mission 
data plus 30'x30' gravimetry and altimetry surface data. EIGEN-GL04C is also 
complete to degree and order 360 in terms of spherical harmonic coefficients. For 
more details of the GGMs, the references in table (6.1) can be consulted. 
Table 6.1 : The global potential models tested over Turkey. 
model* degree type tide system citation 
GGM02S 160 satellite-only zero-tide Tapley et al. (2005) 
EIGEN-CHAMP03S 140 satellite-only tide-free Reigber et al. (2004) 
EGM96 360 combined tide-free Lemoine et al. (1998) 
EIGEN-CG03C 360 combined tide-free Förste et al. (2005) 
EIGEN-GL04C 360 combined tide-free Förste et al. (2006) 
 
*   Coefficients of the models available from ICGM (2003). 
 
 
 
 
 
 
 
 
Figure 6.4a : RMS anomaly degree variances for EGM96 and GGM02S. 
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Figure 6.4b : RMS anomaly degree variances for EGM96 and EIGEN-CHAMP03S. 
 
 
 
 
 
 
 
Figure 6.4c : RMS anomaly degree variances for EGM96 and EIGEN-CG03C. 
 
 
 
 
 
 
 
Figure 6.4d : RMS anomaly degree variances for EGM96 and EIGEN-GL04C. 
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The signal degree amplitudes (Equation (3.104)) in terms of gravity anomalies 
(mGal) were calculated by: 
( ) ( )
1/ 22
2 22
2
2 0
1
L
m m
m
GMg C S
R
σ
= =
⎡ ⎤⎛ ⎞ ⎡ ⎤Δ = − +⎢ ⎥⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠⎢ ⎥⎣ ⎦∑ ∑
?
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?
?  (6.1) 
and replacing the coefficients with their standard deviations (
mC
σ
?
, 
mS
σ
?
) and by the 
coefficient differences of two models ( mC∂ ? , mS∂ ? ) in equation (6.1), the error degree 
amplitudes and the difference degree amplitudes were computed, respectively, and 
graphed in figures (6.4 a, b, c, d). Thus, in the figures, the recent global potential 
models were compared with the older EGM96 model in terms of signal, error and 
difference degree amplitudes (RMS anomaly per degrees). It is generally accepted 
that the EGM96 model has the best performance among the combined GPMs until 
the advent of dedicated satellite gravity missions and it is also the reference global 
potential model used in the TG03 regional model for Turkey. Because of these 
reasons, the new GPMs were evaluated against EGM96 in the graphs. When the 
corresponding graphs are considered, the signal amplitudes of both satellite only 
GPMs, GGM02S and EIGEN-CHAMP03S, and EGM96 are nearly identical up to 
degree 60, however the EIGEN-CHAMP03S model loses more power at higher 
degrees than GGM02S. On the other hand, GGM02S error estimates are under the 
EGM96 model up to degree 110, while EIGEN-CHAMP03S error estimates are 
significantly larger above degree 60. The comparison of GGM02S model from the 
GRACE and EIGEN-CHAMP03S model from the CHAMP missions show that the 
performance of each mission in different parts of the gravity field spectrum may 
vary. Therefore, using a combination of different satellite missions, while taking into 
account the relative weights, may provide a better “Earth potential model” for 
regional geoid determination. 
The graphs in figures (4.6 c, d) show the RMS anomaly degree variances EIGEN-
CG03C, EIGEN-GL04C and EGM96 models (complete to degree and order 360). 
The error estimates of these models and the consistency of their coefficients are seen 
and compared in the graphs.  
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6.2 Assessment of New Global Potential Models 
In this section of the assessments, two different approaches were used to assess the 
GGMs against terrestrial data. Firstly, the GPM-implied gravity anomalies were 
compared with free-air gravity anomalies on land; and the geoid heights from the 
GPMs were compared with low-pass filtered GPS/levelling derived geoid heights 
(using fifth level Discrete Meyer Wavelet Decomposition (DMWD) the theory of 
which can be found in section 4.4) at discrete co-located benchmarks in İstanbul-
1999 and İzmir-2001networks. The descriptions of the local test areas are in section 
5.1.1 and table (5.1). Secondly, regional geoid models were computed by Fast 
Fourier Transform technique from the terrestrial gravity data and various 
geopotential models. The geoid heights derived from the computed models at the 
benchmarks were again tested using İstanbul-1999 and İzmir-2001 data of local test 
areas. The new gravimetric test geoids were also compared with TG03.  
Table (6.2) includes the statistics of residual gravity anomalies between the GPMs 
derived (equation (3.32)) and free-air anomalies from terrestrial data on land over all 
Turkey. However, the validation of GPMs with GPS/levelling were carried out in 
local areas only since the GPS/levelling data distributed over the whole country was 
not included in the used database of this research. The geoid height signal from the 
GPM (equation (3.33)) is low-frequency and the GPS/levelling geoid height signal is 
high-frequency. To be able to compare these two signals, the GPS/levelling geoid 
heights were decomposed using fifth level DMWD, and its low-pass filtered 
(approximation) part was used to validate the GPM-derived geoid heights in local 
areas. In figure (6.6), it can be seen that the fifth level DMWD (blue line) works 
better than the sixth level DMWD (green line) and filtered GPS/levelling signal is 
smooth like the GPM derived signal. The EIGEN-CG03C (red line) was graphed in 
figure (6.6) only as an example. 
Table 6.2 : Statistical comparisons between the GPM-derived and free-air gravity 
anomalies in Turkey (mGal). 
Global Potential Models ℓmax min max µ σ 
GGM02S 110 -207.74 304.22 3.41 43.50 
EIGEN CHAMP03S 60 -204.62 329.35 2.82 48.25 
EGM96 360 -144.00 297.08 2.81 34.06 
EIGEN-CG03C 360 -158.12 298.12 2.93 33.96 
EIGEN-GL04C 360 -151.85 300.97 2.82 33.56 
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Figures (6.5-a) and (6.5-b) show the GPS/levelling geoid heights, their low-pass 
filtered (approximation) and high-pass filtered (detailed) parts from the DMWD in 
İstanbul-1999 and İzmir-2001 areas, respectively.  
 
 
 
 
 
 
 
 
 
 
Figure 6.5 : a-) The maps (from top to bottom) are the GPS/levelling geoid heights, 
their low-pass filtered (approximation) part and the high-pass filtered (detailed) part 
of DMWD in İstanbul-1999 data and b-) (from top to down) the GPS/levelling geoid 
heights, low-pass filtered (approximation) part and the high-pass filtered (detailed) 
part of DMWD in İzmir-2001 data (units in m). 
 
 
 
 
 
 
 
 
Figure 6.6 : GPS/levelling (before and after low-pass filter using fifth and sixth level 
DMWD), EIGENCG03C derived geoid heights along the diagonal profile in 
İstanbul-1999. 
(a) (b) 
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The fit of the GPMs (EGM96 and EIGEN-CG03C) to the low-pass filtered (LPF) 
GPS/Levelling surface of İstanbul-1999 can be seen in figure (6.7). The low-pass 
filtering the GPS/levelling data using fifth level DMWD creates quite a smooth 
surface. According to figure (6.7), the fit of GPMs and LPF-GPS/Levelling surfaces 
looks better between the longitudes 27°57′–28°55′, however, since the GPM surfaces 
change their trends between the longitudes 28°55′–29°44′ their fit to LPF 
GPS/levelling surface become worse. 
 
 
 
 
 
 
 
 
 
 
Figure 6.7 : 3D views of EGM96 (red color), EIGEN-CG03C (green color), Low-
pass filtered GPS/levelling surfaces in İstanbul-1999. 
The statistics for the differences between GPMs derived geoid heights and the 
approximation part of GPS/levelling data are in tables (6.3-a) and (6.3-b), in 
İstanbul-1999 and İzmir-2001, respectively. Figure (6.8) graphs the standard 
deviations of the geoid height differences.  
Table 6.3a : Statistics of the misclosures of the geoid heights between GPMs and 
low-pass filtered GPS/levelling data in İstanbul-1999 (NGPS/lev.–NGPM) (units in cm). 
Istanbul-1999 Network 
GGM ℓmax min Max mean std. dev. 
GGM02S 110 -122.6 116.1 49.4 42.7 
EIGEN-CH03S 60 -96.0 75.5 -40.8 29.1 
EGM96 360 -154.0 -60.7 -106.2 27.0 
EIGENCG03C 360 -152.4 -15.6 -81.8 41.4 
EIGENGL04C 360 -151.3 21.1 -54.3 51.1 
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Table 6.3b : Statistics of the misclosures of the geoid heights between GPMs and 
low-pass filtered GPS/levelling data in İzmir-2001 (NGPS/lev.–NGPM) (units in cm).  
Izmir-2001 Network 
GGM ℓmax min Max mean std. dev. 
GGM02S 110 -82.0 -18.2 -44.5 11.5 
EIGEN-CH03S 60 -323.6 -222.1 -267.9 21.0 
EGM96 360 -204.6 -82.8 -141.1 25.8 
EIGENCG03C 360 -139.6 -34.2 -83.6 21.3 
EIGENGL04C 360 -149.7 -31.4 -89.6 25.2 
 
 
 
 
 
 
Figure 6.8 : The standard deviations of the differences between GPMs-derived geoid 
heights and filtered GPS/levelling data in İstanbul and İzmir. 
Considering the obvious inconsistencies between the assessment results of GPMs 
between İstanbul-1999 and İzmir-2001 from the results and high statistics of height 
misclosures using İstanbul-1999 data in table (6.3a) and figure (6.8), more detailed 
investigation on the behaviors of the GPMs in İstanbul local area has become 
necessary. When the longitudinal geoid heights derived from GPMs and 
GPS/levelling of İstanbul-1999 graphed as in figures (6.9) and (6.10), the changes in 
the behaviors of the surface of GPMs between the 28°55′–29°44′ is clear. While 
interpreting the graphs, not the oscillations of the graph (since they are because of the 
number of points along the corresponding longitude) but the trends of the graph lines 
should be considered. When they are studied, the trend of GPM changes its direction 
with the longitude 28°55′ (see figure (5.3)) where the Bosphorus is located and the 
distance between GPM surface and LPF GPS/levelling surface starts to increase. 
Therefore, all the combined and satellite-only GPMs used in the assessments have 
decreasing and increasing trends in the European and Asian parts of İstanbul, 
respectively. Since the parallelism is disturbed between the GGM and LPF-
GPS/levelling surface, the statistics of the geoid height misclosures are high when 
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the entire data for İstanbul-1999 is considered. On the other hand, if the data for the 
European part and Asian part are evaluated separately, the statistics of the 
misclosures become smaller, however the rank of the “best” fitting GPMs to the 
LPF-GPS/levelling surface does not change. Tables (6.3c) and (6.3d) can be seen for 
the reduced statistics of the geoid height misclosures in Europe and Asia data, 
respectively. 
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Figure 6.9 : EIGEN-GL04C derived, GPS/levelling and LPF GPS/levelling geoid 
heights at the benchmarks sorted by longitudes in İstanbul-1999. The dash line (---) 
show the Bosphorus. 
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Figure 6.10 : EGM96 derived, GPS/levelling and LPF GPS/levelling geoid heights 
at the benchmarks by longitudes in İstanbul-1999. The dash line (---) show the 
Bosphorus. 
The longitudinal GPM derived, GPS/levelling and LPF GPS/levelling geoid heights 
in İzmir were graphed in figures (6.11) and (6.12). Considering the graphs, all the 
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GPMs in the tests can be said to behave homogeneously in İzmir. Here, only graphs 
belonging to the evaluation of GGM02S and EGM96 models are given as examples.  
Table 6.3c : Statistics of the misclosures of the geoid heights between GPMs and 
low-pass filtered GPS/levelling data in İstanbul-1999 (NGPS/lev.–NGPM) (units in cm). 
Istanbul-1999 Network – European Part (longitudes in 27°57′–28°55′) 
GGM ℓmax min max mean std. dev. 
GGM02S 110 -122.6 116.1 32.9 46.4 
EIGEN-CH03S 60 -96.0 75.5 -30.0 34.4 
EGM96 360 -133.5 -60.7 -83.0 13.7 
EIGENCG03C 360 -130.2 -15.6 -46.6 17.8 
EIGENGL04C 360 -99.9 21.1 -12.4 19.5 
 
Table 6.3d : Statistics of the misclosures of the geoid heights between GPMs and 
low-pass filtered GPS/levelling data in İstanbul-1999 (NGPS/lev.–NGPM) (units in cm). 
Istanbul-1999 Network – Asian Part (longitudes in 28°55′–29°44′) 
GGM ℓmax min max mean std. dev. 
GGM02S 110 8.2 115.0 66.0 30.9 
EIGEN-CH03S 60 -83.4 -7.3 -51.6 16.9 
EGM96 360 -154.0 -85.5 -129.5 13.5 
EIGENCG03C 360 -152.4 -45.3 -117.2 24.9 
EIGENGL04C 360 -151.3 -7.0 -96.4 36.3 
 
According to results from the first stage of assessments: 
• though the GPS/levelling data provides an opportunity to assess the global 
potential models as an independent tool, low-pass filtering the GPS/levelling 
signal is necessary to make it comparable with the GGM signal in local areas by 
decomposing its detailed part from the approximate part, 
• both in the overall and local (Europe and Asia parts separately) assessments of 
the GPMs using LPF-GPS/levelling data in İstanbul, the combined EGM96 and 
EIGEN-CG03C models revealed the minimum standard deviations in geoid 
height misclosures, 
• considering the results from the direct assessments of the GPMs against LPF-
GPS/levelling data in İzmir, the combined EIGEN-CG03C and the satellite-only 
GGM02S models give the minimum statistics of the misclosures, 
• EGM96 as the “best” and the “worst” GPM in İstanbul and İzmir territories, 
respectively, can be said to be the steadiest model, since it provides close 
standard deviations and mean values of geoid height misclosures for İzmir-2001 
and İstanbul-1999 data, 
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• all GPMs have linear and variable trends in İzmir and İstanbul areas, 
respectively. This conclusion is related to the size of the areas and the 
wavelength of the GPMs. 
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Figure 6.11 : GGM02S derived, GPS/levelling and LPF GPS/levelling geoid heights 
at the benchmarks by longitudes in İzmir-2001.  
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Figure 6.12 : EGM96 derived, GPS/levelling and LPF GPS/levelling geoid heights 
at the benchmarks by longitudes in İzmir-2001. 
In the second stage of the assessments, regional gravimetric geoid models were 
computed by the Remove-Restore technique (section 3.2) from the terrestrial gravity 
data and each global potential model in table (6.1). The steps of the remove-restore 
(RR) algorithm followed in the computations are summarized in figure (6.13). In 
computation of the gravimetric geoids using RR method, the Fortran programs 
developed at University of Calgary by Li (1993) were used (Li, 1994a; Li, 1994b). 
The descriptions of the programs and used parameters are in the table (B.1). The 
geoid heights derived from the computed gravimetric models at the benchmarks were 
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again tested using İstanbul-1999 and İzmir-2001 data (see figure (C.1)). The statistics 
of some of the data used in this stage are in table (6.4). 
the data  
 
land and sea gravity 
anomalies,              
terrain data (SRTM30+)   
reference GPM 
merge land free-air and 
altimetry gravity 
anomalies at sea: 
 
5′ spacing free air gravity 
anomalies grid as whole. 
REMOVE the reference 
gravity anomaly by 
GPM from the free air 
gravity anomalies: 
 
.res FA GPMg g gΔ = Δ − Δ  
 
see Section (3.2) 
Calculate the direct 
topographical effect on 
gravity depending on a 
mass reduction scheme: 
 
Helmert’s 2nd method of 
condensation,           
see Section (3.3.3.), Eq. (3.79) 
.GM g topo indN N N N NΔ= + + +
 
Eqs. (3.30), (3.31) 
the GRAVIMETRIC GEOID HEIGHTS  
restore the terrain 
effects at the grids: 
obtain free air anomalies 
from Bouguer anomalies 
 
50.1119FA B ETOPOg g HΔ ≈ Δ +  
REMOVE STEP 
and COMPUTE geoid 
heights Ntopo. by FFT 
spherical stokes 
convolution: 
 
 
as in Section (3.2.1) 
COMPUTE STEP 
COMPUTE residual 
geoid heights NΔg. by 
FFT spherical stokes 
convolution: 
 
Eq. (3.34)             
and Section (3.2.1) 
RESTORE STEP 
RESTORE the long-wavelength part 
of the geoid NGM by GPM:  
 
Eq. (3.33) 
 
and RESTORE the indirect effect 
Nind. by the mass reduction scheme:
 
Eqs. (3.44), (3.83); Section (3.3.4) 
 
Figure 6.13 : The Remove-Restore technique was followed in gravimetric modelling 
of the geoids in the assessments. 
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Table 6.4 : Statistics of gridded free-air gravity anomalies of the geoid heights from 
GPS/levelling and TG03 model at the benchmarks in İstanbul-1999 and İzmir-2001. 
 Data min max mean Std. dev. 
ΔgFree-air [mGal] -13.65 188.34 46.91 25.80 
NGPS/lev. [m] 35.83 38.23 36.95 0.45 
Is
ta
nb
ul
 
NTG03 [m] 35.77 38.12 36.92 0.42 
ΔgFree-air [mGal] -11.81 63.72 20.42 17.79 
NGPS/lev. [m] 37.59 38.73 38.06 0.16 Iz
m
ir 
NTG03 [m] 37.60 38.40 38.01 0.13 
In the results of the second stage, five regional gravimetric geoid models each GPM 
using as a reference field in each model were computed, and the statistics from the 
validation of the gravimetric test models against the GPS/levelling data are in tables 
(6.5a) and (6.5b). In the computations, the maximum expansion of the GPMs, as 
indicated in tables (6.2) and (6.3), were used. Besides the assessment of the 
gravimetric models by GPS/levelling, they were fitted to the local GPS/levelling 
surface using the third order bivariate orthogonal polynomials (as in Section 2.5). 
The statistics of fitting are also in tables (6.5). The new gravimetric test geoids were 
also compared with TG03 in the following. 
The conclusions from the evaluations of second stage using RR modelling of 
gravimetric geoids are: 
• any of the GPMs is acceptable for gravimetric geoid determination and it is 
difficult to reject any of them, since there is no significant differences between 
them in terms of the statistics of the geoid height misclosures, either before or 
after fitting to GPS/levelling,  
• therefore these GPMs can be used for computation of the high resolution regional 
geoid model in the West of Turkey; however, to generalize this conclusion, more 
tests are required in other parts of the country,  
• for the best pure gravimetric geoid before fit, EIGEN-CG03C or EIGEN-GL04C 
are recommended,  
• considering the results in table (6.2), when predicting gravity anomalies, the best 
results can be obtained by using one of the three high degree (360°) GPMs. This 
conclusion can be useful if a solution is developed to predict the trends of local 
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GPS/levelling geoid surface due to change of the gravity anomalies where the 
lack of reference GPS/levelling data exists, and it can help to improve the 
accuracy of the GPS/levelling geoid model in predicting the heights.  
• finally, the gravimetric geoid models calculated using RR technique and EIGEN-
CG03C as reference global potential model are in figures (6.14a) and (6.14b).  
Table 6.5a : Statistics of geoid height misclosures (NGPS/lev.−NGrav.) at the 
benchmarks in İstanbul-1999 (unit cm). 
Istanbul Test Network 
used reference 
GPM ℓmax Statistic Min max mean std. dev. 
Before -285.4 -224.5 -253.9 12.5 
after (internal) -18.8 32.8 0.0 5.7 GGM02S 110 
after (external) -19.3 33.7 0.0 5.9 
Before -266.9 -205.0 -236.8 12.2 
after (internal) -18.6 33.7 0.0 5.6 EIGEN CHAMP03S 60 
after (external) -19.1 34.7 0.0 5.9 
Before -255.3 -195.3 -222.9 13.2 
after (internal) -18.6 34.6 0.0 5.6 EGM96 360 
after (external) -19.1 35.6 0.0 5.8 
Before -236.4 -175.7 -205.4 12.7 
after (internal) -18.2 34.2 0.0 5.9 EIGENCG03C 360 
after (external) -19.2 35.3 0.0 6.1 
Before -250.7 -189.7 -219.0 12.5 
after (internal) -17.3 33.2 0.0 5.5 EIGENGL04C 360 
after (external) -17.8 34.1 0.0 5.8 
 
Table 6.5b : Statistics of geoid height misclosures (NGPS/lev.−NGrav.) at the 
benchmarks in İzmir-2001 (unit cm). 
İzmir Test Network 
used reference 
GPM ℓmax Statistic Min max mean Std. dev. 
before fitting -202.0 -140.0 -172.1 12.8 
after (internal) -14.3 16.1 0.0 5.3 GGM02S 110 
after (external) -15.0 16.4 0.0 5.5 
before fitting -210.3 -118.2 -171.1 19.7 
after (internal) -15.3 15.5 0.0 5.8 EIGEN CHAMP03S 60 
after (external) -17.1 17.2 0.0 6.0 
before fitting -214.0 -152.0 -186.7 13.9 
after (internal) -17.2 14.0 0.0 5.7 EGM96 360 
after (external) -18.0 14.3 0.0 5.9 
before fitting -205.4 -140.9 -173.3 13.2 
after (internal) -16.4 14.0 0.0 5.5 EIGENCG03C 360 
after (external) -17.2 14.3 0.0 5.7 
before fitting -203.0 -118.0 -168.5 15.1 
after (internal) -15.3 13.5 0.0 5.8 EIGENGL04C 360 
after (external) -15.9 14.2 0.0 6.0 
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Figure 6.14 : Gravimetric geoid model (calculated using EIGEN-CG03C as 
reference GPM) after fitting in: a-) İstanbul and, b-) İzmir (contour interval 10 cm). 
• Figure (6.15a) graphs the standard deviations of the geoid height differences of 
TG03 (NGPS/lev. – NTG03), gravimetric test geoids (NGPS/lev. – NGrav.) from the 
GPS/levelling at the benchmarks in İstanbul and İzmir. In the graph, the 
gravimetric geoid models determined in the second stage of tests are called by the 
same name as their reference global potential models. According to the visual 
representation of the results in tables (5.3), (6.5a) and (6.5b), we can not mention 
about improvement in gravimetrically determined geoids when comparing these 
to the TG03 regional model. This may be because the TG03 model is a 
gravimetric-based hybrid geoid and fitted to national vertical datum using 197 
GPS/levelling benchmarks in figure (5.1). However, when the TG03 geoid is 
compared with fitted gravimetric test geoids in İstanbul and İzmir (figure 
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(6.15b)), 29% and 23% “improvements” in terms of standard deviations were 
recorded in İstanbul and İzmir, respectively. But this comparison does not 
provide a reliable result since very sparse GPS/levelling data was employed for 
fitting TG03 model whereas we fitted the gravimetric test geoids using very 
dense and homogenously distributed GPS/levelling data in local areas. Anyway, 
the results from the gravimetric determination of the geoid in the West of Turkey, 
with the aim of assessments, was found to be satisfactory, because the quality and 
density of the terrestrial gravity data used in the computation was rather low 
when compared to data used in the TG03 computations. Also, it is necessary to 
analyze the improvement of the computation strategies of gravimetric geoid 
model in future research.  
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Figure 6.15a : Standard deviations of the geoid height differences of the TG03, 
gravimetric test geoids (which are referred to the same name as their reference 
global potential model in the graph) from the GPS/levelling (
grav GPS levN N / .( )
σ − ). 
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Figure 6.15b : Standard deviations of the geoid height differences of the TG03, 
improved gravimetric test geoids through fitting GPS/levelling (with the same 
name as their reference GPM in the graph) from the GPS/levelling (
grav GPS levN N / .( )
σ − ). 
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• In computations of gravimetric test geoids, the terrain effects were calculated 
using SRTM30 Plus, 30″ grid spacing data because it is free of the defects (voids 
and gaps as mentioned in Section 6.1), which exist in the original 3″ grid spacing 
SRTM data. However, using the original high resolution version of SRTM data 
while computing the terrain effects may improve to a greater extent the precision 
of regional gravimetric geoid since Turkey is a mountainous country. This will be 
investigated in future research. 
6.2.1 Tailoring the Global Potential Models 
In the third stage of the assessments, the GPMs were tailored using the free-air 
gravity anomalies on land over Turkey. In the areas where no gravity data is 
available (because of restricted access, data secrecy clauses etc.), the satellite-only 
GPM can not be improved. In addition to problems in the terrestrial data (such as 
systematic errors in terrestrial gravity data), the data gaps can also affect the 
performance of combined-GPMs in other regions as well. This is because of the 
solution of the boundary-value problem, where values over the entire boundary are 
required (recalling Stokes theorem). Therefore, it can be a disadvantage to choose a 
combined-GPM as a reference model in regional geoid modelling. Considering these 
facts, the GPMs can also be verified using terrestrial data for the selection of an 
optimal GPM for regional geoid modelling.  
At this stage, first, the terrestrial gravity anomalies were converted to the spherical 
harmonic series, which will be called a terrestrial-only GPM for Turkey (TR_GPM) 
in the following, running the Fortran program GEOIGP created by Weber at Berlin 
Technical University (Weber and Zomorrodian, 1988). The agreements between 
the terrestrial-only GPM and the other tested GPMs were investigated with the 
difference anomaly degree variances in terms of gravity anomalies (mGal) given in 
equation (6.1) (figure (6.16)). In the graph, high degree global potential models 
(ℓmax=360) show better agreement with TR_GPM where as GGM02S and EIGEN-
CHAMP03S satellite-only GPMs reveal disagreements with terrestrial data after 
ℓ=80.  
Moreover, the GPM-implied gravity anomalies were computed employing the 
spherical harmonic coefficients up to degree of 120 (equation (3.33)) and then 
compared. The statistics in table (6.6) show the comparison of the gravity anomalies 
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at grid nodes with 5′ grid spacing. The standard deviations of the residual gravity 
anomalies also support the results from the figure (6.16). In this comparison, the 
EIGEN-GL04C combined GPM (ℓmax=120) agrees best with the terrestrial data in 
terms of standard deviations of the differences (σδΔg = 16.7 mGal). 
Figures (6.17 a-e) show the contour maps of GPM-implied gravity anomaly 
differences. In the contour maps, it can be seen that the EIGEN-CHAMP03S satellite 
only GPM has the maximum differences over the whole country (see figure (6.17b) 
and table (6.6)), while the EIGEN-GL04C combined model reveals the smallest 
differences (see figure (6.17e) and table(6.6)). On the other hand, the contour maps 
show the extreme differences at exactly two local areas around the coordinates of 
37°N–33°E and 39°N–41°E, respectively. This may indicate blunders in terrestrial 
data and requires detailed investigation. 
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Figure 6.16 : The difference RMS anomaly per degrees in terms of gravity anomaly 
between the tested GPMs and the terrestrial-only GPM in Turkey. 
Table 6.6 : Statistics of residual gravity anomalies between the terrestrial-only and 
tested GPMs (ℓmax=120) at the grid nodes in Turkey (unit mGal). 
 δΔg [mgal] min max mean std. dev. 
TR_GPM−GGM02S -61.2 80.9 2.2 21.4 
TR_GPM−EIGEN CHAMP03S -112.3 110.6 1.7 28.8 
TR_GPM−EGM96 -52.7 59.8 2.9 18.1 
TR_GPM−EIGENCG03C -51.1 49.6 2.9 17.2 
TR_GPM−EIGENGL04C -49.3 49.6 2.8 17.0 
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Figure 6.17 : Residuals of gravity anomalies from TR-GPM and tested-GPMs. 
(a)- ΔgTR-GPM−ΔgGGM02S   (ℓmax=120) 
(b)- ΔgTR-GPM−ΔgEIGC03S   (ℓmax=120) 
(c)- ΔgTR-GPM−ΔgEGM96   (ℓmax=120) 
(d)- ΔgTR-GPM−ΔgEIGCG03C   (ℓmax=120) 
(e)- ΔgTR-GPM−ΔgEIGGL04C   (ℓmax=120) 
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6.3 Summary of the Results 
The tests in this chapter aim to assess the accuracy of new data from the latest 
acquisition techniques in Turkey and to estimate their possible contributions to the 
development of a future high resolution gravimetric geoid of Turkey. In this manner, 
the assessments were done in three stages. In the first stage, the global potential 
models from the gravity field satellite missions CHAMP and GRACE were validated 
using low-pass filtered GPS/levelling data of İstanbul-1999 and İzmir-2001 
networks. GPS/levelling data provided an independent tool for the assessment of 
global geoids. However, to make them comparable, the detailed part in the 
GPS/levelling signal was removed, and then the smooth approximation part was used 
to assess the “degree of fitting” of GPMs in the test area. In the second stage, the 
selected GPMs for the tests were used in the gravimetric modelling of the regional 
geoids with the Remove-Restore technique. Thus, five different gravimetric geoid 
models were calculated in the West part of Turkey and each model was based on one 
of the GPM as a reference global potential model. In computations, terrain 
corrections were applied using SRTM30 Plus digital terrain data (having 30 arc 
second grid spacing) of which performance is reported to be high for Turkey in the 
quoted literature. Afterwards the computed gravimetric models were tested against 
GPS/levelling data in İstanbul and İzmir. The gravimetric geoid models were 
compared to the latest Turkey Geoid TG03 before and after fitting it to 
GPS/Levelling data. The results from this comparison were interpreted to clarify any 
contribution from the new GPMs and terrain data from SRTM. In the final stage, the 
GPMs were tailored using the free air anomalies, with 5 arc minute grid spacing, on 
land over the whole country, and the tailored GPMs were compared with the original 
GPMs in terms of gravity anomalies (ΔgGM in equation (3.32)). The results were 
interpreted to determine the level of consistency between the GPMs and the 
terrestrial data throughout Turkey. The GPM with a small standard deviation in the 
differences from its modified version ( ( )TR GPM GPMg g_σ Δ −Δ ) provided consistency with 
terrestrial data. However, while making this decision in the last stage, the terrestrial 
data was trusted and assumed to be without blunders.  
The conclusions drawn from all the assessments in this chapter are: 
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• the assessments of the GPMs using the LPF GPS/levelling data revealed that the 
EGM96 and EIGEN-CG03C highest order models are the “best” in İstanbul, and 
EIGEN-CG03C and GGM02S models fitted best in İzmir, 
• the performances of EGM96 in terms of standard deviation and mean of the 
geoid height differences from the GPS/levelling are similar in İstanbul and İzmir, 
• the trend of all GPMs is a linear trend in İzmir and varying in İstanbul, 
• in terms of their performances in gravimetric geoid modelling, we can not reject 
any of the GPMs and they can be used for the computation of high resolution 
geoid models in the West of Turkey, 
• when predicting gravity anomalies, one of the high degree combined models 
(EGM96, EIGENCG03C or EIGENGL04C) should be used, 
• when the gravimetric geoid models computed for tests were compared with a 
hybrid TG03 model, it was seen that the absolute accuracy of the TG03 is higher,  
• the fitted-gravimetric geoids revealed 29% and 23% improvements when 
compared to the TG03 model, in terms of standard deviations of the geoid height 
differences from the GPS/levelling, 
• In the gravimetric determination of the geoids, terrain corrections were calculated 
using SRTM30 Plus, with 30″ grid spacing; however, the higher resolution 
SRTM data may provide improvement in the accuracy of the regional gravimetric 
geoid and this will be investigated in future research, 
• comparing the GPMs with their tailored versions in terms of the standard 
deviations of gravity anomaly differences shows that the EIGEN-GL04C 
combined GPM (ℓmax=120) agrees the best with the terrestrial data over Turkey 
(with minimum σδΔg), while the EIGEN-CHAMP03S revealed the worst 
agreement, 
• the maps of the gravity anomaly differences show extreme values at exactly two 
local areas for each GPM, and these areas may indicate possible distortion of the 
terrestrial data. 
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7. CONCLUSION 
In this final chapter, the major conclusions and recommendations that can be drawn 
from this thesis are outlined. The inspiration which instigated this thesis study was 
the requirement of precise geoid models to be used for the transformation of GPS-
derived ellipsoidal heights to the orthometric heights in the regional vertical datum in 
geodetic applications. The majority of the investigation based on the local 
assessments and validations of the geoid models in relatively small areas instead of 
entire country because of the data availability. However, due to the importance of 
having a unified precise regional geoid model, the second part of the numerical tests 
was devoted to make a contribution to the improvement of the accuracy of the future 
high resolution regional geoid model for Turkey. 
The first part of the numerical evaluations includes the validation and refinement of 
the hybrid geoid models TG99A and TG03, of the gravimetric model EGG97 in five 
local GPS/levelling networks located in the North West, North and the West parts of 
Turkey. The qualities of GPS/levelling data of each network are similar and the 
datum of GPS and of levelling data in each local network are ITRF and TNVCN99, 
respectively. However, the distribution and densities of the GPS/levelling 
benchmarks are different, and the topographical patterns of the local areas are 
various. From the validations of the regional geoids at the GPS/levelling benchmarks 
in local areas, the following conclusions were drawn. 
When the validation results of the regional geoids are considered: 
• Turkey’s national geoids, TG99A, and its successor TG03, were compared in the 
Sakarya-2002 GPS/levelling network. The TG03 provides a higher absolute 
accuracy by 29% when compared to the TG99A. This result confirms the 
statistics stated in the published reports of both models by the General Command 
of Mapping (Ayhan et al., 2002; TNGC, 2003). 
• Although the above-mentioned improvement of the TG03 model when compared 
to the TG99A, exists, the absolute accuracy of the TG03 model is 16 cm in the 
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Sakarya region and it can not yet be directly used for the transformation of GPS-
derived ellipsoidal heights with geodetic purposes. Because the accuracies of the 
heights which are used in most of the geodetic applications should be better than 
10 cm as is indicated on the regulation (LSMSDPR, 2005). 
• TG03 fits GPS/levelling data better than EGG97 in every local area. This is 
because the TG03 was computed using high quality and dense terrestrial gravity 
and terrain data. But the terrestrial data of Turkey which contributed to the 
computation of EGG97 was local and quite poor. Further, TG03 is a hybrid 
model and has already been fitted to the national vertical datum using 197 
GPS/levelling benchmarks (in Figure (5.2)), but there is datum shift between 
EGG97 and GPS/levelling surface in Turkey. 
• The TG03 regional geoid model has the best performance in İzmir and İstanbul 
(higher consistency with İstanbul-1999 data) and it is the worst in Çankırı. This 
result was expected, because the gravity field is more variable in Çankırı 
comparing to İzmir and İstanbul (Figure (5.9)). Further, the terrestrial data 
(gravity anomalies and GPS/levelling data) which were employed both to 
compute and to fit the TG03 model were more dense in İstanbul and İzmir 
comparing to Çankırı (Figure (5.2)). Therefore TG03 is more precise in İstanbul 
and İzmir than Çankırı. 
• Similarly, the EGG97 model works best in İzmir and, unlike TG03, it is the worst 
in İstanbul-1999. This is because the terrestrial data of İzmir territory was 
employed in computation of EGG97 model and this helps to improve the 
accuracy of the model in and around İzmir. 
• In İzmir and İstanbul, the TG03 model (with the 0.94 ppm and 0.89 ppm relative 
accuracies, respectively) can be used for the purpose of the third order vertical 
control in geodetic applications. However, neither TG03 nor EGG97 can be used 
in geodetic applications in Çankırı and Sakarya, because the relative accuracies 
of these models in Çankırı and Sakarya do not satisfy the criterion for the third 
order vertical geodetic control which is considered ( )12 kmmm ? . 
• All statistical results from the validations of the regional TG03 and EGG97 
models using GPS/levelling data of five local networks revealed that the absolute 
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accuracies are between 7 cm and 18 cm for the TG03 model and 26 cm and 106 
cm for the EGG97 model. 
The discrepancies between the geoid models and the regional vertical datum do not 
allow for an accurate transformation of the GPS-derived ellipsoidal heights. The 
conclusions from the validation of regional geoid models have shown that they need 
refinement to be used for vertical control in geodetic applications. Therefore the 
regional models were refined by fitting them to regional vertical datum using 
GPS/levelling data. With this aim, an optimal corrector surface model in each local 
area was determined and applied. The results were as follows: 
• Corrector surface (CS) fitting improved the TG03 geoid in İstanbul and İzmir: 
− in İstanbul and İzmir, the improved-TG03 model can be used for vertical 
control (the absolute accuracies, 5.8 cm and 5.6 cm, respectively). 
− in İzmir, the improved EGG97 model can also be used in practical geodetic 
applications (the absolute accuracy, 7.9 cm). 
• CS fitting did not provide significant improvement in the Sakarya and Çankırı 
areas.  
Therefore: 
• in Çankırı, the heights were combined via re-adjustment of relative height 
differences, and this approach provided an improvement in accuracy in heights 
by 16%. 
• the combining approach was applied using the estimated variances by IMINQUE 
algorithm for more rigorous results. The internal accuracy of the improved-TG03 
was 4.9 cm, which is quite satisfactory. 
• Combining the heights via re-adjustment of the relative height differences is time 
consuming, especially while working with large data; however, it may provide 
optimal combination of the height data in networks like Çankırı-2005 (strip wise 
geometry and poor density of the benchmarks), where corrector surface models 
do not fit properly. 
• If the correct and appropriate a-priori variance information of the data sets are 
available, more rigorous results can be achieved by employing Variance 
Estimation Techniques (VCE) while combining the height data. 
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• The VCE techniques can be used in both the determination of the fitting surface 
models and the re-adjustment of the relative height differences to align them in 
the regional vertical datum. In the case of Çankırı, only the later was applied. 
However case studies about the determination of fitting surface models using 
VCE technique in combining height data can be found in the literature. 
Also GPS/levelling geoids were determined using various interpolation techniques, 
which are high order polynomials, IDW, MCS, LSC, Kriging and WNN, in İzmir-
2001 and İstanbul-2005 and using only high order polynomials in Sakarya-2002 and 
Çankırı-2005. 
The İstanbul-2005 local GPS/levelling geoid model was determined using the sixth 
order polynomials and WNN approach, separately. Comparing the two models, 
WNN approach provided much improved (level of 59%) absolute accuracy when 
compared to the polynomial model.  
In order to explain the impact of dense benchmarks on the accuracy of GPS/levelling 
geoid, another test was done by removing 25% of the reference points of the 
İstanbul-2005 data, and the results showed that the quality and reliability of 
GPS/levelling data are more critical than the density of the data, in the local 
determination of GPS/levelling geoids.  
To determine the İzmir-2001 GPS/levelling geoid, the aforementioned interpolation 
techniques, in addition to polynomials, were applied. The results were: 
• all interpolation techniques provided applicable results for the GPS/levelling 
geoid, however the Kriging and WNN approaches are suggested for the local 
geoid since they provided slightly improved results (see Tables (E.1a), (E.1b) and 
(E1.c) for comprehensive comparison of the data interpolation techniques which 
were applied in modelling local GPS/levelling geoids in this thesis). 
The GPS/levelling geoid models calculated by polynomials are not applicable in 
geodetic works in the Sakarya-2002 and Çankırı-2005. 
In conclusion, the tests applied to determine optimal geoid solution for geodetic 
applications showed; 
• in İstanbul: the local GPS/levelling geoid (by WNN modeling of 2005 year data) 
(with 1.76 cm accuracy), 
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• in Sakarya: the TG03 regional geoid model (with 16.8 cm accuracy), 
• in Çankırı: improved TG03 model (by the LSA of the relative height differences 
with estimated variances) (internal precision 4.9 cm), 
• in İzmir: local GPS/levelling geoid (by Kriging modelling of İzmir-2001 data) 
(with 3.0 cm accuracy), 
These solutions revealed the most accurate results and these models can be used in 
geodetic and surveying applications in corresponding areas. 
Due to the generalized conclusions from the experiences of evaluating local geoids in 
this research it can be concluded that: 
• in very small (local) areas, it is possible to determine local geoid models 
precisely using homogenously distributed, dense and quality GPS/levelling data. 
However, the locations of the reference benchmarks are very critical and they 
should be established appropriately in order to characterize the changes of the 
topography. 
• In the results of the numerical tests, the highest of the achieved accuracy from the 
local GPS/levelling geoids is 1.7 cm (in the İstanbul-2005 geoid model by WNN 
approach). 
• Refinement of a regional geoid model using GPS/levelling data in a local area 
(via absorbing the datum shifts and errors using a corrector surface model) 
provided an improvement in the accuracy up to 82% (CS-fitting of EGG97 geoid 
using İstanbul-2005 data with a simple second order polynomial). 
• Though local GPS/levelling geoids are practical in use and provide high precision 
in geodetic applications, they do not contribute much to the vertical datum 
unification efforts, since it is difficult to have very dense and quality 
GPS/levelling data homogenously and appropriately distributed throughout the 
country. 
Based on the conclusions, the benefits and limitations of each approach can be 
stated: 
− The local GPS/levelling geoids ensure that the GPS-derived orthometric heights 
are compatible with the local orthometric heights, and thus absorb any biases in 
the survey area, 
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− The local GPS/levelling geoid is very practical and can be modeled accurately 
even by using simple polynomial surfaces, 
however, 
− The local GPS/levelling geoids are subject to errors in orthometric and GPS 
heights, which combine additively and propagate through the interpolation 
process, 
− In local GPS/levelling geoids, it is assumed that the geoid is accurately modeled 
by a low-order polynomial surface. 
− GPS/levelling geoids can be used only in the small local areas and do not allow 
for extrapolation. 
On the other hand, the benefits and limitations of using only a gravimetric geoid in 
conjunction with GPS to determine the heights are (Featherstone et al., 1998): 
− gravimetry provides a geoid model over a wide area, given a complete and 
homogenous coverage of terrestrial gravity and terrain data, 
− geoid heights in a GPS survey area anywhere in the country are usually available 
from national surveying and mapping authorities or universities, 
− there is no prerequisite for existing vertical geodetic control in the GPS survey 
area. 
However, 
− the accuracy of the gravimetric geoid is not well understood and varies from 
place to place, 
− errors in GPS heights combine additively with errors in gravimetric geoid 
heights, 
− biases may exist between the local orthometric and GPS-gravimetric geoid-
derived orthometric heights. However this can be overcome by fitting the 
gravimetric geoid to regional vertical datum before deriving orthometric heights 
using the geoid model, 
− the spatial resolution of a gravimetric geoid is limited by the input gravity and 
terrain data; however the coverage of terrestrial gravity and terrain data is dense 
in Turkey. 
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Therefore, having a regional high resolution precise geoid model may provide 
standardization for transformation of the heights in geodetic applications. Improving 
the precision of a high-resolution hybrid geoid model of Turkey is required and its 
use should be encouraged along with the other solutions in the geo-spatial data 
production policy of Turkey. Until the high-resolution regional geoid model provides 
the required precision for geodetic purposes, local geoids should continue to be 
utilized.  
In the second part of the research, the data from new acquisition techniques was 
assessed in Turkey and its possible contributions to the future high resolution 
gravimetric geoid of Turkey was analyzed. The assessments were conducted in three 
stages. 
• In the first stage, the global potential models from the gravity field satellite 
missions CHAMP and GRACE were validated using low-pass filtered (LPF) 
GPS/levelling data of İstanbul-1999 and İzmir-2001 networks. GPS/levelling 
data provided an independent tool for the assessment of global geoids. However, 
to make them comparable, the detailed part in the GPS/levelling signal was 
removed, and then the smooth approximation part was used to assess the level of 
agreement of the GPMs in the test area.  
• In the second stage, the selected GPMs were used in the computation of the five 
local gravimetric geoid models with the Remove-Restore technique. 
• In the final stage, the GPMs were tailored using the free air anomalies, with 5 arc 
minute grid spacing, on land over the whole country, and the tailored GPMs 
were compared with the original GPMs in terms of gravity anomalies. The 
results showed the level of consistency between the GPMs and the terrestrial 
data over Turkey.  
The final conclusions drawn from these assessments are: 
• The validation of the GPMs using the LPF GPS/levelling data revealed that the 
highest order combined the EGM96 and EIGEN-CG03C models fitted the best in 
İstanbul, and the EIGEN-CG03C and GGM02S models fitted the best in İzmir. 
• The performances of EGM96, in terms of standard deviation and mean of the 
geoid height differences from the GPS/levelling, are similar in İstanbul and 
İzmir. 
 196
• The trend of the surfaces of GPMs are linear in İzmir and changing in İstanbul. 
• When the performances of GPMs in gravimetric geoid modelling are considered, 
all of them can be used for the computation of a high resolution geoid model in 
the West of Turkey. 
• For predicting the gravity anomalies, one of the high degree combined models 
(EGM96, EIGENCG03C or EIGENGL04C) can be used. 
When the validation results of gravimetric geoid models using GPS/levelling data 
were compared with the validation of the TG03 model, the TG03 has a higher 
accuracy. However, in terms of standard deviations of the geoid height differences 
from the GPS/levelling, the fitted-gravimetric geoids revealed an improvement of 
29%, comparing to the TG03 model. 
Comparing the GPMs with their tailored versions, in terms of the standard deviations 
of gravity anomaly differences, revealed that the EIGEN-GL04C combined GPM 
(ℓmax=120) agrees the best with the terrestrial data over Turkey (with minimum σδΔg), 
while the EIGEN-CHAMP03S revealed the poorest agreement. 
The launch of the planned satellite gravity gradiometry mission GOCE in 2008 is 
dedicated to measuring the Earth’s gravity field and modelling the geoid with 
extremely high accuracy and spatial resolution. The objectives of the mission are to 
achieve the gravity-field anomalies with an accuracy of 1 mGal and the geoid with 
an accuracy of 1-2 cm at a geo-spatial resolution better than 100 km. In order to fulfil 
the objectives of the new gravity field satellite mission, considerable improvement is 
expected from the regional geoid determination and will be reflection of the 
improvements in the new generation of Global Potential Models. Hence after the 
operation of the GOCE mission, considerable improvement in regional geoid of 
Turkey is being look forward as well. 
Finally, based on the outputs of the investigations: 
i-) The Turkey Geoid TG03 is suggested to be used in geodetic applications where 
the orthometric heights of the regional vertical datum need to be determined with the 
accuracy which is lower than 15 cm. However, before employing TG03 model to 
determine the orthometric heights from GPS-ellipsoidal heights, the accuracy of the 
model in the study area must be assessed using the geoid height differences at few 
selected GPS/levelling control points spread on the area. 
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ii-) Except the South-West territories of Turkey, EGG97 model provides an 
accuracy between 0.5 and 1 meter for deriving the orthometric heights from GPS-
ellipsoidal heights. This accuracy is too rough and the direct use of EGG97 model is 
not suggested for the transformation of the GPS-heights to the orthometric heights in 
geodetic applications in Turkey. 
iii-) The Turkey Geoid TG03 can be improved with the level of 50%, if the model is 
fitted using appropriate (precise, dense and homogeneously distributed) 
GPS/levelling benchmarks in a local area. Hence, an improved TG03 model can be 
used in geodetic applications where the accuracy of 5 cm from the transformation of 
the GPS-heights is needed. 
iv-) For fitting the TG03 to the local vertical datum, at least the third order GPS and 
levelling benchmarks should be employed (for the specifications of the third order 
geodetic control benchmark, see LSMSDPR (2005)). The control benchmarks must 
characterize the changes of topography very well. The İstanbul-1999, İstanbul-2005 
and the İzmir-2001 GPS/levelling benchmarks are good examples for such a geodetic 
network which satisfy the required specifications (in terms of the quality, density and 
distribution of the GPS/levelling data) for the aforementioned purpose. On the other 
hand, Sakarya-2002 and Çankırı-2005 networks are bad examples for it. 
v-) While fitting a gravimetric geoid model to the up-to-date vertical datum, the 
technique which is employed for combining the height data is as important as the 
properties of the reference data. However, the process to choose an optimal model is 
arbitrary and based on trial and error. According to the statistical evaluations, the 
optimal fitting model should be chosen. The statistical methods which were applied 
in the numerical tests of this study provided comparable and reliable results and are 
suggested. 
vi-) Each height is obviously affected by different error sources and has their own 
error budget because of the nature of the measurements. Considering this fact, their 
stochastic information should be involved in the model while combining the heights. 
The purpose of variance component estimation is basically to find realistic and 
reliable variances of the measurements for constructing the appropriate a–priori 
covariance matrix of the observations. Variance component estimation techniques 
are suggested to estimate and introduce the appropriate stochastic relation to the 
 198
combining approach of the heights. Improper stochastic modelling can lead to 
systematic deviations in the results. 
vii-) Besides fitting surfaces, re-adjustment of the relative height differences is also 
suggested for combining the heights. With this approach, the possible effects of the 
distortions in the levelling network can be reduced in the results and thus more 
improved results can be obtained. 
viii-) The accuracy of EGG97 after fitting to the regional vertical datum is 
approximately 20 cm which is too rough for the required accuracy in geodetic 
applications and so EGG97 is not suggested to be used. 
ix-) The local GPS/levelling geoids provides precise solutions in small areas if 
dense and well-distributed (to characterize the changes of topography) data with high 
accuracy are used. In addition to the data, the interpolation technique has important 
role on the accuracy of the results. Tables (E.1a), (E.1b) and (E.1c) compare the 
interpolation techniques which were applied in this study. The determination of the 
“best” model is an arbitrary process and depends on the data. 
x-) Local GPS/levelling geoid models provide high accuracy (below 5 cm), quick 
and simple solution for the transformation of the GPS-heights to the regional vertical 
datum, therefore they are suggested to be used. 
xi-) However the accuracy of the local GPS/levelling geoid models become low 
towards the outer boundaries of the area and the model can not be used at all out of 
the local area. On the other hand it is not possible to have such dense and well-
distributed benchmarks over the entire Turkey. Because of these handicaps, a precise 
high-resolution regional geoid model over Turkey must be available. 
xii-) As the conclusion: the efforts must go on to improve Turkey regional geoids 
and until achieving the required accuracy (few centimeters), local GPS/levelling 
solutions must be used in geodetic applications. For an improved high-resolution 
hybrid Turkey geoid: 
− The accuracy and the density of the terrestrial gravity data should be improved. 
− The upcoming global potential models (such as the GPMs with the contribution 
of the GOCE mission or upcoming version of EGM96) promise significant 
improvements in representing the gravity field of the Earth. In the results of the 
numerical tests of this study, the recent GPMs from the GRACE and CHAMP 
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missions (especially EIGEN-CG03C model) slightly improve the gravimetric 
geoid model in Turkey (as is seen in the Tables (6.5a) and (6.5b), the Figures 
(6.14), (6.15a) and (6.15b)). However, the upcoming GPMs may reveal 
significant improvement in the gravimetric geoid model of Turkey and they 
should be tested when they are released. 
− For more precise representation of the effects of topographical in the gravimetric 
geoid model, the topographical data from the DTMs should be tested well and the 
reliable DTM data should be employed according to the test results. 
− The terrestrial gravity data from the neighboring countries should be involved as 
much as possible in the computations. If the terrestrial gravity data is not 
available in these areas, in that case the available gravimetric models can be used 
(in an inverse computation in order to derive the gravity data to fill the gaps). 
This may help to improve the accuracy of the gravimetric model along the 
boundaries of the country and coastlines. 
− At the surrounding seas of Turkey, the datum shift between the satellite altimetry 
derived and the shipborne gravity data should be detected and eliminated in order 
to employ the shipborne data (especially in the coastline because the quality of 
the satellite altimetry data get low while approaching to the land). This may help 
to improve the accuracy of the gravimetric geoid model along the coastal areas. 
− The datum shift between the gravity data on land and at sea should be detected as 
well. If the datum shift is significant, it should be solved with applying special 
filters along the coastline. This may also help to improve the accuracy of the 
model in the coastal areas. 
− A dense geodetic network with appropriately selected GPS/levelling benchmarks 
should be established over Turkey, in order to fit the gravimetric geoid model to 
the national vertical datum. The GPS/levelling data of the local dense networks 
should be tested and if they satisfy the requirements of the aforementioned 
purpose (LSMSDPR, 2005), they can be integrated to the established 
GPS/levelling control network. 
− The possible distortions of the first and second order levelling network should be 
investigated and considered in the computations. The levelling data without 
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distortions reveal small residuals between the geoid model derived heights and 
GPS/levelling data and this provides a better fit. 
− If the stochastic information of the data is available, they should be considered 
while fitting the geoid model. This helps smaller systematic deviations in the 
results and hence a precise hybrid geoid model to use for transformation the 
GPS-derived ellipsoidal heights to the orthometric heights in regional vertical 
datum. 
− The computation procedures which base on various mathematical models and 
adopt different assumptions should be tested and the optimal procedure (to 
handle and also to interpolate the data) should be applied in order to provide an 
accurate and reliable geoid model. 
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APPENDIX A 
 
(a) ist99tg03 – 3rd poly 
 
(f) ist99egg97 – 2nd poly 
(b) ist05tg03 - 3rd poly 
 
(g) ist05egg97 – 2nd poly 
(c) sak02tg03 – 2nd poly 
 
(h) sak02egg97 - 4th poly 
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(d) çan05tg03 – 1st poly 
 
(i) çan05egg97 – 1st poly 
(e) izm01tg03 – 3rd poly 
 
(j) izm01egg97 – 2nd poly 
Figure A.1 : The best fitting corrector surface models (3D) in test areas [units in m.] 
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Figure A.2 : The best fitting corrector surface models (2D) in test areas [units in m.] 
 225
APPENDIX B 
Table B.1 : The description of the used program codes in numerical tests. 
type of 
process program/codes description parameters reference notes 
In
te
rp
ol
at
io
n 
an
d 
su
rf
ac
e 
fit
tin
g 
te
ch
ni
qu
es
 The program 
codes written 
in Matlab* 
and C 
programming 
languages. 
Interpolation 
algorithms 
described in 
Ch. 4 are 
applied. 
input.usr file 
includes the data, 
the programs 
release 
output.usr and 
statistic.dat  files. 
Chapters 
4 and 5 
Contact to: 
bihter@itu.e
du.tr 
gravt_gm 
Computes 
geopotential 
model 
contribution to 
Δg, δg, ξ, η 
and N from a 
set of spherical 
harmonic 
coefficients. 
Input point 
coordinates 
either from the 
keyboard or in a 
file. It can also 
compute results 
on a use- 
specified grid. 
Sideris 
(1994) 
This 
program is 
slightly 
modified 
version of 
Dr. Rapp’s 
program 
f477 
fftgeoid 
Computes a 
grid of geoid 
heights from a 
grid of gravity 
anomalies by 
Stokes’ 
integral.  
It works with 
point as well as 
with mean data, 
and can also 
interpolate 
results at 
irregular points. 
Li (1993), 
Sideris 
(1994),  
Li 
(1994b)     
Planar 
approx. or 
spherical 
approx. By 
2D FFT, or 
the exact 
spherical 
evaluation 
by 1D FFT 
can be 
chosen. 
tc2dftpl 
Computes a 
grid of 
classical 
terrain 
corrections 
from a grid of 
elevations in 
planar approx. 
by FFT. 
The user can 
select the extent 
of the area of 
integration. 
Sideris 
(1994),  
Li 
(1994a), 
Up to third 
order effects 
can be 
evaluated 
using either 
prisms or 
mass line 
models for 
the 
topography. 
G
ra
vi
m
et
ric
 G
eo
id
 M
od
el
lin
g 
us
in
g 
R
em
ov
e 
R
es
to
re
 T
ec
hn
iq
ue
**
 
ind 
Computes the 
indirect effect 
of Helmerts  
2nd method of 
condensation 
reduction in 
planar approx. 
by FFT. 
The user can 
select the extent 
of the area of 
integration. 
Sideris 
(1994) 
The zero, 
first and 
second ord. 
term of ind. 
effect on the 
geoid are 
computed. 
* Mathworks, Inc. http://www.mathworks.com. ** IAG, IGeS Geoid School programs. 
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APPENDIX C 
 
 
(a) NGM – IST99 
 
(f) NGM – IZM01 
 
 
(b) NRES – IST99 
 
(g) NRES – IZM01 
 
 
(c) NTC – IST99 
 
(h) NTC – IZM01 
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(d) NIND – IST99 
 
(i) NIND – IZM01 
 
 
(e) NGRAV – IST99 
 
(j) NGRAV – IZM01 
 
Figure C.1 : The components of Gravimetric Geoid by R-R approach. The reference 
global potential model is EIGCG03C [in m]. 
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APPENDIX D 
Table D.1a : The benchmarks that were detected as being outlier and removed from 
İstanbul-1999 data. 
ITRF-94 TUDKA GPS/Levelling No ϕ  ( °  ′  ″ ) λ  ( °  ′  ″ ) h (m) H (m) N (m) 
435 41 19 21.3 28 42 40.4 120.9 95.9 24.9
531 41 6 59.6 28 37 52.4 191.9 174.6 17.3
551 41 4 7.8 28 34 48.4 75.4 53.5 21.9
670 41 13 56.5 28 59 46.7 148.6 92.6 55.9
671 41 13 39.2 29 3 17.0 163.6 123.3 40.3
803 40 59 28.7 29 10 23.8 195.2 153.0 42.2
911 41 12 10.3 29 24 35.8 77.8 34.9 42.9
 
Table D.1b : The benchmarks that were detected as being outlier and removed from 
İstanbul-2005 data. 
ITRF-96 TUDKA-99 GPS/Levelling No ϕ  ( °  ′  ″ ) λ  ( °  ′  ″ ) h (m) H (m) N (m) 
10 41 28 10.3 28 12 0.5 445.7 408.1 37.7
67 41 26 57.4 28 25 35.4 135.0 97.6 37.4
71 41 24 8.6 28 28 18.7 47.3 10.1 37.2
96 41 15 22.6 28 25 42.3 217.0 181.1 35.9
105 41 20 1.1 28 16 39.6 222.6 184.8 37.8
131 41 12 52.2 28 22 49.6 182.5 145.2 37.3
212 41 4 46.6 28 28 20.5 166.8 129.2 37.6
370 41 4 14.1 28 14 24.5 41.6 3.9 37.7
489 41 15 52.7 28 52 34.6 87.0 50.0 37.0
494 41 14 58.0 28 51 50.4 118.0 80.8 37.1
495 41 14 38.3 28 52 5.9 171.0 134.4 36.6
541 40 60 47.3 28 56 58.4 40.7 4.4 36.3
625 41 12 27.0 28 44 47.0 187.0 148.2 38.8
633 41 11 47.7 28 44 57.2 186.8 150.1 36.7
671 41 3 15.5 28 40 13.8 168.9 131.6 37.3
769 41 10 39.6 29 3 47.3 39.7 3.4 36.3
817 41 10 2.5 29 5 53.5 41.1 4.7 36.4
826 41 9 11.8 29 9 56.3 228.9 192.4 36.6
877 41 6 56.3 29 15 25.1 127.8 91.6 36.2
897 41 4 28.0 29 3 27.8 37.9 1.3 36.6
1042 40 59 39.2 28 45 49.1 39.2 2.8 36.5
1056 40 59 36.1 28 48 16.7 77.2 40.2 37.1
1061 40 59 15.8 28 55 22.9 41.9 4.5 37.4
 
 
 
 
The numbers of the points are in the numbering system which was used in this thesis and they do not 
show the original numbers of the benchmarks in the related geodetic network. 
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Table D.1c : The benchmarks that were detected as being outlier and removed from 
Sakarya-2002 data. 
ITRF-96 TUDKA-99 GPS/Levelling No ϕ  ( °  ′  ″ ) λ  ( °  ′  ″ ) h (m) H (m)   N (m) 
110 41 1 1.5 29 22 44.9 156.8 120.2 36.6
111 41 0 13.0 29 35 4.0 349.1 312.6 36.5
112 41 8 14.6 29 56 42.0 126.7 91.1 35.6
113 41 4 8.6 29 33 15.4 276.5 240.3 36.2
114 41 10 52.9 30 23 4.3 70.9 35.8 35.1
115 41 8 24.5 30 6 54.3 60.7 25.1 35.6
116 41 8 6.0 30 33 10.6 46.0 10.6 35.4
117 40 55 8.5 30 52 37.8 760.5 724.0 36.5
118 40 58 35.2 30 57 16.6 502.3 465.9 36.4
119 40 53 22.9 30 56 32.1 515.8 479.3 36.5
 
Table D.1d : The benchmarks that were detected as being outlier and removed from 
Çankırı-2005 data. 
ITRF-96 TUDKA-99 GPS/Levelling No ϕ  ( °  ′  ″ ) λ  ( °  ′  ″ ) h (m) H (m) N (m) 
24 41 40 55.8 33 42 28.9 1094.1 1069.9 24.3
26 41 34 50.0 33 43 57.1 1357.9 1321.7 36.3
 
Table D.1e : The benchmarks that were detected as being outlier and removed from 
İzmir-2001 data. 
ITRF-96 TUDKA-99 GPS/Levelling No ϕ  ( °  ′  ″ ) λ  ( °  ′  ″ ) h (m) H (m) N (m) 
15 38 32 44.0 27 12 18.5 998.8 960.1 38.7
76 38 30 49.4 27 15 4.0 596.1 557.6 38.5
79 38 27 11.5 27 18 4.4 172.5 134.3 38.2
80 38 27 0.7 27 18 8.8 229.9 191.7 38.3
85 38 26 30.4 27 18 24.9 549.5 511.1 38.4
115 38 22 58.9 27 15 12.4 362.2 324.1 38.2
137 38 18 52.0 27 6 5.5 341.3 303.3 38.1
249 38 27 46.3 27 17 20.5 141.0 102.8 38.2
250 38 26 14.6 27 18 44.2 163.9 125.7 38.2
 
 
 
 
 
 
 
 
 
 
The numbers of the points are in the numbering system which was used in this thesis and they do not 
show the original numbers of the benchmarks in the related geodetic network. 
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APPENDIX E 
Table E.1a : The comparison of the interpolation techniques that were used for 
modelling the local GPS/levelling geoids in this study. 
technique advantages & disadvantages 
PO
LY
N
O
M
IA
L 
 
( P
O
L
Y
 ) 
• Easy to calculate: the parameters of the polynomial can be calculated using 
Least Squares Adjustment procedure simply, 
• Practical in use: after determining the parameters of the polynomial 
equation, a user can employ the parameters to calculate the geoid height at a 
new point easily, 
• Sufficient accuracy in the results: in the numerical tests, the polynomial 
models revealed the sufficient accuracy for the geodetic vertical control. It is 
not an exact interpolator (see Table (5.26)), 
• Testing the significance of the parameters statistically is possible (see e.g., 
Table (5.17)), 
IN
V
E
R
SE
 D
IS
TA
N
C
E 
W
E
IG
H
T
IN
G
 
 
( I
D
W
 ) 
• Easy to calculate: it has a simple formulation, 
• Practical in use: this is a point-wise interpolation technique and it does not 
yield a parametric formulation. However, a computer routine can be prepared 
to be run by the users easily, 
• Weighted the data according to the distances: a reference point has a 
weight according to its distance (or, second or third power of the distance; the 
degree of the power can be determined by trial and error) to the new 
(interpolation) point. Further the reference point, smaller its weight, 
• Sufficient accuracy in the results, 
• Localization may be required: In some cases, not all but only the reference 
points in a certain neighborhood of the computation point can be preferred to 
contribute to interpolation. Localization is established with describing the 
radius of a circle or the boundaries of the area around the point. Especially in 
the areas with rough topography, localization may be required. An optimal 
distance to describe the neighborhood can be determined with trial and error, 
• No significance test for parameters, 
M
IN
IM
U
M
 C
U
R
V
A
T
U
R
E 
SP
LI
N
E 
 
( M
C
S 
) 
• Difficult to calculate: it is a piece-wise interpolation and base on to fit 
various functions in the form of continuous polynomials. Therefore it is not a 
simple process to determine the optimal family of the functions to fit the data 
well, 
• Not practical in use: it’s use is not as easy as a single polynomial or IDW 
interpolation. However, a dense grid data can be produced using this 
approach and be provided to the user with accompanying computer program 
which runs a point-wise interpolation algorithm to compute geoid height of 
the interpolation point using the data at the grid nodes, 
• Sufficient accuracy: in the results of the numerical assessments at the 
independent GPS/levelling test points, the accuracy of the MCS technique is 
similar to polynomial and IDW, however, at the data points, its accuracy is 
much higher because it is an exact interpolator, 
• Exact interpolator: MCS is a spline interpolation approach where the 
polynomials passes through the each of the data points as much as possible 
(the 1st condition of MCS), 
• Smoothing: the surface must have minimum curvature and this is arranged 
with the used parameters in the algorithm that must be chosen carefully (the 
2nd condition of MCS), 
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technique advantages & disadvantages 
K
R
IG
IN
G
 
 
( K
R
G
 ) 
• Difficult to calculate: in the computations, especially the determination of 
the variogram model is complex and time consuming process. While working 
with big amount of data, the powerful processors may be required, 
• Not practical in use: it’s use as a geoid model is not as practical as 
polynomial equation or IDW interpolation. However, a dense grid data can be 
produced using Kriging and be provided to the user with accompanying 
computer program which runs a point-wise interpolation algorithm to 
compute geoid height at interpolation point using the data at the grid nodes, 
• Sufficient accuracy: in the results of the numerical assessments at the 
independent GPS/levelling test points, the accuracy of the Kriging is slightly 
better than the polynomial, IDW and MCS, however, at the data points, its 
accuracy is much higher because it is an exact interpolator (Figure (5.40)), 
• Weighted the data according to the distances: the variogram model is used 
to estimate distance dependent weights for interpolation. Kriging uses the 
weighted linear combinations of a number of neighboring data to model the 
spatial variation within a local area bounded by the reference points, 
• Exact interpolator, 
• No significance test for parameters, 
L
EA
ST
 S
Q
U
A
R
ES
 C
O
LL
O
C
A
TI
O
N
 
 
(L
SC
) 
• Difficult to calculate: empirical determination of the covariance function is 
the most critical and complex process of the LSC approach. As the difference 
from the other techniques, it includes the filtering (removal of the 
observational errors (noises)) process other than the Least Squares 
Adjustment and Prediction, 
• Not practical in use: it’s not practical to apply, because it does not yield a 
one-step solution (like a single parametric equation). It is too complex when 
compared with the polynomial and IDW. However, if it is served as a 
computer program with well-defined format of input data, LSC can be 
employed as an applicable geoid solution to determine the heights at new 
GPS benchmarks by a user, 
• Sufficient accuracy: the accuracies of LSC is slightly lower than the all 
interpolation techniques that were applied in the numerical tests, but, anyway 
it satisfy the purpose in geodetic applications. The internal and external 
accuracies are almost the same because it does not work like an exact 
interpolator (Figure (5.40)), 
• Weighted the data according to the distances: LSC separates the signal and 
the noise at the reference points and than predicts the signal at the 
interpolation points. Thus, it may provide more rigorous results. The 
covariance function which has a critical role in the LSC solution is often 
derived using the data empirically and employs the correlation distance. 
• Not an exact interpolator, 
• Possible to apply the parameter significance tests in deterministic part, 
W
A
V
E
LE
T
 N
EU
R
A
L 
N
ET
W
O
R
K
  
 
(W
N
N
) 
• Difficult to calculate: it has a complex and time consuming training 
algorithm, therefore a computer system with strong processor is required. 
Also, the optimal numbers of iterations and wavelons are critical decisions 
which affect the results, 
• Practical in use: it yields a model that is described with a number of 
parameters. Although it can be applied as being a one-step computation, 
numerous parameters make its application difficult. This problem can be 
solved with computer codes which is run to derive the geoid height at 
interpolation point employing the model parameters, 
• Sufficient accuracy: in the results of the numerical assessments: it provided 
the highest accuracy when compared the accuracies from the other 
techniques, however, this accuracy level is thought to be overestimated 
because the training process is based on the optimization principles and force 
the parameters in order to satisfy the minimization criterion (equation (4.62)). 
This may cause the parametric model absorbs the true errors as well. It is not 
an exact interpolator (Figure (5.40)), 
• No significance test for parameters, 
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Table E.1b : The summary of the comparison of the interpolation techniques given 
in Table (E.1a). 
      technique 
 
criterion 
POLY IDW MCS KRG LSC WNN 
Easy to 
Calculate ? ? ? ? ? ? 
Practical to 
Use ? ? ? ? ? ? 
Sufficient 
Accuracy ? ? ? ? ? ? 
Distance 
Weighting ? ? ? ? ? ? 
Statistical 
Testing ? ? ? ? ? ? 
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Table E.1c : The comments on the use of the interpolation techniques in modelling 
of the local GPS/levelling geoids and the outputs of their comparison in Table (E.1a). 
 summary & comments 
C
O
M
PA
R
IS
O
N
 O
F 
TH
E 
IN
TE
R
PO
LA
TI
O
N
 T
EC
H
N
IQ
U
E
S 
A
N
D
 R
E
M
A
R
K
S 
i-) The properties of the interpolation techniques which were employed in the modelling of 
the local GPS/levelling geoids are explained above (Table (E.1a)). Although each of 
them have their own advantages and shortages, it is also possible to mention about the 
similarities between them, 
ii-) Polynomial and IDW are the most straightforward interpolation approaches among them 
and they are suggested to be used in small and plain areas, 
iii-) Exact interpolators are fundamentally based on an assumption that “the data at the 
reference points do not consist of observational errors”, however this assumption for 
local GPS/levelling geoid modelling can not be true. Also the internal accuracies from 
these interpolation techniques are too optimistic and far from the external accuracies (see 
Figure (5.40)). On the other hand, the internal accuracies that are derived using non-exact 
interpolation approaches are close to the external accuracies. Therefore, while using an 
exact interpolation technique, employing the independent test data must be essential to 
estimate the performance of the technique in a more realistic sense, 
iv-) Among the applied techniques, although the LSC and Kriging look different in 
appearance, they also have similarities which make them comparable: 
• in Kriging: the variance of estimation at the interpolation point is directly minimized 
and Kriging weights are directly determined, 
• contrary to this, estimation at the interpolation point appears not explicitly in LSC at 
all and there are no corresponding estimating weights. Being different from Kriging, 
deterministic parameters and the so-called signals are solved separately in LSC, 
• in the sense of Least Squares: LSC is closer to the Gauss-Markov model than Kriging, 
• deterministic parameters and signal are separately treated in the LSC and this is to 
some extent superior to Kriging, 
• in case that the signal disappears, the LSC is nothing else but a typical Gauss-Markov 
model (Equations (4.10) and (4.24)), 
• the LSC provides a clear knowledge on the magnitudes of systematic drift, random 
signal and noise from their separate expressions, 
• when the size of the data and the number of parameters are large, obviously the LSC, 
treating systematic drift and random signal separately, comes more reasonable than 
Kriging because the computational complexity of an inverse matrix is cubically 
proportional to a size of matrix, 
• there is no concept of noise in Kriging estimation apparently, however, in fact, the 
noise is implicitly considered in terms of nugget effect, 
• a variogram function is extensively implemented in Kriging, by which Kriging is 
applicable to a random process with a stationary increment. The so-called “a 
hypothesis of intrinsic stationary of order two”, however, is new in geodesy. In this 
sense Kriging is superior to collocation. 
• both LSC and Kriging are highly recommended to be used in GPS/levelling geoid 
modelling in local areas, 
• a variogram function may also be introduced to LSC in future works 
v-) in the numerical tests, WNN provided the superior accuracy among the all other 
interpolation approaches:  
• this is introduced as a special neural network supported by the wavelet network and 
with its difference from the classical feed-forward nets that is employing the Wavelet 
functions as neurons, 
• to introduce Wavelet functions yields representing a general function in terms of 
simple, fixed building blocks at different scales and shifting, 
• the numbers of neurons and iterations in the training algorithm affect the results. The 
higher the numbers of iterations (or neurons), the higher the “accuracy”. Not to over-
fit the data, optimal numbers of the iterations and neurons must be chosen, 
• one must be sure before applying WNN (or other methods involve optimization basics 
in their algorithm) whether the accuracy from the WNN is realistic or the resulting 
model absorbs the true errors since it is forced to fit too much. This is the suspicious 
point about applying such soft computing techniques that looks like a good solution in 
terms of accuracy in modelling the geoid. 
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