We present an approach to protein folding kinetics using stochastic reaction-coordinate dynamics, in which the effective drift velocities and diffusion coefficients are determined from microscopic simulation data. The resultant Langevin equation can then be used to directly simulate the folding process. Here, we test this approach by applying it to a toy two-state dynamical system and to a funnellike structure-based ͑Gō-type͒ model. The folding time predictions agree very well with full simulation results. Therefore, we have in hand a fast numerical tool for calculating the folding kinetic properties, even when full simulations are not feasible. In addition, the local drift and diffusion coefficients provide an alternative way to compute the free energy profile in cases where only local sampling can be achieved.
I. INTRODUCTION
Protein folding is a complex dynamical process occurring in a high-dimensional conformational space. 1 It is usually not feasible to try to tackle this problem by using fully microscopic ͑all-atom͒ models, as the folding time scales are often many orders of magnitude larger than the achievable simulation times. Many researchers have approached this problem by focusing on the free energy "landscape" as a function of one or two reaction coordinates. For example, the by-now familiar funnel concept refers to the use of Q, the fraction of native contacts, as a good coordinate for labeling configurational ensembles encountered during typical folding events. This view has achieved great popularity, as it enables the creation of structure-based coarse-grained models which then allow for the determination of measurable features of the folding kinetics, such as residue sensitivities ͑ values͒.
It is clear, nonetheless, that one cannot directly determine true kinetic rates and folding time distributions from the landscape alone. We must also have the dynamics on this landscape, which in practice means knowing the drift velocity and the diffusion coefficient 2 for the reaction-coordinate motion as functions of position in the landscape ͑see Fig. 1͒ . This idea was already recognized by the originators of the landscape concept; for example, in the analytic work of Bryngelson and Wolynes, 3 the folding time is determined both by the free energy barrier and a prefactor that depends on the ruggedness of the landscape, the latter entering via a constant diffusion coefficient. More recently, a diffusion approach has been used by several research groups. [4] [5] [6] [7] [8] [9] [10] Our goal here is to show that one can use short-time "local" simulations of the full dynamics to derive values for the needed drift and diffusion coefficients. Although discovered independently, it turns out that our method is a specific realization of what Kopelevich et al. have proposed under the name of "equation-free computational methods." 11 The goal of this paper is to realize and validate this procedure for the specific case of protein folding. An application to a real folding example ͑the folding of the G-protein hairpin segment͒ will be presented elsewhere.
The outline of this work is as follows. First, we discuss how to extract the reaction-coordinate-dependent drifts and diffusion coefficients along the energy landscape from simulation data. This allows us to simulate the folding dynamics by using a Langevin approach with the determined drifts and diffusion coefficients. To test the validity of this procedure, we first study a toy two-state system. We then apply the formulation to a funnellike landscape, created by using a minimalist Gō-type model to characterize the kinetic process. The Gō-type simulation has been successful not only for protein folding [12] [13] [14] [15] [16] but also for protein oligomerization. 17, 18 Using the single reaction coordinate Q, we determine the drifts and diffusion coefficients at each Q Schematic diagram of the diffusion-drift motion on a free energy landscape which is a function of an arbitrary reaction coordinate. The protein gets trapped in a local minimum, overcomes the barrier by diffusive motion, and finally folds downhill into the native state. The basic idea of the present paper is that we can determine, directly from a full simulation of the multidimensional microscopic dynamics, the drifts and diffusion coefficients at each position along the reaction coordinate. We then simulate the Langevin dynamics with these drifts and diffusion coefficients, thereby characterizing the kinetic process.
from the full Gō simulation data. Then we carry out the one-dimensional Langevin simulations. The folding times computed in this manner agree very well with full simulation results.
As a by-product of our calculations, we can construct a free energy profile directly from kinetic quantities such as drift and diffusion coefficients. Since the latter can be determined from local sampling, i.e., without knowledge of the entire landscape, this offers a possible improvement over traditional method.
II. THEORY AND METHODS

A. The stochastic approach
We assume that a reaction coordinate Q captures the basic features of the folding process and that this coordinate moves diffusively over a free energy landscape. The FokkerPlanck equation describes this stochastic motion superimposed with deterministic drift, 19, 20 ‫ץ‬P͑Q,t͒
where Q is an arbitrary reaction coordinate, P͑Q , t͒ is its probability density, v͑Q͒ is the drift velocity, and D͑Q͒ is the diffusion coefficient. Note that we explicitly allow these coefficients to depend on position Q but imagine that the change is reasonably slow and gradual. If the change is reasonably gradual, the time scale over which these coefficients change during the folding process will be sufficiently large so as to allow the motion to continue to be described diffusively. Later, we will verify self-consistently that this is indeed the case for the cases we consider in this paper. In future applications of this approach to more realistic ͑e.g., all-atom͒ models, this assumption will have to be tested on a case-by-case basis. In general, however, we expect that welldesigned folders have a large number of pathways leading to the folded state and it is therefore unlikely that progress towards folded states could change dramatically as a function of Q, as this would require a coordinated change in all these pathways at once.
The short-time solution of this equation with initial condition P͑Q͒ = ␦͑Q c ͒ at t = 0 is given by 19 P͑Q,t͒ = 1
which is a Gaussian distribution whose center at Q c moves at a velocity v͑Q c ͒ and whose width grows as the square root of time ͓standard deviation = ͱ 2D͑Q c ͒t͔. This approximation is valid as long as the times are short enough, and again this has to be studied empirically for the different models. Later, we will present our data concerning this important technical detail. The basic idea of the method is to use the above expression to determine the drift velocity v and diffusion coefficient D from microscopic simulation data. By microscopic, we have in mind the situation where there is a complete model for the folding process which is to be approximated by the aforementioned stochastic reaction dynamics obtained from simulation data by the following procedure: ͑i͒ All the simulation time-points with the reaction coordinate equal to some fixed Q ͑within some bin size ␦Q͒ were identified. ͑ii͒ Starting from each of these points, we determine the distributions P͑Q , t 1 ͒ and P͑Q , t 2 ͒ at elapsed times t 1 and t 2 . These two histograms were then fitted to Eq. ͑2͒ and centers Q c ͑t 1 ͒ and Q c ͑t 2 ͒ and standard deviations ͑t 1 ͒ and ͑t 2 ͒ extracted. ͑iii͒ The drift and diffusion coefficients were calculated from the shift of centers and growths of widths by 11, 19 
where ⌬t = t 2 − t 1 . Theoretically, we should take the limit ⌬t → 0 to obtain exact values for v and D from the two data points at t 1 and t 2 . In practice, the values of t 1 and t 2 were chosen small enough so that the aforementioned short-timed approximation is valid. To test this procedure, we also used a quadratic fit to data from multiple time points between t 1 and t 2 and then extrapolated to zero elapsed time to obtain the drift and diffusion coefficients. The overall process is then repeated to obtain these coefficients as functions of Q.
B. Langevin dynamics
Once the drift and diffusion coefficients are obtained, we study Langevin dynamics for Q,
where v is the drift velocity and is a Gaussian-type white noise, ͗͑Q ,0͒͑Q , t͒͘ =2D͑Q͒␦͑t͒ or
If we define = ͱ ␦t, then the Langevin equation can be numerically solved by
where is a redefined Gaussian random number distribution with zero mean and the standard deviation = ͱ 2D. We employ this numerical algorithm for the Langevin dynamics simulations once v and D are known.
C. Reconstructing thermodynamics from the drifts and diffusion coefficients
After obtaining the local kinetic quantities, it is possible to reconstruct the thermodynamics ͑i.e., the free energy profile itself͒ from the computed quantities v and D. Specifically, the free energy profile G͑Q͒ may be obtained from the equilibrium solution of the Fokker-Planck equation ͓Eq. ͑1͔͒ by 11, 20 
where k B is the Boltzmann factor and T is the temperature of the system. The additive constant takes care of the arbitrary free energy of the reference state Q ref and also preserves consistent units. This should of course agree with the free energy generated by measuring the equilibrium distribution from the reaction-coordinate simulations. At the same time, a putative free energy F R ͑Q͒ can be directly calculated by
where P͑Q͒ is the equilibrium probability distribution generated from the full simulations. Later, we will discuss the possibility that Eq. ͑8͒ generates a more robust reconstruction in the presence of sampling noise.
III. A SIMPLE TEST CASE: A TWO-STATE TOY MODEL
The concept of stochastic motion on a folding energy landscape can be illustrated for two model systems for protein folding: a toy model and a more realistic structure-based model. In both cases, drifts and diffusion coefficients are first extracted from simulation data and then the folding dynamics and thermodynamics are derived via Langevin simulations. Given the relative simplicity of the full models, we can also carry out direct folding simulations; this would not be possible for a realistic all-atom model of even the smallest proteins. We can then compare folding time distributions. We can therefore ask to what extent a single reaction coordinate can quantitatively capture the folding dynamics in the highdimensional conformational space.
As a first example, we consider a two-dimensional diffusion-drift dynamics on the free energy surface ͑Fig. 2͒ given by
where X and Y are two independent coordinates. In the context of protein folding, the two minima at ͑X = −1, Y =1͒ and Fig. 2 can be referred to as the "folded" and "unfolded" states, respectively. The "microscopic" Langevin dynamics on this free energy surface is given by
where ⌫ =1/␥ ͓⌫ is the ͑constant͒ mobility and ␥ is the friction constant͔, the drifts along X and Y are −⌫͑‫ץ‬F / ‫ץ‬X͒ and −⌫͑‫ץ‬F / ‫ץ‬Y͒, respectively, and is a Gaussian white noise with a homogeneous diffusion coefficient D, ͗͑0͒͑t͒͘ =2D␦͑t͒. We first performed two-dimensional Langevin simulations. We chose ⌫ = 1 and D = 1 and therefore the effective temperature is T = 1 by the Einstein relation D / ⌫ = k B T. The units of temperature and energy have been chosen so that k B = 1. The simulations were run for a total of 5 ϫ 10 6 steps with a step size ␦t = 0.001, and the simulation time was picked to be much longer than the folding time so that complete thermal equilibrium was reached. One way to check this was to see the extent to which the Langevin simulations reproduced the model free energy surface ͓Eq. ͑9͔͒. From the two-dimensional simulation data, we computed a probability distribution P͑X , Y͒ and then evaluated the simulated free energy profile by F simulated ͑X , Y͒ =−k B T log P͑X , Y͒. Figure 2 compares the simulated free energy surface and the theoretical free energy surface. The good agreement suggests that the Langevin simulation protocol we used is valid.
The single reaction coordinate X should be able to capture the essential dynamics in this two-dimensional model system. To test this, we needed to compare transition times for the exact dynamics versus that of a one-dimensional effective dynamics for X. We projected the two-dimensional Langevin simulation data into a single-reaction-coordinate probability distribution P͑X , t͒, where as discussed in the previous section, t is the elapsed time since X was at some specific value. Figure 3 shows a representative example centered at the specific value X = −1.2. The distribution is Gaussian, confirming that for these times the short-time approximation is valid. We then determined the local drifts v͑X͒ and diffusion coefficients D͑X͒ by measuring the temporal shift of centers and growth of widths according to Eqs. ͑3͒ and ͑4͒. A linear fit for calculating v and D was used as discussed in Ref. 11 . Here we used a more sophisticated optimization 
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procedure, first fitting multiple data points to a quadratic curve and then extrapolating the drift and diffusion coefficients to their values at t = 0. This extra care was taken due to the nonlinear dependence on time for both the centers ͑X C ͒ and the square of widths ͑ 2 ͒ as shown in Fig. 4 . For the quadratic fit, we picked four data points at times ͑0.002, 0.003, 0.004, 0.005͒. In turns out ͑see Fig. 10 later͒ that this gives a highly accurate free energy reconstruction. Figure 5 shows the computed drifts v͑X͒ and diffusion coefficients D͑X͒ along the reaction coordinate X. At the folded and unfolded regions ͑X = ± 1͒ as well as the transition barrier region ͑X =0͒, the system moves very slowly with small drifts. In between these regions, drift dominates over diffusion and the system goes through fast downhill folding.
Since we started from constant diffusion coefficients in the two-dimensional case and since the motions in the two coordinates are uncoupled, we obtained near constant diffusion coefficients in this one-dimensional representation. In particular, the noise present in the diffusion coefficient measurement is just sampling noise, as it corresponds to the similar noise seen near the transition state region in the free energy profile ͑Fig. 2͒; it does not represent any intrinsic limitation of the methodology or the fitting procedure. In practice, there is a trade-off with going to very small times so as to be able to use the short-time scale solution of the Fokker-Planck equation ͓Eq. ͑2͔͒, having to have many more samples to properly resolve the small spread in width and the small motion of the mean.
With the drift and diffusion coefficients in hand, we reconstructed the thermodynamics G͑X͒ from simulated v͑X͒ and D͑X͒ following the equilibrium solution of the FokkerPlanck equation ͓Eq. ͑8͔͒. As a comparison, we also calculated the exact theoretical one-dimensional free energy profile F͑X͒ = −log͑͐e −F͑X,Y͒ dY͒. We observed very good agreement between G͑X͒ and F͑X͒ as shown in Fig. 5 . This validates our procedure for extracting drifts v͑X͒ and diffusion coefficients D͑X͒ as well as the kinetic approach to reconstruct the thermodynamics from local v and D.
Next, we plugged in the kinetic quantities v͑X͒ and D͑X͒ into the Langevin dynamics, and carried out one-dimensional Langevin simulations using Eq. ͑7͒. Figure 6 shows a typical FIG. 3 . A typical example of the probability P͑X , t͒ as a Gaussian distribution centered at X = −1.2 at times t = 0.002 and t = 0.005. By measuring the shift of the center and growth of the width from the probability P͑X , t͒, we can determine the drifts and diffusion coefficients at each position along X.
FIG. 4.
A representative example for the centers X c and the width square 2 as a function of time t at X = −1.2. For the two-step procedure for extracting the drifts and diffusion coefficients, due to the nonlinear dependency, we used a quadratic fitting with four data points at times ͑0.002, 0.003, 0.004, 0.005͒ and then extrapolated drifts and diffusion coefficients at t = 0.
FIG. 5. ͑Top͒ The one-dimensional free energy profile as a function of X,
where G͑X͒ is computed from the kinetic approach from drifts and diffusion coefficients ͓Eq. ͑8͔͒ and F͑X͒ = −log͑͐e −F͑X,Y͒ dY͒ is the theoretical free energy profile by integrating out the Y dimension for F͑X , Y͒. ͑Middle and bottom͒ The reaction-coordinate-dependent drifts v͑X͒ and diffusion coefficients D͑X͒ derived from the two-dimensional Langevin simulations. The bin size of ␦X = 0.1 was used.
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Langevin simulation trajectory as a function of X. The plot shows a two-state behavior of the system, consistent with the theoretical free energy potential.
We would now like to compare the folding time distributions obtained for the exact two-dimensional ͑2D͒ model versus the reduced one-dimensional ͑1D͒ dynamics. The folding time can be computed from one long or many short Langevin simulations; we chose a long simulation ͑10 8 steps with step size ␦t = 0.001͒. Figure 7 shows the folding time distribution from both two-dimensional Langevin simulations and one-dimensional Langevin simulations with simulated drifts v͑X͒ and diffusion coefficients D͑X͒. Two features are common to both of these. First, the distributions are nearly Poisson; the standard deviations are approximately equal to the means. These plots confirm that the system has exponential kinetics and two-state behavior. More importantly, the characteristic time or mean folding time curves in both cases are nearly identical. We conclude that the onedimensional Langevin simulation, with X as a reaction coordinate, robustly recovers the two-dimensional folding time distribution within this model system.
In light of these encouraging results, it is reasonable to apply the diffusion-drift method to a more realistic model. In the next section we will describe protein folding dynamics with Gō-type simulations as stochastic dynamics on a Q landscape.
IV. DIFFUSION-DRIFT MOTION ON A FUNNELED LANDSCAPE
As already discussed, protein folding is a complicated process where a protein folds into the native state through a high-dimensional configurational space. 1 However, the principle of minimal frustration suggests that even in this highdimensional problem, it should be possible to find one or two coordinates that can capture the essence of the entire process. The key then is to find the effective dynamics for these coordinates whose motion can quantitatively capture the folding kinetics.
To see how our procedure works for this problem, we used a structure-based ͑Gō-type͒ model to characterize the folding dynamics when the landscape is strongly funneled. 12, 13, [21] [22] [23] [24] [25] [26] Here, the number of native contacts, Q, was chosen as the single reaction coordinate. As a specific example, we used a SH3 domain that folds in a two-state manner. 27 A structure-based model of this protein was built from the NMR structure ͑1PNJ.pdb͒ as shown in Fig. 8 . We used a slightly modified version of the Gō-type model to achieve a reasonable amount of sampling of the barrier crossing. The energy function we used for the C ␣ Gō-type model is
͑12͒
where K r , K , and K are the force constants of the bond, angle, and dihedral angle for adjacent C ␣ atoms, respectively, and we chose K r = 100, K = 20, K ͑1͒ = , and K ͑3͒ = 0.5. 
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The native experimental structure ͑r 0 , 0 , and 0 ͒ was taken from the NMR structure. We chose ⑀ 1 = 0.5 for native contacts and ⑀ 2 = for non-native contacts. A reduced unit ͑=1 kcal/ mol͒ for energy and r 0 ͑=3.8 Å͒ for distance were also used. Further details and the simulation procedures can be found in previous publications. 12, 13 In this work, 9 ϫ 10 6 configurational snapshots ͑separated by time intervals of 20 fs͒ were used for analysis. The simulation was run at a temperature near ͑but slightly above͒ the folding temperature. We followed the aforementioned procedure for extracting local drift and diffusion coefficients directly from the Gō-type simulation data. For the quadratic fitting of the center position and Gaussian width versus elapsed time, four data points at times ͑3, 4, 5, 6͒ ͑in units of the time interval between snapshots͒ were used ͑see Fig. 9͒ . Again, the times were chosen empirically so as to have a reasonable number of samples to allow for a quantitative fit to the data. The computed Q-dependent drift v͑Q͒ and diffusion coefficient D͑Q͒ are shown in Fig. 10 .
Several interesting properties may be noted from the diffusive motion shown in Fig. 10 . Most importantly, the configurational diffusion coefficient is not constant in the onedimensional configuration space. Instead, it first increases and then decreases as a protein moves toward the folded state. Now, v͑Q͒ and D͑Q͒ depend on the local moves allowed to the system and the local landscape. The small diffusion in the unfolded region presumably reflects the relative difficulty of increasing Q by random fluctuations in the underlying model dynamics if we are very far away from the native structure. The D value of the folded state is significantly larger than that of the unfolded one, but still relatively small; this presumably accounts for a residual entropy of the folded state, namely, the fact that there are still many moves of the microscopic coordinates which will not alter the number of contacts. This residual entropy is also responsible for the fact that the folded state is not a state with the full set of allowed contacts. The largest diffusion coefficient is in the intermediate range of Q, close but not necessarily at the transition state; we know of no reason why it would be expected to lie exactly at the free energy peak. In this entire region, a typical microscopic move does tend to move along the reaction coordinate, another indication of the "funneling" nature of the folding process. It would of course be useful in the future to develop a better theoretical understanding of this correspondence.
Using the computed v͑Q͒ and D͑Q͒, we reconstructed the free energy profile G͑Q͒ by using Eq. ͑8͒. Figure 10 shows this profile, which indicates that the protein has a two-state folding behavior, as expected. G͑Q͒ agrees reasonably well with F͑Q͒ =−k B T log P͑Q͒ where P͑Q͒ is the probability taken directly from Gō-type simulation data.
Next, a Langevin simulation was carried out for the single reaction coordinate Q using Eq. ͑7͒ as before. We used a time step ␦t = 0.1 for the one-dimensional Langevin simu- as a function of time t at Q = 50. For the two-step procedure for extracting the drifts and diffusion coefficients, we used a quadratic fit with four data points at times ͑3, 4, 5, 6͒ and then extrapolated the drifts and diffusion coefficients to t = 0.
FIG. 10.
The reconstructed free energy profile and drifts v͑Q͒ and diffusion coefficients D͑Q͒ extracted from Gō-type simulations. G͑Q͒ is the free energy reproduced from v͑Q͒ and D͑Q͒ by using the kinetic approach ͓Eq. ͑8͔͒. F͑Q͒ is calculated from Gō-type simulations by F͑Q͒ = −log P͑Q͒ where P͑Q͒ is the probability distribution of Q. Q is the number of native contacts formed and Q = 213 for the native SH3 ͓using the contacts of structural units software ͑Ref. 38͔͒. The Gō-type simulation was run at a temperature near the folding temperature. A total of 9 ϫ 10 6 snapshots were used for the analysis. For the quadratic fitting, we picked four data points at times ͑3, 4, 5, 6͒ ͑in units of the time interval between snapshots͒. The free energies are in units of k B T. The bin size of ␦Q = 3 was used.
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lation. Figure 11 gives a typical Langevin simulation trajectory, which clearly demonstrates the two-state folding transition as expected from the two-state behavior shown in Fig.  10 . Finally, we can determine the folding time distribution as shown in Fig. 12 . The dashed curve is the distribution for the simulated folding time computed from the diffusion-drift approach and the solid curve is directly from Gō-type simulations. Again, both curves show a near Poisson distribution, as demonstrated in various protein models. 2, 28, 29 The difference is quite small if one considers the complexity of the folding process compared to the simplicity of our effective dynamics: after all, the protein folds in an extremely highdimensional configuration space ͑with about 3 N degrees of freedom in the Gō-type model, where N is the number of residues͒.
V. DISCUSSIONS AND CONCLUSIONS
We have shown that one can derive effective stochastic equations for one reaction coordinate, whose computed kinetics allows one to adequately recover folding dynamics from an underlying multidimensional model. This was demonstrated for both a toy model and a Gō-type model. This relatively simple procedure appears capable of both mimicking the qualitative features of the folding and, if we look again at the two folding time distribution curves shown in Fig. 12 , getting within a factor of 2 of the quantitatively correct kinetics.
As far as the basic method is concerned, the approximation we make is essentially an adiabatic one. We are assuming that the rate of progress in the folding direction is rather slow and hence there is time during the barrier crossing to forget about the detailed microscopic configuration at any one time step. We can then average over all such configurations and derive the probability distribution of the macroscopic variable Q at the next time point. As already mentioned, this idea is specific realization of the "equation-free methodology" proposed by Kopelevich et al. The important factor at work here is that the elucidation in recent years of how proteins fold with minimal frustration lends support to the idea that such a reduction might be semiquantitatively valid.
Of course, our approach is not perfect or exact. A closer look at the folding curve for the Gō-type model seems to indicate deviations from pure two-state exponential kinetics, possibly due to local traps. One must be slightly careful here, as we only have about 300 folding trajectories for the full model and hence the measured distribution is somewhat noisy. Nevertheless, to the extent that these slow events are real, they do not seem to have been captured by the onedimensional reduction. One can imagine more complex reductions, keeping, for example, two reaction coordinates, but this has not yet been attempted. We do expect on general grounds that our calculation will always give a sort of lower bound on the folding time distribution, as the breakdown of ergodicity in the exploration of the microscopic degrees of freedom ͑due, e.g., to local traps not seen in the 1D reduction͒ should always make folding proceed more slowly.
Of course, our real goal is to apply this procedure to more realistic computational simulations such as all-atom replica exchange simulations. 24, 30, 31 This would enable us to get an estimate of the folding time distribution even when the longest obtainable simulation trajectories are shorter than the characteristic time scale on which folding events occur. Work along this direction is in progress and will be communicated in future publications.
In passing we wish to mention that the kinetic approach therefore provides us with an alternative way to build a free energy profile besides the conventional weighted histogram analysis method ͑WHAM͒ algorithm. 18, [32] [33] [34] [35] [36] As long as sufficient sampling of local conformation space is available for extracting drift and diffusion coefficients along the reaction coordinate, we can determine by integration a global free energy profile. Simulation convergence, as required by the WHAM, is no longer a necessary condition for obtaining thermodynamics. This is especially important for all-atom simulations of large protein systems. Again, this will be discussed elsewhere.
Finally, there is no reason in principle why the concept of stochastic dynamics for several macroscopic degrees of freedom needs to be limited in its application to just the folding problem. For example, we hope to investigate functional motions by this approach, perhaps by using a few normal modes as coordinates. 37 We hope that this type of approach, namely, using the full dynamics to build ͑instead of merely postulating͒ accurate phenomenological models, can get us beyond the obvious limitations of all-atom simulations for answering questions on relevant biological time scales.
