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Abstract
In this paper, we present a novel approach for constructing a nonlinear recursive predictor. Given a limited time
series data set, our goal is to develop a predictor that is capable of providing reliable long-term forecasting. The
approach is based on the use of an artiﬁcial neural network and we propose a combination of network architecture,
training algorithm, and special procedures for scaling and initializing the weight coefﬁcients. For time series arising
from nonlinear dynamical systems, the power of the proposed predictor has been successfully demonstrated by
testing on data sets obtained from numerical simulations and actual experiments.
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1. Introduction
Developing methods and techniques for long-term predictions has been an interesting and active topic
for centuries. The ability to perform a reliable prediction is important in a wide range of disciplines in
the physical sciences, engineering, medical research and econometric studies. For instance, in the design
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and control of a vibration system, if one could predict that the amplitude of the vibrations is going to
increase without bound, certain control laws could be applied to suppress the undesirable oscillations in
order to ensure a stable system. Clearly, a poor prediction could lead to disastrous results in that case.
Traditionally, statistical models have frequently been applied for time series forecasting. Several time
series models, such as autoregressive (AR), moving average (MA), combined AR and MA (ARMA),
and autoregressive integrated moving average (ARIMA) models, have been developed [6]. However,
the major shortcoming of these models is the assumption that the considered time series is generated
from a linear process. These techniques are well understood, but they are not always effective for real-
world practical problems, which are usually complex and nonlinear. Nonlinear statistical tools such as
the threshold model, exponential model, polynomial and bilinear models, have been proposed in order to
provide accurate predictions over a wider range of applications [6]. For a practical problem and without
a priori knowledge about the time series under consideration, selecting an appropriate nonlinear model
is a very difﬁcult task. In addition, computing the parameters associated with a nonlinear model is not
as straightforward as for a linear model. Moreover, the capability of nonlinear time series models has
proved to be limited to performing short-term predictions.
In recent years, considerable progress has been reported in the ﬁeld of artiﬁcial neural networks
(ANNs). The development of ANNs was originally inspired by the study of biological neural systems,
in particular, by the research on the human brain. An ANN is an information processing system that
is capable of modelling highly nonlinear and complex systems. One of the most attractive features of
ANNs is the ability to learn and then to generalize from experience. ANNs have proven to be capable of
performing some difﬁcult tasks that may not be feasible using the standard mathematical or statistical
approaches [7].
The idea of applying ANNs for prediction is not new. The literature in this ﬁeld is vast and continuing
to grow rapidly. Zhang [21] developed a nonlinear time series predictor using a hybrid ARIMA and ANN
model, and reported results applied to the well-known sunspots data and the Canadian Lynx time series.
Nikolaev and Iba [13] applied ANN for chaotic time series forecasting. ANNs have also been used to
predict ﬁnancial time series such as the trading volume on the New York Stock Exchange [9], and for
electrical power load forecasting [14]. However, it should be noted that the majority of the published
results focus on using ANN to perform one-step prediction and, in general, short-term forecasting. One-
step prediction (OSP) produces an estimate of the observation at the future discrete time step based on
several present and past observations. Using previous predicted values as inputs in the model in order to
generate further predictions is referred to as a multi-step prediction (MSP), or recursive prediction.
There are very few reports ofANNs used to perform MSP, and these are only concerned with short-term
predictions. Applications to chaotic time series [3,5,12], the sunspots time series [19], or the Nile ﬂow
level history [1] have been reported. All these applications consist in predicting a set of values less than
1
10 the size of the known data set. In contrast, in our current study we are given a limited data set, but we
want to predict a set of values 2–3 times the size of the known segment of the given time series.
The present study is a continuation of our earlier work [17,18,20], in which several proposed ANN
architectures have been shown to provide accurate long-term predictions of complex oscillatory signals
arising in nonlinear aeroelasticity. The goal of the present work is to make a novel contribution to
the construction of a nonlinear recursive predictor using ANNs. We propose a combination of network
architecture, training algorithm, and special procedures for scaling and initializing the weight coefﬁcients,
and we demonstrate that for a certain class of time series arising from nonlinear dynamical systems, the
proposed ANN is capable of providing a reliable long-term MSP. The comparison between using ANNs
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for OSP and MSP will be discussed in detail. Results on testing the proposed predictor on time series
from numerical simulations and actual experiments for practical engineering problems are reported. To
the best of our knowledge, ANN have not yet been used to perform long-term recursive predictions.
2. Nonlinear prediction
Given a time series {s(1), . . . , s(T )}, our goal is to construct a nonlinear predictor that is capable of
forecasting the set of future observations {s(T + 1), . . . , s(T + M)}, where M is large. The data sets
being studied belong to the class of deterministic time series and are obtained by sampling trajectories
of dynamical systems. The theoretical basis of the present prediction study is provided by the theory
of dynamical systems, in particular by the reconstruction theorem of Takens [15]. Simply stated, if
the embedding dimension d ∈ Z+ and the time delay  ∈ R+ are appropriately chosen, the asymptotic
dynamics of a bounded trajectory {s(t); t0} ⊂ Rm of a nonlinear dynamical system can be reconstructed,
in principle, from any observed trajectory {s(t)=(s(t)); t0} (where  : Rm → R is a smooth function),
from the set of limit points of the sequence {[s((n − d)), . . . , s((n − 1))]T; n0} ⊂ Rd .
In practice, the success of this procedure depends on the choice of the embedding dimension and of the
time delay [15]. These values, however, are usually not known for practical applications. Several methods
have been proposed to estimate these parameters, but they are mostly heuristic. In addition, it should be
noted that the reconstruction theorem assumes a noise-free condition. Generally speaking, the present
work is not limited to deterministic time series, since we will also be dealing with time series corrupted
by noise. The noise could be introduced mathematically or from the actual experiments.
Unlike the standard statistical approach, we are not using a model that can be expressed by a linear
regression formula. For instance, an autoregressive model of order n0 is given by
s(t) =
n0∑
h=1
ahs(t − h) + (t), ∀t , (1)
where {(t)}t is a white noise process [6]. Once the order n0 is selected, the parameters ah can be estimated
by the least-square method using a subset {s(T − N), s(T − N + 1), . . ., s(T − 1), s(T )} of the known
data set. In our case, we search for a nonlinear mapping  such that
s(t) = (s(t − 1), . . . , s(t − n0)) + e˜(t), T − N tT , (2)
where
y˜(t)
def= (s(t − 1), . . . , s(t − n0)) (3)
is referred to as the one-step prediction (OSP) for s(t), and e˜(t) denotes the one-step prediction error.
Note that in a OSP process the value y˜(t) is determined from the known previous observations. The
mean-square error over the entire known data set:
E = 1
N + 1
N∑
i=0
[e˜(T − i)]2 (4)
serves as a measure of the OSP accuracy. The value of E is small if the prediction is good and large when
the prediction is poor. Therefore we are seeking a mapping  for which E has a small value.
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Once a nonlinear mapping has been found, the long-term prediction of future time series observations
is performed as follows. At each time step tT + 1, the current estimate is determined by past predicted
values:
s(t) = (yˆ(t − 1), . . . , yˆ(t − n0)) + eˆ(t), tT + 1, (5)
where yˆ(T + 1 − h) def= s(T + 1 − h), 1hn0,
yˆ(t)
def= (yˆ(t − 1), . . . , yˆ(t − n0)) (6)
is called the multi-step prediction (MSP) for s(t), and eˆ(t) denotes the MSP error at step t. In other words:
yˆ(T + 1) def= (s(T ), s(T − 1), . . . , s(T − n0 + 1)) = y˜(T + 1), yˆ(T + 2) def= (yˆ(T + 1), s(T ), s(T −
1), . . . , s(T − n0 + 2)), yˆ(T + 3) def= (yˆ(T + 2), yˆ(T + 1), s(T ), s(T − 1), . . . , s(T − n0 + 3)), etc.
It is clear that generating a reliable MSP is much more difﬁcult than generating an accurate OSP. In a
MSP process it is important to control the error propagation resulting from using predicted values as
inputs in the mapping  to generate further predictions. In addition, there is a wide range of nonlinear
mappings that could possibly be considered for this task. However, ﬁnding a mapping  that provides a
small error E over the known data set while producing an accurate long-term MSP is extremely difﬁcult.
In the present study, we propose a new development in the design of a nonlinear recursive predictor, in
which the nonlinear mapping  is deﬁned by the output of an ANN.
3. ANN-based predictor
In the past 15 years, considerable progress has been made in the research of artiﬁcial neural networks.
ANNs are information processing systems originally designed to mimic to some extent the functioning of
the human brain. The structural and functional unit of anANN is the artiﬁcial neuron. Each neuron receives
several inputs, which are weighted and summed, and the result is passed through a transfer function,
generating the neuron’s output. The transfer function can be linear (such as the identity function) or
nonlinear (such as Heaviside’s unit-step function, or the hyperbolic tangent function) [7]. The parameters
by which the neuron’s inputs are weighted are referred to as the neuron’s weights. A neural network
is constructed by interconnecting several artiﬁcial neurons in a certain manner. The arrangement of
these connections deﬁnes the ANN architecture. The most commonly used architecture is the multilayer
feedforward ANN, in which the neurons are arranged in successive layers, such that the outputs of all
neurons in each layer are fed as inputs to each neuron of the next layer. Traditionally, all neurons in the
same layer are endowed with the same transfer function. The inputs to the neurons in the ﬁrst layer form
the network input, while the outputs of all neurons in the last layer form the network output. The last
layer of neurons is called the output layer, while all other layers are referred to as hidden layers. The
ANN output vector is a function of the network inputs as well as of the weights of all neurons in the
network. Appropriate values for these parameters, that enable the ANN to perform a certain task, are
determined by a process of learning (or training) based on a set of examples of correct network outputs
to given inputs (the training set). The most common type of ANN training consists in minimizing the
mean-square network output error over the training set, viewed as a function of all network weights.
Nonlinear optimization algorithms are used for that purpose [7].
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Fig. 1. Two layer feedforward ANN.
It has been proven that ANNs can be regarded as universal function approximators. More speciﬁcally, it
has been shown that, for all practical purposes, a nonlinear function can be approximated with any desired
accuracy by the mapping that gives the output of a two-layer feedforward ANN with a sigmoidal transfer
function in the ﬁrst layer and a linear transfer function in the second layer, provided that sufﬁciently many
neurons are available in the network’s hidden layer [4]. The universal approximation results basically
state that an ANN can successfully interpolate a nonlinear function based on a set of known values of
the function. ANNs have proved to be successful in most interpolative applications, ranging from face
recognition to one-step time series prediction. However, the MSP approach presented in this study cannot
be viewed as an interpolation problem.
In the present paper, the mapping described in Section 2 is chosen to be the mappingw that expresses
the output of a two-layer feedforward ANN (represented in Fig. 1) in terms of its n0 inputs. The outputs
of the ﬁrst and second layer of such an ANN at each time step t are
y
(1)
w,k1
(t) = f (1)
⎧⎨
⎩w
(1)
k1,0 +
n0∑
k0=1
w
(1)
k1,k0
s(t − k0)
⎫⎬
⎭ , 1k1n1 (7)
and
y(2)w (t) = f (2)
⎧⎨
⎩w
(2)
0 +
n1∑
k1=1
w
(2)
k1
y
(1)
w,k1
(t)
⎫⎬
⎭ , (8)
respectively. The sigmoid f (1)(x) = tanh(x) is used as transfer function in the ﬁrst (hidden) layer, while
f (2)(x) = x is used as transfer function in the second (output) layer. Hence
w(y1, . . . , yn0) = w(2)0 +
n1∑
k1=1
w
(2)
k1
tanh
⎧⎨
⎩w
(1)
k1,0 +
n0∑
k0=1
w
(1)
k1,k0
yk0
⎫⎬
⎭ . (9)
This is the standard two-layer feedforward network, which has been frequently used in most applications.
The value of w(y1, . . . , yn0) depends on the network inputs y1, . . . , yn0 , as well as on the values of all
ANN weights:
w
def=[w(1)1,0, . . . , w(1)1,n0, w
(1)
2,0, . . . , w
(1)
n1,n0, w
(2)
0 , . . . , w
(2)
n1 ]T. (10)
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A subset {s(T − N), s(T − N + 1), . . . , s(T − 1), s(T )} of the known data set is used to train the
ANN such that s(t) ≈ w(s(t − 1), . . . , s(t − n0)), T − N tT , i.e., such that the ANN generates the
output s(t) when receiving the values s(t − 1), . . . , s(t − n0) as inputs. Note that
y˜w(t)
def= w(s(t − 1), . . . , s(t − n0)) (11)
is the OSP for s(t), and e˜w(t)
def= s(t)− y˜w(t) represents the OSP error at step t. In the training phase, the
mean-square OSP error over the training set E(w) def=∑Ni=0[e˜w(T − i)]2/(N + 1) is minimized using the
conjugate gradient algorithm. Once the training has been completed, the future observations {s(T + 1),
. . ., s(T + M)} are predicted according to
yˆw(t) = w(yˆw(t − 1), . . . , yˆw(t − n0)), tT + 1, (12)
where yˆw(T +1−h) def= s(T +1−h), 1hn0, yˆw(t) is the MSP for s(t), and eˆw(t) def= s(t)− yˆw(t) is the
MSP error at step t. Unlike the OSP error e˜w(t), the MSP error eˆw(t) in general cannot be estimated. Note
that the ANN is trained to perform an accurate OSP on the known data set and the resulting weights are
used to perform MSP of the unknown data points. MSP-based training (using the Real-Time Recurrent
Learning algorithm) has also been attempted by the authors. While being much slower than the OSP-based
training, the MSP-based training did not lead to any improvement in the prediction accuracy [18].
The ANN training is performed using a minimization algorithm for E(w). First an initial guess for
the weight vector is set, then, at each iteration, the ANN weights are updated according to the conjugate
gradient algorithm. Traditionally, all weights are initially set to small random values. In our experiments
we initialize all w(1)k1,k0, k1 = 0, k0 = 0 with random numbers uniformly distributed in [−0.01,+0.01],
while all the other weights are initially set to zero.At each training iteration, the gradient gnew=∇E(wold)
is computed based on the current weight vectorwold, the current search direction is set to bepnew=−gnew+
{‖gnew‖2/‖gold‖2}pold, and then the weights are updated: wnew = wold + wpnew, where w is known
as the learning rate. The initial search direction is set to pnew = −gnew. It has been observed that the
convergence of the conjugate gradient algorithm is improved by re-setting pnew = −gnew periodically,
for instance after every 100 training iterations [16,18]. At each iteration, after the weight update has been
performed, the MSP signal
yˆ(wnew) def=[yˆwnew(T + 1), . . . , yˆwnew(T + M)]T ∈ RM (13)
generated by theANN using the new weights is computed. TheANN training is stopped when the distance
between two consecutive MSP-generated signals:
new
def= 1√
M
‖yˆ(wnew) − yˆ(wold)‖2 (14)
(where ‖ · ‖2 is the Euclidean norm) becomes small and almost constant [16,18]. If this does not happen,
then we say that the ANN training does not converge. Generally speaking, we say that the training is
successful if E(wnew)0.01 and new is of the order of 10−4 [16,18]. Traditionally, an adaptive learning
rate is generally recommended for use in ANN training [7]. In the present study it will be shown that using
an adaptive learning rate in ANN training may cause instability when the training signal is contaminated
with noise. Due to the high versatility of the search process when an adaptive learning rate is used, the
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noise is rapidly incorporated in the ANN weights, corrupting the underlying pattern that needs to be
learned. Hence, a constant learning rate is adopted in the recursive predictor proposed in this paper.
In this paper, we propose to use a two-layer feedforward ANN with normalized second-layer weights.
The ANN output in that case will be
y(2)w (t) = w(2)0 +
n1∑
k1=1
(w(3)) w(2)k1√
1 +∑n1h1=1[w
(2)
h1
]2
y
(1)
w,k1
(t), (15)
where (x) def= ln{1 + ex/(1 + e−x)} is always positive and has y = 0, y = x as asymptotes at −∞, +∞,
respectively. (w(3)) is a scaling parameter used to adjust the magnitude of the ANN output. (w(3)) is
used instead of w(3) in order to keep the scaling constant positive throughout the ANN training. Note that
the vector w will contain the extra parameter w(3) in that case [16,17]. It will be shown that normalizing
the second-layer weights leads to a signiﬁcant improvement in the ANN robustness with respect to noise
in the given signal. This phenomenon is caused by the fact that the second-layer weight updates during
network training are interdependent when weight normalization is performed.
In addition to the weight normalization introduced in theANN predictor, we present a special procedure
for weight initialization. Instead of using random numbers to initialize the weights, we let the ﬁrst-layer
weights be chosen according to
w
(1)
k1,k0
:= s(t1 − k1 − k0 + 1)∑n0
h0=1[s(t1 − k1 − h0 + 1)]2
, 1k1n1, 1k0n0 (16)
and all other weights are initialized to zero. This special procedure effectively introduces an oscillatory
proﬁle, with the same frequency as the training signal, into the weight vector. The basis for this initializa-
tion method is that it has been observed in practice that even when using random weight initialization, the
weights of each ﬁrst-layer neuron exhibit an oscillatory proﬁle when the ANN training has converged. By
employing the initialization given in (16), we hope that the convergence speed is improved. As it turns
out, training time has not been signiﬁcantly reduced, but the prediction accuracy and robustness have
improved signiﬁcantly, even when the training data is corrupted by noise [16].
In summary, in the standard ANN predictor the second-layer weights are unscaled, the ﬁrst-layer
weights are initialized with small random values, and an adaptive learning rate is used in training. For
the recursive predictor proposed in this study, the second-layer weights are normalized, the ﬁrst-layer
weights are initialized with normalized segments of the training signal, and a constant learning rate is
used in network training.
4. Case studies and discussion
In this section, four case studies are performed in order to test the developed recursive predictor.
Test cases 1–2 are time series generated numerically by solving a system of eight nonlinear differential
equations that model the pitch and plunge motions of an oscillating airfoil [11]. Figs. 2 and 3 display the
computed pitch motions for two different operating conditions of the aeroelastic system. Case 3 (shown
in Fig. 4) represents the pitch motion of an oscillating airfoil measured in a wind-tunnel experiment
conducted at Texas A & M University [8]. The time series presented in Cases 1–3 describe the time
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-0.9
0
1
Fig. 2. Test case 1.
1 91 200 380 600 800 1000
-0.9
0
0.9
Fig. 3. Test case 2.
1 196 300 525 750 1000
-1.2
0
1.2
Fig. 4. Test case 3.
1 351 800 1200 1600 2000
-0.6
0
1
Fig. 5. Training set for test case 4.
evolution of physical variables of interest in nonlinear aeroelastic systems with structural nonlinearities.
For Case 4, Fig. 5 illustrates the time history of pressure measured in a cavity ﬂow experiment [22]. Self-
sustained oscillations in a wide variety of conﬁgurations occur when a ﬂuid ﬂows past an open cavity. The
study of nonlinear aeroelasticity and cavity oscillations is of considerable interest to the aerodynamics
and aeroacoustic communities.
It should be noted that each case study corresponds to a practical engineering problem involving
multiple degrees-of-freedom. However, for illustration purposes, we select only the time history of one of
the physical variables of interest as test data set. In each ﬁgure, the y-axis represents the physical variable,
which is scaled in the range approximately (−1,+1), and the x-axis represents the discrete time. Two
vertical bars appear in Figs. 2–4, marking the limits of the ANN training set, that is, the time moments
T − N and T. Note that Fig. 5 represents the training set corresponding to Case 4, where T = 2000 and
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Fig. 6. Time histories and phase portraits of the training sets for cases 1 ((a),(b)) and 1 ((c),(d)).
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(b) 176 300
-1.2
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(c) 196 176 305
-1.2
0
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Fig. 7. Training sets for cases 2 (a), 2 (b), 3 (c), and 3 (d).
T −N = 351. Our study will focus on the comparison between the OSP and the MSP performance of the
standard ANN, as well as on the comparison between the prediction accuracies provided by the standard
ANN and the proposed recursive predictor.
In Figs. 6 and 7, the training data sets for Cases 1–3 are illustrated. These represent the only information
being provided to the nonlinear predictor. For instance, Fig. 6(a) shows the segment of the given time
series ranging from t = 51 to 273, and there is a vertical bar located at t = 151. This means that the
training set covers the observations ranging from T − N = 151 to T = 273, and the ANN inputs during
training extend until T − N − n0 = 51, hence n0 = 100 inputs were used for that test case. In other
words, the distance between the ﬁrst data point represented in each graph in Figs. 6 and 7 and the vertical
bar indicates the number of inputs n0 used for the corresponding test case. Considering the original time
series for Case 1, shown in Fig. 2, the initial data segment (i.e., data points 1–50) represents the beginning
of the transient state of the signal and is therefore discarded. The training sets for Cases 2–3 are displayed
in Fig. 7(a) and (c). In order to construct more challenging test cases, we introduce additive noise with
mean zero and signal-to-noise ratio equal to 5 into the training data sets in Cases 1–3. The resulting
data sets, denoted by 1.3 respectively, are displayed in Fig. 6(c), Fig. 7(b) and (d). It should be noted
that, when noisy data sets are used as input, more training examples may be required compared to the
corresponding test cases based on the clean data.
One of the important parameters in the proposed recursive nonlinear predictor is the number of inputs
n0, which needs to be appropriately selected. Its value will depend on the proﬁle of the time series as well
as on the sampling rate. In general, n0 is chosen so that it covers at least one oscillation cycle [16,17].
The proﬁle of the initial time series for Case 1 indicates a signal with low frequency, and n0 is chosen to
be 100. For Cases 2 and 3, n0 is chosen to be 90 and 20, respectively.
For Case 1, we illustrate not only the time histories of the training data sets, but also the corresponding
phase portraits using clean and noisy data, shown in Fig. 6(b) and (d). Based on the information presented
in Fig. 6, it certainly seems that making any reasonable prediction is a very difﬁcult or even impossible
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Fig. 8. Case 1 (‘—’), OSP (‘. . .’) and MSP (‘- -’), and MSP for case 1 (‘-.’), for the standard ANN.
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Fig. 9. Case 1 (‘—’), MSP (‘- -’), and MSP for case 1 (‘-.’), for the proposed ANN.
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Fig. 10. Original signal (‘—’), OSP (‘. . .’), and MSP (‘- -’) using the standard ANN, for case 2 ((a),(b)) and case 3 ((c),(d)). The
ANN training based on cases 2 and 3 did not converge.
task. The phase portrait for the clean data set suggests that the asymptotic behavior could be a divergent
motion or a possible limit cycle oscillation. No useful information can be extracted from the phase portrait
based on the noisy data. A very accurate OSP is achieved when the clean data set is used for training
the standard neural network, as shown in Fig. 8. The MSP results based on the same predictor, displayed
in Fig. 8, clearly show that recursive predictions are not as accurate as the OSP. As time increases,
the discrepancy in oscillation frequency and amplitude between the predicted signal and the correct
signal becomes noticeable. In Fig. 9, we display the MSP results using the proposed recursive predictor.
Comparing with the predictions shown in Fig. 8, a remarkable improvement in prediction accuracy is
achieved. Using the clean data set for training, the MSP prediction is almost as accurate as the OSP
results. When noisy data is used in training, we observe errors in the predicted amplitude. However, even
as time increases, the prediction closely follows the proﬁle of the original time series.
In Fig. 10, we present the results for Cases 2–3 using the predictor based on the standard neural network.
The predictions are obtained using clean data for training, and it has been noted that the training fails
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Fig. 11. Original signal (‘—’) and MSP for the clean (‘- -’) and noisy (‘-.’) data using the proposed ANN for case 2 ((a),(b)) and
case 3 ((c),(d)).
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Fig. 12. FFT plot of the cavity ﬂow oscillation (a) and MSP (b), based on data points 2001–2700.
to converge when noisy data are used as training set. Due to space limitations, we only presented the
prediction results for the data points 800–1000 and 900–1000, respectively. Fig. 10(a) shows that, while an
excellent OSP is achieved for Case 2, the corresponding MSP is not acceptable. For Case 3, the predictor
correctly identiﬁes that the asymptotic behavior is a limit cycle. The MSP given in Fig. 10(c) shows a good
agreement between the oscillation amplitude of the predicted signal and the correct signal, but there is a
considerable phase shift between these two signals. The corresponding phase portraits are also displayed.
The MSP results for the proposed recursive predictor are now reported in Fig. 11, and they provide strong
evidence of the effectiveness of the proposed method. The MSP results show an excellent agreement with
the proﬁle of the predicted signals, in terms of the oscillation amplitude and frequency. More importantly,
unlike the previous method, which fails to converge in the training phase, the present method produces
an accurate prediction even when noisy data is used as input. Note that the training data set for Case 3
contains experimental measurement errors as well as additive noise introduced numerically.
The last case study represents the most challenging test problem. Unlike Cases 1–3, in which the
dynamics of the aeroelastic system is relatively simple, and the problem can be modeled by a system of
nonlinear ordinary differential equations, the structure of the cavity oscillation presented in Case 4 is very
complex, and the mathematical model requires solving full compressible Navier–Stokes equations. The
time series displayed in Fig. 5 seems to be chaotic, however, it does contain a self-sustained oscillation.
Using the 2000 data points as training set, the proposedANN is used to produce predictions up to t=2700.
In Figs. 12 and 13, we compare the FFT power spectra of the original signal and the predicted signal,
based on the data sets ranging from t = 2001 to 2700, as well as the phase portraits using the data sets
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Fig. 13. Phase portraits of the cavity ﬂow oscillation (a) and MSP (b), based on data points 2651–2700.
ranging from t = 2651 to 2700. The proposed ANN predictor accurately identiﬁes the main oscillation
frequency in the cavity ﬂow oscillations.
From the above results, it is obvious that the proposed ANN predictor provides a more accurate MSP
compared to the standard ANN predictor, for all considered test cases. In addition, except for case 1,
the training process for the standard ANN does not even converge when the training set is contaminated
by noise. In contrast, the proposed ANN provides accurate MSPs for the noisy test cases. Thus, the
proposed ANN predictor exhibits much greater robustness with respect to noise compared to the standard
ANN. This phenomenon is a consequence of both the weight normalization and the weight initialization
procedures proposed in this paper. The averaging process present in both the weight normalization and
the weight initialization prevents the ANN from learning the high-frequency components in the training
signal, i.e., the noise. By performing second-layer weight normalization, the second-layer weight updates
at each training iteration are interdependent, and thus these weights are not allowed to vary wildly. In
addition, by initializing the ﬁrst-layer weights with normalized segments of the training set, information
about the training signal is introduced in the ANN from the very beginning of training. It is well known
that the result of most iterative optimization procedures greatly depends on the initial guess on the value
of the parameter of interest. Different initial guesses may cause the search algorithm to converge to
different local minima of the performance index. In the proposed ANN predictor, the starting point for
the training process already contains substantial information about the given signal, hence it is expected
that the weights obtained at the end of training will contain even more useful information, thus leading
to a high prediction accuracy. The main cause of failure of the ANN training process when noise is
present in the training signal is that the ANN learns the noise before it has identiﬁed and learned the
underlying dynamics of the trajectory. By initializing the ﬁrst-layer weights with normalized segments
of the training signal, information about the underlying noise-free dynamics is introduced in the weights
before the learning process has started, and thus, before the ANN has started to incorporate the noise
present in the training set. Hence the improvement in prediction accuracy and robustness in the presence
of signal noise compared to the standard ANN.
The detailed mathematical analysis of the MSP process using ANNs has been developed by the
authors in [16]. Due to space limitations, we will only present here an outline of the theoretical ap-
proach. First, the mapping w : Rn0 → Rn0 can be deﬁned as w(x) def=[w(x), x1, . . . , xn0−1]T,∀x = [x1, x2, . . . , xn0]T ∈ Rn0 . Note that {yˆw(t); tT } is the MSP generated by the ANN if and only
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if {yˆw(t) def=[yˆw(t), yˆw(t − 1), . . . , yˆw(t − n0 + 1)]T; tT } is an orbit of w, i.e., yˆw(t) = w(yˆw(t −
1)); tT + 1, with yˆw(T ) def= s(T ),where s(t) def=[s(t), s(t − 1), . . . , s(t − n0 + 1)]T,∀t [2,10,16]. The
maximum training and testing error respectively can be deﬁned as b˜trw
def= max{‖s(t)−w(s(t−1))‖∞; T −
N tT }=max{|e˜w(t)|; T −N tT }, b˜tsw def= sup{‖s(t)−w(s(t−1))‖∞; tT +1}=sup{|e˜w(t)|; t
T + 1}, where ‖x‖∞ def= max{|x1|, . . . , |xn0 |},∀x ∈ Rn0 . We say that {s(t); tT }is a b˜tsw-pseudoorbit of
w [2,10,16].
It has been noted experimentally that, for the class of signals considered in this study, after the ANN
training, the OSP is always accurate throughout the given trajectory, i.e., b˜tsw is always ﬁnite. Formally,
it has been proved in [16] that w is a Lipschitz mapping (with Lipschitz constant (w)) and that
b˜tsw b˜trw + (1 + (w))	, where
	
def= sup
tT+1
min
T−NT max{‖s(t) − s()‖∞, ‖s(t − 1) − s( − 1)‖∞}. (17)
The meaning of this result will be explained in the following. Since the ANN is trained such that s(t) ≈
w(s(t − 1), . . . , s(t − n0)), T − N tT (i.e., b˜trw is small), and since the mapping w is continuous,
we have y0 ≈ w(y1, ..., yn0) for any vector y = [y0, y1, . . . , yn0]T ∈ Rn0+1 in the neighborhood of the
given trajectory, that is, for which there exists ty, T − N tyT , such that y is close to [s(ty), s(ty −
1), . . . , s(ty − n0)]T. Now, if the given trajectory converges to a limit cycle, and if the training set
is close enough to the limit cycle, then for any tT + 1 there exists 
t , T − N
tT , such that
[s(t), s(t − 1), . . . , s(t − n0)]T is close to [s(
t ), s(
t − 1), . . . , s(
t − n0)]T (and thus, 	 is small).
Therefore, in that case s(t) ≈ w(s(t − 1), . . . , s(t − n0)), for all tT + 1, i.e., the OSP result is
accurate throughout the given trajectory (i.e., b˜tsw is small). A rigorous mathematical justiﬁcation of these
intuitive ideas has been developed in [16].In practice it has been noted that, if the given time series is
deterministic, the OSP is always accurate at every time step, even for test cases for which the above
theoretical justiﬁcation is not applicable, such as chaotic time series.
Generating an accurate MSP is a much more demanding task. Even if an accurate OSP has been
obtained throughout the trajectory, there is no guarantee that a good MSP will be generated. Accord-
ing to Lin et al. [10], it has been proven that analog ANNs have the so-called shadowing property,
namely for every > 0 there exists some bw()> 0 such that, for any bw()-pseudoorbit {x(t); tT }
of w, there exists an orbit {y,x(·)(t); tT } of w such that ‖y,x(·)(t) − x(t)‖∞, ∀t . Moreover, it
makes sense to expect the mapping  → bw() to be nondecreasing (i.e., for a smaller , a smaller bw()
should be needed). This is the crucial property that helps to provide insight into the mechanism of MSP
using ANNs.
It has been proven in [16] that, for a sufﬁciently large R > 0, the subset U = B∞(0, R) def={x ∈
Rn0; ‖x‖∞ <R} of the compact space X = B¯∞(0, R + 1) def={x ∈ Rn0; ‖x‖∞R + 1} is a trapping
region for [n0]w = w ◦ w ◦ . . . ◦ w (the n0-fold composition), that is, [n0]w (U¯) ⊂ U , where U¯
is the topological closure of U [2]. It follows that the compact set C[n0]w def= ⋂j 0[jn0]w (U) is an at-
tractor for [n0]w . In particular, the forward [n0]w -orbit of any point x ∈ U converges to C[n0]w : ∀ open
V ⊃ C[n0]w ∃jV ∀jjV [jn0](x) ∈ V [2,16]. For R sufﬁciently large, it was proven that the -limit
set of s(T ) with respect to w: w(s(T ))
def={sˆ ∈ Rn0; ∃{tˆm;m0}, tˆm → ∞ for m → ∞, such that
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limm→∞‖[tˆm]w (s(t1))− sˆ‖∞=0} is a subset of C[n0]w [2,16]. The-limit set of the given trajectory can also
be deﬁned:(s(T )) def={s¯ ∈ Rn0; ∃{t¯m;m0}, t¯m → ∞form → ∞, such that limm→∞‖s(t¯m)−s¯‖∞=0}.
It has also been proven in [16] that, for R sufﬁciently large, every point in (s(T )) is within ˜w of C[n0]w ,
where ˜w is the smallest  for which the largest bw() that could be chosen in the shadowing property
of w is larger than b˜tsw [16]. Moreover, under natural assumptions, it was proven that every point in the
-limit set (s(T )) of the given trajectory is actually within ˜w of the -limit set w(s(T )) of the MSP
signal generated by the ANN [16]. In other words, for instance the limit cycle of the MSP generated by
the ANN is close to the limit cycle of the considered trajectory.
The results and comparison presented in this section demonstrate that the proposed recursive predictor
can be considered as a useful tool for performing long-term MSP. The proposed method is data driven,
and could be applied to more general problems provided that the time series being considered is arising
from a nonlinear dynamical system. In order to investigate the robustness of the technique, some case
studies were repeated by varying the number of ANN inputs and hidden layer neurons, and the number of
training examples. It has been observed that the behavior of the proposed ANN predictor is stable when
these variations are within 20%. Even though the pointwise comparison may indicate some phase shift
errors, the asymptotic behavior of the MSP signal correctly reconstructs the amplitude and frequency of
the limit cycle oscillations. The detailed description of the robustness investigation is reported in [16].
5. Conclusion
In this paper, a novel approach for constructing a nonlinear recursive predictor using artiﬁcial neu-
ral networks is presented. The developed predictor is data-driven and self-learning, and it provides an
attractive alternative tool for time series forecasting. Unlike the statistical time series models in which
the performance is greatly impaired for noisy data, the proposed technique is capable of dealing with
noisy time series. The prediction capability has been successfully demonstrated by testing on time series
that are generated numerically or from actual experiments for nonlinear aeroelastic systems and cavity
oscillations. The proposedANN predictor provides a much better prediction accuracy and exhibits a much
greater robustness in the presence of noise in the training signal compared to the standard ANN predictor.
Even though the results presented are promising, much work still needs to be done. Further research will
be focused on how to determine whether the given time series contains sufﬁcient information that could
provide a basis for predicting the asymptotic behavior of the nonlinear trajectory. In the absence of a
priori knowledge of the nonlinear system being modeled, it would be useful to develop a criterion for
assessing the prediction accuracy.
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