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CLASSIFYING V II0 SURFACES WITH b2 = 0 VIA GROUP THEORY
FEDERICO BUONERBA, FEDOR BOGOMOLOV, AND NIKON KURNOSOV
Abstract. We give a new proof of Bogomolov’s theorem, that the only V II0 surfaces
with b2 = 0 are, up to an e´tale cover, those constructed by Hopf and Inoue. The proof
follows the strategy of the original one, but it is of purely group-theoretic nature.
Our aim is to provide a new proof of the well known:
Theorem 1. [Bo76, Bogomolov] Every V II0 surface with b2 = 0 has an e´tale cover that
carries a holomorphic foliation. Therefore an e´tale cover of X is either a Hopf or a Inoue
surface.
The first part of the proof in op.cit., which is the content of our Section I, aims at con-
structing an affine structure on such surfaces, as well as establishing its uniqueness. Both
the existence and uniqueness statements follow from the vanishing of certain cohomology
groups, which could be naturally thought of as obstruction spaces. This structure provides
two objects: a representation of the fundamental group of the surface into the affine group
ρ : Γ := pi1(X) → Aff(2,C), with corresponding linearization lρ into GL2(C); and a ρ-
equivariant local biholomorphism paff : V := X˜ → C2.
The automorphism group of the field C which we denote as Gal(C/Q) acts naturally on
the set of flat vector bundles over X. It can be shown that indeed the tangent bundle is
stable under this action. Such stability follows from the fact that these surfaces have very
few vector bundles with at least one non-vanishing cohomology group, and that cohomol-
ogy with locally constant coefficients is not altered by the Galois action. It follows that the
linear representations, obtained by twisting lρ with field automorphisms, are conjugated
to each other.
This observation imposes very strong arithmetic restrictions on such representation, namely
that the image lρ(Γ) can be conjugated into GL2(Q) or into H2(F ), where the latter is
the unit group in a quaternion algebra over a quadratic field F . Crucially, however, the
quadratic extension F/Q must be real. This follows from a very particular fact about
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V II0 surfaces, namely that dim(H
1(X,C(lρ))) = 1 - where C(lρ) is the flat bundle in-
duced by lρ. This fact is also crucial in deriving that the image ρ(Γ) is contained in the
real affine subgroup Aff(2,R) ⊂ Aff(2,C). The group Aff(2,R) above leaves invariant a
linear subspace R
∼−→ R2 ⊂ C2, and there is a two-dimensional contractible Lie subgroup
GK ⊂ Aff(4,R) of real affine transformations acting on C2, which is free on C2 \ R and
fixes R pointwise. The quotient of C2 \ R by its action is a Moebius band isomorphic to
the space Gr(1, 2) of lines in R2, which carries a natural angle map s : Gr(1, 2)→ S1. All
those structures are inherited by V and since they are Γ-invariant, also by X.
The pre-image of the real subspace R under the projection paff is a, possibly empty, closed
2-dimensional real submanifold VR ⊂ V ,. The action of GK on V \ VR is free, while trivial
on VR. The image of VR in X is a compact two-dimensional manifold with affine struc-
ture, i.e a possibly empty finite union of compact tori or Klein bottles. Thus the quotient
S := (V \ VR)/GK is an open Riemann surface with a ρ-equivariant local biholomorphism
S → Gr(1, 2). Diagram 5 consists of maps commuting with the action of Γ, and summa-
rizes the situation.
We thus have two possible radically different cases:
(1) S → Gr(1, 2) is a cyclic covering, which we call classical case.
(2) S → Gr(1, 2) is just a local isomorphism, hence rather wild, which we call patho-
logical case.
After this was achieved the original strategy, first sketched in [Bo76] and then expanded
on in [Bo82], aimed at deriving a contradiction profitting from the interplay between: the
strong arithmetic constraints we have on the affine representation ρ, and; the analysis of
geometric information arising from the existence of a complex affine structure paff with
the above properties. Unfortunately this derivation in [Bo82] is rather long, and contains
complicated topological arguments. Our contribution is to replace such a proof by a much
simpler argument.
The case VR = ∅ contains the main innovation: a combination of a group-theoretic argu-
ment, together with an analysis of the tree structure of the topological Stein quotient Ss
of S˜, corresponding to the induced angle projection S˜ → G˜r(1, 2)→ R. Though the Stein
quotient Ss is potentially non-Hausdorff, we can use the fact that Γ acts densely on S, to
conclude that if VR is empty, then the map S˜ → G˜r(1, 2) must be an embedding. This
implies that Γ is realized as a discrete subgroup of A˜(2,R). A contradiction is derived by
purely group theoretic means.
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In case VR 6= ∅, we venture into a detailed study of the induced affine structure on VR,
finally leading to a contradiction.
It is interesting to remark that the key player, in the story, is our two dimensional Lie
group GK acting on V . In fact, its orbits are holomorphic curves, but the resulting foliation
is not holomorphic.
We should also remark that we can freely pass to finite-index subgroups of Γ, without loss
of generality. This is particularly important once we know that lρ has arithmetic values,
so then by Selberg’s lemma, [Al87], we can assume lρ(Γ) is torsion-free.
An analytic approach to this theorem appeared in [LYZ90], and was further completed in
[Te94] and [LYZ94].
Our paper is structured as follows: in the first section we construct the affine structure,
and prove its arithmetic properties. In the second section we study in details its geometry.
In the third section we prove that the case VR = ∅ is impossible, and in the fourth we prove
that VR 6= ∅ is impossible.
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I. Affine structures on V II0 surfaces with b2 = 0 and no holomorphic
foliations
The content of this section is the proof of:
Proposition I.1. Let X be a V II0 surface with b2 = 0 and no holomophic foliation.
Then X carries an affine structure, which defines a representation ρ : pi1(X)→ Aff(2,C).
Furthermore, the image of its linearization lρ is conjugated to a subgroup of GL2(Q), or
of the units H2(F ) of a quaternion algebra over F , a real quadratic extension of Q.
The structure of the section is as follows: the proof is split into four main technical
statements, namely Propositions I.2, I.6, I.11 and I.13; each such Proposition is proved in
a sequence of simple Lemmas.
Examples of V II0 surfaces, i.e. Hopf and Inoue surfaces, are described in [Bo76], [BH75],
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and [In74]. We want to show that there are no other examples, which amounts to proving
that surfaces with the following properties do not exist:
• c1(X) is torsion - in particular c21 = 0 - and c2(X) = 0.
• b2 = 0, H0(X,KnX ) = 0 for every n ∈ Z \ {0}.
• It has infinite fundamental group, moreover dimH1(X,C) = 1.
• It carries no holomorphic foliations, i.e. H0(X,L ⊗ Ω1) = 0 for every line bundle
L .
• The kernel of pi1(X) → pi1(X)/[pi1(X), pi1(X)] is infinitely generated (Bombieri
[BH75]).
• Every finite e´tale cover of X has all the previous properties.
We will denote Γ := pi1(X).
In this section we follow the strategy of [Bo76] rather closely.
Proposition I.2. The tangent bundle TX admits a unique flat, torsion-free connection.
Proof. The following remark is used systematically in the proof: the triviality of Chern
numbers implies that the Euler characteristic of any tensor bundle F is trivial; hence
the existence of a non-trivial element in H1(F ), implies the existence of a non-trivial
holomorphic section of F or KX ⊗F∨.
Let us consider the obstructions to the existence of an affine structure on X.
• The obstruction to the existence of a holomorphic connection on TX is in
H1(End(TX)⊗ Ω1)
• The obstruction to the flatness of the connection is in H0(KX ⊗ End(TX))
• The obstruction to the uniqueness of the connection is in H0(End(TX)⊗ Ω1)
This is a standard fact which is directly translated from differtial geometry.
We shall prove that all these cohomology groups vanish.
Lemma I.3. For every n ∈ Z, n 6= 0, we have H0(KnX ⊗ End(TX)) = 0.
Proof. If s is a section, it defines a morphism s : TX → TX ⊗KnX . Its determinant is a
section of K4nX , which must be zero. Hence, if s is non-trivial, its kernel is generically of
rank 1 and defines a holomorphic foliation, which is absurd. 
Lemma I.4. H0(Ω1 ⊗ End(TX)) = 0
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Proof. Let us assume it is non-zero, and hence there is a non-zero section. This tauto-
logically defines a non-zero morphism s : TX → End(TX). It is injective, otherwise the
kernel defines a foliation. Composing s with the natural trace map tr : End(TX) → OX ,
we obtain a morphism tr ◦ s : TX → OX , which must be trivial since otherwise its kernel
would again define a foliation. Next, consider the composition of s∧s : K−1X = TX∧TX →
End(TX) ∧ End(TX) with the commutator c : End(TX) ∧ End(TX) → End(TX). By
Lemma I.3, it must be zero. It follows that the image of s is a rank 2, traceless subbundle,
which generates a commutative sub-algebra of End(TX). Such subalgebra is necessar-
ily one-dimensional, and corresponding representation is not irreducible, contradicting our
assumption that no e´tale cover of X carries non-trivial holomorphic foliations. 
At this point, we proved the vanishing of the last two obstructions mentioned above.
On the other hand, since χ(X) = 0, if h1(End(TX)⊗Ω1) 6= 0 then by Riemann-Roch and
Serre duality, h0(End(TX)⊗Ω1) is non-zero (we are using KX ⊗ TX ∼−→ Ω1 to identify h0
and h2) which is impossible. 
The connection just constructed defines an affine structure on X, meaning a local bi-
holomorphism from the universal cover
(1) paff : X˜ → C2
which is equivariant for a representation ρ : Γ := pi1(X) → Aff(2,C), with corresponding
linearization lρ : Γ → GL2(C). We are going to use systematically the fact that ρ(Γ)-
invariant objects on C2 define naturally similar objects on the compact surface X: first we
lift them under paff to Γ-invariant objects on the universal covering V , and then descend
them to X. The first example of implementation of this general principle is:
Lemma I.5. The action of Im(lρ) is irreducible. In particular, such group is not cyclic.
Proof. If it were then there would be a direction, say (x = 0) ⊂ C2, which is invariant
under Im(lρ). Consider the 1-form dx. It is clearly invariant under translations, and by
definition the action of Im(lρ) on dx is defined by a character χ. Then the pull back p∗aff(dx)
defines a Γ-invariant holomorphic foliation on V , which descends to X - contradiction. 
We will extract informations by studying the orbit of lρ under the natural action of
Gal(C/Q), by which we mean the full automorphism group of C as a field. Namely, if a
bundle E is defined by a representation η : Γ → GLn(C), we will denote by Eσ the one
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defined by σ ◦ η, for σ ∈ Gal(C/Q). For F a local system, we have exact sequences in the
analytic topology:
(2) 0→ C(F )→ O(F ) → dO(F )→ 0
(3) 0→ dO(F )→ Ω1(F )→ KX ⊗F → 0
Where C(F ) is the sheaf of locally constant sections, O(F ) the sheaf of holomorphic
sections of the coherent sheaf constructed from F , and d denotes the usual holomorphic
differential.
Proposition I.6. [BH75, Bombieri] KσX
∼−→ KX for every σ.
Proof. Let F be a local system.
Lemma I.7. If F 6= OX ,KX is of rank 1, then hi(X,O(F )) = 0 for every i.
Proof. This is the absence of compact curves, plus the triviality of Chern classes and
Riemann-Roch. 
Lemma I.8. If F has rank 1, then h0(dO(F )) = 0.
Proof. This follows by taking global sections in the sequence 3. 
Lemma I.9. If F 6= OX ,K−1X has rank 1 then hi(dO(F )) = 0 for every i.
Proof. We can apply sequence 3, together with Lemma I.7 forKX⊗F , to deduce hi(dO(F )) =
hi(Ω1(F )). If, for some i we have hi(Ω1(F )) 6= 0, then by Riemann-Roch it holds for i = 0
or i = 2. But then we get a foliation, which is absurd. 
Lemma I.10. h1(C(KX)) = 1
Proof. By Lemma I.9, we know hi(dO(F )) = 0 for all i. By the sequence 2 h1(C(KX)) =
h1(O(KX )) = 1. 
The above lemmas now merge to conclude the proof: if KσX 6= KX , by Lemma I.7
hi(O(KσX)) = 0. Then by the sequence 2 we get
h0(dO(KσX )) = h
1(C(KσX)) = h
1(C(KX)) = 1
which is absurd by lemma I.8.

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Now we turn our attention to the Galois action on TX. As one imagines,
Proposition I.11. TXσ
∼−→ TX. In particular there exists a representation ξ : Gal(C/Q)→
GL2(C) such that lρ
σ = ξσ · lρ · ξ−1σ .
Proof. Let us start by observing that, for any local system F , the existence of homotheties
gives h0(F ⊗F∨) = h0(End(F )) ≥ 1. We have, again, a series of lemmas.
Lemma I.12. h1(C(TX)) = h0(dO(TX)) = 1
Proof. The first equality follows from sequence 2 and the vanishing of hi(O(TX)) due to
the absence of foliations and Riemann-Roch. Observe that the absence of foliations implies
that TX is simple - in particular any endomorphism of TX must be a multiple of the
identity, h0(End(TX)) = 1 - and since h0(KX ⊗TX) = 0, we conclude via sequence 3. 
Therefore: h1(C(TXσ)) = 1 for every σ ∈ Gal(C/Q). By the sequence 2, at least one
of the following happens:
• h0(dO(TXσ)) ≥ 1
• h1(O(TXσ)) ≥ 1
The first option implies that, by the sequence 3, h0(Ω1 ⊗ TXσ) ≥ 1 so then there exists a
morphism TX → TXσ which must be an isomorphism.
The second option, along with Riemann-Roch, leads to a further alternative:
• h0(O(TXσ)) ≥ 1
• h2(O(TXσ)) = h0(KX ⊗ O(TXσ)∨) ≥ 1
In the first case, since h0(C(TXσ)) = 0, the sequence 2 implies h0(dO(TXσ)) ≥ 1, while
the sequence 3 gives an isomorphism TX → TXσ.
In the second case, by the sequence 2 and the identity (TXσ)∨ = (Ω1)σ, we have one more
alternative:
• h0(C(KX ⊗ (Ω1)σ)) ≥ 1
• h0(dO(KX ⊗ (Ω1)σ)) ≥ 1
In the first case Proposition I.6 gives h0(C(KX⊗(Ω1)σ)) = h0(C(KX⊗Ω1)σ) = h0(C(KX⊗
Ω1)) ≥ 1 and hence a foliation.
In the second case, the sequence 3 gives h0(KX ⊗ Ω1 ⊗ (Ω1)σ) ≥ 1, which defines an
isomorphism TX
∼−→ KX⊗(Ω1)σ. Taking determinants, however, givesK∨X
∼−→ K2X⊗KσX
∼−→
K3X - the last isomorphism being Bombieri’s I.6 - which is again absurd since KX is not
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torsion.
This proves that TX
∼−→ TXσ for every σ. Since TX is built from ρ, the representations
lρσ are isomorphic to each other, and the existence of ξ follows. 
We wish to employ Proposition I.11 to derive concrete arithmetic restrictions on lρ.
Quite generally we have:
Proposition I.13. Let η : Γ→ GL2(C) be a representation, such that ησ is conjugated to η
for every σ ∈ Gal(C/Q). Then the image of η is either conjugated to a subgroup of GL2(Q),
or to a subgroup of the invertible elements in a quaternion algebra H2 ⊂M2(Q(
√
d)) over
Q.
Proof. Since the representation is irreducible and tr(g), det(g) ∈ Q we obtain by standard
argument that the Q-linear span of the image of η is a simple algebra A over Q. We
also have Aσ = A for every σ. It implies that σ acts as either identity, or as a nontrivial
involution on A. In the first case A = M(2,Q). In the second case it is a quaternion
subalgebra of M(2,Q(
√
d) with d ∈ Z. 
We are going to distinguish two main cases:
• A⊗R =M(2,R) when d > 0.
• A⊗R = H where H is a standard algebra of quaternions over R when d < 0.
We are going to show now that the second case can not occur. First we need a remark:
Remark I.14. The affine structure is not linear, since otherwise X carries a holomorphic
foliation coming from the Euler vector field commuting with linear action of Γ. In particular
ρ(Γ) is not contained in any subgroup conjugated to GL2(C) inside the affine group A(2,C).
Lemma I.15. A⊗R 6= H.
Proof. The action of ρ(Γ) in C2 = R4 is not linearzable by the previous remark, and hence
the cohomology element ω ∈ H1(pi1,C2) = C = R2 = H1(pi1,R4) defining ρ is nonzero.
The centralizer of ρ(Γ) in M(4,R) acts naturally and nontrivially on H1(pi1,C
2) = C =
R2 = H1(pi1,R
4), viewed as real vector space. Note that if A ⊗ R = H then the
representation lρ remains irreduicble on R4 and hence is quaternionic, by general the-
ory of real representations. The latter means that the centralizer of lρ(pi1) in M(4,R)
is also isomoprhic to H ⊂ M(4,R), but with a different embedding of H, which de-
note by Hr ⊂ M(4,R). The algebra Hr has to act linearly over R and nontrivilly
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on H1(pi1,C
2) = C = R2 = H1(pi1,R
4) but Hr has no nontrivial representations into
M(2,R). It provides a desired contradiction. 
Remark that the same argument works for any group Γ with a representation ρ in
Cn and the property that ρ remains irreducible in R2n = Cn over real numbers. Then
H1(Γ,Cn) = H1(Γ,R2n) is H-module and hence H1(Γ,Cn) has to have even rank over C.
Similar situation occurs for other pairs of fields F ⊂ L instead of R,C. This conludes the
proof of Proposition I.1.
II. Geometry of affine structures
In order to reach a contradiction using our affine structure, it will be important to study
in detail the geometry that governs it. This is the aim of the present section. A substantial
part of the presentation is inspired by [Bo82, chapter 3].
Recall that the affine structure on X is defined by a morphism V := X˜ → C2, equivariant
with respect to a representation ρ : Γ→ Aff(2,C). This representation is uniquely defined
by its linearization lρ, whose image we denote by G := Im(lρ), along with a cocycle
ω ∈ H1(Γ,C2lρ). We already know the structure of lρ, namely its image is contained in
GL2(R) < GL2(C) < GL4(R), but something more can be said about ρ:
Lemma II.1. There exists a real 2-dimensional subspace R ⊂ C2, invariant under ρ(Γ).
Proof. First we set up some notation. There is a natural embedding e : Aff(2,C) →
Aff(4,R) obtained by considering C as a real vector space, along with a linearized analogue
le : GL2(C) → GL4(R). A trivial inspection reveals that the centralizer of e(GL2(R)) is
naturally isomorphic to GL2(R), and will be referred to as GL2(R)K in the sequel. Indeed,
we can represent the elements of e(GL2(R)), in some basis, as matrices(
aI bI
cI dI
)
where I is the 2 × 2 identity, and a, b, c, d ∈ R, while those elements of GL2(R)K can be
written, in the same basis, as (
A 0
0 A
)
with A ∈ GL2(R). The intersection GL2(R)K ∩ e(GL2(C)) is the center of GL2(C).
Now we can start the proof. By Proposition I.1 the image of lρ is inside GL2(R), and
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therefore the composite le ◦ lρ : Γ → GL4(R) is a reducible real representation, which
splits as a direct sum ρ1⊕ρ2 of isomorphic representations ρi : Γ→ GL2(R). Observe that
GL2(R)K acts naturally on the set of such splittings of le ◦ lρ. We want to improve this,
to show that the whole e ◦ ρ can be split into a sum of: a real affine representation valued
in Aff(2,R), and a linear one valued in GL2(R) .
If we fix an e(GL2(R))-invariant splitting R
4 = R2 ⊕R2 then we have a decomposition
(4) H1(Γ,C2lρ)
∼−→ H1(Γ,R2ρ1)⊕H1(Γ,R2ρ2)
where, by Lemma I.12, each space on the right is real 1-dimensional; correspondingly we
obtain that the cocycle ω, defining ρ, splits in a pair ω1 ⊕ ω2 of real-valued cocycles.
The center of GL2(C) acts by scalar multiplication on H
1(Γ,C2lρ), and hence the whole
GL2(R)K acts transitively on H
1(Γ,R2ρ1)⊕H1(Γ,R2ρ2)\{(0, 0)}. In particular, since ω 6= 0,
for some e(GL2(R))-invariant splitting of R
4 we have ω1 = 1 and ω2 = 0, so then the action
of Γ on R4/R2ρ1 is linear. The existence of R follows. 
We continue by inspecting those elements commuting with the image of ρ, in the whole
affine group. From the existence of R, indeed by the previous proof, it follows that the
image of ρ lies in the extension of e(GL2(R)) by the subgroup of translations preserving
R. This extension is clearly isomorphic to Aff(2,R). We denote its image in Aff(2,C) by
Aff(2,R)∆, and by GK its centralizer in Aff(2,C).
Lemma II.2. GK is the subgroup of GL2(R)K acting trivially on R. It is isomorphic to
Aff(1,R)
Proof. GK acts on R, and since Aff(2,R) has no center, this action must be trivial. This
implies that GK < GL2(R)K . Moreover, any g ∈ GL2(R)K commutes with the linear part
of any h ∈ Aff(2,R)∆ by definition. Hence t := ghg−1h−1 is a translation. If moreover
g acts trivially on R, also t does, so then t = 0 and g ∈ GK . That GK is isomorphic to
Aff(1,R) is clear at this point, since it consists of matrices that can be written, in the
above basis, as 

1 a
0 b
1 a
0 b


and of course R is spanned by (1, 0, 0, 0) and (0, 0, 1, 0). 
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We have a commutative diagram of groups with exact rows and columns:
1y
1 A ⊂ R2y y
1 −−−−→ K −−−−→ Γ ρ−−−−→ GA ⊂ Aff(2,R)y ∥∥∥ y
1 −−−−→ KA −−−−→ Γ lρ−−−−→ G ⊂ GL2(R)y y
A 1y
1
where: GA is the image of ρ in Aff(2,R)∆, which is identified with Aff(2,R); A is the
subgroup of translations inside GA.
We switch our attention to the action of GK on C
2. We fix a splitting C2 = R⊕ iR as
real linear space. For a point x ∈ C2 \R, there exists a unique (real) line Lx ⊂ R such that
x is contained in its complexification, denoted LCx . Note that for any x ∈ C2 −R there is
unique real line Rx through x which is contained in affine subspace x+ iR and intersecting
R. The complexification of Rx intersects R by a real line Lx. The former is also equal
to the complexification LCx of Lx. Note that different lines L
C
x , L
C
y intersect only if they
intersect in R.
Lemma II.3. The set LCx \ Lx consists of exactly two free orbits of x under GK .
Proof. The group GK is isomorphic to Aff(1,R), and the action of g ∈ GK on x =
(x1, x2, x3, x4) can be easily computed: there exist a, b such that g(x) = (x1+ax2, bx2, x3+
ax4, bx4). We claim: Lx = {(x1, λx2, x3, λx4), λ ∈ R}. Indeed it is a translation by
(x1, 0, x3, 0) of a line in iR; it touches R for λ = 0; it goes through x at λ = 1. Finally,
its complexification is clearly {(x1 +µx2, λx2, x3 +µx4, λx4), λ, µ ∈ R}. At this point the
Lemma becomes clear, as the two free orbits of x under GK can be distinguished by the
sign of b above. 
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The previous lemma can be rephrased by saying that the quotient space of C2 \R under
the action of GK is canonically the Grassmannian manifold, Gr(1, 2), of affine lines in R.
There is a fiber bundle structure s : Gr(1, 2)→ S1, where each fiber parametrizes a family
of parallel lines in R. Gr(1, 2) is non-orientable and homeomorphic to a Moebius band.
The quotient of C2 \ R by G+K , a connected component of GK , is a cylinder mapping to
Gr(1, 2) as its canonical orientable double covering. We denote such covering by Gr(1, 2)o.
Trying to lift this setup on V (= X˜) under the unramified developing map, introduced in
equation 1, paff : V → C2, it is natural to introduce the closed submanifold VR := p∗affR.
A crucial observation is that, since ρ(Γ) and GK commute, the action of ρ(Γ) descends
naturally to the orbit space Gr(1, 2).
Lemma II.4. The action of G+K lifts to V , it is free on V \ VR, and commutes with the
action of Γ.
Proof. The group G+K is the exponent of its Lie algebra g
K
2 , which is lifted on V from C
2.
Note that vector fields generating gK2 on C
2 are invariant under ρ(Γ), hence are invariant
under Γ on V . Thus gK2 on V is also lifting of a Lie algebra g
K
2 on X. Since X is compact,
g
K
2 is integrable and therefore there is an action of G
+
K on X, which lifts to an action on
V commuting with Γ. Since the action of G+K on C
2 is free away from R, the same holds
on V \ VR. 
Let S denote the quotient of V \ VR by G+K . Since G+K commutes with Γ on V \ VR,
there is a natural action of Γ on S. The projection S → Gr(1, 2)o is a Γ-equivariant local
diffeomorphism, and S is an open real surface. Since VR is closed in V and Γ-invariant, its
image XR in X is a finite union of compact, real surfaces.
Remark II.5. The surface X \ XR is an Eilenberg-MacLane space. Indeed projection
V \ VR → S is a fibration with contractible fiber G+K , with base an open surface S having
contractible universal covering. Hence the universal covering of V \VR is contractible, and
the same holds for X \XR.
Observe that the factorization S → S/K → Gr(1, 2)o gives S/K a natural structure of
open orientable topological surface. In particular K acts discontinuously on S.
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We summarize in a commutative diagram:
(5)
V \ VR
G+
K−−−−→ S ←−−−− S˜∥∥∥ y ∥∥∥
V \ VR −−−−→ S/K ←−−−− S˜
paff
y qy q˜y
C2 \R G
+
K−−−−→ Gr(1, 2)o ←−−−− ˜Gr(1, 2)oy sy
S1 ←−−−− R
Where the rightmost horizontal arrows are universal coverings.
Lemma II.6. The intersection of ρ(G) ⊂ A(2,R) with the normal subgroup of translation,
is either:
(1) Trivial, or
(2) Infinitely generated dense subgroup of R2
Proof. The crucial observation is that the character corresponding to the canonical bundle
KX is a non-trivial morphism Γ/[Γ,Γ] → R∗, whose image contains an infinte cyclic
subgroup of finite index. Hence there is an element s ∈ lρ(Γ) with det(s)2 = p/q < 1 and
q 6= 1. The intersection TΓ of ρ(Γ) with translations R2 is invariant under lρ(Γ). If TΓ
is nontrivial then it is infinitely generated since det(s)2 is not algebraic integer. Thus it
contains arbitrary small translations. Since the representation of Γ in R2 is the same as
lρ(Γ) and hence irreducible , the subgroup TΓ ⊂ R2 must be dense as well. Otherwise
its closure in R2 is a subgroup isomoprhic to R1 + Z ⊂ R2 or R1 ⊂ R2 with R1 being
invariant subspace for lρ(Γ).

Consider the case in which the intersection ρ(Γ) ∩R2 = (0), namely lρ(Γ) ∼−→ ρ(Γ).
Lemma II.7. Assume that lρ(Γ) contains a non-trivial homothety h. Then the intersection
ρ(Γ) ∩R2 has to be infinitely generated.
Proof. In this case ρ(Γ) is isomorphic to lρ(Γ) and hence commutes with h. Thus the
image ρ(Γ) is contained in Centralizer(h) ⊂ A(2,R) which is GL2(R)h ⊂ A(2,R). Hence
the representation ρ is linear, contradicting remark I.14. 
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We proceed to a detailed study of our surface S and its map to Gr(1, 2)o. Observe that
the pre-image of any point in R under s is a real line, corresponding, in Grassmannian,
to a family of parallel lines in R2. Therefore s is the universal covering of the angle map.
Moreover, the pre-image of a point in R under s ◦ q˜ is a union of open segments, half-
lines, or complete lines, and each of them embeds naturally into the corresponding line in
Grassmannian.
Thus we can split our study into two cases:
(1) The map V \ VR → C2 \ R is an isomorphism and hence pi1(V \ VR) is a cyclic
subgroup of A˜(2,R) which is a cyclic universal covering of the affine group A(2,R).
The quotient (V \VR)/G+K is equal then to G˜r(1, 2)o, i.e cyclic non-ramified covering
of the Grassmanian.
(2) The map V \VR → C2\R is not an isomorphism and hence the map (V \VR)/G+K =
S → Gr(1, 2)o is a Γ-equivariant map of open surfaces, but not a covering map.
We will call the first case classical, and the second case pathological.
III. VR = ∅
In this section we exclude the possibility that VR = ∅. Let us show how general steps of
the proof.
In the classical case group Γ must be a discrete subgroup of A˜(2,R). If VR = ∅ then the
universal covering of X is equal to C2\R and contractible. Hence cohomological dimension
of X which is equal to 4 must be equal to cohomological dimension of Γ < A˜(2,R). The
following Theorem III.1, which is of independent interest, is implemented in Proposition
III.5 to find a contradiction.
In the non-classical case, the induced angle map S˜ → Rmust have some disconnected fibers.
A careful study of their connected components, along with the geometry of corresponding
stabilizers in Γ, lead to the required contradiction.
Theorem III.1. Let Γ be a finitely generated discrete subgroup of A˜(2,K) ⊂ A˜(2,R), K
a number field. Assume that:
(1) The cohomological dimension of Γ is 4.
(2) The linearization l(Γ) ⊂ GL(2,R) has no invariant subspace in R2.
(3) For any subgroup of finite index Γ′ < Γ, the image of the map det : l(Γ′) → R∗ is
infinite cyclic.
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Then the group contains a finite index subgroup Γ′ which interescts the center Z ⊂ A˜(2,R)
non-triavially. Moreover the quotient group l(Γ′) ⊂ GL(2,R) sits in an extension:
(6) 1→ pig → l(Γ′)→ Z→ 1
where pig denotes the fundamental group of a compact Riemann surface of genus g ≥ 2
Proof. We start with a:
Lemma III.2. The above condition 2) implies that the intersection l(Γ)1 := l(Γ)∩SL(2,R) ⊂
GL(2,R) is discrete.
Proof. Assume that l(Γ)1 is dense in SL(2,R) and bring this assumption to contradiction.
The group SL(2,R) contains an open subset corresponding to elements with complex com-
plex eigenvalues λ, λ¯ and |λ| = 1. They correspond to rotations with respect to different
metrics on the real space R = R2. Note that the such elements of l(Γ)1 with λ being a root
of unity form a finite number of conjugacy classes due to the fact that the collection of roots
of unity contained in a quadratic extension of K is finite. Thus under the above density
assumption l(Γ)1 contains two non-commuting conjugated elements h1, h2 of infinite order,
whose complex eigenvalues λ, λ¯ are not roots of unity, and satisfy |λ| = 1.
In particular if hN1 = h
N
2 for some N then h1, h2 correspond to the same invariant metric
on R2 and represent rotations with coincident centers, in other words they commute.
Thus the fact that h1, h2 don’t commute means that they correpsond to rotations with
respect to non-proportional metrics g1, g2 on R
2.Let us fix a generator c of the central
subgroup Z ⊂ A˜(2,R). Note that the elements hni , n ∈ Z, i = 1, 2 are dense in the respective
subgroups of rotations SO(2)gi ⊂ A(2,R) In particular we can find two sequences of pairs
of integers (nji ,m
j
i ), n
j
i 6= 0, i = 1, 2 such that Hi,j = (hi)n
j
i cm
j
i converges to identity. In
particular the commutators H1,jH2,jH
−1
1,jH
−1
2,j converges to idenity in A˜(2,R), albeit none
of them is equal to identity. On the other hand H1H2H
−1
1 H
−1
2 is equal to the commutator
h
n
j
1
1 h
n
j
2
2 h
−n
j
1
1 h
−n
j
1
2 which is contained l(Γ)1.Thus we obtain that Γ ⊂ A˜(2,R) is not discrete.
This proves that l(Γ)1 can not be dense.
If the closure of l(Γ)1 in SL(2,R) contains a proper non-trivial connected Lie subgroup G0
then the latter is uppertriangular or abelian and the represenation lρ is not irreduicble in
R2 contradicting the the assumption of the theorem.

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Remark III.3. In our proof we used the fact that l(Γ) is contained in GL(2,K) for some
number field, but a similar result holds without this assumption.
Moreover, an analogue of this result holds for any discrete subgroup of the universal cover-
ing A˜Sp(2n,R) of affine extension ASp(2n,R) of symplectic linear group since rotations
constitute an open subset in ASp(2n,R).
Lemma III.4. Γ is central Z-extension of the fundamental group of a three-dimensional
compact manifold, which fibers over S1 with a compact Riemann surface as fiber.
Proof. Since the image of det is nontrivial, the intersection of Γ with the subgroup of
translations
∼−→ R2 must be trivial. Indeed Γ ∩R2 is invariant under l(Γ), and the action
of det(l(Γ)) shows that Γ cannot be discrete unless Γ ∩R2 = 0. Since l(Γ)1 is discrete by
the previous Lemma, it is either free or pig with g ≥ 2. Since the kernel of the projection
l(Γ)→ l(Γ)1 is non-trivial, cohomological dimensions satisfy cd(l(Γ)) =cd(l(Γ)1) + 1, thus
cd(l(Γ)) is either 2 or 3. Since cd(Γ) = 4, necessarily we have: l(Γ)1 = pig and Γ has
non-trivial cyclic kernel under composite projection A˜(2,R)→ A(2,R) → GL(2,R). Thus
the only possibility for Γ satisfying the assumptions of the theorem is a central Z-extension
of the fundamental group of three-dimensional compact manifold, fibered over S1, with a
compact Riemann surface as a fiber. 
This concludes the proof of the Theorem. 
Now we can exclude the classical case in which Γ is discrete.
Proposition III.5. There are no V II0 surfaces with VR = ∅, and affine complex structure
inducing an affine representation of the fundamental group which satisfies the assumptions
of the previous Theorem.
Proof. Let X be such a surface. Then its fundamental group Γ satisfies the conclusion of
the previous Theorem.
Consider the action of the cyclic quotient of Γ on the surface group pig. Then a generator,
h, acts naturally as an element of Sp(2g,Z). Given any eigenvalue λ of h, also λ¯, λ−1 and
λ¯−1 are eigenvalues of h. Moreover, each of them is an algebraic integer. For such λ we
obtain a character λ : Z ·h→ C∗, and we have dim(H1(Γ,Cλ)) = dim(H1(X,O(Cλ))) = 1
Hence O(Cλ) is equal either OX or O(KX) by lemma I.7.
Claim III.6. We have λ = 1 and O(Cλ) = O.
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Proof. Since KX is defined by a non-trivial rational character, if O(Cλ) = O(KX) then
λ ∈ Q \ {±1}, which implies that O(Cλ) = O(KX) = O(Cλ−1), absurd. 
Thus all eigenvalues of h are 1, and hence the cyclic group generated by h onH1(pig, Z) =
Z2g acts as a unipotent transformation. Consider the maximal quotient torsion-free group
M of H1(pig, Z) with trivial h-action. Since h is nilpotent M is nontrivial and isomorphic
to Zl. Thus pi1(X) surjects onto a central extension M → M ′ → Zh which is abelian
group of rank ≥ 2 and hence rk(H1(X,Q)) ≥ 2 which contradicts the properties of V II0
surfaces. This completes the prrof that the image ρ˜ : pi1(X) ⊂ A˜GL(2,R) cannot be a
discrete subgroup in A˜GL(2,R). 
Remark III.7. The above argument was earlier elaborated by Bombieri, who proved that
the commutator [pi1(X), pi1(X)] is infinitely generated.
Thus we settled the case XR = ∅ and ρ(Γ) discrete.
In case ρ(Γ) is not discrete inside A˜(2,R), we study the structure of Γ via the induced
angle map s : S˜ → R.
Remark III.8. The angle map s cannot have only connected fibers. Indeed each connected
component of a fiber s−1(t) embedds into ˜Gr(1, 2)o, hence if every fiber is connected then
S embedds globally into ˜Gr(1, 2)o. But then V \VR embedds into C2 \R and therefore ρ(Γ)
must be discrete.
The previous remark implies that the set of connected components of fibers pi0(s) of
the angle map s has a non-trivial structure of topological tree, which we now proceed to
analyze. Let t ∈ R be such that St := s−1(t) is disconnected. Then St consists of open
vertical intervals {lx}x∈pi0(St) and for each x ∈ pi0(St) we can define:
Definition III.9. The right of x, denoted by RI(x), is the unique connected component
of s−1(s(x),∞) whose closure contains x. Likewise the left of x, denoted by LE(x), is the
unique connected component of s−1(−∞, s(x)) whose closure contains x.
In particular we can introduce a partial ordering among the various fiber components:
Definition III.10. Let lx and ly be connected components of two fibers of φ. We say that
lx ≥ ly if RI(x) ⊆ RI(y). We can aslo say that lx ∼ ly if lx ≥ ly and LE(y) ⊆ LE(x).
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This structure is naturally related to tree-like structure on the set of vertical intervals
lx. Observe that if there two intervals lx ∼ ly, then the union Lx of intervals lz such that
lz ∼ lx provides a fibration under s onto an open interval I ⊂ R with generic connected
fiber lz. If no such fibration exists, then Lx = lx for any connected fiber component x.
Consider now the action of Γ on S. For g ∈ Γ it maps RI(x) into RI(g(x)).
In particular for every fiber component x, the group Γ splits into three subsets:
• Γ+x consists of those g ∈ Γ such that g(lx) ≥ lx and g(lz) 6= lx for any lz ∈ Lx.
• Γ−x consists of those g ∈ Γ such that lx ≥ g(lx) and g(lz) 6= lx for any lz ∈ Lx.
• Γ0x is the subgroup mapping Lx into itself.
Note that Γ+x and Γ
−
x are free semigroups. The key technical point of our analysis is:
Lemma III.11. If for every interval lx we have lx = Lx then there exists x such that Γ
0
x
is trivial, and there is an injective morphism H1(Γ,Z)→ R.
Proof. Assume Γ0x is non-trivial for every x. Observe that the set of eigen-directions of non-
scalar elements of lρ(Γ) is at most countable, hence there exists x such that Γ0x consists
either of scalar matrices or of translations. If there are scalar matrices then Lx contains a
copy of lx ×R>0. If there are translations then Lx contains a copy of lx ×R. Either way
we obtain a contradiction to our assumption that lx = Lx.
Thus Γ is a union of two free semi-groups Γ+x and Γ
−
x which are inverse to each other in
Γ. Consider a morphism h+ : Γ
+
x → R which maps free generators to uncommensurable
transcendental numbers. Such morphism obviously exists. We can then define h− on Γ
−
x
as h−(g) := h+(g
−1). Morphisms h+, h− are compatible and define a group morphism
h : Γ→ R whose kernel coincides with [Γ,Γ]. 
Corollary III.12. Assumptions as in the previous Lemma, then rk(H1(Γ,Z)) ≥ 2
Proof. Indeed the proof shows that if rk= 1 then Γ is cyclic, which is impossible. 
Observe that the Corollary leads to a contradiction: since X is a K(Γ, 1) we know that
H1(X,R) = H1(Γ,R) and the LHS is 1-dimensional. We deduce that there must exist
uncountably many x ∈ S˜ such that lx ( Lx. Let us fix one such x. Arguing as in our
previous remark it is clear that Lx embedds into ˜G(1, 2)o. This implies moreover that
Lx has a non-trivial boundary in S, otherwise Lx would be equal to S, implying that S
embedds globally into ˜G(1, 2)o. Let ∂x := ∂Lx be the non-empty boundary of Lx in S. It
is a union of s-vertical segments, and s(∂x) consists of either one or two points. Denote
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by Γ0x the stabilizer of Lx in Γ. A useful intuitive description of Lx and ∂x is as follows:
Lx is a maximal subset of S on which s restricts to a fibration with intervals as fibers. Its
boundary ∂x is the fiber of s in the closure of Lx where the fibration property breaks down,
i.e. ∂x is not connected and a non-trivial disjoint union of segments.
Lemma III.13. The non-trivial stabilizer Γ0x is a discrete subgroup of
˜A(2,R) and more-
over it is contained in a subgroup of transformations preserving one direction in R2.
Proof. Since the Γ-orbit of Lx is a tree, if Γ
0
x were trivial then Γ would be a free group,
which is impossible. Hence Γ0x is nontrivial, and a subgroup of index at most 2 acts on
the each of the (at most 2) connected components of ∂x. Hence Γ
0
x preserves at least
one direction corresponding to a point of s(∂x). Finally since Lx embedds in ˜G(1, 2)o its
pre-image in V \ VR embedds in C2 \R and hence Γ0x acts discretely. 
Lemma III.14. Γ0x contains at most a cyclic subgroup of translations.
Proof. Let τ be any translation on R2, then it preserves the fibers of the angular fibration
G(1, 2) → S1. If the translation is in Γ0x then it further preserves the boundary ∂x, which
is a union of s-vertical segments. Observe that if the subgroup of translations in Γ0x is not
cyclic then the orbit of a connected segment in ∂x is dense in the corresponding fiber of
G(1, 2)o → S1, which means that ∂x coincides with that fiber. This is however impossible:
a neighborhood of such fiber in S is also invariant under the same group of translations,
which clearly implies that ∂x is contained in the interior of Lx. Contradiction. 
Lemma III.15. Γ0x is abelian of rank at most 2.
Proof. We know that l(Γ0x) fixes a direction in R
2, which we can assume is (1, 0). Hence
we can assume l(Γ0x) sits in the upper triangular group UT2 < GL2.
The first step is to show that Γ0x contains a non-trivial translation. In fact we can show a
bit more: that Γ0x contains no linear transformations. If A ∈ Γ0x ∩UT2, then A acts on the
line spanned by (1, 0) via multiplication by a ∈ R∗. This contradicts the discreteness of
the action unless A = 1.
Hence the subgroup of translations is nontrivial and by the previous Lemma cyclic, and
we have an exact sequence:
1→ Zτ → Γ0x → l(Γ0x)→ 1
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Upon replacing Γ0x with a subgroup of index at most 2 we can assume that τ is in the
center. This implies, by direct computation, that every element of l(Γ0x) is the identity
along the direction along which τ translates: if τ(x) = x + t and A ∈ l(Γ0x) then At = t.
We have two cases:
1) The direction t along which τ translates is not (1, 0), and then l(Γ0x) < R
∗.
2) The direction t = (1, 0), and then l(Γ0x) < A(1,R).
Both statements follow by a simple computation combining A ∈ UT2 with At = t. Observe
that case 2) cannot happen: indeed the induced action of Γ0x along direction (1, 0) is by
scalar multiplication and hence not discrete. Therefore we must be in case 1) which is
certainly abelian of rank at most 2. 
Let us show how the fact that Γ0x is abelian of rank at most 2 implies the Theorem for
the case VR = ∅. In fact since X is a K(Γ, 1) we know that Γ has cohomological dimension
cd(Γ) = 4. On the other hand Γ acts on the topological tree pi0(s) of fibers of the angle
map s : S˜ → R. It follows from Bass-Serre theory [Se80] that cd(Γ) ≤ cd(Γ0x)+1 where Γ0x
is a stabilizer of a vertex. However Γ0x is abelian of rank at most 2, hence its cohomological
dimension is at most 2. Therefore Γ has cohomological dimension ≤ 3. This concludes the
proof of the Theorem in the case VR = ∅.
IV. VR 6= ∅
In this section we exclude the possibility that VR 6= ∅, thereby proving the Main The-
orem. Before getting into the proof, let us recall that the only real surfaces carrying an
affine structure have vanishing Euler characteristic, hence are the torus, and the Klein bot-
tle, which is covered by a torus. The affine structures on a torus are classified in [NY74].
In fact they correspond to discrete rank-2 abelian subgroups inside connected abelian Lie
subgroup of the universal cover ˜A(2,R) of the affine group. There are exactly five distinct
affine structures on 2-dimensional real tori:
(i) A lattice in R2
(ii) A discrete cyclic group in R2 \ {0}
(iii) A rank-2 discrete subgroup of C ⊂ ˜A(2,R). Under the universal cover map
˜A(2,R) → A(2,R), the image of such rank 2 discrete subgroup to a non-discrete
rank-2 subgroup of C∗
(iv) A lattice in R∗ ×R∗
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(v) A lattice in R×R∗
There is a well defined notion of line in a real torus T with affine structure. In general such
lines are affinely isomorphic either to complete lines, or half lines, or closed intervals in R2.
Note that in case (i) all lines in T correspond to complete lines in R2. Similarly in cases
(ii), (iii) all lines in T which correspond to lines not passing through 0 ∈ R2 are affinely
isomorphic to complete lines, and hence this property is violated only by a codimension 1
subset of lines in Gr(1, 2). In case (iv) we have complete lines and half lines, while in case
(v) we have half lines and closed intervals.
Now we set up some notation we need in the proof. Denote by VR the pre-image of R
inside V , and by XR its image in X. XR is a disjoint union of a finite number of real,
compact surfaces that inherit an affine structure from X. We can assume therefore that
every component of XR is a torus. Correspondingly, each connected component of VR
maps homeomorphically to R, and the image can be R, R \ 0, an open half-space H, or a
quadrant Q - by the above remark on affine structures on tori.
Denote by V iR the connected components of VR - which we can assume to be real 2-tori
- and for each i let Ui = {x ∈ V s.t. GK · x ∩ V iR 6= ∅}. This is a GK -invariant open
neighborhood of V iR.
Lemma IV.1. Let x ∈ V \ VR be any point, and G+K · x its orbit. Then the boundary of
the closure of G+K · x is a disjoint union of segments, which are simultaneously embedded
into R ⊂ C2 under paff.
Proof. Indeed the restriction of paff on any G
+
K-orbit is an embedding, while the action of
G+K on V \ VR is free, and hence the boundary of such orbits is contained in VR. Such
boundary embeds into the boundary of the closure of G+K · paff(x) ⊂ C2, which is the line
Rpaff(x) corresponding to the point paff(x). 
Definition IV.2. We define Rix the segment of line Rpaff(x) which is contained in Ui. If x
is contained in several such Ui’s, then the disjoint union of R
i
x embeds into Rx under paff.
First we handle affine structures (iv) and (v). Observe that the open domain Ui contains
a non-trivial 1-cycle S1i which is the boundary of a transversal disc to VR in V .
Lemma IV.3. [S1i ] ∈ Γ maps to the generating central element of the group ˜A(2,R) under
ρ.
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Proof. Indeed it maps into the generating element of the cyclic group pi1(C
2 \R2) under
the map V → C2. 
Corollary IV.4. The pre-image of S1i in
˜V \ VR surjects onto R under the angle map
s : S˜ → R.
The next Corollary uses the notation about s-vertical lines lx introduced in the previous
Section.
Corollary IV.5. If S˜1i ⊂ Lx for some vertical segment lx ∈ S˜ then Lx = S˜ and hence
˜V \ VR embeds in ˜C2 \R2.
Proof. Indeed Lx surjects onto R and is simply connected by the definition Lx. It has no
boundary in S˜ and hence it is equal to S˜. 
Lemma IV.6. In cases (iv) and (v) for any vertical segment lx in Ui we have Ui = Lx.
Proof. Note that in these cases for y ∈ Ui the orbit G+K · y intersects VR by segments,
half-lines or lines. Observe that lines in VR correspond to subsets of parallel lines in R
2
intersecting the fundamental domain of affine structure, which is convex: it is a quadrant
in case (iv), and a half-plane in case (v). In particular whenever a line intersects the
fundamental domain, the intersection is connected. Now consider the G+K -orbit of S
1
i . Let
us denote by Yi its image under V \VR → S. Observe tha since G+K ·y∩VR is connected for
every y, the surjection Yi → S1 induced by angle map has connected fibers. This implies
that for any x ∈ Y˜i, there is an inclusion S˜1i → Lx. Therefore Lx → R is onto, and the
conclusion follows by the previous Corollary. 
Lemma IV.7. Cases iv) v) cannot occur.
Proof. Indeed Γ maps Ui into itself. In case (iv) we have that ρ(Γ) ⊂ GL(2,R) corrsponding
to the vertex of the quadrant. In case (v) we have that ρ(Γ) is contained in a triangular
subgroup of A(2,R) stabilizing the bounadry line of the fundamantal domain Ui. Both
cases are impossible. 
Next we handle cases (i),(ii),(iii).
Lemma IV.8. Assume that U is a domain in V such that paff restricts to a covering map
U → U ′ := paff(U) with the property that dim(∂U ′) < 3. Then V = U¯ .
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Proof. If U¯ ( V , then ∂U had dimension 3, and hence the same holds for ∂U ′ since paff is
a local isomorphism on U . 
Lemma IV.9. The affine structure on V iR cannot be of type (i),(ii) or (iii).
Proof. Note that Ui in the case (i) maps isomorphically to C
2. Similarly in case (ii) Ui
maps isomorphically onto C2 \ {0}, and in case (iii) Ui maps as a universal covering of
C2 \{0}, and hence is an isomorphism. From lemma IV.8 we deduce that in all these cases
Ui = V . But then Γ stabilizes V
i
R, hence Γ is almost abelian, i.e. contains an abelian
subgroup of finite index coming from the action on V iR. Hence lρ is reducible on a finite
e´tale cover of X, contradicting Lemma I.5. 
This finishes the proof of the Main Theorem 1.
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