Abstract-Our group has recently developed gene@home, a BOINC project that permits to search for candidate genes for the expansion of a gene regulatory network using gene expression data. The gene@home project adopts intensive variablesubsetting strategies enabled by the computational power provided by the volunteers who have joined the project by means of the BOINC client. Our project exploits the PC algorithm (Spirtes and Glymour, 1991) in an iterative way, for discovering putative causal relationships within each subset of variables. This paper presents our infrastructure, called TN-Grid, that is hosting the gene@home project. Gene@home implements a novel method for Network Expansion by Subsetting and Ranking Aggregation (NESRA), producing a list of genes that are candidates for the gene network expansion task. NESRA is an algorithm that has: 1) a ranking procedure that systematically subsets the variables; the subsetting is iterated several times and a ranked list of candidates is produced by counting the number of times a relationship is found; 2) several ranking steps are executed with different values of the dimension of the subsets and with different number of iterations producing several ranked lists; 3) the ranked lists are aggregated by using a state-of-the-art ranking aggregator. In our experimental results, we show that NESRA outperforms both the PC algorithm and its order-independent version called PC*. Evaluations and experiments are done by means of the gene@home project on a real gene regulatory network of the model plant Arabidopsis thaliana.
I. INTRODUCTION
Gene expression data are accumulating at an increasing pace and also resources that integrate different data sources are now available, for example Colombos [1] . The characterization of these causal relationships between the gene expression levels are not yet well known, even when considering model organisms. These information can be organized in gene regulatory networks [2] . In biological research, it is common to take into consideration prior knowledge about the phenomenon under consideration. In this scenario, methods that can guide the research suggesting candidate genes which could regulate, or could be regulated within a given gene network, are of essential importance. An expansion method can guide the discovery of candidate genes that could be causally connected to a priori known network. This is particularly important when considering a gene network that by knowledge or by hypothesis biologists assume to be relevant. For instance, we can consider the Genetic Network Expansion System (GENESYS [3] ).
The PC algorithm [4] , which name derives from the initials of its authors, is an algorithm that discovers causal relationships among variables. In particular, the PC algorithm is based on the systematic testing for conditional independence of variables given subsets of other variables. It has been comprehensively presented and evaluated by Kalish et al. [5] who proposed it also for gene network reconstruction purposes [6] . For this task, some modifications of the original formulation of the PC were also proposed [7] - [10] . Other methods used for gene network reconstruction comprises: the Algorithm for the Reconstruction of Accurate Cellular NEtworks (ARACNE [11] , [12] ), the Bayesian Network inference with Java Objects (BANJO [13] ), and Network Inference by Reverse-engineering (NIR [14] ). Allen and colleagues [15] have recently compared ARACNE with other competitors in the task of large scale networks reconstruction and ARACNE proved to be a state-of-the-art method.
The task of gene network expansion is different and somehow more computationally demanding than performing a pure gene network reconstruction [16] . A gene network reconstruction task should be performed genome-wide with a considerable accuracy. In this case, it will be in principle possible to use the same results for deriving the expansion of a given subnetwork. The available reconstruction methods, when applied to genome-wide data, are computationally demanding and, as we will see here, not accurate enough for using the results to perform an expansion task. The gene network expansion task start with a Local Gene Network (LGN) of an organism that is a subset of genes known to be causally connected. We can informally define the gene network expansion as: given a LGN, find other candidate genes that are causally connected with the LGN.
In this paper, we explicitly define the task of finding candidates for gene network expansion and we propose a novel method that we called Network Expansion by Subsetting and Ranking Aggregation (NESRA). NESRA is based on the PC algorithm that we run on our gene@home project, developed on the BOINC platform [17] . We evaluate NESRA on real data of the model plant Arabidopsis thaliana.
The paper is organized as follows: in Section II we de-tailed both the TN-Grid platform and the gene@home project based on volunteer distributed computing and then Section III introduces the main ideas of our approach. Section IV presents the NESRA algorithm, whose evaluation is described in Section V. Finally, Section VI draws some conclusions providing future insights for the gene@home project and the proposed methods.
II. TN-GRID AND THE GENE@HOME BOINC PROJECT TN-Grid 1 is a BOINC server installation that has been thought and developed as an umbrella project, a service platform to give to local research groups a guided access to the power of the world-wide, volunteer-based, distributed BOINC [17] After having setup our BOINC server, we coded several scripts to customize it accordingly to the needs of our project. In particular, we designed and developed the work generator using Python. BOINC APIs however, are available only through C++ libraries. For this reason, we implemented two C++ programs that wrap the necessary BOINC functions for the work generator. Our work generator is also responsible for the creation of the workunits that are then distributed to the volunteers. Each workunit is a composition of several PC executions. Because of this, the work generator has to predict the duration of each workunit. The duration of a workunit is not related to the execution time of a single PC run, its input data, or its parameters. So far, we are using a function that we obtained from a regression analysis on several workunits. However, as soon as we change the organism, the LGN, or the input data, we should redo such analysis. To solve this issue we plan to develop a benchmarking system able to evaluate the duration of a workunit, making the estimates of the work generator more precise.
One of the most relevant parts of our implementation is the client application. The client application has been developed to be portable on a number of different architectures (32 and 64 bit) and operating systems (Linux, Windows, and Mac OS). Our client application is a C++ implementation of the skeleton function (Algorithm 1), functionally equivalent to the one present in the pcalg R package [18] , [19] . The choice of implementing the PC algorithm in C++ led to a speed-up of 240 times in the execution, together with a reduced memory consumption of about 10 times, when compared to the original version present in the R package. During the implementation and testing of the initial version of the gene@home project, we had to face several issues, mainly related to the characteristics of our project. One of them, in particular, is the amount of data that needs to be exchanged between the server and the users. We solved this problem with the help of the BOINC core developers that implemented the possibility of compressing the data during the upload and download phases. Subsequently, we optimized our implementation to further reduce the amount of data exchanged. When using a volunteer distributed system, one should be concerned about the validity of the results returned by the volunteers. On the gene@home server, we perform a validation step on the returned workunits, available in all BOINC systems. Because of the nature of our project, we were not able to find a self-validation method to confirm a result of a single workunit. For this reason, we are currently using a double validation method that consists of sending each workunit to two different volunteers. We then required the returned results to be equal bit-wise.
A first step of the processing of the results is implemented in the client application. Just before a workunit finishes, a first aggregation of the results of the workunit is performed. This was also necessary in order to dramatically reduce the size of the output file that the volunteers need to upload in the gene@home server. The results collected with the gene@home project undergo further offline processing developed into a pipeline of Python and R scripts, that complete the analysis of the partial results of each workunit.
In Table I , we present some statistical results of the BOINC server collected in 5 different periods of time. It is worth to note the high percentage values of successfully computed workunits, as well as the very low number of workunits that reported an error.
III. GENE NETWORK EXPANSION
Given a set S of gene transcripts whose level of expression has been measured p times in different conditions, such that for each s i ∈ S there is a vector x i ∈ R p of expression levels, and let us assume that there exists a golden truth direct graph G = (S, B) with B ⊂ S × S that represents the real causal relationships between the gene transcripts, it is possible to define the following tasks. In this paper, we will consider Task 3, motivated by the fact that in biological research the work is often guided by prior knowledge about the relevance of some genes. Moreover, a high-quality candidate short list would suffice because the actual validation of the possible interactions requires a complex mix of analytical and wet-lab techniques. It is worth to note that a perfect solution for Task 1 encompassing the whole genome would perfectly solve also Task 2 and Task 3, for all the possible networks. In the same way a perfect solution for Task 2 for a specific network would solve also Task 3. However, the state-of-the-art methods are far from perfect and a good solution for Task 3, in terms of precision of the candidate lists would be useful whenever the whole network and the interactions are still not known, and moreover Task 1 and Task 2 are not solved yet.
IV. NESRA
The general approach used by NESRA is to systematically and iteratively apply subsetting on the whole dataset, in order to compute several ranked lists with varying iterated subsetting parameters. The lists are then aggregated by means of a ranking aggregator. The high-level structure of NESRA is described in Algorithm 1. NESRA calls the ranking procedure (RP, Algorithm 2) many times with different parameters producing several rankings that are then inputed to the ranking aggregation method for producing a final list.
The ranking procedure has three steps, which respectively create the subsets (Step 1), execute several calls (Step 2) of the skeleton procedure of the PC algorithm (Algorithm 3) that processes the expression data of different subsets of the overall transcripts, and finally, compute the transcripts frequency that defines the order of each ranking (Step 3). The ranking procedure takes as parameters the number of iterations i and the dimension of the subset t as well as the significance level α for the PC algorithm. The computational cost of the PC algorithm is exponential in the number of nodes, but it behaves reasonably in the case of sparse networks [6] . Is therefore important to use relatively small values of t. The ranking procedure is partially computed on the BOINC platform with the exception of the frequencies calculation and the rankings aggregation, which are executed outside BOINC.
A. Variable Subsetting
Subsetting is a computational practice that has been used in many domains including recently genomics [20] . It consists in the selection from the data available a subset of it, to be processed by the successive steps of the analysis. The idea in itself is not new and it can be found, with different names, in the very core of techniques, such as bootstrapping or subsampling like in bagging [21] or singling-out features like in random forest [22] or in feature selection itself. We prefer here to call it subsetting for the sake of clarity because we will specifically focus on variable subsetting, namely different subsets of the variables will be used for gene network reconstruction using the PC algorithm. We avoid to call it subsampling because subsampling does not affect the presence of a variable but select the samples of the variable. On the other hand, we do not call it feature selection because, in this setting the gene is not a feature that describes something, nor variable selection because we do not select variables in any way that is not purely random.
In NESRA, subsetting is applied to genes that have to be selected for the application of the PC algorithm. The subsetting is iterated and systematic, controlled by two parameters (iterations and tile size) that vary. From the results of these executions we compute a ranked list of genes for each pair of parameters values. Finally, we provide as a final result the aggregation of the ranked lists.
B. Aggregation of ranked lists
The method that we propose as a solution for the problem formulated in Task 3, NESRA, exploits variable subsetting on top of ranking aggregation.
We applied different ranking aggregation methods on the ranked lists. These methods are a simple technique, called the number of appearances, and less simple methods, namely Borda Count [23] and MC4 heuristic [24] , [25] . The baseline method that we considered is the number of appearances that counts how many rankings a certain gene is present in, i.e. the more a gene is present, the higher its position in the aggregated rank. The Borda Count method consists in constructing a matrix whose elements b ij are for each gene s i and ranking r j the rank of the gene s i in the ranking r j . After that a statistic for every gene is computed on the rows of the matrix. The two statistical measures that we considered are the mean (BC-mean) and the minimum (BC-min) of the elements. MC4 heuristic is an aggregator based on Markov chains and it consists in computing a transition matrix such that the steady state of the chain assigns a higher probability to the elements with higher rank. MC4 has as parameter the significance level α MC4 .
C. The use of the gene@home project
NESRA exploits the gene@home project for computing the first two steps of the Algorithm 2. In details, the tiles creation (Step 1) is implemented in the work generator of the gene@home, while the application of the PC (Step 2) is implemented in the client application, running on the volunteer computers. A first aggregation of the results is then performed on the volunteer's computers, just before the workunit finishes. The complete processing of the results is then performed offline and outside BOINC by means of Python and R scripts. 
V. EVALUATION OF NESRA ON Arabidopsis thaliana
In our evaluation of NESRA, we used the Flower Organ Specification Gene Regulatory Network (FOS) of the model plant Arabidopsis thaliana. The FOS gene network has been characterized and validated in vivo by the use of specific mutants [26] , and it encompasses 15 genes (AT3G02310.1, AT1G69120, AT5G61850, AT1G30950, AT1G65480, AT5G15800, AT5G-60910, AT5G20240, AT4G36920, AT3G54340, AT2G17950, AT1G24260, AT5G11530, AT4G18960, AT5G03840.1) linked by 54 causal relationships [27] . Gene Expression Data for testing the algorithms were selected from the A. thaliana microarray expression data publicly available in the Plex database [28] . The dataset consists of 393 hybridization experiments of the GeneChip Arabidopsis ATH1 Genome Array that contains 22810 probe sets.
NESRA was run on the A. thaliana data as well as three competitors: PC, PC*, and ARACNE. The quality of the output list of NESRA and of the competitors was assessed by comparison with the available literature. A bibliographic search and classification of the genes provided in output by NESRA and by the competitors led to four classes: Class 1: genes reported to be biologically or functionally related to the LGN; Class 2: genes not reported to be directly related with the input network, but reported to be related with genes of Class 1; Class 3: genes described in literature, but reported not to be related with the input network or with the genes of Class 1; Class 4: genes not described in the available literature. A gene falling in Class 1 or Class 2 is considered to be a true positive and a gene in Class 3 or Class 4 a false positive. Precision is defined as the ratio between the number of true positives and the sum of true positives and false positives.
PC, PC*, and ARACNE solve the task of gene network reconstruction. For obtaining list of candidate genes for the expansion we considered all the genes that are connected to FOS genes in the resulting overall network. ARACNE was run with default parameters and the list was ranked according to the p-values that ARACNE itself provides. The PC algorithm was repeated 20 times shuffling the order of the input probe Algorithm 2: NESRA ranking procedure (RP).
Data: S set of candidate transcripts, S LGN set of LGN transcripts, E expression data in Table IV because Table III , where we aggregated 60 different rankings. In order to asses the stability of NESRA we selected 6 combination of parameters, and for each of them we repeated the procedure 30 times. Mean and standard deviations of the results are presented in Table IV. MC4 and BC-mean present in general very good results. BC-min instead, gives more variable outputs, sometimes showing better results (k = 5), but in other cases behaving as the baseline method (k = 20 or k = 55). The results in Table IV show also that, regardless of the aggregation method used, NESRA find more correct genes (genes belonging to either Class 1 or Class 2) in the first 20 positions (k = 5, 10, 20) compared to ARACNE. ARACNE instead, finds an appreciable amount of correct genes only when considering a longer list (k = 55). We preformed a t-test between the results of NESRA and the result of the PC, at k = 55. The results of the t-test suggest that NESRA have better performances almost for every aggregator considered.
VI. CONCLUSIONS
We have presented the TN-Grid platform that hosts the gene@home BOINC project. In particular, the gene@home project has been developed with the idea of automatically perform the Gene Network Expansion task. The gene@home project, so far, is running only on the CPUs of the volunteers' computers. As a future improvement of gene@home, we developed and tested a parallel version of PC* for execution on Graphics Processing Units (GPUs). The choice of implementing PC* instead of PC is due to its independence with respect to the order of the input.
We also presented NESRA that is a new method that exploits variable subsetting and ranking aggregation to find candidate genes for the expansion of gene networks. The method relies on the BOINC platform for running the PC algorithm while all the post-processing, ranking and aggregation analyses, are performed offline. The evaluation on the FOS gene network of the model plant Arabidopsis thaliana shows good results, and when the results are compared to the biological literature, NESRA outperforms the competitors. In general, NESRA can be used to find candidate variables that are causally connected to other variables and it has proved to work with more than 20000 variables. We foresee the application of NESRA also in other biological domains. 
