Abstract Forest snow interception can account for large snow storage differences between open and forested areas. The effect of interception can also lead to significant variations in sublimation, with estimates varying from 5 to 60% of total snowfall. Most current interception models utilize canopy closure and LAI to partition interception from snowfall and calculate interception efficiency as an exponential decrease of interception efficiency with increasing precipitation. However, as demonstrated, these models can show specific deficiencies within heterogeneous canopy. Seven field areas were equipped with 1932 surveyed points within various canopy density regimes in three elevation bands surrounding Davos, Switzerland. Snow interception measurements were taken from 2012 to 2014 ($9000 samples) and compared with measurements at two open sites. The measured data indicated the presence of snow bridging from a demonstrated increase in interception efficiency as precipitation increased until a maximum was reached. As precipitation increased beyond this maximum, the data then exhibited a decrease in interception efficiency. Standard and novel canopy parameters were developed using aerial LiDAR data. These included estimates of LAI, canopy closure, distance to canopy, gap fraction, and various tree size parameters. These canopy metrics and the underlying efficiency distribution were then integrated to formulate a conceptual model based upon the snow interception measurements. This model gave a $27% increase in the r 2 (from 0.39 to 0.66) and a $40% reduction in RMSE (from 5.19 to 3.39) for both calibration and validation data sets when compared to previous models at the point scale. When upscaled to larger grid sizes, the model demonstrated further increases in performance.
Introduction
The hydrology of cold forested regions is dominated by snow forest processes and plays a significant role within the global water budget. Snowmelt dominated watersheds which contain forests yield approximately 60% of the global freshwater runoff [Chang, 2003] . Within the Northern hemisphere, it is estimated that 20% of the seasonal snow cover is located within forested areas and can account for 17% of total terrestrial water storage during the winter season [Guntner et al., 2007; Rutter et al., 2009] .
In the Northern boreal forests, these processes are especially pronounced, with many internal forest snow mechanisms showing not just regional or local dependencies but demonstrating heterogeneity at extremely fine scales. Specifically, the surrounding forest structure can both augment and attenuate the physical forcing processes affiliated with snow accumulation and ablation. A prime example, intercepted snow from the forest canopy, ranges from 0 to just over 60% of total annual snowfall [Montesi et al., 2003; Storck et al., 2002] . Intercepted snow in most cases represents water lost, since this is the primary driver of sublimated snow in forested areas. Sublimation, like interception also demonstrates a significant range in values, and many studies have estimated sublimation to range up to 50% of the total annual snowfall Hedstrom and Pomeroy, 1998; Lundberg and Halldin, 2001] . This large range of interception when paired with similarly large sublimation estimates makes interception the single most dominate physical process to drive snow cover heterogeneity in forest regions.
The model from Hedstrom and Pomeroy [1998] was one of the first to directly include canopy parameterizations (LAI and canopy closure (CC)). The model, based on their initial assumptions that interception efficiency (1) decreases with canopy snow load and (2) increases with canopy density, used an exponential decay model as the underlying efficiency distribution which contrasted to the majority of the prior findings.
Due to the inherent difficulties in direct interception measurements, a variety of inventive methods have been implemented in the past works. However, the standard direct method is destructive and necessitates the cutting of a tree which is then attached to a scale [Hedstrom and Pomeroy, 1998; Nakai et al., 1994 Nakai et al., , 1999 Pomeroy et al., 1998b; Satterlund and Haupt, 1967; Schmidt and Gluns, 1991; Storck et al., 2002; Suzuki and Nakai, 2008] . Optical methods have also been employed, which relate the visually intercepted snow load from time lapse photography to field measurements [Brundl et al., 1999; Kobayashi, 1987; Nakai et al., 1999; Tennyson et al., 1974] . Gamma Ray attenuation has also been used to directly measure the snow water equivalence on branches [Calder, 1991] . Due to the heavy material reliance of these direct methods, no data over larger scales has been collected. Of the above examples which also presented direct model equations for interception, the largest data set was collected by Schmidt and Gluns [1991] for a total of 175 branch samples (30-36 cm in length) over two seasons. Satterlund and Haupt [1967] used four tree saplings (3.7-4.2 m) for a one season study and Hedstrom and Pomeroy [1998] used four jack pine trees (7-15 m in height and 38-90 kg in weight) over four seasons and one black spruce tree (12 m in height and 22 kg in weight) over one season.
Like interception measurements, direct methods for measurement of canopy structure are also labor intensive and normally require destructive sampling of the overhead canopy. However, there are many indirect methods including hemispherical photography, plant canopy analyzers (LAI-2000) , and spherical densitometers and each have particular strengths and weaknesses depending on the specific structure element estimated [Breda, 2003; Hyer and Goetz, 2004] . Airborne laser scanning (ALS) data are increasingly utilized to accurately estimate CC and LAI and are readily available for large areas throughout the world [Lovell et al., 2003; Moeser et al., 2014; Morsdorf et al., 2004 Morsdorf et al., , 2006 Riaño et al., 2004; Solberg, 2010; Solberg et al., 2009] . ALS can also derive large-scale features such as canopy openings within forested areas and it is also possible to provide information on how these open areas are positioned relative to the surrounding forest. Since ALS can quickly characterize surfaces over large scales, it can also be used for a variety of novel canopy parameter estimates potentially valuable for forest snow modeling. Investigations of large-scale canopy features represent a significant research gap with large potential improvements in a variety of research fields which has just begun to be investigated [Moeser et al., 2015; Varhola et al., 2010a; Zhao et al., 2011] .
The Snow Model Inter-comparison Project (SnowMIP2) recognized 33 snow melt models which have directly integrated a snow interception module of varying degrees of complexity Rutter Water Resources Research 10.1002 /2014WR016724 et al., 2009 . All of these models, utilize either canopy closure (CC), leaf area index (LAI), or a composite of the two in order to describe the canopy structure, with the majority directly utilizing the proposed algorithm by Hedstrom and Pomeroy [1998] . However, the interplay between generalized canopy characteristics such as LAI and CC and snow interception also depends on where these characteristics are situated in relation to surrounding forest architecture. As an example, field areas that have differing large-scale canopy structures such as forest gaps around a point can still have the same LAI or CC estimate.
Canopy gaps have large impacts on the snow holding capacity in many forested areas. These areas can show divergent snow accumulation patterns as compared to the surrounding forest and may have snow accumulation that exceeds nearby open, nonforested areas [Troendle and Meiman, 1986; Winkler et al., 2005] . The interface between the open and forested areas also show the most heterogeneous snow accumulation and ablation patterns within a forested area and can house both the maxima and minima depending upon the position relative to the surrounding forest [Golding and Swanson, 1986; Veatch et al., 2009] . In efforts to describe the relationship between openness and surrounding canopy, some practitioners categorize gaps for opening size as a function of the average surrounding tree size.
In order to permit for more robust interception modeling at landscape scales, the greater canopy topography as well as the spatial heterogeneity of canopy structure needs to be accounted for within models. Despite this, interception modules continue to use only point-based predictors, most likely due to the intensive requisite time involved in collecting canopy parameters over large areas. The inclusion of parameters which describe point-based canopy topography (canopy closure) with those which give information regarding where these parameters reside in relation to larger encompassing features such as the distribution of gaps around a point (e.g., total open area around a point), could allow for better upscaling of snow forest models to the landscape scale [Moeser et al., 2015] . ALS (when compared to manual collection methods) has the ability to provide such parameters over large scales, in a time and cost effective manner.
In order to develop a model that includes the greater canopy structure and allow for greater transferability of results, interception measurements are also needed over a large distribution of heterogeneous canopy architectures. With some assumptions, storm interception can be indirectly measured by comparing the ratio of newly fallen snow in the open to the amount newly fallen snow under the canopy. Typically this is done by measuring the new snow accumulation on top of preplaced boards [Kobayashi, 1987; Lundberg et al., 1998; Pfister and Schneebeli, 1999] .
This research has utilized a novel indirect snow interception measurement method at thousands of surveyed measurements points (1932) within various canopy density and openness regimes over a series of interception events for a total of 9000 manually measured snow interception points (A) (cf. 4-175 samples from past studies). These interception estimates were then paired with novel canopy parameterizations from ALS data (B) in order to create a new interception model. This model integrated prior interception efficiency distribution research performed from branch, sapling, and tree studies and scaled these to be effectively used over forest landscape scales from the integration of novel canopy parameters from ALS data. This is the first study to utilize such a large database of interception measurements (A) as well as use novel canopy parameters which integrate larger scale canopy structure (B) for an interception model. We have highlighted the (1) basic process flow of this pairing and (2) demonstrated the utility by a comparison to the most used snow interception model to date [Hedstrom and Pomeroy, 1998 ] under a broad range of canopy conditions and scales.
Furthermore, the Hedstrom and Pomeroy model, of which we compared our model skill, was created in a cold boreal climate but is often utilized in a variety of different meteorological environments. This should emphasize the need for not just a model integrating larger scale canopy structure, but one better suited for temperate snow environments. by the WSL Institute for Snow and Avalanche Research (SLF). The field areas were characterized by highly heterogeneous canopy characteristics at the subplot scale along with the presence of larger scale canopy attributes such as canopy gaps. The field areas were further chosen to have low to no surface slopes and minimal surrounding terrain shading influences. The canopy was composed of predominately Norwegian spruce with heights varying from seedling to a maximum of 45 m, with the majority between 10 and 30 m. Each field area contained 276 surveyed points for a total of 1932 locations utilizable for ground measurements and canopy characterizations. The field areas consisted of 36 permanent poles drilled into ground positions measured with a distometer with exactly 10 m horizontal (6 1 cm) spacing from each other creating a 50 m 3 50 m grid. A fixed line was attached to all poles and 2 m intervals were manually measured and marked between each. A differential GPS was used (620 cm) at each of the poles to convert the projected coordinate system to a global one. The global coordinates were then distributed to all internal marked points for a final maximum rectification error of 650 cm for each of the 1932 points. Two open field sites with 50 measurements points each (620 cm) were also equipped as reference sites for direct comparison to the under canopy snow measurements (see Figure 1 ).
Snow Measurements
Snow depth data were manually collected after every storm with a total open area snowfall amount of 15 cm or greater in the winter 2012 and 2013 seasons. These measurements were collected at each forested point (1932 points) as well as at 100 open area control points (total of $69,000 measurements). Indirect snow interception measurements were collected when conditions allowed (Table 1) . In some cases, a crust formed over the previous layer before the subsequent snow storm. In these cases, it was possible to measure the newly fallen snow from the base of the underlying crust. These differential snow depth measurements were made during nine storm events (Table 1) when the appropriate preconditions allowed: (1) forest canopy must be 100% snow free before a storm event, (2) minimal wind redistribution during the storm period, and (3) obvious crust on prior snow layer. These measurements were taken immediately after the storm period was over in order to reduce, as much as possible, snow unloading. These assumptions allowed the differential snow depth measurements to be thought of as 1-snow interception, and were easily converted to interception within the sample areas (storm interception 5 newly fallen snow in the open 2 differential snow measurement in forest). The indirect storm interception measurements were subsequently parsed in order to remove any potential conflicts with the necessary initial conditions and assumptions leaving $9000 interception measurement points available for use.
2.3. LiDAR Data 2.3.1. Technical Details LiDAR data acquisition was carried out from the 11 September to 15 September 2010 using a Riegl LMS Q 560 sensor from a series of helicopter flyovers at a nominal flying altitude of 700 m for a total area of $90 km 2 . The wavelength emitted from the Riegl device was 1550 nm with the pulse durations of 5 ns and up to 7 returns were detected per pulse using a maximum scan angle of 6158. The postprocessing of the full waveform data set yielded an average echo density of 35.68/m 2 of the flyover domain and 19.05/ m 2 for the last returns (i.e., shot density) within the utilized domain area. The affiliated digital terrain model (DTM) or the underlying ground surface elevations were computed by using the classified ground returns at a 0.5 m horizontal resolution by Toposys using their in-house processing software, TopPit (http://www.imagemaps.com/toposys.htm).
Polar System Elements
LiDAR data were used to characterize the canopy at all measurement points in the field areas. Using the method of Moeser et al. [2014] , the classical canopy descriptors, LAI and canopy closure were derived from a transformation of the ALS data into a spherical coordinate system ( Figure 2 , bottom row). The ALS data were then flipped on the east west theta axis to represent an angular ground perspective. These data were converted in order to mimic hemispherical photos and further analyzed in a standard image analysis program, ''Hemisfer'' [Schleppi et al., 2007; Thimonier et al., 2010] . Potential incoming solar radiation (PISR) and the affiliated direct and diffuse components were also estimated from this process. In this manner, LAI and CC were estimated with significantly higher correlations that using the standard Cartesian approach (r: 0.93
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and RMSE: 0.037 for CC and r: 0.83 and RMSE: 0.813 for LAI). PISR showed similarly high correlations ranging from 0.90 to 0.94 dependent upon the field site. For details please refer to Moeser et al. [2014] .
Cartesian System Elements
A series of novel canopy descriptors were created from the ALS data for all snow sampling points from a vector searching algorithm. The algorithm searched the LiDAR data transformed into a two-dimensional tree height model from a predefined center location approximately every 28 on the planar surface. The tree height model was searched in 192 unique directions ($every 28) from vectors which originated from the predefined point. The vectors traveled in unique planar directions and did not stop until a canopy element from the tree height model was hit. Each vector was then given a distance (m) from the origin to the closest canopy element which was in the directional path of the vector (end point). The end points of each vector were connected and a two-dimensional polygon was created. This shape (m 2 ) represents the total open area around a point and is referred to as total gap area (see the top left tile of Figure 2 for an example of total gap area). The mean vector length (mean of the 192 vectors), which is called mean distance to canopy (m), was analyzed as well as the minimum (min distance to canopy), and maximum (max distance to canopy).
Statistics from the total gap area (m 2 ) were also analyzed. The mean gap diameter (m) was defined as the mean diameter of the gap area. The max gap diameter (m) or the maximum fetch of the total gap area as well as the minimum (min gap diameter) were also calculated. The distance to canopy estimates (mean distance to canopy, max distance to canopy, min distance to canopy) were also calculated for 1808 and 908 directional windows (north, south, east, west, northeast, southeast, southwest, and northwest). For example, a 1808 search window of south searches all vectors from 908 (due east) to 2708 (due west) and a 908 search window of south searches all vectors from 1358 (southeast) to 2258 (southwest).
A secondary domain with a 10 radius around each predefined point was used. Within these domains, basic tree height proxies were estimated. Max canopy height, or the maximum height of the canopy elements within the domain as well as the mean canopy height, or the mean or all canopy elements within the domain were also calculated. A total of 57 canopy predictors were created from the vector searching algorithm automatically at each point. Table 2 displays all estimated canopy metrics. For a detailed method description refer to Moeser et al. [2015] .
Data Analysis 2.4.1. Snow Depth to SWE Conversion
In following with the methods utilized by Hedstrom and Pomeroy [1998] and Schmidt and Gluns [1991] , the model from the US Army Corps of Engineers [1956] was utilized where snow density was related to the average storm temperature as follows:
snow density567:92151:25 e ðT=2:59Þ
( 1) where T is average storm air temperature (8C). The air temperature at each site, for each storm event, was interpolated based on an altitudinal gradient derived from surrounding meteorological stations. The interpolation utilized temperature data from four meteorological stations from the ''Intercantonal measurement and information system'' (IMIS) surrounding Davos, Switzerland, at four unique elevation bands: 1560, 2140, 2290, and 2540 m (IMIS-KLO, IMIS-SLF, IMIS-PAR, and IMIS-WFJ). Equation (1) was then used to attach fresh snow density values to all measured snow depth values at each storm to arrive at SWE. Finally, the interception measurements were calculated from a simple subtraction of the freshly fallen SWE in the open 2 freshly fallen SWE in the forest.
Interception Model
In accordance with the prior research from Satterlund and Haupt [1967] and Schmidt and Gluns [1991] , an initial increase in interception efficiency until an optimum (I max ) was reached along with a subsequent falling limb was seen within the plotted efficiency values at all canopy densities within this data set ( Figure 7 ). Due to this, the sigmoid growth curve proposed by Satterlund and Haupt [1967] was used as the underlying model within this study: 
where I is interception, I max is the interception storage capacity (called S in prior studies), P is the storm precipitation, P 0 is the accumulated storm accumulation at the time of maximum interception efficiency, and k expresses the efficiency rate. In prior studies, the factors I max , k, and P 0 were derived on a storm and tree species basis. Hedstrom and Pomeroy [1998] furthered this work by calculating I max for trees from empirical values suggested from Schmidt and Gluns [1991] , derived from snow density:
where q snow is the density of fresh snow and multiplied this with LAI. Hedstrom and Pomeroy [1998] also used a static multiplier of 5.9 to this equation for spruce trees and defined interception as: where 0.678 is a snow unloading multiplier valid for time after snow fall of 0-7 days.
The interception data set was randomly divided into a calibration and a validation data set of 80% and 20% of total respectively. The I max was calculated from a direct comparison of interception measurements from the calibration data set at the maximum efficiency event (13 January 2013) to all potential predictors (forest metrics). This included all parameters seen within Table 2 , plus LAI, CC, incoming solar radiation as well as storm temperatures and fresh snow density. The parameters were then intercompared using a correspondence analysis (CA) and k-means clustering analysis pairing in order to better understand how each of the variables related to each other.
Model Construction
CA is a nonparametric principle components style analysis method specifically used for analyzing correspondence (or independence) among variables. This analysis has distinct advantages over traditional factorial analyses in cases where the analyzed data scales have a small response ranges. Within CA, the significance of data pairings is based upon the chi-squared distance between the actual and expected values [Car, 2002] . CA transforms the data into an ''equivalent'' data space where the largest amount of data variability is captured within the first dimension (displayed as the x axis) the subsequent largest amount of variability in the second dimension (displayed as the y axis) and so on.
Each dimensional axis can further be given a significance value which represents the amount of variability the dimension (or axis) represents from the data set (percent of inertia). Independence can therefore be qualitatively visualized by the separations distance between the plotted potential predictors (canopy metrics, etc.) with greater significance given to separation distances seen on the axes with higher percent of inertia values. Specifically, small distances between points indicate a high association (cross correlation) and large distances indicate low association or independence. In order to reduce the potential bias in visual (qualitative) approaches such as CA, k-means clustering was used in order to quantify and automate the variable separations seen within the output of CA. k-means clustering was used to automatically choose groups of variables (canopy metrics) which plot similarly on the CA graph (Figure 4 ) by maximizing their intercluster distances and minimizing their intracluster distances [Seber, 1984; Sp€ ath, 1986] . The factor values (percent of inertia values) were integrated into the k-means routine and the routine was performed iteratively on the data set where the centroid of each potential data cluster (grouping of variables) was randomly chosen. From prior work with similar data sets (interception ratio), the number of cluster groupings (k) was set to 4 [Moeser et al., 2015] .
The component with the highest correlated value from each of the groupings was then used within a flexible regression modeling program. The program was fully automated and used the output of the CA/kmeans clustering routine as input from the calibration data set. The program created a series of regressions for one variable, two variables, three variables, and four variables with potential outputs being a (1) linear model, (2) linear model with component interaction, (3) quadratic model, and (4) quadratic model with component interaction. The input format of the variables was allowed to change between normal and log normal. This allowed for 16 potential models for one input variable, 112 potential models for two input variables, 96 potential models for three variables, and 60 potential models for four variables for a total of 284 potential models. The program chose the best fit for each model scenario (one variable model, two variable model, three variable model, and four variable model) based on the lowest RMSE. The best fit I max model scenario was then manually chosen from an analysis of the RMSE, correlation, visual analysis of the residuals, and deviation of fit on the 1:1 line.k and P o were also subsequently optimized using the same method described above where k and P:
However, due to extremely low correlations of k and P 0 to any of the variables, these values were also used as constants. Equation (2), with the integration of the new I max model, was explicitly solved from a series of given input values for k (between 21 and 1) and P 0 (between minimum and maximum P SWE values) where the optimized values were derived from the minimization of the RMSE of the estimated and actual interception values from the calibration data set.
Model Upscaling
It is possible interception simulations based on a single model run using averaged canopy parameters over a grid area could be systematically offset as compared to interception averaged over individual point-based model runs using local canopy parameters. In efforts to reduce the potential of systematic bias upscaling from a point to larger scales, a stratified model approach was also integrated into the model. For upscaling from a point to a grid, the domain was split into a series of grid cells ranging from 16 to 62,500 m 2 , where all internal measurement points within each grid cell were averaged. The grid sizes were chosen in order to avoid any overlap or sharing of internal grid points to neighboring grid cells of the same size. See Figure 3 for an idealized representation of a field area and the grid domains. The 16 m 2 grids included five internal measurements points within each grid for a total of 575 grids utilized for this study, the 64 m 2 grids contained nine points with a total of 575 grids utilized, the 200 m 2 grids contained 67 points with a total of 143 grids utilized, the 2500 m 2 grids contained 276 points with a total of 35 grids utilized, and the 62,500 m 2 grids contained 1380 points with a total of nine grids utilized.
The same approach was utilized as outlined above (section 2.4.3) to create the stratified model except the regressions were further parameterized using two threshold values governed by a canopy parameter. For example, if LAI was chosen as the parameter, with the threshold values being 3 and 5, the modeling domain would therefore be clustered into three zones (1) LAI 3, (2) 3 < LAI < 5, and (3) LAI ! 5 where a separate model would be utilized for grids or points in each of the three zones.
In order to choose the correct parameter as well as the threshold values of that parameter, dummy variables were integrated into the regression analyses which were given values of either 0 or 1, dictated by the two threshold values. A list of the threshold value pairs were automatically created by the program by first separating the range of the utilized parameter values into a series of equidistant step values (up to 100). These values (threshold one) were attached to a value from the same list of step values as long as the step size was greater than the first threshold (threshold two). For example, if LAI was used and ranged from an LAI of 1 to an LAI of 4, the equidistant step would range from 1 to 4 and the threshold pairs would be, (1) LAI 1, (2) 1 < LAI < 3, and (3) LAI ! 3. Two extra variables (dummy variables) would be used within the regressions, with the first variable displayed as 1 when LAI was !1 and 0 when LAI was <1 and the second variable displayed as 1 when LAI was !3 and 0 when LAI was <3.
The best fit threshold pair was optimized from a minimization of the RMSE when each regression run that utilized the threshold pairs was analyzed. The canopy parameter was also left flexible, where the program, as with the threshold values, also chose the best parameter based on an RMSE minimization. When the best fit run was found, the regressions were decomposed based upon the dummy variables giving unique equations for each range (three equations for two thresholds). . Figure 4 shows the CA/k-means clustering analysis of all canopy parameters. The traditional canopy descriptors, LAI and CC along with mean tree height showed a high degree of cross correlation (cluster one) and the strongest member (highest correlation to interception at I max ) was canopy closure (R: 0.76). The next smallest cluster grouped all area (total gap area, gap area to the north, gap area to the northeast, etc.) estimates except those which had a southerly direction, with the strongest end-member being total gap area (m 2 ) (R: 0.76). The next cluster contained all direct incoming solar radiation components as well as distance to south and area to the south estimates with the strongest member being average daily PISR (R: 0.71). The largest cluster included all distance estimates except those to the south and diffuse incoming radiation estimates with the strongest end-member being mean distance to canopy (m) (R: 0.83). Contrasting with the use of fresh snow density in the model framework (equation (3)) utilized by both Schmidt and Gluns [1991] and Hedstrom and Pomeroy [1998] ; fresh snow density showed extremely low correlations (along with storm temperature) within this data set. Due to this, these parameters were not Figure 5 . The integration of the fourth cluster grouping from the CA analysis (PISR) added little skill to the final model and was subsequently omitted. Mean distance to canopy was created from the vector searching algorithm and represented the average distance to the closest canopy feature. Total gap area was also created from the vector searching algorithm and was an estimate of the total gap area from the perspective of the measurement point. Canopy closure was derived from conversion of the ALS data into a spherical coordinate system in order to create synthetic hemispherical photographs. The I max model and affiliated coefficients are shown in equation (6) and Table 3 . The I max values within this study are considerably higher than in the prior works of Satterlund and Haupt [1967] and Schmidt and Gluns [1991] . However and as noted in these papers, extrapolating results from branches and saplings to trees should exhibit increases in I max values primarily from increased snow bridging effects from higher snow particle drop-off from upper to lower branches. The I max model proposed by Hedstrom and Pomeroy [1998] , utilized LAI as a multiplier to equation (3) along with a static multiplier of 6.6 (for spruce trees). However the CA/k-means analysis showed reduced correlation when LAI (R: 0.58) was directly compared to interception as with CC to interception (R: 0.76). Correlations of snow density to interception were also minimal. This implies that at least when storm based I max is estimated, (1) CC gives better estimations of I max than that of LAI and (2) the surrounding canopy elements appear to play a larger factor on I max than the density of the falling snow.
Results and Discussion
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3.1.3. Interception k and P 0 had negligible correlations to all canopy parameters as well as to storm temperature and snow density (equations (4) and (5)). Due to this, the k and P 0 were optimized from a minimization of the RMSE to 0.3 and 13.3, respectively.
Interception is therefore:
I5 I max 11e 20:3ðP213:3Þ
where I is interception in mm and I max is equation (6). The model can be used at substorm event time scales from integration of the underlying efficiency distribution. Therefore, P can be input at each time step as a summation of precipitation from when I > 0 (start of storm period). However, this model was created from data collected immediately after storm events, it inherently integrates unloading that occurs during the storm event. Due to this, such a model should not be used in tandem with an unloading function during storm events.
The model fit both the calibration and validation data sets well with an r 2 ranging from 0.64 to 0.65 (R: 0.81) and an RMSE from 3.39 to 3.4 mm SWE (Figure 6 ). The sigmoidal shaped efficiency model distribution (left tile, Figure 7) shows a good fit with the actual data from each storm event (Figure 8 ).
The Hedstrom and Pomeroy model showed an r 2 ranging from 0.39 to 0.41 for the calibration and validation data sets as well as an RMSE ranging from 5.18 to 5.19 mm SWE. This model showed a severe interception underestimation with estimated interception values over $5, with the opposite holding true for values under this range. This is most likely due to the underlying efficiency distribution inherent within this model, which does not apply to this data set. Figure 7 exhibits the basic distribution differences between the two showed an initial increase in efficiency until I max was reached, at which point the efficiency dropped exponentially. These differences were especially visible when the interception efficiency from the models were compared to the measured efficiency from each of the storm events (Figure 8 ).
Parameter Analysis
As noted in section 3.2.2, the Hedstrom and Pomeroy [1998] model utilized LAI as a principle parameter to estimate I max . This is further integrated within the interception model and used as a divisor to CC and precipitation for the exponential decrease portion of the model [Hedstrom and Pomeroy, 1998; Pomeroy et al., 1998a Pomeroy et al., , 1998b . However, when used with this data set, the paring of these two parameters (LAI, CC) could cause potential cross correlation within the model (see section 3.2.1) highlighting the necessity of parameters which describe varying aspects of the overstory.
Each independent canopy parameter within the Moeser et al. interception model (mean distance to canopy, canopy closure, and total gap area) was visually analyzed for sensitivity to I max , efficiency, and total interception ( Figure 9 ). Mean distance to canopy showed the highest skill, with high correlations and low variance for the entire data series. Canopy closure demonstrated higher correlations and lower variance for both high and low canopy closure values, with increased variance present within the median values. Total gap area maintained equivalent correlations. However, this parameter demonstrated a fairly distinct zone where the line slope changed and variance increased ($500-1000 m 2 ). The separation between interception > I max and interception < I max showed no significant mixing until mean distance to canopy was $greater than 18 m. Interestingly, this threshold came much sooner in the data range of canopy closure ($less than 0.92) and total open area ($greater than 250). This implies that the lowest efficiency ranges (where mean distance to canopy is high, total open area is high, and canopy closure is low) are best captured by mean distance to canopy. The independent variable correlations at I max (equation (6)) showed no significant reductions when this was used within the interception model (equation (7)) also lending significance to the underlying sigmoidal model distribution curve. . The independent parameters are the same as the pointbased model (equation (6) and Table 3) , with the same underlying quadratic format and natural log conversion of independent variables. However, the coefficients have changed for each parameter from the pointbased equation. From a decomposition of the regression model, the dummy variables were removed giving unique intercept values for each open area group (Table 4 ).
The stratified model showed an improvement in the RMSE by a factor of 1.75-2.18 when compared to the Hedstrom and Pomeroy model at each grid scale. The standard deviation of the estimated interception was also higher by a factor of 1.95-2.17 within the Moeser et al. stratified model. These differences represented fairly substantial underestimations of interception as well significant spread in estimate confidence within Due to the geometric relationships of the plotted statistics, the skill of the model can be quantified by both distance to the measured data as well as distance to the standard deviation lines of the measured data [Taylor, 2001] . The Pomeroy showed large underestimations for all grid sizes. The Moeser et al. point model showed smaller underestimates with improvements from the stratified approach at all scales.
3.1.6. Model Improvement: Efficiency Distribution Versus Canopy Structure Metrics In order to differentiate how much of the modeled interception improvement was due to the use of canopy structure elements and how much to the sigmoidal interception distribution; we have created a model 
where CC was log transformed and k and Po have been optimized to 0.29 and 13.2, respectively (equation (10)). The model was fit to both the calibration and validation data sets with an r 2 which ranged from 0.49 Table 5 for a list of general statistics of each model. The point model derived similar results as to the stratified model. (6) and (7) remain the same.
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to 0.53, and an RMSE of 3.96 for both data sets. This implies that for the calibration data set, $48% of the improvement in the r 2 and $67% of the improvement in RMSE, is due to the inclusion of canopy structure metrics (mean distance to canopy and total gap area). While it was not possible to fully separate the underlying model distribution and the variables, this shows that in general the improvement is due to both, the underlying sigmoidal distribution as well as the inclusion of canopy metrics which describe the overall canopy structure (mean distance to canopy and total gap area).
It should be noted that the Hedstrom and Pomeroy interception model was created in a cold boreal forest environment. Despite this, it is the only know model which the authors are aware which has been integrated into snow melt models which have a forest canopy module. This should emphasize that there may be a need for an alternative model which can better perform in other environments. 
Conclusion
Storm-based interception was accurately predicted across a large range of canopy closure and gap opening regimes (from 0 to 2250 m 2 ) from a database which included approximately 9000 manually measured interception points at 1237 independent points. The size and heterogeneity of both the calibration and validation data sets eclipses prior data sets utilized from interception modeling studies input data by over an order of magnitude. The model showed a good fit with increased performance dependent upon the grid cell size with r 2 values ranging from 0.65 at the point scale to 0.91 at the largest 62,500 m 2 grid scales. The RMSE showed a similar trend and ranged from 3.35 to 0.93 mm SWE.
The stratified model results showed modest improvements in interception estimations with the most obvious benefits being an increase in variation captured within the interception data set (Figure 11 ). While the inclusion of a stratified model approach did improve the model at larger scales, it seems likely that the inclusion of parameters which describe large-scale features such as canopy gaps (total open area) are sufficient alone to reduce the potential of systematic bias when upscaling from a point to larger grid sizes. However, this needs to be further tested on scales larger than 62,500 m 2 (the maximum allowable domain size within this study).
The distribution of storm based events within this data set showed an underlying sigmoidal shaped distribution similar to prior interception studies [Satterlund and Haupt, 1967; Schmidt and Gluns, 1991] . Akin to those studies, this data showed an initial efficiency increase until I max was reached at which point the efficiency demonstrated a clear falling limb.
This model was compared to the most used snow interception model to date Hedstrom and Pomeroy, 1998 ] and showed an r 2 increase of 25% for the point scale as well as a reduction in the RMSE by 53%. At all grid scales, the Hedstrom and Pomeroy model showed an RMSE increase of 75-114% when compared to the Moeser et al. model. The Moeser et al. model showed a minor underestimate of all estimated interception values. However, when compared to the Hedstrom and Pomeroy model, this underestimate is reduced by $40%. The principle deficiency leading to the substantial interception underestimates within the Hedstrom and Pomeroy model was due to the underlying exponential decay interception efficiency distribution. These underestimates were further offset from the use of an I max equation (equation (3)) which integrated unique tree species specific multipliers from a study which derived them from the branch scale. As Schmidt and Gluns [1991] notes, extrapolating results from branch interception to that of a tree would exhibit efficiency and interception values greater than that for a single branch due to the increased probability of lower canopy structures collecting particle bounce.
The paired correspondence and k-means cluster analysis showed higher correlations of I max to the novel canopy descriptors than LAI and canopy closure. Mean distance to canopy yielded the highest correlations to I max (R: 0.83) and was the most significant variable within the model. This variable also increased model performance at low interception efficiency ranges and helps when using a gridded modeling approach in terrain with heterogeneous to light canopy. Total open area (R: 0.76) also showed high correlations to I max and no cross correlation issues with mean distance to canopy or canopy closure. The I max integrated within the Hedstrom and Pomeroy model utilized fresh snow density and LAI. However, the initial correlation analysis showed reduced correlation of I max to LAI (R: 0.58) as compared to canopy closure (R: 0.76). Correlations of fresh snow density were also minimal implying that at least when storm based I max is estimated, (1) the overhead canopy elements play a larger part than the density of the falling snow and (2) the use canopy closure give more robust estimations than LAI. The analysis also showed a high degree of cross correlation between canopy closure, LAI and mean tree height negating the utility of a pairing of CC and LAI in one model.
