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I. Abstract
I lere we present .,In /1 rchitecture for Sensate Robots: Real Time Social-Gestu-re
Recognition using" a PFull Body AIrra) of Touch Sensors, as part of' leather
Knight's Masters of' Engineering in Electrical Engineering thesis work in
August 2008 wilth Cynthia Breazeal as thesis advisor.
Touch plays a central role in social expression but, so far, research into
social touch behaviors for robots has been almost. non-existent. Embodied
machines have the unique capability to sense human body language, which
will enable robots to better cormprehend, anticipate and( respond to their
hurman companions in a natural way.
This thesis addresses the novel field of sensate touch by (1) creating the first
robot with uill Ibody sensale tIouch and wilth on-screen visualization, (2)
establishing a library of salient social gestures through behavioral studies, (3)
implementing a first-pass Iouch gesture recognition systenl in real-tirne, and
(4) running a small pilot study with children to evaluate classifications and
test the device's acceptance/utility with humans. Such research is critical
path t.o conceiving and advancing thle use of machine t.ouch to better
integrate robots int.o human social environments.
All of the above will be incorporated into the I luggable robotic teddybear at
the MIT Media Lab's Personal Robotics group and makes use of the Sensitive
Skins circuit design created in I)an Stiehl's Masters thesis [1]. This
implementalion substantially reduces his proposed total sensor numbers
and type, modularizes sensors into two uniform shapes, and extends his
valuable work on a single body section to anl evaluation of sensors over the
entire surface of the robot.
Figure 1: Visualization Bear
The sensate bear presented here consists of a network of 58 capacitive
sensors that detect the presence and proximity of humans by measuring our
effect on the sensor electronic field. These sensors are particularly well
suited to social gestures, because they will not sense most inanirmate objects
such as chairs or blankets or walls due to their non-conductivity.
Humans are conductive due to our high water content, thus we act as a
second electrode plate to the sensor electrode, changing the effective
capacitance of the overall system,
signal
voltage, which a microcontroller
converts into a number readable
by computer program. By
individually querying an array of
sensors distributed over the
surface bear at a high cycle rate,
the robot attains a high accuracy
dynanmic model of where and how
it is being touched at a particular
an effect that is translated into a changing
Fig. 2: Sensate Bear
instant of time.
A real-time sensitive skin system for robots would allow both researchers
and robot to characterize touch's role in social and emotional
comnmunication and thereby improve human-robot interaction. The goal of
this project is to create a 'Version 1.0' Touch Module and API
implementation that is robust and expandable and that can be easily
integrated into the Huggable behavior system. With that, one can begin to
explore the impact of touch on engagement level and social communication
by characterizing and contrasting the sociability of a robot with anld without
sensate touch.
What distinguishes this implementation and research is that the sensors are
ill body and that the research question it emphasizes involves
characterizing fill body social gestures , such as head pats, tickling, hugs, in
addition to the detection of modes of aflective touch. The blasis ofl these
gesltures came from an initial b:ehavioral study and its final puppeteered
interactions with children provided good news for robot touch, as the
children's affection alnd openness to the bear gave valuable inlfornation
abolt i. ture training.
II. Background
This section describes the lprevious work done on social machines in the
Personal Robotics group of the MIT Media Lab and( introduces the
IItuggable Project. Next, it highligh.s the rising importance of machine-
human social interfaces, then surveys the role that touch Itraditionally plays
in human to human social comnunnication, and in the final segment, reviews
related research ulsing robotic touch.
The Huggable and its Predecessors
The touch implementation here is intended for the II uggable robot, a
project at the Personal Robots Group in the M IT Media Lab. The group is
headed by Proflessor Cynthia Breazeal, who piolneered the field of sociable
machines with her landmark IPhl) project Kismet, who responded to and
incited human emotion, and book Designing Sociable Robots, in which she
defined a generalized architecture for creating sociable machines [2]. Using
similar design principles, the touch-based analysis in this thesis should feel
like a natural extensions of the way we would expect a teddy-bear to
interpret and respond to our gestures.
In addition to the short-term interactions, one of the latest innovations to
come out of Personal Robots is the idea of tracking the long-term status of
the human-robot relationship. First conceived by Cory Kidd, this new
variable involves changing the behavior of the robot based on how long the
robot and person have known each other and how well they are 'getting
along.' It was inspired out of
an extension of human
psychology research for
Autom, his weight
management robot, when he
was thinking about what kinds
of social cues users would find Figure 3: The Huggable
natural and helpful when using the system daily over a months to years
timeframe [3]. Touch has long been one of the clearest measures. of social
comfort with another person, and could provide a great additional angle in
furthering this research.
The most. important robot for affective touch, however, is the Huggable
(pictured right), the robotic teddybear which is the center of this thesis. It
was originally conceived by Walter Dan Stiehl of the Personal Robots group
around 2005 and is intended for use in a range of healthcare, renlote-
learning and remiot.e-comniiinicatiot applications.
The 2006 IEEE Consumer Comnmunications and NeIworking Conference
included the following abstract for the I Ilggable, " Numerotls studies have
shown Ithe positive benefits of conlmpanionI animal therapy. I nortunately,
comnpanionl animals are not always available. The I luggable is a new type of
robotic conmlpanlionl being designed specifically for such cases. It feattures a
full body sensitive skin for relational affective tIouch, silent, nmuscle-like,
voice coil actuators, an emnbedded PC with data collection and( networking
capalbilities." [4].
Since then, ithe group has also begun collaborations andl research exploring
its potential for use as a Robot Connuication Avatar and as a Early
Education Companion. All of these will be predicated )on the successful
i mplernenlation of toutch based behaviors, based on the next generation skin
boards, which were installed over the entire surrace of a robot fior the first
time (previous research was limited to a single arm segment). Other sensors
likely .o be uselul in behavior characterization are joinlt, potlentiomneters and
Ithe Inertial Measuremient Unit, which is also an active research module on
the hear.
The Rising Importance of Human-Robot Social Interfaces
As we enter an era where human-robot collaboration anld day-to-day
interaction gains prevalence, it becomes iimporlant for machines to learn to
navigate social interfaces. Rather than teach people how to talk to and relate
to machines it. will be much more effective to have machines that can
understand humans on hurnan ternis. As such, we can teach, direct, and
involve robots in our daily rhylthms in the same way that we would pets,
children or each other wilthoul extensive trainling or un natural interfaces
(like a mouse and keyboard). If macihines could better understand and
interpret social cites, their ability to learn tasks andl help its accomplish our
goals would accelerate significantly and society could better and more easily
adapt to their inclusion.
What are the benefits of better communication and understanding between
humans and machines?
* Better task (definition and learning
* More propensity to look to a machine as a partner in accomplish1ing a
task
* Friendlier, more-effective working relationships with machines
The extensive benefits of an embodied machine to help us wvith physical
tasks and operate in the 3D world is in great part what distinguishes a robot
frorm its paraplegic cornputer predecessors. So far, most developmelnt in
hun an-robot communication interfaces has focused on interpreting verbal
cornmands and vision processing, which is a natural outcropp)ing of
technology's previously immobile arnirnalions. On a television and conmputer
screen only the auidio-visual was possible. With. robots, I.ouch and
moven merlnt econe nat.ural therelbre assumrned capabilities and we should
take full advantage of the new possibilities this creates for nmachine-hulran
communication.
New int.erfaces call for new innovations alld a brief reflectionl on lihow we
relate to our pets, children and friends quickly brinlgs to the forefront. lthe
centrality of touch to social and emotional intleraction as well as our
acknowledgmnenlt and altachment to physical objecls.
We are evolut.ionarily wired to interpret systemns that give evidence of social
behaviors as social creatures. I I urmans are wonderfil pattern detectors, we
can see pathls in the woods that evade virtually all computer vision systerns
and we canr single out. single voices and conversations at a crowded cocktail
party. In the same way, from a young age and with only a few social cues
(take .teddy bears as evidence) we find ii easy to make ermotional bonds I.o
objects.
In a recent study conducted by Cory Kidd with Autom, a robotic weight-
management coach with a humanoid face and face-tracking eyes, there were
participants that named their robot or even bought Redsox gear for them to
wear. Of the 45-person 6-week-long study, fifteen participants received
robots with touchscreens to help them track their fitness and nutrition
patterns, fifteen just touchscreens and fifteen kept pen and paper journals.
There was no evidence of similar social relationships developing between
the participants and weight-management tools in the second two test groups
[3].
Fellow researcher, Guy Hoffman became very aware of this phenomenon
when he created the control architecture for the robot-actor AUR's debut in
a play called The Confessor this
past spring at MIT (pictured left).
He noted that one of the first things
the actors wanted to do when they
were relating to AUR, particularly
during intense moments of the
r-VII t hI &1I
perormance was to Lull ulc
Figure 4: AUR
_ ne, ignoring the potential for erratic
motion as they became immersed in AUR's character's responses, though
only expressed through color and simple movements [5].
I lumans are fundamentally social creatures. We evolved in an environmentI
where relatirig to each ohier and a speedy understanding of the subtleties of
einlo.ion and social minutiae were criical to our
irniediate survival. Language is a
key component. in how we express and exchange ideas but it is also rather
inefficient arid] seldoim captures the fuill rmeaning of what we are trying to
coruniunicate. Identical word sequences can Iranslate to a full spectrum of
dislinct rimeanings, including polar opposites in the case of sarcasrn, if there
is a change of conrtext., tone of voice or diifl'lerent body language
accormpanying the senlence. FIurtlerrnore, ifan animal is about to pounice
on a friend, pulling therni outl of the way or a quick shout., point., a(nd
distressed expression are going to be much more effective at saving thier
then cal.nly and clearly explaining the threal.ening nal.ture of the sit uat ion.
Rather than tackle all the non-verbal subcorn ponents ol'h u ran social
interaction at once, this thesis seeks tI.o expound upon a novel rnachine-
hulman social interface that. has only become possible with the rise of the
embodied cornputer, the machine that can not only move but sense.
Philosophers have long explored the (question of the nind/body distinctionl
and what bonds the individual to society at large. As individuals, our
window to the outlside world is filtered by our ability t..o sense it. - the cones
and rods in eyes color our surroundings, cochlea hair cells help distinguishl
vibrations in fthe air as musical pitch and, of course, a range of cells in our
skin perceive and interpret different kinds of touch. As Marshall Mcluhan
declared in his 1964 opus on the emerging mass-media, "the medium is the
message" [6] and thus, it is the sensory channels we give machines to explore
its environment that will define and limit its abilities to operate in and
understand its world in the same way we do.
The Role of Touch in Social Communication
TouchI is central to human interaclion and the way we relate to both objects
and each other, but it is a sense whose power we often underestinmate. For
example, one stuidy showed I.hal waitresses who unobtrusively touch tIheir
culstomers recieve larger tips than those who do not, even when ctstomers
rate the quality of the service at the same level afterwards and often do not
consciously remember Ithat they were touched [7]. According to I)r. Shelby
Taylor, Psychology Professor at. California State University, this is
unsuprisirig as touch and charasnia are closely intertwilled, and she has
created a training program based on her study of die body language of
charismatic people [8].
A few examples of everyday sociable touch might include the following:
SYour c(log wantts to go outside and play so lie puts his head on your
lap and nudges your arm away froni the mouse but you brush him
away.
* You show up) at a salsa dantcing class, the music blasts and you try to
follow tlhe pressure of -lhe instructors arms alld rmat.ch the steps as lie
swirls you around Ihe floor.
* Your niece won't pronounce her first full sentence until her third
birthiday, but she lead(s you by the hand t.o her favorite exhibit al the
Museunl of Science, i:nvariably crying when she has to leave iunless
you pick her up and prorlise t.o return soon.
In all of these cases, arnimals, adults and children use touch to rnediate social
cornrmunicalion, whelther it be (to request, teach, express emotion or console.
In addition to touch's usefulness in conmrnunication, the benefits of passive
touch to a person's psychlology and( health has been experimentally tested.
I)Dr. Tifanv Field's is the I)irector of tihe Touch Research Institut.e at the
Ujniversity of Xiarni an(d she has found that proper doses of touch and
massage show benefits in attentiorl difficulties, psyxclhiatric illness,
autoimrnune disorders and pain by increasing seitonin production and
d(ecreasing stress hormones. Furlhermore, the conltrast of inants raised
with froster parents to though subject to those in an orphanage, where there
is less touch and individual atlention shows higher IQ as well as faster
weight gain and growth [9].
Thus, being touched (passive touch) in an appropriate context has positive
belnefits, but what about active touch, when one is toucing others?
Evaluating Pet Therapy research gives much evidence to the benefits to
active touch. Studies sho, that elderly people with pels often have lowxer
stress levels, are less lonely and( have a greater sense of companionslhipI than
those who do not have pets.
Similarly, riany hospials now
include pet therapy Iprograms
where animals are brougllt in
to visit patients.
It appears that the simple act
of petting and eliciting an
Figure 5: Pet Therapy emotional response from the
pet has a soothing impact on the patient, in addition nurturing a social bond
in what can often be a lonely medical environmentt [10]. As Dr Fred
Goodwin, Professor of Psychiatry and D)irector of the Center on
Neuroscience at The G(eorge Washinton i niversilv Medicale Center relates,
touch has traditionally been part of the helping professions, from doctors
making diagnosis to teachers encouraging students with a hug, although it is
becorling more rare in the rushed modern world and with increasing use of
technogy-based tests in diagnosis [11].
Touch Research with Robots
In the world of engineering and robotics, the concept of incorporating touch
has generally been limited to specialized designs for precision or saftety and
is only just beginning to be explored as a medium for sociability. In fact, the
field of sociable robots and affective computing is also in its infancy. The
general rule to date is that machine touch has not been 'affective,' and
affective technologies have seldom used touch. There are, of course, a few
exceptions.
One simple but intriguing use
of touch in a social robot was
in a five-month study led by
Javier Movellan at the
University of California, San
Diego, in which a giggling Figure 6: Giggling QRIO
QRIO robot was eventually treated as a peer in a classroom of preschoolers.
One of the unique characteristics of the robot was that it had a tactile sensor
on its head and would start giggling when it was touched. According to
National Academy of Sciences paper [11] about the project, "The results
highlighted the particularly important role that haptic behaviors played in
the socialization process: (i) The introduction of a simple touch-based
contingency had a breakthrough effect in the development of social
behaviors toward the robot. (ii) As the study progressed, the distribution of
touch behaviors toward the robot converged to the distribution of touch
behaviors toward other peers. (iii) Touch, when integrated over a few
minutes, was a surprisingly good predictor of the ongoing quality of social
i n teraction."
This passage highlights the power of touch to both enable and provide
indication of social engagement. The giggling response in conjunction with
armbient roming behaviors, occasionally sittling down, and lying downi when
its batteries ran out that provided the fill impression of creat.ure-ness. In
contrast to many previous studies, the children did not become less engaged
with the robot over the course of the long-ternl study.
Further evi(lence of how much QRIOs programming changed the toddlers'
perception of the robot's sociability was reported in the New Scientist, "The
children also treated QRIO with more care and attention than a similar-
looking but inanimate robot Ihat the researchers called Robby, which acted
as a control in the exp)eriment. Once they had grown accustomed to QRIO.
they hugged it. much more than Robby, who also received far more rough
treatment.... Eventually, the children seemed to care about the robot's well
being. They helped it up when it fell, and played "care-taking" games with it
most commonly, when QRIO's batteries ran out of juice and it. lay down, a
toddler would come up and cover it with a blanket and say "night, night""
[12]. So simple an irnplernentation would be unlikely to have the same hold
over an adullll, butl a more cormplex systenm, such as the Iluggable, Ihat
incorporates sociable touch along with its otlher fleal.ures is moving in the
right. direction.
A related irnplemen tation explicitly crealed fror affective touch research is
the I lapticat, an expressive wizarded device thai could purr change ear
position and exhibit diflerent brealhing rates depending on tihe inleraction
mode of the study-participant, as observed b. a human on another side of a
part.ition [13]. The parlicipallts were asked to exhibi.t ten dilfferent actions,
including pet. tickle, poke, hug, and each behavior wouild elicilt a specific
response from the l laptical..
;Accordring to Ihe researchers, "It was parlicularly interesting to waltch Itheir
reactions the first tinle the I lapt.icat began to respond to their actions. Nearly
all exhibited slong positive reactions. One participantl began to laugh so
hard thal lears carme to her eyes, and she was unable to report her responses
until she took a shorl break to regain her composure. The vast majority of
part.icipants rermained gen uinely excited and engaged vwith tle I laptical
lduring the length o1l the st.iudy." They foun(d that their behavior mappings,
especially for pet-owners, mel user expectations for the responses they
would expect from. the I lapticat and fu rthermore, that, the participants
emotional responses were heightened when the |tapicat's actions matched
those expections.
The I laptical was a low-complexity implenlentation with somewhat arbitrary
response rmappings, but. what it lacks in autonomy is precisely the
innovation that this thesis implements, namely, a full body sensate skin that
can characterize and qualify different classes ol' touch without a human in
the loop.
In total, we see that even ini simple implementations, artificial touch-based
affective devices are capable of engaging its users and successfully
conmmunicating an emotional response.
III. Applications
There are many areas where a sensate bear be useful or beneficial.
Exanmples follov in hospitals, social disorders, education and long distance
comnlunication. The Iluggable project has begun development of several of
these already only lacking the full-body sensate skin.
Patient Diagnosis
I lelp diagnose patient condition by asking patient to show a doctor on the
bear where and how they feel or hurt. By tracking the location and intensity
of the touch one canl have a physical understanding of the patienls state that
is more precise and useful than simply a verbal description. This will be
usefull in bo.h traditional hospitals and psychiatry.
Social Learning and Behavioral Therapy
Rei nforce positive social behavior and treatments by encou raging respeclfirl
inleractlions wilh tlhe bear and discouraging hurling or misusinig the bear.
Teach children positive social habits early such that they can be.tter integrate
withll their peers. Can also be specifically Iargeted at children with social
disorders, such as aul.ism, who woulld particularly beniefit from the
instrucion and attl.ention of an intelligent social agent.
I)istance CommunicaLion
Give feedback to a person remotely operating the bear al)outl he
conimunication partner's local tactile response. We are already developing
techniques to remotely puppeteer the I luggable, but how should the user
pu p)lpeteering the bear receive Feedback about the interact ion?
Take the example of an aunt talki rig to her young niece. If the aunt was
remotely puppeteering the bear to communicate with the child, why not
have her wear a jacket. that translates the nieces touch gestures into
vibration patterns on the garment.. She could thus receive indications of
hugs, a.ten tional taps or affective states of her niece, thus closing the loop of
affective cornmmunication. This is particularly useful when interacting with
very young children, whose imastery of verbal cominmuinication has not yet
developed.
Hospitals: The Child-Robot-Nurse Triad
The bear may- better understand the child's emotional or physiological state
than the nurse, either because it is in constant. conmpany with the child or
because it is wirelessly away of patl.ient monitoring devices. An autistic child
may not show signs of anxiety on the outside, however, if tIhe bear can sense
the increased heartrate it can corrnmmunicate that heartbeat to the nurse
through and added vibro-tactile motor in its hand. Also, if it can sense a
seizure or other serious medical condition, it can contact the nurse over the
wireless network. Even playful situation where the robot can help explain a
niedical procedure coming up, or pretend to be taking a pill that the child
does not. want to take will aid hospital staff and help bridge the gap between
the adult and child world.
III. The Sensate Bear: Implementation and Studies
The Iluggable itself has already gone through several iterations and version
3.5 is currently under construction. Thus, these touch experiternts were
developed on a separate test-rig bear equipped exclusively with capacitive
touch sensors, joint poteenlionmeters, and a few fmodes of active response.
The sensor-boards were created in two st.andard sizes and installed more or
less uniformly over the bear surface for a total of 64 sensors.
The initial I luggable sensate skin design called for 1200 sensors of three
differentl types, however, this bear siniplifies the hardware and data
processing design, allowing for the characterization of" 1" what kind of local
touch is it (caress, poke, squeeze), 2) what the distribution of touch implies
about the symnbolic gesture being cornmlunicated l(hug, tickle, head pal.) and
3) w\hat Ihe affective content of that touch is (sad, angry, nervous, happy).
The idenlification o' salient locations was based on a behavioral sludy where
sulbjecls role-played social interaclions wvilth a leddylbear on videotape.
kMore chronologically, the general touch-behavior progression included:
1) Identiling natural and desired touch-based behaviors for the hear
I)elerrining what those behaviors are carne out of a conibination of pet
therapy and mother-infant interaction research as well as videotapes of users
interacting with the bear. That background will help determline the most.
salient areas on the bear, in other words, it will help determine which
regions should have the highest sensor density and which regions may not
require sensors for initial behavior categorization.
To get a quick cross-section of'likely touch interactions with the bear, I had
adult colleagues engage in a list of role-playing tasks with a standard
teddybear. The interactions were videotaped and gestures tagged. This
tagging helps quantify the ways people hold and interact witll the bear. A
more comprehensive analysis would compares and conltrasts sinmilar tactile
relations between parents and inlfants, people and pets. Instead, for
simplicity, I will use docu nlentat ion and everyday knowledge of how those
interactions occur to further inspire and characlerize the most important
kinds of touch and help the bear better understand and react to the ways in
which a hunian companion is likely to engage it.
2) Implementing the passive sensate test-bear, which will be used for data
collection and first pass touch characterization
The test-bear will not move on its own but. will have sensors distributed in a
non-uniform network over its surface than can record its interaction with
other people arid will have the same size and shape as the original bear. The
next version of the I luggable is also in development, thus the intention is to
have the skin Imodule research progress indepen dently until the later stages,
when they will join together.
Figuring ot. where the sensor distribut.ion is predicated by the saliency
analysis in part one arid intl.ended I.o give an idea of overall touch
interactions. The Iwo rlajor challenges here are the hardware itself and the
the real-time classifier.
3) Running user studvs to characterize touch gestures, interaction modes
and veril( svstem
There were Iwo studies, one with adulls and a slandard teddy bear anld the
second with children al(nd a sensate bear. In both cases the bear was passive,
Ihiough in the second Ithere was audio puppet.eering and an on screen
visualization. The former was used to deterrine initial sensor distribution
andl salient regions and tIhe second to verify tlhe utililty and( accepltance of the
syslem with clilldren. Both cases helped us better uilderst.and standard
i nteraclion modes with t.he bear under different. bear cond it ions.
III-A. Construction: A Robot with Full Body Sensate Touch
This section describes of the current Sensate Bear hardware and software.
Figure 7: Sensate Bear Electronics
It is intended to be both a functional description of the first instance of a
fiull body robotic skin developed for social touch, laying the groundwork for
future development, and also as a user guide to the current system.
Functional Overview
Within the bear, all communication and calibration takes place on a
centralized SomaticProcessing Board. This board takes in data from seven
Midplane Boards (there is capacity for eight), each of which is responsible for
outputting the signal from up to eight capacitive sensors on the surface of
the bear. Thus, there are currently 60 active Capacitive Touch Sensors
distributed over the surface of the foam bear, of which 56 are used.
There are two supplies required to power the electronics, 12V for the
capacitive sensing chip on each of the Midplane Boards and 5V for the
microcontroller and signal conditioning / calibration circuitry on the
Somatic Board. The microcontroller on the Somatic Board currently
streams data from all sensors to a computer using serial over USB, thus
connection is made with a USB cable.
Once on the computer, the Sensate Bear software, created with Microsoft
Robotic studio in C#, reads the associated COM port data, performing
thresholding, gesture recognition, and processing before displaying active
sensors and gesture classification on a locally hosted website visualization.
Physical Structure
In order to ensure proper sensor activation, it is important to install the
sensors close to the surface of the
bear. As a pilot study for the larger
Huggable project, the necessary form
factor was in the shape of the bear.
Thus, I constructed the foam such that
it would fit under the fir of the
commercial teddybear who was used in
the first. three Htuggable prototypes.
I also mirrored the Huggable rnechanics to allow joints at. each limb, foot
and at the neck, the foam pieces include head, torso, right and left legs,
arms and feet, as depicted in the diagram to the left.. In order to
accommodate electronics, the head and torso are hollow and made up of two
pieces, front and back.
Thus, after initial measurements and designing the sensor layout., I used a
hot-wire foam-cutter to rough out shape of each body section. I then used a
large raster and finally sandpaper to create edges, curves and liner shapes.
To hollow the inside, I used a half-inch drill-bit, also finishing the internal
surface with a small raster and sandpaper.
The inter-segrlent. connections have gone through a few iterations. The
front andl back head and torso pieces are connected with Velcro, as is the
head to the body, thlough the head is additionally held in place by the wide
ribbon cables connecting the head Midplanes to the centrally located
Somatic. Ultimately, neck, limb and feet joints should be equipped with
potentiometers or even servos in the case of the arms and head. So far, the
limbs are connected with loops of metal sculpture arid with loops of stiff
fabric and Velcro allowing for rmore natural bending. The natural flexibly of
tie loop construction reduces friction between segments, allowing for
smooth motion, while constraining the limits of its rotation and the wire
keeps the limbs from coming loose when the Velcro fails.
Power Supplies
The bear uses a twelve and five volt
supply. The former is to power the Figure 9: Power Supply
capacitive sensing chip and the latter to power the Somatic multiplexers,
operational amplifiers, Serial-over-USB chip and PIC 16F877A
microcontroller. The current implementation uses a power supply, but
could easily operate off portable batteries.
Power (P) consumption is calculated from the average currents (1) on each
supply, which are 70mA on the 5V supply and about 30mA on the 12V.
Thus, as P=IV, P - 0.07Anmps*5V 0.03Amps*12V - 4.6 Watts.
Sensor Electronics: Electrodes and Midplanes
The electronics architecture of the Sensate Bear is an adaptation of tile
circuitry developed by Dan Stiehl of the Personal Robots group. I worked
with undergrad Yi Wang to do the design, layout and construction of the
boards themselves. I was responsible for the overall architecture,
dimensions and much of the final construction, while her invaluable efforts
conIsisted Eagle layout, coordinaillg Nwith the man uracturer. WVe tested
calibralion circuitry together with Dan Stiehl's counsel.
4 diagranl showing tlhe nain elementts of the bear elect ronics connected
together follows below. It consists of a tree structiure with the Solatic
Processing Board at the root. The Sormatic has coinnectors for up) tIo eight
\Iidplane boards, which cati each iimanage eight Sensor boards.
Figure 10: Sensor, Midplane and Somatic Boards
The sensor boards have electrode plates onl both sides consisting of large
pads of copper anda connector. One side is signal ald( faces outward, tihe
other side is shield arnd faces inrward. The shield hlelps (direct, tle sensitiv ity
of the sensor to Ihe outside sulrface of the bear, amplifying the signal thereof
as w\ell as red uciilg the likelihood of sensor cross-triggerinlg aid ilnterlerence
fronm the electroiics onl the inside of the bear.
The Mlidplanes are dominated by a capacitive sensing IC with internal eight,-
channel riluxing as well as a shield and sensing signals which set the
oscillation of the respective sensor board electrodes. "Signal" and "shield"
are always active for all channels but which channel is processed alld
iransnlil.ted to the nmidplane is set. by a three bit control signal, indexed at.
one, fIromi the Somatic. So that means 001 is channel 0, 010 is chatnnel I,
01 1 is channel 2 and so forth.
To prevent confiision, inote that inactive (no touch) signals are high and
active (touch ) signals are low. The sh ieldsignal usually centers around 3.8V
and the sensing signal usually centers around 4.2V.
Capacitive Sensing Circuitry I)ebugging
I" I~fhe sensing signal is not coming through as expected, there are are a set of
tests thai. have almost always found the culprit.. If anly of the items below do
iot check outl, corntiinuity test conjnectors, correct nux signals anrd verify
there are no shorts on the mrnidplane or sensor board, particularly between
and shield and electrode signal.
Midplane Signal Debugging Checklis:
1. 12V supply
2. CG'round (Coilnectio n
3. Correct Electlrode Channel Selected
4. Electrode centered -4V
5. Shield centered --5V
The signal from the sensing electrode travels to the Miplane board and then
to the Somatic Processing Board before amplification. To prevent
interference and signal loss, it is important that the signals be processed as
close to the sensor as possible. More details in Dan Stiehl's Sensate skiln
Thesis.
The Somatic Processing Board
The Somatic is responsible for communications and managing the signals
and power for the whole bear. A
diagram labeling the sub-sections on the
somatic is shown below. Section A
Contains the serial-over-USB circuitry,
chip and mini-USB connector.
Section B shows four of the six
indicator LEDs. The three green
indicator LEDs correspond to 5V, 12V
and -5V in, the last useful when using
Figure 11: Somatic Subsections an unregulated supply, as it indicates the
level going into the voltage regulator (unused currently). The three red
LE)s represent the three bits of the current midplane multiplexer signal.
Normnally Ih.le flickering of all but the third will be too fast for thle eye to see.
Section C contains the rniplane connectors.
Section i) is the PIC 16F877A nlicrocontroller and related circuit.r~.
Section E conlains the calibration circuitry (see next sectioni).
Section F contains thirteen connectors for the joint. potentiometers.
Currently unused but (inctional.
Thle opposite side of the board has the signal multiplexers and operational
amplifiers as well as some of the adlditional passive componelnts nIeeded by
the sections detailed above.
Signal Calibration on the Somatic
T'he original signal will only have a 5-30 millivolt flucl.tuation through ihe
flr, so if we want to use 5he sensors with calibralion circuitry, we niust
I
Amplify Threshold Amplify Threshold Amplify &
Low Pass
Figure 12: Signal Calibration
I
amplify and process the seignal. The calibration circuity implemented on
this somatic consists of the following stages, all of which can be jumpered
and reconfigered if only a subset is required or for debugging purposes.
The input comes from the midplane and the output goes to the touch sensor
A/D input pin on the microcontroller.
Connector Construction
In search of more resiliant connectors that could be
rapidly unplugged and plugged in without concern
for wires breaking (a departure from previous
implementations), I elected to use Tico MTA-50
headers and connectors.
I I We used three wire connectors for the
Figure 13: Connector potentiometers, two wire connectors for the
power, seven wire connectors for the midplane to somatic, and
modified two-wire connectors for the touch sensing.
After several trials, I believe to have found an almost unbreakable technique
for ensuring everything stays together, by applying epoxy to the cable
tension caps before pressfitting the ribboncable wire onto the connector.
The technique became particularly tricky for the
Capacitive Sensing single wires, because they need to be shielded with
signal running down the inside and shield connected to the shield. Thus
one must first connect tapered two-wire ribbon cable to the shielded cable,
where the longer lead goes to ground and the shorter to the internal signal
(this configuration reduces the likelyhood of accidental shorting). After one
does this on both sides, keeping the connector alegs)) facing down in the
direction of the wire (see diagram), one can proceed as normally with the
final epoxy and pressfitting.
III-B. Salient Touch Gestures: A Behavioral Study
This study was designed to
ballpark and begin
characterization of tactile
interactions that people
have when playing with a
teddybear, particularly, a
teddybear that can interact
with its users. It was
intended to give an initial I 
.
Figure 14: Benavioral Study
t j
estimate of important gestures rather than a rigorous analysis of all gestures,
as behavior toward the bear is likely to vary as its designs and interactive
capabilities evolve.
Experiments used a traditional teddybear in role-playing sitluations, withi
participants who were f'amiliar with the idea of the Huggable and some of
the goals of having a robotic teddybear. While some might question the
idea of using parlicipant.s with a knowledge of the subject, our participanits
exposure to the concept of a robotic teddybear may have predisposed theml
to adapt more readily to having an engaged two-way interaction (at least. inl
role-play) wil.h . eddybear.
It would also be beneficial to conduct a similar study with children to
evaluate lthe potential differences andl overlap between adult and children
populations in this context, which was one of the motivations of thie pilotl
describe(d in seclion Ill-I).
Procedure of Behavioral Study
The bear used was the same bear mnodel that was used for the fur of the
original Huggable. Each participant interacted with the bear individually
and on videotape and the clips were later evaluated to ident ily touch
gestures, contextual intenlions, related regions and significan t/insignificant.
areas. There were 7 si.t.ing part.icipants and 1 standing.
The protocol of the experiment was as follows:
1) lave parlicipant sit or stand in place and begin videoig
2) Study conductor hands participant the bear, prompted to say hello
3) Corlducl.or runs through a list, telling participan.t how the bear is
feeling or what the bear wants to do, occasionally 'pu ppeteering' the
hear's verbal reaction.
4) Conductor concludes experimient., asks participant for furlther
suggest,ions about. modes ol interaction.
The worksheetl used by the conductor or this experinment is in Appendix A..
The processing procedure was as follows:
1) Watch each participant video-clip i ndividually with audio off
2) Segment data inlo a list of touch gestures
3) Categorize touch t-ype by it.s context,ual intention, this step is based on
the coder's behavioral analysis, necessarily subjective
4) Map each touch-gesture to locations on bear, dlraw related region on
sketch of bear with numerical label and category depe.nellnt color
5) Look for patterns of regional touch types and intentions
6) From above, infer both the most and least significant parts of the bear
in terms of skin sensor layout and density
Behavioral Study Results
After observation. I classified contextual intentions into the following
categories:
1. Affectionate Touch (head patting, hugging)
2. Manipulated Touch (nioving, positioning or suipporting the bear)
3. Puppeteering, in which the user puppels a socially relevant bear response
4. Attentional Touch (poking or slapping to get the bears attention, pointing
bear arm)
5. Playful Touch (tickling, scratching back)
Gender# Affectionate -lanipulated Puppeteered At tentional Playful
Femnale 1 4 (31%) 4 (31%) 3 (23%) 0 (0% 2 (13%)
Male 1 2 (22%) 2 (22%) 3 (33%) 1 (1 1%) 1 (11%)
Female 2 10 (42%) 5 (21%) 5 (21%) 2 (8%) 2 (8%)
Fen-tale 3 (17%) 6 (330/%) 6 (33%) 0 (0%) 3 (17%)
Male 2 3 (18%) 5 (24%) 4 (24%) 1 (6%) 4 (24%)
Fernale 4 4 (27%) 5 (33%) 2 (13%) 1 (7%) 3 (20%)
Male 3* 2 (10%) 8 (38%) 7 (33%) o (0%) 4 (19%)
Totals 28 (24%) 35 (30%) 30 (26%) 5 (4%) 19 (16%)
*parlicipanl. standing rather than sitting
The category with the lowest score, attentional touch, diverged( from a
higher expected value, riost likely because the definition of the category (lid
not correspolnd to the size arid context of the bear. Parlicipants usually held
the )ear facing in Ithe direction of the object or area of interest in
combination with poinling, physically movilng the bear when they wanted it
to look at something else. As the bear was already in their arnis, the need to
do sormetling like tappling the bear's shoulder for attention was 10ot
necessary, tlhouglh (lifferentl behavior would probably be Iound for a
freest.anding roIbot..
There were not enough participant.s to ensLure statistically significant results,
1)u11. it is interestilng to note tha Ithe st.rongest divergences of gender (see
table below) were in the categories of A flectionate Touch with anl average
score of 29% fenmale versus 1.7% male and iPuppeteered Touch, wilth 23%
versus 30%.
Gender Affectionate NiManipulated Puppeteered Attentional Playful
I'erale (29%) (30%) (23%) (4%) (15%)
M ale (1 7%) (28%) (30%) (6%) (18%)
Manipulations of the bear included hugging, rocking, tossing in the air,
waving its hands at itself or olher people, holding with one arm
sideways/front/out., dancing the bear while holding its paws and laying the
bear across their laps.
Over the approximnately five minute interactions, seven (four female and
three male) participants initiated betweel 20-50 distinguishable touch
gestures toward the bear.
.All participants completed the full set of situational exercises. The bear was
in physical contact with all participants at. least 95% of the tile, I.hough
there was no prompting in that. regard. Six out of the seven treated the bear
like a social creature throughoul the experiment, positioning and
manipulating the bear in orientations standard for babies and( living
creatures, the only exceptioni being one participant that tried to tie the bear
into a knot. Seven out of seven made eye contact witlh and talked to the
bear.
The range of interactions was of course limited by the role-playing situations
and si tting/stan(ling position, of the participalnlt. In lonig-term relations with
the bear, we would probably also begin to see ways in which users lactilely
expressed anger/punishment and acknowledgement/e.ncou ragemen t.
Relevant region sizes ranged from approximately 2x2" in a head pat to a
three siniultaneous regions in a hug corresponding to the two hands or arms
of the participant and the forward contact between the human and bear.
Touch duration and migration were one the order of 2-5seconds and 5"
respectively.
Significant regions began to converge from one participant to the next
surprisingly quickly, as can be seen by the following example diagrams.
As can be seen above, the highest density touch-locations were the sides and
underarms, the top of the head and tie shoulders and arms. Regions
touched less often in this study included the back, feet and face of the bear.
A shortcoming of these experiements was that all subjects were adults.
Children, the main target audience of the Huggable, may or may not have
similar touching patterns.
However, it provides a good
first estimate, especially in
regard to necessary sensor
density.
Behavioral Study
Conclusions
The minimum sensor size
Figure 15: Sensor Density and Size
needed to capture the locational content of touch gestures is 2x2", although
higher sensor resolution xwould allow differences in types of toulch "e.g.
poke, scratcll, pel) to be iimore accurately (distinguished.
Thie minimumnl query rate for detecting unique touch gestuires on the basis of
their locational distribultion xvould be 1 second, alloxxing transilion delect ion
all(d error checking, lhoulgh behavioral touch w ill usualli require up to 3
seconds for contfirnmation.
Sensor la mout ust ade(lquael, cover the identified significant regions. A
test of one senlsor layout scheme oil the 3-1) bear using setnsor-sized paper
rectangles taped to the surface of the tmodel bear catn be seen oil thle left..
III-C. Touch Gesture Recognition Design
In this section, I present the lesignll of lthe clrrent and flllutre bear as regards
gesture recogition. The fitial stud(ly ilncluded a hear equilpp)e(d xxith anl array
of 58 capacitive setnsors Ihat perform palttern recognition to eletect symbolic
gestures and (differentiate touch subl) pes. Gesture distribultiotls w\ere
characterized using Bayesian nets (thal should ultimatelY use a smoothed
C(aussian seiisor region rmodel though not inicluded ill the current st ui(d in
the interesled of faster classificationl). TIpes of local touch are tlien
recognlized iising the Nearest. Neiglhbors technique.
I also overview the next important steps in furthering and improving the
gesture recognition design. Once we have a bear that can recognize a fixed
set of symrbolic gestures, %we should add a variables estimating affective
content. (angry, bored, content) and appropriateness (gentle, rough) of the
tourch to better predict what the user behavior is at any one mnornent. By
tracking series of geslures, the bear could estimate what is a user's current
interaction mode (i.e. mood and action-plan). These characteristic gesture
sequences are used to create an I1MMN1 nmodel of user interaction mode given
a specified user-bear task of liniled durat ion.
In designing a test exercise that challenged a subject to moderate their
physical and expressive actions toward the bear, it will be necessary to run
through and verify the validity of each of the touch behavior recognition
slibsteps, though additional high-level testing, a more autonomous bear and
meetilngs wilht real-life applications and Itheir professionals. One example
would be working with behavioral therapists to create a useful systemn of
tasks and interaction t.o help an autistic child learn and reinforce particular
social behaviors.
Touch Sstem Overview
This project makes use a touch gesture recognition model to classify human
behaviors and interaction modes, where behaviors are of shorter duration
and interaction modes characterize the recent history of behaviors. In a
typical pattern recognition systern, as p)resented in the Duda et al textbook
Pattern Classification, one follows the following sequence: Sensing,
Segmentation and (Crouping, Feature Extraction, Classification, Post
Processing.
In this case, the sensing is an array of 58 capacitive sensors spread over Ihe
surface of a foamn teddybear, there is segmentation of the data at each time
step (running at 3.4 lz), feature extraction is dependent on the
gestu re/parameter class, and their extracted features map into oulr behavioral
classification. Post processing allows us to evaluate arid improve the systemn
derived thereof.
Sensors
Figure 16: Touch-Gesture Recognition Flow Chart
After coming Iup with the overall system, the training and evaluaLion of the
models involves: l)ata Collection, Feature Choice, Model Choice, Training,
Evaluation, and consideration of Computational Complexity. In ad(dition to
the training on individual gesture and paarametric subtypes, this project
evaluated the system function through a rescue scenario test evaluation, in
which other students in the class were invited to run throiugh a simulated
behavioral theralpy role-play scenario.
Optimizing Computation Time and Attention
In a system with so many sources of sensor input, it is important to manage
data in a manner that is efficient, discarding extraneous details andi focusing
on the features with the highest potential relevance. Running a gesture
through a regional mapping filters to see if it corresponds to a touch
behavior that the bear can recognize is a useful stralteg to minimize that
computational overload.
O()ur focus is social comm unication, thus the bear is set to pay attention to
symbolic social gesture distributionis exclusively. Once the d ist ribution is
classified as havinig reasonable probability, that hypothesis can be
strength ened by the addition of supporting local gesture subtypes.
Compute the easiest computations first, Ihen refine as neededl or the task at
hand, evaluating tlhe
probability distribution
for conlvergence before
deciding to take any
further refinementi steps.
Symbolic Gesture
I)istributions
ITypical symbolic gestures
included: hugs, head-
pats, tickle, shake awake,
attentional tapping, pel.ting, hand shake, holding hands. Activationl diagrams
representirig a subset of these behavioral gestures follow below:
The bear learns the associated distributions
by using a Bayes classifier [14], which generalizes a probability distribution
foIr a current feature based on the history ofr touch gestu res.
p(y, z10) p(ytz, O)p(zlO)
p(zly, 0) = p(yl0) f p(y 2,0)p(0)d
Thllen itl can use that posterior to make probabilistic inferences about the
I'ulure. One can use Expectalion-Maximizat.ion algorithmn to learn/improve
parameters.
Sociable vs. Procedural Touch
1lumrans often use touch as a mode of social and affective corniirluication. A
social robot needs to distinguish functional from communicative touch. In
general, human to robot touch spans the categories: Manipulation,
Pulppelteering, Aultentional, Symbolic. In particular, there are symbolic
gestures, which have widely used symbolic significance such as hugs or
attentional taps on the shoulder. These gestures are characterized by typical
regional distributions, within which particular touch subtypes are present,
and have standard durationl ranges.
By doing a short behavioral study in which fellow labmnates were invited to
run through a series of activities with a traditional teddy bear, such as sayi rig
hello, waking the bear up, comforting it when it was sad, showing it arournd
the room, I identified a starting set of inmportant behavioral gestures.
Within these gestures were thle categories: fuinctional (picking up,
supporting or repositioning bear), pu ppeteering (manipuLlating the bear such
that it responds in socially appropriate ways), and snibolic, with which you
are already familiar.
ILocal Gestures: ClassifIing Subtypes
The recognition of local gestu res, or touch subypes, combines segmenting
data at each timiestep with tihe knowledge of previous time sequences such
that they update current, hypothesis based on the last several seconds. The
features used to distinguish these behaviors include amplitude, fr-equency
spectrum, base frequency and duration of the signal at each sensor.
The challenge of classifying time dependent gestures is making thern real
time, thus I was willing to, sacrifice 'perfect characterization' for reasonable
but realtime accuracy. Typical local gesture signals are shown below.
Drdln
Classified subtypes included: Tickle, Poke, Pet, Hold, No Touch
As shown in the following lable, different local touch subtypes have
distinguishable characteristics that the robot can use to differentiate
between thern in real lime. The data below was taken fromrn direct
experimentation with a signal sensor.
TICKLE POKE PET HOLD NO
TOUCIH
Peak Almplitude 60% >30% 100% 100% 0%
Base Freq 5-101lz 1ltz / O0hz 0.5-2Htz 01Hz OHz
Freq Spectrumni High noise Blip Low Noise No Noise No Noise
Duration 3-20 see 1 see >4sec >4see n/a
An additional challenge in lhe true system, however, is that individual
sensor signals are queried at a lower resolution. Because the capacitive
sensing nmux requires time to acquire signal after switching channels, all
sensors are queried in turn with a 5 millisecond delay in between each one.
Thus the true data rate is (58 sensors) x (.005 seconds) - 0.29 sec or 3.4 l1z,
which will eliminate sorme of the higher frequency information, by the
Nyquist rate, to a maximum of about 7 Hz. This has the risk, in particular
cases of high frequency tickle of being misclassified as constant touch.
In any case, the specific pattern recognition technique used in this section
was nearest neighbors, in which the signal was processed into feature
values, which are then classified by into its closest fit toucll subtype. Particle
filtering would also be well-suited to this domain.
In Psuedocode:
\ti each tirnestep
If' (amplitude < 3'0%~
set _current class = NoTouch
EIse{
Inicre ent .duration;
If (duration . '3 sec.(
set culrrent_class = Poke;
Else(
UIpdate baseFreq. noisel.evel:
relvar = Alpha x baseFreql i Beta x noiseLexel
If (ref var -.- tickle_cutoff;
set_current_class = Tickle;
else if (refvar :- petlcutof
set current. class = Pet;
else t
stl currenlltclass = Hold:
Blobbing Gestures: Geometrical Extensions
To learn new symbolic touch gestures or follow a touch that spans uniltiple
sensors in time and/or space independently, the robot needs a way of
abstracting away th e point sensor information so that it can group
contiguous touch over a region.
In order to do so, we must first introduce a geometric representation of the
individual sensors for the bear. To simplify calculations in a world where I
already had a visualization for tie bear, I chose to do the calculations in a
simplified 3 dimensions. Thus the z-coordinlate simnply represents front (0)
or back (1) and x,y are the coordinates of the sensor location withinl the
visualization.
Exarmiples:
2,3, 0) bottom left foot
(6, 12, 0) right eye
(9, 8 , 0) right hand
y-a)s
x-axis
The back view of tie bear, although not shown, shares the same x-y
coordinate systern as the front thus the bear can cognitively relate gestures
that encircle the midsection of the bear or
wraparound from the front to the back of
the head.
The inclusion of geometry allows
blobbing of touch over several sensors by
giving each sensor signal a Gaussian
locational mapping. This improves the
1 .' I
robotFigure 18: Gaussian Sensorson ecase, st
overlapping regions of the same kind of 
Figure 18: Gaussian Sensors
touch can be cognitively grouped together and, second, traveling gestures
can be tracked from one sensor to the next.
Code sensor to center location ([t), then use Gaussian to smooth sensor
transitions, acting as a low pass filter. The overlap and frequency range is
set by assigning the two board-types (small sensor and large sensor)
respective standard deviations.
A Gaussian representation is desirable and convenient as it maximizes
information entropy, smoothes the signal, and has the convenient property
that the sum of Gaussians is Gaussian, thus a signal of one or several sensors
is represented in the same way.
For mnoderate overlapping, where the half'-width is 2" for the larger sensor
and 1" for the small the bear uses o_smnall - 0.85, o_big - 1.7, derived from
the expression a = x / (-2 i,(0.5))^ -0.5
TIihus the regional distribultion represenlaltion of symbolic gestures cani he
improved to a conullillols blob of varying density, correspolldinIg to poilnt
relevance. It is a higher dimension model and closer to truth Ithen the
sinmple point locaion sensor values.
In cases where one sensor nalfinmclios, a filrther properlt of sampled
Gaussians is one can inlterpolate what the signal should be, as follows: the
continuous distribulion along a line fromn x to y is given by convolxving the
Gaussians at x and y. The result of that convolutlion is:
.27( (7.
The robot could also make use of such a calculation to diagnose the
likelihood of sensor failure or evaluate when a new high-interest signal
differentiates significantly from the current baseline behavior.
Behavioral/AflTective Parameters
Some of the most important, simple and subtle features of this system
involve updating the qualitative behavioral and affective parameters for an
action. This can be the most critical component to the bear understanding
the social/affective meaning of the touch. While a hug is most often a
friendly gesture, it never happens the same way twice; it can be affectionate
or cursory, tentative or burly.
An illustration of'how these parameters can change the meaning a gesture
can be conveyed through the Affect-
Affect - Intensity Grid
friendly Intensity graph below. Intensity
corresponds to the x-axis of the grid
and can run from soft to strong.
soft strong
Affect runs on the y-axis and spans
friendly to aggressive. Let us denote
aggressive the ( x, y ) intensity-affect coordinates
Figure 19: Affect - Intensity Grid of a gesture as that gesture's valence.
In the case of a punch with a valence of bubble one, the aggressive gestu re
coupled willth the soft intensilty could cause the bear to inlerpret. the gesture
as mnore playful than angry, and help the bear characterize le current
behavior as rough-housing, or perhaps attentional.
As for the remnaining examples, bubble two represent.s the neutral signal
without any additlional inlformation fronm the behavioral/affective e paraneter.
Of high intensity and rnoderate affection, bubble three could be a hug froml
a child greeting the bear after a sl.ressf'ul dentlist's appointlment, looking for
comiforlt but tnol yet playful. Finally, Iubble four is a clearly inappropriate
and unfriendl gesture in a world where the bear is a kind agent., and ihis
w.ould be an example of a gesture the bear would discourage the child from
doing again.
Encoding Gesture Valence
In this projecl., the bear encodes these paramleters based on lthe following
five illustrative characteristics: low-level features include gesture duralion,
average gesture ampliude, and affective signalure w ith relevant high-level
f'eatlires being Iradiio.nal gesure associations and( response to feedback.
Intensity is more easily calculated than affect as one can derive it directly
from sensor amplitude and duration of gesture. Incorporation of a galvanic
sensor that measures the arousal level (intensity of emotion) could more
directly measure the cognitive investment the user feels in conjunction with
a particular action. Frustration, anger, and gleefulness can all result in
similar measurements on the galvanic sensor intensity scale.
Until then, the robot can assess the same measure using signal amplitude
and gesture duration. To do that, parameterize each symbolic gesture with a
corresponding amplitude coefficient (q) and decay rate (p) as depicted
below, where I is intensity, A is amplitude, D is duration.
Intensity as a Function of Amplitude and Duration
I= qA-e-pD
Duration
Figure 20: Gesture Intensity over Time
a long duration signal, and for sufficiently
still reduces to a line.
The scaled amplitude sets the
maximum value of the intensity
function and longer durations
increase the bear's assessment
of gesture intensity. The reason
I chose this representation over
linear mapping is that I wanted
the signal to converge even for
small decay rates, the equation
To enlcode whether the action is fi'iendly or aggressive, the use of afreclive
signature' wo 1ld be a useful extension to Ilis project. ( nifortl:nalelY it
re(qu ires dlevelopmlen I of il(el)enlent characterization i il'rastructu re alnd
tr'ainig lthal wVas outside of the scope of this pro(ject. The concept conmes
from, Ros P'icar't's book .j cive (Compuing- [153 in wIich experimlienls have
showNii that even somllethling as simple as a twoN axis pressurle sensor call
reliab)lN c('Olmllnllicate and characterize tIhe eliotiolial state of the iser that is
Iolching it b I.he signial patterll i leaves. There are ph lisiological reasolls
wiN thlat xwouild halpp)eii as emioliis cliaiinge or respolise 'limes and(1
attention. I lowever, its applicationdsfor this conlex renlail to 1)e explored
anid develop)e(l.
I lstead, here I relY oln tradil iolial snrllbolic gesture associations as well as
whether the uisers actions are ill accordanlce or conflict \ill tlihe b ar's
Ieedbllack. For exaimple il the bear asks solmeotie to i)lease slop) tickling hliin
all itls req(luess are loilsistelllN igilor'e(d w hat started olut as a frierndll
gesturlle (cani later 1e characlerized( as anll muis ipallielic or aggr'essive gestilre.
.)pon illiializatioln, I tug is ver.' posilie, I ea pa, PeI)lling aindl Tickle are
positive, Pokes and atteitiolial gesll'res are af'fec(ivel Nieeutlral, aId Slaps
andl I lits are negati.e.
This could be extended to slight negative associations with sensitive regions
of the bear, such as around its eye carmeras or mouth in case we want.ed to
protect the sensory apparatus of the bear.
Bear Feedback
For the hear's own safety and to serve as a useful tool in behavioral therapy,
the bear must be able t.o give feedback to its user. As a passive sensate bear,
this bear's expressive niodes are limited to verbal audio response and
computer rnediated expression of affective reactioll.
in these first experi ments, tilhe ear itself is aud io-puppeteered, thatl is, a
hunan speaks and listens through the 'mouth' (speaker) and 'ears'
(microphones) on the bear, using a visuialization/characterization of current
touch arlnd a video-relayed image of the interaction t.o understand suihject
behavior and decide on the appropriate hear response. In tlhis section, we
will refer to the human speaking through the bear as the remote-operalor and(
the humlan interacting directly wilh thle bear as the user.
The bear is also capable of giving feedback by communicating its affective
reaction using emoticon representations, both locally and for (or by) the
remote operator.
Figure 21: Bear Emoticons
In this way, both ends can bettler understand the bear's current state and its
reaction to the user actions. In a semi-autonomous puppeteering mode, the
remote operator can use the bear's affective assessment of the interaction
before deciding on what his or her next manipulation/vocalization should
be.
That operator could also send an emoticon to the user directly, thus
puppeteering the affective expression. For example, to discourage a
particular mode of interaction the bear would first express surprise or
ambivalence, but if the interaction mode continued, the bear would shift to
anger or sadness depending on the user's gesture sequence and response.
Ultimately, for use in the real world, a behavioral therapy bear would decide
on its verbal miand affective response autonomously.
Summary
In my system, there are several independent feature to state mappings fronm
the sensors:
1) bodywide = symbolic gesture distribution
2) local sensor - gesture subtype
3) sensor input - affective signature / valence
After nmapping these combined gestures and parameters to user behavior the
bear can begin to model human behavior using Hidden Markov Models of
relevant user stales. In training, the bear can use previous behavior
sequences to improve the current behavior estimate such that. the bear can
provides appropriate feedback when (and only when) needed.
III-D. Software Implementation for Real-Time Recognition
In addition to the physical and electrical design of the Sensate Bear, I also
worked with Rob Toscano to create a software interface in Microsoft. Robotic
Studio. An overview of' its function: when started, it loads and initializes a
model of the bear sensor layout and activations as well as significant
gestures. Next it reads and parses the sensor data streamning in fronl the
serial over UISB connection. Then it translates that data into state mappings
for the sensor and gesture objects. Finally, it displays this informnation in
the formi of a locally hosted website that visualized the bear's currently active
sensors and gestures. Rob created the bulk of the code, adapting the
website display from a related I luggable program, while I did the
configuration tables, visualization drawings, communications protocol with
the nI icrocontroller, gesture classifications and processing.
Sensor Mappings
A configuration file helps the programi translate the incoming signal
activation levels to sensor locations on the bear visualization. The
mappings, showni in diagramn below, are set in an config.xml document.
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Figure 22: Sensor Mappings for Visualization
Comn munications Protocol
The microcontroller is set to stream all skin sensor data, in order, as set by
the three-byte sensor ID. The sensor ID is the concatenation of body
section value (zero for all sensors), midplane value (can take values 0-7), and
sensor channel (0-7), with a byte dedicated to each value.
This format. was selected because it is easily expandable to fiture sensate
skin iterations for the Huggable and does not have a preset number of
sensors, midplanes and body regions.
An easier-to-read (using sensor number rather than true sensor II) value)
sample stream might be:
I)ATA 0 820 1 820 2 790 3 790.... 56 820 57 820 STOP
Where sensors 0, 1, 56 and 57 had values of 820 or fou.r volts and were
inactive and sensors 2 and 3 had valuse of 79(0 and were being touched.
To communicate sensor value, each sensor has a corresponding ten-bit
number where the highest value '1024) corresponds to 5V and the lowest (0)
corresponds OV. There are also start and stop keys. 'DATA' begins the
stream, and 'STOP' finishes it.
Visualization I)isplay
When the incoming sensor signal value is above a certain threshold, lthe
corresponding sensor (displayed in pink) appears on the web interface.
There is a constanl bear backgroulnd and then drawing of each sensor with a
transparent background. Thus when triggered, the display overlays all
aclive sensor. This sidesteps the need to store sensor location
transf'oriat.ions in another part of the program. To further speed ref'resh
al(nd display time, new information is only sent to the website model to turn
on and off individual images, rallher than reproducing informnation about
elementls Ithat are already Ithere.
(G.esure Recognition
At. each cycle (every tirne tlie progranl reads 'STOP'). t.he currenl actl.ival.iori
palttern updaltes its gesture hypollhesis. If' active, screen Iext will label any
aclive gest.ure, as in, for examplle, the 'lieadpat' below.
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Figure 23: Bear Classifying a Headpat
Labeled interactions for the end study were headpat, hug, tickle, and
footrub. The algorithms for each consisted of the adult-observed locational
distributions (human pattern recognition) where the minimum number of
sensor activations and any additional conditions were met.
Headpat: at least one of the three sensors active
Hug: both sides (of six front, four back) and at least three sensors active
Tickle: not Hug, at least two active of four sensors active
Footrub: at least. one of two sensors active
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Multiple gestures (with the exception of Hug superceding Tickle) can be
active at any one lime. These classifications were consistant with the inilial
behavioral study and represented the most used expressive gestures thereinl.
Local Subgestures
To betl.ter process touch types such as poke, tickle, hold and stroke, I added
a variable to Rob's sensor class thal can slore the lasl. several cycles of values
for its activation level. Ising Ihat hIislory, we carl calculate the relevant
I'eatuire values, peak amnplit.ude, base frequency, frequency spectrturn and
durat ion, as oullined in Ihe gesture recognition design section.
The peak amplilude is the mraximuni value ini the set, base frequency can be
calculat.ed from lowest. freq uiency value in the Fourier Transform, frequency
spect.rumn is the band over which the values are within Iwo standard
deviations from the maximum, and duration is increrlentlled for each cycle
over which a siibgesture classification has been the sanme, resetting for each
new gest-ure.
An interesting test would quantify tihe efficay of full spect.rumn readings, as
the simple on-off activalion palttern is sufficient. to distinguish gesture
subltypes. This would provide an additional simplification, sidestepping
complex calibration rout.ines in the interest o fast. and efficient. processing.
III-D. Utility and Acceptance: A Pilot Study with Children
To evaluate and gather further inforrnation for the my sensate robot
architecture, I invited eleven children to participate in a study with the
foamn sensate bear. All were under the age of twelve. None hesitated to
engage with the bear and their touch, though sometimes shy, was similar to
how they would treat a real creature, involving all surfaces of the bear.
The purpose of Ithe stuldy was to evaluate the utility and effectiveness of the
Sensate bear, and answer the following questions:
(1) would children be willing to play with the bear?
(2) how wotIld they interact the hear, what was their level of engagement?
(3) did touch play a key role in their expressiveness?
(4) did die bear have the ability to sense the child?
(5) were its programmed gestures effective?
(6 ) how did seeing the hear recognize gestures change the child's
relationship with the bear?
(7) what additional gestures is it important for the iear to understand?
The study was approved by the MIT Committee on the Lse of lumans as
Experimental Subects. I was the study conductor and Angela Chang was
the bear's audio-pup)peteer.
Study Procedure
Study variable inclluded: presence of aud io-puppeteering, visibility of sensor
activalions, dural.ion of interaction. We also I.racked the number ofchildren
in the room, gender anld age.
Evaltiation variables included: eyecontact (bear, st.udy conduclor,
visualizal.ion, parenlts), initialion of new Iouch gestures, position of lear
(lap, table, in arms), verbal interview of reactions
The bear itself had 58 active sensors, it.s signals were un-amnplified, a lirne-
stamnped recording of all sensor (ala exist for all tinles when the
visualization was active. Study fliers can be fround in Appendix B.
I pon tI.e child's arrival the sl.tudy conduclor would follow these steps:
1. Give PIarticipants a 5-mirninte Tour of Iersonal Robots
2. Ask Parent to Fill out COH IES Consent form(s)
3. Invite Fanmily to Study Room (rny office)
4. Introduce bear, greet.ings
5. Pass bear to participant [6 through 10 in any oroder]
6. Left from Right
7. Learning Gestures: Ilug, I)at.. Tickle, Footrub
8. Open play / discussion
9. Ask Participant to tell bear a sto'
10. Ask Participat whal they would like do with bear
11. Bear a(nd Partici pan say goodb ye
12. Give Participant Huggable Sticker
*video inlerview (nd video re/ease/brmn f )lowed /orJsfirt three partlicipants
There \ere varialionls in the order of the above (articularly in interaction
evaltiation steps 6-10). Step six xas an exercise in whlich the child was asked
to help bear learn its left firon its right. Step seven lested pre-p)rogranrnled
gestures, though sorne characterizations were discovered bx the childl before
this step. Inl step eight, open iplax
, tlle childlren ailnd )ear engaged each oilier
or parents and childrein asked queslions about the projecti in non-scripled
ways. Step ine wvoil h ae been more effecltive if there was a sp)ecific slor
or storybook the child could have read to lthe bear, because riost did inot
ninmediately haa\e a story come to mind. Step ten was ai open iquestion to
the child.
Chart of Study Participants
:# Age Gender Company
1 10 V]ale I1
2 4 Female 1
3 11 Fernale 0
4 5 Male i 1
5 10 Fernale 11
6 7 \lale 0
7 11 Nale 0
8 9 Male +2
9 8 Mlale 2
10 10 Fernale 12
11 4 Male 0
The sensor data files (c://SkinLogs) can be played back in software for later
processing. To do that rmodify the Skin Sensor.state.xml file.
Change Ithe "ImplementationTyvpe" from "Serial" to "LogFile", and make
sure Ihe "Pat 'loPlaybackl'ile" element has the right patlh.
Sensate Bear Study Results
C/,assfictions evalutjed: Tickle, Ilead-pat., Foot-ru)b, I lug. I Iead-pat. andl
Foot-rulb were co.nsistent..ly identified through all users. Ilug was sometinmes
identified, butl using the unamplified signal meant that the sensors didl ot
del.ect conl.act with clothing. Iooking at the video of what the physical
contact locations were, that. classification would probably be accurate with
calibration. Tickle did not. have a consistent localional distribution, with
subjects 'tickling' feet, stomach and neck in addit.ion to the more common
adult rnapping of tickle to the underarmn and side regions.
Summary ofadditional/symbolic g'eslures that the cildlren expected th.le bear to
understand: I land-shake, Belly-tickle, Back-scratlch, Foot-tickle, Shake-
awake, Co-l.o-sleep, I,ay-to-sil. Feeding, Rocking.
Hland-shake: grasp bot.om/mniddle arm sensors and move arm up and down.
Belly-tickle: tickle sub-gesture over protruding midsection of belly
Foot-tickle: tickle stul)-gesttlre on bottomr of foot
Shake-awake: grasp shoulders or nlidsection alld shake hear
Go-to-Sleep: piit bear in laying down positioni to go to sleep (children
suggested also indicating naplirne to the bear by covering ii mhilt a blanketl
La\-to-sit: another methlod several children used to wake the hear \as
nmoving it from a lying dlowil to sitting positiotn
Feeding: pultting plaN food in the hear's nioulth
Rocking: cradle or hold hear NNilth planar horizontal rIotatioIl
Be(r Positionls (fromli most to least couonll): Sitting oni lap, Sitl ilg onl la)le in
frolt of chil(, I leld in arms, Ivitg on lap, Lying on table, I leld in air over
tal)le.
Bear lacrupulc/tions: P)ick-up) , Sit back on table, \lake hear dance
C(tart of Stu(ld \ ariables
Participants Visualizatioti Audio/Viideo Audio
Record ing Puppeleering
1, II Yes Juist Audio 'es
Ill 'tes IPartial Les
I V Yes '"es Yes
XV Yes Yes Yes
V I First I lal ' es Second Half
VII No 'tes Ytes
VIII,IXX No Yes Yes
X I Yes ) es Second l lalf
Discussion
Relturning to tI.e motivating questions:
(1) woIuld( chililren be willing to play wi.th the bear?
Yes. Eleven otut. of Eleven (lid not hestital.e.
(2) how would they interact the bear, what was their level of engagement?
Gesl.tures mirrored ithose used ,oward social crealures and included
those outlfined in the discussion, as well as grazing moveents
touching or moving the arms and legs while talking to other people in
the room, much like (loodling while oni the phone. To measure
engagement I looked at eye-contact, conversation partners andl
numbers of new touch gestures.
(3) what role (lid touch p)lay in their expressivelness?
Consislant wil.h the results of the adullt behavioral study, much of the
touch expressed( affeclion or occu rredI du ring manipulation ofr the
bear. The interactlivit of the bhear provoked new kinds exploral.o.ry
t.ouch as they tested the capabilily limits aind response of Ithe bear.
(4) (lid the bear have lthe ability to sense the child?
During the right vs. left section of the study we tested the base ability
of our system to sense a child. All children were successful at
triggering the appropriate sensors, seven out of eight were successful
on the first try. Several children were conlused about right vs. left
themselves, perhaps that made them betl.lter able to relate to the bear.
Note: this study was performed without amplification, so the bear
could only sense skin contact.
(5) were its programnmed gestlures effective?
See discussion. Footrub anld IHeadpat were always sensed, ullgs 40%
of the time, 60% with explanation, and Tickle 20% first time, 80% with
explanation. Needs more training and signal calibration.
(6) how did seeing the bear recognize gestures change the child's
relationship with the bear?
Children would laugh, point at the screen, (draw their parellts
attenltion to the gest.ure, perform it again. Audio-puppeteering
provided a constant social response to any gesture, so visible
classifications in this mode provoked less response.
(7) what additional gestures is it important for the bear to understand?
See discussion. I land-shake, Belly-tickle. Back-scratch, Foot-tickle,
Shake-awake, Go-to-sleep, Lay-to-sit, Rocking.
The children's interaction also altered with changing study variables and
Ihere were several unexpected emergent. traits, such as parentl and sibling
dynamics and shyness.
Culture and Personality
Thell sample size was linmited, bi.u variability in social mores within the eleven
lesI subjects indicate an influenlce ofl cullure and personality on a child's
readiness to be al'fectionate, expressive or aggressive with I.he bear.
The Interaction Warm-lIp Period
A emergent trait Inot present in Ihe adult behavioral stuidy was a child's
(particuilarly when alone) initial shyness with the bear. There was a
pronoulnced wlarm-up period on Ithe part of the child as soon as tlie audio-
pipel.eering was aclive, in which its very. first esinmales can be accessed
rernmotely. The study was short that the results will likely be different as
they become mnore comiorltable with the bear. They nmight take longer, but
once hooked, I.hey will probably open up to the bear signiicantly faster than
most adults.
'The Effect of Age
The older the child, the faster they were to understand the tasks and be
open with the bear. The older children also engaged in more social touch
gestures, while the youngest were most fascinated with the on-off reactions
of the visualization.
Group Dynamics: Interaction en Mass
Parents were always in the room, helping the children understand the robot
or suggest new
interactions and there
was also a large effect
on interaction style
was when there was
more than one child
in the room.
Figure 24: Children with Bear
En mass, sibling groups helped each other better understand how the bear
worked, encouraging or 'egging each other on' to try things they might
otherwise take longer to do, whether a simple hug passed around, or more
mischevous plots to trick the audio-puppeteer.
This context provided a naturally social environment, in which the bear
int.eractions were a fuinction of Ihe child, study conduclor, parents, bear and
au d io-puppeteer.
Aud io- Pu ppeteeri ng
All children played along with the the audio puppeteerintg, even though tlley
all seemed to also realize (1 1.old thern if they asked) that Angela was outside
the room, speaking Ior Ihe bear.
The audio source was not at, the bear bul1 at the comput.er videotaping tlhe
inl.eractions. That usually caused sorne initial confusion and eyecont act
sornelirnes went. to the computler ratler than the bear, but after the first
ilniule, the child seemned to accept that it was the bear itself speaking.
In ter-activi Lt
With audio-puppeteering, the children conversed with the bear fluidly and
responded tIo the bears requests or suggestions of touch with that gesture.
More procedural conversation. (e.g greelings, exchanging names,
iniformalional questions) did not provoke mlanyv touch illleractions.
I owever, sound effects like the bear falling asleep or laugh ing did. These
tendencies seem to indicate that (1) conversations of a more ernotional
nature, particularly those involving the enmotions of the bear are well
associated with a symbolic touch response (reassurance, affection) aidi
(2)cotimersations involving basic living functions sleeping, eating, tunini -
ache, laughing) proXoke more of a caretaker response (rocking, feedinlg,
stroking). The above should be verified in a Ibllowup stud(I, specially
desiglied with experinients evaluatinlg those h potlhesis.
Ini the case of tile visualizalion, subjects \vere consistently engaged in testilng
the f'unlctionalil and( reactions of tihe bear. \\ hen inaclive the \xNere less
successful at activating senlsors or gestures lbu)t \hen it was there, tlihe
learned those skills quickly and seemed to enijoY the visuial responIse,
parlicullarl, amnong hlie xounger auldieice. Thlie action-reaction l estiig
became a ganie to tihe children, anld their discovery of a gesture, as
nlenilioned above, i)rooked excitenient anld firtiher ciriositly, as tlie.e soiglt
to reirigger the gest'ure label aind disoxer e\en riore.
O)perating wi lli lolit thIe v isualization aiind audio-puppIteeriing at tie samie
time, either imade the child less intereslted in the coiversaion, as tlhe
looked more at the screen tiani the bear, or less itlerested ini the ,istals, as
thlie alnmost forgot the phlysical presence of thle bhear ill the flow of thle
conversation. 4 better coordiniatioii of verbal alid visual response \toulld
better riesh thle tIw.o niodes.
IV. Discussion and Conclusions
As shown in the final st.dy, we have demoionstral.ed a syslem capable of'
understanding realtime touch froni unltrained users, learning thal children
readily engage in Iouch interactions with the bear and express hope fbor
increased interaclivity in the future.
We have an a)ppropriale sensor density for social gestiures, the bear will only
need the addition ofjoint poen.lliormet.ers and an inertial mneasurernent unit
to complete deectlion. Thle final archileclnture block diagrarm is shown below.
Figure 25: Touch Architecture Block Diagram
All of this work will be funnelled into a Touch API for robots, that will be
an extension of the software created I'or his thesis. 'I'he luggable behavior
system will be able to querry the Touch Module f'or currently active sensors
and values, gestures and subgestures.
The capacitive sensors proved highly capable of social gesture recognition.
A low density network of on-off sensors provides rich informalion about
current gestures. The biggest problems with large sensor arrays is, first,
wiring and second, processing the data in real time. The techniques
outlined( and implemnernted here, however, are able to do that. Adding
calibration, training off 'the data sets and incorporating subgesture
classifications will complete the first generation robotic touch architecture,
which can then be pilutl irniediately into use on the real bear.
V. Future Work: Active Touch and Multi-Modal Sensing
As merntioned above, fiurther studies anrd the inclusion of and inertial
measiuremein unit (I .I I ,) and potenltiometers in. the joints of the bear would
greatly improve the robot's gesture recognition capabilities. Additionally,
evaluating a bear with active touch that is more locally expressive will likely
provoke new behaviors from its human companions that will need to be
newly stored and classified.
IM and potent ionleter technologies have been seperately implemented in
other iterations the bear, and what follows is a strategy to combine them
togethler.
The challenge in having rnultiple sensor mrodalities is how to combine the
data in an efficient way to make accurate predictions aboutl what is
happening. I propose again to use an Gaussian model to estinatl.e the
likehood of the current readings, extracting features froml each sensing
modality related tIo desired gesture knowldege, weighed by an index of each
sensor's reliability. To optirnize sensor computatioi tirne, we can query. the
most. relevant and low-cost sensors firstl., only continuing on to evaluate
oliher sensors if' the probability thresholds are not sufficiently high for
classification.
Further, we can direct attention to particular sensor regions depending on
robot stale and the task at hand. Finally, the robol can use humranl behavior
nmodeling in the context of its niche activities to better ulnderstand what that.
task miglht. be.
Additional Training
The final study was conducted with a passive sensate bear with touch/no-
touch sensor activations. Spending more time to train our system off the
study results would extend the number of' gestures the bear can recognize.
Next we should acquire new data froni calibrated spectrum sensors (make
use of' fill 10-bit sensor reading) with the fur on. This would help hone and
improve the accuracy of the gesture recogniton system, and is critical for the
local subgesture feature extraction.
Evaluate a Robot Capable of Active Touch
The next major step is to equip t.he test-bear with active touch by installing
the shoulder motors, thus the robot will be able to respond to and initiate
touch. Passive touch is an inlportant first step, but it is also important to
study how active touch affects social engagement. 'Ihough there was audio
and visible sensor activations in the final study, our hypothesis is that a self-
moving robot would ensure Iewer one-sided intleractions, better expressing
feedback and confirnmal ion of response. Thus, a machine that can initiate
and recieve touch will likely generate a dil'ferent. sweep of data to be
inlcorlporated into our analysis.
Processing a Single Sensor for Multimodal Analysis
Using a Gaussian to map an individual sensor to feature provides a reliable
and flexible motlel Ior sensor behavior. To do so, we take the sensor
reading as the amplitude at the center of the sensor and use a probability
densitL fimction with normal distribution to interpolate evidence values at
other locations.
Ihe normal disribution is one of the most widely used statistical
distributions and mraxirlizes information- eniropy among all distribulions
withi known rnean and variance. Thus we can characterize thie sensor
reading as the mlean and thie variance is given by lthe characteristic error of
the device.
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For exanlmple, i' a laser range finder reads 10 meters, however we know Ithalt
this particular model has Lends to have ati error of 10 crm, then tIle mean is
1Orm and the vairianice is 0.1 (10%).
Given a particuilar sensor- reading (s), whatl is the likelyliood of a particular
featulre (y), Iie )(y s)? Assuming a high reliability senlsor, thie probal)ilil of
a the true iumnan posilion being at. y degrees is given b) t(y), vwhere the
Gaussian nmean is the ireadilng and tile I.the devialtion is a consltant lor tlhe
device. Thus, 1'P(y; I S)- f(y)/
The evidence given by a se sor/detection algoritll ibr a particular fealt ure
depends on the cutrrent sensor reading, the error of the sensor, and Ihe
feature condition we are testing.
Another index that. we must. consider is the sensor reliability. In other
words, given that a sensor concludes X, what is the probability that X exists,
not that. X exists at that point., but that X exists at all. flow often will there
be false readings? We can measure this experimentally using false positive
rate, where:
TI - True reading, F - False reading
D)- Feature Detected, ND- No Feature Delected
p(T I)) - Detection Reliabilit.
p(F I )) - False Positive Rate
p(T ND) - Missed D)etection
p(F I ND) - Detection of Absence Reliability
Depending on the task at. hand, diflferent aspects of the sensor reliability
mnay be more important. For example, if a robot is trying to detect a human
fall, it is much more important that it not miss any true positives, even if
there are occasionally false positives, because a Call could be life-thireatening.
However, if we are detecting whether a human wants to be assisted finding a
product in a store, it is probably better to miss a few customers whose
interest level seems borderline and focus on those clearly interested in
interacting with the robot, than hound cuslomers that may then find the
robot extraordinarily irritating.
Interpreting Multiple and Multimodal Sensors
ITo expand this strategy to many sensors, one can make use of sone handy
I)roperties of' Gau ssian distribu tions. In probability theory, normnal
distributions arise as the limiting distribulions of several continuous and
discrete families of (istrilbutiofns. So our strategy for fuising multimnodal
sensor readings is siraightlorward: each sensor will give a weighted
predictioni about some feature. Sium predictions.
We're already using Gaussian probablility distribut ions to model our sensor
readings, an(d (Iortunately the sumi of Gaussian predictions for a particular
feature haplpens to be Gaussian. In fact, the sunis of large nunbers of Tioii-
Gauissian randorn variables with finite variance are Gaussian too. Ylhis
characteristic is one of the central properties of probability theory, the
Central I ninit Theorernm.
Central Limit Theorem: as the samle size n increases, the distribution ofthe
sample average approaches the normal (listribution with a mean p and variance U
irrespective of 'he shape oj'the original distribution
Take the array of capacitive sensors sensors on the bear's stomach. More
than one sensor is likely to be activated if a person's hand is touching a
particular area, however each sensor will have a slightly different
distribution predicting the distance away or strength of touch. ilowever, at
the lirmit, they will sum to a Gaussian prediction of where and how intense
that touch is. [14]
For example, try to guess a distance feature f'ro a variety of distance
measuring instruments and niethods, in a case evaluating the likelihood that
there is a person at z - 5 meters. Model sensor data as a surn of [k]
Gaussians each weighted by its probability, where the probability weights
sum to one.
Look at the evidence for a feature z (a person is 5 meters away), by looking at
the evidence given by each fIunction individually, the value of each
individual Gaussian for 'z.' Scale the relative contribution o' each sensor by
assigning weights (the laser range finder might be three times as reliable as
vision Lriangulation, so their weights might be .75 arnd .25 respectively). The
resulting sumn will provide the probability, or evidence, for a particular
feat ure z.
Optimizing Sensor to Feature Computation Time
In order t.o optimize sensor processing, we caln simplify continuous feature
calculat.ions, look to the least. comlputationally intensive sensors first and
direct the robot. atltetion to the most. relevant and salient regions.
In the case where you are interested in a contlinuous probability (istributlion
between more than one feature values, Gaussians make it easy. If you have
already l re'orrued calculations for more than one feature value, say both 5
rneters and 6 rneters, the conrl.irnuous dist.ribull.ion between those values will
be the convolutI.ion of their independent dist.ribulioiis.
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'IlThs, oulr model can represent probability informatlion for bolh discrete and
continuous features and our Gaussian model call save votn calculation time
by reducing the number of unique compulations necessary at an individual
point [16].
Another future stl.rategy Io avoid state space explosion when the skin is
inlegrated with Ithe various other sensors and robot. inputs (vision, .1,
joint potenliometers) is to prioritize the sensor computation order such lhat.
the inexpensive cornputalions are done first., and you only proceed to
conpute ite rest if there was no local maxima after the initial complitat ion.
This is not an idea that should be applied to all scenarios. I owever, when
developing applications that needs a rapid exploration of space and can deal
with the fine tuning later, it is a brilliant solution. If someone trying to get
the attention of the robot taps him on the shoulder, the robot should first
make use of the touch location to rapidly find its partner, and then focus on
tracking them with vision. The touch gives a great ballpark estimate of the
person location, and for initial movements is probably the only modality
needed, but as the orientation gets closer to the person, the robot will need
to use the camera to achieve a clearer local maxima for the final video
framing positioning.
Finally, depending on what the robot is interested
in we can reduce the overall number of
computations by focusing the robots attention on
the relevant information. Look at the task set for
the robot and state of the people around it. If the
Figure 26: Kismet
store assistant robot already has a customer, it
shouldn't waste its time looking for more.
In the case of a social robot, the design of its attention system can reduce
computation time, as was created for the robot Kismet [17]. Kismet has a
fairly simple behavior system, its sensors consist of a face-tracker, a motion-
tracker, a saturated-color tracker and it also has a tendency to get bored and
its tasks are to socialize with people or to play with toys.
The sensor data is added together with varying individual weights to decide
what is rnost intleresting to the robo at that particular mnoment. In this case,
the weights encode the robot's attention state at. that time. When the robot
is ready to socialize, the color detector weight might be zero, so the robot
could skip the calculation and ignore toys allogether, but the face detector
would be center stage.
The robot cain hIave two drives, socialize or play, that (drive lasts until the
robot get.s bored. So, while the robot. is not bored, if the drive is to play, tlhe
robot should just look for saturaled colored, but if the drive is to socialize it
should look for laces. Otherwise it should switch its drive and reset tlhe
boredom lirner. A true att.ention systl.em rnight be more complicated thanr
this, it captl.ures the concept of ho]w o10 limit. corputational attention, given a
particular robot task.
Simplified Psuedocode A tention Scheme:
enurn drive - [socialize, play
while(1){
w.hile(not bored)(
iF (drive - play)
look fior saturated colors
if(drive - socialize)
look for faces
switch Drivek)
reset boredonTirner
Hidden Markov Models: Identifying Human-Behavior State
Sensors are the only inputs that a robot has to perceive outside reality, so
the choices of what sensors we use and how we combine thenm is the only
way to get information into the I ybrid Markov Models.
IIHMlMs are good at providing a higher level abstract understanding of what a
person seems to be doing, but to detect that a behavior is changing, it. needs
to nmap its sensor information into perceptive information, aka fea.tures, that.
fit. into the higher level model [18].
The state is 'hidden' because only the humian knows his or her own
intention, so any classification that a robot makes is by definition, a guess.
''This model assumes current stat.e can be predicted from pat.
Related Methods:
-estinmate stale with belief state tupdate
-estimate state hlist.ory with Viterbi
-parameterize an HMM with Baum-Welch or Expectation Maximization (EM)
Modeling Human Behavior
Building on IHI.\iMs, we can abstract behaviors intoi particular sequences of
slates to rmake thern easier to detect. This can be (done in parallel with the
general I 1M11 state rmodel. One example ofthow to do this is Io iderlli'
slates thal. indicate the possibility a particular behavior is stating, then
intermiediate slates that are necessary substeps within Ithe behavior. In this
way, one cani look for features that confirm or contradict, a behavior. in
which case the supposition will be kept or disregarded.
Tlis technique is borrowed from a robotic soccer project [19]. In this
research, potetl.ial robot behaviors fell into predefined set., i.e., going to
goal, getting bellhind ball, blocking anolther robot.. The puirpose of the
algorithm, the Behavioral I lidden Markov Model is to allow one of the
robots to predict. which o1 those behaviors another robot nmight be currelinly
doing.
The not,ation thev uise includes, start.,
intermediate, accept alndl reject states.
The observation values are used to Figure 27: Behavioral HMM
evalutate the c'urrent state at each time
step. If the sequence follows a predifined behavior pattern as given by such
graphs, Ihe robot will conclude that that is the action.
The basic algorithm is as follows (keep in mind we are segrnenting data at.
each timnestep as well as maintaining multiple hypotheses). At each
timestep, if there is a new possible behavior, add it to the hypothesis list,
check all current hypothesis arid update their states, if there are reject states,
remove hypothesis, if a behavior is in the accept state the behavior
hypothesis.
Technique Synthesis: 1Multimodal Sensing and Human Behavior Modeling
One of' the key points is to layer the abstractions. For example, whell
deciding on states, only features matter, and when deciding behaviors just
conrsider states. To priotitize which sensors to read, consider the atlter.ional
demands of task at hand, and after processing, all that's left. of the original
sensor values are the abstract.ed feat.ure paranlelers.
The robot's sense of both the state and behavioral context inforls the
robot's decision on what personal task or behavior mode to move into. That
local mode will affect the attention of the robot, and it should choose the
sensor modes most relevant to that. status for cormputation, computing only
the low cost sensor modalities initially if first estimates are sufficient.. After
computilng relevant features, use IllMMs to determine the most likely current.
state given previously galhered probabiliLy distributions, and finally, if
relevant, sequence those states into human behavior hypothesis.
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Appendix A. Behavioral Study Script
Afternoon With Bear (January 16, 2008)
I. Greetings:
Today I'd like to introduce you to Bear!
I'll let you two say hello and then we'll do some exercises together.
I think Bear's made a new friend, can you introduce Bear to me?
II. Role-play:
I'm going to tell you what Bear is 'doing' and you respond appropriately
1-Bear's tired
2-Bear has an itch he can't reach
3-Bear's excited
4-Bear wants to have a dance party
5-Bear wants a hug
6-Bear can talk
7-Bear's ticklish
8-Bear fell asleep
9-Bear is teaching you quantum physics
10-Bear demands to have a cup of tea
11-Bear wants a tour of the lab
III. Open session:
Is there anything else you'd like to try with Bear?
IV. Closing:
All right, I think it's time for Bear's naptime!
Thanks for your help!
Sensate Bear Study Materials
Flier 1:
Sensate Teddybear seeks Playmates
Research by Heather Knight, Masters Candidate
Personal Robotics Group, MIT Media Lab, E15-468
Let me take your kids off your hands for a 10-minute study, Tuesday,
August 19, 2008! It will take place on the 4th floor of the Media Lab,
room E15-468 (take a left when you get off the elevator).
The purpose of the study is to explore the gestures children use to
play and communicate with a teddybear. We will use the results to
design the haptic systems of the Huggable, a robotic teddybear. The
ideal ages are 4-12 years old, and participants will take turns to play
with the passive sensate bear.
A study guide will be in the room with the child to explain the
instructions for each segment of the COUHES approved study, which
will include roleplay, requests for specific gestures (e.g. hug, head
pat), and a short verbal survey of their reactions. The bear itself will
not move, having instead a 'puppeteered' voice from an operator in the
next room. In each experiment, we will store logs of the touch sensor
and video data in order to better label the interactions.
All participants will receive a Huggable sticker and a brief tour of the
Personal Robots group's robots! Please forward this on to others that
might be interested.
Flier 2:
SPECIAL ROBOT TOUR FOR KIDS
MIT MEDIA LAB
TODAY - Lunch 11:30-2 and Afterwork 4-7pm - TODAY
Bring your kid(s) to play with a passive Sensate Teddybear for 10
minutes and they'll get stickers and a brief tour of the Personal
Robots group! Just call and join us on the 4th floor of the Media
Lab, room E15-468 (take a left when you get off the elevator).
Recommended ages 4-12 years old. The interaction study is
COUHES approved.
More details at
http://web.mit.edu/rehtaeh/Public/SensateBear_Flier.pdf
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