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Periodic traveling curved front
Existence
Stability
This paper is concerned with the existence and stability of
periodic traveling curved fronts for reaction–diffusion equations
with time-periodic bistable nonlinearity in two-dimensional space.
By constructing supersolution and subsolution, we prove the
existence of periodic traveling wave fronts. Furthermore, we show
that the front is globally stable.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with the following reaction–diffusion equation
∂u
∂t
= u + f (u(x, y, t), t), (x, y) ∈ R2, t > 0. (1.1)
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(H1) There exists T > 0 such that f (u, t) = f (u, t + T ) for all (u, t) ∈ R2.
(H2) The period map P (α) := w(α, T ), where w(α, t) is the solution to
wt = f (w, t) ∀t ∈ R, w(α,0) = α ∈ R,
has exactly three ﬁxed points α−,α0,α+ satisfying α− < α0 < α+ . In addition, they are















Following from Alikakos et al. [1], we know that when f (u, t) ∈ C2,1(R × R) satisﬁes (H1) and (H2),
there exist a unique function U (ξ, t) : R × R → R and a unique constant c ∈ R such that⎧⎪⎪⎨⎪⎪⎩
Ut + cUξ − Uξξ − f (U , t) = 0 ∀(ξ, t) ∈ R2,
U (±∞, t) := lim
ξ→±∞U (ξ, t) = w(α
±, t) ∀t ∈ R,
U (·, T ) = U (·,0), U (0,0) = α0.
(1.2)
In addition, (c,U ) has the following properties:
(1) For each t , U (·, t) is monotonic; that is, Uξ (·,·) > 0 in R2;
(2) U exponentially approaches its limits as ξ → ±∞, namely, there exist positive constants C1
and β1 such that
∣∣U (±ξ, t) − w(a±, t)∣∣+ ∣∣Uξ (±ξ, t)∣∣+ ∣∣Uξξ (±ξ, t)∣∣ C1e−β1ξ ∀ξ  0, t ∈ R. (1.3)
It is obvious that U (e1x+e2 y+ct, t) with e21+e22 = 1 is a planar traveling wave solution of (1.1). In
general, the existence and uniqueness of planar traveling wave solutions of (1.1) in higher-dimensional
spaces are the same to that in one-dimensional space. We note that planar traveling wave solutions
of (1.1) have been well studied, see [1,14,20–25] for time-periodic or time almost periodic traveling
wave solutions and [3–5,12,13,15,19,28,29] for the autonomous case.
In this paper we are interested in the nonplanar traveling waves of (1.1). Assume that c > 0. Without
loss of generality, we assume that the solutions travel towards y-direction. Putting
u(x, y, t) = v(x, y + st, t), z = y + st,
we have
L[v] := vt − vxx − vzz + svz − f (v, t) = 0, (x, z) ∈ R2, t > 0, (1.4)
v(x, z,0) = v0(x, z), (x, z) ∈ R2. (1.5)
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function























is a subsolution of (1.4). In particular, v−z (x, z, t) > 0 and v−(·, · ,· + T ) ≡ v−(·, · ,·).
The purpose of this paper is to seek for V (x, z, t) with
L[V ] := Vt − Vxx − Vzz + sV z − f (V , t) = 0, (x, z, t) ∈ R3, (1.6)
V (·, · ,·) = V (·, · ,· + T ) in R3. (1.7)
In the following we always denote w(α±, t) by W±(t) and w(α0, t) by W 0(t). To establish the main
results of the current paper, we list a further assumption for the nonlinearity f :
(H3) There exists ν0 > 0 such that ν+ + ν− + fu(W±(t), t) > ν0 for any t ∈ [0, T ], where









A typical example of f satisfying (H1)–(H3) is the cubic potential f = (1 − u2)(2u − γ (t)), where
γ (·) ∈ (−2,2) is T -periodic. In fact, a more general example is (see [1])
f (u, t) = p(u)(−p′(u) − γ (t)),
where p ∈ C3 and γ ∈ C1 satisfy γ (· + T ) = γ (·), p(±1) = 0, and p(·) > 0 in (−1,1).
The following theorem is the main result of this paper.
Theorem 1.1. Assume that (H1)–(H3) hold true. Assume that (c,U ) satisﬁes (1.2) and c > 0. Then for each
s > c, there exists a solution u(x, y, t) = V (x, y + st, t) of (1.1) satisfying (1.6), (1.7) and
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V (x, z, t) − v−(x, z, t)∣∣= 0,
V (x, z, t) > v−(x, z, t), (1.8)
where z = y + st. Furthermore, for any v0 ∈ C(R2) with
lim
R→∞ supx2+z2>R2
∣∣v0(x, z) − v−(x, z,0)∣∣= 0, (1.9)
the solution v(x, z, t; v0) of (1.4) and (1.5) satisﬁes
lim
t→∞




∥∥v(·, · ,· + kT ) − V (·, · ,·)∥∥C(R2×[0,T ]) = 0. (1.10)
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there exists another solution V˜ satisfying (1.6), (1.7) and (1.8), then V˜ ≡ V in R3. In the following,
we call V (x, y + st, t) a periodic traveling curved front of (1.1). Obviously, the traveling wave solution
V (x, z, t) is T -periodic in time t and is V-shaped along the direction of x-axis.
From Theorem 1.1, for the case c < 0 we have the following theorem.
Theorem 1.2. Assume that (H1)–(H3) hold true. Assume that (c,U ) satisﬁes (1.2) and c < 0. Then for each
s < c, there exists a solution u(x, y, t) = V (x, y + st, t) of (1.1) satisfying (1.6), (1.7) and
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V (x, z, t) − v−∗ (x, z, t)∣∣= 0,
V (x, z, t) < v−∗ (x, z, t),
where z = y + st and
























Furthermore, for any v0 ∈ C(R2) with
lim
R→∞ supx2+z2>R2
∣∣v0(x, z) − v−∗ (x, z,0)∣∣= 0,
the solution v(x, z, t; v0) of (1.4) and (1.5) satisﬁes
lim
t→∞




∥∥v(·, · ,· + kT ) − V (·, · ,·)∥∥C(R2×[0,T ]) = 0.
We say that Theorem 1.2 is an immediate corollary of Theorem 1.1. Assume that U (e1x+e2 y+ct, t)
and V (x, y + st, t) are traveling wave front and traveling curved front of (1.1), respectively, where
s < c < 0. Letting w(x, y, t) = W+(t) − u(x, y, t), we have
∂w
∂t




w(x, y, t), t
)= f (W+(t), t)− f (W+(t) − w(x, y, t), t).
It is easy to show that
Uˆ (e1x+ e2 y + cˆt, t) = W+(t) − U (−e1x− e2 y + ct, t)
is a traveling wave front of (1.12) with wave speed cˆ = −c > 0 and
Vˆ (x, y + sˆt, t) = W+(t) − V (x,−y + st, t)
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know that there indeed exists a traveling curved front Vˆ (x, y + sˆt, t) of (1.12) such that
Vˆ (x, z, t) > vˆ−(x, z, t)
and
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣Vˆ (x, z, t) − vˆ−(x, z, t)∣∣= 0,
where




































R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V (x, z, t) − v−∗ (x, z, t)∣∣= 0,
where v−∗ is deﬁned by (1.11).
In fact, when f (u, t) = f (u), the conclusions of Theorem 1.1 have been established by [17, The-
orems 1.2, 1.3] and [18, Theorem 1.2]. Recently, the mathematical study on the nonplanar traveling
wave solution is attracting a lot of attention, see [2,6–11,16,26,27] for more existence and stability re-
sults of nonplanar traveling wave solutions of the autonomous reaction–diffusion equation. The study
has important applications to multi-dimensional chemical waves and nerve transmission phenomena.
Here we further note that our results are valid for the following more general equation
∂u
∂t
= D(t)u + f (u(x, y, t), t), (x, y) ∈ R2, t > 0, (1.13)
where D(t) is T -periodic and satisﬁes D(t) > D0 > 0 for t ∈ [0, T ]. Let s =
∫ t
0 D(τ )dτ := ϕ(t). Then












Thus, Eq. (1.13) reduces to
∂ u˜
∂t
= u˜ + f˜ (u˜(x, y, t), t), (x, y) ∈ R2, t > 0,
where







Let T˜ := ∫ T0 D(s)ds. Then f˜ satisﬁes f˜ (·,· + T˜ ) = f˜ (·,·).
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wave front V . In Section 3, we prove the asymptotic stability of the periodic traveling wave front V ,
namely, we prove (1.10).
2. Existence of periodic traveling curved fronts
In this section we show the existence of periodic traveling curved fronts of (1.1). In the remainder






1+ W 2x , x ∈ R, t > 0. (2.1)
If the traveling fronts of (2.1) is represented by ϕ(x) + st for the suitable coordinate where s is the
speed of the traveling front, then for any s > c, there exists a unique solution ϕ(x; s) of (2.1) with






From [17, Lemma 2.1] we know that there exist positive constants β2, Ci (i = 2,3,4) and μ± such
that
max




− c  C4 sech(β2x), (2.3)
m∗|x| ϕ(x), (2.4)
μ− μ(x)μ+ (2.5)
for all x ∈ R, where















1+ ϕ′2(x) − c.
Lemma 2.1. There exist a positive constant ε+0 and a positive function α
+
0 (ε) so that, for 0 < ε < ε
+
0 and
0< α  α+0 (ε),
v+(x, z, t;ε,α) := U
(
z + ϕ(αx)/α√
1+ ϕ′2(αx) , t
)
+ ε(a+(t) + a−(t)) sech(β2αx)















R→∞ supx2+z2>R2, t∈[0,T ]
∣∣v+(x, z, t;ε,α) − v−(x, z, t)∣∣ (1+ a∗)ε, (2.6)
v−(x, z, t) < v+(x, z, t;ε,α) for (x, z) ∈ R2 and t ∈ [0, T ], (2.7)
v+z (x, z, t;ε,α) > 0 for (x, z) ∈ R2 and t ∈ [0, T ], (2.8)
where a∗ := maxt∈[0,T ](a+(t) + a−(t)).
Proof. Noting that v+ satisﬁes v+(·, · ,· + T ;ε,α) = v+(·, · ,·;ε,α), we need only to prove that v+ is
a supersolution of (1.4) on t ∈ [0, T ]. Set
ξ = αx,
ζ = z + ϕ(αx)/α√
1+ ϕ′2(αx) ,
σ (ξ) = ε sech(β2ξ).
Then a direct calculation yields (see also [17])
ζx = − αϕ
′ϕ′′





1+ ϕ′2 ζ +
3α2ϕ′2ϕ′′2
(1+ ϕ′2)2 ζ −
α(ϕ′2 − 1)ϕ′′
(1+ ϕ′2)3/2 .
Note that v+(x, z, t;ε,α) := U (ζ, t) + (a+(t) + a−(t))σ (ξ). It follows that
L[v+]= v+t − v+xx − v+zz + sv+z − f (v+, t)
= Ut +
(
ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ξ)
− ∂
∂x












Uζζ − ζxxUζ +
(
s√
1+ ϕ′2(ξ) − c
)
Uζ
+ (ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))(a+(t) + a−(t))σ(ξ)
− α2(a+(t) + a−(t))σ ′′(ξ)
+ f (U (ζ, t), t)− f (U (ζ, t) + (a+(t) + a−(t))σ(ξ), t).


















I2 := −ζxxUζ = α
[
ϕ′′2 + ϕ′ϕ′′′
















ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ξ) − α2(a+(t) + a−(t))σ ′′(ξ)
+ f (U (ζ, t), t)− f (U (ζ, t) + (a+(t) + a−(t))σ(ξ), t).
By virtue of (1.3) and (2.2)–(2.5), we have
|I1| C5α sech(β2ξ), |I2| C6α sech(β2ξ), I3  C3Uζ sech(β2ξ) > 0
for 0< α  1.
There exists η ∈ (0, η0), η0 := 12 mint∈[0,T ]{W+(t) − W 0(t),W 0(t) − W−(t)}, such that
∣∣ fu(W±(t), t)− fu(b(t), t)∣∣ 1
2
ν0
for any t ∈ [0, T ] and b(·) ∈ C([0, T ]) with ‖b(·) − W±(·)‖C([0,T ])  η. Since
lim
ζ→±∞U (ζ, t) = W
±(t) uniformly for t ∈ [0, T ],
there exists ζ0 > 0 such that
∣∣W+(t) − U (ζ, t)∣∣ 1
4
η for any ζ > ζ0, t ∈ [0, T ] (2.9)
and
∣∣W−(t) − U (ζ, t)∣∣ 1
4
η for any ζ < −ζ0, t ∈ [0, T ].





Note that there exists a constant C7 > 0 such that σ ′′(ξ) C7σ(ξ) for ξ ∈ R. Then for any 0< ε < ε∗0 ,|ζ | > ζ0 and t ∈ [0, T ], we get
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(
ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ξ) − α2(a+(t) + a−(t))σ ′′(ξ)














ν0σ(ξ) − C7α2ε sech(β2ξ)
]






L[v+]= I1 + I2 + I3 + I4

[























where a∗ := mint∈[0,T ](a+(t) + a−(t)).
Let
p = min|ζ |ζ0, t∈[0,T ]
∂
∂ζ
U (ζ, t) > 0.
For |ζ | ζ0 and t ∈ [0, T ], we have
L[v+]= I1 + I2 + I3 + I4
 (C3p − C5α − C6α − C8ε) sech(β2ξ) 0
for 0< ε  C3p2C8 and 0< α 
C3p
2(C5+C6) , where C8 > 0 satisﬁes
|I4| C8ε sech(β2ξ) for any ζ ∈ R, ξ ∈ R, t ∈ [0, T ].






, ζ2 := z +m∗|x|√
1+ ϕ′2(αx) .
Recall that
v+ − v− = U (ζ, t) − U (ζ1, t) +
(
a+(t) + a−(t))σ(ξ), ζ = z + ϕ(αx)/α√
1+ ϕ′2(αx) ,
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m∗|x| 1
α
ϕ(αx) for 0< α < 1, x ∈ R.
It is clear that ζ2 < ζ . If ζ  ζ1, then (2.7) holds true apparently. Assume that ζ < ζ1. We have















)+ ϕ(ξ) −m∗|ξ |
α
√
1+ ϕ′2(ξ) < 0.
Therefore, we have






v+ − v− = U (ζ, t) − U (ζ2, t) + U (ζ2, t) − U (ζ1, t) +
(
a+(t) + a−(t))σ(ξ)














θζ2 + (1− θ)ζ1, t
)












θζ2 + (1− θ)ζ1, t
)+ (a+(t) + a−(t))σ(ξ)













θζ2 + (1− θ)ζ1, t
)
 C1e−β1|θζ2+(1−θ)ζ1|  C1e−β1|ζ1|,
we further have











θζ2 + (1− θ)ζ1, t

























a+(t) + a−(t)) sech(β2ξ)1 1




a+(t) + a−(t)) sech(β2ξ).











C5 + C6 ,
C3p





It follows that v+  v− for (x, z) ∈ R2 and t ∈ [0, T ] if 0< ε  ε+0 and α  α+(ε).
We next show that (2.6) holds. It follows from the mean-value theorem that
v+ − v− = U (ζ, t) − U (ζ1, t) +
(
a+(t) + a−(t))σ(ξ)




ζ3 := θζ + (1− θ)ζ1 = θ z + ϕ(ξ)/α√






with some θ ∈ (0,1). Since 0< σ(ξ) ε, we will show that, for some large R1 > 0 and R2 > 0,
∣∣Uζ (ζ3, t)(ζ − ζ1)∣∣< ε
if |ξ | R1 or |z| R2. By the deﬁnition of ζ3, we have
z =
(
































Uζ (u, t) C1, sup
u∈R, t∈[0,T ]
∣∣Uζ (u, t)u∣∣ C9
with some C9 > 0, then for R1 large enough, there holds
sup
|ξ |R1, t∈[0,T ]
∣∣Uζ (ζ3, t)(ζ − ζ1)∣∣< ε.
Next consider the case that |ξ | R1. By (2.11), we have
lim inf
z→∞ sup|ξ |R , t∈[0,T ]
|ζ3| = ∞. (2.12)
1




|ξ |R1, t∈[0,T ]
∣∣Uζ (ζ3, t)(ζ − ζ1)∣∣< ε.
Thus, letting R =
√
R21/α
2 + R22 yields (2.6). (2.8) follows immediately from the deﬁnition of v+ . This
completes the proof. 
Take







There exist some constants C ′i > 0 (i = 2,3,4) so that (see [18])
max
{∣∣∣∣ψ(ς) − ςm∗
∣∣∣∣, ∣∣∣∣ψ ′(ς) − 1m∗
∣∣∣∣} C ′2 sech(β2ς) for ς  0,
max
{∣∣ψ(ς)∣∣, ∣∣ψ ′(ς)∣∣} C ′2 sech(β2ς) for ς  0,
max
{∣∣ψ ′′(ς)∣∣, ∣∣ψ ′′′(ς)∣∣} C ′2 sech(β2ς) for ς ∈ R,
c − sψ
′(ς)√






for ς ∈ R,
0 s√






for ς ∈ R. (2.13)
Lemma 2.2. There exist a positive constant ε−0 and a positive function α−(ε) so that, for 0 < ε < ε
−
0 and
0< α < α−(ε),





1+ ψ ′(αz)2 , t
)
− ε(a+(t) + a−(t)) sech(β2αz),
is a subsolution to (1.4) on t ∈ R.
Proof. Similar to Lemma 2.1, we only consider t ∈ [0, T ]. Set
ξ := αx, ς = αz,
 := ψ(αz) + αx
α
√
1+ ψ ′(αz)2 , σ (ς) := ε sech(β2ς).
Then we have
x = 1√
1+ ψ ′(ς)2 , xx = 0, (2.14)
z = ψ
′(ς)√
1+ ψ ′(ς)2 −
αψ ′(ς)ψ ′′(ς)
1+ ψ ′(ς)2 , (2.15)
zz = αψ
′′(ς)(1− ψ ′(ς)2)
(1+ ψ ′(ς)2)3/2 +
α2g(ς)
(1+ ψ ′(ς)2)2, (2.16)
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g(ζ ) = 3ψ ′(ς)2ψ ′′(ς)2 − (1+ ψ ′(ς)2)(ψ ′′(ς)2 + ψ ′(ς)ψ ′′′(ς)). (2.17)
Using these equalities, we obtain
L[vˆ] = vˆt − vˆxx − vˆ zz + svˆ z − f (vˆ, t)
= Ut −
(
ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ς)
− U 2x − (Uz)z + sUz + α2
(
a+(t) + a−(t))σ ′′(ζ )








U − zzU + (sz − c)U
+ α2(a+(t) + a−(t))σ ′′(ς) − sα(a+(t) + a−(t))σ ′(ς)
− (ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))(a+(t) + a−(t))σ(ς)
























ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ς)
− f (U (, t) − (a+(t) + a−(t))σ(ς), t)+ f (U (, t), t)
+ α2(a+(t) + a−(t))σ ′′(ς) − sα(a+(t) + a−(t))σ ′(ς).















ψ ′′(ς)2 + ψ ′(ς)ψ ′′′(ς)
1+ ψ ′(ς)2 α +
3ψ ′(ς)2ψ ′′(ς)2
(1+ ψ ′(ς)2)2 α
− (1− ψ
′(ς)2)ψ ′′(ς)
(1+ ψ ′(ς)2)3/2 −
sψ ′(ς)ψ ′′(ς)
1+ ψ ′(ς)2 
)
U .
From (2.13), we get
| J1| C ′5α sech(β2ς)




1+ ψ ′(ς)2 − c
)





Now we estimate J3. Let ζ0 > 0 and ε∗0 be determined as in (2.9) and (2.10). Since
J3 := −
(
ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ς)
− f (U (, t) − (a+(t) + a−(t))σ(ς), t)+ f (U (, t), t)
+ α2(a+(t) + a−(t))σ ′′(ς) − sα(a+(t) + a−(t))σ ′(ς)
= −(ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))(a+(t) + a−(t))σ(ς)




U (, t) − θ(a+(t) + a−(t))σ(ς), t)dθ






a+(t) + a−(t))σ(ς) + α2(a+(t) + a−(t))σ ′′(ς) − sα(a+(t) + a−(t))σ ′(ς)
for | | > ζ0 and
| J3| C ′6ε sech(β2ς)






4(β22 | sech′′(ς)| + sβ2| sech′(ς)|)
}
.












a+(t) + a−(t))σ(ς) 0
provided that
α <





For | | ζ0, we have
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{
1,exp(β2ς)
}+ C ′6ε sech(β2ς)
= −C ′3U min
{
1,exp(β2ς)
}+ (C ′5α + C ′6ε) sech(β2ς)
 0
provided that




























4(β22 | sech′′(ς)| + sβ2| sech′(ς)|)
}
.
This completes the proof. 
Let w1(t) be deﬁned by












Similarly, we deﬁne w2(t) by












Then w1(t), w2(t) are solutions of (1.4) with w1(0) v0(x, z) w2(0). By the comparison principle
we have
w1(t) v(x, z, t) w2(t).
Since the Poincaré map P (α) is monotonic and has only three ﬁxed points with α± being stable,
P (α) > α for all α < α− and P (α) < α for all α > α+ (see also [1]). It follows that
lim
k→∞
wi(t + kT ) = W±(t) uniformly for t ∈ [0, T ]
and hence,









v(x, z, t + kT )W+(t). (2.18)
By the parabolic estimate and (2.18), we know that there exists K > 0 such that the solutions
v(x, z, t) of (1.4) and (1.5) with v0(x, z) ∈ [α− − 1,α+ + 1] satisfy
∥∥v(·, · ,·)∥∥Cα(R×R×[T ,∞)) < K ,
where the index α = (α1,α2,α3) with αi  0, α1 + α2 + α3  3 and α3  2. Consequently, deﬁne




x, z, t + kT ; v−) (2.19)
for all (x, z) ∈ R2 and t ∈ [0, T ]. Since v− is a subsolution of (1.4) and satisﬁes v−(x, z, t + T ) =
v−(x, z, t) for all (x, z) ∈ R2 and t ∈ [0, T ], we have
v
(
x, z, t + kT ; v−) v(x, z, t + (k + 1)T ; v−)
for all (x, z) ∈ R2 and t ∈ [0, T ]. It follows that v(x, z, t + kT ; v−) converges to V under the norm
‖ · ‖Cαloc(R2×[0,T ]) as k → ∞, where the index α = (α1,α2,α3) with α1 + α2 = 2 and α3 = 1. Since
V (x, z, t) v+(x, z, t;ε,α) for any (x, z, t) ∈ R2 × [0, T ], by the arbitrariness of ε and α, we have
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V (x, z, t) − v−(x, z, t)∣∣= 0. (2.20)
The strong maximum principle implies the following strict inequalities.
Lemma 2.3. Let V (x, z) be as in (2.19). Then




V (x, z, t) > 0 for any (x, z) ∈ R2.
3. Stability of periodic traveling curved fronts
In this section we prove that the periodic traveling curved front obtained in Section 2 is asymp-
totically stable, namely, we prove (1.10) for the initial value v0(x, z) with (1.9). The main arguments
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∣∣v(x, z, t; v(2)0 )− v(x, z, t; v(1)0 )∣∣ eMt sup
(x,z)∈R2
∣∣v(2)0 (x, z) − v(1)0 (x, z)∣∣.
The proof is completely similar to that of [17, Lemma 4.1] and we omit it.
Lemma 3.2. There exists a positive constant β3 > 0 satisfying
V z(x, z, t) β3 when W−(t) + η
2





z(x, z, t) β3 when W
−(t) + η
2




vˆx(x, z, t;ε,α) β3 when W−(t) + η
2
 vˆ(x, z, t)W+(t) − η
2
, (3.2)
where (x, z) ∈ R2 and t ∈ [0, T ].
Proof. Since
lim
R→∞ supx2+z2R2, t∈[0,T ]
∣∣V (x, z, t) − v−(x, z, t)∣∣→ 0,
there exists a constant R0 > 0 with
sup
x2+z2R20, t∈[0,T ]




(x, z) ∈ R2
∣∣∣W−(t) + η
2
 V (x, z, t)W+(t) − η
2




(x, z) ∈ R2
∣∣∣W−(t) + η
4
 v−(x, z, t)W+(t) − η
4










 ζ0, x2 + z2  R20, t ∈ [0, T ]
}
.




∣∣ (x− n)2 + (z +m∗|n|)2 < M20},
vn := V
(





(x, z) ∈ R2 ∣∣ x2 + z2 < 4M20}
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Then the function vn is a solution of the following equation
∂
∂t
vn = vn − s ∂
∂z
vn + f (vn, t) in (x, z, t) ∈ B0 × [0, T ].




∣∣∣∣vn(x, z, t) − U( cs (z −m∗(sgnn)x), t
)∣∣∣∣= 0.
By the interpolation ‖ · ‖C1  2













































for (x, z) ∈ B0 and t ∈ [0, T ], which implies that, for |n| > n0,
∂
∂z
V (x, z, t) p0 ∀(x, z) ∈ Ω˜, t ∈ [0, T ],








Vz(x, z, t), min
(x,z)∈⋃|n|n0 Ωn, t∈[0,T ] Vz(x, z, t)
}
.
Thus, we have proved (3.1).
By the deﬁnition of v+ and (2.10), we have{
(x, z) ∈ R2
∣∣∣W−(t) + η
2
 v+(x, z, t)W+(t) − η
2




(x, z) ∈ R2
∣∣∣W−(t) + η
4
 U (ζ, t)W+(t) − η
4
, x2 + z2  R20, t ∈ [0, T ]
}





z = Uζ (ζ, t)ζz =
Uζ (ζ, t)√
1+ ϕ′(ξ)2 .
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√










Similarly, we can prove that (3.2) holds true. The proof is completed. 
Remark 3.3. The function
v˜(x, z, t) = vˆ(−x, z, t)
is also a subsolution of (1.4) with
−v˜x  β3 if W−(t) + η vˆ W+(t) − η.
Lemma 3.4. Let v be a supersolution to (1.4) with v(·,·,0) = v(·,·, T ) and
vz(x, z, t) > 0, W
−(t) − η
2
 v(x, z, t)W+(t) + η
2
for (x, z, t) ∈ R2 × [0, T ],
vz(x, z, t) > β3 if W
−(t) + η
2
 v(x, z, t)W+(t) − η
2
.
Let v be a subsolution to (1.4) with v(·,·,0) = v(·,·, T ) and
v z(x, z, t) > 0, W
−(t) − η
2
 v(x, z, t)W+(t) + η
2
for (x, z, t) ∈ R2 × [0, T ],
v z(x, z, t) > β3 if W
−(t) + η
2
 v(x, z, t)W+(t) − η
2
.
Then there exist a positive constant ρ suﬃciently large and a positive constant β (< ν04 ) small enough such
that, for any δ ∈ (0, η2K0 ), w+ and w− deﬁned by
w+(x, z, t; v) = v(x, z + ρδ(1− e−βt), t)+ δa(t),
w−(x, z, t; v) = v(x, z − ρδ(1− e−βt), t)− δa(t)
are a supersolution and a subsolution of (1.4), respectively, where
a(t) = exp
{(


































































Take β ∈ (0, ν04 ) and δ ∈ (0, η2K0 ). Then we have
L[w+]= w+t − w+xx − w+zz + sw+z − f (w+, t)
= ρδβe−βt vz + δ
(










x, z + ρδ(1− e−βt), t)+ δa(t), t)
 ρδβe−βt vz + δ
(






+ f (v, t) − f (v + δa(t), t)
= ρδβe−βt vz + δa(t)
(











v + θδa(t), t)dθ.






v + θδa(t), t)dθ ∣∣∣∣∣ ν02 .
Thus, we obtain



















It is easy to ﬁnd that a similar inequality holds true for v W−(t) + η2 .
Consider the case that W−(t) + η2  v W+(t) − η2 . In this case, we have




































This completes the proof. 
Lemma 3.5. Let wi(x, z, t) (i = 1,2) be deﬁned by
w1(x, z, t) := vˆ
(
x− ρδ(1− e−βt), z, t)− δa(t),
w2(x, z, t) := v˜
(
x+ ρδ(1− e−βt), z, t)− δa(t).
Then there exists a large positive constant ρ such that, for any δ ∈ (0, η/2K0], w1 and w2 are also subsolutions
of (1.4).
Proof. First we show for w1. Lemma 2.2 and simple calculation yield that
L[w1] = ∂t vˆ − ρδβe−βt∂x vˆ − δa′(t) − ∂xx vˆ − ∂zz vˆ + s∂z vˆ
− f (vˆ(x− ρδ(1− e−βt), z, t)− δa(t), t)




x− ρδ(1− e−βt), z, t), t)
− f (vˆ(x− ρδ(1− e−βt), z, t)− δa(t), t)
= −ρδβe−βt∂x vˆ − δa(t)
(











vˆ − θδa(t), t)dθ.





vˆ − θδa(t), t)dθ ∣∣∣∣∣ ν02 .0
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L[w1]−δa(t)
(











Similarly, when vˆ W−(t) + η2 , we have L[w1] 0.
When W−(t) + η2  vˆ W+(t) − η2 , we have
L[w1]−ρδβe−βt∂x vˆ − δa(t)
(































∣∣ fu(u, t)∣∣, (3.3)
where β < ν04 is a positive constant.
Similarly, we can prove that L[w2]  0 provided that (3.3) holds true. This completes the
proof. 
Lemma 3.6. Let v(x, z, t) be the solution of (1.4) and (1.5) with
lim
R→∞ supx2+z2>R2
∣∣v−(x, z,0) − v0(x, z)∣∣= 0.
Then
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣w(x, z,kT + t) − v−(x, z, t)∣∣= 0
holds true for any ﬁxed k ∈ N.
The proof is similar to that of [17, Lemma 4.5] and is omitted.
Take 0< ε min{ε+0 , η4(1+a∗)K0 }. Let
V ∗(x, z, t) := lim v(x, z, t + kT ; v+,0) (3.4)
k→+∞
3218 Z.-C. Wang, J. Wu / J. Differential Equations 250 (2011) 3196–3229for any (x, z, t) ∈ R2 × [0, T ], where v+,0(x, z) = v+(x, z,0). Since v+(x, z, t;ε,α) is a supersolution
of (1.4) and satisﬁes v+(x, z, t;ε,α) = v+(x, z, t+ T ;ε,α), we have that v(x, z, t+kT ; v+,0) converges
to V ∗ under the norm ‖ · ‖Cαloc(R2×[0,T ]) as k → ∞, where the index α = (α1,α2,α3) with α1 +α2 = 2
and α3 = 1. It is obvious that
V ∗(x, z, t + T ) = V ∗(x, z, t) and V ∗(x, z, t) v+(x, z, t;ε,α)
for any (x, z, t) ∈ R2 × [0, T ].
Lemma 3.7. Let V and V ∗ be as in (2.19) and (3.4). Then
V (x, z, t) ≡ V ∗(x, z, t) for all (x, z) ∈ R2 and t ∈ [0, T ]
holds true.
Proof. Assume that V ≡ V ∗ by contradiction. Then the strong maximum principle and
V (x, z, t) V ∗(x, z, t)
yield
V (x, z, t) < V ∗(x, z, t) for all (x, z) ∈ R2 and t ∈ [0, T ].
Take β and ρ as in Lemma 3.4. For any δ ∈ ( η4K0 ,
η
2K0
), we make λ > 0 large enough such that
V ∗(x, z, t) < V (x, z + λ, t) + δ for all (x, z) ∈ R2 and t ∈ [0, T ]
using (2.6). Lemma 3.4 says that
w∗(x, z + λ, t; V ) := V (x, z + λ + ρδ(1− e−βt), t)+ δa(t)
is a supersolution of (1.4). Letting k → ∞ in
V ∗
(
x, z,kT + t′) V (x, z + λ + ρδ(1− e−β(kT+t′)),kT + t′)+ δa(kT + t′)
with t′ ∈ [0, T ], we get
V ∗(x, z, t) V (x, z + λ + ρδ, t) for all (x, z) ∈ R2 and t ∈ [0, T ].
Deﬁne
Λ := inf{λ ∣∣ V ∗(x, z, t) V (x, z + λ, t) for all (x, z) ∈ R2 and t ∈ [0, T ]}.
Then we have Λ 0 and
V ∗(x, z, t) V (x, z + Λ, t) for all (x, z) ∈ R2 and t ∈ [0, T ].
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have either
V ∗(x, z, t) ≡ V (x, z + Λ, t) for all (x, z) ∈ R2 and t ∈ [0, T ] (3.5)
or
V ∗(x, z, t) < V (x, z + Λ, t) for all (x, z) ∈ R2 and t ∈ [0, T ]. (3.6)
We say that the inequality (3.5) is impossible, which can be observed by the limits
lim
x→+∞ V
∗(x,−m∗x, t) = U (0, t)
and
lim







Now assume that (3.6) holds true. Since
lim
R→∞ supx2+z2R2, t∈[0,T ]
∣∣V (x, z, t) − v−(x, z, t)∣∣→ 0
and
lim
R→∞ sup|z+m∗|x||R, t∈[0,T ]
∣∣v−z (x, z, t)∣∣→ 0,
by virtue of the interpolation ‖ · ‖C1  2
√‖ · ‖C0‖ · ‖C2 we have
lim
R→∞ sup|z+m∗|x||R, t∈[0,T ]
∣∣Vz(x, z + Λ, t)∣∣= 0.
Take R∗ > 0 so large that
2ρ sup
|z+m∗|x||R∗−ρη, t∈[0,T ]
∣∣Vz(x, z + Λ, t)∣∣< 1
holds true. Deﬁne
D := {(x, z) ∣∣ ∣∣z +m∗|x|∣∣ R∗}.
Since
lim
x→±∞ sup−m∗|x|−R∗z−m∗|x|+R∗, t∈[0,T ]
∣∣V ∗(x, z, t) − v−(x, z, t)∣∣= 0,
we can choose a small positive constant h with









V ∗(x, z, t) < V (x, z + Λ − 2ρh, t) in (x, z) ∈ D and t ∈ [0, T ].
In (x, z) ∈ R2\D we have
V (x, z + Λ − 2ρh, t) − V (x, z + Λ, t) = −2ρh
1∫
0
Vz(x, z + Λ − 2θρh, t)dθ −h,
namely,
V (x, z + Λ, t) V (x, z + Λ − 2ρh, t) + h in (x, z) ∈ R2\D and t ∈ [0, T ].
Then we get
V ∗(x, z, t) < V (x, z + Λ − 2ρh, t) + h in (x, z) ∈ R2 and t ∈ [0, T ].
Now
w++(x, z, t) := V (x, z + Λ − 2ρh + ρh(1− e−βt), t)+ ha(t)
is a supersolution of (1.4) by Lemma 3.4. Since
V ∗(x, z,0) w++(x, z,0)
holds, the comparison principle yields
V ∗(x, z, t) w++(x, z, t)




)= V ∗(x, z,kT + t′)
 V
(
x, z + Λ − 2ρh + ρh(1− e−β(kT+t′)),kT + t′)+ ha(kT + t′)
= V (x, z + Λ − 2ρh + ρh(1− e−β(kT+t′)), t′)+ ha(kT + t′)







x, z + Λ − ρh, t′)
for all (x, z) ∈ R2 and t′ ∈ [0, T ], which contradicts the deﬁnition of Λ. Thus, Λ = 0 follows and
V ≡ V ∗ in R2 × [0, T ] holds true. This completes the proof. 
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lim
R→∞ supx2+z2>R2
∣∣v0(x, z) − v−(x, z,0)∣∣= 0, (3.7)
v−(x, z,0) v0(x, z). (3.8)
Then the solution v(x, z, t; v0) of (1.4) and (1.5) satisﬁes
lim
k→∞
∥∥v(·,·,kT + ·) − V (·, · ,·)∥∥L∞(R2×[0,T ]) = 0.
Proof. We ﬁrst show that for any  > 0, there exists a k∗ ∈ N with
sup
(x,z)∈R2, t∈[0,T ]
∣∣v(x, z,kT + t) − V (x, z, t)∣∣ 
for k > k∗ . We choose δ small enough to satisfy
V ∗(x, z + ρδ, t) V ∗(x, z, t) + 
3







where ε+0 and ρ are given in Lemma 2.1 and Lemma 3.4, respectively.
By the argument of (2.18), there exists k1 ∈ N such that
v
(
x, z, t + kT ; v−,0) v(x, z, t + kT ) < W+(t) + δ
2
for (x, z) ∈ R2, t ∈ [0, T ] and k  k1, where v−,0(x, z) = v−(x, z,0). Lemma 3.6 shows that, for some
R+ > 0,
v(x, z,k1T + t) v−(x, z, t) + δ
2
for all x2 + z2  R2+ and t ∈ [0, T ].
If α is small enough, then we have
U (ζ, t) = U
(
z + ϕ(ξ)/α√

























v+(x, z, t)W+(t) − δ for t ∈ [0, T ] and x2 + z2  R2+,2
3222 Z.-C. Wang, J. Wu / J. Differential Equations 250 (2011) 3196–3229where v+(x, z, t) = v+(x, z, t; δ,α) and U−1(·, t)(W+(t) − δ2 ) means a number θ satisfying U (θ, t) =
W+(t) − δ2 . Combining these inequalities, we obtain




x, z, t + k1T ; v−,0
)
 v(x, z, t + k1T ) w+
(
x, z, t; v+,0)
holds true for t  0. Using the maximum principle again, we have
v
(








x, z, t′; vt) (3.10)
holds true for t  0 and t′  0 where
vt = w+(x, z, t; v+,0).
Since v(x, z,kT + t; v+,0) monotonically converges to V ∗(x, z, t) for (x, z, t) ∈ R2 × [0, T ] as k → ∞,
there exists a k2 ∈ N with
sup
(x,z)∈R2, t∈[0,T ]








∣∣v(x, z,k2T + t;u0) − v(x, z,k2T + t; v+,δ)∣∣
 eM(k2+1)T sup
(x,z)∈R2
∣∣u0(x, z) − v+,δ(x, z,0)∣∣ (3.11)
for any function u0(x, z). We take k3 ∈ N large enough to satisfy
eM(k2+1)T sup
(x,z)∈R2
∣∣w+(x, z,k3T ; v+,0)− v+(x, z + ρδ,0)∣∣ 
3
(3.12)
for k k3 by the deﬁnition of w+ . Combining (3.11) and (3.12) with u0 = vkT , we have
∣∣v(x, z,k2T + t; vkT )− V ∗(x, z + ρδ, t)∣∣ ∣∣v(x, z,k2T + t; vkT )− v(x, z,k2T + t; v+,δ)∣∣
+ ∣∣v(x, z,k2T + t; v+,δ)− V ∗(x, z + ρδ, t)∣∣
 23
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v(x, z,k1T + k2T + kT + t) v
(
x, z,k2T + t; vkT
)
 V ∗(x, z + ρδ, t) + 2
3
 (3.13)
holds true for k k3. By (3.9), (3.10), (3.13) and Lemma 3.7, we have
v
(
x, z,kT + t; v−,0) v(x, z,kT + t) V ∗(x, z, t) +  = V (x, z, t) + 
for (x, z, t) ∈ R2 × [0, T ] and k k1 + k2 + k3. Since




x, z,kT + t; v−,0),
we have completed the proof. 
In the following, we consider the case that v0  v−,0. Deﬁne
v3(x, z, t) := V
(
x, z − M ′, t),
v4(x, z, t) := max
{
vˆ(x, z, t;ε,α), v˜(x, z, t;ε,α), v3(x, z, t)
}
,
where M ′ is a positive constant speciﬁed later. Recall that w1 and w2 are deﬁned in Lemma 3.5. We
also set
w3(x, z, t) := v3
(
x, z + ρδ(1− e−βt), t)− δa(t),
w4(x, z, t) := max
{
w1(x, z, t),w2(x, z, t),w3(x, z, t)
}
.
Note that w4(x, z,0) := v4(x, z,0) − δ.
Lemma 3.9. For 0 < ε < ε−0 , 0 < α < α
−
0 (ε) and M
′ > 0, the limit of v(x, z,kT + t; v04) as k → ∞ exists in
L∞(R2 × [0, T ]) and the limit function




x, z,kT + t; v04
)
satisﬁes
V∗(·, · ,· + T ) = V∗(·, · ,·),
L[V∗] = 0,
V∗  V ,
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V∗ − v−∣∣= 0,
where v04(x, z) = v4(x, z,0).
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lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣v4(x, z, t) − v−(x, z, t)∣∣= 0. (3.14)
Since v4 is a subsolution of (1.4), we have
v4  v
(




x, z, t;max{v04, v−,0}). (3.15)





∣∣v(x, z, t + kT ;max{v04, v−,0})− V (x, z, t)∣∣= 0.
Since v4 is a subsolution with (3.15), v(x, z,kT + t; v04) is monotone increasing in k ∈ N and the
limiting function V∗ exists with
V∗(·, · ,· + T ) = V∗(·, · ,·),
L[V∗] = 0,
v4  V∗  V . (3.16)
Thus,
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V∗ − v−∣∣= 0
follows from (3.14), (3.16) and
lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣V − v−∣∣= 0.
The proof is completed. 
Lemma 3.10. For any initial function v0 satisfying (1.9) and any positive constant δ, there exist positive con-
stants α, ε, M ′ and an integer k′1 satisfying
v4(x, z, t) − δ  v
(
x, z,k′1T + t; v0
)
for (x, z) ∈ R2 and t ∈ [0, T ].









v(x, z, t + kT )W+(t)
uniformly for t ∈ [0, T ]. Then, for any δ > 0, there exists k′1 ∈ N such that, for k k′1,
W−(t) − δ < v(x, z,kT + t) for (x, z) ∈ R2 and t ∈ [0, T ]. (3.17)
2
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lim
R→∞ supx2+z2>R2, t∈[0,T ]
∣∣v(x, z,k′1T + t)− v−(x, z, t)∣∣= 0. (3.18)
By (2.20), (3.17) and (3.18) we can choose a large constant M ′ with
v3(x, z, t) − δ = V
(
x, z − M ′, t)− δ < v(x, z,k′1T + t) for (x, z) ∈ R2 and t ∈ [0, T ].
From (3.18) there exists a positive constant R− with




x, z,k′1T + t
)
for x2 + z2 > R2− and t ∈ [0, T ].
We note that





1+ ψ ′(αz)2 , t
)



















1+ ψ ′(αz)2 , t
)



























s as z → −∞, there exists R ′2 > 0 such that, for (x, z) ∈ R2 with











For −R ′2  z R ′1 and |x| 1m (2R ′1 + R ′2), there exists a small positive constant α with∗









α max−R ′2zR ′1 ψ(αz) + 1m∗ (2R ′1 + R ′2)√







Take R ′1 and R ′2 large enough so that
{
(x, z)




max{vˆ, v˜} − δ  v(x, z,k′1T + t) for (x, z) ∈ R2 and t ∈ [0, T ].
This completes the proof. 
Lemma 3.11. For (x, z) ∈ R2 and t ∈ [0, T ],
V∗(x, z, t) = V (x, z, t).
Proof. By the deﬁnition of V∗ and Lemma 3.9, we have
V
(
x, z − M ′, t) V∗(x, z, t) V (x, z, t) for (x, z) ∈ R2 and t ∈ [0, T ].
Deﬁne
Λ′ := inf{λ > 0: V (x, z − λ, t) V∗(x, z, t) for (x, z) ∈ R2 and t ∈ [0, T ]}.
Thus, 0  Λ′  M ′ . We show Λ′ = 0 by contradiction. Assume that Λ′ > 0. It is easy to verify
V (·,· − Λ′,0) ≡ V∗(·,·,0). Furthermore, by the strong maximum principle we have V (x, z − Λ′, T ) <
V∗(x, z, T ) for (x, z) ∈ R2. Since V (x, z−Λ′, T ) = V (x, z,0) and V∗(x, z, T ) = V∗(x, z,0), we then have
V
(
x, z − Λ′, t)< V∗(x, z, t) for (x, z) ∈ R2 and t ∈ [0, T ]. (3.19)
We take R∗ > 0 so large that
2ρ sup
|z+m∗|x||>R∗−ρη
∣∣Vz(x, z − Λ′, t)∣∣< 1.
By (3.4) and v4  V∗  V , we have
lim
x→±∞ sup|z+m∗|x||R∗, t∈[0,T ]
∣∣V∗(x, z, t) − V (x, z, t)∣∣= 0,






x, z − Λ′ + 2ρh′, t)< V∗(x, z, t) in D × [0, T ], (3.20)
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D := {(x, z): ∣∣z +m∗|x|∣∣ R∗}.
In R2\D , we have
V
(








x, z − Λ′ + 2ρh′, t)− h′  V (x, z − Λ′, t) in R2\D × [0, T ]. (3.21)
Combining (3.19)–(3.21), we have
V
(




x, z − Λ′ + 2ρh′ − ρh′(1− e−βt), t)− h′a(t)
is a subsolution of (1.4), by the comparison principle we have
V
(
x, z − Λ′ + 2ρh′ − ρh′(1− e−βt), t)− h′a(t) V∗(x, z, t) in R2 × [0,∞).
Letting k → ∞ in
V
(
x, z − Λ′ + 2ρh′ − ρh′(1− e−β(kT+t)), t)− h′a(kT + t)
= V (x, z − Λ′ + 2ρh′ − ρh′(1− e−β(kT+t)),kT + t)− h′a(kT + t)
 V∗(x, z,kT + t)




x, z − Λ′ + ρh′, t) V∗(x, z, t) in R2 × [0, T ],
which contradicts the deﬁnition of Λ′ . Thus we have Λ′ = 0 and V∗ ≡ V . The proof is completed. 
Theorem 3.12. If v0(x, z) satisﬁes
lim
R→∞ supx2+z2>R2
∣∣v0(x, z) − v−(x, z,0)∣∣= 0 and v0(x, z) v−(x, z,0),




∣∣v(x, z, t; v0) − V (x, z, t)∣∣= 0.
3228 Z.-C. Wang, J. Wu / J. Differential Equations 250 (2011) 3196–3229Proof. We denote v(x, z, t) by v(x, z, t; v0) for simplicity. Lemma 3.10 immediately shows
w4(x, z,kT + t) v
(
x, z,k′1T + kT + t
)
 V (x, z, t)
for (x, z) ∈ R2, t ∈ [0, T ], k ∈ N, and then
v
(
x, z,k′T + t;wkT ) v(x, z, (k′1 + k′ + k)T + t) V (x, z, t)
for (x, z) ∈ R2, t ∈ [0, T ] and k′ ∈ N, where
wkT (x, z) := w4(x, z,kT ).
By the last inequality and Lemma 3.5 and by letting k → ∞, we have
v
(




v(x, z,kT + t)
 limsup
k→∞
v(x, z,kT + t) v∗(x, z, t)
for (x, z) ∈ R2, t ∈ [0, T ] and k′ ∈ N, where
wδ5(x, z) := max
{
vˆ(x− ρδ, z,0), v˜(x+ ρδ, z,0), V (x, z − M ′ − ρδ)}.
Since δ can be chosen arbitrarily small, we have
v
(




v(x, z,kT + t)
 limsup
k→∞
v(x, z,kT + t) V (x, z, t)
for (x, z) ∈ R2, t ∈ [0, T ] and k′ ∈ N. Thus letting k′ → ∞ again, we have
V∗(x, z, t) lim inf
k→∞
v(x, z,kT + t) limsup
t→∞
v(x, z,kT + t) v∗(x, z, t)
for (x, z) ∈ R2, t ∈ [0, T ]. Lemma 3.11 implies that v(x, z,kT + t) converges to V (x, z, t) as k → ∞.
The proof is completed. 
Finally, (1.10) of Theorem 1.1 follows from Theorems 3.8, 3.12 and the following inequality
v
(
x, z, t; v−0
)
 v(x, z, t; v0) v
(















Thus, we complete the proof of Theorem 1.1.
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