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Abstract
In today’s technical world, the intellectual computing of a efficient human-computer
interaction (HCI) or human alternative and augmentative communication (HAAC) is
essential in our lives. Hand gesture recognition is one of the most important tech-
niques that can be used to build up a gesture based interface system for HCI or HAAC
application. Therefore, suitable development of gesture recognition method is neces-
sary to design advance hand gesture recognition system for successful applications like
robotics, assistive systems, sign language communication, virtual reality etc. However,
the variation of illumination, rotation, position and size of gesture images, efficient fea-
ture representation, and classification are the main challenges towards the development
of a real time gesture recognition system. The aim of this work is to develop a frame-
work for vision based static hand gesture recognition which overcomes the challenges
of illumination, rotation, size and position variation of the gesture images. In general,
a framework for gesture recognition system which consists of preprocessing, feature ex-
traction, feature selection, and classification stages is developed in this thesis work.
The preprocessing stage involves the following sub-stages: image enhancement which
enhances the image by compensating illumination variation; segmentation, which seg-
ments hand region from its background image and transforms it into binary silhouette;
image rotation that makes the segmented gesture as rotation invariant; filtering that
effectively removes background noise and object noise from binary image and provides a
well defined segmented hand gesture. This work proposes an image rotation technique
by coinciding the first principal component of the segmented hand gesture with vertical
axes to make it as rotation invariant. In the feature extraction stage, this work extracts
xi
Abstract
localized contour sequence (LCS) and block based features, and proposes a combined
feature set by appending LCS features with block-based features to represent static hand
gesture images. A discrete wavelets transform (DWT) and Fisher ratio (F-ratio) based
feature set is also proposed for better representation of static hand gesture image. To
extract this feature set, DWT is applied on resized and enhanced grayscale image and
then the important DWT coefficient matrices are selected as features using proposed
F-ratio based coefficient matrices selection technique. In sequel, a modified radial basis
function neural network (RBF-NN) classifier based on k-mean and least mean square
(LMS) algorithms is proposed in this work. In the proposed RBF-NN classifier, the
centers are automatically selected using k-means algorithm and estimated weight ma-
trix is updated utilizing LMS algorithm for better recognition of hand gesture images.
A sigmoidal activation function based RBF-NN classifier is also proposed here for fur-
ther improvement of recognition performance. The activation function of the proposed
RBF-NN classifier is formed using a set of composite sigmoidal functions. Finally, the
extracted features are applied as input to the classifier to recognize the class of static
hand gesture images. Subsequently, a feature vector optimization technique based on
genetic algorithm (GA) is also proposed to remove the redundant and irrelevant fea-
tures. The proposed algorithms are tested on three static hand gesture databases which
include grayscale images with uniform background (Database I and Database II) and
color images with non-uniform background (Database III). Database I is a repository
database which consists of hand gesture images of 25 Danish/international sign lan-
guage (D/ISL) hand alphabets. Database II and III are indigenously developed using
VGA Logitech Webcam (C120) with 24 American Sign Language (ASL) hand alphabets.
Keywords: American Sign Language (ASL) hand alphabet, combined features,
discrete wavelet transform (DWT), Danish/international sign language (D/ISL) hand
alphabet, Fisher Ratio (F-ratio), gesture recognition, genetic algorithm (GA), k-means
algorithm; least-mean-square algorithm (LMS), localized contour sequences (LCS), mul-
tilayer perceptron back propagation neural network (MLP-BP-NN), radial basis function
neural network (RBF-NN), static hand gesture.
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In the present scenario of intelligent computing, efficient human computer interac-
tion (HCI) or human alternative and augmentative communication (HAAC) is becoming
extremely important in our daily lives [1,2]. Gesture recognition is one of the important
research approaches in HCI or HAAC applications. In general, gestures are communica-
tive, meaningful body motions or body language expressions involving physical actions
of the fingers, hands, arms, face, head or body with the intent of conveying meaning-
ful information or interacting with the environment [1]. Since hands are more flexible
and controllable parts of human body, they are used to perform most of the important
body language expressions [3, 4]. Therefore, hand gestures are suitable for exchanging
information such as representing a number, pointing out an object, expressing a feeling
etc. Hand gestures are also used as a primary interaction tool for sign language and
gesture based computer control [4]. In a very common HCI system, simple mechanical
devices like keyboard and mouse are used for man-machine interaction. However, these
devices inherently limit the speed and spontaneity of the interaction between man and
the machine [5]. On the other hand, in recent years, the interaction methods using
hand gesture based computer vision have become a popular alternative communication
modalities for man-machine interaction due to its natural interaction ability [6, 7]. A
suitable design of hand gesture recognition framework can be used to develop an ad-
vanced hand gesture based interface system for successful HCI or HAAC applications
like robotics, sign language communication, virtual reality etc [8, 9].
1.1 Hand Gestures
Hand gestures are a collection of movements or a pose or configurations of hand and
arm performed by one or two hands, used to signify a certain meaning or used to com-
municate with others. Since the ability of the human hand to acquire a huge number of
clearly observable configurations, hand gestures become the largest category of gestures
among all gesture classes. Based on different application scenarios, hand gesture can
be categorized into several classes like conversational gestures, communicative gestures,
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controlling gestures and manipulative gestures [10]. In general, people often make hand
movements that are synchronized with their speech. Traditionally, these movements
are called conversational hand gestures which convey semantic information in addition
with speech [11]. Sign language is an important example of communicative gestures.
Sign language is highly structural and it can help a deaf one to interact with ordinary
people or computers [12]. Controlling gestures are used in remote control applications
such as consumer electronic control system [13, 14] and robot control [15]. Manipula-
tive gestures assist as a natural way to interact with virtual objects. Teleoperation and
virtual assembly are good examples for the applications of manipulative gestures [10].
In general, gestures can be classified into static gestures or postures [5, 13, 16–18] and
dynamic gestures [19–22]. A static gesture is described in the form of definite hand
configuration or poses while dynamic gesture is a moving gesture, articulated as a se-
quence of hand movements and arrangements [9]. Static gesture does not carry the
time-varying information. Therefore, it can be completely analyzed using a single image
or a set of images of the hand taken at a specific time. A good example of static hand
gesture is an image of hand sign such as the “OK”, or the “STOP”, which is enough for
complete understanding of the meaning. On the other hand, dynamic gesture is a video
sequence of hand movements. Hence, a sequence of hand images connected by motion
over a short time span is required to analyze a dynamic gesture. The simple example of
a dynamic gesture is “goodbye” or “come here” and it can only be recognized by taking
the temporal context information [7]. Since static gestures can convey certain meanings
and sometimes act as specific transition states of dynamic gestures, recognition of static
gesture is one of the most important parts in the area of gesture recognition [2, 23].
1.2 Hand Gesture Recognition
Hand gesture recognition is a process to recognize the gestures performed by hu-
man hand or hands. The research objective of hand gesture recognition is to build
a system framework which can recognize hand gestures that convey certain informa-
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tion. According to sensing techniques, hand gesture recognition methods are broadly
classified into two categories: (i) glove-based technique [24–27] and (ii) vision-based
technique [5, 9, 13,16,28,29].
In glove-based techniques, sensors (mechanical or optical) attached to a glove are
utilized to measure the joint angles, positions of the fingers and position of the hand
for determining the hand gesture [24]. In [25], the authors have implemented a tool for
directing robotic actions where a Cyberglove with Polhemus sensor is successfully used
to transform operator hand motions into virtual robot end-effector motions as a tool for
directing robotic actions. Parvini et al. [26] have developed a hand gesture recognition
system by utilizing bio-mechanical characteristics of hand where CyberGlove is used as
a virtual reality user interface to acquire data corresponding to 22 static hand gesture
of American sign language (ASL) hand alphabets. In [27], the authors have designed a
glove-based hand gesture recognition system to classify 24 static hand gesture of ASL
alphabet where 5DT Data Glove 5 Ultra is used to capture information of the flexion
degree of each finger of the hand and a 3-axis accelerometer placed on the back of
the hand to know its orientation. However, gloves are quite expensive and the weight
of the gloves and associated measuring equipment restrict the free movement of the
hand. Therefore, the user interface is complicated and less natural for glove-based
techniques [30].
On the other hand, vision-based techniques use one or more cameras to capture
the gesture images and provide more natural and non-contact solutions for HCI [28,
31]. In [13], the authors have developed a system where a webcam is used to capture
the hand gestures and then registration, normalization, and feature extraction process
are applied for ultimate classification and to operate the remote controller. Gupta
and Ma [16] have developed an automatic hand gesture classification system based on
gesture contours where a single video camera and a real-time video software are used
for the real-time acquisition, sampling, quantizing, and storing of the gesture images.
In [5], authors have developed a static hand gesture recognition system where the hand
gesture images are captured using an RGB Frontech e-cam which is connected to an Intel
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core-II duo 2 GB RAM processor. The vision-based technique becomes more popular
because of the following advantages: (i) it does not demand any wearable or attached
electromechanical equipment, i.e. it is a passive interface; (ii) it only uses inexpensive one
or more cameras for image acquisition; (iii) this technique is quite simple and provides
a natural interaction between humans and computers [30].
1.3 Applications of Hand Gesture based Interface System
Hand gestures based interface system can be used in various applications [32]. Hand
gesture can facilitate deaf and dumb people to communicate with ordinary people or
computer. The natural HCI for virtual environments can be achieved using hand ges-
tures. A few application areas of hand gesture based interface system are follows.
1.3.1 Robotics and Telepresence
The demand of manual operations may raise in some cases like system failure or
inaccessible remote areas or emergency hostile conditions. In many cases, it is impossible
for human operators to present near the machines [33]. Robotics and telepresence using
hand gestures have a great use in this situation. The aim of telepresence is to provide the
physical operational support to accomplish the necessary task by mapping the operator
arm to the robotic arm. The researchers of the University of California, San Diego have
designed real time ROBOGEST system to control an outdoor autonomous vehicle in
a natural way using hand gestures [34]. Hand gesture recognition system can used to
control the robot operations as reported in [35, 36] where a hand gesture recognition
system is connected with robot to control different operations based on the given hand
gestures.
1.3.2 Virtual Reality
Virtual reality is a computer-simulated environment which is presented to the user in
such a way that the user accepts it as a real environment. Virtual reality environments
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are primarily sensory experiences which are displayed either on a computer screen or
with special stereoscopic displays [37]. The use of gestures in virtual reality applications
has become the greatest inspiration in computing [38]. In virtual reality, gestures are
used to enable realistic manipulations of virtual objects for 3D display interactions [39].
1.3.3 Vehicle Interfaces
The primary motivation of hand gesture based vehicle interfaces is the use of hand
gestures for secondary controls. In [40], the authors have described an approach of
vision-based gesture recognition for human-vehicle interactions such as calling-up vehi-
cle, stopping vehicle, and directing vehicle etc. In [41], Pickering et al. has described
the primary and secondary driving task, the trends and issues of Human Machine In-
terface (HMI) for driving automotive user interface where hand gesture recognition is
considered as a realistic substitute for user controls.
1.3.4 Sign Language
Sign language is one of the important examples of communicative gestures. It is used
to help deaf and dumb people to communicate with normal people or computer [12]. A
sign language recognition system could allow a deaf to communicate with other people
without any interpreter and sometimes it could be used to generate speech or text
corresponding to different sign languages that makes the deaf or dumb more independent
[33]. At the same time, the sign language recognition system has become one of the most
important systems for HCI applications [42,43].
1.3.5 Desktop and Tablet PC Applications
An alternative to mouse and keyboard, the gestures based interaction is used in
desktop computing applications [44]. Many gestures such as pen-based gestures are
used for desktop computing tasks which involve manipulating graphics, or annotating
and editing documents [45]. Recently, a gesture recognition technology is introduced by
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eyeSight (a company expert in Machine Vision and gesture recognition technology) for
operating Android Tablets and Windows-based portable computers [28].
1.3.6 Healthcare
The hand gesture recognition system offers a possible alternative to reduce infection
rates at hospitals. The touch screen system can be replaced by gesture based system
in many hospital operating rooms which must be sealed to prevent accumulation of
dust or spreading of contaminants [28]. Wachs et al. [46] have developed a hand gesture
recognition system where doctors use hand gestures instead of touch screens or computer
keyboards for navigation and manipulation of digital images during medical processes.
1.3.7 Consumer electronic control
Hand gesture recognition system can be used to control consumer electronics like
television [13]. In this application, a gesture recognition system is used to gener-
ate the commands like ‘TV 1′, ‘V ideo1′, ‘V olumeUp′, ‘V olumeDown′, ‘Channel Up′,
‘ChannelDown′, ‘Power′, ‘TV/AV ′, ‘Play′ and ‘Stop′, for controlling different televi-
sion operations as per given hand gestures.
1.4 A Brief Overview of Vision-based Hand Gesture Recog-
nition System
The aim of the vision-based hand gesture recognition system is to process, analyze
and recognize the hand gesture image. The overall process of vision-based hand gesture
recognition system can be divided into two phase: (a) enrollment or training phase and
(b) recognition or testing phase. The schematic diagram of a vision-based hand gesture
recognition system is shown in Figure 1.1. Both training and testing phases include the
same preprocessing, feature extraction and feature vector optimization steps. In general,
a vision-based static hand gesture recognition system consists of the following stages:
preprocessing, feature extraction, feature vector optimization and classification. The
7
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Figure 1.1: The schematic diagram of a vision-based hand gesture recognition
system.
preprocessing stage includes following sub-stages: (i) Image enhancement: enhances
the image by compensating illumination variation; (ii) Segmentation: segments hand
region from its background image and transforms into binary silhouette; (iii) Image
rotation: makes segmented gesture rotation invariant and (iv) Filtering: effectively re-
moves background noise and object noise from the binary image and provides a well
defined segmented hand gesture [9]. The extraction of efficient features is an impor-
tant stage in a hand gesture recognition system. The aim of feature extraction is to
extract the most discriminative and relevant characteristics of hand gesture image for
recognition. In this way, the hand gesture image is represented by a set of feature or
features in a compressed manner. Various features have been reported in the literature
to represent static hand gesture including features like statistical moments [47], block-
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based feature [17], Haar-link feature [48], Fourier descriptors (FD) [18], vector lengths
between the gesture’s centroid to the useful portion of the gesture border [12], local-
ized contour sequence (LCS) [16] and normalized silhouette distance signal features [49]
etc. In feature vector optimization stage, the extracted feature vectors are further op-
timized by removing redundant and irrelevant features. The aim of the feature vector
optimization technique is to reduce the dimension of feature vector. This minimizes the
feature space complexity keeping the performance of hand gesture recognition reason-
ably high. It involves definition of most discriminative and informative features of the
original data for recognition. This can be performed by eliminating the unwanted and
redundant features [50]. The advantages of feature vector optimization technique for
a hand gesture recognition system are as follows: (i) induction of faster classification
in final mode due to the reduction of feature vector dimension and (ii) achievement of
reasonably high recognition performance due to the elimination of unwanted and redun-
dant features [50]. The optimized feature set is applied to the input of the classifier
for recognition of hand gesture image. At the training phase, optimized feature sets
are used to train the classifier and trained gesture models are stored at the end of this
phase. The collection of trained hand gesture models is called a hand gesture model
database. At the time of recognition or testing phase, the class of an unknown hand
gesture image is determined by comparing it with the models of known hand gesture
images. The best matching indicates the class of unknown hand gesture image. A va-
riety of methods [12, 13, 16, 17, 51, 52] have been reported to classify hand gestures like
multilayer perceptron back propagation neural network (MLP-BP-NN) [13], minimum
distance (MD) classifier [16], fuzzy C-mean (FCM) classifier [17], k-nearest neighbor
(KNN) [51] classifier etc.
Over the last few decades, a number of researchers have reported a variety of static
hand gesture recognition techniques [5,7,12,13,16–18,51,53,54]. Pavlovic et al. [55] have
surveyed the literature on visual interpretation of hand gestures in the context of its
role in HCI. They have reported the fundamental methods which are used for modeling,
analyzing, and recognizing the gestures and applications of gesture-based systems. Al-
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Jarrah et al. [12] have presented a system for automatic translation of gestures of the
manual alphabets in the Arabic sign language. The system is accomplished by training a
set of adaptive neuro-fuzzy inference system (ANFIS) models, each of which is dedicated
for the recognition of a given gesture. In feature extraction scheme, 30 vectors are
computed to represent the hand gesture image. The system achieved a recognition rate
of 93.55% using approximately 9 rules per ANFIS model. However, the performance
of this reported technique depends on illumination variation of the images. In [16],
Gupta and Ma have developed a complete system capable of robustly classifying hand
gestures for HCI and HAAC applications using localized contour sequences (LCS). The
system recognizes 10 hand gestures (0 to 9) of ASL using the best matching with a
linear or nonlinear alignment method. The LCS representation is robust to contour
noise, however, it is sensitive to the starting point of the contour sequences. In [52], the
authors have developed a system for recognition of static hand gesture images based on
the matching of boundary pixels using Hausdorff distance. They have reported that the
system is achieved an average recognition rate of 90% for 26 hand postures. However, the
matching technique based on Hausdorff distance is computationally complex. Conceil
et al. [53] have reported a vision-based approach for hand posture recognition using
Fourier descriptor (FD). For their own database, the 11 classes of hand posture have
been recognized with a recognition rate of 84.58% using a Bayesian distance classifier.
Bourennane and Fossati [18] have compared several shape descriptors for hand posture
recognition. They have extracted two sets of Fourier descriptors (FD1 and FD2) and
compared them with Hu invariants [56] and Zernike moments [57]. The hand postures are
classified using Euclidean distance classifier. The experiments were conducted on Triesch
database [58] with uniform background images and their own developed database of 11
hand gestures. The results show that FD1 provides higher recognition rate compared
to FD2, Hu invariants and Zernike moments. Chenglong et al. [54] have reported a new
technique based on a combinational feature vector and multi-layer perceptron (MLP)
for hand gesture recognition. The combinational feature vector is formed using feature
parameters of Hu invariant moment, hand gesture region, and Fourier descriptor. The
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system achieves 97.4% recognition rate for 14 classes of hand gesture images. The
contour of hand gesture is efficiently represented by Fourier descriptors (FDs). However,
the recognition performance is sensitive to the variation of starting point and the number
of FDs.
In [43], Teng et al. have reported a hand gesture recognition system based on lo-
cal linear embedding (LLE). In feature extraction process, the high dimensional data
is mapped to a low dimensional space using LLE where each point is approximated by
a linear combination of their neighbors. The reported approach archives an average
recognition rate of 90% for 30 hand gestures of Chinese sign language (CSL) alphabet.
The LLE approach is invariant to translation and scale, however, it is sensitive to rota-
tion. In [59], Hanning et al. suggested an approach to recognize the static hand gesture
using local orientation histogram features. The summarized information of the hand
image orientations are represented by the orientation histograms. The local orientation
histogram features are illumination invariant, however, they are not rotation invariant.
Triesch and von der Malsburg [58] have developed a technique for classification of hand
postures against uniform and complex backgrounds. The reported technique uses elastic
graph matching to classify hand postures and achieved a recognition rate of 92.9% and
85.8% for uniform and complex background images respectively. The matching proce-
dure of the reported technique is user independent and robust in complex backgrounds.
However, it is a complex procedure and sensitive to the variations of the viewpoint and
hand anatomy. Wachs et al. [17] have suggested a methodology of cluster labeling and
parameter estimation for the automated setup of a hand-gesture recognition system. In
this reported technique, the hand gesture images are recognized by the system using
block-based features and fuzzy C-means (FCM) classifier. The reported technique rec-
ognizes hand gesture with 98.9% and 93.75% for their own database of 13 gestures and
Gripsee database [35] respectively. In [42], Munib et al. have developed a recognition
technique to recognize the static gestures of ASL based on Hough transform and neural
networks. The reported technique achieved a recognition rate of 92.3% for 20 classes of
selected ASL signs. Shanableh and Assaleh [51] have presented a solution for recognition
11
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of isolated Arabic sign language gestures. They have used the video-based gestures to
segment out the hands of the signer based on color segmentation of the colored gloves.
They have encapsulated the movements of the segmented hands in a bounding box. A
discrete cosine transformation (DCT)-based feature set is extracted from the encapsu-
lated images of the projected motion DCT and Zonal coding to the DCT coefficients
with varying the cutoff values. The feature extraction schemes are validated using k-
nearest neighbors (KNN) and polynomial classifier. An average recognition rate of 87%
is achieved for KNN classifier. Huang et al. [60] have presented a technique to recog-
nize 11 classes of hand gesture image using Gabor filters and support vector machine
(SVM) classifiers. The reported technique achieved a recognition rate of 96.1% using
Gabor-PCA features and SVM classifier. It uses Gabor filters for both stages, rotation
estimation and feature extraction. However, Gabor filter based rotation estimation and
feature extraction techniques are computationally complex.
Premaratne and Nguyen [13] jointly have developed a consumer electronics control
system based on hand gesture moment invariant features and MLP-BP-NN classifier.
They used the skin color segmentation to segment control gesture and normalized it
using morphological filtering approach. They have shown that for limited number of
hand gestures, 100% accuracy is achieved to control consumer electronics by their de-
veloped system. However, this system may fail to recognize hand gestures having similar
shape. Priyal and Bora [5, 47] have reported the use of geometric and orthogonal mo-
ment features for hand gesture recognition. They have compared the performance of
Krawtchouk, Geometric, Zernike and Tchebichef moments feature sets using minimum
distant (MD) classifier to recognize 10 static hand gestures. They concluded that the
Krawtchouk moments (KM) based feature set is more robust compared to Geometric,
Zernike and Tchebichef moment based feature sets for hand gesture recognition. Hasan
and Kareem [7] have presented a hand gesture recognition technique using shape anal-
ysis and MLP-BP-NN classifier. The reported technique recognizes a set of six specific
static hand gestures including Open, Close, Cut, Paste, Maximize, and Minimize using
two separate feature sets: hand contours and complex moments. It has been shown that
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the technique achieves a recognition rate of 70.83% and 86.38% for hand contour and
complex moment features respectively. However, moment based features have failed to
recognize hand gestures having the similar shapes.
From the above study, it is seen that most of the reported techniques are applied to
recognize hand gesture for limited number of gesture classes. It is also seen that there
are several challenges including illumination variation, changes of position, size and
rotation angle of the hand gesture images to recognize hand gesture images. Therefore,
the development of a vision-based hand gesture recognition technique which will be able
to detect a large class of hand gestures under the variations of illumination, rotation,
position and size of the gesture images, is still a challenging task.
1.5 Contribution in the Thesis
This thesis deals with static hand gesture images of sign language and allows to
recognize gesture even in a variation of illumination, rotation, position and size of gesture
images. The major contributions of the thesis can be summarized as follows:
• Proposition of a novel technique to make hand gesture image as rotation invariant
and a combined feature set for proper representation of static hand gesture image.
In the proposed technique, the rotation normalization is achieved by coinciding the
first principal component of the segmented hand gestures with vertical axes. In
the feature extraction stage, two types of features are extracted from preprocessed
hand gesture image: (i) Localized contour sequences (LCS): carry the contour
information of the hand gesture images and (ii) Block-based features: incorporate
the regional information of the hand gesture image. A combined feature set which
couples LCS features with block-based features is also proposed in this work for
better representation of static hand gesture image.
• Proposition of a discrete wavelet transform (DWT) and F-ratio based feature set
to represent static hand gesture images. To extract this feature set, DWT is
applied on resized and enhanced grayscale image and then the important DWT
13
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coefficient matrices are selected as features using the proposed Fisher ratio (F-
ratio) based technique. The proposed DWT and F-ratio based feature set carry
localized information of hand gesture image in time and spatial frequency domains
which can improve the hand gesture recognition performance.
• Proposition of modified radial basis function (RBF) neural network classifier for
recognition of hand gesture images. This work proposes two modified RBF neural
network (RBF-NN) classifiers: (i) K-mean and least-mean-square (LMS) based
RBF-NN with Gaussian activation function (represented as KLMS-RBFNN-GAF
classifier) and (ii) K-mean and LMS based RBF-NN with composite sigmoidal
activation function (represented as KLMS-RBFNN-SAF classifier) where activa-
tion function is formed based on a set of composite sigmoidal functions. For both
proposed classifiers, the centers are automatically selected using k-means algo-
rithm and estimated weight matrix is further updated using LMS algorithm at
the training phase to improve the recognition performance. The selected centers
and updated weight matrix are stored at the end of training phase and used to
recognize the unknown hand gesture images during testing phase.
• Proposition of a Genetic Algorithm (GA) based feature vector optimization tech-
nique to select an optimal subset of features from original set for hand gesture
recognition. The aim of this technique is to reduce the dimension of feature vector
which in turn helps to reduce the computational complexity of the recognition
system while an attempt is made simultaneously to keep the performance accu-
racy reasonably high for hand gesture recognition. In this work, GA is applied to
reduce the dimension of the extracted feature set by eliminating redundant and
irrelevant features. Finally, the optimized feature subsets are used as input to the
proposed classifier for hand gesture recognition.
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1.6 Description of the Hand Gesture Databases
Three different hand gesture image databases which are mentioned as Database
I, Database II and Database III, are used in this thesis. Databases I and II include
grayscale hand gesture images with uniform background whereas Database III consists
of color hand gesture images with nonuniform background. Database I is a repository
database of 25 Danish/international sign language (D/ISL) hand alphabets which is
publically available [61]. One static gesture image for each of 25 D/ISL hand alphabets
are shown in Figure 1.2 [2]. This database consists of 1000 grayscale image for 25 static
hand gestures, 40 samples are taken for each class with spatial resolution 256× 248.
Figure 1.2: One static gesture image for each of 25 D/ISL hand alphabets.
Databases II and III are indigenously developed. In these databases, static gesture
image of 24 ASL hand alphabets is captured using VGA Logitech Webcam (C120) [9].
One static gesture image for each of 24 ASL hand alphabets with uniform background
and nonuniform background are shown in Figure 1.3 and Figure 1.4 respectively. Both
15
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the databases are constructed by capturing ASL gesture images from 10 volunteers,
most of them are not familiar with gesture recognition. Each volunteer provides a guide
of postures as appear in the ASL browser developed by Michigan State University [62]
and BGU-ASL DB [17].
Figure 1.3: One static gesture image for each of 24 ASL hand alphabets with
uniform background.
Database II comprises of 2400 grayscale images of 24 ASL hand alphabets with
spatial resolution 320 × 240. Each ASL hand alphabet contains 100 images with 10
samples per volunteer. Each ASL hand alphabets are performed by every volunteer
against an uniform black background based on different angles, positions and distances
from the camera under different lighting condition. Database III also contains 2400 color
images of 24 ASL hand alphabets with spatial resolution 320 × 240. Each ASL hand
alphabet comprises of 100 images; 10 samples are performed by each volunteer against
a nonuniform background with variations of angle, position and size changes under
different lighting condition. This nonuniform background allows to test the robustness
of the gesture recognition algorithms [9].
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Figure 1.4: One static gesture image for each of 24 ASL hand alphabets with
nonuniform background.
1.7 Organization of the Thesis
The thesis is organized as follows:
Chapter 1 presents introduction of the thesis work which includes review of the hand
gestures and its applications, gesture recognition and associated techniques, motivation
of work, literature survey, description of the hand gesture databases, and an outline of
the work described in the thesis.
Chapter 2 describes the preprocessing steps of a gesture recognition system and
proposes a technique to make the gesture image as rotation invariant. This chapter also
proposes a combined feature set using LCS and block-based features for better repre-
sentation of hand gesture images. Theoretical background of the homomorphic filtering,
grayworld algorithm, Otsu segmentation, and Canny edge detection technique are also
discussed in this chapter. This chapter also demonstrates the detailed methodology of
the proposed technique. The experimental results are presented and discussed in detail.
Chapter 3 presents hand gesture recognition using DWT and F-ratio based fea-
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ture set and RBF-NN classifier. Theoretical background of wavelet transform, F-ratio,
Krawtchouk moments (KM), discrete cosine transform (DCT) and RBF neural network
are also discussed here. In addition, the proposed framework of DWT and F-ratio based
feature extraction technique which includes cropping and resizing of the image, apply-
ing DWT on resized and enhanced grayscale image and selection of DWT coefficient
matrices using F-ratio, is also described in detail. The experimental results are shown
and compared with earlier reported techniques.
Chapter 4 presents hand gesture recognition using modified RBF-NN classifiers,
where the centers are automatically selected using k-mean algorithm and estimated
weight matrix is updated using LMS algorithm to improve the recognition performance.
Theoretical background of k-mean and LMS algorithms are also discussed here. In ad-
dition, the details of the two different proposed classifiers that are KLMS-RBFNN-GAF
and k-mean and LMS-based RBF-NN classifier with composite sigmoidal activation func-
tion (represented as KLMS-RBFNN-SAF classifier), are described in this chapter. The
experimental results are presented and compared with previously reported techniques.
Chapter 5 discusses feature vector optimization using genetic algorithm (GA) for
hand gesture recognition. The details of GA is demonstrated here. The methodology
for feature vector optimization is presented in detail. The performance of static hand
gesture recognition using GA based optimized feature subset is also mentioned in this
chapter. The experimental results are evaluated and compared with earlier reported
techniques.
Chapter 6 makes the overall conclusions of the work and discusses the scope of
future work in the same and further improvements.
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Preprocessing and Feature
Extraction Techniques for Hand
Gesture Recognition
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2.1 Introduction
The human-computer interaction (HCI) or human alternative and augmentative
communication (HAAC) has become an increasingly important part of our daily lives
because of massive technological infusion in our lifestyle [13]. A suitable design of vision-
based static hand gesture recognition technique can be used to develop an advanced hand
gesture based interface system for successful HCI or HAAC applications [7, 8, 16]. Pre-
processing is the first stage of a vision-based static hand gesture recognition system [12].
Preprocessing stage involves several sub-stages depending on the captured image con-
dition and applied feature extraction techniques [7]. The preprocessing stage which
is described in this chapter, consists of the following sub-stages: image enhancement
which enhances the image by compensating illumination variation; segmentation, which
segments hand region from its background image and transforms into binary silhouette;
image rotation that makes segmented gesture as rotation invariant; filtering that effec-
tively removes background noise and object noise from the binary image and provides
a well defined segmented hand gesture. Feature extraction is an important stage for a
hand gesture recognition system because it may not provide good recognition perfor-
mance using the best classifier due to inefficient features. The objective of the feature
extraction stage is to extract the most relevant features of the hand gesture image for
recognition [7]. Features are selected based on either (1) best representation of a given
class of signals, or (2) best distinction between classes [63]. The selection of good fea-
tures can strongly affect the classification performance and reduce the computational
time [7]. Various features have been reported in the literature [12,13,16,17,47–49,54,58]
to represent static hand gesture image like statistical moments [13,47], block-based fea-
tures [17], Haar-link feature [48], Fourier discriminator (FD) [53, 54], lengths of vectors
between the gesture’s centroid to the useful portion of the gesture border [12], localized
contour sequence (LCS) [16] and normalized silhouette distance signal features [49] etc.
However, following benefits [16] of LCS features distinguish it from other features for
hand gesture recognition: (i) The LCS is independent of shape complexity. (ii) The
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LCS can also be used to efficiently characterize partial contours. (iii) The LCS repre-
sentation is autonomous from derivative computations and it is effective with respect
to contour noise. (iv) Increase window size enhances the magnitude of the LCS. The
block based feature set [17] also have some important advantages: (i) This feature set
incorporates the regional information of the hand gesture based on the partitions of the
block and (ii) It is invariant in position and size of the gesture image. A large number
of techniques [13, 17, 47, 53, 58] is reported by the researchers for recognition of static
hand gestures. However, proper preprocessing and accurate feature representation of
hand gesture images are still a challenge for static hand gesture recognition system in
real-time application.
In the preprocessing stage, this work proposes an image rotation technique to make
segmented gestures as rotation invariant by coinciding the first principal component
of the segmented hand gestures with vertical axes. This work also proposes a com-
bined feature set which couples LCS features with block-based features, to represent
hand gesture image more accurately. Initially, two types of features are extracted from
preprocessed hand gesture image: (i) LCS features (contour features) that efficiently
represent and carry contour information of the object [64] and (ii) block-based features
(regional features) that carry regional information of the object [17]. Then, the proposed
combined feature set is obtained by appending the LCS features with the block-based
features. The advantage of this combined feature set is, it contains the contour as well
as regional information of the gesture and provides a better representation of hand ges-
ture compared to each of the individual LCS or block-based feature set. The proposed
combined feature set is applied to the input of the classifier to recognize the static
hand gesture images. In this chapter, multilayer perceptron back propagation neural
network (MLP-BP-NN) with single hidden layer is used as a classifier because MLP-
BP-NN has following advantages: (i) it can be used to generate likelihood-like scores
that are discriminative in the state level; (ii) it can be easily implemented in hardware
platform for its simple structure; (iii) it has the ability to approximate functions and au-
tomatic similarity based generalization property; (iv) complex class distributed features
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can be easily mapped by neural network [2, 65]. The performance of gesture recog-
nition is tested on three hand gesture databases which include grayscale images with
uniform background (Database I and Database II) and color images with nonuniform
background (Database III). To investigate the performance of the proposed combined
feature set and to compare it with LCS [16] and block-based [17] feature sets, experi-
ments are separately conducted on three different static hand gesture databases using
LCS, block-based and proposed combined feature sets using MLP-BP-NN as a classifier.
Experimental results indicate that the proposed combined feature set provides better
recognition performance compared to LCS [16] and block-based [17] feature sets indi-
vidually. To investigate, the performance of the proposed image rotation technique,
experiments are separately conducted on three different static hand gesture databases
without image rotation and with image rotation techniques. The experimental results
demonstrate that hand gesture recognition performance is significantly improved due to
the proposed image rotation technique.
2.1.1 Organization of the Chapter
The rest of this chapter is organized as follows: Section 2.2 provides the basic con-
cepts of homomorphic filtering, grayworld algorithm, Otsu segmentation, skin color seg-
mentation and Canny edge detection. Section 2.3 describes the proposed methodology
in details. Performance evaluation followed by a discussion are presented in the Section
2.4. Finally, the chapter concludes in Section 2.5.
2.2 Theoretical Background
2.2.1 Homomorphic Filtering
A homomorphic filtering technique is used to enhance an image by simultaneous
gray-level range compression and contrast enhancement [66]. In illumination-reflectance
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model [67], image pixel value g(x, y) can be expressed as
g(x, y) = I(x, y)R(x, y) (2.1)
where, I(x, y) and R(x, y) are illumination and reflection components respectively. The
homomorphic filtering [66] technique is described as follows.
1. Take logarithm transform on input image to separate illumination and reflection
components,
z(x, y) = ln g(x, y)
= ln I(x, y) + ln R(x, y)
(2.2)
2. Compute the frequency domain representation i.e. Z(u, v) by taking Fourier trans-
form on (2.2), therefore
={z(x, y)} = ={ln g(x, y)}
= ={ln I(x, y)}+ ={ln R(x, y)}
(2.3)
or
Z(u, v) = FI(u, v) + FR(u, v) (2.4)
where, Z(u, v), FI(u, v) and FR(u, v) are the Fourier transforms of z(x, y), ln I(x, y)
and lnR(x, y) respectively.
3. Obtain the filter output in frequency domain i.e. S(u, v), by mean of filtering
function Hf (u, v)
S(u, v) = Hf (u, v)Z(u, v)
= Hf (u, v)FI(u, v) +Hf (u, v)FR(u, v).
(2.5)
4. Compute spatial domain representation, s(x, y) by taking inverse Fourier trans-
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form as presented in (2.6),
s(x, y) = =−1{S(u, v)}
= =−1{Hf (u, v)FI(u, v)}
+=−1{Hf (u, v)FR(u, v)}
(2.6)
where, =−1 is the inverse Fourier transform operator. Lets assume
I
′
(x, y) = =−1{Hf (u, v)FI(u, v)} (2.7)
and
R
′
(x, y) = =−1{Hf (u, v)FR(u, v)}. (2.8)
Then, (2.6) can be expressed as
s(x, y) = I
′
(x, y) + R
′
(x, y). (2.9)
5. Finally, the desired enhanced image f(x, y) is obtained through exponential oper-
ation on (2.9),
f(x, y) = es(x,y)
= eI
′
(x,y). eR
′
(x,y)
= I0(x, y)R0(x, y)
(2.10)
where, I0(x, y) = eI
′
(x,y) and R0(x, y) = eR
′
(x,y) are separately represent the illu-
mination and reflectance components of the output image pixel.
g(x,y) f(x,y)DFTln H f (u,v) IDFT exp
Figure 2.1: The operational block diagram of homomorphic filtering technique.
The block diagram of homomorphic filtering technique is shown in Figure 2.1 [67]. In
this particular application, the key elements are the separation of illumination and
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reflectance components from image pixel as indicated in (2.2) and operation of filtering
function Hf (u, v) on these components separately in frequency domain as indicated in
(2.5). The filter function Hf (u, v) [67] which is used here, defined as
Hf (u, v) = (aH − aL)[1− e−c(D2(u,v)/D20)] + aL (2.11)
where, D(u, v) is the distance from point (u, v) to the origin of the frequency rectangle
(frequency domain representation of image), D0 is the cutoff distance measured from the
origin and c is a constant, introduced to control the sharpness of the slope of the filter
function shown in Figure 2.2 during its transition between aL to aH , where aL and aH
represents the lowest and highest values of the filter function Hf (u, v) respectively [66].
D(u,v)
Hf (u,v)
aH
aL
Figure 2.2: Radial cross section of a circularly symmetric homomorphic filter
function.
In general, the illumination component of an image is described by slow spatial
variations, while the reflectance component varies abruptly, particularly at the junction
regions [66]. These characteristics lead to associate low and high frequencies of a loga-
rithm image with illumination and reflectance components respectively [67]. These as-
sociations are utilized to normalize illumination variation of hand gesture images. If the
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parameters aL and aH are chosen such that aL < 1 and aH > 1, the filter function shown
in Figure 2.2 decreases the contribution made by the low frequencies (illumination) and
increases the contribution made by high frequencies (reflectance) [66]. Therefore, the
net result will contain the essential information of the image, simultaneously greatly
reducing the influence of illumination variation.
2.2.2 Gray World Algorithm
The gray world algorithm [68] is a lighting compensation method that attempts to
equalize the mean of the red (R), green (G), and blue (B) channels. This algorithm is
developed on the basis of the gray world assumption, which indicates that the average
intensity of the red, green, and blue channels should be equal for a typical scene. Let,
an image I(x, y) have spatial resolution M ×N and let, IR(x, y), IG(x, y) and IB(x, y)
denote the red, green, and blue channels of the image respectively, where x and y refer
to the indices of the pixel position. First, the average of red channels (RAV G), average
of green channels (GAV G), average of blue channels (BAV G) and average of gray levels
(µAV G) are calculated as follows:
RAV G = 1MN
M∑
x=1
N∑
y=1
IR(x, y)
GAV G = 1MN
M∑
x=1
N∑
y=1
IG(x, y)
BAV G = 1MN
M∑
x=1
N∑
y=1
IB(x, y)
µAV G = 13(RAV G +GAV G +BAV G)
(2.12)
Then, the scale ratios of the original red, green and blue channels, AR, AG and AB
respectively are estimated by (2.13) [60].
AR = µAV G/RAV G
AG = µAV G/GAV G
AB = µAV G/BAV G
(2.13)
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Then, the modified red, green and blue channels of the image as represented ÎR, ÎG and
ÎB respectively are obtained by (2.14).
ÎR(x, y) = AR.IR(x, y)
ÎG(x, y) = AG.IG(x, y)
ÎB(x, y) = AB.IB(x, y)
(2.14)
Now, the new estimated pixels of red, green and blue channels as represented by
(2.14), satisfy the gray world assumption which compensates the lighting variation for
a scene.
2.2.3 Otsu Segmentation
The Otsu segmentation [69] is a clustering based image thresholding technique. It
is used to segment an image into two classes (foreground pixels and background pixels),
or to transform an image into binary silhouette [2]. In Otsu segmentation algorithm,
L gray level image is segmented into two classes Ω0 = {1, 2, . . . , T}; and Ω1 = {T +
1, T + 2, . . . , L} using a threshold T . The optimum threshold T ∗ is determined as that
value of T which maximizes the ratio between-class variance σ2B to the total variance
σ2T [70]. If ni is the number of pixels at i
th gray level and N is the total number of
pixels, then for a given T , the σ2B and the σ
2
T are separately computed as in (2.15) and
(2.16) respectively [70].
σ2B = ω0(µ0 − µT )2 + ω1(µ1 − µT )2 (2.15)
σ2T =
L∑
i=1
(i− µT )2Pi (2.16)
27
Preprocessing and Feature Extraction Techniques for Hand Gesture Recognition
where
ω0 =
T∑
i=1
Pi, ω1 =
L∑
i=T+1
Pi
µ0 =
T∑
i=1
(iPi)/ω0, µ1 =
L∑
i=T+1
(iPi)/ω1
µT =
L∑
i=1
(iP )
Pi = ni/N,
(
Pi ≥ 0 and
L∑
i=1
Pi = 1
)
.
Here, Pi, µT , µ0, µ1, ω0 and ω1 represent the probability of occurrence in ith gray
level, total mean levels, class 0 mean levels, class 1 mean levels, probability of class
0 occurrence and probability of class 1 occurrence respectively. Typically, the entire
histogram is scanned to find the optimum threshold T ∗.
2.2.4 Canny Edge Detection Technique
The edge detection technique [71] extracts useful structural information from an
image and significantly reduces the amount of data to be processed. The Canny edge
detection is one of the most popular edge detection technique [71]. The general criteria
for edge detection are as follow [72,73]:
1. Detection: Edge should be detected with low error rate, which indicates that
detection probability of real edge points should be maximized while detection
probability of non-edge points as real-edge points should be minimized.
2. Localization: The detected edges should be as close as possible to the real edges.
3. Number of responses: One real edge should be marked only once and should not
be created false edges due to image noise.
The Canny edge detection technique consists of the following five steps [73]: (a)
Smoothing: smoothing the image using Gaussian filter to remove noise; (b) Finding
gradients: find the intensity gradients of the image for marking the edges; (c) Non-
maximum suppression: deleting all the gradient values in the gradient image except the
local maximum which should be marked as edges; (d) Double thresholding: potential
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edges are determined using double thresholding and (e) Edge tracking by hysteresis: final
edges are determined by suppressing all other edges that are weak and not connected
to strong edges. The details of each step [72] are given as follows.
(a) Smoothing: In general, all images contain some amount of noise during acqui-
sition from camera. To prevent that noise is mistaken for edges, noise must be reduced.
Since the Gaussian filter can be computed using a simple mask, it is used in the Canny
algorithm to smooth the image [73]. The smoothing can be performed using standard
convolution of the actual image with Gaussian mask. The kernel of a Gaussian filter
with a standard deviation σ = 1.4 for 5× 5 Gaussian mask, KB [72] is shown in (2.17).
KB =
1
159
.

2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2

(2.17)
(b) Finding gradients: The Canny algorithm basically finds edges where the
grayscale intensity of the image changes the most. These areas are found by deter-
mining gradients of the image. Gradients at each pixel in the smoothed image are
determined by applying the Sobel-operator [67]. First step is to approximate the gradi-
ent of smoothed image in the x-direction (KGx) and y-direction (KGy) respectively by
applying the kernels [67] as presented in (2.18).
KGx =

−1 0 1
−2 0 2
−1 0 1
 , KGy =

1 2 1
0 0 0
−1 − 2 − 1
 (2.18)
Then, the magnitude and direction of gradient (i.e. edge strength and direction of
the edges) can be determined using (2.19) and (2.20) respectively.
|G| =
√
G2x +G2y (2.19)
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θ = arctan
( |Gy|
|Gx|
)
(2.20)
where Gx, Gy, |G| and θ represent the gradient in the x- direction, the gradient in
y-direction, the magnitude of gradient and the direction of gradient, respectively.
(c) Non-maximum suppression: The edge extracted from the gradient value is
still quite blurred. Therefore, non-maximum suppression [74] is applied to convert the
“blurred” edges in the image to “sharp” edges. This is done by deleting everything
except the local maximum which should be preserved as edges in the gradient image.
The algorithm for each pixel in the gradient image is as follows.
1. The gradient direction θ is rounded to nearest 45◦, corresponding to the use of an
8-connected neighborhood.
2. The edge strength of the current pixel is compared with the edge strength of the
pixel in the positive and negative gradient direction. For example, if the gradient
direction is north (i.e θ = 90◦), edge strength of the current pixel is compared
with the pixels to the north and south.
3. If the edge strength of the current pixel is largest compared to the pixel in the pos-
itive and negative gradient direction, then preserve the value of the edge strength.
If not, suppress the value.
(d) Double thresholding: The edge pixels are quite accurate to present the real
edges after the non-maximum suppression. However, there are still some edge pixels
caused by noise or color variations. The Canny edge detection technique uses double
thresholding [74] to clarify the different types of edge pixels. If the gradient values of
edge pixels are higher than the high threshold value, they are marked as strong edges.
If the gradient values of edge pixels are lower than the low threshold value, they will be
suppressed. If the gradient values of edge pixels are between the low and high threshold
values, they are marked as weak edges.
(e) Edge tracking by hysteresis: The strong edges can immediately be included
in the final edge image, as they are extracted from the true edges in the image. Since
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the weak edges can either be due to true edges or noise/color variations, the weak edges
are included in the final edge image if and only if they are connected to strong edges.
To track the edge connection at a weak edge pixel and its 8-connected neighborhood
pixels, Binary Large Object-analysis (BLOB) [72] is applied after double thresholding.
For a weak edge, if at least one strong edge pixel is involved in the BLOB, then the
weak edge point can be identified as true edge and included in the final edge image.
2.3 Methodology
This chapter clearly describes the methodology followed for preprocessing and fea-
ture extraction techniques. In the preprocessing stage, an image rotation technique is
proposed to make the segmented image as rotation invariant using the direction of the
first principal component. A combined feature set is also proposed here for better repre-
sentation of hand gesture image. The different stages of a static hand gesture recognition
method are given as follows.
2.3.1 Preprocessing
The preprocessing stage for a hand gesture recognition method involves the following
steps: image enhancement, segmentation, rotation and morphological filtering. Figure
2.3 and Figure 2.4 show the results of different preprocessing steps for a grayscale and
color hand gesture images respectively.
2.3.1.1 Enhancement
The aim of image enhancement is to process an image so that the illumination
variation within the image is normalized and the resultant image is more suitable for
segmentation. For grayscale images of Databases I and II, this work uses homomorphic
filtering [67] technique to enhance hand gesture images by normalizing illumination
variation within it. For color images of Database III, this work utilizes gray world algo-
rithm [68] to enhance gesture images by compensating the variation of light. Figure 2.3
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(b) and Figure 2.4 (b) represent the results of image enhancement done by homomorphic
filtering and gray world technique respectively.
Figure 2.3: Results of preprocessing stage for a grayscale hand gesture image
of Database II. (a) Original gesture image. (b) Enhanced image. (c) Otsu
segmented image. (d) Rotated image. (e) Morphological filtered image.
2.3.1.2 Segmentation
The objective of the segmentation technique is to extract the hand region from the
background of the gesture image. For grayscale images of Database I and II, the hand
region of the enhanced gesture image is segmented using Otsu segmentation method [70].
The result of Otsu segmentation method is shown in Figure 2.3 (c). For color images of
Database III, the hand is segmented from the background of the enhanced gesture image
using skin color detection method in YCbCr color space [75]. In contrast to RGB, the
YCbCr color space gives better performance under varying lighting condition because of
the luma-independent characteristic of Cb and Cr. In this work, a pixel is considered as
skin pixel if Th < Y < 255, 85 < Cb < 128 and 129 < Cr < 185, where Th is (1/3) of
average Y value of all pixels. The ranges of Cb and Cr are selected using the histogram
of Cb and Cr for manually cropped hand gesture regions [76]. The skin color detection
result for hand gesture image is shown in Figure 2.4 (c). From the detection result, it is
observed that the skin color detection image also contains other skin color objects not
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belonging to hand region. Therefore, the hand region is assumed to be largest connected
skin color object, and other detected skin color objects are filtered out by comparing
their area. The final segmented output is shown in Figure 2.4 (d).
Figure 2.4: Results of preprocessing stage for a color hand gesture image of
Database III. (a) Original gesture image. (b) Enhanced image. (c) Detected
skin color region. (d) Final segmented image. (e) Rotated image. (f) Morpho-
logical filtered image.
2.3.1.3 Rotation
In this work, principal component analysis (PCA) approach is utilized to rotate
segmented gesture image. Mathematically PCA is an orthogonal linear transformation
that transforms the data to a new coordinate system such that the greatest variance by
any projection of the data comes to lie on the first coordinate (known as first principal
component), the second greatest variance on the second coordinate, and so on [77].
In this study, an image rotation technique is proposed to make the segmented image
as rotation invariant using the direction of the first principal component. A stepwise
description of the proposed technique is as follows.
1. First, represent all nonzero pixel position of segmented gesture as
H = [X1, X2, X3, · · · , XM ] (2.21)
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where, H is the position vector, Xi = [xi1, yi1]T is the position of ith nonzero pixel
with respect to the input coordinate system andM is the total number of nonzero
pixel in segmented gesture.
2. Compute covariance matrix (C) using (2.22)
C =
(
H − X¯
) (
H − X¯
)T
(2.22)
where X¯ = [x¯1, y¯1]T is the centroid of the segmented gesture with respect to the
input coordinate system.
3. Compute eigenvalues and eigenvectors of C and find the first principal component.
Let, the eigenvalues of C be λ1 and λ2 and corresponding eigenvectors be e1 =
[e11, e21]T and e2 = [e21, e22]T . Since λ1 > λ2, e1 = [e11, e21]T is the first principal
component of segmented gesture.
4. Compute the direction of the first principal component by (2.23)
direction = tan−1
(
e21
e11
)
(2.23)
5. Find out the rotation angle between the first principal axes of the segmented hand
gesture and vertical axes.
6. Finally, rotate the segmented hand gesture, so that the first principal axes of the
segmented hand gesture coincide with vertical axes.
The results of proposed image rotation technique for a hand gesture image of Databases
II and III are shown in Figs. 2.3 (d) and 2.4 (e) respectively.
2.3.1.4 Filtering
A morphological filtering [78] technique is applied here to reduce the object noise and
to obtain a well defined smooth, closed, and complete segmented hand gesture and this
is done using a sequence of dilation and erosion operations over the rotation invariant
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segmented hand gesture image. In general, the dilation and erosion operations on a
binary image P1, with a structuring element Q1 are defined [67] as follows.
Dilation: If P1 and Q1 are sets in the 2-D integer space Z2; x = (x1, x2) and φ is the
empty set, then, the dilation of P1 by Q1 is defined as
P1 ⊕Q1 = {x | (Qˆ1)x ∩ P1 6= φ}
where, Qˆ1 is the reflection of Q1. Dilation consists of two steps i.e. obtaining the
reflection of Q1 about its origin and then shifting this reflection by x. The dilation of
P1 by Q1 is the set of all x displacements such that Qˆ1 and P1 overlap by at least one
nonzero element. Set Q1 is commonly referred as the structuring element.
Erosion: The erosion of P1 by Q1 is defined as
P1 	Q1 = {x | (Q1)x ⊆ P1}
it indicates that the erosion of P1 by Q1 is the set of all points x such that Q1, translated
by x, is contained in P1. Note that dilation expands an image and erosion shrinks it.
Opening: The opening of P1 by Q1 is defined as
P1 ◦Q1 = (P1 	Q1)⊕Q1
Thus, the opening of P1 by Q1 is simply the erosion of P1 by Q1 followed by a dilation
of the result by Q1. Opening generally smooths the contour of an image, breaks narrow
isthmuses, and eliminates thin protrusions.
Closing: The closing of P1 by Q1 is is defined as
P1 •Q1 = (P1 ⊕Q1)	Q1
This says that the closing of P1 by Q1 is simply the dilation of P1 by Q1, followed by
the erosion of the result by Q1. Closing also tends to smooth sections of contour but,
as opposed to opening, it generally fuses narrow breaks and long thin gulfs, eliminates
35
Preprocessing and Feature Extraction Techniques for Hand Gesture Recognition
small holes, and fills gaps in the contour. The outputs of morphological filtering for
a hand gesture image of Databases II and III are shown in Figs. 2.3 (e) and 2.4 (f),
respectively.
2.3.2 Feature Extraction
Feature is a distinctive or characteristic measurement, transform, structural compo-
nent extracted from a segment of a pattern. Features are used to represent patterns
with the goal of minimizing the loss of important information [63]. The aim of the fea-
ture extraction stage is to capture and discriminate the most relevant characteristics of
the hand gesture image for recognition [7]. The selection of good features can strongly
affect the classification performance and reduce the computational time. The features
used must be suitable for the application and the applied classifier [7]. In this chapter,
localized contour sequence (LCS) features [16], block based features [17] and a proposed
combined features are extracted to represent the hand gesture. The details of above
feature extraction techniques are given as follows.
2.3.2.1 Localized Contour Sequence (LCS) Features
The shape of the contour can be used to identify hand gestures [79]. Therefore, the
LCS which efficiently represents the object’s contour [64] is selected as a feature set for
hand gesture. A well established canny edge detection algorithm [71] is used to detect
the edge of the preprocessed hand gesture. In this work, a contour tracking algorithm
is used to track the contour of the edge detected gesture in the clockwise direction
starting from the topmost left contour pixel. The contour tracking algorithm is given
in Algorithm 2.1 [2]. By computing the contour tracking algorithm, the positions of all
contour pixel are stored sequentially into x and y arrays. If hi = (xi, yi), i = 1, 2 . . . , N
is the ith contour pixel in the sequence of N ordered contour pixels of a gesture, the ith
sample h(i) of the LCS [64] of the gesture is obtained by computing the perpendicular
Euclidean distance between hi and the chord connecting the end-points h[i−(w−1)/2] and
h[i+(w−1)/2] of a window of size w boundary pixels centered on hi. An odd integer is
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Algorithm 2.1: : The contour tracking algorithm.
1: The image is scanned from top to bottom and left to right to find first contour
pixel being marked as P1(i, j).
2: The position of P1 is stored into x and y arrays respectively (i.e., x[1] = i and
y[1] = j). Initially, set i1 = 0, i2 = 0, j1 = 0, j2 = 0 and start search for next
contour pixel.
3: PJ is searched by scanning clockwise direction in the sequence of
PJ(i, j − 1), PJ(i− 1, j − 1), PJ(i− 1, j), PJ(i− 1, j + 1), PJ(i, j + 1), PJ(i+ 1, j +
1), PJ(i+ 1, j) and PJ(i+ 1, j − 1) until PJ = 1. Where J = 2, 3, 4, . . . , N and N is
total number of detected contour pixel.
4: If PJ = 1, position of PJ 6= (i1, j1) and position of PJ 6= (i2, j2), position of PJ is
stored separately into x and y arrays.
5: Set (i, j) = position of PJ and when J > 3, set (i1, j1) = position of PJ−1 and
(i2, j2) = position of PJ−2.
6: If step (4) becomes false then set x[J ] = x[J − 1], y[J ] = y[J − 1], (i, j) = position
of PJ−1, (i1, j1) = position of PJ and (i2, j2) = position of PJ−2.
7: Repeat steps (2)-(5) until position of PJ = position of P1.
chosen as the window size w. The LCS is computed as in (2.24)
h (i) = |ui/vi| , (2.24)
where
ui = xi[yi−(w−1)/2 − yi+(w−1)/2]
+yi[xi+(w−1)/2 − xi−(w−1)/2]
+ [yi+(w−1)/2][xi−(w−1)/2]
−[yi−(w−1)/2][xi+(w−1)/2],
and
vi = [(yi−(w−1)/2 − yi+(w−1)/2)2
+(xi−(w−1)/2 − xi+(w−1)/2)2].1/2
The LCS is used to represent hand gesture contours because it has the following impor-
tant properties [16]: (i) The LCS is not limited by shape complexity and it is, therefore,
appropriate for gestures which typically have convex and concave contours. (ii) The
LCS has been used to represent partial contours robustly. Therefore, the gesture rep-
resentation will not be affected if a part of the gesture is obscured. (iii) No derivative
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operation is involved during computations, therefore, the representation is quite robust
with respect to contour noise (random variations in the contour). (iv) The amplitudes
of the samples of the localized contour sequence proportionally increase with w. An
increase in the amplitudes enhances the signal-to-noise ratio for a fixed contour noise
level. In this work, 45 is empirically chosen as the size of w [2].
The duration and amplitude of the LCS vary from gesture to gesture. Therefore,
these are normalized by setting its duration as the average LCS duration of training
dataset and standard deviation as unity. In this work, the LCS durations are normalized
as 150, 300 and 400 for Databases I, II and III respectively. Note that the normalized
LCS feature set is position and size invariant of gesture images. Figure 2.5 shows the
detected edge and corresponding normalized LCS features of a preprocessed static hand
gesture image.
Figure 2.5: Detected edge and the normalized LCS features of a preprocessed
static hand gesture image. (a) Detected edge of the preprocessed gesture image
(b) Normalized LCS features for corresponding image.
2.3.2.2 Block-based Features
A bounding box is constructed around the hand region of the preprocessed gesture
image [17]. The box is then cropped and partitioned into blocks. A block-based feature
vector of the image incorporates the aspect ratio of the cropped bounding box, and the
average intensity of each block. The block-based feature vector of length V = 1+Br×Bc,
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denoted as Fb = [f1, . . . , fi, . . . , fV ], where Br and Bc are the number of rows and
columns of the block partition. The first feature of Fb represents the aspect ratio of
the bounding box and the remaining features represent block averages indexed row-wise
from left to right. The bounding box and a restriction on the height of the static gesture
make the block-based feature vector position and size invariant. The parameters, Br
and Bc are chosen through heuristic approach [17]. In this work, the static hand gestures
are represented by feature vectors of length 13 i.e.(1+ 4× 3) for Databases I and II and
21 i.e.(1 + 5× 4) for Database III. Figure 2.6 shows the artwork of block-based feature
extraction technique for a gesture image.
Figure 2.6: Artwork of block-based feature extraction technique: (a) hand
gesture within bounding box, (b) cropped bounding box region and (c) 5 × 4
block partition.
2.3.2.3 Combined Features
This work proposes a combined features concept to represent hand gesture. Com-
bined features are obtained by appending the LCS features with the block-based features.
The block diagram of combined features extraction technique is shown in Figure 2.7.
Assume, the LCS feature vector Llcs is represented as Llcs = [L1, L2, L3, . . . , LM ] and
the block-based feature vector Fb is represented as Fb = [f1, f2, f3, . . . , fV ], whereM and
V represent the dimensions of LCS feature vector and block-based feature vector respec-
tively. Therefore, the proposed combined feature vector Fcombined can be represented
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Figure 2.7: Block diagram of proposed combined features extraction technique.
as
Fcombined = [L1, L2, L3, . . . , LM , f1, f2, f3, . . . , fV ].
The combined feature set incorporates all the advantages of both LCS and block-
based feature sets. It carries contour as well as regional information of the gesture
image. Therefore, it provides a better representation of the static hand gesture image
compared to each of the individual LCS or block-based feature set.
2.3.3 Classification: Artificial Neural Network
Classification is the final stage of a static hand gesture recognition system. Artificial
neural networks (ANNs) are widely recognized as powerful classification methods that
have been used extensively to solve many problems in different domains [7, 80]. In
this study, multilayer perceptron back propagation neural network (MLP-BP-NN) with
single hidden layer, which is one of the most popular supervised neural network models, is
used to classify hand gestures. The basic structure of a MLP-BP-NN classifier with single
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hidden layer is shown in Figure 2.8, where, m, h and n represent the number of input,
hidden and output nodes of the network respectively. In MLP-BP-NN, the number
of input nodes is equal to the number of input features. In output layer, the number
h
1
2
n
1
2
3
m
3
2
1
Input layer Hidden layer Output layer
Figure 2.8: The basic structure of a MLP-BP-NN classifier with single hidden
layer.
of output nodes (or neurons) represents the number of hand gesture types that to be
classified. The number of hidden nodes is empirically chosen based on the classification
performance. Each layer is fully connected with previous layer, and has no other extra
connection. The MLP-BP-NN is trained using back propagation learning algorithm [80].
The back propagation learning algorithm works on the principle of generalized delta
learning rule with an iterative gradient algorithm designed to minimize the root mean
square (RMS) error between the actual and desired outputs of a MLP-BP-NN. There are
several activation functions such as logistic function, identity function and hyperbolic
tangent function that can be used in MLP-BP-NN classifier. The hyperbolic tangent
function is chosen empirically in this application. The randomly selected initial weight
and bias values of the MLP-BP-NN are updated with empirically selected 0.5 learning
rate [2].
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2.4 Performance Evaluation
In this chapter, the performance of gesture recognition is tested on three static
hand gesture databases which include grayscale gesture images with uniform background
(Databases I and II) and color gesture images with nonuniform background (Database
III). Databases I consists of 1000 uniform background grayscale images of 25 static ges-
ture with spatial resolution 256×248. Database II consists of 2400 uniform background
grayscale images of ASL hand alphabet for 24 static gesture with spatial resolution
320 × 240. Each ASL hand alphabet contains 100 images; 10 samples are performed
by 10 volunteers against an uniform black background based on the different angle, po-
sition and distance from the camera under different lighting conditions. Database III
contains 2400 nonuniform background color images of ASL hand alphabet for 24 static
gesture with spatial resolution 320 × 240. Each ASL hand alphabet comprises of 100
images; 10 samples are performed by 10 volunteers against a nonuniform background
with variations of angle, position and size changes in different lighting conditions [81].
The gesture recognition performance is evaluated on the basis of four statistical in-
dices [82] including classification accuracy (Acc), sensitivity (Sen), positive predictivity
(Ppr) and specificity (Spe). Recognition accuracy (Acc) measures the overall system
performance over all classes of gestures. It is the ratio of correctly classified gestures to
the total number of gesture classified.
Acc =
TP + TN
TP + TN + FP + FN
× 100 (2.25)
where TP , TN , FP and FN are known as true positives, true negatives, false positives
and false negatives respectively.
Sensitivity (Sen) or true positive rate (Tpr) is the ratio of correctly classified gesture
among all gestures.
Sen =
TP
TP + FN
× 100 (2.26)
Positive predictivity (Ppr) is the ratio of the number of correctly detected gestures
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TP , to the total number of gestures detected by the analyzer and is given as
Ppr =
TP
TP + FP
× 100 (2.27)
Specificity (Spe) is the ratio of the number of correctly rejected non-gestures TN ,
to the total number of non-gestures and is given as
Spe =
TN
TN + FP
× 100 (2.28)
In the present chapter, the static hand gesture recognition performances are evaluated
based on two techniques (recognition without image rotation and recognition with image
rotation) using LCS, block-based and proposed combined feature sets. The dimension
of used LCS, block-based and proposed combined feature sets are 150, 13 and 163
respectively for Database I, 300, 13 and 313 respectively for Database II and 400, 21
and 421 respectively for Database III. For both techniques, a single hidden layer MLP-
BP-NN classifier is used to classify the hand gesture images based on their feature sets.
2.4.1 Hand Gesture Recognition Without Image Rotation
To investigate hand gesture recognition performance without image rotation tech-
nique, each database is partitioned into training and testing sets. Randomly selected
50% image of all gestures are used for training and the remaining 50% image are utilized
for testing. The experiments are separately conducted on three distinct databases uti-
lizing LCS [16], block-based [17] and proposed combined feature sets with MLP-BP-NN
classifier to evaluate the recognition performance for each feature set. The comparative
performances of gesture recognition without image rotation technique using LCS [16],
block-based [17] and proposed combined feature sets are tabulated in Table 2.1. The
comparative results indicate that the average accuracy, sensitivity, positive predictiv-
ity and specificity of hand gesture recognition without image rotation technique using
proposed combined feature set are 99.94%, 99.20%, 99.24% and 99.97% respectively
for Database I, 98.82%, 85.83%, 86.15% and 99.38% respectively for Database II and
43
Preprocessing and Feature Extraction Techniques for Hand Gesture Recognition
99.74%, 96.92%, 96.99% and 99.87% respectively for Database III. On the other hand,
the average accuracy, sensitivity, positive predictivity and specificity of hand gesture
recognition without image rotation technique using LCS features are 99.90%, 98.80%,
98.89% and 99.95% respectively for Database I, 98.76%, 85.17%, 85.48% and 99.36%
respectively for Database II and 99.67%, 96.08%, 96.14% and 99.83% respectively for
Database III, and using block-based features are 99.78%, 97.20%, 97.25% and 99.88% re-
spectively for Database I, 97.55%, 70.58%, 70.37% and 98.72% respectively for Database
II and 99.31%, 91.67%, 91.68% and 99.64% respectively for Database III. In this exper-
Table 2.1: Comparative performances of hand gesture recognition without im-
age rotation technique using LCS, block-based and proposed combined feature
sets for three distinct databases.
Database Feature set Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
LCS [16] 99.90 98.80 98.89 99.95
Block-based [17] 99.78 97.20 97.25 99.88
Proposed combined 99.94 99.20 99.24 99.97
Database II
LCS [16] 98.76 85.17 85.48 99.36
Block-based [17] 97.55 70.58 70.37 98.72
Proposed combined 98.82 85.83 86.15 99.38
Database III
LCS [16] 99.67 96.08 96.14 99.83
Block-based [17] 99.31 91.67 91.68 99.64
Proposed combined 99.74 96.92 96.99 99.87
iment, a single hidden layer MLP-BP-NN is used as a classifier to recognize the hand
gesture images based on their feature sets. A neural network with a small number of
neurons may not be sufficiently powerful to model a complex function [83]. On the other
hand, a neural network with too many neurons may lead to overfitting of the training
sets and lose its ability to generalize which is the primary desired characteristic of a
neural network [83]. The recognition performance of the classifier is dependent on the
number of hidden nodes in hidden layer [2]. However, there is no technique available for
the exact selection of hidden nodes in a MLP-BP-NN [65]. In this work, the numbers
of hidden nodes of the MLP-BP-NN are empirically selected based on best recognition
performance. As an example, for Database II, the variation of gesture recognition per-
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formance with respect to the number of hidden nodes using proposed combined feature
set is shown in Figure 2.9. It is observed from Figure 2.9 that the best recognition
performance is achieved when the number of hidden nodes in single hidden layer MLP-
BP-NN classifier is 200. The number of input and output nodes of the MLP-BP-NN are
selected based on the length of applied feature set and number of hand gesture classes
respectively.
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Figure 2.9: The performances of gesture recognition using proposed combined
feature set for Database II when different number of hidden nodes are used in
a single hidden layer MLP-BP-NN.
The performance of hand gesture recognition without image rotation technique using
LCS, block-based and proposed combined features are further analyzed in terms of
receiver operating characteristic (ROC) graph [84]. The relationship between sensitivity
and specificity are described by the receiver operating characteristic (ROC) graph which
alleviates improved analysis in terms of the recognition performance of a recognition
technique. On an ROC graph, false positive rate (FPR) (or 1-specificity) and true
positive rate (TPR) (or sensitivity) are separately plotted on the X and Y axis. The
TPR and the FPR are separately defined by (2.26) and (2.29) respectively.
Fpr =
FP
TN + FP
× 100 (2.29)
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For accurate recognition, TPR=1 and FPR=0 corresponds to the upper left corner of
the ROC graph. Therefore, in ROC graph, the combination of TPR-FPR is considered
better when it is located nearer to the upper left corner. Figure 2.10 shows ROC graphs
of hand gesture recognition without image rotation technique using block-based, LCS
and proposed combined features for three district databases. It is observed that recog-
nition without image rotation technique using proposed combined feature set provides a
higher TPR but lower FPR compared to LCS and block-based feature sets, individually
for all three databases. Therefore, from Table 2.1 and Figure 2.10, it is observed that
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Figure 2.10: ROC graphs of hand gesture recognition without image rota-
tion technique using LCS, block-based and proposed combined features for (a)
Database I, (b) Database II and (c) Database III.
proposed combined feature set offers better recognition performance compared to LCS
and block-based features, individually for all three databases.
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2.4.2 Hand Gesture Recognition With Image Rotation
To investigate hand gesture recognition performance with image rotation technique,
experiments are separately conducted on three distinct databases utilizing LCS [16],
block-based [17] and proposed combined feature sets with MLP-BP-NN classifier. The
comparative results are tabulated in Table 2.2. The comparative results show that the
average accuracy, sensitivity, positive predictivity and specificity of hand gesture recogni-
tion with image rotation technique using LCS features are 99.94%, 99.20%, 99.26% and
99.97% respectively for Database I, 99.26%, 91.08%, 91.25% and 99.61% respectively
for Database II and 99.75%, 97.00%, 97.07% and 99.87% respectively for Database
III, and using block-based features are 99.89%, 98.60%, 98.70% and 99.94% respec-
tively for Database I, 98.35%, 80.17%, 80.16% and 99.14% respectively for Database II
and 99.40%, 92.83%, 92.85% and 99.69% respectively for Database III. On the other
hand, the average accuracy, sensitivity, positive predictivity and specificity of hand ges-
ture recognition with image rotation technique using proposed combined feature set are
99.95%, 99.40%, 99.43% and 99.98% respectively for Database I, 99.39%, 92.67%, 92.75%
and 99.68% respectively for Database II and 99.79%, 97.50%, 97.55% and 99.89% respec-
tively for Database III. In this study, the numbers of hidden nodes of the MLP-BP-NN
Table 2.2: Comparative performances of hand gesture recognition with image
rotation technique using LCS, block-based and proposed combined feature sets
for three distinct databases
Database Feature set Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
LCS [16] 99.94 99.20 99.26 99.97
Block-based [17] 99.89 98.60 98.70 99.94
Proposed combined 99.95 99.40 99.43 99.98
Database II
LCS [16] 99.26 91.08 91.25 99.61
Block-based [17] 98.35 80.17 80.16 99.14
Proposed combined 99.39 92.67 92.75 99.68
Data base III
LCS [16] 99.75 97.00 97.07 99.87
Block-based [17] 99.40 92.83 92.85 99.69
Proposed combined 99.79 97.50 97.55 99.89
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are also empirically selected based on best recognition performance. As an example,
the variation of recognition performance with respect to number of hidden nodes using
proposed combined feature set for Database II is shown in Figure 2.11. It is seen from
Figure 2.11 that the best recognition performance is achieved when number of hidden
nodes in single hidden layer MLP-BP-NN classifier is 220.
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Figure 2.11: The performances of gesture recognition using proposed combined
feature set for Database II with the different number of hidden nodes in a single
hidden layer MLP-BP-NN.
The hand gesture recognition performances with image rotation technique using LCS,
block-based and proposed combined features are also analyzed using ROC graph. The
ROC graphs of hand gesture recognition with image rotation technique using block-
based, LCS and proposed combined features for three distinct databases are shown
in Figure 2.12. Table 2.2 and Figure 2.12 indicate that the recognition performance
with image rotation technique using the proposed combined feature set is also better
compared to recognition performances using LCS and block-based features, individually.
The average recognition sensitivity without image rotation and with image rota-
tion techniques using LCS, block-based and proposed combined features for Database I,
Database II and Database III are shown in Figure 2.13. From Figure 2.13, it is seen that
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Figure 2.12: ROC graphs of hand gesture recognition with image rotation tech-
nique using LCS, block-based and proposed combined features for (a) Database
I, (b) Database II and (c) Database III.
the proposed combined feature set provides better hand gesture recognition performance
compared to LCS and block-based feature sets for all three hand gesture databases and
both techniques (without and with image rotation). The proposed combined features
provides better recognition performance compared to LCS and block-based features be-
cause it incorporates both contour as well as regional information of the hand gesture.
On the other hand, LCS and block-based features incorporate only contour and regional
information of hand gesture respectively. From Figure 2.13, it is also seen that the hand
gesture recognition performance with image rotation technique is better compared to
without image rotation technique. This indicates that the gesture recognition perfor-
mance is improved due to proposed image rotation technique, where proposed image
rotation technique makes segmented image rotation invariant using the direction of first
principal component. Note that Databases II and III are constructed incorporating the
variation of position, rotation and size of the gesture images under different illumina-
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Figure 2.13: The average recognition sensitivity of without image rotation and
with image rotation techniques using LCS, block-based and proposed combined
features for (a) Database I, (b) Database II and (c) Database III.
tion conditions. Therefore, all the results provided in the above experimental study are
obtained under the variation of position, rotation and size of the gesture images along
with different illumination conditions.
2.5 Conclusions
In this chapter, homomorphic filtering and grayworld algorithm are used to normal-
ize illumination variation of grayscale and color images respectively. Otsu and a skin
color detection based segmentation algorithm are used to segment hand region from
grayscale and color image and to provide binary silhouette. A novel image rotation
technique is proposed in this chapter to make segmented image rotation invariant by
coinciding the first principal component of the segmented hand gestures with vertical
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axes. Morphological filtering technique is applied here to reduce object noise from bi-
nary image and to obtain a well defined smooth, closed, and complete segmented hand
gesture image. A combined feature set is also proposed in this chapter to represent the
static hand gesture image. The proposed combined feature set is obtained by appending
LCS features with block-based features. A summary of the chapter is presented below:
• A novel image rotation technique is proposed to make segmented image as rota-
tion invariant. In the proposed technique, the rotation normalization is achieved
by coinciding the first principal component of the segmented hand gestures with
vertical axes.
• A combined feature set by appending LCS features with block-based features is
also proposed for better representation of static hand gesture image. This feature
set is applied as input to the classifier.
• The proposed combined feature set is compared with LCS [16], block-based [17]
feature sets using MLP-BP-NN as a classifier. Experiments are separately con-
ducted on three different static hand gesture databases using LCS, block-based
and proposed combined feature sets.
• Experimental results show that the proposed combined feature set provides better
recognition performance compared to LCS [16] and block-based [17] feature sets
individually. This is because the proposed combined feature set incorporates both
contour as well as regional information of the hand gesture.
• To investigate the performance of the proposed image rotation technique, the ex-
periments are separately conducted on three different static hand gesture databases
using without image rotation technique and with image rotation technique. The
experimental results demonstrate that gesture recognition performance has signif-
icantly improved due to proposed image rotation technique.
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Hand Gesture Recognition using
DWT and F-ratio based Feature
Set
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3.1 Introduction
Localized contour sequence (LCS), block-based and proposed combined feature ex-
traction techniques are described in detail in chapter 2. The proposed combined features
provide higher recognition performance compared to LCS and block-based features to
recognize the static gesture from its hand alphabet images. However, this combined fea-
ture set is unable to provide pixel-wise information of the gesture images. The pixel-wise
information is important because it provides the local information and the occurrence of
local variation of the gesture image [85]. Also, the statistical moments features [5,13,86]
which are extracted from the binary silhouette of gesture image, do not incorporate
the pixel-wise information. On the other hand, discrete cosine transform (DCT) co-
efficients [51] carry the overall pixel information of the hand gesture in the frequency
domain and compact most of the energy of gesture image in the first few coefficients.
However, DCT coefficients do not incorporate localized time-frequency information and
also do not offer the multi-resolution analysis of an image. Therefore, a discrete wavelet
transform (DWT) and Fisher ratio (F-ratio) based feature set is proposed in this chapter
for better representation of hand gesture image. The proposed DWT and F-ratio based
feature set offer more efficient representation of hand gesture image because proposed
feature extraction technique uses DWT which has the following advantages: (i) it of-
fers a simultaneous localization in time and spatial frequency domains; (ii) it provides
multi-resolution analysis of an image using higher level decomposition; (iii) it is able
to separate the fine details of an image; (iv) it is capable of revealing aspects of data
where other signal analysis techniques may be missing the aspects like trends, break-
down points, discontinuities in higher derivatives and self-similarity; (v) it is invertible
and can be orthogonal. In addition, the important DWT coefficient matrices are selected
based on F-ratio based technique.
In the previous chapter MLP-BP-NN is used as a classifier to recognize the static
gesture from hand alphabet images using combined feature sets. The MLP-BP-NN
classifier achieves a significant recognition performance. However, MLP-BP-NN suffers
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from local minima problems and it slowly converges to its local or global minima from
randomly selected initial weights [87]. Apart from this, the classification performance of
the MLP-BP-NN is highly affected by selection of the hidden nodes. There is no existing
method that allows one for deciding the exact number of hidden nodes [88]. In this thesis,
the number of hidden nodes is chosen empirically [80]. This chapter introduces another
type of universal feed forward neural network known as radial basis function (RBF)
neural network which was first formulated by Broomhead et al. [89]. The RBF neural
network (RBF-NN) has become quite popular in pattern classification problem because
it has the following advantages [2]: (i) its architecture is very simple, only one hidden
layer consists between input and output layers; (ii) in hidden layer localized radial basis
functions are used to perform nonlinear transform of input vector from input space to
higher dimension hidden space where vector are more linearly separable; (iii) sensitivity
of the hidden neuron is tuned by adjusting parameters of basis function; (iv) this network
is faster and free from local minima problem.
This chapter proposes a feature extraction technique to extract DWT and F-ratio
based (DWT-FR) feature set from their images and introduced RBF-NN as a classi-
fier. In the proposed feature extraction technique, DWT is applied on the resized and
enhanced grayscale image, and then the important DWT coefficient matrices are se-
lected as features using the F-ratio based technique for representing the hand gesture
image. The proposed DWT-FR feature set is applied as input to the RBF-NN to rec-
ognize the static gesture of hand alphabets. To verify gesture recognition performance
of the proposed DWT-FR features and to compare it with the combined feature set as
discussed in chapter 1 and other earlier reported techniques such as Krawtchouk mo-
ments (KM) features [5] and DCT features [51], experiments are separately carried out
on three hand gesture databases using MLP-BP-NN and RBF-NN classifiers. Experi-
mental results show that the proposed DWT-FR feature set provides better recognition
performance compared to KM [5], DCT [51] and proposed combined feature sets for all
three databases. Experimental results also demonstrate that RBF-NN classifier offers
higher recognition performance compared to MLP-BP-NN classifier.
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3.1.1 Organization of the Chapter
This chapter is organized as follows: Section 3.2 describes the basic theoretical back-
ground of wavelet transform (WT), Fisher ratio (F-ratio), Krawtchouk moments (KM),
discrete cosine transform (DCT) and RBF neural network. The proposed framework is
described in Section 3.3. Recognition performances are evaluated in Section 3.4. Finally,
the chapter concludes with some remarks in Section 3.5.
3.2 Theoretical Background
3.2.1 Wavelet Transform (WT)
The wavelet transform (WT) [90] is one of the most important and powerful tools
which can be used for one or multi-dimensional data analysis instead of classical Fourier
transform (FT). WT was first introduced by Morlet, who used it to analyze seismic
signal [91]. It has wide range of applications in the area of physics, signal processing,
digital image processing, speech processing, computer graphics and video [90]. In the
classical FT, the signal is decomposed based on complex exponentials, whereas the WT
decomposes the signal over a set of dilated and translated wavelets. Though the short
time Fourier transform (STFT) decomposes the signal using a constant window size and
provides better time resolution than FT. However, it has a fixed resolution in time and
frequency, and it processes all frequencies in the same way. On the other hand, WT
executes a multiresolution analysis, means it processes different frequencies in different
ways [92]. This technique provides a good frequency localization when analyzing the
low-frequency part of the signal and a good time localization when analyzing the high
frequency portion of the same signal. Therefore, WT is suited for most signal and
image processing applications [92]. The theoretical aspects of wavelet transforms: (i)
continuous wavelet transform (CWT) and (ii) discrete wavelet transform (DWT) are
described as follows.
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3.2.1.1 Continuous Wavelet Transform (CWT)
Let f(x), be a finite energy signal. The CWT of a signal f(x) ∈ L2(R) can be
defined [92] as
Wψ(s, τ) =
1√
s
+∞∫
−∞
f(x)ψ∗
(
x− τ
s
)
dx (3.1)
where ψ(x) is mother wavelet or wavelet kernel, s and τ are continuous scaling and shift
parameters respectively. The ψ∗(x) represents complex conjugate of ψ(x). A wavelet
transform is invertible if the mother wavelet satisfies the admissibility condition, that is
represented by (3.2) [93].
Cψ =
∞∫
0
∣∣∣_ψ(ω)∣∣∣2
|ω| dω <∞ (3.2)
where,
_
ψ(ω) represents the FT of ψ∗(x). In most of the cases, admissible condition
implies zero-mean mother wavelet function as ψ(0) =
∞∫
−∞
ψ(x)dx = 0. Thus, for a given
Wf (s, τ), f(x) can be obtain by the inverse CWT and this is represented by (3.3) [94].
f(x) =
1
Cψ
∞∫
0
∞∫
−∞
Wψ(s, τ)
1√
s
ψ
(
x− τ
s
)
dτds
s2
(3.3)
At every possible scale and translation, calculating wavelet coefficients for a data is
computationally expensive and not practical as well.
3.2.1.2 Discrete Wavelet Transform (DWT)
The continuous scaling and shift parameters are discretized using two integer indexes
(m,n) to reduce the redundancy and to make the wavelet transform more practical.
Let, the scaling and shift parameters are defined as s = sm0 and τ = nτ0s
m
0 , respectively,
where, s0 > 1 and τ0 6= 0 represent discrete scale and shift steps, respectively. The
dyadic scales and positions (where s0 = 2 and τ0=1) are selected to analyze a signal
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more efficiently. The DWT with dyadic scales and positions can be defined [95] as
Wψ(m,n) =
1√
2m
+∞∫
−∞
f(x)ψ
(
x− 2mn
2m
)
dx, m, n ∈ Z (3.4)
which corresponds to s = sm0 = 2
m and τ = nτ0sm0 = n2
m. Note that the translation
step is dependent on the dilation, therefore short wavelets are advanced by small steps,
and long ones by large steps [96]. The function f(x) ∈ L2(R) can be expressed as
f(x) =
∞∑
m=−∞
∞∑
n=−∞
Wψ(m,n)ψm,n(x) (3.5)
where
ψm,n(x) =
1√
2m
ψ
(
x− 2mn
2m
)
= 2−m/2ψ
(
x
2m
− n
)
(3.6)
The wavelet functions ψm,n(x) are orthonormal in both indexes if it satisfy the following
condition [97]
+∞∫
−∞
ψm,n(x)ψp,q(x)dx =
 1, m = p, n = q0, otherwise (3.7)
The scaling functions of multiresolution analysis which are used as complementary basis
of DWT, also satisfy the following orthonormal condition within the same scale [95].
+∞∫
−∞
φm,n(x)φm,q(x)dx = δn−q (3.8)
where φm,n(x) is scaling function set and it can be defined as
φm,n(x) = 2
−m/2φ
(
x
2m
− n
)
. (3.9)
Moreover, the scaling coefficients of f(x) are defined as
Wφ(m,n) =
1√
2m
+∞∫
−∞
f(x)φ
(
x− 2mn
2m
)
dx. (3.10)
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The wavelet and scaling bases jointly satisfy their complementary basis property of
orthonormal and it can be expressed [95] as
+∞∫
−∞
ψm,n(x)φp,q(x)dx = 0 for ∀m,n, p, q. (3.11)
Note that the function f(x) can be expressed only in terms of discrete wavelet functions
as shown in (3.5), using infinite number of scales. However, if the scaling and wavelet
basis functions are jointly utilized, the function f(x) can be expressed by finite number
of resolutions as follows
f(x) =
∞∑
n=−∞
Wφ(m0, n)φm0,n(x) +
∞∑
m=m0
∞∑
n=−∞
Wψ(m,n)ψm,n(x) (3.12)
where, the first term represents a low-pass approximation to f(x) utilizing the scaling
functions at scale m0 and latter term expresses wavelet representation of the detail sig-
nal [95]. This representation of f(x) in (3.12) is more efficient than representation in
(3.5) and also highlights the significant role of the scaling basis in wavelet transforms
based multiresolution signal decomposition framework. Mallat has developed an effi-
cient way to implement this scheme using FIR filter banks [98]. DWT can be realized
by passing the signal through a series of quadrature mirror filters with rescaling. The
resolution of the signal and scale are determined by filtering and sub sampling opera-
tions respectively. The procedure of DWT-based multiresolution decomposition of an
one dimensional (1D) signal, f(x) is shown in Figure 3.1. Two digital filters and two
down samplers that down sample the filtered signal by 2, are used at each stage of
this scheme [63]. The first filter, G0 which is high-pass in nature, used as the discrete
mother wavelet, and the second, H0 which is low-pass in nature, is the mirror version
of the first. The down sampled outputs corresponding to high-pass and low-pass filter
provides detail coefficients (D1) and approximation coefficients (A1), respectively. The
first approximation coefficients, A1 is further decomposed and this process continues.
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The relation of the impulse response of filter G0 and filter H0 is represented by [98]
g(k) = (−1)1−kh(k). (3.13)
In case of two-dimensional (2D) signal f(x, y), like image, 2D DWT can be implemented
G0
H 0
f(x)
     2
     2
A1
D1
G0
H 0      2
     2
A2
D2
Figure 3.1: DWT-based subband decomposition for an 1D signal f(x).
using digital filters and down samplers. In this way, at each level of decomposition, the
f(x, y) can be decomposed in specific sets of coefficients [67]. Figure 3.2 shows the
subband decomposition using 2D-DWT for an image. In the figure, the low pass and
high pass filters are denoted by H0 and G0 respectively. The image is first filtered along
row-wise and the filtered images are down sampled its columns by a factor of 2 without
losing any information. After down sampling, filtered images are again filtered along
column-wise and down sampled its rows by a factor of 2. Therefore, four sub-images are
obtained at decomposition level 1, and sub-images are represented as A1, D1H , D1V
and D1D, where A1 sub-image carries approximation coefficients which contain the low
frequency information in both horizontal and vertical directions, D1H sub-image carries
horizontal detail coefficients which contain the high and low frequency information in
horizontal and vertical directions respectively, D1V sub-image carries vertical detail
coefficients which contain the low and high frequency information in horizontal and
vertical directions respectively and D1D sub-image carries diagonal detail coefficients
which contain the high frequency information in both horizontal and vertical directions.
The sub-image, A1 is further decomposed and this process continues.
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Figure 3.2: Subband decomposition using 2D-DWT for an image represented
f(x, y).
3.2.2 Fisher Ratio (F-ratio)
F-ratio [99] is a statistical measure for the analysis of variance of multi-class data.
It is defined as
F − ratio = V ariance of means between the classes
Average V ariancewithin the classes
(3.14)
If k numbers of class are available, nj is the total number of data points for jth class, µj
represents mean of jth class, µ is the total mean, xij is ith data of jth class then (3.14)
can be represented [100] as
F − ratio =
1
k
∑k
j=1 (µj − µ)2
1
k
∑k
j=1
1
nj
∑nj
i=1 (xij − µj)2
(3.15)
where
µj =
1
nj
∑nj
i=1
xij
and
µ¯ =
1
k
∑k
j=1
µj .
The value of F − ratio increases on increasing the inter-class variance or decreasing the
intra-class variance.
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3.2.3 Krawtchouk Moments (KM)
The Krawtchouk moments (KM) [101] are a set of discreet orthogonal moments
derived from Krawtchouk polynomials. The classical Krawtchouk polynomial of order
n [101,102] is represented as
Kn (x; p,N) = 2F1
(
−n,−x;−N ; 1p
)
x, n = 0, 1, 2, 3, · · · , N ; N > 0 ; p ∈ (0, 1)
(3.16)
where N and p are the number of spatial points and the parameter of the binomial
distribution, respectively. The 2F1 is the hyper geometric function and it can be defined
as
2F1 (a, b; c; z) =
∞∑
m=0
(a)m(b)mz
m
(c)mm!
, (3.17)
where, (a)m is the Pochammer symbol [101], represented as
(a)m = a (a+ 1) · · · · · · (a+m− 1) =
Γ(a+m)
Γ(a)
. (3.18)
A set of (N+1) Krawtchouk polynomials {Kn (x; p,N)} forms a complete set of discrete
basis functions [101] with weight function
W (x; p,N) =
N !
x! (N − x)!p
x(1− p)N−x (3.19)
and meets the orthogonality condition
N∑
x=0
W (x; p,N)Kn (x; p,N)Km (x; p,N) = ρ (n; p,N) δ[n−m],
n,m = 0, 1, 2, · · · · · · , N
(3.20)
where δ[.] is the Kronecker delta function [5] and ρ (n; p,N) = (−1)n
(
1−p
p
)n
n!
(−N)n
.
The set of weighted Krawtchouk polynomials
{
K¯n (x; p,N)
}
for n = 0, 1, 2, · · · , N is
defined [5] as
K¯n (x; p,N) = Kn (x; p,N)
√
W (x; p,N)
ρ (n; p,N)
(3.21)
62
3.2 Theoretical Background
Therefore, the orthogonality condition in (3.20) becomes
N∑
x=0
K¯n (x; p,N) K¯m (x; p,N) = δ[n−m]. (3.22)
and an orthonormal basis is formed by the weighted Krawtchouk polynomials. The
constant p works as a translation parameter that shifts the support of the polynomials [5].
If p deviates from 0.5 to (0.5 + ∆p), the support of weighted Krawtchouk polynomials
are approximately shifted by N∆p [101]. The sign of ∆p represents the direction of
shifting, when ∆p is positive, the weighted Krawtchouk polynomials are shifted in +x
direction and vice versa [101].
The Kawtchouk moments of order n for N point one-dimensional signal f(x) is
defined [102] as
Qn =
N−1∑
x=0
K¯n (x; p,N − 1) f(x),
p ∈ (0, 1) , x, n = 0, 1, 2, · · · , N − 1.
(3.23)
The inverse transform can be computed using
fˆ(x) =
N−1∑
n=0
QnK¯n (x; p,N − 1) ,
x, n = 0, 1, 2, · · · , N.
(3.24)
The Krawtchouk moments of order (n +m) in terms of weighted Krawtchouk polyno-
mials, for a 2D intensity function of image with size N ×M , f(x, y), is defined [101]
as
Qn,m =
N−1∑
x=0
M−1∑
y=0
K¯n (x; p1, N − 1)K¯m (x; p2,M − 1) f(x, y), p1, p2 ∈ (0, 1) ,
x, n = 0, 1, 2, · · · , N − 1, y,m = 0, 1, 2, · · · ,M − 1
(3.25)
Using orthonormal property, the inverse transform is represented [5] as
fˆ(x, y) =
N−1∑
n=0
M−1∑
m=0
Qn,m K¯n (x; p1, N)K¯m (x; p2,M) ,
x, n = 0, 1, 2, · · · , N − 1, y,m = 0, 1, 2, · · · ,M − 1.
(3.26)
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3.2.4 Discrete Cosine Transform (DCT)
A discrete cosine transform (DCT) [103] provides a way to break a finite sequence of
data points and expressed by a sum of cosine functions oscillating at different frequen-
cies. DCT has numerous applications in science and engineering, mainly used for lossy
compression of audio (MPEG) and images (JPEG) [104]. Similar to other transforms,
DCT efforts to decorrelate the data and each transform coefficient can be encoded inde-
pendently by keeping sufficient compression efficiency. The DCT of a 1D data sequence
f(x), x = 0, 1, 2, · · · (M − 1) can be defined [104] as
G(u) =
M−1∑
x=0
α(u)f(x) cos
(
(2x+ 1)uΠ
2M
)
for u = 0, 1, 2, · · · (M − 1), (3.27)
where G(u) indicates the uth DCT coefficient. Similarly, the inverse discrete cosine
transform (IDCT) is defined as
f(x) =
M−1∑
u=0
α(u)G(u) cos
(
(2x+ 1)uΠ
2M
)
for x = 0, 1, 2, · · · (M − 1). (3.28)
For both of the cases as in (3.27) and (3.28), α(u) defined as
α(u) =

1√
M
, for u = 0,√
2
M , for u 6= 0.
(3.29)
From (3.27) and (3.29), it is seen that G(0) = 1√
M
M−1∑
x=0
f(x). Therefore, first DCT
coefficient G(0) represents the average value of the sample sequences. The first DCT
coefficient is referred to as the DC Coefficient and all other coefficients are known as
AC Coefficients [105].
Assume, a 2D sequence represented as f(x, y), x, y = 0, 1, 2, · · · (M − 1), the DCT of
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this sequence 2D-DCT is the direct extension of 1D-DCT, can be defined [105] as
G(u, v) =
M−1∑
x=0
M−1∑
y=0
α(u)α(v)f(x, y) cos
(
(2x+1)uΠ
2M
)
cos
(
(2y+1)vΠ
2M
)
for u, v = 0, 1, 2, · · · (M − 1).
(3.30)
Similarly, 2D IDCT can be defined as
f(x, y) =
M−1∑
u=0
M−1∑
v=0
α(u)α(v)G(u, v) cos
(
(2x+1)uΠ
2M
)
cos
(
(2y+1)vΠ
2M
)
for x, y = 0, 1, 2, · · · (M − 1).
(3.31)
The α(u) and α(v) are defined in (3.29).
3.2.5 Radial Basis Function (RBF) Neural Network
The radial basis function (RBF) neural network [80] is widely used in pattern recog-
nition tasks for faster learning property and compact topology than other networks.
The RBF neural network (RBF-NN) is a feed-forward neural network which consists of
one hidden layer with RBF units between input and output layer. The hidden layer
is primarily responsible for computation and the output layer provides the output of
the network corresponding to the input patterns. The basic structure of this network
is shown in Figure 3.3 [80]. In this network, the input vector x = [x1 , x2 , . . . , xn]T is
projected into hidden space in a nonlinear manner using RBF function and hidden space
to output space in a linear manner by multiplying weight vector with it.
The output of the ith RBF unit in hidden layer is represented as
Gi(x) = Gi (‖x− ci‖) , i = 1, 2, 3, . . . ,m (3.32)
where, x is an n-dimensional input vector, ci is a center vector of RBF unit with the
same dimension as x, m is the number of hidden units and Gi(.) is the ith RBF unit.
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Figure 3.3: Structure of radial basis function neural network.
Typically, Gi(.) is chosen as a Gaussian function
Gi(x) = Gi
(
−‖x− ci‖
σ2
)
, (3.33)
where, σ is the spread factor or width of Gaussian function. The jth output yj(x) of
RBF neural networks is represented as
yj(x) = w(j, 0) +
m∑
i=1
w(j, i) Gi(x) (3.34)
where, w(j, i) is the weight of the ith receptive field to the jth output and w(j, 0) is the
bias of the jth output. In the following analysis, the bias is not considered in order to
reduce the network complexity. Hence, the jth output yj(x) of an RBF neural network
is represented as
yj(x) =
m∑
i=1
w(j, i) Gi(x) (3.35)
An RBF neural network classifier, the actual target value corresponding to jth output
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node for identifying class membership of x [106] is defined as
tj(x) = yj(x) + ej(x) =
m∑
i=1
w(j, i) Gi(x) + ej(x) (3.36)
For all output node (3.36) is defined as
t = wG+ e (3.37)
where, t = [t1 , t2 , . . . , tl]T is the target vector, e = [e1 , e2 , . . . , el]T is the error vector
and G = [G1 , G2 , . . . , Gm]T is the projected input vector in hidden space and
w =

w(1, 1) w(1, 2) w(1, 3) · · · w(1,m)
w(2, 1) w(2, 2) w(2, 3) · · · w(2,m)
...
w(l, 1) w(l, 2) w(l, 3) · · · w(l,m)

is weight matrix. The optimal weights are estimated by solving (3.37) using the pseudo
inverse method [80]. Therefore, the estimated weights are
w∗ = (GTG)−1GT t (3.38)
where GT means the transpose of G and (GTG)−1 represents the inverse matrix of
GTG. There are also other methods, like the Fisher method [107] or the cross-entropy
method [108] which have used for estimating the weights for RBF neural network.
3.3 Proposed Framework: DWT and F-ratio based Fea-
ture Extraction Technique
Features are used to represent a pattern with the goal of minimizing the loss of
important information. This chapter proposes a feature extraction technique to extract
DWT and F-ratio based feature set for representation of static hand gesture image. The
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proposed technique includes the following steps.
3.3.1 Cropping and Resizing the Image
In this step, a bounding box is constructed around the hand region of rotation
invariant segmented image and using this bounding box, hand region is cropped from
its corresponding rotation invariant enhanced grayscale image. The cropped image is
then resized to 64×64 for Database I and 128×128 for Databases II and III using nearest-
neighbor interpolation method. Note that, for complex background cases, cropped hand
region of rotation invariant enhanced grayscale image is masked using cropped filled
image of rotation invariant segmented image. Figs. 3.4 (a), (b), (c) and (d) show
rotation invariant segmented image, rotation invariant enhanced image, cropped hand
region of rotation invariant enhanced image and resized cropped hand region image
respectively for a grayscale hand gesture image of Database II. Figs. 3.5 (a), (b), (c),
(d) and (e) present rotation invariant segmented image, rotation invariant enhanced
image, cropped filled image of rotation invariant segmented image, cropped hand region
of rotation invariant enhanced grayscale image after masking using cropped filled image
and resized cropped hand region image respectively for a color hand gesture image of
Database III.
Figure 3.4: Results of following steps for a grayscale hand gesture image of
Database II. (a) Rotation invariant segmented image. (b) Rotation invariant
enhanced image. (c) Cropped hand region of rotation invariant enhanced image.
(d) Resized cropped hand region image.
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Figure 3.5: Results of following steps for a color hand gesture image of Database
III. (a) Rotation invariant segmented image. (b) Rotation invariant enhanced
grayscale image. (c) Cropped filled image of rotation invariant segmented im-
age. (d) Cropped hand region of rotation invariant enhanced grayscale image
after masking using cropped filled image. (e) Resized cropped hand region
image.
3.3.2 Applying DWT on Resized and Enhanced Grayscale Image
According to the procedure of multiresolution decomposition [98] as described in
Section 3.2.1.2, the image is decomposed in four coefficient matrices (approximation,
horizontal detail, vertical detail and diagonal detail) at each level of decomposition [67].
For higher levels decomposition, subsequent digital filtering and down sampling oper-
ations are involved on approximation coefficient matrices. The wavelet decomposition
tree upto m level is shown in Figure 3.6, where CAi, CHi, CVi and CDi represent
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Figure 3.6: Two-dimensional wavelet decomposition tree upto m level.
approximation, horizontal detail, vertical detail and diagonal detail coefficient matrices
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respectively at ith decomposition level. In this work, Haar wavelet transform is ap-
plied on resized grayscale image to extract the approximation and detail coefficients. In
Haar wavelet [67], the wavelet and scaling functions are separately defined by (3.39) and
(3.40).
ψ(x) =

1 0.0 ≤ x < 0.5
−1 0.5 ≤ x ≤ 1.0
0 otherwise
(3.39)
φ(x) =
 1 0.0 ≤ x < 1.00 otherwise (3.40)
The Haar wavelet is used here because: (i) ) it is simple, orthogonal and computationally
efficient [109], (ii) it uses just two scaling and wavelet function coefficients and calculates
pair wise averages and differences, (iii) it does not have overlapping windows, and reflects
only changes between adjacent pixel pairs [110] and (iv) it effectively describes the soft
parts of human body [111]. The levels of decomposition is selected based on the size of
the resized image. In this work, 5 levels of decomposition is chosen for the images of
Database I (where resized image size is 26 × 26) and 6 levels of decomposition is chosen
for the images of Databases II and III (where resized image size is 27 × 27).
3.3.3 Selection of DWT Coefficient Matrices using F-ratio
Selection of DWT coefficient matrices is very important for feature representation
of a gesture image. If all coefficient matrices are used to represent the gesture, the
dimension of the feature vector will be very high and therefore, the system will be
more computationally complex. A large dimensional feature vector also reduces the
classification performance due to the redundant or irrelevant coefficient matrices. To
solve this problem, this work proposes an F-ratio based coefficient matrices selection
technique to select the important coefficient matrices for each gesture. The proposed
F-ratio based coefficient matrices selection technique involves the following steps.
1. Initially, calculate F − ratio value for DWT coefficients by (3.15).
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2. Compute average F − ratio value of each DWT coefficients matrix.
3. Find the maximum of average F − ratio values for all coefficient matrices.
Table 3.1: The number of coefficients and average F-ratio values of the DWT
coefficient matrices for Databases I, II and III
Database I Databases II and III
Average F-ratio values
Coefficient Number of Coefficient Number of
matrices coefficients matrices coefficients Database I Database II Database III
– – CA6 4 – 0.75 1.93
– – CH6 4 – 0.42 0.92
– – CV6 4 – 0.74 1.21
CA5 4 CD6 4 7.32 1.17 2.27
CH5 4 CH5 16 9.49 0.63 1.16
CV5 4 CV5 16 6.95 0.50 1.09
CD5 4 CD5 16 8.59 0.39 0.67
CH4 16 CH4 64 6.24 0.32 0.59
CV4 16 CV4 64 5.93 0.34 0.63
CD4 16 CD4 64 2.72 0.14 0.24
CH3 64 CH3 256 3.34 0.16 0.26
CV3 64 CV3 256 3.43 0.19 0.32
CD3 64 CD3 256 1.50 0.05 0.07
CH2 256 CH2 1024 1.85 0.09 0.12
CV2 256 CV2 1024 2.05 0.10 0.13
CD2 256 CD2 1024 0.48 0.02 0.02
CH1 1024 CH1 4096 0.71 0.04 0.05
CV1 1024 CV1 4096 0.77 0.04 0.05
CD1 1024 CD1 4096 0.08 0.01 0.01
4. Compute the threshold value Th as
Th =
1
L− 1(Maximum average F− ratio value), (3.41)
where L is the number of decomposition levels.
5. Select the coefficient matrices having average F − ratio value more than Th.
The number of coefficients and average F-ratio values of the DWT coefficient matrices
for Databases I, II and III are shown in Table 3.1.
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From Table 3.1, it is observed that the maximum average F − ratio value of DWT
coefficient matrices for Databases I, II and III are 9.49, 1.17 and 2.27 respectively.
Therefore, based on the proposed coefficient matrices selection technique, the threshold
(Th) values are selected as 2.37, 0.23 and 0.45 for Databases I, II and III respectively.
From Table 3.1, it is also observed that according to Th values, CA5, CH5, CV 5,
CD5, CH4, CV 4, CD4, CH3 and CV 3 coefficient matrices are selected for Database
I and CA6, CH6, CV 6, CD6, CH5, CV 5, CD5, CH4 and CV 4 coefficient matrices
are selected for Databases II and III using proposed F-ratio-based coefficient matrices
selection technique to represent each hand gesture image. In this way, only 192 DWT
coefficients are used as extracted features to represent each 64 × 64 (or 4,096) pixels
image of Database I and 128× 128 (or 16,384) pixels image of Databases II and III.
3.4 Performance Evaluation
The performance of gesture recognition using the proposed feature extraction method
is evaluated on three static hand gesture databases in the similar way as described in
chapter 2. In this chapter, the gestures are classified based on two classifiers: MLP-
BP-NN and RBF-NN. To verify gesture recognition performance of the proposed DWT
and F-ratio based (DWT-FR) features and to compare it with the combined features
which is shown in chapter 1 and other earlier reported techniques such as Kawtchouk
moments (KM) [5] and discrete cosine transform (DCT) features [51], the experiments
are separately conducted using MLP-BP-NN and RBF-NN classifier.
3.4.1 Experimental Results using MLP-BP-NN Classifier
The experiments are conducted on three hand alphabets databases of static gesture.
First one is the database of 25 static gesture of D/ISL hand alphabets, and second
and third are the databases of 24 static gesture of ASL hand alphabets. The train-
ing and testing datasets are constructed in a similar manner as discussed in chapter 2.
Randomly selected 50% data of each database are used to train the classifier and the
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remaining 50% data are used to evaluate the recognition performance. The recognition
performance is evaluated using four common metrics including accuracy (Acc), sensitiv-
ity (Sen), positive predictivity (Ppr) and specificity (Spe) [82]. The common metrics
are clearly described in chapter 2. To analyze and compare the hand gesture recognition
performance, the experiments are separately conducted on three databases using KM,
DCT, combined and DWT-FR features with MLP-BP-NN classifier. The comparative
results of gesture recognition performance using KM [5], DCT [51], proposed combined
and DWT-FR features with MLP-BP-NN classifier are tabulated in Table 3.2. The
Table 3.2: Comparative performance of hand gesture recognition using KM,
DCT, combined and DWT-FR feature sets with MLP-BP-NN classifier for three
distinct databases
Database Feature set Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
KM [5] 99.92 99.00 99.05 99.96
DCT [51] 99.97 99.60 99.62 99.98
Combined 99.95 99.40 99.43 99.98
DWT-FR 99.98 99.80 99.81 99.99
Database II
KM [5] 99.06 88.67 89.09 99.51
DCT [51] 99.26 91.17 91.33 99.62
Combined 99.39 92.67 92.75 99.68
DWT-FR 99.53 94.33 94.49 99.75
Database III
KM [5] 99.60 95.17 95.61 99.79
DCT [51] 99.78 97.42 97.55 99.89
Combined 99.79 97.50 97.55 99.89
DWT-FR 99.90 98.75 98.78 99.95
comparative results indicate that the average accuracy, sensitivity, positive predictiv-
ity and specificity of hand gesture recognition with MLP-BP-NN classifier using KM
features are 99.92%, 99.00%, 99.05% and 99.96% respectively for Database I, 99.06%,
88.67%, 89.09% and 99.51% respectively for Database II and 99.60%, 95.17%, 95.61%
and 99.79% respectively for Database III, using DCT features are 99.97%, 99.60%,
99.62% and 99.98% respectively for Database I, 99.26%, 91.17%, 91.33% and 99.62%
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respectively for Database II and 99.78%, 97.42%, 97.55% and 99.89% respectively for
Database III, and using combined features are 99.95%, 99.40%, 99.43% and 99.98% re-
spectively for Database I, 99.39%, 92.67%, 92.75% and 99.68% respectively for Database
II and 99.79%, 97.50%, 97.55% and 99.89% respectively for Database III. On the other
hand, the average accuracy, sensitivity, positive predictivity and specificity of hand
gesture recognition using DWT-FR features with MLP-BP-NN classifier are 99.98%,
99.80%, 99.81% and 99.99% respectively for Database I, 99.53%, 94.33%, 94.49% and
99.75% respectively for Database II and 99.90%, 98.75%, 98.78% and 99.95% respec-
tively for Database III. The comparative recognition performance is also analyzed in
terms of ROC graph. The ROC graphs of hand gesture recognition using KM features
with MLP-BP-NN classifier, DCT features with MLP-BP-NN classifier, combined fea-
tures with MLP-BP-NN classifier and DWT-FR features with MLP-BP-NN classifier
for three distinct databases are shown in Figure 3.7. The Table 3.2 and Figure 3.7 show
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Figure 3.7: ROC graphs of hand gesture recognition using KM, DCT, com-
bined and DWT-FR features with MLP-BP-NN classifier for (a) Database I,
(b) Database II and (c) Database III.
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that using MLP-BP-NN classifier, the DWT-FR features provides better recognition
performance compared to KM [5], DCT [51], and combined feature sets for all three
databases.
3.4.2 Experimental Results using RBF-NN Classifier
To evaluate the hand gesture recognition performance, the experiments are also sep-
arately conducted on three databases using the KM, DCT, combined and DWT-FR
features with RBF-NN classifier. The comparative results of hand gesture recognition
performance using the KM [5], DCT [51], combined and DWT-FR features with RBF-
NN classifier are tabulated in Table 3.3. The results in Table 3.3 show that the DWT-FR
Table 3.3: Comparative performances of hand gesture recognition using the
KM, DCT, combined and DWT-FR feature sets with RBF-NN classifier for
three distinct databases
Database Feature set Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
KM [5] 99.97 99.60 99.62 99.98
DCT [51] 99.98 99.80 99.81 99.99
Combined 99.97 99.60 99.62 99.98
DWT-FR 99.98 99.80 99.81 99.99
Database II
KM [5] 99.34 92.08 92.23 99.66
DCT [51] 99.74 96.92 96.96 99.87
Combined 99.51 94.08 94.19 99.74
DWT-FR 99.77 97.25 97.42 99.88
Database III
KM [5] 99.83 97.92 97.97 99.91
DCT [51] 99.92 99.00 99.03 99.96
Combined 99.85 98.25 98.28 99.92
DWT-FR 99.97 99.58 99.60 99.98
features with RBF-NN classifier achieve an average accuracy, sensitivity, positive predic-
tivity and specificity of 99.98%, 99.80%, 99.81% and 99.99% respectively for Database I,
99.77%, 97.25%, 97.42% and 99.88% respectively for Database II and 99.97%, 99.58%,
99.60% and 99.98% respectively for Database III. On the other hand, the KM features
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with RBF-NN classifier show an average accuracy, sensitivity, positive predictivity and
specificity of 99.97%, 99.60%, 99.62% and 99.98% respectively for Database I, 99.34%,
92.08%, 92.23% and 99.66% respectively for Database II and 99.83%, 97.92%, 97.97%
and 99.91% respectively for Database III, the DCT features with RBF-NN classifier show
an average accuracy, sensitivity, positive predictivity and specificity of 99.98%, 99.80%,
99.81% and 99.99% respectively for Database I, 99.74%, 96.92%, 96.96% and 99.87%
respectively for Database II and 99.92%, 99.00%, 99.03% and 99.96% respectively for
Database III, and the combined features with RBF-NN classifier show an average ac-
curacy, sensitivity, positive predictivity and specificity of 99.97%, 99.60%, 99.62% and
99.98% respectively for Database I, 99.51%, 94.08%, 94.19% and 99.74% respectively
for Database II and 99.85%, 98.25%, 98.28% and 99.92% respectively for Database III.
The ROC graphs of hand gesture recognition using RBF-NN classifier with KM, DCT,
combined and DWT-FR features for three distinct databases are shown in Figure 3.8.
From Table 3.3 and Figure 3.8, it is observed that using RBF-NN classifier, the hand ges-
ture recognition performance of the DWT-FR feature set is better compared to KM [5],
DCT [51] and combined feature sets for all three gesture databases in all cases except
only once case. For Database I, the gesture recognition performance of DWT-FR feature
set is equal with DCT feature set and similarly, the gesture recognition performance of
combined feature set is equal with KM feature set. However, in overall, the gesture
recognition performance of DWT-FR feature set is better compared to KM, DCT and
combined feature sets.
The average sensitivity of hand gesture recognition techniques using MLP-BP-NN
and RBF-NN classifier with KM, DCT, combined and DWT-FR features for three hand
gesture databases are shown in Figure 3.9. From Figure 3.9, it is observed that the
hand gesture recognition performance using RBF-NN classifier is better compared to
using MLP-BP-NN classifier for all three databases except the case of DWT-FR feature
set for database I where the performances of both the classifiers are equal. From the
above experimental study, it is concluded that the DWT-FR features provides better
recognition performance compared to KM, DCT and combined features for hand gesture
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Figure 3.8: ROC graphs of hand gesture recognition using KM, DCT, combined
and DWT-FR features with RBF-NN classifier for (a) Database I, (b) Database
II and (c) Database III.
recognition. The DWT-FR feature set provides better recognition performance because
it enjoys the following advantages: (i) the proposed feature extraction technique uses
Haar wavelet which is very simple and follow the orthonormal property of wavelet ba-
sis [97]; (ii) the Haar wavelet effectively describes the soft parts of human body [111];
(iii) the DWT offers a simultaneous localization in time and spatial frequency domains;
(iv) the DWT provides multi-resolution analysis of an image using higher level decom-
position; and (v) the important DWT coefficient matrices are selected using an F-ratio
based technique. From the above experimental study, it is also observed that the overall
gesture recognition performance using RBF-NN classifier is better compared to MLP-
BP-NN classifier. The RBF-NN classifier offers higher recognition performance because,
in this network the localized radial basis functions are used to perform a nonlinear trans-
form of input vector from input space to higher dimensional hidden space where vectors
are more linearly separable and the RBF-NN is also free from local minima problem.
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Figure 3.9: The average sensitivity of hand gesture recognition techniques using
MLP-BP-NN and RBF-NN classifier with KM, DCT, combined and DWT-FR
features for (a) Database I, (b) Database II and (c) Database III.
3.5 Conclusions
The overall conclusions in this chapter are as follows:
• This work proposes a feature extraction technique to extract the DWT and F-ratio
based feature set for more efficient representation of hand gesture image.
• The proposed DWT and F-ratio based feature set represents the localized time
and spatial frequency domain information of the gesture image. To obtain the
DWT and F-ratio based feature set, the Haar wavelet is applied on the resized
and enhanced grayscale image, and then the important DWT coefficient matrices
are selected as features using the proposed F-ratio based technique. The RBF-NN
is introduced in this chapter as classifier to classify static gesture images using
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DWT and F-ratio based feature set for recognition.
• The experiments are separately conducted on three hand gesture databases using
MLP-BP-NN and RBF-NN classifiers to evaluate the gesture recognition perfor-
mance of the proposed DWT and F-ratio based feature set and to compare it
with proposed combined features as shown in chapter 1 and other earlier reported
techniques such as KM [5] and DCT [51] features.
• Experimental results demonstrate that in overall the proposed DWT and F-ratio
based feature set offers better recognition performance compared to KM [5], DCT
[51] and combined feature sets for all three databases. Experimental results also
indicate that overall hand gesture recognition using RBF-NN classifier achieves
higher recognition performance compared to MLP-BP-NN classifier.
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C H A P T E R 4
Hand Gesture Recognition using
Modified RBF Neural Network
Classifiers
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4.1 Introduction
In chapter 3, standard RBF-NN classifier is used to recognize hand gesture images
and provides higher recognition performance compared to MLP-BP-NN classifier. How-
ever, the selection of center in RBF-NN is one of the major issues for gesture recognition
because the performance of the RBF-NN is dependent on selected centers [112]. In gen-
eral, the centers of RBF-NN are selected randomly from training data set. Also, the
weights of the RBF-NN are estimated using the pseudo inverse solution [80]. The per-
formance of the hand gesture recognition decreases due to the inaccurate estimation of
weight matrix. Our aim is to update the estimated weight matrix at the training phase
such that the training error will be minimized. Here, the training error represents the
error between score generated output and actual target of the network at the training
phase. To implement this idea, the least-mean-square (LMS) algorithm is adopted to
update the estimated weight matrix in training phase such that it minimizes the mean
square error (MSE). This in turn helps to improve the gesture recognition performance.
Therefore, this chapter proposes a modified RBF-NN classifier i.e. k-mean and
LMS-based RBF-NN classifier with Gaussian activation function (represented as KLMS-
RBFNN-GAF classifier) for better recognition of hand gesture images. In KLMS-
RBFNN-GAF classifier, the Gaussian function is used as activation function, the centers
are automatically selected using k-mean algorithm and the estimated weight matrix is
updated using LMS algorithm. However, one of the difficulties in RBF-NN is the use of
Gaussian function because it is inefficient to estimate the similar patterns. Therefore,
this work also proposes a sigmoidal function based modified RBF-NN classifier i.e. k-
mean and LMS-based RBF-NN classifier with composite sigmoidal activation function
(represented as KLMS-RBFNN-SAF classifier). In KLMS-RBFNN-SAF classifier, the
activation function is formed using a set of composite sigmoidal functions, centers are
automatically selected using k-mean algorithm and estimated weight matrix is further
updated using LMS algorithm. The aim of the proposed KLMS-RBFNN-SAF classifier
is to improve the recognition performance with the help of better estimation of the sim-
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ilar training patterns. For both proposed classifiers, the selected centers and updated
weight matrix are stored at the end of the training phase and used to recognize hand
gesture images during testing. Note that, for both the proposed classifiers, LMS algo-
rithm is used to update the estimated weight matrix due to following reasons: (i) If
system is an adaptive linear combiner and the input and the desired response are avail-
able, the LMS algorithm is generally the best choice due to its simplicity and ease of
computation; (ii) it does not demand off-line gradient estimations or repetitions of data;
and (iii) it provides a stable and robust performance against different signal conditions.
To evaluate the gesture recognition performance of the proposed KLMS-RBFNN-GAF
and KLMS-RBFNN-SAF classifiers and to compare them with other reported classifiers
such as MLP-BP-NN and RBF-NN, experiments are separately conducted on three hand
gesture databases using KM, DCT, proposed combined and proposed DWT and F-ratio
based (DWT-FR) feature sets. Experimental results indicate that proposed modified
RBF-NN classifiers provide better recognition performance compared to other reported
classifiers such as MLP-BP-NN and standard RBF-NN.
4.1.1 Organization of the Chapter
The rest of the chapter is organized as follows. In Section 4.2, the k-mean and
LMS algorithms are described. Section 4.3 presents the framework of proposed RBF
neural network classifiers in details. The experimental results and performances of the
proposed techniques are discussed in Section 4.4. Finally, this chapter is concluded in
Section 4.5.
4.2 Theoretical Background
4.2.1 K-mean Algorithm
The k-mean algorithm is a clustering algorithm which classifies the data points or
patterns based on features into K number of groups, where K is a positive integer [113].
The grouping is done by minimizing the distances between data and the corresponding
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cluster centroid. The k-mean algorithm has been applied in several applications such
as information retrieval and image segmentation [114]. The operational flowchart of
k-mean algorithm is shown in Figure 4.1. The details of k-mean algorithm is as follow.
1. Initialization: Initialize the K number of centroids for K clusters.
2. Distance calculation: Calculate the Euclidean distances of each data points to
centroid of K clusters using (4.1).
Di,j =
√
(x1,i − µ1,j)2 + (x2,i − µ2,j)2 + · · ·+ (xM,i − µM,j)2
=
√
M∑
l=1
(xl,i − µl,j)2, i = 1, 2, · · · , N,
l = 1, 2, · · · ,M and j = 1, 2, · · · ,K.
(4.1)
where, N is the total number of data points, M is the dimension of data points,
K is total number of clusters, Di,j is the Euclidean distances of ith data points xi
to centroid of jth clusters µj .
3. Group assignment: The group of data point xi is in the cluster which has the
minimum value of the Euclidean distance as presented in (4.2)
Group of xi ≡ arg min
j=1,2,··· ,K
Di,j . (4.2)
4. Centroid calculation: The centroid of each and every clusters are calculated using
(4.3).
µj =
1
Z
Z∑
p=1
xp, p = 1, 2, · · · , Z and j = 1, 2, · · · ,K (4.3)
where, Z is the total number of data points in jth cluster.
5. Checking convergence: In this step, the convergence of the algorithm is ensured
by finding whether the centroid of each and every cluster converge to fixed value
or not. If the centroid of each and every cluster converge to fixed value (i.e. the
centroid of each and every cluster does not change anymore), the process stops,
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Figure 4.1: The operational flowchart of k-mean algorithm.
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otherwise repeats from step 2 to step 5.
4.2.2 Least-Mean-Square (LMS) Algorithm
The least-mean-square (LMS) algorithm [80] is derived on the basis of instantaneous
value of cost function, w which is defined in (4.4)
ξ(w) =
1
2
e2(k) (4.4)
where, e(k) represents the error signal measured at time k. The differentiation of ξ(w)
with respect to the weight vector w is expressed as
∂ξ(w)
∂w
= e(k)
∂e(k)
∂w
(4.5)
The LMS algorithm is worked similar to the least square filter and the error signal is
defined as
e(k) = d(k)− xT (k)w(k) (4.6)
where, d(k) and x(k) represents the desired signal and the input vector respectively
measured at time k. The differentiation of e(k) with respect to the weight vector w(k)
is expressed as
∂e(k)
∂w(k)
= −x(k). (4.7)
Therefore, the equation (4.5) can be rewritten as
∂ξ(w)
∂w(k)
= −x(k)e(k) (4.8)
According to the steepest decent algorithm [80], the weight vector w(k + 1) measured
at time (k + 1) can be written as
w(k + 1) = w(k)− ηg(k) (4.9)
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where, η is a positive constant called the step-size or learning rate parameter and g(k)
is the gradient vector. The gradient vector g(k) is defined as
g(k) = ∇ξ(w) = ∂ξ(w)
∂w(k)
= −x(k)e(k). (4.10)
Finally, the LMS algorithm is formulated using (4.9) and (4.10). The updating equation
of the LMS algorithm can be defined as follows [80]:
w(k + 1) = w(k) + ηx(k)e(k) (4.11)
4.3 Proposed Framework
The final stage of a gesture recognition method is gesture classification. This chapter
proposes two modified RBF-NN classifiers that are k-mean and LMS based RBF-NN
with Gaussian activation functions (represented as KLMS-RBFNN-GAF classifier) and
k-mean and LMS based RBF-NN with composite sigmoidal activation function (repre-
sented as KLMS-RBFNN-SAF classifier), for better recognition of hand gesture images.
The details of proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers are
as follows.
4.3.1 K-mean and LMS based RBF-NN with Gaussian Activation Func-
tions (KLMS-RBFNN-GAF)
This chapter first develops a k-mean and LMS based modified RBF-NN classifier
where, Gaussian function is used as activation function to classify gesture images using
extracted feature sets. The centers of the KLMS-RBFNN-GAF classifier are automat-
ically selected using k-mean algorithm as presented in Algorithm 4.1 [9]. This center-
selection algorithm selects an equal number of centers from training data of each hand
gesture classes. This work uses k-mean algorithm to select centers of RBF-NN because
(i) it is a unsupervised clustering algorithm which classifies the data points or patterns
into K number of groups, where K is a positive integer [113]; (ii) it is simple, robust
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and easier to understand [115] and (iii) the K number of centroids are selected as cen-
ters of RBF units for each hand gesture classes in a automatic manner. Initially, the
Algorithm 4.1: : Center-selection algorithm.
1: Let s be the number of gesture classes. Initially, set i = 1.
2: Let Di be the training data of ith class and k be the number of clusters in Di.
Initially, set first k number of samples from training data Di as centroid of each
cluster.
3: Compute the Euclidean distance between each sample of training data Di and the
centroid of each cluster. Assign each sample of training data Di to the cluster
according to nearest centroid.
4: Compute the centroid of each cluster.
5: Repeat steps (3)-(4), until centroid of the each cluster does not change anymore.
6: Store k number of centroids as centers of RBF neural network for ith class and set
i = i+ 1.
7: Repeat steps (2)-(6), until i <= s.
8: Total (k × s) number of centers are selected for s classes.
weights w of the KLMS-RBFNN-GAF classifier are estimated using the pseudo inverse
method [80]. The estimated weights are calculated by (4.12).
w = (GTG)−1GT t (4.12)
where, GT is the transpose of G; (GTG)−1 is the inverse matrix of (GTG); t =
[t1, t2, . . . , tl]T is target vector and G = [G1(x), G2(x), . . . , Gi(x) . . . , Gm(x)]T is pro-
jected input vector x in hidden space. Note that Gi(x) is the ith hidden node (or RBF
unit) output. Here, the activation function Gi(:) is chosen a Gaussian function and
represented as
Gi(x) = exp
(
−‖x− ci‖
σ2
)
i = 1, 2, 3, .....,m (4.13)
where x is an n-dimensional input vector, ci is the center vector with the same dimension
as x, σ is the spread factor of ith RBF unit and m is the number of hidden nodes (or
number of centers) of the network. To improve the hand gesture recognition performance
of the classifier, this work also proposes an LMS-based weights update technique which
reduces the training error at the training phase. The training error represents the error
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between score generated output and actual target of the network at the training phase.
Our aim to update the estimated weight matrix based on LMS algorithm such that it
minimizes the mean square error (MSE) in training phase. This in turn helps to improve
the gesture recognition performance. The proposed weights update technique is given
in Algorithm 4.2 [9]. The updated weight matrix and selected centers are stored at end
of the training phase and used for testing purpose.
Algorithm 4.2: : The proposed weights update technique.
1: Initially, set number of iterations n = 1.
2: Set number of data points j = 1.
3: Compute estimated output vector y(j) for jth data by multiplying estimated
weights w(n) with G(x), where, G(x) = [G1(x), G2(x), . . . , Gm(x)]T is projected
input vector x at hidden space.
4: Compute the error vector which can be defined as E1(j) = t(j)− y(j), where t
and y are separately target vector and estimated output vector of the network.
Assign E(n) = E1(j).
5: Update estimated weights using LMS algorithm [80] as follow
w(n+ 1) = w(n) + ηG(x)E(n)
where, n is iteration number, η is the learning rate parameter. Assign
w(n) = w(n+ 1).
6: Increase j by 1 and repeat steps (3)-(5) until j reaches N , where, N is the total
number of data points.
7: Compute the mean square error which can be defined as
MSE(n) = 1N
∑N
j=1E
T
1 (j)E1(j).
8: Increase n by 1 and repeat steps (2)-(7), until MSE(n) is reduced to 0.0001 or n
reach to 10000.
4.3.2 K-mean and LMS based RBF-NN with Composite Sigmoidal
Activation Function (KLMS-RBFNN-SAF)
In KLMS-RBFNN-GAF classifier, Gaussian function is used as activation function.
However, one of the difficulties in RBF-NN is the use of Gaussian function because
it is inefficient to estimate the similar patterns. Therefore, to recognize hand gesture
images, this work also proposes a sigmoidal function based modified RBF-NN classifier
i.e. KLMS-RBFNN-SAF classifier. In KLMS-RBFNN-SAF classifier, the activation
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function is formed using a set of composite sigmoidal functions, centers are automatically
selected using k-mean algorithm and estimated weight matrix is further updated using
LMS algorithm. The aim of the proposed KLMS-RBFNN-SAF classifier is to improve
the recognition performance with the help of better estimation of the similar training
patterns.
In one-dimensional case, a sigmoidal function is represented as f(x) = (1 + e−α(x−µ) )−1,
where α > 0. The activation function for RBF network, by combining two sigmoidal
functions [116] can be expressed as
h(x) =
1
1 + e−α[(x−µ)+θ]
− 1
1 + e−α[(x−µ)−θ]
(4.14)
where α > 0 and θ > 0. Note that α, θ and µ represent shape parameter, shift parameter
and center of the function h(x) respectively. Three cases of function h(x) with same
center are shown in Figure 4.2(a). From Figure 4.2(a), it is observed that the shape of
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Figure 4.2: (a) Three different one-dimensional activation functions with same
center. (b) A two-dimensional activation function with center vector = [1,1],
shift parameter = 1.5, and shape parameter = 3.
h(x) approximately rectangular for very high value of α and become Gaussian shape for
low value of α. Therefore, h(x) is a good candidate to efficiently estimate the training
patterns. From Figure 4.2(a), it is also observed that h(x) is maximum at µ and it
has radial symmetry and local support property that meet the fundamental properties
of the radial basis functions [116]. In higher dimensional case, the activation function
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based on composite of sigmoidal functions can be defined as
h(x) =
n∏
j=1
(
1
1+e−α[(xj−µj)+θ]
− 1
1+e−α[(xj−µj)−θ]
)
(4.15)
where x = [x1, x2, · · · , xn]T is an input vector, µ = [µ1, µ2, · · · , µn]T is the center
vector, α is shape parameter and θ is bandwidth parameter of function h(x). A two-
dimensional case of (4.15) is shown in Figure 4.2(b). From (4.15), it is observed that
the activation function for RBF network is formed using a set of composite sigmoidal
functions and it can be considered as composite sigmoidal radial basis function (CSRBF).
Using CSRBF as activation function, the RBF network for single output can be expressed
in the following parametric from as presented in (4.16).
t(x) =
m∑
i=1
wihi(x) (4.16)
where
hi(x) =
n∏
j=1
(
1
1+e−α[(xj−µij)+θ]
− 1
1+e−α[(xj−µij)−θ]
)
(4.17)
is CSRBF output for ith node, x ∈ Rn is input vector, α is shape parameter, µij is the
jth element of the center vector in ith node, θ is bandwidth parameter and m is the
number of hidden nodes. Note that in RBF network, the number of input nodes, hidden
nodes and output nodes are decided by dimension of input feature vector, number of
centers and number of gesture classes respectively. The development of proposed RBF
neural network is described as follow.
1. Initialize the number of input and output nodes: The number of input and output
nodes of the RBF network are chosen equal as the dimension of input feature
vector and number of gesture classes respectively.
2. RBF centers selection: The centers of the RBF network are selected by k-mean
based center selection algorithm (as presented in Algorithm 4.1) depending on
maximum recognition performance [2].
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3. Compute activation function output for each hidden node: Here, CSRBF is used
as activation function of RBF network and CSRBF output for ith hidden node is
computed using (4.17).
4. Weight matrix estimation: The weight matrix w of the RBF network is estimated
the pseudo inverse solution [80]. The estimated weights are calculated by (4.18).
w = (HTH)−1HT t (4.18)
where HT is the transpose of H, (HTH)−1 is the inverse matrix of (HTH), t =
[t1, t2, . . . , tl]T is target vector and H = [h1(x), h2(x), . . . , hm(x)]T is projected
input vector x in hidden space.
5. Update of estimated weights: Our aim is to update the estimated weight matrix at
the training phase such that the training error will be minimized. To implement
this idea, LMS algorithm is adopted to update the estimated weight matrix in
training phase such that it minimizes the mean square error (MSE). This in turn
helps to improve the gesture recognition performance. The LMS-based weights
update technique is given in Algorithm 4.2. The updated weight matrix and
selected centers are stored at the end of training phase and used in testing phase.
4.4 Performance Evaluation
In this chapter, three hand alphabet databases of static gestures are used to evaluate
the recognition performance of proposed modified RBF-NN classifiers that are KLMS-
RBFNN-GAF classifier and KLMS-RBFNN-SAF classifier. As described in the earlier
chapter, 50% data of each database is used to train the classifier and the remaining
50% is used to evaluate the recognition performance. The recognition performance is
quantified using most common matrices [82] such as accuracy (Acc), sensitivity (Sen),
positive predictivity (Ppr) and specificity (Spe). To analyze gesture recognition per-
formance of KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers and to compare
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their performances with existing classifiers such as MLP-BP-NN and standard RBF-
NN, the experiments are separately conducted using KM, DCT, proposed combined
and proposed DWT-FR features. The details of the experimental study are described
as follows.
4.4.1 Experimental Results using Krawtchouk Moments (KM) Fea-
tures
The experiments are separately conducted on three hand gesture databases using
MLP-BP-NN, standard RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF clas-
sifiers with KM features for performance analysis. The comparative performances of ges-
ture recognition performance using MLP-BP-NN, standard RBF-NN, KLMS-RBFNN-
GAF and KLMS-RBFNN-SAF classifiers with KM features are tabulated in Table 4.1.
The comparative results show that the average accuracy, sensitivity, positive predictiv-
Table 4.1: Comparative performance of hand gesture recognition using MLP-
BP-NN, standard RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF
classifiers with KM features for three distinct databases.
Database Classifier Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
MLP-BP-NN 99.92 99.00 99.05 99.96
RBF-NN 99.97 99.60 99.62 99.98
KLMS-RBFNN-GAF 99.98 99.80 99.81 99.99
KLMS-RBFNN-SAF 99.98 99.80 99.81 99.99
Database II
MLP-BP-NN 99.06 88.67 89.09 99.51
RBF-NN 99.34 92.08 92.23 99.66
KLMS-RBFNN-GAF 99.39 92.67 92.73 99.68
KLMS-RBFNN-SAF 99.40 92.75 92.81 99.68
Database III
MLP-BP-NN 99.60 95.17 95.61 99.79
RBF-NN 99.83 97.92 97.97 99.91
KLMS-RBFNN-GAF 99.85 98.25 98.29 99.92
KLMS-RBFNN-SAF 99.85 98.25 98.29 99.92
ity and specificity of gesture recognition using KM features with MLP-BP-NN classifier
are 99.92%, 99.00%, 99.05% and 99.96% respectively for Database I, 99.06%, 88.67%,
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89.09% and 99.51% respectively for Database II and 99.60%, 95.17%, 95.61% and 99.79%
respectively for Database III, with RBF-NN classifier are 99.97%, 99.60%, 99.62% and
99.98% respectively for Database I, 99.34%, 92.08%, 92.23% and 99.66% respectively for
Database II and 99.83%, 97.92%, 97.97% and 99.91% respectively for Database III. On
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Figure 4.3: ROC graphs of gesture recognition using MLP-BP-NN, RBF-NN,
KLMS-RBFNN-GAF, and KLMS-RBFNN-SAF classifiers with KM features
for (a) Database I, (b) Database II and (c) Database III.
the other hand, the average accuracy, sensitivity, positive predictivity and specificity of
gesture recognition using KM features with KLMS-RBFNN-GAF classifier are 99.98%,
99.80%, 99.81% and 99.99% respectively for Database I, 99.39%, 92.67%, 92.73% and
99.68% respectively for Database II and 99.85%, 98.25%, 98.29% and 99.92% respec-
tively for Database III, and with KLMS-RBFNN-SAF classifier are 99.98%, 99.80%,
99.81% and 99.99% respectively for Database I, 99.40%, 92.75%, 92.81% and 99.68%
respectively for Database II and 99.85%, 98.25%, 98.29% and 99.92% respectively for
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Database III. The ROC graphs of gesture recognition using MLP-BP-NN, RBF-NN,
KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers with KM features for three
distinct databases are shown in Figure 4.3. From Table 4.1 and Figure 4.3, it is observed
that using KM features, the modified RBF-NN classifiers that are KLMS-RBFNN-GAF
and KLMS-RBFNN-SAF classifiers provide better recognition performance compared
to MLP-BP-NN and RBF-NN classifiers for all three databases.
4.4.2 Experimental Results using Discrete Cosine Transforms (DCT)
Features
The comparative gesture recognition performance of MLP-BP-NN, RBF-NN, KLMS-
RBFNN-GAF and KLMS-RBFNN-SAF classifiers using DCT features for three hand
gesture databases are shown in Table 4.2. From Table 4.2, it is observed that the
Table 4.2: Comparative performance of gesture recognition using MLP-BP-NN,
standard RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers
with DCT features for three distinct databases
Database Classifier Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
MLP-BP-NN 99.97 99.60 99.62 99.98
RBF-NN 99.98 99.80 99.81 99.99
KLMS-RBFNN-GAF 99.98 99.80 99.81 99.99
KLMS-RBFNN-SAF 99.98 99.80 99.81 99.99
Database II
MLP-BP-NN 99.35 92.17 92.27 99.66
RBF-NN 99.74 96.92 96.96 99.87
KLMS-RBFNN-GAF 99.76 97.17 97.26 99.88
KLMS-RBFNN-SAF 99.80 97.58 97.64 99.89
Database III
MLP-BP-NN 99.83 98.00 98.06 99.91
RBF-NN 99.92 99.00 99.03 99.96
KLMS-RBFNN-GAF 99.94 99.25 99.27 99.97
KLMS-RBFNN-SAF 99.94 99.33 99.36 99.97
average accuracy, sensitivity, positive predictivity and specificity of gesture recogni-
tion using DCT features with MLP-BP-NN classifier are 99.97%, 99.60%, 99.62% and
99.98% respectively for Database I, 99.35%, 92.17%, 92.27% and 99.66% respectively
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for Database II and 99.83%, 98.00%, 98.06% and 99.91% respectively for Database
III, and with RBF-NN classifier are 99.98%, 99.80%, 99.81% and 99.99% respectively
for Database I, 99.74%, 96.92%, 96.96% and 99.87% respectively for Database II and
99.92%, 99.00%, 99.03% and 99.96% respectively for Database III. On the other hand,
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Figure 4.4: ROC graphs of gesture recognition using MLP-BP-NN, RBF-NN,
KLMS-RBFNN-GAF, and KLMS-RBFNN-SAF classifiers with DCT features
for (a) Database I, (b) Database II and (c) Database III.
the average accuracy, sensitivity, positive predictivity and specificity of gesture recog-
nition using DCT features with KLMS-RBFNN-GAF classifier are 99.98%, 99.80%,
99.81% and 99.99% respectively for Database I, 99.76%, 97.17%, 97.26% and 99.88%
respectively for Database II and 99.94%, 99.25%, 99.27% and 99.97% respectively for
Database III, and with KLMS-RBFNN-SAF classifier are 99.98%, 99.80%, 99.81% and
99.99% respectively for Database I, 99.80%, 97.58%, 97.64% and 99.89% respectively for
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Database II and 99.94%, 99.33%, 99.36% and 99.97% respectively for Database III. The
ROC graphs of gesture recognition using MLP-BP-NN, RBF-NN, KLMS-RBFNN-GAF
and KLMS-RBFNN-SAF classifiers with DCT features for three distinct databases are
shown in Figure 4.4. Table 4.1 and Figure 4.3 indicate that using DCT features, the mod-
ified RBF-NN classifiers (KLMS-RBFNN-GAF and KLMS-RBFNN-SAF) offer higher
recognition performance compared to MLP-BP-NN and RBF-NN for all databases ex-
cept Database I where the performances modified RBF-NN classifiers are equal with
RBF-NN classifier.
4.4.3 Experimental Results using Combined Features
The experimental results of gesture recognition performance for three hand gesture
databases using MLP-BP-NN, RBF-NN, KLMS-RBFNN-GAF, and KLMS-RBFNN-
SAF classifiers with proposed combined features are tabulated in Table 4.3. From Ta-
Table 4.3: Comparative performance of gesture recognition using MLP-BP-NN,
standard RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers
with combined features for three distinct databases
Database Classifier Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
MLP-BP-NN 99.95 99.40 99.43 99.98
RBF-NN 99.97 99.60 99.62 99.98
KLMS-RBFNN-GAF 99.98 99.80 99.81 99.99
KLMS-RBFNN-SAF 99.98 99.80 99.81 99.99
Database II
MLP-BP-NN 99.33 92.00 92.14 99.65
RBF-NN 99.51 94.08 94.19 99.74
KLMS-RBFNN-GAF 99.51 94.17 94.26 99.75
KLMS-RBFNN-SAF 99.52 94.25 94.34 99.75
Database III
MLP-BP-NN 99.79 97.50 97.55 99.89
RBF-NN 99.85 98.25 98.28 99.92
KLMS-RBFNN-GAF 99.91 98.92 98.94 99.95
KLMS-RBFNN-SAF 99.92 99.08 99.11 99.96
ble 4.3, it is observed that the average accuracy, sensitivity, positive predictivity and
specificity of gesture recognition using combined features with MLP-BP-NN classifier
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are 99.95%, 99.40%, 99.43% and 99.98% respectively for Database I, 99.33%, 92.00%,
92.14% and 99.65% respectively for Database II and 99.79%, 97.50%, 97.55% and 99.89%
respectively for Database III, and with RBF-NN classifier are 99.97%, 99.60%, 99.62%
and 99.98% respectively for Database I, 99.51%, 94.08%, 94.19% and 99.74% respectively
for Database II and 99.85%, 98.25%, 98.28% and 99.92% respectively for Database III.
On the other hand, the average accuracy, sensitivity, positive predictivity and specificity
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Figure 4.5: ROC graphs of gesture recognition using MLP-BP-NN, RBF-NN,
KLMS-RBFNN-GAF, and KLMS-RBFNN-SAF classifiers with combined fea-
tures for (a) Database I, (b) Database II and (c) Database III.
of gesture recognition using combined features with KLMS-RBFNN-GAF classifier are
99.98%, 99.80%, 99.81% and 99.99% respectively for Database I, 99.51%, 94.17%, 94.26%
and 99.75% respectively for Database II and 99.91%, 98.92%, 98.94% and 99.95% re-
spectively for Database III, and with KLMS-RBFNN-SAF classifier are 99.98%, 99.80%,
99.81% and 99.99% respectively for Database I, 99.52%, 94.25%, 94.34% and 99.75%
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respectively for Database II and 99.92%, 99.08%, 99.11% and 99.96% respectively for
Database III. For combined features, the ROC graphs of gesture recognition using MLP-
BP-NN, RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers for three
distinct databases are shown in Figure 4.5. Table 4.3 and Figure 4.5 indicate that
the recognition performances of modified RBF-NN classifiers (KLMS-RBFNN-GAF and
KLMS-RBFNN-SAF) are better compared to MLP-BP-NN and RBF-NN classifiers for
all three databases when combined features are used as input feature set.
4.4.4 Experimental Results using DWT and F-ratio based (DWT-FR)
Features
The comparative gesture recognition performance of MLP-BP-NN, RBF-NN, KLMS-
RBFNN-GAF and KLMS-RBFNN-SAF classifiers with proposed DWT-FR features for
three hand gesture databases are tabulated in Table 4.4. From Table 4.4, it is noticed
Table 4.4: Comparative performance of gesture recognition using MLP-BP-NN,
standard RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers
with DWT-FR features for three distinct databases
Database Classifier Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
MLP-BP-NN 99.98 99.80 99.81 99.99
RBF-NN 99.98 99.80 99.81 99.99
KLMS-RBFNN-GAF 100.00 100.00 100.00 100.00
KLMS-RBFNN-SAF 100.00 100.00 100.00 100.00
Database II
MLP-BP-NN 99.53 94.33 94.49 99.75
RBF-NN 99.77 97.25 97.42 99.88
KLMS-RBFNN-GAF 99.80 97.58 97.64 99.89
KLMS-RBFNN-SAF 99.81 97.75 97.78 99.90
Database III
MLP-BP-NN 99.90 98.75 98.78 99.95
RBF-NN 99.97 99.58 99.60 99.98
KLMS-RBFNN-GAF 99.97 99.67 99.68 99.99
KLMS-RBFNN-SAF 99.98 99.75 99.76 99.99
that the average accuracy, sensitivity, positive predictivity and specificity of gesture
recognition using DWT-FR features with MLP-BP-NN classifier are 99.98%, 99.80%,
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99.81% and 99.99% respectively for Database I, 99.53%, 94.33%, 94.49% and 99.75%
respectively for Database II and 99.90%, 98.75%, 98.78% and 99.95% respectively for
Database III, and with RBF-NN classifier are 99.98%, 99.80%, 99.81% and 99.99% re-
spectively for Database I, 99.77%, 97.25%, 97.42% and 99.88% respectively for Database
II and 99.97, 99.58, 99.60 and 99.98% respectively for Database III. However, the av-
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Figure 4.6: ROC graphs of gesture recognition using MLP-BP-NN, RBF-NN,
KLMS-RBFNN-GAF, and KLMS-RBFNN-SAF classifiers with DWT-FR fea-
tures for (a) Database I, (b) Database II and (c) Database III.
erage accuracy, sensitivity, positive predictivity and specificity of gesture recognition
using DWT-FR features with KLMS-RBFNN-GAF classifier are 100.00%, 100.00%,
100.00% and 100.00% respectively for Database I, 99.80%, 97.58%, 97.64% and 99.89%
respectively for Database II and 99.97%, 99.67%, 99.68% and 99.99% respectively for
Database III, and with KLMS-RBFNN-SAF classifier are 100.00%, 100.00%, 100.00%
and 100.00% respectively for Database I, 99.81%, 97.75%, 97.78% and 99.90% respec-
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tively for Database II and 99.98%, 99.75%, 99.76% and 99.99% respectively for Database
III. For proposed DWT-FR features, the ROC graphs of gesture recognition using MLP-
BP-NN, RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers for three
distinct databases are shown in Figure 4.6. Table 4.4 and Figure 4.6 demonstrate that
the gesture recognition performances of modified RBF-NN classifiers (KLMS-RBFNN-
GAF and KLMS-RBFNN-SAF) are better compared to MLP-BP-NN and RBF-NN
classifiers for all three databases when DWT-FR features are used as input feature set.
The average sensitivity of hand gesture recognition using MLP-BP-NN, RBF-NN,
KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers with KM, DCT, proposed
combined and proposed DWT-FR features for three hand gesture databases are shown
in Figure 4.7. From Figure 4.7, it is observed that the performance of hand gesture
recognition using proposed DWT-FR features is better compared to using KM, DCT,
proposed combined features for all four different classifiers that are MLP-BP-NN, RBF-
NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers and all three different
databases used except for two cases where the performances of DWT-FR features are
equal with the performances of DCT features.
From the above experimental study it is demonstrated that in overall, gesture recog-
nition performances of the proposed modified RBF-NN classifiers (KLMS-RBFNN-GAF
and KLMS-RBFNN-SAF) are better compared to existing classifiers that are MLP-
BP-NN and RBF-NN classifiers for all different feature sets like KM, DCT, proposed
combined and proposed DWT-FR feature sets. The modified RBF-NN classifiers of-
fer higher recognition performance because (i) they incorporate all the advantages of
standard RBF-NN; (ii) they use a k-mean based center-selection algorithm which se-
lect the centers of RBF units in automatic manner; and (iii) they use an LMS based
weights update technique to update the estimated weight matrix at training phase with
the goal to minimize the MSE and this in turn helps to improve the gesture recogni-
tion performance. From the above experimental study, it is also demonstrated that the
KLMS-RBFNN-SAF classifier offers better recognition performance compared to KLMS-
RBFNN-GAF for all cases except for Database II using KM features and Database I. For
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Figure 4.7: The average sensitivity of hand gesture recognition using MLP-
BP-NN, RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers
with KM, DCT, proposed combined and proposed DWT-FR features for (a)
Database I, (b) Database II and (c) Database III.
these cases, KLMS-RBFNN-SAF classifier provides an equal recognition performance
with KLMS-RBFNN-GAF classifier. In most of the cases, the KLMS-RBFNN-SAF
classifier provides better recognition performance over KLMS-RBFNN-GAF classifier
because KLMS-RBFNN-SAF uses a set of composite sigmoidal functions as activation
function which estimate the similar training patterns better compared to Gaussian ac-
tivation functions.
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4.5 Conclusions
The salient points covered in this chapter are:
• This chapter proposes two modified RBF-NN classifiers that are KLMS-RBFNN-
GAF and KLMS-RBFNN-SAF classifiers for better recognition of hand gesture
images.
• In KLMS-RBFNN-GAF classifier, the Gaussian function is used as activation func-
tion, the centers are automatically selected through k-means based center-selection
algorithm and the initial trained weight matrix is further updated using LMS al-
gorithm whereas in KLMS-RBFNN-SAF, activation function is formed using a set
of composite sigmoidal functions, centers are automatically selected using k-mean
algorithm and initial trained weight matrix is further updated using LMS algo-
rithm. For both cases, selected centers and updated weight matrix are stored at
the end of training phase and these are used during testing phase to recognize
hand gesture images.
• The experiments are separately conducted on three hand gesture databases us-
ing KM, combined, DCT and DWT-FR features to evaluate gesture recognition
performance of the proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF clas-
sifiers and to compare them with other reported classifiers such as MLP-BP-NN
and RBF-NN.
• Experimental results demonstrate that the proposed modified RBF-NN classifiers
provides higher recognition performance compared to other reported classifiers
such as MLP-BP-NN and RBF-NN. Experimental results also indicate that the
KLMS-RBFNN-SAF classifier offers better or equal recognition performance com-
pared to KLMS-RBFNN-GAF classifier.
• From experimental results, it is also observed that the performance of hand ges-
ture recognition using DWT-FR features is better compared to using KM, DCT
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and proposed combined features for all different classifiers including MLP-BP-NN,
RBF-NN, KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers.
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C H A P T E R 5
Feature Vector Optimization
using Genetic Algorithm for
Hand Gesture Recognition
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5.1 Introduction
In general, the feature subset selection (FSS) has been used in the area of pattern
recognition where large datasets are involved [50]. A major problem associated with
pattern recognition is the “curse of dimensionality” in which too many features are used
to represent the patterns [117]. This problem led to a large number of classifier pa-
rameters (e.g., weights of MLP-BP-NN) [118] which in turn increases computation for
pattern classification. Therefore, the reduction of feature dimensionality has become an
important task in the areas of pattern recognition [119], classification [120], data min-
ing [121], bioinformatics [122] etc. The reduction of feature dimensionality contributes
several advantages [50] for a recognition system employed for a specific application: (i)
a reduction in the cost of acquisition of the data, (ii) improvement of the understand-
ability of the final classification model, (iii) a faster induction of the final classification
mode, (iv) an improvement in recognition performance. Feature Selection (FS) can be
defined as a process to select a subset of features from original feature set. This can be
carried out through eliminating the redundant, uninformative, and noisy features [50].
By reducing feature vector dimensionality, feature selection process not only reduce the
cost of recognition method but also in some cases it can provide a better classification
performance due to finite sample size effects [123].
In this chapter, a genetic algorithm (GA) based feature vector optimization tech-
nique is adopted to optimize the original feature set for hand gesture recognition [9].
The objective of the feature vector optimization is to reduce the dimension of feature
vector by selecting an optimal subset of features that contains the most informative
and discriminative information of patterns. The length of extracted feature set is re-
duced by eliminating the unnecessary, redundant and irrelevant features. This work
uses GA for feature vector optimization because it has following advantages: (i) it is
a randomized search and optimization technique guided by the principles of evolution
and natural genetics; (iii) For an optimization problem, GA performs search in com-
plex, large and multimodal landscapes, and provide near-optimal solutions [124]; (iv)
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it is considered to be a robust method because no restrictions on the solution space
are made during the process; (v) it exploits historical information structures from the
previous solution to future solution which in turn to increase the performance of future
solution structures [125]; (vi) it is an inherently parallel optimization method where the
calculations of the fitness function on all search points of a population are completely
independent and can be carried out in several operations. Therefore, rather than be-
ing trapped in a suboptimal local maximum or minimum, it can move to near global
optimum solution [126, 127]. In this chapter, three hand alphabets databases of static
gesture are used for recognition. As described in chapter 2, a common training and
testing dataset is used for performance evaluation. The extracted sets of KM, DCT,
proposed combined and proposed DWT-FR features are separately optimized using GA
with proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers. The KLMS-
RBFNN-GAF and KLMS-RBFNN-SAF classifiers are discussed in detail in chapter 4.
The final optimized feature subsets of KM, DCT, proposed combined and proposed
DWT-FR features are applied to the input of the proposed classifiers. The experimen-
tal results indicate that the proposed technique significantly reduces the dimension of
feature vectors which in turn helps to reduce feature space complexity and for most of
the cases, it also provides a better performance for hand gesture recognition.
5.1.1 Organization of the Chapter
The rest of the chapter is organized as follows. The theoretical background of the
genetic algorithm (GA) is discussed in Section 5.2. The framework of optimum feature
selection technique is thoroughly described in Section 5.3. The experimental results and
performance comparisons are presented in Section 5.4. Finally, the chapter is concluded
with some final remarks in Section 5.5.
107
Feature Vector Optimization using Genetic Algorithm for Hand Gesture Recognition
5.2 Theoretical Background
5.2.1 Genetic Algorithm (GA)
The GA is a randomized search and optimization algorithm inspired by biological
evolution process and natural genetics [124]. In GA, genetic operations such as selection,
crossover and mutation are used for the strategy of problem-solving. The basic theory of
GAs are based on Darwin’s theory of evolution “Survival of the fittest” and follows the
natural evolution law i.e. the strong survivors have better opportunity to transfer their
genes to future generations through reproduction [128,129]. Species those convey better
gene combination are dominant in the population. In evolution process, sometimes
random changes may occur in genes. New species evolve from the old ones if the gene
changes deliver more favourableÂăposition for the survival [129]. On the other hand,
the species which does not success to change genes, are eliminated through the natural
selection.
Primitively the GA was investigated by J. Holland in 1975 [130]. Later on, the GA
became popular after publishing the book by D. Goldberg in 1989 [131]. In this book,
the author has described the theory, operation, and application of genetic algorithms.
The GAs have been used for application in several fields such as pattern recognition
[124], bioinformatics [132], control engineering [133,134], radar pulse compression [129],
traveling salesman problem [135, 136] etc. For a given problem, GAs maintain a set of
candidate solutions known as population and iterate on the complete population. Each
iteration is named as a generation. In the GA, a single solution point in the problem
space is represented by a fixed length string of symbols. This string is referred to as
a chromosome, the symbols are referred to as genes and the values of genes are called
alleles [125]. The details of various steps which are involved in GA are as follows.
5.2.1.1 Initialization of Population
The population size is a user-specified parameter and it indicate the number of
chromosomes in one generation. The performance of GAs is affected by the size of the
108
5.2 Theoretical Background
population. If population size is too small, the possibility of performing crossover is
less and only a small number of solution points are explored in search space. Therefore,
it provides a substandard solution for a given problem. On the other hand, too many
chromosomes increase the computational time and slow down the GA process. The
representation of a chromosome should be in such a way that it contains information
about the solution. In general, the chromosomes are represented in real numbers such
as -0.6, 0.3, 1.2 etc or in a string of binary bits such as ‘101010011011’, ‘110110100101’,
‘100111001001’ etc. which are encoded using an coding process [129]. In this work,
chromosomes are represented in a string of binary bits. All the chromosomes in a
population are randomly initialized with a fixed length of the binary bit string.
5.2.1.2 Evaluation of Fitness Function
The fitness function is an objective function or a mathematical model to be opti-
mized [136]. The fitness values of the candidate solutions or chromosomes of the initial-
ized population or created offspring population are evaluated using the fitness function.
These values are used to distinguish good chromosomes from bad chromosomes and also
help to implement natural selection.
5.2.1.3 Selection
Selection is a mechanism that can be used to select chromosomes from the popula-
tion and enter into a mating pool. The chromosomes of the mating pool are involved to
produce offspring for the next generation. Since the genes of the chromosome from cur-
rent generation are transformed to the next generation inheritable in manner, therefore
the chromosomes of the mating pool should be good according to fitness values. In GA,
the selection procedure is used to impose the survival-of-the-fittest mechanism on the
candidate solutions by selecting more number of good chromosomes from the popula-
tion for the mating pool [137]. Therefore, the selection procedure helps GA to improve
the fitness of candidates in the population over succeeding generations. There are sev-
eral selection techniques in the literature such as roulette-wheel selection, steady state
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selection, ranking selection and tournament selection [138] etc. In this thesis roulette-
wheel selection is used to select a chromosome from the population. In roulette-wheel
selection, each individual in the population is assigned a slot or portion of a roulette
wheel in proportion to its fitness, where the sum of all fitness values of the individuals
in the population indicates the entire circumference of the roulette wheel. Therefore,
the least fit individual occupies smaller segment, whereas the fittest individual occupies
the largest segment within the roulette wheel. In roulette-wheel selection, each chromo-
some in the population has a chance to select and enter into a mating pool as a parent
chromosome with a probability that is proportional to its occupied segment size within
the roulette wheel. Therefore, the fittest chromosomes will be chosen more frequently
than least fit ones and satisfy the demands of survival-of-the-fittest. At the same time,
the roulette-wheel selection preserves the diversity in the population because it gives a
selection opportunity to all of the individuals in the population instead of discarding
none of them [136]. The algorithm of the roulette-wheel selection procedure [138] is
given as follows.
1. Let, x1, x2, x3, · · · , xN be the chromosomes in the population, where N is the
population size. Calculate the fitness values of each and every chromosome in the
population.
2. Compute the selection probability (segment size) of each individual of the popu-
lation using (5.1).
Pi =
Fi
N∑
j=1
Fj
, i = 1, 2, 3, · · · , N (5.1)
where, Pi and Fi represent the selection probability and fitness value of ith chro-
mosome respectively.
3. Compute the cumulative probability for each individual using (5.2).
Qi =
N∑
j=1
Pj , , i = 1, 2, 3, · · · , N, (5.2)
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where, Qi is the cumulative probability of ith chromosome.
4. Generate a uniform random number, r, where r ∈ (0, 1].
5. If r < Q1, then select the first chromosome xi for mating pool, otherwise select
the ith chromosome, xi when Qi−1 < r ≤ Qi.
6. Repeat N times step 4 to step 5 to create the N number of chromosomes in the
mating pool.
5.2.1.4 Crossover
In this operation, two parental chromosomes, selected from the existing population
are combined together to create new chromosomes. These newly created chromosomes
are called offspring. It is expected that the chromosomes in offspring population inherit
the good genes from parental chromosomes. The crossover operation is accomplished
with a certain probability, pc, called as crossover probability which indicates how fre-
quently crossover will be performed [138]. The offspring chromosomes are formed from
the parts of the parent population. If the value of crossover probability is 1, all chro-
mosomes in offspring population will be formed through crossover operation. On the
other hand, if the value of crossover probability is 0, unlike in crossover operation, all
chromosomes in offspring population will be the exact copies of the chromosomes from
old population. The crossover operation is carried out expecting the offspring chromo-
somes will be better from parental chromosomes. However, it is good to leave some
part of the parent population to survive for next generation. There are several crossover
mechanisms such as single point crossover, two point crossover and uniform crossover
which are involved in recombination process [137]. The mechanisms of a single point
crossover, a two point crossover and an uniform crossover operation are shown in Figure
5.1. In the case of single point crossover as shown in Figure 5.1 (a), a crossover point is
selected randomly over the string length and all the genes after this point are swapped
between the pair of parental chromosomes to create two offspring chromosomes. Sim-
ilarly, for two point crossover, illustrated in Figure 5.1 (b), two crossover points are
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selected randomly over the string length and the genes in between the two crossover
points are swapped between the pair of parental chromosomes to create two offspring
chromosomes. In case of uniform crossover, illustrated in Figure 5.1 (b), every gene is
swapped between the pair of parental chromosomes with a certain probability, ps, known
as the swapping probability to create two offspring chromosomes. In general, the value
of swapping probability is chosen as 0.5 [137].
1 0 1 0 1 0 0 1 1 0 1 1
1 1 0 1 1 0 1 0 0 1 0 1
1 0 1 0 1 0 1 0 0 1 0 1
1 1 0 1 1 0 0 1 1 0 1 1
Crossover point After crossover
Parental chromosomes Offspring chromosomes
(a) A Single Point Crossover
1 0 1 0 1 0 0 1 1 0 1 1
1 1 0 1 1 0 1 0 0 1 0 1
1 0 1 1 1 0 1 0 1 0 1 1
1 1 0 0 1 0 0 1 0 1 0 1
Crossover points After crossover
Parental chromosomes Offspring chromosomes
(b) A Two Point Crossover
1 0 1 0 1 0 0 1 1 0 1 1
1 1 0 1 1 0 1 0 0 1 0 1
1 0 0 1 1 0 0 1 0 0 0 1
1 1 1 0 1 0 1 0 1 1 1 1
After crossover
Parental chromosomes Offspring chromosomes
(c) An Uniform  Crossover
Figure 5.1: The mechanisms of (a) a single point crossover, (b) a two point
crossover and (c) an uniform crossover operation.
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5.2.1.5 Mutation
This operation is performed at gene level to change the features of chromosomes.
Mutation is designed to add diversity to the population and ensure the possibility to
search the entire search space. Unlike crossover, mutation is the secondary operator in
GAs and carried out with a low probability, pm, known as mutation probability [138].
If there is no mutation, the offspring is just taken after crossover (or copy) without any
change whereas part of the chromosome is changed when a mutation is performed. If the
value of mutation probability is 1, then the whole chromosome will be changed and if it is
0, nothing will be changed. Mutation reintroduces the genetic diversity of chromosomes
in the population and helps to avoid being stuck in a local minima solution [129]. The
most common mutations strategy is the bit-flip mutation where randomly selected bit
in a binary string is switched (a 1 to 0 or 0 to 1 ) based on mutation probability. One
example of mutation operation is shown in Figure 5.2.
1 1 1 0 1 0 1 0 1 1 1 1
1 1 1 0 1 0 1 0 0 1 1 1
Selected bit for mutation
Parent
Offspring
After mutation
Figure 5.2: Mutation operation.
5.2.1.6 Replacement
When the offspring chromosomes are created using selection, recombination, and
mutation operation, they are used to replace the parental chromosomes. There are
many replacement techniques such as elitist replacement, delete-all replacement and
steady-state replacement which are used in GAs [138]. In elitist replacement, the worst
parental chromosomes in current population are replaced by best newly created offspring
113
Feature Vector Optimization using Genetic Algorithm for Hand Gesture Recognition
chromosomes [139]. In delete-all replacement, all the parental chromosomes in current
population are replaced by offspring chromosomes that have just been created. In steady-
state replacement, n number of parental chromosomes are replaced by n number of new
offspring chromosomes where the value of n should be smaller than the population size.
This method involves two considerations: which member and how many members are
to be replaced from the current population [138]. In this thesis, elitist replacement
technique [139] is used to replace the parental chromosomes by offspring chromosomes
because it ensures that the chromosomes in the new population are more fit compared
to the chromosomes in old population.
5.2.1.7 Termination
In general, the process of genetic operations including selection, crossover, mutation
and replacement is terminated when generation reaches it’s predefined maximum gen-
eration [138]. The process stops and finds the best solution, if termination criteria is
satisfied; otherwise, it proceeds for next generation. The flowchart of GA operation is
shown in Figure 5.3.
5.3 Proposed Framework: Optimum Feature Subset Se-
lection using Genetic Algorithm (GA)
The dimension of extracted feature set is reduced using GA which removes unwanted
features and simultaneously selects the optimum feature subset from original feature set.
The optimized selected feature subset is finally applied to input of the proposed KLMS-
RBFNN-SAF classifier to recognize the hand gesture images. In GA based feature subset
selection technique, each chromosome in the population denotes one possible solution
for feature subset selection. The dimension of search space which represents the number
of genes of the chromosome is equal to the length of the extracted proposed DWT-FR
feature set. In this thesis, each chromosome in the population is represented by a string
of binary bits where “0” or “1” denotes the value of genes. The direct binary coding
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Initialize the population
Select chromosomes from the parental
population based on selection technique
Create offspringchromosomes using
crossover and mutation operations
Replaceparental chromosomes
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Stop and produce the best solution
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fitness function for all parental
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fitness function for all
offspring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Is termination
criteria
satisfied ?
Yes
No
Figure 5.3: The flowchart of GA.
115
Feature Vector Optimization using Genetic Algorithm for Hand Gesture Recognition
scheme is used here to select feature subset from original feature set. In direct binary
coding scheme, as shown in Figure 5.4, if value of gene or bit is 1 then corresponding
feature will be selected and if it is 0 then not-selected [9]. In each generation, GA creates
new offspring from parental chromosomes for the new possible solution of feature subset
selection. In this work, the mean square error in training phase and number of reduced
f1 f2 f3 fN-2 fN-1 fNfi
1 0 1 0 1 11
f1 f3 fi fN-1 fN
Extracted feature set
N  bit chromosome
selected feature subset
Figure 5.4: Feature subset selection using chromosome bit pattern.
features are used to design a fitness function which is defined [9] as
F = 0.8× (MSEtrain)−1 + 0.2× (N −Ns) (5.3)
where, MSEtrain, N , Ns and (N −Ns) represent the mean square error in the training
phase, the total number of features in extracted feature set, the number of selected
features and the number of reduced features respectively. The values of weights for
MSEtrain and the number of reduced features (i.e. N − Ns) in fitness function are
chosen empirically as 0.8 and 0.2 respectively. From the fitness function as defined in
(5.3), it is seen that for a chromosome (possible solution for feature subset selection), the
high fitness value is obtained whenMSEtrain is low and the number of reduced features
is high. Note that the lower MSEtrain helps to improve the classification performance
whereas a higher number of feature reduction shows lower dimensional complexity in
feature space for final classification. The chromosome with high fitness value is more
appropriate to survive for next generation and provide the better solution for feature
subset selection. The flowchart of optimum feature subset selection technique using GA
is shown in Figure 5.5. The detailed procedure of optimum feature subset selection using
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GA is as follows.
1. Initial population: Initially, randomly generate Np number of chromosomes,
where each chromosome is a binary bit pattern of N bits and Np represents the
population size. Note that the value of N is equal to the length of the proposed
DWT-FR feature set.
Extracted features
Feature subset
selection
Is
termination
criteria
satisfied ?
Selection
Crossover
Mutation
Replacement
Fitness evaluation
Population
Genetic operation
No
Yes
Stop and find the
optimum solution
based on fitness
value
Figure 5.5: The flowchart for GA-based feature subset selection technique.
2. Feature subset selection: For each chromosome bit pattern, a feature subset is
selected using direct binary coding scheme as shown in Figure 5.4.
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3. Fitness evaluation: For each chromosome, the selected features are used to train
the proposed KLMS-RBFNN-SAF classifier and corresponding mean square error
(MSE) is calculated. The fitness value of the chromosome is calculated using the
fitness function as defined in (5.3).
4. Termination criteria: When the termination criteria (reaching of maximum
generation) is satisfied, the process stops and finds the optimum solution which
gives the maximum fitness value; otherwise, it proceeds for the next generation.
5. Genetic operation: In this step, the system searches for better solutions by
genetic operations, including selection, crossover, mutation, and replacement.
(a) Selection operation: The roulette-wheel selection scheme is used here to
select chromosomes for mating pool population. The chromosomes of mating
pool population are involved to produce offspring for the next generation
through crossover and mutation operations.
(b) Crossover operation: In this work, the crossover operation is carried out
by empirically choosing the crossover probability as 0.7. This indicates that
around 70% of mating pool chromosomes are involved in crossover operation.
A uniform crossover operation with 0.5 swapping probability is used here to
generate offspring chromosomes.
(c) Mutation operation: In this work, the bit-flip mutation strategy is used to
switch randomly selected bit in a binary string with empirically choosing 0.1
mutation probability. This indicates that around 10% bits of the chromosome
are flip from 1 to 0 or 0 to 1. After crossover and mutation operation, an
offspring population is obtained from mating pool population.
(d) Replacement operation: Once the offspring population is produced, the
fitness value of all offspring chromosomes are calculated based on step 2
and step 3. In this work, using elitist replacement technique, a parental
population is produced by selecting best Np number of chromosomes from
mating pool and offspring population for next generation.
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At the end of processes, when termination criteria is satisfied, the bit pattern of the best
chromosome is used to select the optimum feature subset from original extracted feature
set. In the training phase, the training dataset with optimized feature set is further used
to train the classifier. On the other side, during testing, the selected optimized feature
set based on the bit pattern of the best chromosome is used to recognize the hand gesture
image.
5.4 Performance Evaluation
Three databases of static hand gesture are considered in this thesis for performance
evaluation of proposed feture vector optimization technique. As described in chapter 2,
the 50% of randomly selected data of each database are used as train dataset and the
remaining 50% data are used as test patterns for performance evaluation. The recogni-
tion performance is evaluated using accuracy (Acc), sensitivity (Sen), positive predic-
tivity (Ppr) and specificity (Spe) parameters [82]. In chapter 4, the gesture recognition
performance of the proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers
are compared with existing classifiers such as MLP-BP-NN and standard RBF-NN us-
ing KM, DCT, proposed combined and proposed DWT-FR features. In this chapter,
the extracted feature sets of each database are optimized individually using GA with
proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers. The detail setting
of parameters for GA which are empirically chosen as follows: population size (Np):20,
crossover probability (cp):0.7 and mutation probability (mp):0.1. The uniform crossover,
roulette-wheel selection and elitism replacement techniques are used here. The length
of the chromosome (N) is taken as same as the length of extracted feature set and
the maximum number of generation is assigned as 50. To evaluate the performance
of GA based feature optimization technique, the experiments are separately conducted
using KM, DCT, proposed combined and proposed DWT-FR features with proposed
KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers.
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5.4.1 Experimental Results using KLMS-RBFNN-GAF Classifier
The performance of the GA based feature vector optimization technique with KLMS-
RBFNN-GAF classifier for KM, DCT, proposed combined and proposed DWT-FR fea-
ture sets are shown in Table 5.1. From Table 5.1, it is observed that the lengths of
Table 5.1: Performance of GA based feature vector optimization technique with
KLMS-RBFNN-GAF classifier for KM, DCT, proposed combined and proposed
DWT-FR feature sets.
Database Feature set
Length of feature sets % of
Original Optimized reduction
Database I
KM 64 18 71.88
DCT 100 30 70.00
Combined 163 104 36.20
DWT-FR 192 50 73.96
Database II
KM 64 39 39.06
DCT 100 52 48.00
Combined 313 148 52.72
DWT-FR 192 106 44.79
Database III
KM 64 39 39.06
DCT 100 51 49.00
Combined 421 228 45.84
DWT-FR 192 90 53.13
optimized KM, DCT, proposed combined and proposed DWT-FR feature sets are 18,
30, 104 and 50 respectively for Database I, 39, 52, 148 and 106 respectively for Database
II, and 39, 51, 228 and 90 respectively for Database III whereas the lengths of original
KM, DCT, proposed combined and proposed DWT-FR feature sets are 64, 100, 163 and
192 respectively for Database I, 64, 100, 313 and 192 respectively for Database II and 64,
100, 421 and 192 respectively for Database III. Therefore, for KM, DCT, proposed com-
bined and proposed DWT-FR feature sets, the GA based feature vector optimization
technique with KLMS-RBFNN-GAF classifier reduces number of features as 71.88%,
70.00%, 36.20% and 73.96% respectively for Database I, 39.06%, 48.00%, 52.72% and
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44.79% respectively for Database II and 39.06%, 49.00%, 45.84% and 53.13% respec-
tively for Database III.
The performance of hand gesture recognition using KLMS-RBFNN-GAF classifier
with original and GA based optimized KM, DCT, proposed combined and proposed
DWT-FR feature sets for three different databases are shown in Table 5.2. The re-
Table 5.2: Performance of hand gesture recognition using KLMS-RBFNN-GAF
classifier with original and GA based optimized KM, DCT, proposed combined
and proposed DWT-FR feature sets for three different databases.
Database Feature set
With original feature set With GA based optimized feature set
Acc Sen Ppr Spe Acc Sen Ppr Spe
Database I
KM 99.98 99.80 99.81 99.99 99.98 99.80 99.81 99.99
DCT 99.98 99.80 99.81 99.99 100.00 100.00 100.00 100.00
Combined 99.98 99.80 99.81 99.99 99.98 99.80 99.81 99.99
DWT-FR 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Database II
KM 99.39 92.67 92.73 99.68 99.40 92.83 92.89 99.69
DCT 99.76 97.17 97.26 99.88 99.77 97.25 97.32 99.88
Combined 99.51 94.17 94.26 99.75 99.54 94.50 94.58 99.76
DWT-FR 99.80 97.58 97.64 99.89 99.81 97.75 97.75 99.90
Database III
KM 99.85 98.25 98.29 99.92 99.86 98.33 98.35 99.93
DCT 99.94 99.25 99.27 99.97 99.94 99.33 99.35 99.97
Combined 99.91 98.92 98.94 99.95 99.92 99.08 99.10 99.96
DWT-FR 99.97 99.67 99.68 99.99 99.99 99.83 99.84 99.99
sults in Table 5.2 indicate that the average sensitivities of hand gesture recognition
performance using KLMS-RBFNN-GAF classifier with GA based optimized KM, DCT,
proposed combined and proposed DWT-FR feature sets are 99.80%, 100.00%, 99.80%
and 100.00%, respectively for Database I, 92.83%, 97.25%, 94.50% and 97.75%, re-
spectively for Database II and 98.33%, 99.33%, 99.08% and 99.83%, respectively for
Database III the average sensitivities of hand gesture recognition performance using
KLMS-RBFNN-GAF classifier with original KM, DCT, proposed combined and pro-
posed DWT-FR feature sets are 99.80%, 99.80%, 99.80% and 100.00%, respectively
for Database I, 92.67%, 97.17%, 94.17% and 97.58%, respectively for Database II and
98.25%, 99.25%, 98.92% and 99.67%, respectively for Database III. Theses results in-
dicate that GA based feature vector optimization technique with KLMS-RBFNN-GAF
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classifier improves the recognition performance in most of the cases except Database
I. The ROC graphs of hand gesture recognition using proposed KLMS-RBFNN-GAF
classifier with optimized KM, DCT, proposed combined and proposed DWT-FR feature
sets for three distinct databases are shown in Figure 5.6.
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Figure 5.6: ROC graphs of hand gesture recognition using proposed KLMS-
RBFNN-GAF classifier with optimized KM, DCT, proposed combined and
proposed DWT-FR feature sets for (a) Database I, (b) Database II and (c)
Database III.
5.4.2 Experimental Results using KLMS-RBFNN-SAF Classifier
The performance of the GA based feature vector optimization technique with KLMS-
RBFNN-SAF classifier for KM, DCT, proposed combined and proposed DWT-FR fea-
ture sets are shown in Table 5.3. The results in Table 5.3 indicate that the lengths of
GA based optimized KM, DCT, proposed combined and proposed DWT-FR feature sets
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are 19, 38, 51 and 48, respectively for Database I, 45, 57, 181 and 127 respectively for
Database II, and 34, 64, 200 and 83, respectively for Database III whereas the lengths of
original KM, DCT, proposed combined and proposed DWT-FR feature sets are 64, 100,
163 and 192, respectively for Database I, 64, 100, 313 and 192, respectively for Database
II and 64, 100, 421 and 192, respectively for Database III. Therefore, for KM, DCT,
proposed combined and proposed DWT-FR feature sets, the proposed GA based fea-
ture vector optimization technique with KLMS-RBFNN-SAF classifier reduces number
of features by 70.31%, 62.00%, 68.71% and 75.00%, respectively for Database I, 29.69%,
43.00%, 42.17% and 33.85%, respectively for Database II and 46.88%, 36.00%, 52.49%
and 56.77%, respectively for Database III. From Table 5.1 and Table 5.3, it is noted that
GA based feature vector optimization technique significantly reduces the dimension of
feature vectors which in turn helps to reduce feature space complexity.
The performance of hand gesture recognition using KLMS-RBFNN-SAF classifier
with original and GA based optimized KM, DCT, proposed combined and proposed
DWT-FR feature sets for three different databases are shown in Table 5.4. From Table
5.4, it is observed that the average sensitivities of gesture recognition performance using
KLMS-RBFNN-SAF classifier with GA based optimized KM, DCT, proposed combined
and proposed DWT-FR feature sets are 99.80%, 100.00%, 99.80% and 100.00%, respec-
tively for Database I, 93.33%, 97.58%, 94.67% and 98.50%, respectively for Database II
and 98.42%, 99.42%, 99.33% and 99.83%, respectively for Database III. On the other
hand, the average sensitivities of gesture recognition performance using KLMS-RBFNN-
SAF classifier with original KM, DCT, proposed combined and proposed DWT-FR fea-
ture sets are 99.80%, 99.80%, 99.80% and 100.00%, respectively for Database I, 92.75%,
97.58%, 94.25% and 97.75%, respectively for Database II and 98.25%, 99.33%, 99.08%
and 99.75%, respectively for Database III. The results indicate that the GA based feature
vector optimization technique with KLMS-RBFNN-SAF classifier improves the recog-
nition performance in most of the cases except Database I. Figure 5.7 shows the ROC
graphs of hand gesture recognition using proposed KLMS-RBFNN-SAF classifier with
optimized KM, DCT, proposed combined and proposed DWT-FR feature sets for three
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Table 5.3: Performance of GA based feature vector optimization technique with
KLMS-RBFNN-SAF classifier for KM, DCT, proposed combined and proposed
DWT-FR feature sets.
Database Feature set
Length of feature sets % of
Original Optimized reduction
Database I
KM 64 19 70.31
DCT 100 38 62.00
Combined 163 51 68.71
DWT-FR 192 48 75.00
Database II
KM 64 45 29.69
DCT 100 57 43.00
Combined 313 181 42.17
DWT-FR 192 127 33.85
Database III
KM 64 34 46.88
DCT 100 64 36.00
Combined 421 200 52.49
DWT-FR 192 83 56.77
Table 5.4: Performance of hand gesture recognition using KLMS-RBFNN-SAF
classifier with original and GA based optimized KM, DCT, proposed combined
and proposed DWT-FR feature sets for three different databases.
Database Feature set
With original feature set With GA based optimized feature set
Acc Sen Ppr Spe Acc Sen Ppr Spe
Database I
KM 99.98 99.80 99.81 99.99 99.98 99.80 99.81 99.99
DCT 99.98 99.80 99.81 99.99 100.00 100.00 100.00 100.00
Combined 99.98 99.80 99.81 99.99 99.98 99.80 99.81 99.99
DWT-FR 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Database II
KM 99.40 92.75 92.81 99.68 99.44 93.33 93.39 99.71
DCT 99.80 97.58 97.64 99.89 99.80 97.58 97.65 99.89
Combined 99.52 94.25 94.34 99.75 99.56 94.67 94.80 99.77
DWT-FR 99.81 97.75 97.78 99.90 99.88 98.50 98.52 99.93
Database III
KM 99.85 98.25 98.28 99.92 99.87 98.42 98.44 99.93
DCT 99.94 99.33 99.36 99.97 99.95 99.42 99.42 99.97
Combined 99.92 99.08 99.11 99.96 99.94 99.33 99.35 99.97
DWT-FR 99.98 99.75 99.76 99.99 99.99 99.83 99.84 99.99
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different databases. Figure 5.8. From Table 5.2, Table 5.4, Figure 5.6 and Figure 5.7,
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Figure 5.7: ROC graphs of hand gesture recognition using proposed KLMS-
RBFNN-SAF classifier with optimized KM, DCT, proposed combined and
proposed DWT-FR feature sets for (a) Database I, (b) Database II and (c)
Database III.
it is observed that optimized proposed DWT-FR feature set offers the best recognition
performance compared to all other feature sets used.
The comparative gesture recognition sensitivities using proposed KLMS-RBFNN-
GAF and KLMS-RBFNN-SAF classifiers with optimized KM, DCT, proposed combined
and proposed DWT-FR feature sets for three hand gesture databases are shown in
From Figure 5.8, it is observed that with optimized KM, DCT, proposed combined
and proposed DWT-FR feature sets, the recognition performance of proposed KLMS-
RBFNN-SAF is better compared to KLMS-RBFNN-GAF classifier in most of the cases
except Database I. In case of Database I, the KLMS-RBFNN-SAF classifier provides
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an equal recognition sensitivity with KLMS-RBFNN-GAF classifier for optimized KM,
DCT, proposed combined and proposed DWT-FR feature sets.
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Figure 5.8: The average sensitivity of gesture recognition using proposed
KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers with optimized KM,
DCT, proposed combined and proposed DWT-FR feature sets for (a) Database
I, (b) Database II and (c) Database III.
To evaluate the overall hand gesture recognition performance of proposed method1
(GA based optimized DWT-FR features with KLMS-RBFNN-GAF classifier represented
as DWT-FR-GA-KLMS-RBFNN-GAF) and proposed method2 (GA based optimized
proposed DWT-FR features with KLMS-RBFNN-SAF classifier represented as DWT-
FR-GA-KLMS-RBFNN-SAF), and to compare them with other existing techniques such
as Hu moment invariants with MLP-BP-NN classifier (HU-MLP-BP-NN) [13], complex
moments with MLP-BP-NN classifier (CM-MLP-BP-NN) [86], normalized silhouette
distance signal features with k-least absolute deviations classifier (NSDS-KLAD) [49],
discrete cosine transform coefficients with k-nearest neighbors classifier (DCT-KNN) [51]
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and Krawtchouk moments with minimum distant classifier (KM-MD) [5], the experi-
ments are conducted separately on Databases I, II and III with 2-fold cross validation
test. The advantages of cross validation test are: (i) test sets are independent and (ii)
the reliability of the performance results could be improved. For 2-fold cross validation
test, all of the gesture images in the Databases I, II and III are divided into two equal
parts. At each instance one part is taken for test dataset and remaining part is used
as train dataset. The overall gesture recognition performance of proposed method1,
proposed method2 and other existing techniques like HU-MLP-BP-NN [13], CM-MLP-
BP-NN [86], NSDS-KLAD [49], DCT-KNN [51] and KM-MD [5] for Databases I, II and
III are shown in Table 5.5.
From Table 5.5, it is observed that overall hand gesture recognition accuracy, sen-
sitivity, positive predictivity and specificity of proposed method1 are 99.98%, 99.70%,
99.71% and 99.99%, respectively for Database I, 99.79%, 97.46%, 97.48% and 99.89%,
respectively for Database II and 99.96%, 99.50%, 99.51% and 99.98%, respectively for
Database III whereas overall gesture recognition accuracy, sensitivity, positive predictiv-
ity and specificity of proposed method2 are 99.98%, 99.80%, 99.80% and 99.99%, respec-
tively for Database I, 99.80%, 97.63%, 97.64% and 99.90%, respectively for Database II
and 99.98%, 99.75%, 99.75% and 99.99%, respectively for Database III.
On the other hand, HU-MLP-BP-NN method [13] achieves accuracy, sensitivity,
positive predictivity and specificity as 98.01%, 75.10%, 71.34% and 98.96%, respectively
for Database I, 94.91%, 38.88%, 35.76% and 97.34%, respectively for Database II and
95.55%, 46.54%, 40.71% and 97.68%, respectively for Database III, CM-MLP-BP-NN
method [86] shows accuracy, sensitivity, positive predictivity and specificity as 99.42%,
92.70%, 92.95% and 99.70%, respectively for Database I, 97.37%, 68.42%, 67.87% and
98.63%, respectively for Database II and 98.33%, 80.00%, 80.37% and 99.13%, respec-
tively for Database III, NSDS-KLAD method [49] provides accuracy, sensitivity, pos-
itive predictivity and specificity as 99.68%, 96.00%, 96.35% and 99.83%, respectively
for Database I, 98.93%, 87.17%, 87.30% and 99.44%, respectively for Database II and
99.60%, 95.17%, 95.26% and 99.79%, respectively for Database III. The DCT-KNN
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Table 5.5: The comparative performances of different hand gesture recognition
techniques for Databases I, II and III.
Database Method Acc (%) Sen (%) Ppr (%) Spe (%)
Database I
HU-MLP-BP-NN [13] 98.01 75.10 71.34 98.96
CM-MLP-BP-NN [86] 99.42 92.70 92.95 99.70
NSDS-KLAD [49] 99.68 96.00 96.35 99.83
DCT-KNN [51] 99.90 98.80 98.90 99.95
KM-MD [5] 99.93 99.10 99.14 99.96
Proposed method1 99.98 99.70 99.71 99.99
Proposed method2 99.98 99.80 99.80 99.99
Database II
HU-MLP-BP-NN [13] 94.91 38.88 35.76 97.34
CM-MLP-BP-NN [86] 97.37 68.42 67.87 98.63
NSDS-KLAD [49] 98.93 87.17 87.30 99.44
DCT-KNN [51] 99.20 90.46 91.14 99.59
KM-MD [5] 99.26 91.13 91.34 99.61
Proposed method1 99.79 97.46 97.48 99.89
Proposed method2 99.80 97.63 97.64 99.90
Database III
HU-MLP-BP-NN [13] 95.55 46.54 40.71 97.68
CM-MLP-BP-NN [86] 98.33 80.00 80.37 99.13
NSDS-KLAD [49] 99.60 95.17 95.26 99.79
DCT-KNN [51] 99.59 95.13 95.34 99.79
KM-MD [5] 99.77 97.29 97.31 99.88
Proposed method1 99.96 99.50 99.51 99.98
Proposed method2 99.98 99.75 99.75 99.99
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method [51] yields accuracy, sensitivity, positive predictivity and specificity as 99.90%,
98.80%, 98.90% and 99.95%, respectively for Database I, 99.20%, 90.46%, 91.14% and
99.59%, respectively for Database II and 99.59%, 95.13%, 95.34% and 99.79%, respec-
tively for Database III, and KM-MD method [5] provides accuracy, sensitivity, posi-
tive predictivity and specificity as 99.93%, 99.10%, 99.14% and 99.96%, respectively
for Database I, 99.26%, 91.13%, 91.34% and 99.61%, respectively for Database II and
99.77%, 97.29%, 97.31% and 99.88%, respectively for Database III. From the compar-
ative results, it is noted that HU-MLP-BP-NN method [13] provides least performance
compared to all other methods to recognize static hand gesture images, because it uses
7 Hu moment invariants as a feature set which is unable to distinguish large num-
ber of gestures having similar shapes. From Table 5.5, it is also observed that the
proposed methods provide a significantly higher recognition performance compared to
other existing methods such as HU-MLP-BP [13], CM-MLP-BP [86], NSDS-KLAD [49],
DCT-KNN [51] and KM-MD [5].
The proposed methods achieve higher recognition performance due to following rea-
sons: (i) they use homomorphic filtering [67] and gray world [68] techniques to com-
pensate the lighting variation of grayscale and color gesture images respectively; (ii)
to segment hand region, this work uses histogram based Otsu segmentation algorithm
for grayscale image and skin color detection based color segmentation technique for
color image; (iii) the proposed image rotation technique makes the image as rotation-
invariant; (iv) a position and size invariant proposed DWT and F-ratio based feature
set which carries localized time and spatial frequency information of the hand gesture
image, is used for gesture representation; (v) GA based optimized feature subset se-
lection technique is used here to select more important and discriminative feature by
removing unwanted features from proposed DWT and F-ratio based feature set; (vi) the
modified RBF neural network known as KLMS-RBFNN-GAF or KLMS-RBFNN-SAF
is used here to classify hand gesture images.
For the results given in Table 5.5, the gesture-wise overall recognition performance of
the proposed method1 and proposed method2 for Database II are shown in Table 5.6 and
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Table 5.7, respectively. From the results in Table 5.6 and Table 5.7, it is observed that
Table 5.6: Confusion matrix for the performance of overall gesture recognition
using proposed method1 as shown in Table 5.5 for Database II.
Gesture
O/P
A B C D E F G H I K L M N O P Q R S T U V W X Y
I/P
A 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
B 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C 0 1 99 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E 0 0 2 0 96 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
F 0 0 1 0 0 98 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
G 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
H 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
I 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
K 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0
M 0 0 0 0 1 0 0 0 0 0 0 94 3 0 0 0 0 1 1 0 0 0 0 0
N 0 0 0 0 4 0 0 0 0 0 0 3 91 0 0 0 0 0 2 0 0 0 0 0
O 0 0 0 0 1 0 0 0 0 0 0 0 0 98 0 0 0 0 0 0 0 0 1 0
P 0 0 0 0 0 0 0 1 0 0 0 0 0 0 98 0 1 0 0 0 0 0 0 0
Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 98 1 0 0 0 0 0 0 1
R 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 99 0 0 0 0 0 0 0
S 2 1 0 0 2 0 0 0 0 0 0 3 4 1 0 0 0 86 1 0 0 0 0 0
T 2 0 0 0 0 0 0 0 0 0 0 1 3 0 0 0 0 1 93 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0
V 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 99 0 0 0
W 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
X 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 97 0
Y 0 0 0 1 0 0 0 1 2 0 2 0 0 0 1 0 0 0 0 0 0 0 0 93
the individual gesture recognition performance of the proposed methods for few gestures
such as ‘E’, ‘M’, ‘N’, ‘S’, ‘T’, etc. are comparably lower. This is because the shape and
contrasting homogeneous regions of these gestures are more similar and overlap with
other gestures. However, the overall static hand gesture recognition performance of the
proposed methods are better compared to earlier reported techniques.
The proposed static gesture recognition methods are implemented using MATLAB
7.6.0 (R2008a). When executed on a Intel Core i5 computer, processor 3.20Ghz with
4GB RAM, Windows 7 platform and as only application running, proposed methods
take an average execution time approximately 0.39 seconds for recognition of each test
gesture image. Note that Databases II and III both are constructed incorporating the
variation of position, rotation and size of the gesture images under different illumi-
nation conditions. Therefore, all the recognition performances provided in the above
experimental study are obtained under the variation of position, rotation and size of the
gesture images along with different illumination conditions.
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Table 5.7: Confusion matrix for the performance of overall gesture recognition
using proposed method2 as shown in Table 5.5 for Database II.
Gesture
O/P
A B C D E F G H I K L M N O P Q R S T U V W X Y
I/P
A 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
B 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0
E 0 0 2 0 95 0 0 0 0 0 0 2 0 0 0 0 0 1 0 0 0 0 0 0
F 0 1 1 0 0 98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
H 0 0 0 0 0 0 0 99 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
I 0 1 0 0 0 0 0 0 98 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
K 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0
M 0 1 0 0 0 0 0 0 0 0 0 93 1 0 0 0 0 4 1 0 0 0 0 0
N 0 0 0 0 0 0 0 0 0 0 0 3 94 0 0 0 0 1 1 1 0 0 0 0
O 0 0 0 0 0 0 0 0 0 0 0 1 0 99 0 0 0 0 0 0 0 0 0 0
P 1 0 0 0 0 0 0 2 0 0 0 0 0 0 97 0 0 0 0 0 0 0 0 0
Q 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 98 0 0 0 0 0 0 0 1
R 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0
S 0 1 0 0 1 0 0 0 0 0 0 2 0 0 0 0 0 92 4 0 0 0 0 0
T 1 0 0 0 1 0 0 0 0 0 0 1 5 0 0 0 0 1 91 0 0 0 0 0
U 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 99 0 0 0 0
V 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0
W 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0
X 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 98 0
Y 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 1 1 94
5.5 Conclusions
The conclusions of the chapter are presented as follows.
• In this chapter, a GA based feature vector optimization technique is adopted to op-
timize the feature set for hand gesture recognition. The objective of feature vector
optimization is to select a subset of features that contain the most informative and
discriminative features. The lengths of the extracted feature sets are reduced by
eliminating the redundant and irrelevant features using GA based feature vector
optimization technique with proposed KLMS-RBFNN-GAF and KLMS-RBFNN-
SAF classifiers.
• The experiments are separately conducted on three hand gesture databases using
KM, DCT, proposed combined and proposed DWT-FR feature sets to evaluate
the performance of GA based feature vector optimization technique. Experimen-
tal results indicate that GA based feature vector optimization technique reduce
a significant number of features which in turn helps to reduce complexity of the
proposed hand gesture recognition technique. Experimental results also indicate
that in most of the cases, the proposed feature vector optimization technique
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improves the recognition performance for both KLMS-RBFNN-GAF and KLMS-
RBFNN-SAF classifiers. From experimental study, it is also observed that the
KLMS-RBFNN-SAF classifier with GA based optimized DWT-FR features pro-
vides best recognition performance for all three databases.
• To evaluate the overall recognition performance of proposed method1 (DWT-FR-
GA-KLMS-RBFNN-GAF) and proposed method2 (DWT-FR-GA-KLMS-RBFNN-
GAF) and to compare with other existing techniques, the experiments are con-
ducted separately on three databases with 2-fold cross validation test. The com-
parative results indicate that the proposed methods provide significantly higher
recognition performance compared to other existing methods such as HU-MLP-
BP-NN [13], CM-MLP-BP-NN [86], NSDS-KLAD [49], DCT-KNN [51] and KM-
MD [5].
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6.1 Conclusions
This thesis is embodied with the results of our investigation on preprocessing, fea-
ture extraction, feature vector optimization and classification stages of vision-based
static hand gesture recognition technique. In particular, our investigations have been
addressed towards improving the performance of a vision-based hand gesture recogni-
tion system which overcomes the challenges of illumination, rotation, size and position
variation of the gesture images.
• In Chapter 2, the preprocessing stage of vision-based hand gesture recognition
technique has been described. The preprocessing stage contains the following sub-
stages: image enhancement which enhances the image by reducing illumination
variation; segmentation, which segments hand region from its background image
and transforms into binary silhouette; image rotation that makes segmented ges-
ture rotation invariant; filtering that effectively removes background noise and
object noise from binary image and provides a well defined segmented hand ges-
ture image. This chapter proposes a novel image rotation technique that makes the
segmented gesture as rotation invariant by coinciding the first principal component
of the segmented hand gestures with vertical axes. This chapter also proposes a
combined feature set by appending LCS features with block-based features for bet-
ter representation of hand gesture images. In feature extraction stage, two types of
features are extracted from preprocessed hand gesture image: (i) Localized contour
sequences (LCS): a contour-based feature set that convey the contour information
of the hand gesture images. (ii) Block-based features: the regional information
of the hand gesture image is incorporated in this features. Finally, a combined
feature set which couples LCS features with block-based features is proposed to
represent the static hand gesture image. The proposed combined feature set car-
ries the contour as well as regional information of the gesture and provides a better
representation of hand gesture image compared to each of the individual LCS or
block-based feature set. This combined feature set is applied to the input of the
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classifier to recognize the class of static hand gesture images. The performance
of gesture recognition is tested on three hand gesture databases which include
grayscale images with uniform background (Databases I and II) and color images
with non uniform background (Database III). Database I consists of 1000 static
gesture images of 25 D/ISL hand alphabets. On the other hand, both Databases
II and III contain 2400 static gesture images of 24 ASL hand alphabets. To in-
vestigate the performance of the proposed combined feature set and compare with
LCS and block-based feature sets, the experiments are separately conducted using
LCS, block-based and proposed combined feature sets with MLP-NN classifier.
Experimental results indicate that the proposed combined feature set provides
better recognition performance compared to LCS [16] and block-based [17] feature
sets individually. Experimental results also demonstrate that gesture recognition
performances are significantly improved due to the proposed image rotation tech-
nique.
• In chapter 3, a feature extraction technique to extract the DWT and F-ratio based
feature set for more efficient representation of hand gesture image. In the proposed
feature extraction technique, the Haar wavelet is applied on the resized and en-
hanced grayscale image, and then the important DWT coefficient matrices are
selected as features using the proposed F-ratio based technique to represent each
hand gesture image. The proposed DWT and F-ratio based (DWT-FR) feature
set offers more efficient representation of hand gesture image because it enjoys
following advantages: (i) this work uses Haar wavelet which is very simple, effec-
tively describes the soft parts of human body and follow the orthonormal prop-
erty of wavelet basis; (ii) the DWT offers a simultaneous localization information
in time and spatial frequency domains; (iii) the DWT provides multi-resolution
analysis of an image using higher level decomposition; and (iv) the best DWT
coefficient matrices are selected as features using an F-ratio based technique. The
proposed DWT and F-ratio based feature set is applied as input to the RBF neu-
ral network (RBF-NN) to recognize the static hand gesture images. This chapter
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introduces RBF-NN as classifier because it has following advantages: (i) its archi-
tecture is very simple, only one hidden layer consists between input and output
layers; (ii) in hidden layer, localized radial basis functions are used to perform
nonlinear transform of input vector from input space to higher dimensional hid-
den space where vector are more linearly separable; (iii) sensitivity of the hidden
neuron is tuned by adjusting parameters of basis function; (iv) this network is
free from local minima problem. To verify gesture recognition performance of the
proposed DWT-FR feature set and to compare it with proposed combined feature
set shown in chapter 1 and other earlier reported techniques such as KM [5] and
DCT [51] feature sets, the experiments are separately conducted on three hand
gesture databases using both MLP-BP-NN and RBF-NN classifiers. Experimen-
tal results demonstrate that the proposed DWT-FR feature set provides better
recognition performance compared to KM [5], DCT [51] and proposed combined
features for all three databases. Experimental results also demonstrate that RBF-
NN classifier achieves higher performance for hand gesture recognition compared
to MLP-BP-NN classifier.
• In chapter 4, a modified RBF-NN classifier which is k-mean and LMS based
RBF-NN with Gaussian activation functions (represented as KLMS-RBFNN-GAF
classifier) is proposed for better recognition of hand gesture images. In KLMS-
RBFNN-GAF classifier, the Gaussian function is used as activation function, the
centers are automatically selected through k-means based center-selection algo-
rithm and the estimated weight matrix is further updated using least mean square
(LMS) algorithm. The aim of updation technique is to update the estimated
weight matrix at the training phase such that the training error will be mini-
mized. The training error represents the error between score generated output
and actual target of the network at the training phase. To implement this idea,
LMS algorithm is adopted to update the estimated weight matrix in training
phase such that it minimizes the mean square error (MSE). This in turn helps
to improve the gesture recognition performance. However, one of the difficulties
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in RBF-NN is the use of Gaussian function which is inefficient to estimate the
similar patterns. Therefore, this work also proposes a sigmoidal function based
modified RBF-NN classifier i.e. k-mean and LMS-based RBF-NN classifier with
composite sigmoidal activation function (represented as KLMS-RBFNN-SAF clas-
sifier). In KLMS-RBFNN-SAF classifier, the activation function is formed using
a set of composite sigmoidal functions, centers are automatically selected using
k-mean algorithm and estimated weight matrix is further updated using LMS al-
gorithm. The aim of the proposed KLMS-RBFNN-SAF classifier is to improve the
recognition performance with the help of better estimation of the similar training
patterns. For both of proposed classifiers, selected centers and updated weight
matrix are stored at end of the training phase and these are used to recognize
hand gesture images at testing phase. The experiments are separately conducted
on three hand gesture databases using KM [5], DCT [51], proposed combined
and proposed DWT-FR feature sets to evaluate gesture recognition performance
of the proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers and to
compare them with other reported classifiers such as MLP-BP-NN and RBF-NN.
Experimental results indicate that the proposed modified RBF-NN classifiers pro-
vide better recognition performance compared to other reported classifiers such as
MLP-BP-NN and RBF-NN. Experimental results also indicate that the KLMS-
RBFNN-SAF classifier offers better or equal recognition performance compared
to KLMS-RBFNN-GAF classifier. From experimental results, it is also observed
that the performance of hand gesture recognition using DWT-FR features is bet-
ter compared to using KM [5], DCT [51] and proposed combined features for all
different classifiers including MLP-BP-NN, RBF-NN, KLMS-RBFNN-GAF and
KLMS-RBFNN-SAF classifiers.
• In Chapter 5, a GA based feature vector optimization technique is adopted to
optimize the original feature set for hand gesture recognition. The objective of
the feature vector optimization is to reduce the dimension of feature vector by
selecting an optimal subset of features that contains the most informative and
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discriminative information of patterns. The reduction of feature dimensionality
contributes several advantages for a recognition system: (i) reduce the length
of feature vector which in turn helps to reduce feature dimensional complexity
and the cost of acquisition of the data, (ii) increase the understandability of the
final classification model, (iii) speed up the final classification mode, (iv) an im-
provement in classification performance. The length of extracted feature sets are
reduced in this work by eliminating the redundant and irrelevant features using
GA with proposed KLMS-RBFNN-GAF and KLMS-RBFNN-SAF classifiers. To
evaluate the performance of GA based feature vector optimization technique, the
experiments are separately conducted on three hand gesture databases using KM,
DCT, proposed combined and proposed DWT-FR feature sets. Experimental re-
sults indicate that GA based feature vector optimization techniques reduces a
significant number of features which in turn helps to reduce complexity of the
proposed hand gesture recognition technique. Experimental results also indicate
that in most of the cases, GA based feature vector optimization technique im-
proves the hand gesture recognition performance for both KLMS-RBFNN-GAF
and KLMS-RBFNN-SAF classifiers. From experimental study it is also observed
that the KLMS-RBFNN-SAF classifier with GA based optimized DWT-FR feature
set provides the best recognition performance for all three databases. To compare
the overall hand gesture recognition performance of proposed method1 (GA based
optimized DWT-FR features with KLMS-RBFNN-GAF classifier represented as
DWT-FR-GA-KLMS-RBFNN-GAF) and proposed method2 (GA based optimized
DWT-FR features with KLMS-RBFNN-SAF classifier represented as DWT-FR-
GA-KLMS-RBFNN-SAF) and compare with other existing techniques such as
Hu moment invariants with MLP-BP-NN classifier (HU-MLP-BP-NN) [13], com-
plex moments with MLP-BP-NN classifier (CM-MLP-BP-NN) [86], normalized sil-
houette distance signal features with k-least absolute deviations classifier (NSDS-
KLAD) [49], discrete cosine transform coefficients with k-nearest neighbors classi-
fier (DCT-KNN) [51] and Krawtchouk moments with minimum distant classifier
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(KM-MD) [5], the experiments are conducted separately on three hand gesture
databases with 2-fold cross validation test. The comparative results indicate that
the proposed methods (DWT-FR-GA-KLMS-RBFNN-GAF and DWT-FR-GA-
KLMS-RBFNN-SAF) provide significantly higher recognition performance com-
pared to other existing methods such as HU-MLP-BP-NN [13], CM-MLP-BP-
NN [86], NSDS-KLAD [49], DCT-KNN [51] and KM-MD [5].
• Finally, all the results presented throughout the thesis demonstrate the superiority
of our different propositions. We believe that the proposed method would also
maintain the consistency of the results if some other hand gesture data set is used.
6.2 Future Research Directions
In this section, a variety of research directions, future scope and possible extensions
of this thesis work are discussed.
• Although the proposed features perform significantly well for static hand gesture
recognition, it is observed that the proposed features are unable to properly classify
few gestures such as ‘E’, ‘M’, ‘N’, ‘S’, ‘T’ etc. The shape of these gestures are
similar and overlap to each other. Therefore, one could think of a complementary
feature set that can be used for properly distinguishing the gestures having similar
shape.
• In order to improve the recognition performance, an appropriate feature transfor-
mation technique may be applied to the extracted feature vectors. In transform
domain, the feature vector should contain decorrelated and low dimension features
and should be more linearly classifiable.
• A significant amount of variations in hand gesture images among different users
sometimes make misclassification during recognition. The development of an un-
supervised classifier will be a possible solution for recognition of hand gesture
images. This is because an unsupervised classifier neither requires fore-knowledge
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of the gesture classes, nor demands any training dataset to recognize hand gesture
images.
• The static hand gestures recognition system frameworks developed in this thesis
are tested in off-line. However, the system frameworks may be extended for on-
line testing so that they can be used in various real-time applications such as
human-robot interaction, medical systems, TV production, video editing, and sign
language recognition.
• One of the interesting extension of this work can be tracking and recognizing
dynamic and two hands gestures. Two hands tracking can be integrated with
virtual environments to communicate with the computer and objects in the virtual
environment in a more natural way. The more advanced extension of this work
can be hand tracking in a 3D space.
• Another possible interesting extension of this work is the development of multi-
modal tracking and recognition method where multiple objects such as hand ges-
ture, face expression, eye gaze and voice can be tracked and recognized at the
same time. The multi-modal tracking and recognition strategy will improve the
performance of human computer interaction.
3
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