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1. Introduction
A projective algebraic manifold M is a complex manifold in certain pro-
jective space CPm, m ≥ dimCM = n. The hyperplane line bundle of CPm
restricts to an ample line bundle L on M , which is called a polarization
on M . A Ka¨hler metric g is called a polarized metric, if the corresponding
Ka¨hler form represents the first Chern class c1(L) of L in H
2(M,Z). Given
any polarized Ka¨hler metric g, there is a Hermitian metric h on L whose
Ricci form is equal to ωg. For each positive integer m > 0, the Hermitian
metric h induces a Hermitian metric hm on L
m. Let {Sm0 , · · · , Smdm−1} be an
orthonormal basis of the space H0(M,Lm) of all holomorphic global sections
of Lm. Such a basis {Sm0 , · · · , Smdm−1} induces a holomorphic embedding ϕm
of M into CP dm−1 by assigning the point x of M to [Sm0 (x), · · · , Smdm−1(x)]
in CP dm−1. Let gFS be the standard Fubini-Study metric on CP dm−1,
i.e., ωFS =
√−1
2pi ∂∂ log
∑dm−1
i=0 |wi|2 for a homogeneous coordinate system
[w0, · · · , wdm−1] of CP dm−1. The 1m -multiple of gFS on CP dm−1 restricts to
a Ka¨hler metric 1mϕ
∗
mgFS on M . This metric is a polarized Ka¨hler metric
on M and is called the Bergman metric with respect to L.
One of the main theorem in [11] is the following
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Theorem (Tian). With all the notations as above, we have
|| 1
m
ϕ∗mgFS − g||C2 = O(
1√
m
)
for any polarized metric on M with respect to L.
Using Tian’s peak section method, Ruan [10] proved the C∞ convergence
and improved the bound to O( 1m ). Recently, S. Zelditch [12] beautifully
generalized the above theorem by using the Szego¨ kernel on the unit circle
bundle of L∗ over M . His result gives the asymptotic expansion of the
potential of the Bergman metric:
Theorem (Zelditch). Let M be a compact complex manifold of dimension
n (over C) and let (L, h) → M be a positive Hermitian holomorphic line
bundle. Let x be a point of M . Let g be the Ka¨hler metric on M cor-
responding to the Ka¨hler form ωg = Ric(h). For each m ∈ N, h induces
a Hermitian metric hm on L
m. Let {Sm0 , · · · , Smdm−1} be any orthonormal
basis of H0(M,Lm), dm = dimH
0(M,Lm), with respect to the inner product
(S1, S2)hm =
∫
M
hm(S1(x), S2(x))dVg ,
where dVg =
1
n!ω
n
g is the volume form of g. Then there is a complete asymp-
totic expansion:
dm−1∑
i=0
||Smi (x)||2hm = a0(x)mn + a1(x)mn−1 + a2(x)mn−2 + · · ·(1.1)
for certain smooth coefficients aj(x) with a0 = 1. More precisely, for any k
||
dm−1∑
i=0
||Smi (x)||2hm −
∑
j<R
aj(x)m
n−j||Ck ≤ CR,kmn−R,
where CR,k depends on R, k and the manifold M .
Remark 1.1. The referee informed the author that Professor D. Catlin has
also obtained the above Zelditch’s result independently.
In this paper, we give a method to compute the coefficients a1(x), a2(x), · · ·
(a0(x) = 1 was pointed out in [12] in a more general setting). Our result is
Theorem 1.1. With the notations as in the above theorem, each coefficient
aj(x) is a polynomial of the curvature and its covariant derivatives at x with
weight j 1. Such a polynomial can be found by finite many steps of algebraic
1See Definition 2.1.
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operations. In particular,

a0 = 1
a1 =
1
2ρ
a2 =
1
3∆ρ+
1
24(|R|2 − 4|Ric|2 + 3ρ2)
a3 =
1
8∆∆ρ+
1
24 div div (R,Ric)− 16div div(ρRic)
+ 148∆(|R|2 − 4|Ric|2 + 8ρ2) + 148ρ(ρ2 − 4|Ric|2 + |R|2)
+ 124(σ3(Ric)−Ric(R,R)−R(Ric,Ric)),
where R,Ric and ρ represent the curvature tensor, the Ricci curvature and
the scalar curvature of g, respectively and ∆ represents the Laplace operator
of M . For the precise definition of the terms in the expression of a3, see
Section 5.
We use the peak section method initiated by Tian in [11] to compute the
coefficients aj(j ∈ N). Consider H0(M,Lm) for m large enough. Fixing a
point x ∈ M , by the standard ∂-estimate Tian observed that the sections
which do not vanish at x at a very high order are known in the sense that one
can completely control their behavior around the point x. These sections
are called peak sections (in the terminology of [11]). We proved that the
coefficients a1, a2, · · · only depend on the inner products of the peak sections.
Various techniques are used to give the asymptotic expansion of these inner
products, including some combinatorial lemmas, to simplify the computation
and thus make the computation feasible.
Zelditch’s work is based on the analysis of the asymptotic expansion of
the Szego¨ kernel on the unit circle bundle of the ample line bundle over a
complex manifold. To be more precise, let C be the unit circle bundle and
let Π(x, y) be its Szego¨ kernel (with the natural measure). Since C is S1
invariant, we have Fourier coefficients
Πm(x, x) =
∫
S1
e−imθΠ(rθx, x)dθ,
where rθ is the circle action. The key observation by Zelditch is that
dm−1∑
i=0
||Smi (x)||2hm = Πm(x, x).
Thus the general theory of Szego¨ kernel can be applied.
There are a lot of works on the Bergman and Szego¨ kernels on the pseu-
doconvex domain on Cn ( [3] [4], [1], [6], [7] and [8], for example) following
the program of Fefferman [5]. While our method is completely complex-
geometric, it should also be possible to compute the coefficients from the
general theory of Szego¨ kernel. In particular, we noticed the works in [1]
and [7], the coefficients are proved to be the Weyl functionals of the curva-
ture tensor of the ambient metric defined by Fefferman. But I don’t know
how to relate it to the curvature of the base manifold.
The organization of the paper is as follows: in §2 we introduce the concept
of peak sections initiated by Tian and discuss their properties; in §3 we give
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the iteration process; in §4 we prove the main theorem of this paper except
for the computation of the a3 term; and in §5 and in the Appendix we
calculate the a3 term.
Acknowledgment. The idea that peak section method can be used to
get the result is from G. Tian. The author thanks him for the encouragement
and help during the preparation of this paper. He also thanks S. Zelditch for
sending him the preprint [12] and bringing him to the attention of the works
of K. Hirachi. The author thanks K. Hirachi, L. Boutet de Monvel and D.
Phong for their help. Finally, the author deeply thanks the referee for the
careful proofreading and many suggestions to improve the organization and
the style of this paper.
2. Peak Global Sections
Let M be an n-dimensional algebraic manifold with a positive Hermitian
line bundle (L, h)→M . Suppose that the Ka¨hler form ωg is defined by the
curvature Ric(h) of h. That is, fixing a point x0 ∈M , under local coordinate
(z1, · · · , zn) at x0,
ωg = −
√−1
2pi
n∑
α,β=1
∂2
∂zα∂zβ
log a dzα ∧ dzβ =
√−1
2pi
n∑
α,β=1
gαβdzα ∧ dzβ ,
where a is the local representation of the Hermitian metric h.
Let d = dm = dimCH
0(M,Lm) for a fixed integer m. Let S0, · · · , Sd−1
be a basis of H0(M,Lm). The metrics (h, ωg) define an inner product ( , )
on H0(M,Lm) as
(SA, SB)hm =
∫
M
< SA, SB >hm dVg, A,B = 0, · · · , d− 1,
where < SA, SB >hm is the pointwise inner product with respect to hm and
dVg =
1
n!ω
n
g .
We assume that at the point x0 ∈M ,
S0(x0) 6= 0, SA(x0) = 0, A = 1, · · · , d− 1.
Suppose
FAB = (SA, SB)hm , A,B = 0, · · · , d− 1.
Then (FAB) is the metric matrix which is positive Hermitian. Let
FAB =
d−1∑
C=0
GACGBC
for a d × d matrix (GAB) and let (HAB) be the inverse matrix of (GAB).
Then it is easy to see that {∑d−1B=0HABSB}, (A = 0, · · · , d − 1) forms an
orthonormal basis of H0(M,Lm). By the definition of SA(A = 0, · · · , d−1),
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we have
∑
A
||
∑
B
HABSB(x0)||2hm =
∑
A
||HA0S0(x0)||2hm =
d−1∑
A=0
|HA0|2||S0(x0)||2hm .
(2.1)
Suppose (IAB) is the inverse matrix of (FAB). Then by the definition of
(HAB), we have
d−1∑
A=0
|HA0|2 = I00.(2.2)
By the above discussion, we know that in order to prove Theorem 1.1,
we just need to estimate the quantity I00 and ||S0||hm at x0 for a suitable
choice of the basis S0, · · · , Sd−1. We use Tian’s peak section method in [11]
to get the estimates.
We construct peak sections of Lm for m large. Choose a local normal
coordinate (z1, · · · , zn) centered at x0 such that the Hermitian matrix (gαβ)
satisfies
gαβ(x0) = δαβ
∂p1+···+pngαβ
∂zp11 · · · ∂zpnn
(x0) = 0
(2.3)
for α, β = 1, · · · , n and any nonnegative integers p1, · · · , pn with p1 + · · · +
pn 6= 0. Such a local coordinate system exists and is unique up to an
affine transformation. This coordinate system is known as theK-coordinate.
See [2] or [10] for details.
Next we choose a local holomorphic frame eL of L at x0 such that the
local representation function a of the Hermitian metric h has the properties
a(x0) = 1,
∂p1+···+pna
∂zp11 · · · ∂zpnn
(x0) = 0(2.4)
for any nonnegative integers (p1, · · · , pn) with p1 + · · ·+ pn 6= 0.
Suppose that the local coordinate (z1, · · · , zn) is defined on an open neigh-
borhood U of x0 in M . Define the function |z| by |z| =
√
|z1|2 + · · ·+ |zn|2
for z ∈ U .
Let Zn+ be the set of n-tuple of integers (p1, · · · , pn) such that pi ≥ 0(i =
1, · · · , n). Let P = (p1, · · · , pn). Define
zP = zp11 · · · zpnn(2.5)
and
p = p1 + · · ·+ pn.
The following lemma is proved in [11] using the standard ∂-estimates (see
e.g. [9]).
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Lemma 2.1. For P = (p1, · · · , pn) ∈ Zn+, and an integer p′ > p = p1+ · · ·+
pn, there exists an m0 > 0 such that for m > m0, there is a holomorphic
global section SP,m in H
0(M,Lm), satisfying∫
M
||SP,m||2hmdVg = 1,
∫
M\{|z|≤ logm√
m
}
||SP,m||2hmdVg = O(
1
m2p
′ ),
and SP,m can be decomposed as
SP,m = S˜P,m + uP,m, (S˜P,m anduP,m not necessarily continuous)
such that
S˜P,m(x) =
{
λP z
P emL (1 +O(
1
m2p′
)) x ∈ {|z| ≤ logm√
m
}
0 x ∈M\{|z| ≤ logm√
m
},
uP,m(x) = O(|z|2p′) x ∈ U,
and ∫
M
||uP,m||2hmdVg = O(
1
m2p′
),
where O( 1
m2p′
) denotes a quantity dominated by C/m2p
′
with the constant C
depending only on p′ and the geometry of M . Moreover
λ−2P =
∫
|z|≤ logm√
m
|zP |2amdVg.
Because of the above lemma, in the rest of this paper, we will use Sp
′
P,m
to denote the peak sections defined above. Furthermore, we always set
S0 = S
p′
(0,··· ,0),m
for p′ and m large enough.
We use the notation |||·||| to denote the L2 norm of a section ofH0(M,Lm).
That is, if T ∈ H0(M,Lm), then
|||T ||| =
√∫
M
||T ||2hmdVg.
The following lemma [10, Lemma 3.2] is a generalization of the lemma of
Tian [11, Lemma 2.2].
Lemma 2.2 (Ruan). Let SP = S
p′
P,m be the section constructed in the above
lemma. Let T be another section of Lm. Near x0, T = fe
m
L for a holomor-
phic function f . When we say T ’s Taylor expansion at x0, we mean the
Taylor expansion of f at x0 under the coordinate system (z1, · · · , zn).
1. If zP is not in T ’s Taylor expansion at x0, then
(SP , T )hm = O(
1
m
)|||T |||.
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2. If T contains no terms zQ, such that q < p + σ (1 ≤ σ ≤ p′ − n − p,
and σ is an integer. Recall that p = p1+ · · ·+pn and q = q1+ · · ·+qn.)
in the Taylor expansion at x0, then
(SP , T )hm = O(
1
m1+σ/2
)|||T |||.(2.6)
Proof: We only prove 2, since 1 is similar and easier.
By Lemma 2.1, we have the decomposition
Sp
′
P,m = S˜P,m + uP,m = S˜P + uP
with |||uP |||2 = O( 1m2p′ ). Thus
(uP , T )hm = O(
1
mp′
)|||T ||| = O( 1
m1+σ/2
)|||T |||
by the Cauchy inequality. For the S˜P part, we have∫
|z|≤ logm√
m
< S˜P , T >hm dVg
= λP
∫
|z|≤ logm√
m
< S˜′P , T >hm dVg +O(
1
m2p
′ )λP |||T |||,
where S˜′P = z
P emL for |z| ≤ logm√m and is zero otherwise.
Let dV0 be the Euclidean volume. i.e.,
dV0 = (
√−1
2pi
)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn.
We have
dVg ≥ cdV0, am ≥ ce−m|z|2
on U for a suitable constant c > 0 and for m large. Thus we have∫
|z|≤ logm√
m
|zP |2amdVg ≥ c2
∫
|z|≤ logm√
m
|zP |2e−m|z|2dV0.
By the simple combinatorial identity∫
C
n
|zP |2e−m|z|2dV0 = P !
mn+p
,(2.7)
where P ! = p1! · · · pn!, we see that∫
|z|≤ logm√
m
|zP |2amdVg ≥ c1 1
mn+p
for some number c1 > 0 independent to m. Thus by the definition of λP ,
λP ≤ 1√
c1
m(n+p)/2.(2.8)
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In order to prove (2.6), we then just need to prove
λP
∫
|z|≤ logm√
m
< S˜′P , T >hm dVg = O(
1
m1+
σ
2
)|||T |||.
Let
ξ(x) = log a+ |z|2
η(x) = log det gαβ.
(2.9)
If |z| ≤ logm√
m
, then |mξ| ≤ C√
m
. Since
|emξ − 1−mξ − · · · − 1
(σ + 4)!
mσ+4ξσ+4| ≤ mσ+5|ξ|σ+5em|ξ|,
we have
λP |
∫
|z|≤ logm√
m
e−mξ+m|z|
2
< S˜′P , T >hm (e
mξ − 1−mξ
− · · · − 1
(σ + 4)!
mσ+4ξσ+4)e−m|z|
2
dVg|
≤ CλP
∫
|z|≤ logm√
m
| < S˜′P , T >hm |mσ+5|ξ|σ+5dVg
≤ CλP
√∫
|z|≤ logm√
m
|zP |2m2σ+10|ξ|2σ+10e−m|z|2dVg|||T |||,
(2.10)
where C is a constant independent to m. Using |mξ| ≤ C√
m
again, we have
λP
√∫
|z|≤ logm√
m
|zP |2m2σ+10|ξ|2σ+10e−m|z|2dVg = O( 1
mσ+5
) = O(
1
m1+σ/2
).
Thus in order to prove the lemma, we need only to prove that for any
k ≤ σ + 4,
λP
∫
|z|≤ logm√
m
e−mξ+m|z|
2
< S˜′P , T >hm m
kξke−m|z|
2
dVg = O(
1
m1+
σ
2
)|||T |||.
Let ξ = ξ1 + ξ2 be the decomposition of ξ such that ξ1 contains those
terms of order less than or equal to 4σ + 12 and ξ2 contains those terms
of order greater than 4σ + 12. Using the similar method as above, we can
proved that
λP
∫
|z|≤ logm√
m
< S˜′P , T >hm m
k((ξ1 + ξ2)
k − ξk1 )e−mξdVg = O(
1
m1+
σ
2
)|||T |||
because |(ξ1 + ξ2)k − ξk1 | ≤ C/m2σ+5. Thus we only need to prove that
λP
∫
|z|≤ logm√
m
< S˜′P , T >hm m
kξk1e
−mξdVg = O(
1
m1+
σ
2
)|||T |||
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for k ≤ σ + 4. Let
eη = η1 + η2,
where η1 consists of the terms of order less than or equal to 4σ + 12 and
η2 = e
η − η1. Then as above
λP
∫
|z|≤ logm√
m
< S˜′P , T >hm m
kξk1η2e
−mξdV0 = O(
1
m1+
σ
2
)|||T |||,
where dV0 is the Euclidean volume form.
It remains to prove that
λP
∫
|z|≤ logm√
m
< S˜′P , T >hm m
kξk1η1e
−mξdV0 = O(
1
m1+
σ
2
)|||T |||.
Note that ξk1η1 is a polynomial of z and z whose number of terms is bounded
by a constant only depending on σ and n. Let
ξk1η1 =
∑
ξIJz
IzJ .(2.11)
If |I| − |J | < σ, then by the assumption on T ,∫
|z|≤ logm√
m
< S˜′P , T >hm m
kξIJz
IzJe−mξdV0 = 0.
On the other hand, under the K-coordinates, in the expansion of ξ, there
are no zP or zP z terms. Thus in (2.11), we must have |J | ≥ 2k. If |I|−|J | ≥
σ ≥ 1, then |J | ≥ 1. So
|I|+ |J | − 2k ≥ σ + 2.
Thus
λP
∫
|z|≤ logm√
m
< S˜′P , T >hm m
kξk1η1e
−mξdV0
≤ CλP
√∫
|z|≤ logm√
m
|zP |2m2k|z|2(2k+σ+2)e−m|z|2dV0|||T |||.
The lemma follows from (2.8) and the elementary fact that∫
C
n
|zP |2|z|2qe−m|z|2dV0 = (n+ p+ q − 1)!P !
(p+ n− 1)!mn+p+q .(2.12)
In the above lemma, if T itself is a peak section, then we have a more
accurate result. Before going to the result, let’s first define the weight and
the index of a polynomial (resp. monomial, series).
Definition 2.1. Let R be a component of the i-th order covariant derivative
of the curvature tensor, or the Ricci tensor, or the scalar curvature at a fixed
point where i ≥ 0. Define the weight w(R) of R to be the number (1 + i2).
For example,
w(Rijkl) = w(Rij) = w(ρ) = 1
9
and
w(Rijkl,m) =
3
2
.
The above definition of the weight can be naturally extended to any monomial
of components of the curvature tensor and its derivatives. If a polynomial
(resp. series) whose any term is of weight i, then we call the polynomial
(resp. series) is of weight i.
More generally, we have the following definition of index.
Definition 2.2. Let f be a monomial of the form
mµgzP zQ,
where µ is an integer or half of an integer, P,Q are multiple index, zP
and zQ are defined as in (2.5), and g is a monomial of components of the
curvature tensor and its derivatives at a fixed point. In the rest of this
paper, a polynomial (resp. series) is always a polynomial generated by the
monomials of the above form. Define the index of f by
ind(f) = µ+ w(g) − p+ q
2
,
where p = p1 + · · · + pn and q = q1 + · · · + qn. We say a polynomial (resp.
series) is of index i, if all of its monomials have the same index i. In
that case, we say that the polynomial (resp. series) is homogeneous. The
polynomials (resp. series) of index 0 is called regular.
It is easy to check that if f1, f2 are homogeneous polynomials (resp. se-
ries), then
ind(f1f2) = ind(f1) + ind(f2).
The regular polynomials (resp. series) form a ring under the addition and
multiplication.
When a polynomial (resp. monomial, series) contains no m or z’s, the in-
dex is the same as the weight. The following two lemmas give the motivation
of the above definitions.
Lemma 2.3. The Taylor expansion of the function
am det(gαβ)e
m|z|2 .
at x0 is a regular series.
Proof: Consider the Taylor expansion of ξ and η in (2.9) under the K-
coordinates. It is not hard to see that the Taylor expansion of ξ is of index
(−1) and the Taylor expansion of η is regular. Thus the Taylor expansion
of mξ + η is regular and so is the Taylor expansion of
am det gαβe
m|z|2 = emξ+η.
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Lemma 2.4. If
A1 + · · ·+At
is a polynomial of index i, then there is a polynomial B of index i− n such
that for any p′ > 0,∫
|z|≤ logm√
m
A1e
−m|z|2dV0 + · · ·+
∫
|z|≤ logm√
m
Ate
−m|z|2dV0 −B = O( 1
mp′
).
Proof: Suppose that
Ak = m
µgzP zQ, 1 ≤ k ≤ t.
If P 6= Q, then ∫
|z|≤ logm√
m
Ake
−m|z|2dV0 = 0.
If P = Q, then by (2.12),∫
|z|≤ logm√
m
Ake
−m|z|2dV0 = Cmµ−p−ng +O(
1
mp′
)
for any p′ > 0 where C is a constant. Since Ak is of index i, we have
µ+ w(g) − p = i.
Thus
ind(Cmµ−p−ng) = µ− p− n+ w(g) = i− n.
The lemma is proved.
Proposition 2.1. We have the following expansion for any p′ > t+ 2(n +
p+ q),
(Sp
′
P,m, S
p′
Q,m) =
1
mδ
(a0 +
a1
m
+ · · ·+ at−1
mt−1
+O(
1
mt
)),
where δ = 1 or 1/2 and where all the ai’s are polynomials of the curvature
and its derivatives such that
ind(ai) = i+ δ.
In particular, the series is regular. Moreover, all ai, (1 ≤ i ≤ t − 1) can
be found by finite steps of algebraic operations from the curvature and its
derivatives.
Proof: The expansion of the function zP zQemξ+η has index −p+q2 by
Lemma 2.3. Thus by Lemma 2.4, there is a polynomial BPQ of index
(−p+q2 − n) of the form
BPQ = s0 +
s1
m
+ · · ·+ st−1
mt−1
11
such that ∫
|z|≤ logm√
m
zP zQemξ+ηe−m|z|
2
dV0 = BPQ +O(
1
mp′
).
In particular, mn+pBPP will be regular. Furthermore,
BPP ∼ CP
mn+p
for constant CP 6= 0 by the same argument as in Equation (2.8). Thus the
expansion of
m
n+p
2
√
BPP
is regular and 1
m
n+p
2
√
BPP
expands as a regular series. The lemma follows
from Lemma 2.2 and the fact that
(Sp
′
P,m, S
p′
Q,m) =
BPQ√
BPP
√
BQQ
+O(
1
mn+p+q+t
).
3. The Iteration Process
The main result of this section is Theorem 3.1. In order to obtain the
result, we basically use the iteration process in the numerical analysis for
finding the inverse matrix of a given tri-diagonal matrix.
Theorem 3.1. Let x0 ∈ M . Suppose {S0, S1, · · · , Sd−1} is a basis of
H0(M,Lm) with S0(x0) 6= 0 and SA(x0) = 0 for A = 1, · · · , d − 1. Let
(FAB) = ((SA, SB)hm)(A,B = 0, · · · , d− 1) be the metric matrix. Let (IAB)
be the inverse matrix of (FAB). Then for any positive integer p > 0, we
have the expansion
I00 = 1 +
σ3
m3
+
σ7/2
m7/2
+ · · ·+ σp−1
mp−1
+
σ((2p−1)/2)
m(2p−1)/2
+O(
1
mp
).
Furthermore, σk(k = 3, 7/2, 4, · · · , (2p − 1)/2) are polynomials of weight k
of the curvature and the derivatives of the curvature at x0.
Remark 3.1. Although not needed, a more careful analysis will show that
σ(k/2) = 0 for all odd k’s.
Before proving the theorem, we need some algebraic preparation.
Definition 3.1. We say M = {M(m)} is a sequence of s×s block matrices
with block number t ∈ Z, if for each m,
M =M(m) =


M11(m) · · · M1t(m)
...
. . .
...
Mt1(m) · · · Mtt(m)


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such that for 1 ≤ i, j ≤ t, Mij is a σ(i)× σ(j) matrix and
t∑
i=1
σ(i) = s,
where σ : {1, · · · , t} → Z+ assigns each number in {1, · · · , t} a positive
integer. We say that {M(m)} is of type A(p) for a positive integer p, if for
any entry s of the matrix M ,we have
1. If s is a diagonal entry of Mii(1 ≤ i ≤ t) , then we have the the
following Taylor expansion
s = 1 +
s1
m
+ · · ·+ sp−1
mp−1
+O(
1
mp
).
2. If s is not a diagonal entry of Mii(1 ≤ i ≤ t), then we have the Taylor
expansion
s =
1
mδ
(s0 +
s1
m
+ · · · + sp−1
mp−1
+O(
1
mp
)),
where δ is equal to 1 or 32 ;
3. If s is an entry of the matrix Mij for which |i−j| = 1, then s = O( 1
m
3
2
).
In addition, if i 6= t or j 6= t, then we have the Taylor expansion
s =
1
mδ
(s0 +
s1
m
+ · · · + sp−1
mp−1
+O(
1
mp
)),
where δ is equal to 1 or 32 ;
4. If s is an entry of Mij for which |i− j| > 1, then
s = O(
1
mp
).
The set of all quantities (s1/m, · · · , sp−1/mp−1), or ( s0mδ , s1m1+δ , · · · ,
sp−1
mp+δ−1 )
for s running from all the entries of Mij where |i− j| ≤ 1 and i 6= t or j 6= t
are called the Taylor Data of order p.
Remark 3.2. Since Mij = O(
1
mp ) for |i − j| > 1, it can be treated as zero
when we are only interested in the expansion of order up to p− 1. A matrix
whose entries Mij = 0 for |i−j| > 1 is called a tri-diagonal matrix. For such
a matrix, we have a simple iteration process for finding its inverse matrix.
The following proposition is a modification of the iteration process in
the numerical analysis for finding the inverse matrix of a given tri-diagonal
matrix.
Proposition 3.1. Let M = M(m) be a sequence of s × s block matrices
with block number t = p + 1 and be of type A(p). We further assume that
M =M(m) is Hermitian positive. Let
N = N(m) =


N11 · · · N1t
...
. . .
...
Nt1 · · · Ntt


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be the inverse block matrix of M(m). By the inverse block matrix, we mean
the inverse matrix of the original matrix with the same block partition as that
of the original block matrix. We have the following asymptotic expansion:
N11 = N
(0)
11 +
N
(1/2)
11
m1/2
+
N
(1)
11
m
+ · · ·+ N
(p−1)
11
mp−1
+
N
((2p−1)/2)
11
m(2p−1)/2
+O(
1
mp
).
(3.1)
Furthermore, all entries of Nα11/m
α, (0 ≤ α ≤ (2p − 1)/2) are polynomials
of Taylor Data of order p of M =M(m).
We need the following elementary lemma.
Lemma 3.1. Suppose
M =
(
M11 M12
M21 M22
)
is an invertible block matrix which is Hermitian positive. MT11 =M11, M
T
22 =
M22 and M
T
12 =M21. Let
N =
(
N11 N12
N21 N22
)
be the inverse block matrix of M . Then
N11 =M
−1
11 +M
−1
11 M12(M22 −M21M−111 M12)−1M21M−111 .
The proof of the lemma is elementary and is omitted.
Proof of the Proposition: Suppose p = 1. Then by Lemma 3.1, we
have
N11 =M
−1
11 +M
−1
11 M12(M22 −M21M−111 M12)−1M21M−111 .
Since M12 = O(
1
m ), we see that
N11 =M
−1
11 +O(
1
m
) = E(σ(1)) +O(
1
m
),
where E(σ(1)) is the σ(1) × σ(1) unit matrix. Thus the proposition is true
in the case p = 1.
Assuming that when p = k, the proposition is true. Let p = k+1. Using
Lemma 3.1, we have
N11 =M
−1
11 +M
−1
11 (M12M13 · · · M1(k+2))M˜−1(M21 · · · M(k+2)1)TM−111 ,
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where by Lemma 3.1,
M˜ =


M22 · · · M2(k+2)
...
. . .
...
M(k+2)2 · · · M(k+2)(k+2)


−


M21
...
M(k+2)1

M−111 (M12 · · · M1(k+2)) .
By the assumption, M = M(m) is a sequence of matrices with the block
number k+2. SinceMr1 = O(
1
mk+1
)(r > 2), it is easy to see that M˜ = M˜(m)
is also a sequence of block matrix with the block number k + 1 and is of
type A(k). Furthermore, we have
N11 =M
−1
11 +M
−1
11 M12N˜
′
22M21M
−1
11 +O(
1
mk+1
),(3.2)
where
N˜ =


N˜ ′22 · · · N˜ ′2(k+2)
...
. . .
...
N˜ ′(k+2)2 · · · N˜ ′(k+2)(k+2)


is the inverse matrix of M˜ . Then by the induction assumption, we have
N˜ ′22 = N˜
′(0)
22 +
N˜
′(1/2)
22
m1/2
+
N˜
′(1)
22
m
+ · · ·+ N˜
′(k−1)
22
mk−1
+
N˜
′((2k−1)/2)
22
m(2k−1)/2
+O(
1
mk
),
where N˜
′(i/2)
22 /m
i/2(1 ≤ i ≤ (2k − 1)/2) are polynomials of Taylor Data of
order k of M˜ = M˜ (m). Thus N˜
′(i/2)
22 /m
i/2(1 ≤ i ≤ (2k − 1)/2) must be
polynomials of Taylor Data of order (k + 1) of M = M(m). On the other
hand, all the entries of the matrix M−111 are polynomials of Taylor Data of
order (k + 1) of M = M(m). Since M12 = O(
1
m ), the entries of N11 are
polynomials of Taylor Data of order (k + 1) of M = M(m) by (3.2). The
proposition is proved.
Proof of Theorem 3.1: For a multiple indices, define |P | = p1+· · ·+pn.
Suppose
Vk = {S ∈ H0(M,Lm)|DQS(x0) = 0 for |Q| ≤ k}
for k = 1, 2, · · · , where Q ∈ Zn+ is a multiple indices, and D is a covariant
derivative on the bundle Lm. Vk = {0} for k sufficiently large. For fixed p,
let p′ = n+8p(p−1). Suppose that m is large enough such that H0(M,Lm)
is spanned by the Sp
′
P,m’s for the multiple indices |P | ≤ 2p(p−1) and V2p(p−1).
Let r = d−dimV2p(p−1). Then r only depends on p and n. Let T1, · · · , Td−r
be an orthnormal basis of V2p(p−1) such that
(Sp
′
P,m, Tα) = 0
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for |P | ≤ 2p(p − 1) and α > r. Let s(k) = dimVk for k ∈ Z. For any
1 ≤ i, j ≤ p, letMij be the matrix formed by (Sp
′
P,m, S
p′
Q,m) where 2p(i−2) ≤
|P | ≤ 2p(i−1) and 2p(j−2) ≤ |Q| ≤ 2p(j−1). Furthermore, defineMi(p+1)
to be the matrix whose entries are (SP , Tα) for 2p(i − 2) ≤ |P | ≤ 2p(i − 1)
and 1 ≤ α ≤ r. Define M(p+1)i to be the complex conjugate of Mi(p+1).
Finally, define M(p+1)(p+1) to be the r× r unit matrix E(r). Then it is easy
to check that M = (Mij) is a sequence of block matrices of type A(p) with
the block number p+ 1 by using Lemma 2.2 and Proposition 2.1.
Define an order ≥ on the multiple indices P as follows: P ≥ Q, if
1. |P | > |Q| or;
2. |P | = |Q| and pj = qj but pj+1 > qj+1 for some 0 ≤ j ≤ n.
Using this order, there is a one-one order preserving correspondence κ be-
tween {0, · · · , r − 1} and {P ||P | ≤ 2p(p − 1)}.
Define
SA =
{
Sp
′
κ(A),m A ≤ r − 1
TA−r+1 A ≥ r
.
Comparing the matrixM to the metric matrix FAB = ((SA, SB)), (A,B =
0, · · · , d− 1), by the choice of the basis, we see that
(FAB) =
(
M 0
0 E(d− 2r)
)
,
where E(d − 2r) is the (d − 2r) × (d − 2r) identity matrix. If N = (Nij) is
the inverse matrix of M , then N11 is an 1× 1 matrix and
I00 = N11.
So Proposition 3.1 gives the desired asymptotic expansion
I00 = σ0 +
σ1/2
m1/2
+
σ1
m
+ · · ·+ σp−1
mp−1
+
σ((2p−1)/2)
m(2p−1)/2
+O(
1
mp
).
Moreover, Proposition 3.1 states that σk/m
k, (k = 1/2, · · · , (2p − 1)/2) are
polynomials of the Taylor Data of order p of M . By Proposition 2.1, the
Taylor Data for the inner products are regular. Thus σk/m
k, (1/2 ≤ k ≤
(2p− 1)/2) are regular or in other word, σk is a polynomial of the curvature
and its derivatives of weight k for k = 1/2, · · · , (2p − 1)/2.
It remains to show that
σ0 = 1, σ1/2 = σ1 = σ3/2 = σ2 = σ5/2 = 0.
This can be seen using the following argument. Let S0, S1, · · · , Sd−1 be a
basis of H0(M,Lm). We suppose that SA(x0) = 0 for A = 1, · · · , d − 1.
We also assume that (S0, SA) = 0 for A > 1. Let c = (S0, S1). Then
I00 = (1 − |c|2)−1. By Lemma 2.2, we see that c = O( 1m3/2 ). Thus I00 =
1 +O( 1
m3
).
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4. Proof of Theorem 1.1
In this section, we prove Theorem 1.1 except that we postpone the com-
putation of the a3 term to the next section. The method of computing the
a3 term is the same as that of aj for j = 0, 1, 2. We put it off to the next
section due to the complexity in the computation.
By Theorem 3.1 and Equation (2.1), we just need to estimate
|λ(0,··· ,0)|−2 =
∫
|z|≤ logm√
m
amdVg(4.1)
to the term 1
mn+2
, from which the first three coefficients a0, a1 and a2 can
be calculated.
First we define our notations in the following equations (4.2)- (4.6).
The curvature tensor is defined as
Rijkl =
∂2gij
∂zk∂zl
−
n∑
p=1
n∑
q=1
gpq
∂giq
∂zk
∂gpj
∂zl
(4.2)
for i, j, k, l = 1, · · · , n. The Ricci curvature is
Rij = −
n∑
k,l=1
gklRijkl(4.3)
for i, j = 1, · · · , n, and the scalar curvature is the trace of the Ricci curvature
ρ =
n∑
i,j=1
gijRij .(4.4)
The covariant derivative with respect to ∂∂zp of the curvature tensor is
defined as
Rijkl,p =
∂
∂zp
Rijkl −
n∑
s=1
ΓsipRsjkl −
n∑
s=1
ΓskpRijsp,(4.5)
where Γkij =
∑n
s=1 g
ks ∂gis
∂zj
is the Christoffel symbol. Higher derivatives are
defined in the similar way. Finally, the Laplace operator is denoted by ∆:
∆ =
n∑
i=1
n∑
j=1
gij
∂2
∂zi∂zj
.(4.6)
As will be made obvious, in order to estimate |λ(0,··· ,0)|−2 up to the term
1
mn+2 , we must use the Taylor expansion of log a up to degree 6 and the Tay-
lor expansion of log det gαβ up to degree 4. Suppose we have the following
expansions at x0:
log a = −|z|2 + e4 + e5 + e6 +O(|z|7)
log det(gαβ) = c2 + c3 + c4 +O(|z|5),
(4.7)
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where e4, e5 and e6 are homogeneous polynomials of z and z of degree 4,5
and 6, respectively and c2, c3, and c4 are homogeneous polynomials of degree
2,3 and 4, respectively. Then a straightforward computation gives

e4 = −14Rijklzizkzjzl
e5 = − 112Rijkl,pzizkzpzjzl − 112Rijkl,qzizkzjzlzq
e˜6 = − 136(Rijkl,pq +RispqRsjkl +RkspqRslij
+RiskqRsjpl)zizkzpzjzlzq
,(4.8)
where e˜6 is the (3, 3) part of e6, i.e.,
e˜6 =
1
36
∂6 log a
∂zi∂zk∂zp∂zj∂zl∂zq
zizkzpzjzlzq,
and 

c2 = −Rijzizj
c3 = −12Rij,kzizkzj − 12Rij,lzizjzl
c˜4 = −14(Rij,kl +RisklRsj)zizkzjzl
,(4.9)
where c˜4 is the (2, 2) part of c4. Here Rijkl, etc denote the value Rijkl(x0).
Considering the function em(log a+|z|2)elog det gαβ , by (4.7), we have
em(log a+|z|
2)elog det gij = em(e4+e5+e6+O(|z|
7))ec2+c3+c4+O(|z|
5)
= (1 +m(e4 + e5 + e6) +
1
2
m2(e24) +O(· · · ))
(1 + c2 + c3 + c4 +
1
2
(c22) +O(|z|5))
= 1 +m(e4 + e5 + e6) +
1
2
m2(e24)
+ c2 +mc2e4 + c4 +
1
2
(c22) +O(· · · )),
where O(· · · ) represents the sum of terms, each of which is less than a
constant multiple of mµ|z|t for some µ and t such that t − 2µ > 4. Those
terms will not affect the value of ai, i = 0, 1, 2 and can be omitted.
Let ϕ be a function on a neighborhood of the original point of Cn. For
large m, define
K(ϕ) =
∫
|z|≤ logm√
m
ϕe−m|z|
2
dV0.(4.10)
Since the functional K is an integration against a symmetric domain, we
have K(e5) = 0. Thus
|λ(0,··· ,0)|−2 = K(em(|z|
2+log a)elog det gij)
= K(1) +mK(e4) +mK(e6) +
1
2
m2K(e24)
+K(c2) +mK(c2e4) +K(c4) +
1
2
K(c22) +O(
1
m5/2
).
(4.11)
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We need the following combinatorial lemma and its corollary which greatly
simplified our computation in this paper. In fact, it makes our computation
feasible.
Suppose t > 0 is an integer. A function A on {1, · · · , n}p×{1, · · · , n}p is
called symmetric, if
A(σ(I), η(J)) = A(I, J)
where I, J ∈ {1, · · · , n}p and σ, η ∈ Σ, the transformation group of {1, · · · , n}.
For the sake of simplicity, we set AI,J = A(I, J).
Lemma 4.1. Let A be a symmetric function on {1, · · · , n}p × {1, · · · , n}p.
Then for any p′ > 0,∑
I,J
∫
|z|≤ logm√
m
AI,Jzi1 · · · zipzj1 · · · zjp |z|2qe−m|z|
2
dV0
= (
∑
I
AI,I)
p!(n+ p+ q − 1)!
(p+ n− 1)!mn+p+q +O(
1
mp′
),
where I = (i1, · · · , ip), J = (j1, · · · , jp) and 1 ≤ i1, · · · , ip, j1, · · · , jp ≤ n.
Proof: Fixing I = (i1, · · · , ip), suppose
zi1 · · · zip = zp11 · · · zpnn .
Then
n∑
i=1
pi = p.
It is easy to see that if σ(J) 6= I for any σ ∈ Σ, then∫
|z|≤ logm√
m
zi1 · · · zipzj1 · · · zjp |z|2qe−m|z|
2
dV0 = 0.
On the other hand, if σ(I) = J for some σ ∈ Σ, then the number of J ’s such
that σ(J) = I is p!p1!···pn! . Thus by (2.12), we have∑
I,J
∫
C
n
AI,Jzi1 · · · zipzj1 · · · zjp |z|2qe−m|z|
2
dV0
=
∑
I
AI,I
p!
p1! · · · pn!
∫
C
n
|zp11 · · · zpnn |2|z|2qe−m|z|
2
dV0
=
∑
I
AI,I
p!
p1! · · · pn!
(n+ p+ q − 1)!p1! · · · pn!
(p+ n− 1)!mn+q+p by (2.12)
= (
∑
I
AI,I)
p!(n+ p+ q − 1)!
(p + n− 1)!mn+p+q .
The lemma is proved by observing that
e
−m( logm√
m
)2
= e−(logm)
2
= O(
1
mp′
)
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for any p′ > 0.
Our prototype of function A is the curvature tensor (Rijkl), which is
symmetric. However, in most cases, we encounter functions which are not
symmetric. Thus the following corollary is useful.
Corollary 4.1. Let A be a function on {1, · · · , n}p×{1, · · · , n}p (not nec-
essarily symmetric). Then for p′ > 0,
∑
I,J
∫
|z|≤ logm√
m
AI,Jzi1 · · · zipzj1 · · · zjp |z|2qe−m|z|
2
dV0
= (
1
p!
∑
I
∑
σ∈Σ
A
I,σ(I)
)
p!(n + p+ q − 1)!
(p + n− 1)!mn+p+q +O(
1
mp′
).
Proof: The symmetrization of A is
A˜I,J =
1
(p!)2
∑
σ,η∈Σ
A
σ(I),η(J)
.
Using Lemma 4.1, we have
∑
I,J
∫
|z|≤ logm√
m
AI,Jzi1 · · · zipzj1 · · · zjp |z|2qe−m|z|
2
dV0
=
∑
I,J
∫
|z|≤ logm√
m
A˜I,Jzi1 · · · zipzj1 · · · zjp |z|2qe−m|z|
2
dV0
=
∑
I
A˜I,I
p!(n+ p+ q − 1)!
(p+ n− 1)!mn+p+q +O(
1
mp
′ ).
The corollary then follows from the elementary fact that
∑
I
A˜I,I =
∑
I
1
(p!)2
∑
σ,η∈Σ
A
σ(I),η(J)
=
1
p!
∑
I
∑
σ∈Σ
A
σ(I),σ(I)
.
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Proposition 4.1. We have
K(1) =
1
mn
+O(
1
mn+3
)
mK(e4) =
1
2
ρ
1
mn+1
+O(
1
mn+3
)
K(c2) = −ρ 1
mn+1
+O(
1
mn+3
)
mK(e6) = −1
6
(−∆ρ+ 2|Ric|2 + |R|2) 1
mn+2
+O(
1
mn+3
)
1
2
m2K(e24) =
1
8
(ρ2 + 4|Ric|2 + |R|2) 1
mn+2
+O(
1
mn+3
)
mK(c2e4) = −1
2
(ρ2 + 2|Ric|2) 1
mn+2
+O(
1
mn+3
)
1
2
K(c22) =
1
2
(ρ2 + |Ric|2) 1
mn+2
+O(
1
mn+3
)
K(c4) = −1
2
(∆ρ− |Ric|2) 1
mn+2
+O(
1
mn+3
).
Proof: We consider mK(e4) first. Since
e4 = −1
4
Rijklzizkzjzl,
by using Lemma 4.1, we have
mK(e4) = m(−1
4
Rijij ·
2!
mn+2
) +O(
1
mn+3
) =
1
2
ρ
1
mn+1
+O(
1
mn+3
).
Similarly, we can prove the formulas for K(1),K(c2),mK(e6) and K(c4).
Next we consider 12m
2K(e24). We have
e24 =
1
16
RijklRpqrszizkzpzrzjzlzqzs.
Using Corollary 4.1, we have
1
2
m2K(e24) =
1
2
· 1
16
m2 · 1
6
(RiijjRkkll
+ 4RiijkRkjll +RijklRjilk)
4!
mn+4
+O(
1
mn+3
)
=
1
8
(ρ2 + 4|Ric|2 + |R|2) 1
mn+2
+O(
1
mn+3
).
The remaining terms can be treated in the similar way.
Proof of Theorem 1.1. By Equation (2.1) and (2.2) we know that the
left hand side of Equation (1.1) is equal to
I00|λ(0,··· ,0)|2.
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By Equation (4.1), we see that
|λ(0,··· ,0)|−2 =
∫
|z|≤ logm√
m
emξ+ηe−m|z|
2
dV0,
where mξ + η = am det gαβe
m|z|2 is a regular series by Lemma 2.3. Thus by
Lemma 2.4, we have an asymptotic expansion of |λ(0,··· ,0)|−2 of index (−n)
whose each term can be represented by the polynomial of the curvature
and its derivatives. Combining this fact to Theorem 3.1, we know all the
ai’s must be polynomials of the curvature and its derivatives of weight i.
These terms can be obtained by finite many steps of algebraic operations.
Moreover, by (4.11) and and Proposition 4.1, we see that
|λ(0,··· ,0)|−2 =
1
mn
(1− 1
2
ρ
1
m
− 1
m2
(
1
3
∆ρ+
1
24
(|R|2 − 4|Ric|2 − 3ρ2)) +O( 1
m5/2
)),
(4.12)
from which a0, a1, a2 can be calculated by the above equation as follows:

a0 = 1
a1 =
1
2ρ
a2 =
1
3∆ρ+
1
24 (|R|2 − 4|Ric|2 + 3ρ2).
This completes the proof of Theorem 1.1 except for the a3 term.
5. Computation of the a3 Term
In this section, we compute the a3 term. The first step is to compute σ3
in the expansion of Theorem 3.1.
Theorem 5.1. With all the notations as Theorem 3.1, we have
σ3 =
1
4
|D′ρ|2,
where ρ is the scalar curvature of the metric g and |D′ρ|2 =∑ | ∂ρ∂zi |2 under
local normal coordinate system.
Proof. Let
V = {S ∈ H0(M,Lm)|S(x0) = 0,DS(x0) = 0}.
Then H0(M,Lm) is spanned by S0 = S
p′
(0,··· ,0),m, S1 = S
p′
(1,··· ,0),m, · · · , Sn =
Sp
′
(0,··· ,1),m and V , where {Sp
′
P,m} are defined in Section 2 as peak sections.
Let T1, · · · , Td−n−1 be an orthonormal basis of V with d = dimH0(M,Lm).
The metric matrix (FAB) can be represented by block matrix
 1 M12 M13M21 M22 M23
M31 M32 E

 ,
22
where M12 = ((S0, S1), · · · , (S0, Sn)), M22 = ((Si, Sj)(1 ≤ i, j ≤ n)), M13 =
((S0, Tα), 1 ≤ α ≤ d − n − 1), M31 = MT13), M23 = ((Si, Tα), 1 ≤ i ≤ n, 1 ≤
α ≤ d− n− 1), E is the unit matrix and FAB = FBA.
A straightforward computation using Lemma 3.1 shows that
I00 = 1 +
(
M12M13
)
M˜−1
(
M21
M31
)
,
where
M˜ =
(
M22 M23
M32 E
)
−
(
M21
M31
)(
M12 M13
)
.
By Lemma 2.2, M12 = O(
1
m3/2
) and M13 = O(
1
m2
). Thus we have
I00 = 1 +M12M21 +O(
1
m7/2
) = 1 +
n∑
i=1
|(S0, Si)|2 +O( 1
m7/2
).(5.1)
By the definition of Si(0 ≤ i ≤ n), we have
(S0, Si) = λ(0,··· ,0)λ(0,··· ,1,··· ,0)
∫
|z|≤ logm√
m
zia
mdVg +O(
1
m2
).(5.2)
It is easy to see (cf. [11]) that
|λ(0,··· ,0)|−2 =
1
mn
(1 +O(
1
m
))
|λ(0,··· ,1··· ,0)|−2 =
1
mn+1
(1 +O(
1
m
)).
(5.3)
On the other hand, since
log a = −|z|2 + 1
4
Rijklzizjzkzl +O(|z|5),
and since
log det gij = −Rijzizj +O(|z|3),
we have∫
|z|≤ logm√
m
zia
mdVg = − 1
12
m
∫
|z|≤ logm√
m
Rpqrs,tδiuzpzrztzqzszue
−m|z|2dV0
− 1
2
∫
|z|≤ logm√
m
Rpq,rδiuzpzrzqzue
−m|z|2dV0 +O(
1
m2
).
where dV0 is the Euclidean volume form.
Thus by Lemma 4.1, we have∫
|z|≤ logm√
m
zia
mdVg = −1
2
ρ
mn+2
(1 +O(
1
m
)).(5.4)
Using (5.1), (5.2), (5.3) and (5.4), we see that
σ3 =
1
4
|D′ρ|2.
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We now estimate
|λ(0,··· ,0)|−2 =
∫
|z|≤ logm√
m
amdVg
to the term 1
mn+3
, from which a3 can be calculated.
We define our notations in the following equations in addition to Equa-
tion (4.2)- (4.6).
|R|2 =∑ni,j,k,l=1 |Rijkl|2
|Ric|2 =∑ni,j=1 |Rij |2
|D′ρ|2 =∑ni=1 | ∂ρ∂zi |2|D′Ric|2 =∑ni,j,k=1 |Rij,k|2
|D′R|2 =∑ni,j,k,l,p=1 |Rijkl,p|2
div div (ρRic) =
∑n
i,j=1(ρRji)ji
div div (R,Ric) =
∑n
i,j,k,l=1(RijklRji)lk
R(Ric,Ric) =
∑n
i,j,k,l=1RijklRjiRlk
Ric(R,R) =
∑n
i,j,k,l,p,q=1RijRjkpqRkiqp
σ1(R) =
∑n
i,j,k,l,p,q=1RijklRlkpqRqpji
σ2(R) =
∑n
i,j,k,l,p,q=1RijklRpiqkRjplq
σ3(Ric) =
∑n
i,j,k=1RijRjkRki,
(5.5)
where “, p” represents the covariant derivative in the direction ∂∂zp .
In order to estimate |λ(0,··· ,0)|−2 up to the term 1mn+3 , we must use the Tay-
lor expansion of log a up to degree 8 and the Taylor expansion of log det gij
up to degree 6. Suppose we have the following expansions at x0:
log a = −|z|2 + e4 + e5 + e6 + e7 + e8 +O(|z|9)
log det(gij) = c2 + c3 + c4 + c5 + c6 +O(|z|7),
(5.6)
where e4, e5, e6, e7 and e8 are homogeneous polynomials of z and z of
degree 4,5,6,7 and 8, respectively and c2, c3, c4 c5 and c6 are homogeneous
polynomials of degree 2,3,4,5 and 6, respectively.
Considering the function em(log a+|z|
2)elog det gαβ , by (5.6), we have
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em(log a+|z|
2)elog det gij
= em(e4+e5+e6+e7+e8+O(|z|
9))ec2+c3+c4+c5+c6+O(|z|
7)
= 1 +m(e4 + e5 + e6 + e7 + e8) +
1
2
m2(e24 + e
2
5 + 2e4e5 + 2e4e6)
+
1
6
m3e34 + c2 +mc2(e4 + e5 + e6) +
1
2
m2c2e
2
4 + c3 +mc3e5 + c4
+mc4e4 + c5 + c6 +
1
2
mc22e4 +
1
2
(c22 + c
2
3 + 2c2c3 + 2c2c4)
+
1
6
c32 +O(· · · ),
where O(· · · ) represents the sum of terms, each of which is less than a
constant multiple of mµ|z|t for some µ and t such that t − 2µ > 6. Those
terms will not affect the value of a3, and can be omitted.
Let K(ϕ) be the functional defined in Equation (4.10). We have K(e5) =
K(e7) = K(c2) = K(c5) = K(c2e5) = K(c2c3) = 0. Thus
|λ(0,··· ,0)|−2 = K(em(|z|
2+log a)elog det gij)
= K(1) +mK(e4) +mK(e6) +mK(e8) +
1
2
m2K(e24)
+
1
2
m2K(e25) +m
2K(e4e6) +
1
6
m3K(e34) +K(c2) +mK(c2e4)
+mK(c2e6) +
1
2
m2K(c2e
2
4) +mK(c3e5) +K(c4) +mK(c4e4)
+K(c6) +
1
2
mK(c22e4) +
1
2
K(c22) +
1
2
K(c23) +K(c2c4)
+
1
6
K(c32) +O(· · · ).
(5.7)
Suppose A is a homogeneous polynomial on Cn:
A =
∑
I,J
AI,JzIzJ ,
where zI = zi1 · · · zip and zJ = zj1 · · · zjp for I = (i1, · · · , ip) and J =
(j1, · · · , jp). Define
L(A) =
1
p!
∑
I
∑
σ∈Σ
AI,σ(I).
Sometimes we also use L(AI,I) to denote L(A). For example,
L(Rijklzizkzjzl) = L(
∑
Riijj) = −ρ, the scalar curvature. By Lemma 4.1
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and Equation (5.7), we have
|λ(0,··· ,0)|−2 =
1
mn
(1 +
1
m
(2L(e4) + L(c2))
+
1
m2
(6L(e˜6) + 12L(e
2
4) + 6L(c2e4) + L(c
2
2) + 2L(c˜4))
+
1
m3
(L(c32) + 3L(c
2
3) + 6L(c2c˜4) + 24L(c˜4e4) + 12L(c
2
2e4) + 60L(c2e
2
4)
+ 120L(e34) + 120L(e4 e˜6) + 24L(c2e˜6) + 24L(c3e5) + 60L(e
2
5)
+ 6L(c˜6) + 24L(e˜8)) +O(
1
m4
)).
(5.8)
Proposition 5.1. With all the notations as above, we have
L(c32) + 3L(c
2
3) + 6L(c2c˜4) + 24L(c˜4e4) + 12L(c
2
2e4) + 60L(c2e
2
4)
+ 120L(e34) + 120L(e4e˜6) + 24L(c2e˜6) + 24L(c3e5) + 60L(e
2
5)
+ 6L(c˜6) + 24L(e˜8)
= −1
8
∆∆ρ+
1
4
|D′ρ|2 + 1
4
|D′Ric|2 − 1
24
|D′R|2 + 1
6
ρ∆ρ+
3
8
Rijρji
− 1
48
ρ3 − 1
12
ρ|Ric|2 + 1
48
ρ|R|2 − 1
12
σ1(R) +
1
24
σ2(R) +
1
6
σ3(Ric)
+
1
4
R(Ric,Ric).
(5.9)
We postpone the proof of this proposition to the Appendix of this paper.
Proposition 5.2. We have
div div (R,Ric) = −Rijρji − 2|D′Ric|2 +RjilkRij,kl
−R(Ric,Ric) − σ3(Ric)
div div (ρRic) = 2|D′ρ|2 +Rijρji + ρ∆ρ
∆|R|2 = −2RjilkRij,kl + 2|D′R|2 + 4σ1(R)− 2σ2(R) + 2Ric(R,R)
∆|Ric|2 = 2|D′Ric|2 + 2Rijρji + 2R(Ric,Ric) + 2σ3(Ric)
∆ρ2 = 2|D′ρ|2 + 2ρ∆ρ.
Proof: A straightforward computation.
From (4.12), we know
|λ(0,··· ,0)|−2 =
1
mn
(1− 1
2
ρ
1
m
− (1
3
∆ρ+
1
24
(|R|2 − 4|Ric|2 − 3ρ2)) 1
m2
+O(
1
m5/2
).
The term a3 can be computed from Proposition 5.1, Proposition 5.2, Theo-
rem 5.1, Equation (2.1), (2.2), (5.8) and the above expression.
26
Example 1. Let M = CPn, L = O(1) be the hyperplane bundle. For any
m, √
(m+ n)!
P !
zP
for P ∈ Zn+ with |P | = m form an orthonormal basis of H0(M,Lm). Using
this we see that∑
|P |=m
||
√
(m+ n)!
P !
zP ||2hm =
(m+ n)!
m!
= mn(1 +
1
2
n(n+ 1)
1
m
+
1
24
n(n+ 1)(n − 1)(3n + 2) 1
m2
+
1
48
n2(n+ 1)2(n− 1)(n − 2) 1
m3
+O(
1
m4
)).
Corollary 5.1. Riemann-Roch Theorem can be recovered from Theorem 1.1,
at least asymptotically. Integration against M on both side of (1.1) gives
dimH0(M,Lm) = mn(vol(M) +
1
2
c1(M)
1
m
+
1
12
(c2 + c
2
1)
1
m2
+
1
24
c1c2
1
m3
+O(
1
m4
)).
6. Appendix
In this Appendix we prove Proposition 5.1. Using the notations as in the
previous sections, it is splitted into the following 13 claims.
Claim 1.
L(c32) = −
1
6
(ρ3 + 3ρ|Ric|2 + 2σ3(Ric)).
Proof:
L(c32) = −
1
6
(RiiRkkRpp +RiiRkpRpk +RikRkiRpp
+RikRkpRpi +RipRkiRpk +RipRkkRpi)
= −1
6
(ρ3 + 3ρ|Ric|2 + 2σ3(Ric)).
Claim 2.
3L(c23) = |D′ρ|2 +
1
2
|D′Ric|2.
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Proof:
3L(c23) =
3
2
L(Rii,kRpp,k)
=
1
2
(Rii,kRpp,k +Rip,kRpi,k +Rik,kRpp,i)
=
1
2
(2|D′ρ|2 + |D′Ric|2).
Claim 3.
12L(c22e4) =
1
4
(ρ3 − 2R(Ric,Ric) + 4σ3(Ric) + 5ρ|Ric|2).
Proof:
12L(c22e4) = −3L(RiikkRppRrr)
= −1
4
(RiikkRppRrr +RiikkRprRrp +RiikpRpkRrr +RiikpRprRrk
+RiikrRpkRrp +RiikrRppRrk +RikkpRpiRrr +RikkpRprRri
+RikkrRpiRrp +RikkrRppRri +RipkrRpiRrk +RipkrRpkRri)
=
1
4
(ρ3 − 2R(Ric,Ric) + 4σ3(Ric) + 5ρ|Ric|2).
Claim 4.
6L(c2c˜4) =
1
2
ρ∆ρ+Rijρji −
1
2
ρ|Ric|2 +R(Ric,Ric).
Proof:
6L(c2c˜4) =
3
2
L(Rpp(Rii,kk +RirkkRri))
=
1
2
(Rpp(Rii,kk +RirkkRri) + 2Rpk(Rii,kp +RirkpRri))
=
1
2
(ρ∆ρ− ρ|Ric|2 + 2Rpkρkp + 2R(Ric,Ric)).
Claim 5.
120L(e34) =
1
48
ρ3 +
1
4
ρ|Ric|2 + 1
16
ρ|R|2 − 1
2
R(Ric,Ric)
+
1
2
Ric(R,R)− 1
6
σ1(R)− 1
24
σ2(R) +
1
3
σ3(Ric).
Proof: Suppose
Akk1ll1pp1rr1
= L(Rkk1ll1Rpp1rr1).
Noting that Akk1ll1pp1rr1
is not symmetric, we have
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L(RiijjAkkllpprr) =
1
15
(RiijjAkkllpprr + 8RiijkAkjllpprr
+ 2RijklAjilkpprr + 4RijklAjipplkrr).
(6.1)
We compute the above expression term by term as follows:
Akkllpprr =
1
6
(RkkllRpprr + 4RkrllRpprk +RkrlpRpkrl)
=
1
6
(ρ2 + 4|Ric|2 + |R|2).
(6.2)
RiijkAkjllpprr = −RjkL(RkjllRpprr)
= −1
6
Rjk(RkjllRpprr +RkjlpRplrr +RkjlrRpprl
+RkllpRpjrr +RkllrRpjrp +RkplrRpjrl)
= −1
6
ρ|Ric|2 + 1
3
R(Ric,Ric) − 1
3
σ3(Ric)− 1
6
Ric(R,R).
(6.3)
RijklAjilkpprr = RijklL(RjilkRpprr)
=
1
6
Rijkl(RjilkRpprr +RjilpRpkrr +RjilrRpkrp
+RjklpRpirr +RjklrRpirp +RjplrRpirk)
= −1
6
ρ|R|2 − 2
3
Ric(R,R) +
1
6
σ2(R).
(6.4)
RijklAjipplkrr = RijklL(RjippRlkrr)
=
1
6
Rijkl(RjippRlkrr +RjipkRlprr +RjiprRlprk
+RjppkRlirr +RjpprRlirk +RjkprRlirp)
=
1
3
R(Ric,Ric) − 1
3
Ric(R,R) +
1
3
σ1(R).
(6.5)
Thus by (6.2) through (6.5), we have
L(RiijjAkkllpprr) =
1
15
(−1
6
ρ3 − 2ρ|Ric|2 − 1
2
ρ|R|2 + 4R(Ric,Ric)
− 4Ric(R,R) + 4
3
σ1(R) +
1
3
σ2(R)− 8
3
σ3(Ric)).
Claim 6.
24L(c˜4e4) = −1
4
ρ∆ρ+
1
4
ρ|Ric|2 −Ripρpi
−R(Ric,Ric) + 1
4
RipkrRpi,rk +
1
4
Ric(R,R).
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Proof:
24L(c˜4e4) = 24L((c˜4)iikk(e4)pprr)
= 4(c4)iikk(e4)pprr + 16(c˜4)ipkk(e4)pirr + 4(c˜4)ipkr(e4)pirk
=
1
4
(Riikk(Rpp,rr +RpαrrRαp) +Ripkk(Rrr,pi +RrαpiRαr)
+
1
4
Ripkr(Rpi,rk +RpαrkRαi))
= −1
4
ρ∆ρ+
1
4
ρ|Ric|2 −Ripρpi
−R(Ric,Ric) + 1
4
RipkrRpi,rk +
1
4
Ric(R,R).
Claim 7.
24L(c2e˜6) = −1
6
ρ∆ρ− 1
2
Rriρir +
1
3
ρ|Ric|2
+
1
6
ρ|R|2 −R(Ric,Ric) + 1
2
Ric(R,R).
Proof:
24L(c2e˜6) = −24(Rrr(e˜6)iikkpp)
= −6(Rrr(e˜6)iikkpp + 3Rri(e˜6)kkppir)
=
1
6
ρ(−∆ρ+ 2|Ric|2 + |R|2)
+
1
2
(Rri(−ρir +RksirRskpp +RpsirRspkk +RksprRskip)).
Claim 8.
120L(e4e˜6) =
1
12
ρ∆ρ+
1
2
Rkrρrk −
1
4
RipkrRpi,rk
− 1
6
ρ|Ric|2 − 1
12
ρ|R|2 +R(Ric,Ric) − 3
4
Ric(R,R) +
1
2
σ1(R).
Proof:
L(e4e˜6) =
1
10
((e4)iikk(e˜6)llpprr + 6(e4)rijj(e˜6)kkppir + 3(e4)ipkr(e˜6)llpirk)
=
1
1440
(−ρ(−∆ρ+ 2|Ric|2 + |R|2)
+ 6(−Rri)(−ρrk +RksirRskpp +RpsirRspkk +RksprRskip)
+ 3Ripkr(−Rpi,rk +RlsrkRslpi +RpsrkRsill +RlspkRslri))
=
1
1440
(ρ∆ρ− 2ρ|Ric|2 − ρ|R|2 + 6Rkrρrk + 12R(Ric,Ric)
− 6Ric(R,R)− 3RipkrRpi,rk + 3σ1(R)− 3Ric(R,R) + 3σ1(R)).
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Claim 9.
60L(c2e
2
4) = −
1
8
ρ3 − ρ|Ric|2 − 1
8
ρ|R|2
+R(Ric,Ric)− σ3(Ric)− 1
2
Ric(R,R).
Proof: We use the definition of Akkllpprr in Claim 5.
L(c2e
2
4) = −
1
80
(RiiAkkllpprr + 4RjkAkjllpprr)
= − 1
80
(
1
6
ρ3 +
4
3
ρ|Ric|2 + 1
6
ρ|R|2
− 4
3
R(Ric,Ric) +
2
3
Ric(R,R) +
4
3
σ3(Ric)).
Claim 10.
24L(c3e5) = −|D′ρ|2 − |D′Ric|2.
Proof:
24L(c3e5) = (Rii,kRpprr,k +Rip,kRpirr,k)
= −|D′ρ|2 − |D′Ric|2.
Claim 11.
60L(e25) =
1
12
(3|D′ρ|2 + 6|D′Ric|2 + |D′R|2).
Proof:
60L(e25) =
120
144
L(Riijj,kRpprr,k)
=
1
12
(3Riijj,kRpprr,k + 6Riijp,kRpjrr,k +Ripjr,kRpirj,k).
Claim 12.
6L(c˜6) = −1
6
∆∆ρ+
2
3
Rijρji −
1
3
RjipkRij,kp
+
2
3
|D′Ric|2 − 1
6
Ric(R,R) +
2
3
R(Ric,Ric) +
1
3
σ3(Ric).
Proof: Suppose we have the Taylor expansion of the function log a under
the local K-coordinates:
log a = −|z|2 + (e4)ijklzizkzjzl + (e
(1)
5 )ijklpzizkzpzjzl
+ (e
(2)
5 )ijklqzizkzjzlzq + (e˜6)ijklpqzizkzpzjzlzq +O(|z|7)
+ (2, 4) + (4, 2),
where (r, s) ∈ N represents the sum of terms of the form azIzJ such that
|I| = r, |J | = s. Those terms are irrelevant to the computation of a3 and
need not to be written out explicitly. Thus we have
gij = δij − 4(e4)ijklzkzl − 6(e(1)5 )ijklpzkzpzl − 6(e(2)5 )ijklqzkzlzq
− 9(e6)ijklpqzkzpzlzq +O(|z|5) + (1, 3) + (3, 1).
Thus the inverse matrix gij satisfies
gij = δij + 4(e4)jiklzkzl + 6(e
(1)
5 )jiklpzkzpzl + 6(e
(2)
5 )jiklqzkzlzq
+ 9(e˜6)jiklpqzkzpzlzq + 16(e4)jspq(e4)siklzpzqzkzl
+O(|z|5) + (1, 3) + (3, 1).
(6.6)
On the other hand
log det gij = (c2)ijzizj + (c
(1)
3 )ijkzizkzj + (c
(2)
3 )ijlzizjzl
+ (c˜4)ijklzizkzjzl + (c
(1)
5 )ijklpzizkzpzjzl
+ (c
(2)
5 )ijklqzizkzjzlzq + (c˜6)ijklpqzizkzpzjzlzq +O(|z|7)
+ (1, 3) + (3, 1) + (1, 4) + (4, 1) + (1, 5) + (5, 1) + (2, 4) + (4, 2).
Consequently
−Rij = ∂i∂j log det(gαβ) = (c2)ij + 2(c
(1)
3 )ijkzk + 2(c
(2)
3 )ijlzl
+ 4(c˜4)ijklzkzl + 6(c
(1)
5 )ijklpzkzpzl + 6(c
(2)
5 )ijklqzkzlzq
+ 9(c˜6)ijklpqzkzpzlzq +O(|z|5) + (0, 2) + (2, 0) + (0, 3) + (3, 0)
+ (0, 4) + (4, 0) + (1, 3) + (3, 1).
(6.7)
Using (6.6) and (6.7), we have
− 1
4
∂4ρ
∂zk∂zl∂zp∂zq
zkzpzlzq = 9(c˜6)iiklpqzkzpzlzq + 16(e4)jikl(c˜4)ijpqzkzlzpzq
+ 9(c2)ij(e˜6)jiklpqzkzlzpzq + 12(c
(1)
3 )ijp(e
(2)
5 )jiklqzkzlzpzq
+ 12(c
(2)
3 )ijq(e
(1)
5 )jiklpzkzpzlzq + 16(c2)ij(e4)jspq(e4)siklzpzqzkzl.
Thus
− 1
4
∂4ρ
∂zk∂zk∂zp∂zp
= 9(c˜6)iikkpp −
3
4
Rjiρij +
1
2
RjipkRij,kp − |D′Ric|2
+
1
4
Ric(R,R)−R(Ric,Ric) − 1
2
σ3(Ric).
Since
∆∆ρ =
∂2
∂zk∂zk
(gpq
∂2ρ
∂zp∂zq
) =
∂4ρ
∂zk∂zk∂zp∂zp
+Rqpρpq.
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We have
1
4
Rijρji −
1
4
∆∆ρ = 9(c˜6)iikkpp −
3
4
Rijρji +
1
2
RjipkRij,kp
− |D′Ric|2 + 1
4
Ric(R,R)−R(Ric,Ric)− 1
2
σ3(Ric).
Thus
(c˜6)iikkpp = −
1
36
∆∆ρ+
1
9
Rijρij −
1
18
RjipkRij,kp
+
1
9
|D′Ric|2 − 1
36
Ric(R,R) +
1
9
R(Ric,Ric) +
1
18
σ3(Ric).
Claim 13.
24L(e˜8) =
1
24
∆∆ρ− 5
12
|D′Ric|2 − 1
8
|D′R|2 − 7
24
Rijρji +
1
3
RjikpRij,pk
+
1
6
Ric(R,R)− 5
12
R(Ric,Ric) − 5
12
σ1(R) +
1
12
σ2(R)− 1
6
σ3(Ric).
Proof: A tedious but straightforward computation shows that
∂6 log det gij
∂zk∂zk∂zp∂zp∂zr∂zr
=
∂6gii
∂zp∂zp∂zk∂zk∂zr∂zr
− 6Rjikp
∂4gij
∂zp∂zl∂zr∂zr
− 6|D′Ric|2 − 3|D′R|2 + 6Ric(R,R)
+ 2σ1(R) + 2σ2(R)− 2σ3(Ric).
Thus using Claim 12,
242e8 = ∆∆ρ− 10|D′Ric|2 − 7Rijρji + 8RjikpRij,pk
− 3|D′R|2 + 4Ric(R,R) − 10R(Ric,Ric)
− 10σ1(R) + 2σ2(R)− 4σ3(Ric).
Proposition 5.1 follows from the above claims.
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