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Prenons nos distances pour
comparer des textes, les analyser et
les représenter
Jean-Pierre Barthélémy, Xuan Luong et Sylvie Mellet
1. Prolégomènes
1 L’usage de méthodes mathématiques pour traiter de données textuelles a une longue
tradition.  On se  souvient  que c’est  en étudiant  Pouchkine que Markov a  élaboré ses
chaînes. La linguistique mathématique (qui dépasse de très loin l’analyse des données
textuelles) a connu un peu partout un essor important et a fourni des modèles à bon
nombre de travaux portant sur le langage (Chomsky, Harris, Montague, …). On connaît
aussi, via des mathématiques fort sophistiquées, la profonde influence réciproque entre la
linguistique  formelle  et  l’informatique  (théorie  des  automates,  théorème  de  Church-
Rosser, lamda calcul…). Mais revenons au sujet de la présente livraison de CORPUS : les
distances  textuelles,  qui  permettent  d’évaluer  et  de  représenter  la  proximité  ou
l’éloignement entre deux ou plusieurs textes en fonction de divers paramètres (dont le
plus familier et le plus fréquemment étudié est leur lexique). Les mathématiques sont ici
beaucoup plus simples ; elles font appel à quelques rudiments sur les « espaces métriques
discrets »  souvent  couplés  avec  des  méthodes  de  représentation :  calcul  statistique
(articles de C.  Labbé & D.  Labbé,  de T.  Merriam),  analyses factorielles (articles de M.
Bécue-Bertaut,  d’É.  Brunet,  de M. Kastberg Sjöblom, de D.  Longrée & X. Luong, de D.
Valentin et al. ), multidimensional scaling (MDS1, article de T. Merriam) et représentation
arborée (article de X. Luong & S. Mellet, et aussi d’É. Brunet, de M. Kastberg Sjöblom). Par
espace métrique discret nous entendons que des textes sont comparés deux à deux à l’aide
d’une distance (ou d’une mesure de similitude, ou d'une mesure de dissimilarité). Celle-ci
peut être plus ou moins dépendante de la méthode de représentation utilisée en aval. Par
exemple  les  analyses  de  correspondances  marquent  une  nette  prédilection  pour  la
distance du khi-2. Toutes les mesures de dissimilarité (ou presque) peuvent se prêter à
une représentation arborée ou à une représentation issue du MDS. Ces représentations ne
sont  cependant pas  égales  relativement  à  la  fiabilité  des  interprétations.  Les  arbres
aiment bien s’appuyer sur des distances de Manhattan2 ou issues du modèle du contraste
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de Tverky (1977) ; la violation de l’inégalité triangulaire crée de méchants phénomènes
d’hyperbolicité3 en MDS.
2. Précautions d’emploi
2 Les analystes « statisticiens » de données textuelles marchent sur le fil d’un rasoir. Cette
déambulation leur fait encourir, au moins, trois risques :
• i. se couper la plante des pieds (même si couper les plantes du pied d’un arbre peut lui
redonner force et vigueur) ;
• ii. choir d’un côté ;
• iii. choir de l’autre.
3 (i) Le parti pris est d’adapter des textes aux instruments numériques qui seront mis en
œuvre pour les comparer. Classiquement, un corpus est réduit à des formes lexicales,
lemmatisées  ou  non,  selon  un  procédé  puisé  au  sein  d’une  panoplie  de  pratiques
possibles.  On peut,  ainsi,  ne s’intéresser qu’à l’usage des « mots »,  des substantifs,  de
l’environnement d’un thème générique (l’amour, la guerre, …), des phonèmes, des signes
de ponctuation, de certaines catégories grammaticales, ... Il n’y a ici que des approches
locales, fortement pilotées par des a priori de recherche particuliers. Les linguistes, les
philologues,  les  spécialistes de la littérature n‑ièmiste suivent des pistes qui,  tout en
s'affirmant plus globales, sont aussi fondées sur d'autres érudites localités.
4 (ii) En fonction de l’usage qui en est fait, toute métrique présente une part d’arbitraire et
des biais. Lorsqu’elle est libre relativement à une méthode de représentation, elle peut
avoir une grande influence sur les résultats. Une méthode peut aussi se révéler pertinente
pour la comparaison de textes et mal se prêter à un type de représentation donné. Par
ailleurs, lorsque les sorties (représentations) forcent peu ou prou les entrées (métriques),
ces dernières peuvent s’avérer peu fiables pour comparer, en amont, des textes.
5 (iii)  Seules  les  statistiques  descriptives  et  exploratoires,  et  non  pas  inférentielles  et
confirmatoires, sont sollicitées ici. Elles sont soumises à un certain nombre de contraintes
qui limitent pour une part leur puissance heuristique. Compte tenu des simplifications
opérées sur le lexique, on passe des signes aux formes ; on ne traite qu’une partie des
informations textuelles sélectionnée de manière relativement arbitraire. Le choix d’une
distance est lui-même en partie arbitraire (cf. ii). Enfin le choix d’une représentation peut
poser d’épineux problèmes. Ainsi dans les méthodes factorielles on retrouve exactement
(sous une présentation plus intelligible) ce que procure une distance de départ, mais à
condition d’en explorer toutes les dimensions.
6 Cependant deux écueils sont sur la route de l’analyste. Le premier, assez bien contourné
(encore que…), est l’écart entre le modèle calculé et les données observées. Celui-ci peut
être évalué de diverses manières (écarts-types, contributions, corrélations, « stress » pour
le MDS,  et  d’autres outils  plus élaborés dans le  cas  des analyses  arborées). Un autre
arbitraire  se  glisse  ici :  telle  ou  telle  méthode  apparaîtra  comme  plus  ou  moins
performante selon telle ou telle évaluation de l’approximation. Un second écueil, encore
plus redoutable, concerne la structure algorithmique des approches. Prenons l’exemple
des représentations arborées utilisées ici par É. Brunet , M. Kastberg Sjöblom, X. Luong &
S. Mellet. Elles correspondent à un problème, qualifié dans le jargon de l’algorithmique de
NP-difficile . Cela veut dire que s’il y a, sans conteste, une solution exacte, la fin du monde
sera  arrivée  avant  qu’un  ordinateur  en  soit  venu  à  bout  (sauf  si  les  machines
programmables ont vocation à prendre le relais du monde physique). Même si on peut
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évaluer l’adéquation d’un arbre aux données textuelles qu’il est censé représenter, rien
ne garantit que l’algorithme qui l’a trouvé a fourni le meilleur possible.
7 Les trois points soulignés ci-dessus nous semblent essentiels. La vocation des méthodes de
« statistique descriptive » en analyse de données textuelles n’est pas de trancher entre
des hypothèses, mais d’en suggérer. (Nous les aimons lorsqu’elle sont contre-intuitives).
Cependant,  compte tenu des  réserves  présentées  en (i),  (ii)  et  (iii),  le  calculateur  ne
saurait se substituer au linguiste. Quant à la validation d’une hypothèse (accompagnée
d’une probabilité d’erreur) elle relève,  pour sa part,  de la « statistique inférentielle ».
Celle-ci repose aussi sur des réductionnismes, sans doute aussi prégnants que ceux que
l’on rencontre dans les articles de cette livraison, mais qui se nichent dans le choix de
modèles probabilistes, évités par les approches descriptives.
3. Métriques intra et inter-textuelles
8 Nous avons déjà beaucoup parlé de distances, de mesures de similitude et de dissimilarité.
De quoi s’agit-il exactement ?
9 Une dissimilarité sur un ensemble fini X est tout simplement une application définie sur le
produit cartésien X F03FX, qui à tout couple (x,y) associe un nombre réel d(x,y) tel que
d(x,y) ≥ 0,
d(x,y) = d(y,x)
d(x,x)= 0
10 On a coutume de distinguer les dissimilarités propres qui vérifie d(x,y) = 0 lorsque x = y .
Techniquement, on appelle distance une dissimilarité propre qui vérifie une inégalité dite
triangulaire
d(x,y) ≤ d(x,z)+d(z,y) pour tout x,y,z
11 Une mesure de similitude varie en sens inverse d’une dissimilarité. Elle prend ses valeurs
maximales sur les couples de la forme (x,x). 
12 En  analyse  de  données  textuelles  on  dispose  d’abord  d’un  corpus.  Suivant  l’objectif
poursuivi celui-ci peut être un seul texte, divers textes d’un même auteur (article de M.
Kastberg Sjöblom), divers textes d’une même époque (article de X. Luong & S. Mellet),
divers textes correspondant à un même genre (article de T. Merriam), ou à des genres
différents.  Ces  textes  ne  sont  pas  forcément  « littéraires »,  ils  peuvent  être  issus
d’enquêtes  (article  de  M.  Bécue-Bertaut),  de  comptes  rendus,  de  recueils  provenant
d’expérimentation, par exemple en psychologie (article de D. Valentin et al.). Nous avons
vu que des  formes,  qui  correspondent  à  l’objet  de  l’étude,  en étaient  extraites.  Elles
constituent les lexiques sur la base desquels les textes seront comparés par le biais de
mesures de dissimilarité et/ou de similitude. On trouvera dans l’article d’É. Brunet une
étude  comparative  de  ces  mesures  et  dans  l’article  de  C.  Labbé  &  D.  Labbé  l’étude
approfondie de l’une d’entre elles.
13 On peut caractériser les mesures selon diverses dimensions.
• i. D’abord leur origine. 
14 Certaines viennent, telle la « distance de Jaccard », de l’écologie. D’autres, e.g. la distance
de Hamming, de la théorie de l’information. D’autres encore de la tradition mathématico-
physique : distance euclidienne, ou plus généralement de Minskovski, sans compter les
très nombreuses dissimilarités étudiées dans le cadre des espaces métriques discrets (Van
Cutsem, 1994). D’autres ne sont pas d’importation, mais ont été élaborées spécifiquement
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pour comparer des lexiques (connexion lexicale de Muller (1964), distance de Labbé &
Labbé (2001)).
• ii. Ensuite leur caractère local ou global. 
15 Dans le premier cas les textes sont comparés deux à deux indépendamment du corpus
étudié (c’est le cas des distances de Jaccard, Hamming …) ; dans le second les calculs sont
relativisés à l’ensemble du corpus (c’est le cas de la distance du khi-2 utilisée en AFC).
• iii. Enfin, elles peuvent être de nature combinatoire ou probabiliste. 
16 Dans  le  premier  cas,  elles  peuvent  être  ensemblistes  et  sont  alors  fondées  sur  des
comparaisons d'occurrences (éventuellement pondérées, en statistique on parle alors de
fréquences) entre deux lexiques L et L’. Se trouvent ainsi mobilisées les formes communes
à L et L’, celles qui sont dans L et non pas dans L’ (ou bien dans L’ et non pas dans L), ou
encore celles qui sont dans L et/ou dans L’. La distance de Jaccard est un archétype de
cette  famille  dont  le  modèle  du  contraste,  développé  par  Tversky  (1977),  rend
partiellement compte. Elles peuvent aussi être ordinales dans divers sens. Par exemple
Degenne  (1972)  compare  diverses  annonces  matrimoniales  en  utilisant  l’ordre
d’utilisation  de  descripteurs  (âge,  poids,  couleur  des  cheveux,  niveau  d’étude….) ;  on
trouvera  un autre  exemple  dans  ce  numéro où  les  ordres  comparent  les  fréquences
d’apparition de formes dans des lexiques (cf. X. Luong & S. Mellet). Dans le second cas
(distances  de  nature  probabiliste),  les  mesures  sont fondées  en particulier  (mais  pas
exclusivement) sur la notion d’indépendance des occurrences (cf. par exemple l’approche
binômiale de Muller (1968) utilisée par Brunet (1978), (1988)).
4. Quelques bribes bibliographiques
17 Nous espérons que le thème couvert par ce numéro de CORPUS convaincra les lecteurs
de la pertinence de l’usage de métriques en analyse de données textuelles. Malgré les
nécessaires précautions d’emploi que nous avons mentionnées plus haut, celles-ci offrent
une  alternative,  non  pas  prometteuse,  mais  ayant déjà  tenu  maintes  promesses,  à
l’impérialisme des corrélations. On verra aussi que les applications ont des objectifs assez
variés : par delà le problème de l’authentification d’un texte et de son attribution à un
auteur, qui a parfois monopolisé l’attention de manière excessivement médiatique, les
études linguistiques et littéraires peuvent se prévaloir de résultats très satisfaisants en
matière de classification générique, les calculs de distance permettant de regrouper puis
de caractériser des textes relevant d’un même sous-genre tel que le roman policier au
sein du roman des 19ème et  20 ème siècles  ou tel  que le  récit  biographique au sein de
l’histoire  dans  l’antiquité  latine.  Les  classifications  génériques  et  chronologiques
permettent  aussi  de mieux appréhender l’évolution des  œuvres  de certains  écrivains
particulièrement  productifs  et  d’en  structurer  la  diversité.  Dans  un  autre  type
d’application, les mesures de similarités thématiques,  éventuellement enrichies par la
prise en compte de divers paramètres énonciatifs, sont à la base des outils actuellement
les plus performants de classification et d’adressage automatique de documents (que ce
soit à des fins d’archivage ou de distribution de l’information). Les calculs de distance
sont  aussi  particulièrement  performants  en  matière  d’analyse  du  discours  politique,
comme l’ont montré entre autres les travaux de D. Labbé, de P. Lafon, de D. Mayaffre ou
d’A. Salem4. Enfin, nous avons tenu à ce que d’autres disciplines des sciences humaines et
sociales soient représentées dans ce rapide panorama : il s’agit ici de la sociologie et de la
psychologie qui élargissent ainsi  le champ d’application des méthodes exposées et en
dévoilent d’autres facettes.
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18 Pour terminer nous proposons ci-dessous une sélection bibliographique qui,  très loin
d'être exhaustive, concerne plus particulièrement les thèmes des articles présentés dans
cette livraison de CORPUS.
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NOTES
1.. Le propos du MDS est de représenter un ensemble fini de points muni d'une distance
– ou d'une dissimilarité – dans un espace euclidien de manière à optimiser un certain
critère (traduisant le niveau de fidélité de la représentation).
2.. Cette distance, qualifiée « de type L1 » en mathématique, traduit le fait que pour aller
d'un point à un autre on n'imite pas le vol d'un oiseau (distance euclidienne) mais que
l'on suit des rues qui se coupent à l'angle droit comme dans la partie de Manhattan située
avant Greenwich village. On l'appelle aussi « city block distance ».
3.. Il s'agit là d'un point très technique. Lorsqu'une dissimilarité ne vérifie pas l'inégalité
triangulaire (cf. infra p. 9) sa représentation dans un espace euclidien est fortement
biaisée par d'inexorables courbures.
4.. Cf., entre autres, D. Labbé (1983) François Mitterand : essai sur le discours, Grenoble : La
Pensée sauvage ; P. Lafon (1984) Dépouil-lements et statistiques en lexicométrie, Paris :
Champion ; D. Mayaffre (2000) Le poids des mots. Le discours de gauche et de droite dans l’entre-
deux-guerres, Paris : Champion ; A. Salem (1987) Pratique des segments répétés, Essai de
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statistique textuelle, Paris : Klincksieck ; A. Salem (1988) « Approches du temps lexical », 
Mots n°17, pp. 105-143 ; et de nombreux numéros de la revue Mots.
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