In this paper the work of Berestycki, Nirenberg and Varadhan on the maximum principle and the principal eigenvalue for second order operators on general domains is extended to Riemannian manifolds. In particular it is proved that the refined maximum principle holds for a second order elliptic operator on a manifold if and only if the principal eigenvalue is positive. ᮊ 1997 Academic Press
INTRODUCTION w x
The purpose of this work is to present an extension of the results in 2 to Riemannian manifolds. In that paper several results related to the maximum principle and the existence of a principal eigenvalue and eigenvector are given. Most proofs are based on some elliptic results, including Ž . the Alexandrov᎐Bakelman᎐Pucci ABP inequality, the Krylov᎐Safonov estimates as well as on an improved version of the maximum principle for Ž . narrow see Definition 4.2 domains. Once a corresponding maximum principle for narrow domains on manifolds as well as an inequality that can Ž . be used instead of ABP is proved, most of the results and proofs hold in this setting, too.
The proofs of these two facts, however, are nontrivial and rely in turn on w x several ideas from 2 .
This work was originally motivated by the study of symmetry properties w x of positive solutions of elliptic equations on symmetric domains. In 7 a generalization of the moving-planes method is given that allows us to consider some examples of domains with symmetries other than reflections with respect to a plane. In particular, when trying to prove such properties for operators on manifolds, we realized that the basic tool, the maximum principle for narrow domains, does not follow directly from the Euclidean case. However, once this is done, it seemed natural to extend also the w x results presented in 2 to manifolds.
PRELIMINARIES
We will be dealing with second order elliptic operators on manifolds. In Ž . order to be able to define a uniformly elliptic operator, let M , g be a n xs x, . . . , x g V ; R . Later on, we will use Euclidean balls in some 1 n i Ž . constructions e.g., Definition 4.2 . It will be assumed without explicit mention that these balls lie in the corresponding coordinate neighbourhood. In order to do that, let r be the maximal radius such that a 0 geodesic ball of such radius and with center at any point in ⍀ is contained Ž . < < in some V . If vol и denotes the volume on M and и the standard for all measurable E ; V . Let L be a second order elliptic operator on i M , which in terms of the local charts given above has the form
Ž . Ž . Ž . Ž . Ž .
i j i j i i k
Ž . Ž with a g C ⍀ . We will omit the superindex k when it is clear from the 
Ž . i
We recall the classical form of the maximum principle: DEFINITION 2.1. We say that the minimum principle holds for the operator L in ⍀ if
From now on we will assume that all functions w to which L is applied belong to W 2, n . We present two different sufficient conditions for the loc Ž w x . maximum principle to hold see 3; 6; 1; 4, Chap. 9 :
Ž . ii There is a function g g C ⍀ which is positive in ⍀ and satisfies Lg F 0.
Observe that the preceding conditions are also sufficient for the maximum principle to hold on manifolds. It is known that when ⍀ is a bounded domain in R n and the coefficients on L as well as Ѩ ⍀ have some degree of regularity, when the maximum principle holds if and only if the principal eigenvalue of yL for the Dirichlet problem is positive: 
The estimates presented here depend only on c , 
THE REFINED MAXIMUM PRINCIPLE
As we already mentioned, when studying symmetry properties of elliptic equations, a version of the maximum principle for sets of small measure allows one to consider more general domains and motivated the generalw x ization of the results in 2 to manifolds. Generally speaking, besides the maximum principle for narrow domains and two estimates due to Krylov w x and Safonov, the only remaining important tool in 2 is the In what follows, we present the notion of the refined maximum princiw x ple, as introduced in 2 . We also prove the maximum principle for narrow domains on manifolds as well as the inequality mentioned above. We specify what is understood by narrow. F , such that
Notice that a domain with sufficiently small volume is narrow. Indeed, let x g ⍀ be fixed. By definition we know that there exists V such that 
Ž .
Ž . For now, it is sufficient to say that u can be taken as zero for any point on 0 Ѩ ⍀ which admits some kind of barrier.
Ž .
In place of 5 in Section 2, we will require that for every sequence Ž .
We will denote by
Ž . where u g C ⍀ and x ª Ѩ ⍀, the fact that u x ª 0. We also say that sequence of open subsets of ⍀ ; M having smooth boundaries and such
have that the problem is bounded from above we will assume that the following condition holds Ž . Ž . A There is a positive function bounded from above, F A that satisfies
Then, by the usual maximum principle we get where C and ␣ sufficiently large positive constants, and A ) sup C e y␣ h .
1 Ž . and strongly in C J , for any compact set J ; ⍀ and
We clarify in what sense u vanishes at the boundary of ⍀.
Ž . which can be extended continuously to the point y, with h y s 0. b , r , and g, the metric on M , such that
and we may take ␦ F 1. Hence the functioñ
Letting j ª ϱ and keeping x fixed we get
Ž . Ž .
␦Ž . This last inequality implies the conclusion since h x ª 0 as x ª y. ; H .
j k
But then, by the usual maximum principle we get
Since j is arbitrary, this holds for the whole ⍀. Interchanging the roles of H , H we indeed have u s u .
Proof. Let z be the solution of H of
letting j ª ϱ the result follows. Also note that if f F 0, then z G 0 in H j j and so z G 0 in ⍀. 
Ž .0 Ž . Ž .
where ␣ depends only on r, C , and b. To check this take ) 0 and 0
Then by the maximum principle
Just as before with u , we see that u is obtained as the increasing limit of 
We may suppose C G ␣. Since u p u where u is the solution of
we see that
␣
Letting i ª ϱ we obtain the desired inequality.
We now present the following lemma, which will be used later repeatedly.
LEMMA 5.6. M satisfies the refined maximum principle in ⍀.
Ž .
Ž . Proof. Suppose w satisfies 4.7 and 4.8 , with the operator M, rather than L, and w F N. We use the following fact whose proof is immediate arguing by contradiction: 
w F ⑀in ⍀ .
Since ⑀ ) 0 was arbitrary the conclusion follows.
We now present the proof of the maximum principle for narrow domains on manifolds. 
Ž . Obser¨e that here
) 0, suitably small, s.t.
i.e., the complement of ⍀ fills at least a fixed fraction ␦ of the volume of Ž . B x, . Using this fact, we will construct a function¨such that
where 0 -depending on n, c , C , b, , and ␦ is to be chosen and0 0 satisfies¨G . We claim that the theorem follows by using the regular maximum principle. Indeed, consider
where a s 1 q ⑀ , ⑀ ) 0, ␣ ) 0 to be chosen. Then the above expression is equal to ␣ ␣ y¨q ay¨s y¨y a yŽ . Ž .
and this is less than or equal to zero if
so it suffices to choose 1 ) ␣ G ␣. We conclude that¨-a in ⍀ by Ž . condition ii is the Introduction. Now, suppose is sufficiently small so that
which is less than or equal to zero if is sufficiently small. To conclude, Ž . apply condition ii in the Introduction. Ž Ž. w x. We now construct the function¨see the proof in Theorem 2.5 in 2 . First we present a theorem we will need for this purpose which holds for Euclidean balls. Ž .
On B x, l Ѩ⍀ ,¨F¨F B . By applying the maximum principle in x G¨x G y B .
B B x x
Taking s r2 B 2 we obtain the estimate we wanted. Observe that does not depend on j, so by taking a convergent subsequence to a function in ⍀ we obtain the desired result.
The next estimate is, together with the maximum principle just proved, one of the crucial elements in some of the proofs and it will be used to replace ABP in some sense. Ž . Here again we remark that A is not needed.
i.e., ⍀ is narrow. Then, the function¨employed in the proof of Theorem 5.8 satisfies
Ž . Ž . so the conclusion follows.
Remark 5.11. It is worth noting that unlike the situation in R n , one cannot estimate u in general, purely in terms of the volume of ⍀. Here is 0 2 Ä 4 an example. Suppose the manifold is S _ P , P is the north pole, L the 2 2 Ž . usual Laplace operator on S , and let ⍀ s ⍀ be S _ B P , that is, the sphere minus a disc of radius with center at P, the north pole. Then max u depends on and we claim that u ª ϱ as ª 0. We now prove 0 0 the claim. We argue by contradiction. Then we define sup u x s C.
Ž .

)0, xg⍀ r
Let ª 0 through a sequence. Then, for a subsequence
Lu s y1. Let w be a solution in a neighbourhood ⌺ of P of Lw s y1. Then Ä 4 z s u y w is harmonic in ⌺ _ P and bounded near P. We may project stereographically from the north pole to a neighbourhood of P on the target plane there. The z, transformed, is a harmonic in the corresponding punctured neighbourhood and bounded near P. By the theorem on removable singularities, z is harmonic at P also. Hence u is regular and it satisfies Lu s y1 on all S 2 . This is impossible since H 2 Lu s 0.
S
Ž . In Section 7 we will need a slightly different version of 16 in Theorem 5.10 above, so we give the statement and proof next.
LEMMA 5.12. Let w be the solution of the problem
where K is a closed set in ⍀. Then there is a constant c , depending on n, c ,
, and r such that if Proof. We first observe as in the proof of Theorem 5.10, that we can Ž . assume ⍀ _ K to be narrow. Indeed, for every
Notice also that this set contains a neighbourhood of Ѩ ⍀ in ⍀. Ž . We now claim that a function z x can be constructed in such a way that Ž .
x
Just as in the proof of Theorem 5.8, we get 2 F z F B 2 ,
depending on n, c , C , , and r . Also, let z be the solution of
B B x x
We can therefore take sufficiently small so that the claim is proved. We now consider the function 1 y z. Then 
Ž .
and the conclusions follows.
THE PRINCIPAL EIGENFUNCTION
This section is devoted to proving the existence of a principal eigenfunction and some of its properties. Ž We say that is an eigenfunction of yL, with eigenvalue both . < < possibly complex if k 0, is bounded, and
The main result of this section is the following. ŽObser¨e that here the dependence on ⍀ includes also dependence on its . metric. Ž . Remark 6.2. In particular iii implies that can be extended as a 1 continuous function to every point y on Ѩ ⍀ where there is a strong Ž . barrier, and y s 0. In the proof it also will be established that is 1 1 the limit of the principal eigenvalues ; for a sequence of subdomains j ⍀ ; ⍀ ; ⍀ with smooth boundaries and D ⍀ s 1.
Before proceeding with the proof of Theorem 6.1, we need the following lemma. Ž .
4
Direct calculation shows that
In the region where
x 2c q nC q br ) r nC q br 3 Ž . Ž . Ž. 
Ž . then -sup yLr . So consider such a pair , and suppose
Ž . q F 0. By the sufficient condition ii for the maximum principle to Ž . hold see the paragraph after Definition 2.1 we have that indeed L q satisfies it in B . But then, since s 0 on ѨB , this would imply that r r F 0 in B . This contradiction concludes the proof.
r Ž Now we can give the proof of Theorem 6.1 equivalent to Theorem 2.1 w x. in 2 .
Suppose that ⍀ contains the closure of a ball of radius R. Let C be the constant in Lemma 6.3 and fix ␦ ) 0 such that Ž . Now a g C ⍀ , and hence there is a principal eigenvalue and
s 1, and
Since ) 0 in ⍀ , using the usual maximum principle we have
We apply the Krylov᎐Safonov᎐Harnack inequality. It asserts that if u ) 0 satisfies Lu s 0 in a bounded domain ⍀, then for any closed subset K ; ⍀, there is a constant C depending only on K, ⍀, c , C , and b, such 
xªѨ U j
Now, applying the maximum principle and the inequality provided by Theorem 5.10, and since F cR y2 by Lemma 6.3
and so
By interior W 2, p estimates we then have
Ž . Ž . To prove iii we show that 
By letting j ª ϱ we get
1
The following theorem gives a lower bounded for in case ⍀ is Ž . Ž .
Then there is a positi¨e constant depending only on n, c ,
r , and ␦ such that
Ž . The proof is immediate from 10 in Section 5, from which we obtain 2 s . 1 y Remark 6.6. Observe that nothing is assumed about the diameter of ⍀.
Ž . Also observe that Theorem 6.5 implies that L, ⍀ ) 0 in case is so 1 small that r 2 ) sup c.
SOME OTHER RESULTS
w x In this section we present two of the central results of 2 in the context of Riemannian manifolds. Ž . and ) 0 in U, so condition ii in Section 2 holds. This fact will be used 1 repeatedly. Now we present the following lemma. Proof. Choose a closed set K in ⍀ such that yn r2
where k is the constant in Theorem 5.12. We know that there exists a unique L ϱ solution of
By using Theorem 5.12, we obtain
Next, by the Krylov᎐Safonov᎐Harnack inequality, we know that
Thus L¨F 0 in ⍀ and
Using the previous lemma, we can obtain another important estimate.
Ž . LEMMA 7.3. Assume ⍀ ) 0. There is a constant C , depending on c , Letting j ª ϱ we obtain the conclusion of the lemma.
We also need the following result. 
Ž . Ž .
As an immediate corollary we have < < THEOREM 7.5. If ⍀ -, for some depending on n, c , and C , then 0 0 the refined maximum principle holds. 
< <
