Chasing Hamiltonian structure in gyrokinetic theory by Burby, J. W.
ar
X
iv
:1
50
9.
04
55
1v
1 
 [m
ath
-p
h]
  1
3 S
ep
 20
15
CHASING HAMILTONIAN STRUCTURE IN
GYROKINETIC THEORY
J. W. BURBY
A DISSERTATION
PRESENTED TO THE FACULTY
OF PRINCETON UNIVERSITY
IN CANDIDACY FOR THE DEGREE
OF DOCTOR OF PHILOSOPHY
RECOMMENDED FOR ACCEPTANCE
BY THE DEPARTMENT OF
ASTROPHYSICAL SCIENCES
PROGRAM IN PLASMA PHYSICS
ADVISER: H. QIN
SEPTEMBER 2015
© Copyright by J. W. Burby, 2015.
All rights reserved.
Abstract
Hamiltonian structure is pursued and uncovered in collisional and collisionless gyrokinetic
theory. A new Hamiltonian formulation of collisionless electromagnetic theory is presented that
is ideally suited to implementation on modern supercomputers. The method used to uncover this
structure is described in detail and applied to a number of examples, where several well-known
plasma models are endowed with a Hamiltonian structure for the first time. The first energy- and
momentum-conserving formulation of full-F collisional gyrokinetics is presented. In an effort to
understand the theoretical underpinnings of this result at a deeper level, a stochastic Hamiltonian
modeling approach is presented and applied to pitch angle scattering. Interestingly, the collision
operator produced by the Hamiltonian approach is equal to the Lorentz operator plus higher-order
terms, but does not exactly conserve energy. Conversely, the classical Lorentz collision operator is
provably not Hamiltonian in the stochastic sense.
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Chapter 1
Introduction
On microscopic scales, the physics of plasmas is Hamiltonian in nature. Neglecting quantum, rela-
tivistic, and radiative effects for simplicity’s sake, the microscopic description of a plasma consists
of a separate instance of the Lorentz force law for each plasma particle along with Maxwell’s
equations to couple everything together. This system of equations can be derived from a varia-
tional principle, which in turn can be used to derive a microscopic Hamiltonian functional and
Poisson bracket. These equations governing microscopic plasma physics have been called the
Klimontovich-Maxwell system, and their Lagrangian formulation is described for instance in
Qin et al. (2014).
With Hamiltonian structure ingrained so deeply in the foundation of the subject, plasma theory
ought to be some grand exercise in the broader theory of Hamiltonian systems. And when viewed
from a great distance, it is! However, for those in the trenches, studying plasma theory on a day-
to-day basis, things seem different. The equations governing microscopic plasma theory are so
hopelessly complicated that reduced plasma models are typically preferable to the Klimontovich-
Maxwell model. These reduced models are obtained by carefully and cleverly applying Occam’s
razor in order to tame the mathematical morass presented by the microscopic equations of motion.
Sometimes, for instance in the case of ideal magnetohydrodynamics, the reduced model is prov-
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ably Hamiltonian in nature Morrison and Greene (1980) 1. However, often times the connection
between the reduced model and Hamiltonian mechanics is hazy at best. The most striking examples
of this divorce from Hamiltonian mechanics arise when collisions must be accounted for within
the confines of a continuum model. For instance the Landau collision operator probably cannot
be derived from a conventional variational principle. The same is true of the more-fundamental
Balescu-Lenard collision operator. More generally, there is a common feeling amongst plasma
physicists that “dissipative dynamics are not Hamiltonian.” Even when collisions are neglected,
there are reduced models that either fail to be Hamiltonian in nature, or so far have resisted at-
tempts to be cast in Hamiltonian form.
This thesis is devoted to revealing some new connections between Hamiltonian mechanics
and the particularly interesting reduced plasma model known as gyrokinetics. I believe that it
illustrates two general points in connection with the “Hamiltonian dichotomy” between reduced
plasma models and the microscopic plasma model just described. First, Hamiltonian mechanics
can be surprisingly useful in the study of reduced plasma models; the benefits of exploiting the
Hamiltonian formalism to formulate and study reduced models can be unpredictable. Second, the
connection between collisional plasma models and Hamiltonian mechanics is surprisingly deep;
while collision operators do not fit within the traditional Hamiltonian framework, they may very
well fit within a stochastic Hamiltonian framework La´zaro-Camı´ and Ortega (2008). The first
point is covered roughly by Chapters 2 through 4, while the second point is discussed in Chapter
5.
In Chapter 2, I present the results of an attempt to cast collisionless electromagnetic gyrokinet-
ics in Hamiltonian form, a theory that already enjoys several Lagrangian formulations. The earliest
of the Lagrangian formulations are given in Sugama (2000); Brizard (2000b,a), while more recent
additions can be found in Pfirsch and Correa-Restrepo (2004); Squire et al. (2013). Given the typ-
1In the case of ideal MHD, as well as many other Hamiltonian reduced models, it is still unclear how the reduced
model’s Hamiltonian structure is related to the microscopic Hamiltonian structure.
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ical intimate relationship between the Hamiltonian and Lagrangian formalisms, it is tempting to
believe that the Hamiltonian structure of electromagnetic gyrokinetics should be straightforward
to obtain. This was not the case. The usual Legendre transform technique fails when applied to
gyrokinetic Lagrangians (one problem is these Lagrangians are linear in the phase space velocity
of plasma species). Nevertheless, the existence of Lagrangian formulations of electromagnetic
gyrokinetics suggested that a Hamiltonian formulation should exist; the riddle was how to find
it. In the process of searching for this Hamiltonian structure, and with guidance from Professor
Morrison, I found it technically convenient to slightly reformulate electromagnetic gyrokinetics in
order to work with a manifestly gauge-invariant2 theory along the lines of Morrison (2013). Sur-
prisingly, this reformulation turned out to have several features that make it especially well-suited
to simulation on modern supercomputers. This is the first example in the thesis of a surprising
consequence of pursuing Hamiltonian structure in reduced plasma models.
In chapter 3 I give an extended account of the theoretical machine used to derive the gyrokinetic
Poisson bracket from Chapter 2. This machine, which eats (possibly degenerate) Lagrangians and
spits out Poisson brackets, is very closely related to the Peierls bracket formalism Peierls (1952),
as well as the Dirac constraint formalism used in Squire et al. (2013). Nevertheless, several of the
examples worked out in this chapter (besides electromagnetic gyrokinetics) are new. The first ex-
ample that contains a new result concerns the Vlasov-Darwin system. This system had previously
been cast in Hamiltonian form in Krause et al. (2007) using position-canonical momentum coor-
dinates on the single-particle phase space. The novelty of the example in this Chapter is that the
derivation of the bracket is done using position-velocity coordinates on the single-particle phase
space (which leads to a different expression for the bracket.) The second novel example is con-
cerned with deriving a bracket for the (quasi) neutral Vlasov system introduced by C. Tronci and
E. Camporeale in Tronci and Camporeale (2015). Tronci and Camporeale provide a Lagrangian
formulation of this reduced model, but stop short of passing to the Hamiltonian side. Thus, this
2Previous work on Lagrangian electromagnetic gyrokinetics was usually done in the Coulomb gauge.
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example presents a Poisson bracket and Hamiltonian functional for the neutral Vlasov model for
the first time. The final novel example derives a Poisson bracket for force-free electrodynamics
Gralla and Jacobsen (2014). Previously, a canonical bracket for this system was given in terms of
an Euler potential representation of the electromagnetic field. The non-canonical bracket presented
here does not use the Euler potential representation, and so is more general and potentially more
useful for future stability analyses.
Chapter 4 presents a result obtained in conjunction with Professor Brizard on an energy and
momentum conserving nonlinear collision operator for full-f gyrokinetics. This work serves as
the second example of a surprising consequence of applying the Hamiltonian formalism. The
key insight that lead to this collision operator was a peculiar way of expressing the particle-space
Landau operator in terms of single-particle Poisson brackets. A deep reason as to why the Poisson
bracket representation is as useful as it appears to be is still missing, and this is why the result is
somewhat surprising.
Finally, Chapter 5 contains the beginnings of a search for Hamiltonian structure underlying
reduced collisional models at a deeper level than discussed in Chapter 4. It begins by describing
generally how stochastic acceleration problems can be formulated in terms of stochastic Hamil-
tonian mechanics La´zaro-Camı´ and Ortega (2008). Where ordinary Hamiltonian mechanics is
concerned with one-parameter subgroups of the phase space symplectomorphism group, stochas-
tic Hamiltonian mechanics is concerned with Brownian motion on the symplectomorphism group.
The remainder of the chapter is then devoted to applying these ideas to the pitch angle scattering
problem, which can be formulated as an example of stochastic acceleration. A surprise here is that
there is a tension between energy conservation and the stochastic Hamiltonian formalism. The col-
lision operator produced using the Hamiltonian approach is equal to the Lorentz collision operator
plus higher-order terms, but does not exactly conserve kinetic energy. Conversely, the classical
Lorentz operator is provably outside the realm of stochastic Hamiltonian mechanics. As I discuss
at the end of the chapter, it seems likely that a way to overcome this problem is to slighly relax the
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Markov approximation. However, this realization came too late in my stay at Princeton, and so I
was not able to explore it more fully in this thesis.
Chapter 2
Hamiltonian formulation of the gyrokinetic
Vlasov-Maxwell equations
2.1 Introduction
Electromagnetic gyrokinetic theory (EMGT) is a model used to describe the turbulent transport of
particles and heat induced by fluctuating electric and magnetic fields in strongly magnetized plas-
mas. EMGT is, in many ways, a more utilitarian tool than the more-fundamental Vlasov-Maxwell
kinetic theory (VMKT). However, VMKT enjoys two important advantages over existing formu-
lations of EMGT. (I) When simulated on a computer, the VMKT field solve is local; advancing
the electromagnetic field in time at a given grid point only requires communication with nearby
grid points Bowers et al. (2009). (II) There is an energy principle for assessing the stability of
Vlasov-Maxwell equilibria Morrison and Pfirsch (1989) (also see Kruskal and Oberman (1958);
Holm et al. (1985); Morrison (1998); Andreussi et al. (2012, 2013) for similar energy principles in
other contexts). In contrast, modern EMGT simulations require global Poisson-like field solves at
each time step. This prevents EMGT simulations from scaling as favorably Madduri et al. (2011)
as VMKT simulations when the number of processing cores is increased at fixed problem size.
6
CHAPTER 2. HAMILTONIAN FORMULATION OF THE GYROKINETIC VLASOV-MAXWELL
EQUATIONS 7
Likewise, the free energy of perturbations to EMGT equilibria is unknown. Thus, the basic tool
for studying the stability of EMG equilibria by way of an energy principle is unavailable. The pur-
pose of this Chapter is to describe a new formulation of electromagnetic gyrokinetics that enjoys
properties (I) and (II). The new formulation, which we will refer to as the gyrokinetic Vlasov-
Maxwell (GVM) system, enjoys a local field solve and has an energy principle, while retaining the
traditional advantages of gyrokinetic theory.
2.2 The new formulation
The gyrokinetic Vlasov-Maxwell equations are given by
∂fs
∂t
= −LV gys fs (2.1a)
1
c
∂D
∂t
= ∇×H − 4π
c
Jgy (2.1b)
1
c
∂B
∂t
= −∇×E (2.1c)
∇ ·D = 4πρgy (2.1d)
∇ ·B = 0. (2.1e)
fs is the gyrocenter volume form of species s, V gys is the gyrocenter phase space velocity, LV gys
denotes the Lie derivative along the gyrocenter phase space velocity, Jgy is the gyrocenter current
density, ρgy is the gyrocenter charge density, E,B are the fluctuating electric and magnetic fields,
and D,H are the auxiliary electric and magnetic fields. The volume form fs is defined by re-
quiring that the number of particles of species s in a region of phase space U be given by
∫
U
fs.
The gyrocenter phase space velocity is specified by the time-dependent tensor form of Hamilton’s
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equations,
iV gys ω
gy
s = dKs − esE · dX, (2.2)
where ωgys is the gyrocenter symplectic form, Ks is the gyrocenter kinetic energy, and dX denotes
the vector line element in the space of gyrocenter positions. The gyrocenter symplectic form is the
sum of the guiding center symplectic form Cary and Brizard (2009); Burby et al. (2013a) and the
fluctuating magnetic flux,
ωgys = ω
gc
s −
es
c
B · dS, (2.3)
where dS is the surface element in the space of gyrocenter positions. The gyrocenter kinetic
energy is a functional of the fluctuating electric and magnetic fields, and is related to the gyrocenter
Hamiltonian by Hgys = Ks + esφ (an explicit expression for Ks will be given near the end of this
Chapter). The auxiliary fields D,H are related to E,B by using relations that emerge from the
Hamiltonian theory developed in Morrison (2013), i.e., the constitutive relations are given by
D = E − 4π δK
δE
(2.4)
H = B + 4π
δK
δB
, (2.5)
where K(f,E,B) =∑s ∫ fsKs(E,B).
Following Morrison (2013) the system above constitutes an infinite-dimensional Hamiltonian
system with dynamical variables f , D, and B, and Hamiltonian functional given by
H(f,D,B) = K(f, Eˆ,B) +
∫
Pˆ · Eˆ d3X
+
1
8π
∫ (
Eˆ · Eˆ +B ·B
)
d3X, (2.6)
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where Eˆ = Eˆ(f,D,B) is the electric field operator defined implicitly by the equation
D = Eˆ(f,D,B)− 4π δK
δE
(f, Eˆ(f,D,B),B), (2.7)
and Pˆ = Pˆ (f,D,B) is the gyrocenter polarization operator given by
Pˆ (f,D,B) =
1
4π
(D − Eˆ(f,D,B)). (2.8)
The noncanonical Poisson bracket is given by
[F ,G] =
Ns∑
s=1
∫
Bgys
(
d
δF
δfs
− 4πes δF
δD
· dX,d δG
δfs
− 4πes δG
δD
· dX
)
fs
+ 4πc
∫ (
δF
δD
· ∇ × δG
δB
− δG
δD
· ∇ × δF
δB
)
d3X. (2.9)
Here Bgys is the gyrocenter Poisson tensor, which is defined as follows. If za is a coordinate system
on the gyrocenter phase space and α, β are 1-forms on the same space, Bgys (α, β) = αaβb{za, zb}gys ,
where {·, ·}gys is the gyrocenter Poisson bracket. Note that a Poisson bracket for electrostatic gy-
rokinetics was given in Squire et al. (2013). The complexity of that bracket should be contrasted
with the relative simplicity of the bracket given here for electromagnetic gyrokinetics. This bracket,
which has a form akin to that of Morrison (2013), is to our knowledge the first demonstration of
Hamiltonian structure for any electromagnetic gyrokinetic theory.
2.3 Origins and comparisons
We arrived at this electromagnetic gyrokinetic system by modifying the standard variational deriva-
tion of electromagnetic gyrokinetics Sugama (2000); Brizard (2000b,a); Brizard and Hahm (2007);
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Squire et al. (2013). In the standard approach, a gyrokinetic system Lagrangian is constructed by
adding a gauge-dependent Xu and Wang (2013) net gyrocenter Lagrangian to a non-relativistic
limit (known as the Darwin limit) of the free Maxwell field Lagrangian. Applying appropriate vari-
ations to the system Lagrangian then produces the standard equations of EMGT. Roughly speaking,
adopting a gyrocenter Lagrangian instead of a particle Lagrangian amounts to dropping terms from
the particle equations of motion. Likewise, adopting the Darwin approximation amounts to drop-
ping terms from Maxwell’s equations. We modified this approach by adding a manifestly gauge
invariant net gyrocenter Lagrangian Pfirsch and Correa-Restrepo (2004) to the full free Maxwell
field Lagrangian to produce the system Lagrangian. Thus, in the modified approach, fewer terms
are dropped from Maxwell’s equations. While dropping these terms as in the standard approach
would be justified (using the assumption of non-relativistic particles), doing so is not necessary.
We therefore conclude that the GVM equations are no less accurate than standard EMGT.
2.4 Computational benefits
The usual argument for invoking the Darwin approximation in EMGT is that doing so eliminates
light waves. This may seem to be an especially compelling argument from a computational point
of view. After all, the presence of traveling waves with phase velocity c leads to a very restrictive
CFL condition for explicit integration schemes. Therefore, avoiding the Darwin approximation as
we have done may appear objectionable in a practical sense.
On the other hand, this numerical argument supporting the Darwin approximation is not as
strong as it appears. As is evident from the form of the GVM equations given above, avoiding
the Darwin approximation does not lead to Maxwell’s equations, but Maxwell’s equations in a
polarized and magnetized medium. Therefore, the light waves supported by these equations do not
travel at the speed of light in vacuum.
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It is well known Krommes (1993) that the dielectric constant resulting from gyrocenter polar-
ization is large, which implies that the speed of light is much smaller than c in a gyrokinetic plasma
(this is consistent with the notion of a so-called “gyrokinetic vacuum”). Using the long-wavelength
limit of the gyrokinetic dielectric function, ω2pi/ω2ci, as a rough approximation, we find that light
waves in the GVM equations propagate at the Alfve´n speed. Thus, the CFL constraint imposed by
light waves in the GVM equations is not nearly as strict as the usual argument might suggest 1.
An even stronger case can be made for the computational viability of this new formulation of
electromagnetic gyrokinetics. We first make the following simple observation. A familiar calcula-
tion shows that if∇·D = 4πρgy and∇·B = 0 at t = 0, then these equations will also be satisfied
for all subsequent times. This means that the evolution of the magnetic field and the auxiliary elec-
tric field is completely determined by the Ampe`re equation and the Faraday equation. Interestingly,
it can be shown that this property arises as a direct consequence of employing a gauge-invariant
gyrocenter Lagrangian; the quantity∇·D−4πρgy is the conserved quantity associated with gauge
symmetry by Noether’s theorem.
Now suppose the Ampe`re and Faraday equations were used to advance D and B in time on a
computer. Employing a simple explicit scheme, the following steps would have to be taken at each
time step. (1) Using the constitutive relations, computeE andH from the known values ofD and
B. (2) Compute ∇ ×H and ∇ × E. (3) Using a finite difference approximation for the partial
time derivative, solve for the new D and B.
Steps (2) and (3) clearly require only local operations, and so represent nearly embarrassingly
parallel computations. Again invoking the long wavelength limit, step (1) can also be seen to be
local. In this limit, there is a simple algebraic relationship between D and E (see Brizard (2013),
for example) that can be inverted analytically. Thus, the entire field solve step in an explicit time
1Strictly speaking, it is only light waves that travel perpendicular to the magnetic field that experience a reduced
propgation speed. Those that travel along the magnetic field lines may still travel near the speed of light in vacuum.
However, the numerical grids appropriate for gyrokinetic simulations are significantly elongated along the field lines,
which substantially reduces the parallel CFL condition.
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marching scheme for the GVM equations is nearly embarrassingly parallel. Such a field solve is
preferable to the nonlocal Poisson-like solves necessary in conventional EMGT, especially when
performing parallel simulations with very few particles per processing core.
2.5 Theoretical benefits
We will now turn from numerical benefits offered by the GVM equations in order to discuss their
analytical benefits. First, we mention the system’s conservative properties. An immediate con-
sequence of the GVM Poisson bracket structure is conservation of the Hamiltonian functional
(this follows from antisymmetry of the bracket). It is also not difficult to show that there is
a conserved momentum functional for each rotation or translation symmetry of the background
magnetic field. Finally, there is a large family of conserved functionals given by the Poisson
bracket’s Casimirs. These are functionals C that Poisson commute with every other functional, i.e.
∀F , [C,F ] = 0. Systems of gyrokinetic equations (electromagnetic or electrostatic) with exact
energy and momentum conservation laws can also be derived using the standard variational ap-
proach Scott and Smirnov (2010); Sugama (2000); Brizard (2000b,a); Pfirsch and Correa-Restrepo
(2004); Squire et al. (2013). Indeed, this was the main motivation for developing the standard vari-
ational formulations of gyrokinetics. However, variational approaches do not readily produce the
Casimir invariants (nor has it been shown that the usual variational formulations of EMGT possess
Poisson brackets and Casimir invariants at all).
Many of the GVM bracket’s Casimirs are given as follows. Let
Ωs = − 1
3!
ωgys ∧ ωgys ∧ ωgys (2.10)
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be the Liouville volume form defined by the gyrocenter symplectic form and introduce the gyro-
center distribution function, Fs, where
fs = FsΩs, (2.11)
then
Ch =
Ns∑
s=1
∫
TQ
hs(Fs) Ωs (2.12)
is a Casimir for each function of a single real variable hs. Moreover, any functional of∇·D−4πρgy
is a Casimir, which is one way of seeing that Eq. (2.1d) is satisfied in the Hamiltonian formulation
of the GVM equations.
Another advantage the Poisson bracket formulation of the GVM equations provides, which a
variational formulation does not, is immediate access to the theory of dynamically accessible vari-
ations Morrison and Pfirsch (1989) (see also Morrison (1998); Andreussi et al. (2013)). Suppose
we perturb a GVM equilibrium by switching on a small time-dependent term in the Hamiltonain,
i.e. H → H + δHt, where δHt is a time-dependent functional that is non-zero only in a brief
interval of time after t = 0. Using the Poisson bracket, we can give an energy principle for as-
sessing the stability of this perturbation in the limit where the kick caused by switching on δHt is
infinitesimal.
In this limit, and accounting for the fact that the perturbation is generated by altering the Hamil-
tonian, we find that the perturbed distribution function, auxiliary electric field, and magnetic field
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must have the form
δfs = −Lξsfs (2.13)
δD = −4πJ(ξ, f) + 4πc∇× β (2.14)
δB = −4πc∇×α, (2.15)
where α,β are arbitrary vector fields on configuration space, the phase space fluid displacement
vector ξs is determined by Hamilton’s equations,
iξsωgys = dχs + 4πesα · dX, (2.16)
with χs an arbitrary function on gyrocenter phase space, and J(ξ, f) is the gyrocenter current den-
sity generated by fiducial gyrocenters with phase space velocity ξs and distribution fs. Appealing
to the general theory of dynamically accessible variations (see e.g. Morrison (1998)), our pertur-
bation will be stable if the free energy functional δ2F (α,β, χ) is positive whenever δfs, δD, and
δB are not each zero. The free energy functional is defined by
δ2F (α,β, χ) =
1
2
[[H, S], S], (2.17)
where the functional S =
∑
s
∫
χs fs+
∫
α ·D d3X+∫ β ·B d3X . Physically, δ2F is the second-
order change in the energy functional H produced by our perturbation. In fact, δ2F functions as
the (conserved) Hamiltonian of the linearized GVM equations.
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We find that δ2F can be written in the form
δ2F =
∑
s
∫ (
1
2
ωgys (V
gy
s , ξs)δfs + δKs δfs
+
es
2c
δB · (V gys )X × (ξs)Xfs
)
+
1
8π
∫ (
δD · δE + δB · δH
)
d3X. (2.18)
Here X in a subscript denotes theX-component of a velocity field on phase space. The variations
δKs, δE, and δH are given by
δKs =
δKs
δE
[δE] +
δKs
δB
[δB] (2.19)
δE = ε−1[δD] + η[δB] (2.20)
δH = η†[δD] + µ−1[δB]. (2.21)
where the linear operators ε, µ, and η are given by (cf. Morrison (2013))
ε = 1− 4π δ
2K
δEδE
(2.22)
µ−1 = 1 + 4π
δ2K
δBδB
+ (4π)2
δ2K
δEδB
ε−1
δ2K
δBδE
(2.23)
η = 4πε−1
δ2K
δBδE
. (2.24)
In principle, an energy principle for electrostatic gyrokinetics analogous to this one could be de-
rived using the Poisson bracket given in Squire et al. (2013). However, the authors of that Refer-
ence deemed the electrostatic gyrokinetic Poisson bracket too complicated to be practically useful,
and so did not attempt deriving an expression for δ2F .
We have used this expression for δ2F to prove that, in the long wavelength limit, the thermal
equilibrium state in a uniform background magnetic field is stable. In this case, the gyrocenter
CHAPTER 2. HAMILTONIAN FORMULATION OF THE GYROKINETIC VLASOV-MAXWELL
EQUATIONS 16
kinetic energy is given by
K =
1
2
mv2‖ + ωcJ −
1
2
mc2
(
v‖
c
B⊥
Bo
+
E × bˆ
Bo
)2
, (2.25)
where J is the gyroaction, ωc is the signed gyrofrequency, B⊥ = B − bˆbˆ ·B, and Bo is the mag-
nitude of the background magnetic field. This expression agrees with that given by Krommes in
Krommes (2013) in the absence of magnetic fluctuations. The linear response functions ε−1, µ−1, η
are therefore given by the constant matrices
ε = 1 +
4πc2
v2A
(1− bˆbˆ) (2.26)
µ−1 = 1− 4πβ(1− bˆbˆ) (2.27)
η = 0, (2.28)
where β =
∑
s
msns〈v2‖〉s
B2o
is the plasma β and 〈·〉s denotes the velocity space average. Using these
expressions and the assumption of thermal equilibrium, a straightforward, but tedious calculation
leads to the following form for δ2F ,
δ2F =
∑
s
∫
1
2T
(
LξsHos − T
δB‖
Bo
)2
fs
+
1
8π
∫
δD · ε−1δD d3X
+
1
8π
∫
δB⊥ · µ−1 · δB⊥d3X
+
1
8π
∫
(1− 4πnT/B2o)δB2‖ d3X, (2.29)
where n =
∑
s ns is the total gyrocenter number density. As long as 4πβ and 4πnT/B2o are each
less than 1, a condition that is generally satisfied, δ2F is manifestly non-negative, which implies
linear stability.
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2.6 Concluding remarks
The Hamiltonian formulation of the GVM system given in this Chapter is completely determined
by two key quantities, the gyrocenter kinetic energy Ks, and the guiding center symplectic form
ωgcs . Suppressing species labels, the gyrocenter kinetic energy is given explicitly to second order
in the amplitude of the fluctuating fields, ǫδ, by
K(E,B) = Hgc − ǫδ 〈ℓ〉+ ǫ2δBgy(〈δΞ〉 ,d 〈ℓ〉)
+
1
2
ǫ2δ
〈
Bgys
(
LR[δΞ˜− dI(ℓ˜)], [δΞ˜− dI(ℓ˜)]
)〉
, (2.30)
where R is the infinitesimal generator of gyrophase rotations times the local gyrofrequency, I is the
inverse of the Lie derivative LR, angle brackets denote gyroangle averaging, and Q˜ = Q− 〈Q〉. In
standard guiding center coordinates, LR = ωc ∂∂θ , where θ is the gyrophase, which means I amounts
to an antiderivative in gyrophase. It can be shown that the second-order gyrocenter kinetic energy
has the same general form as Eq. (129) in Brizard and Hahm (2007). The relevant correspondences
between our symbols and those of Brizard and Hahm (2007) are ℓ ↔ −K1, Bgyab ↔ Jabo , δΞ ↔
∆Γ, and LRδΞ↔ LR(Γ¯1 + Γ1).
From this expression, it is clear that the gyrocenter kinetic energy is determined by the three
quantities Hgc, ℓ, and δΞ. Hgc denotes the guiding center Hamiltonian truncated at some desired
order in ρ/L. The function ℓ and the 1-form δΞ are defined in terms of any choice of the guiding
center Lie generators as follows. Decompose the guiding center transformation τgc : TQ → TQ
as τgc = τ2 ◦ τ1, where
τ1 = exp(G1) (2.31)
τ2 = · · · ◦ exp(G3) ◦ exp(G2) ≡ exp(G¯2), (2.32)
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and the Gk are the guiding center Lie generators. The leading-order guiding center transformation,
τ1, must be handled carefully in gyrokinetics because the fluctuating fields are allowed to have
short perpendicular wave lengths. The 1-form
δΞ = −e
c
(exp(−LG˜2)iG1U(LG1) + iG¯2U(LG¯2))B · dS, (2.33)
where the function U(x) = e−x/2 sinh(x/2)/(x/2), represents the perturbation to the guiding
center Lagrange 1-form produced by the fluctuating electromagnetic fields. The function
δH = e(exp(−LG˜2)iG1U(LG1) + iG¯2U(LG¯2))E · dX (2.34)
represents the perturbation to the guiding center kinetic energy caused by the same fields. The
function
ℓ = δΞ(V gyo )− δH, (2.35)
where V gyo is the unperturbred gyrocenter phase space velocity.
The Hamiltonian structure of the GVM equations reproduces that of the Vlasov-Maxwell sys-
tem Morrison (1980, 1982); Marsden and Weinstein (1982) under the substitutions
K → 1
2
mv2 (2.36)
ωgc → mdxi ∧ dvi. (2.37)
It is also interesting to compare [·, ·] to the bracket given in Morrison (2013). The only significant
difference comes from the manner in which the inductive electric field is built into the kinetic
equation.
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Finally, we note two possible directions for future research. (1) It may be useful to identify
a Poisson bracket for electromagnetic gyrokinetics in the Darwin approximation, i.e. standard
EMGT. The gyrokinetic Vlasov-Darwin equations are somtimes also referred to as the gyroki-
netic Vlasov-Poisson-Ampe`re equations Sugama (2000). A Hamiltonian formulation of the non-
gyrokinetic Vlasov-Darwin equations has already been given in Krause et al. (2007). (2) It seems
likely that the bracket and Hamiltonian given in this Chapter will provide the Hamiltonian structure
for the oscillation center Vlasov-Maxwell equations with appropriate substitutions for K and ωgc.
If this were true, then the benefits that our bracket brings to electromagnetic gyrokinetics could be
extended to certain kinds of laser-plasma interactions.
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Chapter 3
Boundary terms and Poisson brackets
3.1 Introduction
The purpose of this Chapter is twofold. The first is to describe a systematic procedure to pass from
an Euler-Poincare´ formulation Holm et al. (1998) of a physical system with advected parameters
and dynamical fields to a Poisson bracket formulation for that same system. The second is to apply
this procedure to the Euler-Poincare´ formulation of several reduced plasma models, including the
gyrokinetic Vlasov-Maxwell system presented in the previous Chapter. The value of a general
Eluer-Poincare´→ Poisson procedure stems from the fact that implementing approximations within
the Lagrangian formalism is a well-developed art, whereas finding approximations that respect the
Jacobi identity is much more subtle.
To pass from an Euler-Poincare´ formulation with a regular Lagrangian to a Poisson bracket
formulation, all that is necessary is the procedure outlined in Holm’s paper on Euler-Poincare´
theory Holm et al. (1998), which consists of two steps. First one passes from the parameterized
Lagrangian description to a parameterized Hamiltonian description using the Legendre transform.
Then one applies the theory developed by Marsden in his paper Marsden et al. (1984) on the Hamil-
20
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tonian side of semi-direct product theory to “give life” to the advected parameter and identify a
Poisson bracket for the total system.
When the Lagrangian is degenerate, the identification of an appropriate Poisson bracket is
more difficult; the conventional Legendre transform-based technique fails. Nevertheless, using
the theory of Dirac constraints, Cendra Cendra et al. (1998) and Squire Squire et al. (2013) have
derived brackets for specific Euler-Poincare´ systems with degenerate Lagrangians. Both Cendra
and Squire have rederived the Morrison-Marsden-Weinstein bracket. Squire has derived a bracket
for the Gyrokinetic Vlasov-Poisson equation. In principle, the methods used by these authors
could be adapted to suit our needs, but this is not the path we will follow. Instead we will develop
a technique that compliments those of Cendra and Squire. The motivation behind “reinventing
the wheel” is our desire to simplify the Cendra-Squire approach in such a way that clarifies how
advected parameters become dynamical variables and eliminates the need to explicitly introduce
the Dirac theory of constraints.
The technique we will develop is insensitive to the degeneracy of the parameter-dependent
Lagrangian. In this sense it is similar to the method of Cendra and Squire. However, we will not
employ the Dirac theory of constraints. Instead, we will apply a technique rooted in a careful
analysis of the boundary terms that appear when varying an action functional without keeping
endpoints fixed. In detail, our method consists of the following steps.
step 1— Identify an Euler-Poincare´ formulation for the system under consideration. In par-
ticular, identify a parameter-dependent Lagrangian, La : TQ × TG → R, where Q is the space
of dynamical fields, G is a Lie group (usually a diffeomorphism group), and the parameter a is an
element of a vector space V ∗ upon which G acts.
step 2— Eliminate the parameters by introducing a Lagrange multiplier. This method is de-
scribed in Cendra’s Lagrangian reduction by stages Cendra et al. (2001). The result of this simple
CHAPTER 3. BOUNDARY TERMS AND POISSON BRACKETS 22
step will be a Lagrangian L : TQ× TG× T (V × V ∗)→ R that embeds the original dynamics in
a slightly larger space.
step 3— Identify the submanifold Po ⊂ TQ × TG × T (V × V ∗) that serves as the aug-
mented system’s phase space. Note that this step involves analyzing the initial value problem
associated with L’s Euler-Lagrange equations. Possible gauge symmetries and degeneracies of
the Lagrangian make this step non-trivial in general.
step 4— Identify a Poisson bracket [·, ·]Po and Hamiltonian HPo on the augmented system’s
phase space using the boundary symplectic form methodology described in Marsden et al. (1998).
This bracket is essentially a Pierles bracket.
step 5— Observe that the Pierles bracket and Hamiltonian on the augmented phase space are
invariant under the action of the semidirect product S = G⋊ V . Perform Poisson reduction using
this symmetry, thereby identifying the Poisson bracket on the reduced phase space P = Po/S. In
this step, the Lagrange multiplier will be eliminated by the Poisson reduction, meaning P can be
thought of as the physical phase space for the system under consideration.
In what follows, we will illustrate this technique by applying it to a number of examples.
These include (i) the (generalized) Vlasov-Poisson system, (ii) the Vlasov-Darwin system, (iii)
the gyrokinetic Vlasov-Maxwell system, (iv) the neutral Vlasov model Tronci and Camporeale
(2015), and (v) force-free electrodynamics Gralla and Jacobsen (2014).
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3.2 The generalized Vlasov-Poisson system
3.2.1 Step 1: Euler-Poincare´ formulation
Let P be a 2N-dimensional symplectic manifold with symplectic form ω = −dϑ; note that P is
not necessarily a cotangent bundle and ω is not necessarily a canonical symplectic form. Let V ∗ =
Ω2N (P ) and G = Diff(P ) denote the space of 2N-forms on P and the group of diffeomorphisms
of P , respectively. A typical element of G will be denoted g ∈ G while a typical element of V ∗
will be denoted f ∈ V ∗.
The generalized Vlasov-Poisson system is defined by the parameter-dependent Lagrangian,
Lfo : TG→ R, given by
Lfo(g, g˙) =
∫
P
(g∗fo)ϑ(g˙ ◦ g−1)−H(g∗fo), (3.1)
where H : V ∗ → R is the generalized Hamiltonian functional. The generalized Vlasov-Poisson
dynamics follow from this Lagrangian by applying Hamilton’s principle to the following action
functional. Let P(G) and g ∈ P(G) denote the space of paths in G and a typical path in G,
respectively. The action functional Sfo : P(G)→ R is given by
Sfo(g) =
∫ t2
t1
Lfo(g(t), g˙(t)) dt. (3.2)
The Euler-Lagrange equations associated with this action functional can be derived as follows.
Let g = X(P ) and ξ ∈ g denote the space of vector fields on P and a typical vector field, respec-
tively. Notice that
Lfo(g, g˙) = ℓ(g˙ ◦ g−1, g∗fo), (3.3)
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where ℓ : g× V ∗ → R is given by
ℓ(ξ, f) =
∫
P
f ϑ(ξ)−H(f). (3.4)
It follows that the first (fixed-endpoint) variation of the action functional is given by
δSfo(g)[δg] =
∫ t2
t1
(∫
P
δℓ
δξ
(η˙(t) + [ξ(t),η(t)])− δℓ
δf
Lη(t)f (t)
)
dt
=−
∫ t2
t1
∫
P
(
d
dt
δℓ
δξ
+ Lξ(t)
δℓ
δξ
− d δℓ
δf
⊗ f (t)
)
· η(t) dt
=−
∫ t2
t1
∫
P
(
ϑ⊗ f˙(t) + Lξ(t)(ϑ⊗ f (t))− d
(
ϑ(ξ(t))− δH
δf
)
⊗ f (t)
)
· η(t) dt
=
∫ t2
t1
∫
P
f (t)
(
iξ(t)ω − dδH
δf
)
· η(t) dt, (3.5)
where
ξ(t) = g˙(t) ◦ g(t)−1 (3.6)
η(t) = δg(t) ◦ g(t)−1 (3.7)
f (t) = g(t)∗fo, (3.8)
and the functional derivatives are evaluated at (ξ(t), f (t)). The Euler-Poincare´ equations are there-
fore
iξ(t)ω = d
δH
δf
, (3.9)
which should be augmented with the equation
f (t) = g(t)∗fo. (3.10)
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Note that the last equation implies f˙ (t) = −Lξ(t)f (t).
3.2.2 Step 2: Introduction of the Lagrange multiplier
Note that the equation f˙(t) = −Lξ(t)f (t) from the previous section does not follow from the Euler-
Lagrange equations associated with the parameter-dependent Lagrangian Lfo because fo is treated
as merely a parameter in Hamilton’s principle. We can formally remedy this issue as follows.
Let V = V ∗∗ and χ ∈ V be the dual to V ∗ and a typical element of V , respectively. The
space V is properly the space of continuous linear functionals on V ∗, which is naturally the set
of distributional functions on P . Define the parameter-independent Lagrangian L : TG× T (V ×
V ∗)→ R by
L(g, g˙, χ, fo, χ˙, f˙o) = Lfo(g, g˙) +
∫
P
χ f˙o. (3.11)
When Hamilton’s principle is applied to the augmented action functional, S : P(G×V ×V ∗)→ R,
given by
S(g,χ, fo) =
∫ t2
t1
L(g(t), g˙(t),χ(t), fo(t), χ˙(t), f˙o(t)) dt, (3.12)
the resulting Euler-Lagrange equations are given by
f˙o(t) = 0 (3.13)
χ˙(t) = g(t)∗
(
ϑ(ξ(t))− δH
δf
)
(3.14)
iξ(t)ω = d
δH
δf
, (3.15)
where the functional derivatives are evaluated at g(t)∗fo(t). We have thus succeeded in embedding
the Euler-Poincare´ equations along with the advection equation into a larger system. We will refer
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to the system defined by Eqs. (3.13), (3.14), and (3.15) as the augmented generalized Vlasov-
Poisson equations (AGVP equations, for short).
3.2.3 Step 3: identification of the augmented phase space
We will now study the initial value problem associated with the augmented generalized Vlasov-
Poisson equations. In particular, we would like to identify a submanifold, Po ⊂ TG×T (V ×V ∗),
such that the AGVP equations define a first-order (infinite-dimensional) ODE on Po. In order to
accomplish this task, we will merely rearrange the AGVP equations given in the previous section
into the form of a first-order equation, and then deduce the allowed set of initial data.
As they were written in the previous section, the AGPV equations are nearly expressed as a
first-order system. In order to achieve the desired form, we re-write Eq. (3.15) in terms of g(t) and
substitute Eq. (3.15) into Eq. (3.15), giving
f˙o(t) = 0 (3.16)
χ˙(t) = g(t)∗
(
ϑ(XδH/δf )− δH
δf
)
(3.17)
g˙(t) = X δH
δf
◦ g(t), (3.18)
where the functional derivatives are evaluated at g(t)∗fo(t), which is clearly a first-order system
of equations in the variables (fo,χ, g). That is, there is a vector field Y on G× V × V ∗ such that
(g(t), g˙(t),χ(t), fo(t), χ˙(t), f˙o(t)) = Y (g(t),χ(t), fo(t)). (3.19)
The triple (fo, χ, g) belongs to the set G × V × V ∗, which can naturally be identified with
the graph of the vector field Y on G × V × V ∗ that is defined by Eqs. (3.16), (3.17), and (3.18).
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Therefore the AGVP equations naturally define a first-order system of ODEs on the submanifold
Po = {(g, g˙, χ, fo, χ˙, f˙o) ∈ TG× T (V × V ∗)|(g, g˙, χ, fo, χ˙, f˙o) = Y (g, χ, fo)} ≈ G× V × V ∗.
(3.20)
Interestingly, Eq. (3.18) implies that there is an invariant subset of Po given by
P¯o = {(g, g˙, χ, fo, χ˙, f˙o) ∈ Po|g ∈ Diffω(P )} ≈ Diffω(P )× V × V ∗, (3.21)
where Diffω(P ) is the set of symplectic diffeomorphisms of P . However, P¯o is not in one-to-one
correspondence with all solutions of the AGVP equations, whereas Po is. Therefore we will regard
Po as the phase space for the AGVP equations.
3.2.4 Step 4: derivation of the boundary symplectic form on Po
Because Po is a valid phase space for the AGVP equations, the AGVP dynamics formally define a
time-independent flow map Ft : Po = G× V × V ∗ → Po = G× V × V ∗, which is characterized
by the relations
F0 = idPo (3.22)
d
dt
Ft(g, χ, fo) = Y (Ft(g, χ, fo)), (3.23)
where Y is the vector field on G × V × V ∗ defined by Eqs. (3.16), (3.17), and (3.18). We can
therefore define a mapping Sol : Po → P(G× V × V ∗) given by
Sol(g, χ, fo)(t) = Ft−t1(g, χ, fo). (3.24)
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The mapping Sol can be used to pull back the augmented action functional S to the augmented
phase space Po, thereby defining the restricted augmented action
SPo = Sol∗S. (3.25)
By examining the exterior derivative of the restricted augmented action, we can identify a sym-
plectic form, and therefore Poisson brackets, on the augmented phase space Po. This can be seen
using the following formal manipulation.
Let (g, χ, fo) ∈ Po be an arbitrary point in the augmented phase space. Let
(g(t),χ(t), fo(t)) = Ft−t1(g, χ, fo). (3.26)
Because the AGVP dynamical equations imply fo(t) = fo, the restricted augmented action evalu-
ated at (g, χ, fo) is given by
SPo(g, χ, fo) =
∫ t2
t1
Lfo(g(t), g˙(t)) dt =
∫ t2
t1
ℓ(ξ(t), g(t)∗fo), (3.27)
where ξ(t) = g˙(t) ◦ g(t)−1. Using the AGVP equations of motion, we can therefore write
dSPo = F
∗
t2−t1Ξ− Ξ, (3.28)
where Ξ is a one-form on Po given by
Ξ(g, χ, fo)[δg, δχ, δfo] =
∫
P
χ δfo + ϑ(δg ◦ g−1) g∗fo. (3.29)
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Differentiating Eq. (3.28) in t2 (and remembering that SPo depends on t2), we obtain
dS˙Po = LY Ξ⇒ iY dΞ = −d
(
Ξ(Y )− S˙Po
)
, (3.30)
where the functional S˙Po : Po → R is given by
S˙Po(g, χ, fo) = ℓ
(
XδH/δf(g∗fo), g∗fo
)
. (3.31)
Equation (3.30) immediately implies that the 2-form ωPo = −dΞ is preserved by the AGVP flow,
Ft. Moreover, because it is not hard to show that ωPo is non-degenerate, the AGVP equations can
be written in Poisson bracket form, i.e. given a functional F : Po → R,
F˙ = [F ,HPo]Po , (3.32)
where
HPo(g, χ, fo) = Ξ(Y )− S˙Po
= H(g∗fo) (3.33)
is the augmented system’s energy functional and [·, ·]Po is the Poisson bracket obtained by inverting
the two-form ωPo .
We will conclude this section by deriving an explicit expression for the bracket [·, ·]Po . First
observe that if F : Po → R is a functional, then the associated Hamiltonian vector field YF , i.e.
the vector field on Po that satisfies
iYFωPo = dF , (3.34)
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is related to the Poisson bracket according to the formula
LXFG = [G,F ]Po . (3.35)
Because the Lie derivativeLXFG would be easy to calculate if XF were known, we will compute a
general expression for XF . To this end, it is useful to observe that any integral curve of the vector
field XF is a critical point of a phase space variational principle. That is, an integral curve of YF is
automatically a critical point of action functional AF : P(G× V × V ∗)→ R given by
AF(g,χ, fo) =
∫ t2
t1
(
Ξ(g(t),χ(t),fo(t))[(g˙(t), χ˙(t), f˙o(t))]− F(g(t),χ(t), fo(t))
)
dt. (3.36)
Therefore we can derive an expression for YF by varying the action given in Eq. (3.36). For the
sake of varying F w.r.t. g, we introduce the convention that if H is a functional on Po, then
δH/δg(g, χ, fo) is the unique 1-form on P that satisfies
dH(g, χ, fo)[δg, 0, 0] =
∫
P
(
δH
δg
(g, χ, fo)⊗ g∗fo
)
· (δg ◦ g−1). (3.37)
The first (fixed-endpoint) variation of AF is given by
δAF(g,χ, fo)[δg, δχ, δfo] =∫ t2
t1
∫
P
[(
f˙o(t)− δF
δχ
)
δχ+
(
g(t)∗(ϑ(ξ(t)))− δF
δfo
− χ˙(t)
)
δfo(t)
+
(
iξ(t)ω − g(t)∗f˙o
g(t)∗fo
ϑ− δF
δg
)
⊗ (g(t)∗fo(t)) · η(t)
]
dt, (3.38)
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where
ξ(t) = g˙(t) ◦ g(t)−1 (3.39)
η(t) = δg(t) ◦ g(t)−1, (3.40)
and functional derivatives are evaluated at (g(t),χ(t), fo(t)). It follows that YF is specified by the
relations
g˙(t) = ω−1
(
δF/δg + g(t)∗δF/δχ
g(t)∗fo
ϑ
)
◦ g(t) (3.41)
χ˙(t) = g(t)∗
(
ϑ
(
ω−1
(
δF/δg + g(t)∗δF/δχ
g(t)∗fo
ϑ
)))
− δF/δfo (3.42)
f˙o(t) = δF/δχ, (3.43)
where ω−1 denotes the inverse of the linear map X → iXω. This formula for YF proves that the
two-form −dΞ is non-degenerate. Moreover, we can now write down the Poisson bracket [·, ·]Po
using Eq. (3.35). The result is
[F ,G]Po =
∫
P
B
(
δF
δg
,
δG
δg
)
g∗fo +
δF
δfo
δG
δχ
− δF
δχ
δG
δfo
+
∫
P
g∗
(
δG
δχ
)
B
(
δF
δg
, ϑ
)
− g∗
(
δF
δχ
)
B
(
δG
δg
, ϑ
)
, (3.44)
where B denotes the Poisson tensor assocaited with the symplectic form ω, i.e. given 1-forms on
P , α and β,
B(α, β) = ω(ω−1(α), ω−1(β)). (3.45)
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3.2.5 Step 5: perform Poisson reduction to obtain bracket on physical phase
space
We have now identified the Hamiltonian,
HPo(g, χ, fo) = H(g∗fo), (3.46)
and Poisson bracket for the augmented generalized Vlasov-Poisson system. The Jacobi identity is
satisfied because the bracket has been obtained by inverting the symplectic form −dΞ. The modi-
fier “augmented” is appropriate because the dynamical variable χ has no direct physical meaning.
On the other hand, the variables g and fo together comprise an element of the physical Lagrangian
(as opposed to Eulerian) phase space; g gives the configuration of particles in the single-particle
phase space P and fo gives the reference phase space density. The purpose of the additional vari-
able χ is to extend the Lagrangian phase space just enough to allow for a non-degenerate Poisson
bracket.
The appearance of the variable χ perhaps seems awkward at this stage. However, observe
the following. The set V is a Lie group under addition that is a symmetry group for the AGVP
equations. Specifically, for each δχ ∈ V , we can define a mapping Tδχ : Po → Po given by
Tδχ(g, χ, fo) = (g, χ+ δχ, fo), (3.47)
which clearly satisfies the defining properties of a group action,
Tδχ1+δχ2 = Tδχ1 ◦ Tδχ2 (3.48)
T0 = idPo . (3.49)
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This group action leaves the augmented Hamiltonian HPo and the augmented Poisson bracket
[·, ·]Po invariant in the sense that
T ∗δχHPo = HPo (3.50)
T ∗δχ[F ,G]Po = [T ∗δχF , T ∗δχG]Po , (3.51)
for arbitrary δχ ∈ V and functionals F ,G. These properties are quick to verify. Therefore we
can define a Hamiltonian and Poisson bracket on the first reduced phase space PL = Po/V , which
is naturally the physical Lagrangian phase space, G × V ∗. The Lagrangian Hamiltonian, HPL :
PL → R, is simply given by
HPL(g, fo) = H(g∗fo). (3.52)
The Lagrangian Poisson bracket, [·, ·]PL , is defined in terms of the projection map πL : Po → PL
given by
πL(g, χ, fo) = (g, fo). (3.53)
We have
π∗L[F,G]PL = [π
∗
LF, π
∗
LG]Po , (3.54)
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which defines [·, ·]PL unambiguously because Tδχ leaves the Poisson bracket invariant. In particu-
lar,
[F,G]PL(g, fo) = [π
∗
LF, π
∗
LG]Po(g, χ˜, fo) (3.55)
=
∫
P
B
(
δF
δg
,
δG
δg
)
g∗fo, (3.56)
where χ˜ is arbitrary and the functional derivatives are evaluated at (g, fo). It does not matter which
χ˜ is chosen because
[π∗LF, π
∗
LG]Po(g, χ˜+ δχ, fo) = T
∗
δχ([π
∗
LF, π
∗
LG]Po)(g, χ˜, fo)
= [T ∗δχπ
∗
LF, T
∗
δχπ
∗
LG]Po(g, χ˜, fo) (by Eq. (3.193))
= [π∗LF, π
∗
LG]Po(g, χ˜, fo) (by Eq. (3.53)). (3.57)
The relation given in Eq. (3.54) shows that the Lagrangian bracket automatically satisfies the Jacobi
identity. Thus, the awkwardness introduced by the additional variable χ is only apparent; we have
obtained a physical Hamiltonian formulation for the generalized Vlasov-Poisson in Lagrangian
labeling by recognizing that the augmented Hamiltonian and bracket are independent of χ. This
Hamiltonian formulation is “physical” in the sense that all dynamical variables are physically
significant.
The set G is a symmetry group of the generalized Vlasov-Poisson system in Lagrangian label-
ing. Specifically, for each h ∈ G, we can define a mapping Rh : PL → PL given by
Rh(g, fo) = (g ◦ h, h∗fo), (3.58)
CHAPTER 3. BOUNDARY TERMS AND POISSON BRACKETS 35
that satisfies the properties of a right group action, namely
Rh1◦h2 = Rh2 ◦Rh1 (3.59)
RidP = idPL. (3.60)
The Lagrangian Hamiltonian and Poisson bracket are each invariant under this group action, in the
sense that
R∗hHPL = HPL (3.61)
R∗h[F ,G]PL = [R∗hF , R∗hG]PL . (3.62)
The invariance of the Lagrangian Hamiltonian is quick to verify. The invariance of the Poisson
bracket follows from the identity
(
δ
δg
R∗hF
)
(g, fo) =
δF
δg
(g ◦ h, h∗fo). (3.63)
Therefore, the Lagrangian Hamiltonian and Poisson bracket define corresponding quantities on the
Eulerian phase space, PE = PL/G ≈ V ∗. The Eulerian Hamiltonian is given by
HPE(f) = H(f). (3.64)
The Eulerian Poisson bracket is defined in terms of the Eulerian projection map, πE : PL → PE ,
given by
πE(g, fo) = g∗fo, (3.65)
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which satisfies the important property πE ◦Rh = πE. We have for functionals F,G : PE → R,
[F,G]PE(f) = [π
∗
EF, π
∗
EG]PL(g˜, f˜o)
=
∫
P
B
(
d
δF
δf
,d
δG
δf
)
f
=
∫
P
{
δF
δf
,
δG
δf
}
f, (3.66)
where g˜ and f˜o are any group element and 6-form that satisfy f = g˜∗f˜o, and {·, ·} is the Poisson
bracket associated with the symplectic form ω. Just as earlier, this bracket automatically satisfies
the Jacobi identity. However, while this fact for the Lagrangian bracket is perhaps not well-known,
here it comes as no surprise; [·, ·]PE is none other than a Lie-Poisson bracket.
3.3 The Vlasov-Darwin system
3.3.1 Step 1: Euler-Poincare´ formulation
We will use the following notation.
Particle configuration space — Let Q = R3 be the single-particle configuration space with
metric tensor 〈·, ·〉 and associated hodge star ∗. Typical elements of Q will be denoted q ∈ Q. The
codifferential onQ will be denoted δ, the Laplace-deRham operator will be denoted∆ = δd+dδ,
and the Laplace-deRham Green operator will be denoted G. We will also make use of the trans-
verse and longitudinal projection operators ΠT = δGd and ΠL = dGδ.
Particle phase space — The set TQ will serve as the single-particle velocity phase space. A
typical element of TQ will be denoted vq ∈ TqQ. The map π : TQ → Q will denote the tangent
bundle projection. Let F : TQ→ T ∗Q be the diffeomorphism given by vq 7→ 〈vq, ·〉. The symbol
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ϑ will stand for F∗θo, where θo is the canonical 1-form on T ∗Q.
Function spaces — The sets Diff(TQ), C∞(TQ), and den(TQ) denote the diffeomorphism
group of TQ, the space of smooth functions on TQ, and the the space of distributional densities
on TQ. Typical elements of these spaces will be denoted g ∈ Diff(TQ), χ ∈ C∞(TQ), and
f ∈ den(TQ). The sets Ωk(Q) for integer k ≥ 0 are the k-forms on Q. For our purposes, the
0-forms, 1-forms, and N-forms are the most important. Typical elements of the latter will be
denoted φ ∈ Ω0(Q), A ∈ Ω1(Q), and λ ∈ ΩN (Q). The sets X(TQ) and X(TQ)∗ are the vector
fields and 1-form densities on TQ. If S is any space, P(S) will denote the space of paths in S
parameterized by the time interval [t1, t2]. If the symbol s is used to denote a typical element of
S, we will use a bold version of the same symbol to denote a typical path in S, i.e. s ∈ P(S).
Multi-species objects —Let Ns be the number of plasma species. Set G = Diff(TQ)Ns ,
V = (C∞(TQ))Ns , and V ∗ = den(TQ)Ns . We will denote typical elements of these spaces with
g˜ = (g1, ..., gNs) ∈ G, χ˜ = (χ1, ..., χNs) ∈ V , and f˜o = (fo,1, ..., fo,Ns) ∈ V ∗. Set g = X(TQ)Ns .
A typical element of g will be denoted ξ˜ ∈ g.
Sugama Sugama et al. (2013) gives the following Euler-Poincare´ formulation of the Vlasov-
Darwin system (which he calls the Vlasov-Poisson-Ampe`re system). Define the parameter-
dependent Lagrangian, LS
f˜o
: TG× T (Ω0(Q)× Ω1(Q)× ΩN (Q))→ R, given by
LS
f˜o
(g˜, ˙˜g, φ, A, λ, φ˙, A˙, λ˙) =
Ns∑
s=1
∫
TQ
gs∗fo,s
(
msϑ+
es
c
π∗A
)
(g˙s ◦ g−1s )− gs∗fo,s (Ks + esπ∗φ)
+
∫
Q
1
8π
(dφ ∧ ∗dφ− dA ∧ ∗dA) + 1
4πc
λ δA, (3.67)
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where Ks(vq) = ms 〈vq, vq〉 /2. The Vlasov-Darwin system of equations in Lagrangian labeling
then follow from Hamilton’s principle applied to the action functional SS : P(G × Ω0(Q) ×
Ω1(Q)× ΩN(Q))→ R given by
SS
f˜o
(g˜,φ,A,λ) =
∫ t2
t1
LS
f˜o
(g˜(t), ˙˜g(t),φ(t),A(t),λ(t), φ˙(t), A˙(t), λ˙(t)) dt. (3.68)
The Euler-Lagrange equations associated with Sugama’s Lagrangian are given by
iξs(t)dθs = −θ˙s − dHs (3.69)
δdA(t) =
4π
c
Ns∑
s=1
es ∗ u(ξs(t), fs(t)) + 1
c
d ∗ λ(t) (3.70)
δdφ(t) = 4π
Ns∑
s=1
es ∗ n(fs(t)) (3.71)
δA(t) = 0, (3.72)
where ξs(t) = g˙s(t) ◦ gs(t)−1, fs(t) = gs(t)∗fo,s, the quantities
θs = msϑ+
es
c
π∗A(t) (3.73)
Hs = Ks + esπ
∗φ(t), (3.74)
and the operators u : X(TQ) × den(TQ) → Ω2(Q) and n : den(TQ) → Ω3(Q) are given by the
fiber integrals
u(ξ, f)(q) =
∫
π−1(q)
iξf (3.75)
n(f)(q) =
∫
π−1(q)
f. (3.76)
We will refer to u(ξ, f) as the particle flux 2-form and n(f) as the particle spatial density 3-form.
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We will not use Sugama’s variational formulation as our initial Euler-Poincare´ formulation for
the Vlasov-Darwin system. Instead we will insert the elliptic equations for the potentials back into
Sugama’s Lagrangian, thereby obtaining a new Lagrangian Lf˜o : TG → R. A straightforward
calculation shows that Lf˜o has the simple expression
Lf˜o(g˜,
˙˜g) = ℓ( ˙˜g ◦ g˜−1, g˜∗f˜o), (3.77)
where
ℓ(ξ˜, f˜) =
(
Ns∑
s=1
∫
TQ
fs
(
msϑ+
es
2c
π∗A(ξ˜, f˜)
)
(ξs)
)
−H(f˜). (3.78)
Here we have introduced the Hamiltonian functional H : V ∗ → R
H(f˜) =
Ns∑
s=1
∫
TQ
fs
(
Ks +
1
2
esπ
∗Φ(f˜)
)
, (3.79)
the potential operators A : g× V ∗ → Ω1(Q) and Φ : V ∗ → Ω0(Q),
A(ξ˜, f˜) = 4π
c
GΠTJ(ξ˜, f˜) (3.80)
Φ(f˜ ) = 4πGρ(f˜), (3.81)
and the charge and current density operators ρ : V ∗ → Ω0(Q) and J : g× V ∗ → Ω1(Q),
ρ(f˜) =
Ns∑
s=1
es ∗ n(fs) (3.82)
J(ξ˜, f˜) =
Ns∑
s=1
es ∗ u(ξs, fs). (3.83)
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We will now verify directly that our parameter-dependent Lagrangian Lf˜o reproduces the
Vlasov-Darwin equations. Because the equations for the potentials are satisfied by construction,
we will merely verify that the Euler-Poincare´ equation associated with Lf˜o reproduces Eq. (3.69).
The Euler-Poincare´ equation follows from Hamilton’s principle applied to the action functional
Sf˜o : P(G)→ R given by
Sf˜o(g˜) =
∫ t2
t1
Lf˜o(g˜(t),
˙˜g(t)) dt. (3.84)
Varying this action, we obtain the general Euler-Poincare´ equation given originally by Holm,
d
dt
δℓ
δξs
+ Lξs(t)
δℓ
δξs
= d
δℓ
δfs
⊗ fs(t). (3.85)
In order to calculate the functional derivatives appearing in this expression, we will first express
the reduced Lagrangian ℓ in the form
ℓ(ξ˜, f˜) =
Ns∑
s=1
∫
TQ
msϑ(ξs) fs +
1
2c
〈
A(ξ˜, f˜), J(ξ˜, f˜)
〉
−H(f˜), (3.86)
where 〈·, ·〉 denotes the natural integration pairing of differential forms
〈α, β〉 =
∫
Q
α ∧ ∗β. (3.87)
Next we introduce the linear operators J f˜ : g→ Ω1(Q) and Jξ˜ : V ∗ → Ω1(Q) given by
J f˜(ξ˜) = J(ξ˜, f˜) (3.88)
Jξ˜(f˜) = J(ξ˜, f˜). (3.89)
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The adjoint operators (Jξ˜)†s : Ω1(Q) → C∞(TQ) and (J f˜ )†s : Ω1(Q) → X(TQ)∗ defined by the
relations
〈
α, Jξ˜(δf˜)
〉
=
Ns∑
s=1
∫
TQ
(Jξ˜)
†
s(α) δfs (3.90)
〈
α, J f˜(δξ˜)
〉
=
Ns∑
s=1
∫
TQ
(J f˜)†s(α) · δξs, (3.91)
are readily found to be given by the formulae
(Jξ˜)
†
s(α) = esπ
∗α(ξs) (3.92)
(J f˜ )†s(α) = esπ
∗α⊗ fs. (3.93)
Finally, we compute the Fre´chet derivative of ℓ,
Dℓ(ξ˜, f˜)[δξ˜, δf˜ ] =
Ns∑
s=1
∫
TQ
(msϑ⊗ fs) · δξs +
(
msϑ(ξs)− δH
δf
)
δf +
1
c
〈
A(ξ˜, f˜), J f˜(δξ˜)
〉
+
1
c
〈
A(ξ˜, f˜), Jξ˜(δf˜)
〉
=
Ns∑
s=1
∫
TQ
(
msϑ⊗ fs + 1
c
(J f˜)†s(A(ξ˜, f˜))
)
· δξs +
(
msϑ(ξs) +
1
c
(Jξ˜)
†
s(A(ξ˜, f˜))−
δH
δf
)
δf
=
Ns∑
s=1
∫
TQ
(
msϑ⊗ fs + es
c
π∗A(ξ˜, f˜)⊗ fs
)
· δξs +
(
msϑ(ξs) +
es
c
π∗A(ξ˜, f˜)(ξs)− δH
δf
)
δf,
(3.94)
from which the functional derivatives can be quickly extracted, giving
δℓ
δξs
= msϑ⊗ fs + es
c
π∗A(ξ˜, f˜)⊗ fs (3.95)
δℓ
δfs
= msϑ(ξs) +
es
c
π∗A(ξ˜, f˜)(ξs)− δH
δf
. (3.96)
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Note that in computing the Fre´chet derivative, we have made use of the fact that the operatorGΠT
is self-adjoint. Equation (3.85) therefore reduces to
iξs(t)d
(
msϑ+
es
c
π∗A(ξ˜(t), f˜(t))
)
+
d
dt
(
msϑ+
es
c
π∗A(ξ˜(t), f˜ (t))
)
+ d
δH
δfs
= 0, (3.97)
which is readily verified to be equivalent to Eq. (3.69).
3.3.2 Step 2: Introduction of the Lagrange multiplier
We now define the parameter-independent Lagrangian L : TG× T (V × V ∗)→ R by
L(g˜, ˙˜g, χ˜, f˜o, ˙˜χ, ˙˜fo) = Lf˜o(g˜, ˙˜g) +
Ns∑
s=1
∫
TQ
χs f˙o,s. (3.98)
When Hamilton’s principle is applied to the augmented action functional, S : P(G×V ×V ∗)→ R,
given by
S(g˜, χ˜, f˜o) =
∫ t2
t1
L(g˜(t), ˙˜g(t), χ˜(t), f˜o(t), ˙˜χ(t), ˙˜fo(t)) dt, (3.99)
the resulting Euler-Lagrange equations are given by
f˙o,s(t) = 0 (3.100)
χ˙s(t) = gs(t)
∗ δℓ
δfs
= gs(t)
∗
(
θs(ξs(t))− δH
δfs
)
(3.101)
iξs(t)dθs = −θ˙s − d
δH
δfs
, (3.102)
where
θs = msϑ+
es
c
π∗A(ξ˜(t), f˜(t)), (3.103)
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and the functional derivatives are evaluated at g˜(t)∗f˜o(t). The parameter-independent Lagrangian
L therefore succeeds at embedding the Vlasov-Darwin dynamics, including those of the distribu-
tion function, into a larger system. We will refer to the system defined by Eqs. (3.100), (3.101),
and (3.102) as the augmented Vlasov-Darwin equations (AVD equations, for short).
3.3.3 Step 3: Identification of the augmented phase space
In order to identify a phase space for the AVD equations, we must identify a submanifold of TG
upon which the Euler-Lagrange equations associated with the augmented Lagrangian L define a
system of equations that are first order in time. As the Euler-Lagrange equations are written in the
previous section, the AVD equations are not written as a first order system, and so there is some
work to do.
The most non-trivial AVD Euler-Lagrange equation is the one that takes the form of a time-
dependent Hamilton equation:
iξs(t)d
(
msϑ+
es
c
π∗A(ξ˜(t), f˜(t))
)
+
d
dt
(
msϑ+
es
c
π∗A(ξ˜(t), f˜ (t))
)
+ d
δH
δfs
= 0. (3.104)
This equation appears to implicitly relate the Eulerian velocity field ξ˜(t) with its time derivative
˙˜
ξ(t) and the distribution function f˜ (t); the time derivative of ξ˜(t) appears as a result of the identity
d
dt
A(ξ˜(t), f˜(t)) = A( ˙˜ξ(t), f˜(t))−A(ξ˜(t), Lξ˜(t)f˜ (t)). (3.105)
Fortunately, this implicit relationship is not quite as complicated as it seems. It turns out that
Eq. (3.104) implies ξs(t) must be a second-order vector field for each t. Therefore A(ξ˜(t), f˜(t))
and u(ξs(t), fs(t)) can be expressed in terms of the free-streaming vector field Xo, i.e. the unique
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vector field that satisfies iXodmsϑ = −dKs. We have
u(ξs(t), fs(t)) = u(Xo, fs(t)) (3.106)
A(ξ˜(t), f˜(t)) = A(X˜o, f˜ (t)), (3.107)
which implies that the time derivative of the vector potential simplifies to
d
dt
A(ξ˜(t), f˜ (t)) = −A(X˜o, Lξ˜(t)f˜ (t)). (3.108)
Thus, the time-dependent Hamilton equation simplifies to
iξs(t)d
(
msϑ+
es
c
π∗A(X˜o, f˜(t))
)
− es
c
π∗A(X˜o, Lξ˜(t)f˜ (t)) + d
δH
δfs
= 0, (3.109)
which is merely a relationship between ξ˜(t) and f˜ (t).
The relationship between ξ˜(t) and f˜(t) can be resolved explicitly as follows. By applying fiber
integrals to the Vlasov equation, f˙s(t) = −Lξs(t)fs(t), we obtain the fluid equation for the particle
flux us(t) = u(ξs(t), fs(t)),
d
dt
∗ us(t) = −div(Ts(t))♭ − es
ms
(∗ns)1
c
A˙(t)− es
ms
(∗ns(t))dφ(t) + es
ms
∗ (∗us(t) ∧ ∗dA(t)),
(3.110)
where
ns(t) = n(fs(t)) (3.111)
A(t) = A(ξ˜(t), f˜(t)) (3.112)
φ(t) = Φ(f˜ (t)) (3.113)
Ts(t) = T (fs(t)) (3.114)
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and T is the stress tensor operator. Given a pair of 1-forms α, β ∈ Ω1(Q), the defining relation for
the stress tensor operator is
T (f)(α, β) = ∗
(∫
π−1
π∗α(Xo)π∗β(Xo)f
)
. (3.115)
By multiplying the fluid equation for us(t) by es and then summing over species, we then obtain
d
dt
∗ J(ξ˜(t), f˜ (t)) =
−
Ns∑
s=1
esdiv(Ts(t))♭ − 1
4πc
ω2p(t)A˙(t)−
1
4π
ω2p(t)dφ(t) +
Ns∑
s=1
e2s
ms
∗ (∗us(t) ∧ ∗dA(t))
(3.116)
as an equation for the time-derivative of the current density. Here we have introduced the local
plasma frequency ω2p(t) = ω2p(f˜(t)), where
ω2p(f˜) =
Ns∑
s=1
4πe2s
ms
∗ n(fs). (3.117)
Finally, by applying the operator−4π
c2
GΠT to both sides of Eq. (3.116), we obtain a linear operator
EI : V
∗ → Ω1(Q) that gives the inductive electric field in terms of the distribution function,
EL(f˜) =
[
1 +
1
c2
GΠT ωˆ
2
p(f˜)
]−1
1
c2
GΠT ωˆ
2
p(f˜)[O(f˜)], (3.118)
where O : V ∗ → Ω1(Q) is given by
O(f˜) = dΦ(f˜) +
4π
ω2p(f˜)
Ns∑
s=1
(
esdiv(T (f˜))♭ − e
2
s
ms
∗ [∗u(Xo, fs) ∧ ∗dA(X˜o, f˜)]
)
. (3.119)
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The operator EL is precisely what is necessary to express the Eulerian phase space velocity ξs(t)
in terms of the distribution function. Indeed, we have
ξs(t) = ωs(f˜ (t))
−1
(
d
δH
δfs
− esπ∗EI(f˜ (t))
)
, (3.120)
where, for each f˜ ∈ V ∗, ωs(f˜) is the symplectic form on TQ given by
ωs(f˜) = −d
(
msϑ+
es
c
π∗A(X˜o, f˜)
)
. (3.121)
Note that ωs(f˜) = −dθs(f˜), where
θs(f˜) = msϑ+
es
c
π∗A(X˜o, f˜). (3.122)
With the relationship between ξs(t) and f˜(t) resolved, we can now substitute it into the AVD
Euler-Lagrange equations. When this substitution is performed, the AVD equations become a
first-order ODE in the variables (g˜(t), χ˜(t), f˜o(t)) ∈ G× V × V ∗. Explicitly, we have
g˙s(t) = ω
−1
s
(
d
δH
δfs
− esπ∗EI
)
◦ gs(t) (3.123)
χ˙s(t) = gs(t)
∗
(
θs (Xo)− δH
δfs
)
(3.124)
f˙o,s(t) = 0, (3.125)
where the operators ωs, θs, EI , and the functional derivatives δH/δfs are evaluated at g˜(t)∗f˜o(t) ∈
V ∗. In writing the equation for χ˙s(t), we have made use of the fact that ω−1s
(
d δH
δfs
− esπ∗EI
)
is
a second order vector field.
As is true of first-order ODEs in general, this first-order ODE for the variables (g˜(t), χ˜(t), f˜o(t)) ∈
G×V ×V ∗ is identifiable with a vector field Y on G×V ×V ∗. SettingZ(t) = (g˜(t), χ˜(t), f˜o(t)),
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Y is defined by the relation
d
dt
Z(t) = Y (Z(t)). (3.126)
Because the AVD equations can be written in this form, it follows that the submanifold Po ⊂
T (G× V × V ∗) that serves as the AVD phase space is given by
Po = {(Z, Z˙) ∈ T (G× V × V ∗) | Z˙ = Y (Z)} ≈ G× V × V ∗. (3.127)
3.3.4 Step 4: Derivation of boundary symplectic form on Po
We will denote points in G × V × V ∗ with the letter Z, i.e. Z = (g˜, χ˜, f˜o). The vector field Y
defines a time-independent flow map Ft : Po = G × V × V ∗ → Po = G × V × V ∗, which is
characterized by the relations
F0 = idPo (3.128)
d
dt
Ft(Z) = Y (Z). (3.129)
We can therefore define a mapping Sol : Po → P(G× V × V ∗), given by
Sol(Z)(t) = Ft−t1(Z), (3.130)
that sends initial conditions (at t = t1) to their corresponding solution path in P(G× V × V ∗).
The mapping Sol can be used to pull back the augmented action functional S to the augmented
phase space Po, thereby defining the restricted augmented action
SPo = Sol∗S. (3.131)
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By examining the exterior derivative of the restricted augmented action, we can identify a sym-
plectic form, and therefore Poisson brackets, for the AVD equations.
The exterior derivative of SPo is proportional to the free-endpoint variation of the augmented
action functional S. Because this variation will be evaluated at a curve in G×V ×V ∗ that satisfies
the AVD Euler-Lagrange equations, only the endpoint contributions to the free-endpoint variation
will appear. Specifically we have
dSPo = F∗t2−t1Θ−Θ, (3.132)
where Θ is the 1-form on Po given by
Θ(Z)[δZ] =
NS∑
s=1
∫
TQ
(
θs(g˜∗f˜o)⊗ (gs)∗fo,s
)
· ηs + χs δfo,s. (3.133)
Here, ηs = δgs ◦ g−1s . If we now differentiate Eq. (3.132) in the variable t2, keeping in mind that
SPo depends on t2 via the upper limit of time integration, we obtain
dF∗t2−t1LPo = F∗t2−t1LYΘ, (3.134)
where LPo is the augmented Lagrangian pulled back to the augmented phase space via Y : Po →
T (G× V × V ∗), i.e.
LPo(Z) = (Y ∗L)(Z)
= L(Y (Z))
=
Ns∑
s=1
∫
P
Ks (gs)∗fo,s +
1
2c
〈
A(X˜o, g˜∗f˜o), J(X˜o, g˜∗f˜o)
〉
− 1
2
〈
ρ(g˜∗f˜o),Φ(g˜∗f˜o)
〉
.
(3.135)
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By applying the identity LYΘ = iY dΘ + diYΘ, Eq. (3.134) can be re-written as
iY dΘ = −dHPo , (3.136)
where
HPo(Z) = (Θ(Y )− LPo)(Z)
=
Ns∑
s=1
∫
P
Ks (gs)∗fo,s +
1
2c
〈
A(X˜o, g˜∗f˜o), J(X˜o, g˜∗f˜o)
〉
+
1
2
〈
ρ(g˜∗f˜o),Φ(g˜∗f˜o)
〉
(3.137)
is the augmented Hamiltonian functional. Because the 2-form−dΘ turns out to be non-degenerate,
Eq. (3.136) shows that the AVD equations are an infinite-dimensional Hamiltonian system with
symplectic form −dΘ and HamiltonianHPo .
We will now calculate the Poisson bracket defined by the symplectic form −dΘ. We will
proceed in two steps. First, we will find an expression for an arbitrary Hamiltonian vector field on
Po by solving the equation
iYGdΘ = −dG, (3.138)
for YG given an arbitrary functional G : Po → R. Next we will identify an explicit expression for
the Poisson bracket associated with −dΘ using the formula
[F,G]Po = LYGF. (3.139)
Here, [·, ·]Po is the augmented system’s Poisson bracket. Because calculating the Lie derivative in
the last expression is simple, all of the nontrivial work will be done in the first step.
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A helpful tool for solving Eq. (3.138) is the phase space variational principle. This variational
principle states that (fixed-endpoint) variations of the action functional SG : P(Po)→ R given by
SG(Z) =
∫ t2
t1
(
Θ[Z˙(t)]− G(Z(t))
)
dt (3.140)
are zero if and only if Z is a solution of the equation
d
dt
Z(t) = YG(Z(t)). (3.141)
Thus, we know a priori that the Euler-Lagrange equations associated with the action SG are
Eq. (3.138). On the other hand, we can compute the fixed-endpoint variation of SG directly, giving
δSG(Z)[δZ] =
Ns∑
s=1
∫ t2
t1
∫
TQ
[
d
(es
c
π∗A(ξ˜(t), f˜ (t))(Xo)
)
− d
dt
θs − gs(t)∗f˙o,s(t)
fs(t)
θs − iξs(t)dθs −
δG
δgs
]
⊗ fs(t) · ηs(t) dt
+
Ns∑
s=1
∫ t2
t1
∫
TQ
[
gs(t)
∗
(
θs(ξs(t)) +
es
c
π∗A(ξ˜(t), f˜ (t))(Xo)
)
− χ˙s(t)− δG
δfo,s
]
δfo,s(t) dt
+
Ns∑
s=1
∫ t2
t1
∫
TQ
[
f˙o,s(t)− δG
δχs
]
δχs(t) dt, (3.142)
where fs(t) = gs(t)∗fo,s(t), ηs(t) = δg(t) ◦ g(t)−1, and θs is evaluated at f˜ (t). By the phase
space variational principle, if we set this variation equal to zero and then solve for Z˙(t) in terms
of the functional derivatives of G, the result will be the solution to Eq. (3.138). We now turn to
performing this task.
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Just as when we formulated the AVD equations as a first-order ODE, solving for Z˙(t) involves
dealing with an implicit (linear) equation for ξ˜(t). Indeed, the Euler-Lagrange equation given by
0 = d
(es
c
π∗A(ξ˜(t), f˜ (t))(Xo)
)
− d
dt
θs − gs(t)∗f˙o,s(t)
fs(t)
θs − iξs(t)dθs −
δG
δgs
, (3.143)
is an implicit equation for ξs(t), because ξ˜(t) appears in the first, second, and fourth terms. We
will solve this implicit equation by working in the tangent lift of an arbitrary coordinate system qi
on Q. First we will express A(ξ˜(t), f˜(t)), which appears in the first term in Eq. (3.143), in terms
of Z(t). Then we will express A(X˜o, Lξ˜(t)f˜ (t)), which appears in the second term of Eq. (3.143),
in terms of Z(t).
Solving for A(ξ˜(t), f˜(t)) — Let gij denote the components of the metric tensor in our cho-
sen coordinate system. The determinant of this matrix of components will be denoted |g|.
Set
ξs(t) = u
i
s
∂
∂qi
+ ais
∂
∂q˙i
(3.144)
fs(t) = Fs
1
6
dϑ ∧ dϑ ∧ dϑ (3.145)
A(ξ˜(t), f˜(t)) = Ai dqi (3.146)
δG
δgs
= Qi dq
i + Q˙i dq˙
i. (3.147)
Note that
1
6
dϑ ∧ dϑ ∧ dϑ = |g|dq1 ∧ dq2 ∧ dq3 ∧ dq˙1 ∧ dq˙2 ∧ dq˙3. (3.148)
In order to compute A(ξ˜(t), f˜(t)), we will draw upon coordinate expressions for the current
density operator J(ξ˜(t), f˜(t)) =
∑
s es ∗ u(ξs(t), fs(t)). As is readily verified, the fiber integrals
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that give the particle flux 1-forms, ∗u, can be written as
∗
∫
π−1
iξs(t)fs(t) =
(∫
Fsu
i
sgij
√
|g| dq˙
)
dqj, (3.149)
where dq˙ = dq˙1dq˙2dq˙3 denotes the “bare” measure on q˙ space. The current density 1-form is
therefore given by
J(ξ˜(t), f˜(t)) =
Ns∑
s=1
es
(∫
Fsu
i
sgij
√
|g| dq˙
)
dqj . (3.150)
We will also draw upon the expression for uis that is implied by the dq˙i-component of Eq. (3.143),
namely
giju
j
s = −
es
ms
1
c
Ai +
1
ms
Q˙i. (3.151)
By definition, the 1-form A(ξ˜(t), f˜(t)) is given by
A(ξ˜(t), f˜ (t)) = 4π
c
GΠT
( Ns∑
s=1
es
(∫
Fsu
i
sgij
√
|g| dq˙
)
dqj
)
, (3.152)
where we have used the fiber integral identity given above. Both sides of this equation depend on
ξ˜(t). However, upon inserting the expression for uis given above, we obtain
A(ξ˜(t), f˜(t)) = − 1
c2
GΠT
(
ω2p A(ξ˜(t), f˜(t))
)
+
4π
c
GΠT
( Ns∑
s=1
es ∗ u(ω−1s [δG/δgs], fs(t))
)
(3.153)
= − 1
c2
GΠT
(
ω2p A(ξ˜(t), f˜(t))
)
+A(ω−1[δG/δg˜], f˜(t)), (3.154)
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where ω−1[δG/δg˜] is the element of g given by (ω−1[δG/δg˜])s = ω−1s [δG/δgs], and we have used
the identity
∗n(fs(t)) =
∫
Fs
√
|g| dq˙. (3.155)
We therefore arrive at the simple conclusion
A(ξ˜(t), f˜(t)) =
[
1 +
1
c2
GΠT ωˆ
2
p
]−1
A(ω−1[δG/δg˜], f˜(t)) (3.156)
= n2(f˜(t))
[
A(ω−1[δG/δg˜], f˜ (t))
]
, (3.157)
where we have introduced the squared refractive index operator
n2(f˜) =
[
1 +
1
c2
GΠT ωˆ
2
p(f˜)
]−1
. (3.158)
Solving for A(X˜o, Lξ˜(t)f˜(t)) — In order to solve for A(X˜o, Lξ˜(t)f˜ (t)) in terms of Z(t), we
will make use of coordinate expressions for the 2-form dθs and the 1-form ∗u(Xo, Lξs(t)fs(t)).
We have
dθs = msgij dq˙
i ∧ dqj +
(
msΓjkiq˙
i +
1
2
es
c
Bkj
)
dqk ∧ dqj (3.159)
∗u(Xo, Lξs(t)fs(t)) =
(
1√|g| ∂∂qk
(√
|g|T ki
)
−
∫
aisFs
√
|g|dq˙
)
gijdq
j , (3.160)
where
Γjki =
1
2
(gjk,i + gji,k − gki,j) (3.161)
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are the Christoffel symbols of the first kind,
1
2
Bkjdq
k ∧ dqj = dA(X˜o, f˜ (t)), (3.162)
and
T ki =
∫
uks q˙
i Fs
√
|g| dq˙. (3.163)
We will also employ a coordinate expression for the inverse of the 2-form ωs = −dθs. Given a
1-form on TQ, α = αj dqj + α˙j dq˙j ,
ω−1s (α) =
(
1
ms
α˙l
)
∂
∂ql
−
(
es
m2sc
α˙kB∗kjg
jl +
1
ms
αl
)
∂
∂q˙l
, (3.164)
where
B∗kj =
cms
es
q˙i[Γjki − Γkji] +Bkj. (3.165)
Set A(t) = A(X˜o, Lξ˜(t)f˜ (t)). By definition, the 1-form A(t) is given by
A(t) = 4π
c
GΠT
(
Ns∑
s=1
es ∗ u(Xo, Lξs(t)fs(t))
)
. (3.166)
If we decompose ξs(t) as
ξs(t) = νs(t)− es
c
ω−1s (A(t)) , (3.167)
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where νs(t) is the vector field on phase space defined by
iνs(t)ωs =
δG
δgs
+
gs(t)∗(δG/δχs)
fs(t)
θs +
es
c
π∗A(X˜o, g˜(t)∗(δG/δχ˜))
− d
(es
c
π∗n2(f˜(t))
[
A(ω−1[δG/δg˜], f˜ (t))
]
(Xo)
)
, (3.168)
then we can decomposeA(X˜o, Lξ˜(t)f˜(t)) into two pieces,
A(t) = 4π
c
GΠT
(
Ns∑
s=1
es ∗ u(Xo, Lνs(t)fs(t))
)
−GΠT
(
Ns∑
s=1
4πe2s
c2
∗ u(Xo, Lω−1s (A(t))fs(t))
)
.
(3.169)
The first term on the right-hand-side of this expression is given entirely in terms of Z(t) because
the vector field νs(t) only depends on Z(t). The second term on the right-hand-side involves the
quantity we are trying to solve for, A(t). Using the coordinate identities given earlier, the 1-form
∗u(Xo, Lω−1s (A(t))fs(t)) can be expressed as
∗u(Xo, Lω−1s (A(t))fs(t)) =
1
ms
∗ n(fs(t))A(t). (3.170)
Therefore Eq. (3.169) simplifies to
A(t) = 4π
c
GΠT
(
Ns∑
s=1
es ∗ u(Xo, Lνs(t)fs(t))
)
− 1
c2
GΠT
(
ω2pA(t)
)
, (3.171)
which provides us with the expression for A(t) = A(X˜o, Lξ˜(t)f˜ (t)) we have sought after:
A(X˜o, Lξ˜(t)f˜ (t)) = n2(f˜(t))
[
A(X˜o, Lν˜(t)f˜ (t))
]
. (3.172)
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With these expressions for A(X˜o, Lξ˜(t)f˜ (t)) and A(ξ˜(t), f˜(t)) in hand, we can finally write
down an explicit expression for YG. Set Y (g˜, χ˜, f˜o) = (g˜, χ˜, f˜o, ˙˜gG, ˙˜χG, ( ˙˜fo)G). We have
(g˙s)G ◦ g−1s = νs
(
g˜∗f˜o;
δG
δg˜
; g˜∗
δG
δχ˜
)
− es
c
ω−1s
(
π∗n2(g˜∗f˜o)
[
A(X˜o, Lν˜(g˜∗f˜o; δGδg˜ ;g˜∗ δGδχ˜)g˜∗f˜o)
])
(3.173)
(χ˙s)G = − δG
δfo,s
+ g∗s
(
θs
(
νs
(
g˜∗f˜o;
δG
δg˜
; g˜∗
δG
δχ˜
))
+
es
c
π∗n2(g˜∗f˜o)
[
A(ω−1[δG/δg˜], g˜∗f˜o)
]
(Xo)
)
(3.174)
(f˙o,s)G =
δG
δχs
, (3.175)
where the operator νs : V ∗ × g∗ × V ∗ → X(TQ) is given by
νs
(
f˜ ; α˜; h˜
)
= ω−1s
(
αs +
hs
fs
θs +
es
c
π∗A(X˜o, h˜)− d
(es
c
π∗n2(f˜(t))
[
A(ω−1[α˜], f˜(t))
]
(Xo)
))
.
(3.176)
It follows from these expressions together with Eq. (3.139) that the Poisson bracket on the
augmented Vlasov-Darwin phase space can be written down immediately. However, the most
obvious form of the bracket is not manifestly antisymmetric. After some toil, an antisymmetric
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expression for the bracket can be found. It is given by
[F,G]Po(Z) =
Ns∑
s=1
∫
TQ
Bs
[
δF
δgs
− dLs
(
ω−1
(
δF
δg˜
)
, g˜∗f˜o
)
,
δG
δgs
− dLs
(
ω−1
(
δG
δg˜
)
, g˜∗f˜o
)]
gs∗fos
+
Ns∑
s=1
∫
TQ
Bs
[
δF
δgs
− dLs
(
ω−1
(
δF
δg˜
)
, g˜∗f˜o
)
, θs
](
gs∗
δG
δχs
)
−
Ns∑
s=1
∫
TQ
Bs
[
δG
δgs
− dLs
(
ω−1
(
δG
δg˜
)
, g˜∗f˜o
)
, θs
](
gs∗
δF
δχs
)
−
Ns∑
s=1
∫
TQ
Ls
(
ω−1
(
δF
δg˜
)
, g˜∗f˜o
)(
gs∗
δG
δχs
)
− Ls
(
ω−1
(
δG
δg˜
)
, g˜∗f˜o
)(
gs∗
δF
δχs
)
+
Ns∑
s=1
∫
TQ
δF
δfos
δG
δχs
− δG
δfos
δF
δχs
, (3.177)
where Ls : g× V ∗ → C∞(TQ) is a non-linear operator given by
Ls(ξ˜, f˜) =
es
c
π∗
(
n2(f˜)
[
A(ξ˜, f˜)
])
(Xo), (3.178)
and ω−1
(
δF
δg˜
)
∈ g is given by
[
ω−1
(
δF
δg˜
)]
s
= ω−1s
(
δF
δgs
)
. (3.179)
In deriving this expression for the augmented system’s Poisson bracket, we have made use of the
fact that the operator n2(f˜)GΠT is self-adjoint. See the next brief subsection for a proof of the
self-adjoint property.
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Properties of the squared refractive index operator
The squared refractive index operator is defined by
n2(f) =
[
1 +
1
c2
GΠT ωˆ
2
p(f˜)
]−1
, (3.180)
where ωˆ2p(f˜) is the operator that simply multiplies by the (squared) local plasma frequency. n2(f˜)
operates on differential forms over Q. This definition may be perplexing because it is not immedi-
ately obvious that A ≡ 1+ 1
c2
GΠT ωˆ
2
p(f˜) should be an invertible operator. To see that it is, suppose
that A has a non-trivial null eigenvector αo. Then αo would have to satisfy
1
c2
GΠT ωˆ
2
p(f˜)αo = −αo. (3.181)
In particular, αo would have to be an eigenvector of the operator 1c2GΠT ωˆ
2
p(f˜) with eigenvalue−1.
This is impossible for the following reason. Define the weighted inner product
〈α, β〉ω =
∫
Q
(α ∧ ∗β)ω2p(f˜). (3.182)
Because the operator GΠT is the product of non-negative definite operators, it is non-negative
definite itself. Therefore, for each α,
〈
α,
1
c2
GΠT ωˆ
2
p(f˜)α
〉
ω
=
〈
ωˆ2p(f˜)α,GΠT ωˆ
2
p(f˜)α
〉
≥ 0. (3.183)
But this contradicts our assumption that there is a non-trivial null eigenvector of αo. Indeed,
〈
αo,
1
c2
GΠT ωˆ
2
p(f˜)αo
〉
ω
= −〈αo, αo〉 < 0. (3.184)
It follows that the operator A is invertible, and that n2(f˜) is well-defined.
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The most basic property of n2(f˜) is that it commutes with E ≡ 1
c2
GΠT ωˆ
2
p(f˜). To see this, set
C = n2(f˜)E − En2(f˜). We have
(1 + E)C = E − (1 + E)En2(f˜)
⇒(1 + E)C(1 + E) = E(1 + E)− (1 + E)E = 0ˆ
⇒C = 0ˆ. (3.185)
While n2(f˜) is not self-adjoint as on operator on the standard L2 space of differential forms,
it is self-adjoint as an operator on the weighted L2ω space defined by the weighted inner product
introduced earlier. To see this, let α and β be arbitrary k-forms in L2ω. Set α1 = n2(f˜)α and
β1 = n
2(f˜)β. We have
〈
α,n2(f˜)β
〉
ω
=
〈[
1 +
1
c2
GΠT ωˆ
2
p(f˜)
]
α1, β1
〉
ω
=
〈
ωˆ2p(f˜)α1, β1
〉
+
〈
1
c2
GΠT ωˆ
2
p(f˜)α1, ωˆ
2
p(f˜)β1
〉
=
〈
ωˆ2p(f˜)α1, β1
〉
+
〈
ωˆ2p(f˜)α1,
1
c2
GΠT ωˆ
2
p(f˜)β1
〉
=
〈
ωˆ2p(f˜)α1,
[
1 +
1
c2
GΠT ωˆ
2
p(f˜)
]
β1
〉
=
〈
α1,
[
1 +
1
c2
GΠT ωˆ
2
p(f˜)
]
β1
〉
ω
=
〈
n2(f˜)α, β
〉
ω
, (3.186)
where we have used the fact that GΠT is a self-adjoint operator on L2.
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When we combine the last two properties of the squared refractive index operator, we obtain
the important result that n2(f˜)GΠT is self-adjoint on L2. Indeed,
〈
α,n2(f˜)GΠTβ
〉
=
〈
α
ω2p(f˜)
,n2(f˜)GΠTβ
〉
ω
=
〈
n2(f˜)
α
ω2p(f˜)
,GΠT ωˆ
2
p(f˜)
β
ω2p(f˜)
〉
ω
=
〈
GΠT ωˆ
2
p(f˜)n
2(f˜)
α
ω2p(f˜)
,
β
ω2p(f˜)
〉
ω
=
〈
n2(f˜)GΠTα, β
〉
. (3.187)
3.3.5 Step 5: perform Poisson reduction to obtain bracket on physical phase
space
We have now identified the Hamiltonian,
HPo(g˜, χ˜, f˜o) =
Ns∑
s=1
∫
P
Ks (gs)∗fo,s +
1
2c
〈
A(X˜o, g˜∗f˜o), J(X˜o, g˜∗f˜o)
〉
+
1
2
〈
ρ(g˜∗f˜o),Φ(g˜∗f˜o)
〉
,
(3.188)
and Poisson bracket for the augmented Vlasov-Darwin system. The Jacobi identity is satisfied
because the bracket has been obtained by inverting the symplectic form −dΞ. The modifier “aug-
mented” is appropriate because the dynamical variable χ˜ has no direct physical meaning. On the
other hand, the variables g˜ and f˜o together comprise an element of the physical Lagrangian (as
opposed to Eulerian) phase space; g˜ gives the configuration of particles in the single-particle phase
space TQ and f˜o gives the reference phase space density. The purpose of the additional variable χ˜
is to extend the Lagrangian phase space just enough to allow for a non-degenerate Poisson bracket.
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The appearance of the variable χ˜ perhaps seems awkward at this stage. However, observe the
following. The set V is a Lie group under addition that is a symmetry group for the AVD equations.
Specifically, for each δχ˜ ∈ V , we can define a mapping Tδχ˜ : Po → Po given by
Tδχ˜(g˜, χ˜, f˜o) = (g˜, χ˜+ δχ˜, f˜o), (3.189)
which clearly satisfies the defining properties of a group action,
Tδχ˜1+δχ˜2 = Tδχ˜1 ◦ Tδχ˜2 (3.190)
T0 = idPo . (3.191)
This group action leaves the augmented Hamiltonian HPo and the augmented Poisson bracket
[·, ·]Po invariant in the sense that
T ∗δχ˜HPo = HPo (3.192)
T ∗δχ˜[F,G]Po = [T
∗
δχ˜F, T
∗
δχ˜G]Po , (3.193)
for arbitrary δχ˜ ∈ V and functionals F,G on the augmented phase space. These properties are
quick to verify. Therefore we can define a Hamiltonian and Poisson bracket on the first reduced
phase space PL = Po/V , i.e we can perform Poisson reduction.
The details of applying Poisson reduction to pass from the AVD phase space to the Lagrangian
phase space PL follow. The Lagrangian Hamiltonian, HPL : PL → R, is uniquely determined by
requiring
HPL(πL(g˜, χ˜, f˜o)) = HPo(g˜, χ˜, f˜o) (3.194)
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for each (g˜, χ˜, f˜o) ∈ Po. Here the projection map πL : Po → PL is given by
πL(g˜, χ˜, f˜o) = (g˜, f˜o). (3.195)
The Lagrangian Poisson bracket, [·, ·]PL , is defined by requiring
π∗L[F,G]PL = [π
∗
LF, π
∗
LG]Po . (3.196)
These definitions make sense because the augmented Hamiltonian and Poisson bracket are invari-
ant under the the action of V . We find that the Lagrangian Hamiltonian is given by
HPL(g˜, f˜o) =
Ns∑
s=1
∫
P
Ks gs∗fos +
1
2c
〈
A(X˜o, g˜∗f˜o), J(X˜o, g˜∗f˜o)
〉
+
1
2
〈
ρ(g˜∗f˜o),Φ(g˜∗f˜o)
〉
.
(3.197)
The Lagrangian Poisson bracket is given by
[F,G]PL =
Ns∑
s=1
∫
TQ
Bs
[
δF
δgs
− dLs
(
ω−1
(
δF
δg˜
)
, g˜∗f˜o
)
,
δG
δgs
− dLs
(
ω−1
(
δG
δg˜
)
, g˜∗f˜o
)]
gs∗fos.
(3.198)
This bracket and Hamiltonian give a Hamiltonian formulation of the Vlasov-Darwin equations in
Lagrangian labeling.
Now we will pass from Lagrangian labeling to Eulerian labeling by applying Poisson reduction
a second time. The setG is a symmetry group of the Vlasov-Darwin system in Lagrangian labeling.
Specifically, for each h˜ ∈ G, we can define a mapping Rh˜ : PL → PL given by
Rh˜(g˜, f˜o) = (g˜ ◦ h˜, h˜∗f˜o), (3.199)
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that satisfies the defining properties of a right group action, namely
Rh˜1◦h˜2 = Rh˜2 ◦Rh˜1 (3.200)
RidP = idPL. (3.201)
The Lagrangian Hamiltonian and Poisson bracket are each invariant under this group action, in the
sense that
R∗
h˜
HPL = HPL (3.202)
R∗
h˜
[F ,G]PL = [R∗h˜F , R∗h˜G]PL . (3.203)
The invariance of the Lagrangian Hamiltonian is quick to verify. The invariance of the Poisson
bracket follows from the identity
(
δ
δg˜
R∗
h˜
F
)
(g˜, f˜o) =
δF
δg˜
(g˜ ◦ h˜, h˜∗f˜o). (3.204)
Therefore, the Lagrangian Hamiltonian and Poisson bracket define corresponding quantities on the
Eulerian phase space, PE = PL/G ≈ V ∗. The Eulerian Hamiltonian is given by
HPE (f˜) =
Ns∑
s=1
∫
P
Ks fs +
1
2c
〈
A(X˜o, f˜), J(X˜o, f˜)
〉
+
1
2
〈
ρ(f˜),Φ(f˜)
〉
. (3.205)
The Eulerian Poisson bracket is defined in terms of the Eulerian projection map, πE : PL → PE ,
given by
πE(g˜, f˜o) = g˜∗f˜o, (3.206)
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which satisfies the important property πE ◦Rh = πE. We have for functionals F ,G : PE → R,
[F ,G]PE(f˜) = [π∗EF , π∗EG]PL(g˜, f˜o)
=
Ns∑
s=1
∫
TQ
{
δF
δfs
− Ls
(
X˜δF/δf˜ , f˜
)
,
δG
δfs
− Ls
(
X˜δG/δf˜ , f˜
)}
s
fs. (3.207)
where g˜ and f˜o are any group element and 6-form that satisfy f˜ = g˜∗f˜o, {·, ·}s is the Poisson
bracket associated with the symplectic form ωs, and X˜δF/δf˜ ∈ } is given by
(
X˜δF/δf˜
)
s
= XδF/δfs ≡ ω−1s (dδF/δfs). (3.208)
3.4 The gyrokinetic Vlasov-Maxwell system
The gyrokinetic Maxwell-Vlasov system is most naturally defined by specifying its action, which
is the sum of the net gyrocenter action and the Maxwell action. If a gauge-invariant form of the
gyrocenter transformation is employed, we have
Sf˜o(g˜,A,φ) =∫ t2
t1
(
Lp(ξ˜(t), f˜(t),E(t),B(t)) + Lint(ξ˜(t), f˜(t),A(t),φ(t)) + LMax(E(t),B(t))
)
dt,
(3.209)
where ξ˜(t) = ˙˜g◦ g˜−1 is the multi-species Eulerian phase space fluid velocity, f˜(t) = g˜(t)∗f˜o is the
multi-species gyrocenter phase space density (a collection of 6-forms), E(t) = −dφ(t)− A˙(t)/c
is the electric field 1-form, B(t) = dA(t) is the magnetic field 2-form and the various Lagrangian
functions are defined as follows. Lp is the “free gyrocenter” Lagrangian (in analogy with the notion
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of a free-particle Lagrangian) given by
Lp(ξ˜, f˜ , E, B) =
Ns∑
s=1
([∫
TQ
fsΞs(ξs)
]
−Ks(fs, E, B)
)
, (3.210)
where Ξs is the guiding center 1-form and Ks is the gyrocenter kinetic energy functional
Ks(f, E,B) =
∫
TQ
fKs(E,B). (3.211)
Here Ks : Ω1(Q) × dΩ1(Q) → C∞(TQ) is the gyrocenter kinetic energy function, which has
a non-local dependence on the electric and magnetic fields. Lint is the “interaction” Lagrangian
given by
Lint(ξ˜, f˜ , A, φ) =
Ns∑
s=1
(∫
TQ
fs
[es
c
π∗A(ξs)− esπ∗φ
])
=
1
c
〈
J(ξ˜, f˜), A
〉
−
〈
ρ(f˜), φ
〉
,
(3.212)
where the current density 1-form and charge density operators, J and ρ, were introduced in the
previous section. Finally, LMax is the free electromagnetic field action
LMax(E,B) = 1
8π
〈E,E〉 − 1
8π
〈B,B〉 . (3.213)
Explicit expressions for Ξ and Ks will not be necessary; it is enough to know they can be found in
principle.
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The Euler-Lagrange equations associated with the gyrokinetic action are given by
(
d
dt
+ Lξs(t)
)(
δ(Lp + Lint)
δξs
)
= d
(
δ(Lp + Lint)
δfs
)
⊗ fs (3.214)
1
c
d
dt
δ(Lp + LMax)
δE
+ δ
δ(Lp + LMax)
δB
= −δLint
δA
(3.215)
δ
δ(Lp + LMax)
δE
=
δLint
δφ
. (3.216)
Upon calculating the relevant functional derivatives, these equations reduce to
iξs(t)dΞgys = −Ξ˙gys − dHgys (3.217)
1
c
d
dt
D(t)− δH(t) = −4π
c
J(ξ˜(t), f˜(t)) (3.218)
δD(t) = −4πρ(f˜ (t)), (3.219)
where we have introduced the gyrocenter 1-form and Hamiltonian,
Ξgys = Ξs +
es
c
π∗A (3.220)
Hgys = Ks + esπ∗φ, (3.221)
the 1-form
D(t) = E(t)− 4πδK
δE
= Dˆ(f˜ (t),E(t),B(t)), (3.222)
and the 2-form
H(t) = B(t) + 4π
δK
δB
= Hˆ(f˜(t),E(t),B(t)). (3.223)
CHAPTER 3. BOUNDARY TERMS AND POISSON BRACKETS 67
Note that in these expressions E(t) = −dφ(t) − A˙(t)/c, B(t) = dA(t), and K = ∑sKs,
which implies dE(t) = −B˙(t)/c. Equation (3.217) gives the gyrocenter equations of motion in
Hamiltonian form. Equation (3.218) is the “macroscopic” Ampe`re equation (written in terms of
forms). Finally, Eq. (3.219) is the macroscopic Gauss equation.
The reference gyrocenter phase space density f˜o is not a dynamical variable in this formulation
of gyrokinetics. However, we can elevate f˜o to the status of a dynamical variable by embedding
gyrokinetics within a slightly larger system. In particular, if we define the augmented gyrokinetic
action
S(g˜,A,φ, f˜o, χ˜) = Sf˜o(t)(g˜,A,φ) +
Ns∑
s=1
∫
TQ
f˙os(t)χs(t), (3.224)
the resulting Euler-Lagrange equations are given by
iξs(t)dΞgys = −Ξ˙gys − dHgys (3.225)
1
c
d
dt
D(t)− δH(t) = −4π
c
J(ξ˜(t), f˜(t)) (3.226)
δD(t) = −4πρ(f˜ (t)), (3.227)
f˙os(t) = 0 (3.228)
χ˙s(t) = gs(t)
∗(Ξgys (ξs(t))−Hgys ). (3.229)
The first four equations in this set decouple from the fifth and reproduce the gyrokinetic Vlasov-
Maxwell dynamics. The fifth equation defines the dynamics of the additional variable χ˜(t). We
will refer to this larger system of equations as the augmented gyrokinetic Vlasov-Maxwell equa-
tions, or the AGVM equations for short.
It may seem awkward to introduce the additional dynamical variable χ˜(t). However, χ˜(t)
will be a help rather than a hinderance as we continue our derivation of the gyrokinetic bracket.
Moreover, the evolution equation for χ˜(t) is very much reminiscent of the evolution equation
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for the phase of the quantum wave function in the WKB approximation. I don’t think this is a
coincidence; a semiclassical treatment of gyrokinetics would most likely produce an equation very
similar to Eq. (3.229). This is strongly suggested by considering the gauge invariance properties of
the augmented gyrokinetic action. Because fos(t) depends on time, under the gauge transformation
A(t) → A(t) + ϕ(t), φ(t) → φ(t) − ϕ˙(t)/c the augmented gyrokinetic action is not weakly
invariant (it changes by more than temporal boundary terms). However, if we also change χs(t)
according to χs(t) → χs(t) − esc gs(t)∗π∗ϕ(t), the gyrokinetic action is left weakly invariant.
Thus, χs(t) changes in the same way as the quantum phase under a gauge transformation.
The AGMV equations determine an evolution equation for the variable Z(t) = (g˜(t),A(t),
D(t), f˜o(t), χ˜(t)) that is first order in time. To see this, first choose the gauge φ(t) = 0. In this
gauge, B(t) = dA(t) and E(t) = −A˙(t)/c. Therefore, if we introduce the electric field operator
Eˆ, which is defined by the implicit equation
D = Dˆ(f˜ , Eˆ(f˜ , D,B), B), (3.230)
we can write
d
dt
A(t) = −cEˆ(f˜(t),D(t),dA(t)), (3.231)
where f˜(t) = g˜(t)∗f˜o(t), which gives the time derivative of A(t) in terms of Z(t). For the time
derivative of g˜(t), we note that
g˙s(t) = ξs(t) ◦ gs(t), (3.232)
and that ξs(t) is a functional of E and B according to Hamilton’s equations, i.e. ξs(t) =
Xgys (Eˆ(f˜ (t),D(t),dA(t)),dA(t)) for a functional Xgys : Ω1(Q) × Ω2(Q) → X(TQ). Because
ξs(t) can be expressed in terms of Z(t), it follows that the macroscopic Ampe`re equation gives
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the time derivative of D(t) in terms of Z(t). For the same reason, the time derivative of χs(t) can
be written in terms of Z(t). Finally, the time derivative of fos(t) is trivially a functional of Z(t).
It follows that the variable Z(t) obeys an (infinite-dimensional) autonomous first order ODE
Z˙(t) = Y (Z(t)), (3.233)
where Y is a vector field on Po = G× Ω1(Q)× Ω1(Q)× V ∗ × V . We will refer to the space Po
as the AGVM phase space. We will use Ft : Po → Po to denote the (formal) flow map associated
with Y .
By the existence and uniqueness of solutions to first order ODEs, for each point Z ∈ Po, there
is a unique path Z such that Z(t1) = Z and Z˙(t) = Y (Z(t)). In terms of the flow map Ft, this
path is given by
Z(t) = Ft−t1(Z) ≡ Sol(Z)(t), (3.234)
where we have defined the function Sol : Po → P(Po). The augmented gyrokinetic system
therefore gives us a natural way of mapping points in the augmented phase space into a path
space. But recall that the augmented gyrokinetic action maps points in a path space into the real
numbers. This suggests that we can construct a special real-valued function on Po by composing
the gyrokinetic action with the function Sol in some sense. Actually, composition doesn’t make
literal sense because the augmented gyrokinetic action is a functional defined on a path space
that differs from P(Po); the argument of the augmented gyrokinetic action is a path of the form
(g˜,A,φ, f˜o, χ˜) ∈ P(G × Ω1(Q) × Ω0(Q) × V ∗ × V ). Nevertheless, there is a simple mapping
Π : P(Po)→ P(G× Ω1(Q)× Ω0(Q)× V ∗ × V ) given by
Π(g˜,A,D, f˜o, χ˜) = (g˜,A, 0, f˜o, χ˜), (3.235)
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which is motivated by our choice of the gauge φ(t) = 0. We can still therefore define a special
real-valued function on Po
SPo(Z) = S(Π(Sol(Z))). (3.236)
We will refer to SPo as the restricted augmented action. Note that SPo implicitly depends on t1 and
t2 as these appear in the action integral’s limits of integration.
It is extremely interesting to study the (infinite-dimensional) exterior derivative of the restricted
augmented action. A simple direct calculation shows
dSPo(δZ) = F
∗
t2−t1ΘPo −ΘPo , (3.237)
where ΘPo is a 1-form on Po given by
ΘPo(δZ) =
Ns∑
s=1
(∫
TQ
(Ξgy ⊗ gs∗fos) · ηs + χsδfos
)
− 1
4πc
〈D, δA〉 . (3.238)
Here η˜ = δg˜◦g˜−1. This identity becomes very interesting indeed when both sides are differentiated
with respect to t2. We have
F∗t2−t1dS˙Po = F
∗
t2−t1LYΘPo = F
∗
t2−t1(iY dΘPo + d(ΘPo(Y ))), (3.239)
where S˙Po is given by
S˙Po(Z) = Lp(X˜gy, g˜∗f˜o, Eˆ,dA) + Lint(X˜gy, A, 0) + LMax(Eˆ,dA). (3.240)
Here we are using the short hand notation X˜gy = X˜gy(Eˆ(g˜∗f˜o, D,dA),dA) and Eˆ =
Eˆ(Eˆ(g˜∗f˜o, D,dA). Equation (3.239) tells us that the augmented gyrokinetic dynamical vec-
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tor field Y obeys an infinite-dimensional version of Hamilton’s equations,
iYΩPo = dEPo , (3.241)
where the closed (and non-degenerate, as it turns out) 2-form ΩPo = −dΘPo and the energy func-
tional EPo = ΘPo(Y ) − S˙Po . It follows that the AGVM equations have a Poisson formulation on
Po with a Poisson bracket given by inverting the symplectic form Ω and a Hamiltonian functional
given by EPo .
In order to derive an explicit expression for the AGVM Poisson bracket [·, ·]Po , the simplest
approach is to first derive an expression for a general Hamiltonian vector field, XG, using the
infinite-dimensional phase space variational principle
δ
∫ t2
t1
(
ΘPo(Z˙(t))− G(Z(t))
)
dt = 0, (3.242)
and then calculate the Poisson bracket using the formula
[F,G]Po = LXGF. (3.243)
We find that XG = (ξ˜G ◦ g˜, A˙G, D˙G, ( ˙˜fo)G, ˙˜χG), where
(ξs)G = (ω
gy
s )
−1
(
δG
δgs
− 4πeSπ∗ δG
δD
+
gs∗δG/δχs
gs∗fos
Ξgy
)
(3.244)
A˙G = −4πc δG
δD
(3.245)
D˙G = 4πc
δG
δA
− 4πJ(ξ˜G, g˜∗f˜o) (3.246)
(f˙os)G =
δG
δχs
(3.247)
(χ˙s)G = g
∗
s(Ξ
gy
s [(ξs)G])−
δG
δfos
. (3.248)
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Therefore the AGVM Poisson bracket is given by
[F,G]Po =
Ns∑
s=1
∫
TQ
Bgys
(
δF
δgs
− 4πesπ∗ δF
δD
,
δG
δgs
− 4πesπ∗ δG
δD
)
gs∗fos
+
Ns∑
s=1
∫
TQ
(
gs∗
δF
δχs
)
Bgys
(
Ξgy,
δG
δgs
− 4πesπ∗ δG
δD
)
−
(
gs∗
δG
δχs
)
Bgys
(
Ξgy,
δF
δgs
− 4πesπ∗ δF
δD
)
+
(
Ns∑
s=1
∫
TQ
δF
δfos
δG
δχs
− δG
δfos
δF
δχs
)
+ 4πc
(〈
δF
δD
,
δG
δA
〉
−
〈
δG
δD
,
δF
δA
〉)
, (3.249)
where Bgys is the gyrocenter Poisson tensor.
The AGVM Poisson bracket in conjunction with the energy functional
EPo(Z) = (ΘPo(Y )− S˙Po)(Z)
= K(g˜∗f˜o, Eˆ,dA) +
〈
Pˆ , Eˆ
〉
+
1
8π
〈
Eˆ, Eˆ
〉
+
1
8π
〈dA,dA〉 , (3.250)
cast the AGVM equations as an infinite dimensional Poisson dynamical system. Here we have
introduced the polarization operator
Pˆ (f˜ , D,B) =
1
4π
(D − Eˆ(f˜ , D,B)). (3.251)
Note that the AGVM Poisson bracket is derived by inverting a symplectic form, and so it does not
have casimirs. The main drawback of this Poisson formulation of gyrokinetics is that it contains
a superfluous dynamical variable χ˜. A secondary drawback is that it uses the gauge-dependent
vector potentialA as a dynamical variable. A tertiary drawback is that it is expressed in Lagrangian
labeling.
All of the drawbacks of the augmented Poisson formulation of gyrokinetics can be removed
using Poisson reduction. To refresh the reader’s memory, the basic premise of Poisson reduction
is that if there is a Lie group H that acts freely on a Poisson manifold P in a manner that leaves
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the Poisson bracket and Hamiltonian function invariant, then the bracket and Hamiltonian induce
corresponding objects on the quotient P/H . The bracket on P/H is known as the reduced bracket
and the Hamiltonian on P/H is known as the reduced Hamiltonian. In our case, the poisson
manifold will be P = Po equipped with the AGVM bracket, and the Hamiltonian function will be
EPo . The Lie group will be H = Ω0(Q) × (G ⋊ V ). The first factor in H corresponds to gauge
symmetry, the second to particle-relabeling symmetry, and the third to symmetry with respect
to translations in the augmented variable χ˜. The quotient P/H will be the gyrokinetic Eulerian
phase space, i.e. the space of triples (f˜ , D,B). The reduced bracket and reduced Hamiltonian on
the Eulerian phase space will provide us with a Poisson formulation of the gyrokinetic Vlasov-
Maxwell system without any of the drawbacks of the AGVM Poisson formulation.
Instead of applying Poisson reduction to the entire symmetry group of the AGVM system
H = Ω0(Q) × (G ⋊ V ), we will apply the Poisson reduction procedure three times, eliminating
one factor of H in each step. The general theory behind breaking a symmetry group into subgroups
and then applying step-wise Poisson reduction is known as Poisson reduction by stages. We will
not need to draw upon any of the general results from this theory. First we will factor out the
translations in χ˜, which are embodied by the additive Lie group V . This will give us a Poisson
formulation of gyrokinetics on the spacePLA = Po/V , which consists of tuples (g˜, A,D, f˜o). PLA
is the gauge-dependent Lagrangian phase space for gyrokinetics. In the second reduction step, we
will factor out the gauge symmetry, which is generated by a second additive Lie group Ω0(Q). The
result will be a Poisson formulation of gyrokinetics on the gauge-independent Lagrangian phase
space PL = PLA/Ω0(Q). Finally, we will quotient by the particle relabeling symmetry group,
G, which will provide us with a Poisson formulation of gyrokinetics on the Eulerian phase space
PE = PL/G.
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The Poisson bracket on the first reduced phase space, PLA = Po/V , is given by
[F,G]PLA(g˜, A,D, f˜o) =
Ns∑
s=1
∫
TQ
Bgys
(
δF
δgs
− 4πesπ∗ δF
δD
,
δG
δgs
− 4πesπ∗ δG
δD
)
gs∗fos
+ 4πc
(〈
δF
δD
,
δG
δA
〉
−
〈
δG
δD
,
δF
δA
〉)
. (3.252)
The reduced Hamiltonian on PLA is given by
EPLA(g˜, A,D, f˜o) = K(g˜∗f˜o, Eˆ,dA) +
〈
Pˆ , Eˆ
〉
+
1
8π
〈
Eˆ, Eˆ
〉
+
1
8π
〈dA,dA〉 . (3.253)
Note that this reduced bracket and Hamiltonian are both invariant under time-independent gauge
transformations A→ A + dϕ, where ϕ ∈ Ω0(Q).
The Poisson bracket on the second reduced phase space, PL = PLA/Ω0(Q), which is the
gauge-independent Lagrangian phase space, is given by
[F,G]PL(g˜, D,B, f˜o) =
Ns∑
s=1
∫
TQ
Bgys
(
δF
δgs
− 4πesπ∗ δF
δD
,
δG
δgs
− 4πesπ∗ δG
δD
)
gs∗fos
+ 4πc
(〈
δF
δD
, δ
δG
δB
〉
−
〈
δG
δD
, δ
δF
δB
〉)
. (3.254)
The Hamiltonian on PL is given by
EPo(g˜, D,B, f˜o) = K(g˜∗f˜o, Eˆ, B) +
〈
Pˆ , Eˆ
〉
+
1
8π
〈
Eˆ, Eˆ
〉
+
1
8π
〈B,B〉 . (3.255)
Note that the 2-form B is required to be exact (ignoring possible Homological complications).
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Finally, the Poisson bracket on the Eulerian phase space, PE = PL/G is given by
[F,G]PE (f˜ , D,B) =
Ns∑
s=1
∫
TQ
Bgys
(
d
δF
δfs
− 4πesπ∗ δF
δD
,d
δG
δfs
− 4πesπ∗ δG
δD
)
fs
+ 4πc
(〈
δF
δD
, δ
δG
δB
〉
−
〈
δG
δD
, δ
δF
δB
〉)
, (3.256)
and the Eulerian Hamiltonian is given by
EPo(f˜ , D,B) = K(f˜ , Eˆ, B) +
〈
Pˆ , Eˆ
〉
+
1
8π
〈
Eˆ, Eˆ
〉
+
1
8π
〈B,B〉 . (3.257)
Note that this bracket, and all of the previous brackets satisfy the Jacobi identity by construction.
3.4.1 The augmented gyrokinetic Vlasov-Maxwell symmetry group
The basic symmetry group of the AGVM equations is H = Ω0(Q) × (G ⋊ V ), which as a set is
simply Ω0(Q) × G × V . For technical reasons, we will regard Ω0(Q) as the functions on Q that
vanish at infinity. Some basic properties of H are:
• The group identity e = (0, i˜dTQ, 0). The group product of s1 = (ϕ1, h˜1, τ˜1) and s1 =
(ϕ2, h˜2, τ˜2) is given by
s1 ∗ s2 = (ϕ1 + ϕ2, h˜1 ◦ h˜2, h∗2τ1 + τ2). (3.258)
The inverse of s = (ϕ, h˜, τ˜) is given by
s−1 = (−ϕ, h˜−1,−h˜∗τ˜). (3.259)
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• H’s Lie algebra h = Ω0(Q)× g× V . We will denote typical elements of h with the symbol
x = (δϕ, ζ˜, δχ˜). The adjoint action of H on h is given by
Adsx = (δϕ, h˜∗ζ˜ , h˜∗[Lζ˜ τ˜ + δτ˜ ]). (3.260)
The Lie bracket is therefore
[x1, x2] = (0,−[ζ˜1, ζ˜2], Lζ˜2δτ˜1 − Lζ˜1δτ˜2). (3.261)
• The dual to H’s Lie algebra h∗ = Ω0(Q)× g∗ × V ∗. We will denote typical elements of h∗
with the symbol µ = (ρ, α˜, f˜). The coadjoint action of H on h∗ is given by
Ad∗sµ = (ρ, h˜∗[α˜− dτ˜ ⊗ f˜ ], h˜∗f˜). (3.262)
The conditions for a functional A : h∗ → R to be invariant under the coadjoint action are
therefore
LδA/δα˜f = 0 (3.263)
LδA/δα˜α˜ + d
δA
δf˜
⊗ f˜ = 0. (3.264)
Note that these conditions can be regarded as first-order functional partial differential equa-
tions for the Casimirs of the Lie Poisson bracket on h∗.
• There is a right H-action on Po given by
Rs(g˜, D, A, f˜o, χ˜) = (g˜ ◦ h˜, D,A+ dϕ, h˜∗f˜o, h˜∗(χ˜+ (e/c)g˜∗π∗ϕ) + τ). (3.265)
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The right infinitesimal generator is given by
xR(Z) = (g˜∗ζ˜ ◦ g˜, 0,dδϕ, Lζ˜ f˜o, Lζ˜χ˜+ (e/c)g˜∗π∗δϕ+ δτ˜ ). (3.266)
Note that the right infinitesimal generator satisfies R∗sxR = (Adsx)R for each s ∈ H .
In order to identify the conservation laws associated with this symmetry group, we will now
consider the invariance properties of the 1-form ΘPo . A straightforward calculation shows
R∗sΘPo = ΘPo + dcs, (3.267)
where
cs(Z) =
Ns∑
s=1
∫
TQ
es
c
π∗ϕ gs∗fos + hs∗τs fos. (3.268)
Differentiating this equation in s at e ∈ H , we obtain
ixRdΘ = −d (Θ(xR)− δc(x)) , (3.269)
for each x ∈ h. Here we have introduced the mapping δc : h→ C∞(Po) given by
δc(x)(Z) =
d
dǫ
∣∣∣∣
0
cexp(ǫx)(Z) (3.270)
=
Ns∑
s=1
∫
TQ
δτsfos +
1
c
〈
ρ(g˜∗f˜o), δϕ
〉
. (3.271)
Θ(xR) is given by
Θ(xR)(Z) =
Ns∑
s=1
∫
TQ
(g∗sΞ
gy
s ⊗ fos − dχ⊗ fos) · ζs −
1
4πc
〈δD, δϕ〉 . (3.272)
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It follows that a momentum mapping m : Po → h∗ associated with the action Rs is given by
m(g˜, D, A, f˜o, χ˜) =
(
− 1
4πc
δD − 1
c
ρ(g˜∗f˜o), [g˜∗Ξ˜gy − dχ˜]⊗ f˜o,−f˜o
)
. (3.273)
It is straightforward to verify that m satisfies the following equivariance property
m ◦Rs = Ad∗s−1 ◦m, (3.274)
i.e. translating inPo along theH-action only changes the value ofm by shifting it along a coadjoint
orbit in h∗. Thus, m : Po → h∗ is a Poisson map when h∗ is equipped with its Lie-Poisson bracket.
We can now formally write down many of the Casimirs of the gyrokinetic Vlasov-Maxwell
bracket in Eulerian labeling. Because m is a constant of motion for the AGVM system, any func-
tion of m is also a constant of motion. In particular, if A : h∗ → R is an Ad∗-invariant functional
on g∗, A ◦m is a constant of motion. The constant of motion A ◦m satisfies R∗s(A ◦m) = A ◦m
by the equivariance of m and the Ad∗-invariance of A. Therefore A ◦m descends to the quotient
Po/H = PE , i.e. there is a functional CA : PE → R uniquely characterized by the formula
π∗ECA = A ◦m, (3.275)
where πE : Po → Po/H = PE is the quotient map. CA is a Casimir of the Eulerian gyrokinetic
Vlasov-Maxwell bracket [·, ·]PE because
π∗E [CA, F]PE = [π
∗
ECA, π
∗
EF]Po (3.276)
= [A ◦m, π∗EF]Po (3.277)
= 0. (3.278)
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3.5 The neutral Vlasov model
The neutral Vlasov model was introduced by Tronci and Camporeal in Tronci and Camporeale
(2015). Its defining equations are given by
∂tfs + v · ∇fs+ es
ms
(E + v ×B) · ∇vfs = 0 (3.279)
∂tB = −∇×E (3.280)
∇×B = µo
∑
s
es
∫
vfs dv,
∑
s
es
∫
fs dv = 0. (3.281)
We will first formulate the quasineutral model as an initial value problem without assuming
∇ · E = 0, which is not obviously implied by the Euler-Lagrange equations. We will work in
terms of potentials in the temporal gauge ϕ = 0. I will also make use of a hodge decomposition of
the vector potential
A = ∇×α+∇λ, (3.282)
where α satisfies
∇ ·α = 0 (3.283)
and λ is defined modulo the addition of constants (i.e. λ is really an equivalence class of functions
whose elements differ from one another by constant functions). Given an A, there is a unique pair
α, λ that satisfy the previous three equations.
An equation for α— According to the variational formulation of the neutral Vlasov model
given in Tronci and Camporeale (2015), one of the Euler-Lagrange equations is ρ = 0, which
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implies that ∇ · J = 0. This is consistent with another one of the Euler-Lagrange equations,
µoJ = ∇×B = −∇×∆α. (3.284)
Thus, we come to the conclusion that α is uniquely determined by J (and therefore f ) via
α = µoG[G[∇× J ]], (3.285)
where G is the inverse of the Laplacian (G stands for Green operator). Note that λ is not yet
determined.
An equation for ∂tλ— If we take the time derivative of the Ampe`re equation, we obtain
µoJ˙ = −∇× (∇×E). (3.286)
The time derivative of the current density can also be written in terms of the electromagnetic field
using the momentum equation
∂t(nsus) +∇ · Ts = esns
ms
(E + us ×B), (3.287)
where T is the stress tensor,
Ts =
∫
vvfs dv. (3.288)
We have
J˙ = −∇ ·Q+ ǫoω2pE + ǫoω2p〈u〉 ×B, (3.289)
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where
Q =
∑
s
esTs (3.290)
ω2p =
∑
s
ω2ps =
∑
s
nse
2
s
ǫoms
(3.291)
〈u〉 =
∑
s ω
2
psus∑
s ω
2
ps
. (3.292)
If we now equate our two expressions for the time derivative of the current density, we obtain an
equation that functionally relates the electric field to the distribution function and the magnetic
field,
c2
ω2p
∇× (∇×E) +E = −〈u〉 ×B + 1
ǫoω2p
∇ ·Q. (3.293)
We will now use this expression to derive an expression for ∂tλ.
Note that the (f -dependent) linear operator E 7→ D[E], where
D[E] = c
2
ω2p
∇× (∇×E) +E, (3.294)
does not have non-zero null eigenvectors. Indeed, if Eo is a null eigenvector then we have
0 ≤
∫
ω2p
c2
|Eo|2 dx = −
∫
Eo · ∇ × (∇×Eo) dx = −
∫
|∇ ×Eo|2 dx ≤ 0, (3.295)
which implies that |Eo| = 0 everywhere. Thus, we can use the inverse of D to define an electric
field functional E = E(f,B), where
E = D−1
[
−〈u〉 ×B + 1
ǫoω2p
∇ ·Q
]
. (3.296)
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Because the vector potential determines the electric field according to the relationE = −∂tA, the
functional E is related to ∂tλ according to
∇ · E(f,B) = −∆∂tλ. (3.297)
Because B can be regarded as a functional of f according to Eq. (3.285), we can now express ∂tλ
entirely in terms of f :
∂tλ = −G[∇ · E(f,B)]. (3.298)
The quasineutral model’s initial value formulation — We can now formulate the initial value
problem for the quasineutral model. The state of the system is determined by the pair (f, λ), where
f is the multi-species distribution function and λ appears in the Hodge decomposition of the vector
potential as above. The time evolution equation for (f, λ) is given by
∂tfs = −v · ∇fs − es
ms
(E + v ×B) · ∇vfs (3.299)
∂tλ = −G[∇ · E(f,B)], (3.300)
where
B = −µoG[∇× J ] (3.301)
is expressed in terms of f . Note that the dynamics of f decouple from the dynamics of λ.
Remarks — This system of evolution equations admits solutions that do not satisfy the Ampe`re
equation and the neutrality condition. However, using the definition of E , it is straightforward to
verify that∇·J is a constant of motion. Thus, if we choose initial conditions with∇·J = 0, then
this identity will hold for all subsequent times, and, as a consequence, the Ampe`re equation will be
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satisfied for all times (this second statement follows from applying the Laplacian to Eq. (3.301)).
If, in addition to demanding our initial condition satisfies ∇ · J = 0, we demand that our initial
condition satisfies ρ = 0, then ρ will be zero for all times. Indeed,
∂tρ = −∇ · J , (3.302)
which implies that ρ is constant along solutions that initially satisfy ∇ · J = 0.
3.5.1 Phase space Lagrangian formulation of the neutral Vlasov model
So far we have deduced that the phase space for the neutral Vlasov model is given by the space of
pairs (f, λ) subject to the holonomic constraint ∇ · J = 0. Because we will need a slightly more
precise notation in the discussion that follows, we will write the constraint as ∇ · J(Xo, f) = 0,
where the functional J(V, f) depends on the multi-species velocity field V and the multi-species
distribution function f according to
J(V, f) =
∑
s
es
∫
x˙sfs dv, (3.303)
where x˙s = x˙s(x, v) is the spatial component of the phase space velocity Vs = (x˙s, v˙s). The
vector field Xo is given by x˙s = v and v˙s = 0, which implies
J(Xo, f) =
∑
s
es
∫
vfs dv, (3.304)
as expected.
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We will derive the Poisson bracket on this phase space in this section. We start by writing down
a phase space Lagrangian for an augmented system,
LH(g, Fo, χ, λ, g˙, F˙o, χ˙, λ˙) = Θ(V, F˙o, χ˙, λ˙)−H(g, Fo, χ, λ) (3.305)
Here g is a multi-species phase space fluid configuration, i.e. an element of Diff(TQ); Fo is a
multi-species reference phase space density related to the reference distribution function fo by
Fos = fos Ω, where Ω = dx ∧ dy ∧ dz ∧ dvx ∧ dvy ∧ dvz; χ is a multi-species function on
phase space; and λ is a function on Q modulo constant functions. The multi-species phase space
fluid velocity is related to g˙ by V = g˙ ◦ g−1. The quantities g, Fo are constrained to satisfy
∇ · J(Xo, F ) = 0, where Fs = gs∗Fos. The Hamiltonian functional is given by
H(g, Fo, χ, λ) =
∑
s
〈Ks, Fs〉+ 1
2µo
〈∇ ×AT (Jo),∇×AT (Jo)〉 (3.306)
where, Jo = J(Xo, F ), AT (Jo) is the transverse vector potential given by
AT (Jo) = µoG[G[∇× (∇× Jo)]], (3.307)
and Ks = 12msv · v is the single-particle kinetic energy. The Lagrange 1-form is given by
Θ(V, F˙o, χ˙, λ˙) =
∑
s
〈ϑs(Vs), Fs〉+
∑
s
〈χ˙s, Fos〉. (3.308)
Here the singe-particle Lagrange 1-form ϑs is given by
ϑs = (msv + es[AT (Jo) +∇λ]) · dx. (3.309)
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The Hamiltonian vector field XH with Hamiltonian H is determined by varying the action
SH =
∫ t2
t1
LH dt. More generally, the Hamiltonian vector field XF with Hamiltonian F is deter-
mined by varying the action SF =
∫ t2
t1
LF dt. The Poisson bracket [F ,G] on the augmented phase
space (i.e. (g, Fo, χ, λ)-space) is given by
[F ,G] = dF(XG). (3.310)
In order to derive the bracket, we will first find an expression for the general Hamiltonian vector
field XF and then deduce the bracket from the previous formula.
We will find XF by manipulating the Euler-Lagrange equations associated with the Lagrangian
LF . In order to derive the Euler-Lagrange equations associated with the phase space Lagrangian
LF , it is necessary to account for the constraint∇·J(Xo, F ) = 0. This holonomic constraint places
a an awkward constraint on the variations of the phase space variables (g, Fo, χ, λ). I have found it
very convenient to work with unconstrained variations and a Lagrange multiplier. That is, instead
of varying the action SF =
∫ t2
t1
LF dt while respecting the divergence-free current constraint, it is
easier to vary
S ′F =
∫ t2
t1
(LF + 〈ψ,∇ · Jo〉) dt (3.311)
using unconstrained variations. Here the Lagrange multiplier ψ is a time-dependent function on Q
modulo constant functions.
The Euler-Lagrange equations associated with the action S ′F are given as follows.
Varying gs — Varying the multi-species phase space fluid configuration gives
d
dt
ϑs + iVsdϑs + esd(v · ∇ψ − v ·AT (J)) + gs∗
(
F˙os
Fos
)
ϑs + δgsF = 0. (3.312)
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Here J = J(V, F ) (note that J 6= Jo!) and δgsF is a 1-form on the single-particle phase space
that can be thought of as the functional derivative of F with respect to gs. To be precise,
d
dǫ
∣∣∣∣
0
F(gsǫ) = 〈δgsF(ξs), Fs〉, (3.313)
where ξs = δgs ◦ g−1s . In deriving the expression (3.312), it is useful to make use of the self-adjoint
property of the transverse vector potential,
〈J1,AT (J2)〉 = 〈AT (J1),J2〉, (3.314)
where J1,J2 are arbitrary vector fields on Q. It is also useful to note that 3.312 implies that the
velocity Vs can be decomposed as
Vs = νFs + Ps(esA˙F · dx), (3.315)
where Ps is the Poisson tensor associated with the symplectic form ωs = −dϑs and
νFs = Ps(δgsF + esd[v ·AoF ]− esAT (JFχ)− gs∗
(
δF/δχs
Fos
)
ϑs) (3.316)
Varying λ— Varying the scalar λ gives
∇ · J + δF
δλ
= 0. (3.317)
Note that δF/δλ lives in the dual to the space of scalar functions modulo constant functions,
which is precisely the space of functions on Q with vanishing integral.
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Varying Fos — Varying the reference phase space density Fos gives
χ˙s + g
∗
s [ϑs(Vs) + esv · (AT (J)−∇ψ)]−
δF
δFos
= 0. (3.318)
This equation implies that the phase space function χs behaves very much in the same way as the
phase of a quantum wave in the WKB approximation.
Varying χs — Varying the phase-like function χs gives
F˙os +
δF
δχs
= 0. (3.319)
Varying ψ— As expected, varying the Lagrange multiplier ψ gives
∇ · Jo = 0. (3.320)
Taken together, these Euler-Lagrange equations comprise a puzzle that must be solved in or-
der to find the components of the Hamiltonian vector field XF . Some parts of the puzzle are
simple. For instance, the time derivative of Fos is given immediately by Eq. (3.319). However,
Eq. (3.312) represents a much more serious challenge. There the velocity field Vs is woven
into various terms in a rather intricate manner. Complicating matters further is the fact that the
Lagrange multiplier ψ must somehow be eliminated from the equations.
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The key to solving this puzzle is obtaining expressions for the quantities
A˙F = ∇λ˙−AT [J(Xo, LV F )] (3.321)
AoF = ∇ψ −AT [J(V, F )], (3.322)
in terms of functional derivatives ofF . In principle, this task is not so difficult. However, obtaining
the desired expressions in a useful form is a subtle enterprise. It turns out that a particularly useful
way of writing the expressions is
A˙F = [n− 1]
[
µoJFν + µoµ[JFχ]
ω2p/c
2
]
− µoGΠTJFχ (3.323)
AoF = [n− 1]
[
µoJF + µo∇G
[
δF
δλ
]
ω2p/c
2
]
. (3.324)
Here the various current densities are given by
JF = J(P(δgF), F ) (3.325)
JFν = J(νF , F ) (3.326)
JFχ = J(Xo, g∗(δF/δχ)) (3.327)
and the f -dependent linear operators n, µ are given by
n = −D−1
(
c2
ω2p
∆ΠT
)
(3.328)
µ = 1− ω
2
p
c2
GΠT . (3.329)
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As we will see, the useful property of this representation is that the operator n(c2/ω2p) is self-
adjoint. The self-adjoint property can be verified by first noting D† = ω2p
c2
D c2
ω2p
, which implies
(
n
c2
ω2p
)†
= −
(
c2
ω2p
∆ΠT
)
D−1 c
2
ω2p
. (3.330)
Then one uses the fact that c2
ω2p
∆ΠT commutes with the operator D = 1− c2ω2p∆ΠT to conclude that
(n c
2
ω2p
)† = n c
2
ω2p
. It is also useful to be aware of the identity
n− 1 = −D−1
(
c2
ω2p
∆ΠT +D
)
= −D−1. (3.331)
With equations (3.323) and (3.324) in hand, we can now express the components of the Hamil-
tonian vector field XF as
Vs = νFs + Ps(esA˙F · dx) (3.332)
F˙os = − δF
δχs
(3.333)
χ˙s =
δF
δFos
− g∗s
(
ϑs(νFs)− esv ·AoF
) (3.334)
λ˙ = G[∇ · A˙F ]. (3.335)
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Upon substituting these expressions into the identity [G,F ] = LXFG, we find the following ex-
pression for the Poisson bracket,
[G,F ] =
∑
s
〈ωs(νGs, νFs), Fs〉+
∑
s
〈 δG
δχs
,
δF
δFos
〉 − 〈 δG
δFos
,
δF
δχs
〉
−
〈
µoµ(JGχ)
∣∣∣∣D−1 c2ω2p
∣∣∣∣JF +∇G[δF/δλ]
〉
+
〈
µoµ(JFχ)
∣∣∣∣D−1 c2ω2p
∣∣∣∣JG +∇G[δG/δλ]
〉
.
(3.336)
This Poisson bracket is defined on a space larger than the phase space we are actually interested
in. The “unimportant” variables are the χs and the gs. We can find the bracket on (F, λ)-space
using Poisson reduction. First we will reduce by the abelian group
∑
s C
∞(TQ), which acts by
translation, χs 7→ χs + δχs. It is simple to verify that both the bracket and Hamiltonian given
earlier are invariant under this group action. The first reduced bracket is therefore
[G,F ]r1 =
∑
s
〈ωs(νGs, νFs), Fs〉, (3.337)
where F ,G are functionals of (g, Fo, λ) and
νFs = Ps(δgsF + esd[v ·AoF ]). (3.338)
Next we will reduce by the product of diffeomorphism groups ΠsDiff(TQ) which acts (on the
right) according to (gs, Fos) 7→ (gs ◦ hs, h∗sFos). Again, the bracket and Hamiltonian given earlier
are invariant under this group action. The second reduced bracket is
[G,F ]r2 =
∑
s
〈{GFs + esv ·AoG,FFs + esv ·AoF}, Fs〉, (3.339)
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where
AoF = −D−1 c
2
ω2p
(
µoJ(XFF , F ) + µo∇G[δF/δλ]
)
, (3.340)
and FF = δF/δF . Here, F ,G are functionals on (F, λ)-space.
3.6 Force-free electrodynamics
Force-free electrodynamics is a single-fluid model sometimes used in astrophysics to describe
extremely-magnetized relativistic plasmas. As discussed in Gralla and Jacobsen (2014), the defin-
ing equations (which are Lorentz invariant) are given by
∂tB = −c∇×E (3.341)
∂tE = c∇×B − 4πJ (3.342)
J =
c
4πB2
[
(∇ ·E)E ×B + (B · ∇ ×B −E · ∇ ×E)B
]
(3.343)
E ·B = 0. (3.344)
3.6.1 Phase space variational principle for FFE
For the sake of deriving the FFE Poisson bracket by reduction of a non-degenerate bracket, it is
useful to formulate a phase space variational principle on an augmented phase space P+. The space
P+ is the space of all ordered lists (E,A, g, ρo, χ) where
• E is the electric field 1-form
• A is the vector potential 1-form
• g is a diffeomorphism of R3 that represents the fluid configuration
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• ρo is the reference charge density 3-form
• χ is an auxiliary scalar field,
and E and A are constrained to satisfy
E ∧ dA = 0, (3.345)
which guarantees that the electric and magnetic fields are perpendicular. The Lagrange 1-form on
this space is given by
Θ(E˙, A˙, g˙, ρ˙o, χ˙) = 〈A⊗ ρ, u/c〉 − 1
4π
(E, A˙/c) + 〈ρo, χ˙〉. (3.346)
Here u = g˙ ◦ g−1, angle brackets denote a “natural pairing”, ρ = g∗ρo, and parentheses denote the
standard inner product of differential forms on R3. The Hamiltonian functional is given by
H(E,A, g, ρo, χ) = 1
8π
(E,E) +
1
8π
(dA,dA). (3.347)
The phase space Lagrangian is given by
LH = Θ(E˙, A˙, g˙, ρ˙o, χ˙)−H(E,A, g, ρo, χ). (3.348)
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To verify that this Lagrangian reproduces the equations of FEE, it is useful to calculate the first
variation of LF , which is given by
δLF =
(
∗ [ιu/cρ] + 1
4π
E˙/c+
1
4π
δ
(
∗(b · A˙/c)E|B| − B
)
, δA
)
+
(
− 1
4π
A˙/c− 1
4π
E, δE⊥
)
+
〈
[−A˙/c− ιu/cB − (A/c)g∗(ρ˙o/ρo)]⊗ ρ, ξ
〉
+ 〈g∗(A(u/c)) + χ˙, δρo〉
+ 〈−ρ˙o, δχ〉
+
d
dt
Θ(δE, δA, δg, δρo, δχ). (3.349)
Here B = dA, |B| = √∗(B ∧ ∗B), b = ∗B/|B|, the dot product between two k-forms α, β is
given by
α · β = ∗(α ∧ ∗β), (3.350)
and if α is a 1-form, α⊥ = α− (α · b)b. Note that δE is constrained to satisfy
δE · b = −E · ∗ δB|B| , (3.351)
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i.e. the parallel variation of E is completely determined by the variation of B. By setting the
variation of LH equal to zero, the following equations of motion emerge:
ρ˙o = 0 (3.352)
χ˙ = −g∗(A(u/c)) (3.353)
A˙/c = −E (3.354)
δB = ∗[ιu/cρ] + 1
4π
E˙/c (3.355)
E = ιu/cB, (3.356)
which are equivalent to the equations of force free electrodynamics provided 4π ∗ ρ = −δE at
t = 0 (note that 4π ∗ ρ+ δE is a constant of motion).
3.6.2 Symmetries of the phase space Lagrangian
Symmetry under translations in χ
Consider the abelian group Go = C∞(R3), whose typical element we will denote τ . Go acts on
the augmented FFE phase space according to χ 7→ χ+ τ . The phase space Lagrangian is invariant
under this symmetry, which implies that Θ(0, 0, 0, 0, τ) = 〈ρo, τ〉 is a constant of motion for each
τ ∈ Go. Because τ is an arbitrary smooth function, ρo must be independent of time.
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3.6.3 Symmetry under time-independent gauge transformations
Consider again the abelian group Go. Let s ∈ Go be a typical element. This group acts on P+ in a
second way, namely
A 7→ A+ ds (3.357)
χ 7→ χ− 1
c
g∗s. (3.358)
Note that this transformation preserves the constraint E ∧dA = 0. The phase space Lagrangian is
invariant under this symmetry which implies that
µs = Θ(0,ds, 0, 0,−g∗s/c) = − 1
4πc
(δE + 4π ∗ ρ, s) (3.359)
is a constant of motion for each s ∈ Go. Thus, δE + 4π ∗ ρ is a constant of motion.
Symmetry under particle relabling
Let G1 = Diff(R3) be the non-abelian group of diffeomorphisms of R3 with typical element
h ∈ G1. There is a (right) G1 action on P+ given by
g 7→ g ◦ h (3.360)
ρo 7→ h∗ρo (3.361)
χ 7→ h∗χ. (3.362)
The phase space Lagrangian is invariant this symmetry. Thus, the contraction of the Lagrange
1-form with the infinitesimal generator of this symmetry is a constant of motion. The infinitesimal
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generator is given by
ξP+ = (δE, δA, δg, δρ, δχ) = (0, 0, T g ◦ ξ, Lξρ, Lξχ), (3.363)
where ξ is an arbitrary vector field. This implies that
µξ = Θ(ξP+) = 〈(g∗A/c+ dχ)⊗ ρo, ξ)〉 (3.364)
is a constant of motion for each ξ. Because ξ is arbitrary and ρo is a constant of motion, the quantity
Ao = g
∗A+dcχ is a constant of motion. To understand this conservation law, consider the exterior
derivative of Ao,
dAo = g
∗B. (3.365)
By applying the pushforward by g to each side of this expression, and noting that Ao is a constant
of motion, we conclude that the magnetic field 2-form is advected by the fluid velocity u,
B = g∗dAo ⇒ B˙ = −LuB. (3.366)
But this implies that the vector potential A is advected modulo an exact 1-form,
A = g∗Ao + dψ. (3.367)
Thus, a second conclusion we can draw about the conservation of µξ is that dcχ can be interpreted
as the difference between A in the temporal gauge and A in the “advection gauge”, wherein A is
advected as a 1-form.
CHAPTER 3. BOUNDARY TERMS AND POISSON BRACKETS 97
Symmetry under isometries of configuration space
Let G2 be the non-abelian group of isometries of R3 with typical element R. G2 is naturally a
matrix group, and so it is equipped with a natural (left) action on R3,
x 7→ Rx. (3.368)
Given an element ν ∈ g2 we can therefore define an infinitesimal generator on R3,
νQ =
d
dǫ
∣∣∣∣
0
exp(ǫν), (3.369)
where exp denotes the matrix exponential. The left action of G2 on R3 lifts to a left action on P+
given by
A 7→ R∗A (3.370)
E 7→ R∗E (3.371)
g 7→ R ◦ g. (3.372)
The infinitesimal generator of this action is given by
νP+ = (δE, δA, δg, δρ, δχ) = (−LνQE,−LνQA, νQ ◦ g, 0, 0). (3.373)
The phase space Lagrangian is invariant under this symmetry. Therefore
µν = Θ(νP+) =
1
4π
(A(νQ/c), 4π ∗ ρ+ δE) + 1
4π
(E, ινQB) (3.374)
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is a constant of motion for each ν ∈ g2. This conservation law is equivalent to the global conser-
vation of linear and angular momentum. Provided initial conditions are chosen so that the Gauss
equation is satisfied, µν is equal to the total momentum of the electromagnetic field.
Combining the symmetry groups Go, Go, and G1.
There is a “big group” that encodes three of the symmetries discussed so far: phase translation,
gauge transformation, and particle relabling. The big group will be denoted G = Go × (Go ⋊G1),
which is suggestive of the fact that H is a direct product of the abelian gauge group Go with the
non-ablian semidirect product Go ⋊ G1. The identity element is e = (0, 0, id) ∈ Go × Go × G1.
The group product is given by
(s1, τ1, h1) ∗ (s2, τ2, h2) = (s1 + s2, h∗2τ1 + τ2, h1 ◦ h2), (3.375)
which can be seen to be associative by direct calculation. The group inverse is given by
(s, τ, h)−1 = (−s,−h∗τ, h−1). (3.376)
While the structure of this group may appear a bit mysterious, it can be uncovered in a straight-
forward way as follows. By an abuse of notation, denote the right actions of Go, Go, and G1 by
Rs, Rτ , and Rh, respectively. We have
Rs(E,A, g, ρo, χ) = (E,A+ ds, g, ρo, χ− g∗s/c) (3.377)
Rτ (E,A, g, ρo, χ) = (E,A, g, ρo, χ+ τ) (3.378)
Rh(E,A, g, ρo, χ) = (E,A, g ◦ h, h∗ρo, h∗χ). (3.379)
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Note that we have the following commutation relations amongst these maps
Rs ◦Rτ = Rτ ◦Rs (3.380)
Rs ◦Rh = Rh ◦Rs (3.381)
Rh ◦Rτ = Rh∗τ ◦Rh. (3.382)
Therefore we have the identity
(Rs2 ◦Rτ2 ◦Rh2) ◦ (Rs1 ◦Rτ1 ◦Rh1) = Rs1+s2 ◦Rh∗2τ1+τ2 ◦Rh1◦h2 . (3.383)
This identity strongly suggests defining the group product given above. Morevoer, by combining
this identity with the fact that the product (3.375) does indeed satisfy the group axioms, we can
quickly deduce the appropriate right action of G on P+, namely
R(s,τ,h) = Rs ◦Rτ ◦Rh. (3.384)
The identity (3.383) can be rewritten as
R(s2,τ2,h2) ◦R(s1,τ1,h1) = R(s1,τ1,h1)∗(s2,τ2,h2), (3.385)
which is the most non-trivial property satisfied by a right G action. The other properties of a right
action follow immediately from the definition (3.384) and the commutation relations.
The quotient space P = P+/G
The Poisson bracket, {·, ·}P+, on P+ given by inverting the symplectic form −dΘ will automat-
ically be symmetric under the group G because Θ has the same symmetry. Therefore there is a
reduced Poisson bracket on P = P+/G that is given formally as follows. Let π : P+ → P
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be the projection map that sends a point in P+ to its orbit under the action of G. Given a pair
of functionals F,G : P → R, we can pull them back to P+, thereby obtaining the functionals
π∗F, π∗G : P+ → R. Each of these functionals on P+ is automatically G-invariant, which implies
that the functional {π∗F, π∗G}P+ is also G-invariant. Because π is surjective, there is therefore a
unique functional, {F,G}P : P → R, that satisfies
π∗{F,G}P = {π∗F, π∗G}P+ . (3.386)
The formula (3.386) defines the Poisson bracket on P . The Jacobi and Leibniz identities are
straightforward to check.
Because P represents a “physical” phase space for FFE, the bracket on P is in some ways more
desireable than the bracket on P+. It is therefore useful to have a concrete model of the space P .
The purpose of this subsection is to supply this model.
It will turn out that P can be represented as the space of triples (E,B, ρ), where E is the
electric field 1-form, B is the (exact) magnetic field 2-form, ρ is the charge density 3-form, and the
electric and magnetic fields are constrained to satisfy E ∧ B = 0. To see this, first note that there
is a surjective map π : P+ → P given by
π(E,A, g, ρo, χ) = (E,dA, g∗ρo). (3.387)
Next suppose (E,A, g, ρo, χ) and (E ′, A′, g′, ρ′o, χ′) each map to (E,B, ρ) under π. Immediately
we see that E ′ = E and dA′ = dA, which implies that there is some s ∈ Go such that A′ =
A+ ds. If we now set h = g−1 ◦ g′ and τ = χ′ − h∗χ+ h∗g∗s/c, a simple calculation shows that
(E ′, A′, g′, ρ′o, χ
′) = R(s,τ,h)(E,A, g, ρo, χ). This shows that points in π−1(E,B, ρ) are all on the
same G-orbit. Because it is also true that π ◦R(s,τ,h) = π for each (s, τ, h) ∈ G, we must therefore
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conclude that the preimages of points in P along π are precisely the G-orbits. This proves that
P+/G is diffeomorphic to P .
3.6.4 Derivation of the Poisson bracket on P
In order to compute the Poisson bracket on P , we will compute {π∗F, π∗G}P+ , where F,G : P →
R are functionals on P . By the definition of a Hamiltonian vector field, we have
{π∗F, π∗G}P+ = (dπ∗F )(Xπ∗G). (3.388)
In order to evaluate the right hand side of Eq. (3.388), we must compute the components of the
Hamiltonian vector field Xπ∗G = (E˙G, A˙G, g˙G, ρ˙oG, χ˙G). This computation is most easily done by
analyzing the Euler-Lagrange equations associated with the phase space Lagrangian
LG(E,A, g, ρo, χ, E˙, A˙, g˙, ρ˙o, χ˙) = Θ(A˙, g˙, ρ˙o, χ˙)− π∗G(E,A, g, ρo, χ). (3.389)
The first variation of LG is given by
δLG =
(
∗ [ιu/cρ] + 1
4π
E˙/c+
1
4π
δ
(
∗(b · [A˙/c+ 4πδG/δE])E|B| − 4π
δG
δB
)
, δA
)
+
(
− 1
4π
A˙/c− δG
δE
, δE⊥
)
+
〈
[−A˙/c− ιu/cB − (A/c)g∗(ρ˙o/ρo)− dδG/δρ]⊗ ρ, ξ
〉
+ 〈g∗(A(u/c)) + χ˙− g∗δG/δρ, δρo〉
+ 〈−ρ˙o, δχ〉
+
d
dt
Θ(δE, δA, δg, δρo, δχ). (3.390)
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It follows that the components of the Hamiltonian vector field Xπ∗G are given by
ρ˙o = 0 (3.391)
1
c
A˙G = −4παG⊥ − 4πdδG
δρ
(3.392)
1
c
jG =
4π ∗ ρ
|B| ∗ (αG ∧ b)−
(
E
|B| · δ(∗αG⊥) + b · δ
(
αG‖
∗E
|B| −
δG
δB
))
b (3.393)
1
c
E˙ = −4π ∗ ρ|B| ∗ (4παG ∧ b)− 4πδ
(
αG‖
∗E
|B| −
δG
δB
)
⊥
+
(
E
|B| · δ(∗αG⊥)
)
b (3.394)
χ˙G = g
∗
(
δG
δρ
− A(uG/c)
)
, (3.395)
where αG = δG/δE − (1/4π)dδG/δρ and jG = ∗ιuGρ is the current density 1-form.
After some tedious but straightforward calculations involving substituting the previous expres-
sions into the identity (3.388), we find that the Poisson bracket on P is given by
{F,G}P = −4πc
(
(4π ∗ ρ)B
|B|2 ,αF ∧αG
)
+ 4πc
(
αF⊥, δ
(
δG
δB
−αG‖ ∗ e
))
− 4πc
(
αG⊥, δ
(
δF
δB
−αF‖ ∗ e
))
, (3.396)
where e = E/|B|.
It is not difficult to show that any functional of δE + 4π ∗ ρ is a Casimir of the bracket {·, ·}P .
Therefore the submanifold of P defined by δE + 4π ∗ ρ = 0 is a Poisson submanifold that can
be parameterized by the space Po of pairs (E,B) that satisfy E ∧ B = 0. Being a Poisson
submanifold, Po has a bracket {·, ·}Po that is naturally induced by {·, ·}P . The expression for this
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bracket on (E,B)-space is given by
{F,G}Po =4πc
(
(δE)B
|B|2 ,
δF
δE
∧ δG
δE
)
+4πc
(
δF
δE⊥
, δ
(
δG
δB
− δG
δE ‖
∗ e
))
−4πc
(
δG
δE⊥
, δ
(
δF
δB
− δF
δE ‖
∗ e
))
. (3.397)
Chapter 4
Energetically-consistent gyrokinetic
collision operator
4.1 Introduction
One of the greatest unsolved problems in the theory of magnetically-confined plasmas is un-
derstanding and controlling the turbulent flux of particles and heat into a fusion reactor’s
wall Kikuchi and Azumi (2012). It is believed that the predominant cause of these fluxes is
low-frequency fluctuating electromagnetic fields with wavelengths on the order of the gyroradius.
While a collisionless gyrokinetic model of these fluctuating fields has been developed that is fully
consistent with the First Law of Thermodynamics (for a recent review see Brizard and Hahm
(2007)), this energetically-consistent model has the serious flaw of ignoring collisions altogether.
In order to accurately describe irreversible plasma transport processes, the effects of colli-
sions must be incorporated into gyrokinetic theory. Previous work on linear gyrokinetic collision
operators Abel et al. (2008); Li and Ernst (2011); Madsen (2013a) assumed a strict two-scale sepa-
ration between a large-scale equilibrium distribution function Fo and a small-scale fluctuating part
δF = F −Fo. Conservation properties of the collision operator in Abel et al. (2008), for example,
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were discussed in the gyroBohm limit. Here, we will focus on nonlinear gyrokinetic collision op-
erators for a global full-F approach that do not make this split, and that can thus investigate more
completely the possible effects of finite ǫ = ρi/L in experiments, such as corrections to gyroBohm
scaling and non-local turbulence spreading (see footnote 5 on p. 427 in Brizard and Hahm (2007).)
When finite-ǫ effects are accounted for, preserving exact conservation properties, and therefore
ensuring consistency with the First Law of Thermodynamics, is a nontrivial unsolved problem.
The collision operators in Abel et al. (2008); Li and Ernst (2011), for example, were obtained by
transforming a particle-space collision operator with exact conservation properties into the lowest-
order guiding center coordinates. While this approach guarantees the existence of energy and
momentum-like quantities that annihilate the collision operator, these same quantities are not con-
served by the full-F collisionless gyrokinetic system, and therefore fail to be conserved by the
full-F collisional system. More generally, existing gyrokinetic collision operators are not ener-
getically consistent in a full-F formalism because: (a) the gyrocenter coordinate transformation,
and therefore any collision operator transformed into gyrocenter coordinates, is only known as an
asymptotic expansion in the gyrokinetic ordering parameter ǫ; and (b) replacing the asymptotic
expansion of such an operator with a truncated power series destroys exact conservation laws. The
purpose of this Chapter is to present the first collisional formulation of global full-F gyrokinetics
with exact conservation laws.
4.2 Electrostatic Model
For the sake of simplicity, our discussion will focus on quasi-neutral electrostatic gyrokinetics (for
instance, see Parra and Calvo (2011)). However, the ideas behind our discussion apply equally-
well to electromagnetic gyrokinetics (for example, see Sugama (2000).) Our primary result con-
sists of an expression for the non-linear Landau operator in gyrocenter coordinates that is cor-
rected by small terms to ensure exact energy and momentum conservation [see Eq. (4.24).] These
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correction terms are analogous to the B∗‖-denominators in the Hamiltonian guiding center theory
introduced by Littlejohn Littlejohn (1981); they do not increase the theory’s order of accuracy, but
they are essential to include for the sake of ensuring exact energy and momentum conservation.
As a first step, we review how the energy conservation law is discussed in collisionless kinetic
theory. The governing equations of collisionless electrostatic kinetic theory are the Vlasov-Poisson
equations,
∂tfs + {fs, Hs} = 0 (4.1)
∆ϕ = −4πρ(f), (4.2)
where fs is the species-s distribution function, ϕ is the electrostatic potential, ρ(f) is the charge
density, Hs = p2/2ms + esϕ, and {·, ·} is the standard canonical Poisson bracket. Equations
(4.1)-(4.2) conserve the total energy
E =
∑
s
∫
p2
2ms
fs dz +
〈
ϕ, ρ(f) +
1
8π
∆ϕ
〉
, (4.3)
where 〈·, ·〉 denotes the standard L2-pairing of functions on configuration space and dz = dx dp.
Because binary collisions conserve energy, Eq. (4.3) must also be conserved in collisional kinetic
theory. In particular, if the Vlasov-Poisson equations are modified by the addition of a bilinear
collision operator,
∂tfs + {fs, Hs} =
∑
s¯
Css¯(fs, fs¯) (4.4)
∆ϕ = −4πρ(f), (4.5)
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then Css¯ must be chosen to satisfy the condition
0 =
dE
dt
=
∑
s
∫
Hs ∂tfs dz +
〈
∂tϕ, ρ(f) +
1
4π
∆ϕ
〉
=
∑
s,s¯
∫
HsCss¯(fs, fs¯) dz. (4.6)
Because this identity must hold for an arbitrary multi-species distribution function, the collision
operator therefore has to satisfy the well-known identities
∫
HsCss¯(fs, fs¯) dz +
∫
Hs¯Cs¯s(fs¯, fs) dz¯ = 0, (4.7)
which express the fact that the energy gained by species s due to collisions with species s¯ is
precisely the energy lost by species s¯ due to collisions with species s. The non-linear Landau
operator (summation rule is implied),
Css¯(fs, fs¯) = −Γss¯
2
{xi, γss¯i }, (4.8)
satisfies the identities (4.7), and therefore defines an energetically-consistent collisional kinetic
theory. Here Γss¯ = 4πe2se2s¯ lnΛ; the 3-component vector γss¯ is
γss¯i (z) =
∫
δ(x− x¯) Qss¯(z, z¯)Ass¯(z, z¯) dz¯; (4.9)
the 3× 3 matrix Qss¯ is given by
Qss¯(z, z¯) =
1
Wss¯(z, z¯)
P[Wss¯(z, z¯)], (4.10)
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where P(ξ) ≡ I− ξˆξˆ is the orthogonal projection onto the plane perpendicular to the vector ξ; the
velocity difference Wss¯ is given by
Wss¯(z, z¯) = {x, Hs}(z)− {x, Hs¯}(z¯); (4.11)
and the vector
Ass¯(z, z¯) = fs(z){x, fs¯}(z¯)− {x, fs}(z)fs¯(z¯). (4.12)
When comparing this form of the Landau operator to more conventional expressions, it is useful
to note that {x, g} = ∂pg, where g is any function on phase space, so that the collision operator
(4.8) describes collisions in momentum space. Moreover, the identities (4.7) follow immediately
from the fact that the velocity difference Wss¯ is a null-eigenvector of the matrix Qss¯.
4.3 Electrostatic Gyrokinetic Model
In order to apply this same argument to gyrokinetic theory, we start with the gyrokinetic Vlasov-
Poisson system
∂tFs + {Fs, Hgys }gcs = 0 (4.13)
∇ · P = ρ(F ). (4.14)
Here, Fs is the gyrocenter distribution function; ϕ is the electrostatic potential; {·, ·}gcs is the guid-
ing center Poisson bracket;
Hgys = H
gc
s + es 〈ψ〉+
e2s
2
〈{ψ˜, Ψ˜}gcs 〉 ≡ Ks(E) + esϕ (4.15)
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is the gyrocenter Hamiltonian; ψ(z) = ϕ(X + ρos), where ρos is the lowest-order guiding-center
gyroradius; 〈·〉 denotes the gyroaverage; Ψ˜ denotes the gyroangle antiderivative of ψ˜ ≡ ψ − 〈ψ〉;
Ks(E) is the gyrocenter kinetic energy; P = − δK/δE is the gyrocenter polarization den-
sity; K = ∑s ∫ FsKs(E) dzgcs ; and dzgcs denotes the guiding center Liouville volume element.
These equations govern collisionless quasineutral electrostatic gyrokinetic theory in the “high-
flow” regime (see Krommes and Hammett (2013) and references therein) and they conserve the
total energy,
Egy =
∑
s
∫
FsH
gy
s dz
gc
s , (4.16)
exactly. Note that the quasineutrality equation (4.14) implies that this system governs plasma dy-
namics on time scales long compared to the period of plasma oscillations.
The equations governing collisional gyrokinetic theory are given by adding a bilinear collision
operator to the gyrokinetic Vlasov-Poisson equations,
∂tFs + {Fs, Hgys }gcs =
∑
s¯
Cgyss¯ (Fs, Fs¯) (4.17)
∇ · P = ρ(F ). (4.18)
Because the conservation laws of ordinary collisional kinetic theory are consistent with those of
collisionless kinetic theory, the gyrokinetic collision operator Cgyss¯ must not alter the conservation
of Egy. Thus,
0 =
dEgy
dt
=
∑
s
∫
Hgys ∂tFs dz
gc
s +
〈
ρ(F )−∇ · P , ∂tϕ
〉
=
∑
s,s¯
∫
Hgys C
gy
ss¯ (Fs, Fs¯) dz
gc
s . (4.19)
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This identity will be satisfied for a general multi-species gyrocenter distribution function if and
only if
∫
Hgys C
gy
ss¯ (Fs, Fs¯) dz
gc
s +
∫
Hgys¯ C
gy
s¯s (Fs¯, Fs) dz¯
gc
s¯ = 0, (4.20)
which is the gyrokinetic version of Eq. (4.7). The identities (4.20) must be satisfied exactly by any
energetically-consistent gyrokinetic collision operator.
4.4 An energetically-consistent collision operator
While Eq. (4.20) imposes important qualitative constraints, they cannot determine the form of the
gyrokinetic collision operator by themselves. A quantitative constraint is necessary as well. To
this end, it is important that the gyrokinetic collision operator agrees with the the transformation of
the particle-space Landau operator 1 into gyrocenter coordinates, at least up to some desired order
in the gyrokinetic ordering parameter ǫ. Is it possible to satisfy these qualitative and quantitative
constraints simultaneously? The answer is “yes”.
We have discovered an accurate gyrokinetic collision operator that is consistent with the con-
servation laws of collisionless gyrokinetic theory, and therefore the first law of thermodynamics.
The form of the operator is suggested by the somewhat-peculiar presentation of the particle-space
Landau operator given earlier. Let ys =X + ρos and define the gyrocenter velocity difference
W
gy
ss¯ (z, z¯) = {ys, Hgys }gcs (z)− {ys¯, Hgys¯ }gcs¯ (z¯), (4.21)
1Necessary conditions for the use of the Landau operator are ωc < ωp and (∂tF )/(ωpF ) < 1. When these
conditions are not satisfied, our discussion must be modified.
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the associated 3× 3 matrix
Qss¯gy(z, z¯) =
1
W gyss¯ (z, z¯)
P[W gyss¯ (z, z¯)], (4.22)
and the vector
A
gy
ss¯(z, z¯) = Fs(z){ys¯, Fs¯}gcs¯ (z¯)− {ys, Fs}gcs (z)Fs¯(z¯). (4.23)
The energetically-consistent gyrokinetic Landau operator is given by
Cgyss¯ (Fs, Fs¯) = −
Γss¯
2
{ys i, γss¯gy i}gcs , (4.24)
where
γss¯gy(z) =
∫
δgyss¯(z, z¯)Q
ss¯
gy(z, z¯)A
gy
ss¯(z, z¯) dz¯
gc
s¯ , (4.25)
and δgyss¯(z, z¯) = δ(ys(z) − ys¯(z¯)). Note that this operator depends explicitly on the electric field
through the gyrocenter Hamiltonians that appear in Eq. (4.21). Using a straightforward, but tedious
argument that is not reproduced here, we have shown that this operator agrees with the Landau
operator transformed into gyrocenter coordinates with leading-order accuracy.
Because the proof is simple, we will now show explicitly that the gyrokinetic Landau-Poisson
system (4.17) defined in terms of the collision operator (4.24) has exact conservation laws for en-
ergy and momentum. We hope to convey the similarity of this demonstration with the analogous
demonstration for the ordinary Landau-Poisson system (4.4)-(4.5). However, a word of caution
is in order here. It is essential that the guiding center Poisson brackets that appear in Eq. (4.24)
be genuine Poisson brackets (i.e., the brackets must satisfy the Leibniz and Jacobi identities).
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Dropping terms from a bracket that satisfies these properties will destroy the gyrokinetic Landau-
Poisson system’s exact conservation laws.
4.5 Energy conservation
Proving that the gyrokinetic Landau operator (4.24) satisfies the identities (4.20) is very similar
to proving that the particle-space Landau operator satisfies the identities (4.7). Setting E˙ss¯ =∫
Hgys C
gy
ss¯ (Fs, Fs¯) dz
gc
s , it is simple to verify that
E˙ss¯ + E˙s¯s = Γss¯
2
∫∫
(W gyss¯ )
†Qss¯gyA
gy
ss¯δ
gy
ss¯ dz¯
gc
s¯ dz
gc
s , (4.26)
where all two-point quantities in the integrand are evaluated at (z, z¯) and ·† denotes the ordinary
matrix transpose. Because Qss¯gy is a symmetric matrix with null eigenvector W
gy
ss¯ , the right-hand-
side of this equation vanishes exactly. Thus the gyrokinetic Landau operator (4.24) satisfies the
identities (4.20) exactly, and the gyrokinetic Landau-Poisson system (4.17) has an exact energy
conservation law, dEgy/dt = 0.
4.6 Toroidal momentum conservation
We will prove that if the background magnetic field is axisymmetric, then the gyrokinetic Landau-
Poisson system conserves the total toroidal momentum
Pφ =
∑
s
∫
pφsFs dz
gc
s , (4.27)
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where pφs is the guiding center canonical toroidal momentum 2. If the background magnetic field
has additional symmetries, a similar proof of the conservation of the corresponding total momen-
tum can easily be constructed. The time derivative of Eq. (4.27) yields
dPφ
dt
=
∑
s,s¯
∫
pφsC
gy
ss¯ (Fs, Fs¯) dz
gc
s =
∑
s,s¯
P˙φss¯, (4.28)
where Pφ is conserved exactly by the gyrokinetic Vlasov-Poisson system. Here, we find
P˙φss¯ + P˙φs¯s =
Γss¯
2
∫∫
({ys, pφs}gcs − {ys¯, pφs¯}gcs¯ )†Qss¯gyAgyss¯δgyss¯ dz¯gcs¯ dzgcs . (4.29)
Now using the fact that pφs is the generator of infinitesimal toroidal rotations, we can see that
{ys, pφs}gcs = ez × ys, where ez is the unit vector along the axis of rotation. Therefore the vector
quantity ({ys, pφs}gcs − {ys¯, pφs¯}gcs¯ ) δgyss¯ = ez × (ys − ys¯) δgyss¯ = 0, which follows from standard
δ-function properties. This shows that P˙φss¯ + P˙φs¯s = 0, which in turn implies total toroidal
momentum conservation dPφ/dt = 0.
4.7 Entropy production
As we have discussed, these conservation laws ensure that the gyrokinetic Landau-Poisson system
is consistent with the the First Law of Thermodynamics. On the other hand, they do not directly
imply that the gyrokinetic Landau-Poisson system is consistent with the Second Law of Thermo-
dynamics. To verify that entropy is indeed a non-decreasing function of time, we have computed
2Rather than give an explicit expression for pφs, which will depend on ones choice of guiding center representation,
it is better to define it operationally via the guiding center Poisson bracket: for each phase space function f , the
canonical toroidal momentum satisfies {f, pϕs}gcs = ∂φf , where ∂φ is the toroidal angle derivative.
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the time derivative of S = −∑s ∫ FslnFs dzgcs and found
dS
dt
=
Γss¯
2
∫∫
1
FsFs¯
(Agyss¯)
†Qss¯gyA
gy
ss¯δ
gy
ss¯ dz¯
gc
s¯ dz
gc
s . (4.30)
Because Qss¯gy is a positive semi-definite matrix and the distribution function is positive 3, the right-
side of Eq. (4.30) is non-negative, which is the desired result.
Note that this proves one “half” of a gyrokinetic version of Boltzmann’s H-theorem. The
missing ingredient is a complete characterization of the distributions that satisfy dS/dt = 0, i.e.
the gyrokinetic Maxwellians. Because the guiding center Poisson bracket is rather complicated,
we have not yet found a complete characterization. However, we have verified that the distribution
FMs =
1
Zs
exp
(
− H
gy
s
T
)
, (4.31)
where Zs =
∫
exp(−Hgys /T ) dzgcs is the partition function, maximizes the entropy. We leave the
characterization of the most general gyrokinetic Maxwellian, which would be useful for the sake
of deriving dissipative gyrofluid models with exact conservation laws Madsen (2013b), as a topic
for future study.
4.8 Gyroaveraging
When the collision frequency is much smaller than the gyrofrequency Brizard (2004), the full
gyrokinetic Landau operator (4.24) can be replaced with that operator’s gyroaverage, 〈Cgyss¯〉. When
this is done, the gyrokinetic Landau-Poisson system becomes the gyroaveraged Landau-Poisson
3Positivity of the distribution function is also guaranteed by the positive semi-definiteness of Qss¯gy .
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system,
∂tFs + {Fs, Hgys }gcs =
∑
s
〈Cgyss¯ (Fs, Fs¯)〉 (4.32)
∇ ·P = ρ(F ), (4.33)
where Fs is now interpreted as the gyroaveraged part of the distribution function. Because the
functions Hgys and pφs are independent of the gyrophase, the proofs of energy and momentum
conservation given earlier work with Cgyss¯ replaced by 〈Cgyss¯〉. Thus, the gyroaveraged Landau-
Poisson system has exact energy and momentum conservation laws.
4.9 Linearization
Closely related to the gyroaveraged Landau-Poisson system is the collisionally-linear gyroaver-
aged Landau-Poisson system,
∂tFs + {Fs, Hgys }gcs =
∑
s¯
(
δC testss¯ + δC
field
ss¯
)
, (4.34)
∇ · P = ρ(F ), (4.35)
where the linearized test-particle and field-particle collision operators are
δC testss¯ (Fs) = 〈Cgyss¯ (Fs, FMs¯)〉, (4.36)
δCfieldss¯ (Fs¯) = 〈Cgyss¯ (FMs, Fs¯)〉. (4.37)
This system of equations is obtained from the gyroaveraged Landau-Poisson system by assuming
Fs = FMs + δFs and then dropping the non-linear term in the collision operator, 〈Cgyss¯ (δFs, δFs¯)〉.
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Note that 〈Cgyss¯ (FMs, FMs¯)〉 = 0 4. Because the gyrokinetic Landau operator satisfies the identi-
ties (4.20), it is straightforward to prove that these equations have the same conservation laws for
energy and momentum as the gyroaveraged Landau-Poisson system.
4.10 Concluding remarks
The key to deriving an energetically-consistent formulation of collisional gyrokinetics was first
expressing the particle-space Landau operator in terms of Poisson brackets “as much as possible,”
which was an idea first championed by Brizard in Brizard (2004). In particular, the identity
v − v¯ = {x, Hs}(z)− {x, Hs¯}(z¯) (4.38)
suggests that the appropriate definition of the gyrocenter velocity difference is given by Eq. (4.21).
This idea, together with the procedure given earlier for determining the energetic consistency con-
straints, appears to be appropriate for deriving energetically-consistent collision operators for other
reduced plasma models as well. In future work, we will report on the energy-conserving collisional
formulations of electromagnetic gyrokinetics and oscillation center theory.
We note that, although the gyrokinetic Landau operator (4.24) and its linearized forms (4.36)-
(4.37) may prove difficult to implement numerically, they identify the proper formalism for the
inclusion of collisional transport in gyrokinetic theory. Hence, these gyrokinetic collision operators
form the basis from which approximations can be implemented for practical applications.
Lastly, by setting ϕ = 0 in the above formulas, our results reduce to an energy-momentum-
conserving guiding center collision operator. This operator would be ideally suited to incorporating
collisions into orbit-following codes such as ORBIT White and Chance (1984); see Hirvijoki et al.
(2013) for recent work on the Monte Carlo implementation of a 5D guiding center Fokker-
4Note that this identity does not contradict the message presented in Madsen (2013a). In that reference, the gyroki-
netic Maxwellian is defined using only the lowest-order gyrocenter Hamiltonian.
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Planck collision operator. All previous guiding center collision operators that have been applied
in orbit-following codes either resort to ad hoc methods to ensure exact conservation laws
Boozer and Kuo-Petravic (1981), or else do not fully account for inhomogeneities in the magnetic
field Tessarotto et al. (1994).
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Chapter 5
Hamiltonian mechanics of stochastic
acceleration
5.1 General theory
5.1.1 Introduction
The term “stochastic acceleration” refers to the chaotic motion of particles subjected to a prescribed
random force. Such motion occurs in myriad contexts; the turbulent electromagnetic fields present
in the interstellar medium and the RF wave fields found in magnetic fusion devices are just two
examples. In the astrophysical context, it is thought to be partially responsible for the presence of
cosmic rays in our solar system Fermi (1949). In the magnetic fusion context, it might explain the
presence of certain high-energy tails observed in the National Spherical Torus Experiment when
neutral beams are fired into RF-heated plasmas Liu et al. (2009).
Robust modeling of stochastic acceleration requires statistical approaches. The dominant
approach is to employ the Fokker-Planck equation Sturrock (1966); Hall and Sturrock (1967);
Barbosa (1979); Petrosian and Liu (2004); Hamilton and Petrosian (1992) for the one-particle
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distribution function. However, when studying Richardson dispersion Richardson (1926);
Jullien et al. (1999), and more generally any phenomenon governed by the two-particle distri-
bution function Mukhopadhyay and Goree (2012), the one-particle Fokker-Planck equation is
insufficient. This is because spatial correlations in the random force field prevent the two-particle
distribution function from factoring as a product of one-particle distribution functions. A superior
statistical model when multi-particle statistics are in question would be a Langevin equation for
particle trajectories. A wisely-chosen Langevin equation could capture the physics of the one- and
two-particle distribution functions while providing an attractive means to perform Monte Carlo
simulations of stochastic acceleration. Currently, there are no satisfactory methods for finding
such a Langevin equation.
The purpose of this Chapter is to describe, for the first time, a systematic procedure for pass-
ing from a microscopic description of stochastic acceleration in terms of Hamiltonian equations
of motion to the physically-correct Langevin equation for particle trajectories in the long-time
limit. We will also show that, aside from reproducing the correct multi-particle statistics, this
Langevin equation inherits the Hamiltonian structure of the microscopic dynamics. Specifically,
we will show that the Langevin equation is a Hamiltonian stochastic differential equation (SDE)
La´zaro-Camı´ and Ortega (2008). Thus, this work proves that symmetries of the macroscopic phys-
ical laws governing stochastic acceleration lead to conservation laws.
We will focus our attention on stochastic acceleration problems similar to those studied in
Sturrock (1966); Hall and Sturrock (1967); Barbosa (1979); Petrosian and Liu (2004). These con-
sist of a collection of non-interacting particles moving through a prescribed Hamiltonian force
field. By assumption, the force will consist of a small-amplitude perturbation superimposed over
a time-independent background. The perturbed force felt by a particle will be assumed to have a
correlation time much shorter than any bounce time associated with the perturbation, zero mean,
and temporally homogeneous statistics. These assumptions preclude treating Coulomb collisions
because the polarization field produced by a particle cannot be modeled as a prescribed field; the
CHAPTER 5. HAMILTONIAN MECHANICS OF STOCHASTIC ACCELERATION 120
polarization force depends on the history of a particle’s orbit. They also preclude the treatment of
strong turbulence DuBois and Espedal (1978).
5.1.2 The main idea
Mathematically, this type of problem can be described as follows. Each particle moves through
a 2n-dimensional single-particle phase space M according to a dynamical law given by a time-
dependent vector field Xt; if zt ∈M denotes the trajectory of a particle in M , then
z˙t = Xt(zt). (5.1)
Because the only forces present are Hamiltonian, Xt must be Hamiltonian in the sense that there
is some Poisson bracket {·, ·} and some time-dependent Hamiltonian, Ht, such that z˙i = {zi, Ht},
where zi denotes an arbitrary coordinate system on M Grebogi et al. (1979). By standard mathe-
matical convention, this is written Xt = XHt Abraham and Marsden (2008). The presumed form
of the force then implies Ht = H0 + ǫht, where ǫ ≪ 1, H0 describes the mean time-independent
background, and ht describes the small-amplitude random perturbation. Moreover, Xht evaluated
on a particle trajectory must have a correlation time τac much shorter than some constant τ , which,
in turn, is much shorter than any bounce time associated with the perturbation τb, τac ≪ τ ≪ τb.
Our goal in this Chapter is to find the correct coarse-grained version of the microscopic equa-
tions of motion, XHt . Specifically, we seek a Langevin equation in the form
δzt = X0(zt) dt+
∑
k≥1
Xk(zt) δW
k
t (5.2)
whose solutions correctly reproduce the late-time statistical behavior of solutions to the micro-
scopic equations of motion. Here Xk are vector fields on M that must be determined, W k are in-
dependent ordinary Wiener processes, and δ denotes the Stratonovich differential Gardiner (2009)
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(sometimes also written ◦d). We will identify the Xk by demanding that Eq. (5.2) possess two
properties: it must generate the Fokker-Planck equations for the one- and two-particle distribution
functions, ft(z) and gt(z1, z2). The two-particle distribution function is defined such that the proba-
bility particle 1 is in the region U1 ⊂M and particle 2 is in the region U2 ⊂M at time t is given by∫
U1
∫
U2
gt dz1 dz2, where dz denotes the Liouville measure Abraham and Marsden (2008). Baxen-
dale Baxendale (1984) has proven that a Langevin equation is uniquely determined by its one- and
two- particle Fokker-Planck equations. Therefore, these conditions uniquely specify the Langevin
equation we seek. In particular, the requirement that two-particle statistics be accurately repro-
duced is critical; Baxendale’s work implies that constraining the Langevin equation only to be
consistent with the one-particle Fokker-Planck equation would not identify it uniquely.
Physically, the reason that the two-particle Fokker-Planck equation contains more information
than the one-particle Fokker-Planck equation can be understood as follows. After a short amount
of time ∆t, the displacement of a particle initially located at z1 at time t is given approximately
by ∆tXt(z1). Similarly, the displacement of a particle initially located at z2 is nearly ∆tXt(z2).
Because the random force field generally has spatial correlations, Xt(z1) and Xt(z2) are not statis-
tically independent. Thus, the probability distribution of (z′1, z′2), where z′i ≈ zi +∆tXt(zi), will
not be given by the product of the distribution of z′1 with that of z′2. This failure-to-factor precludes
determining the two-particle distribution function from the mere knowledge of the one-particle
distribution function. Note that this is true in spite of the fact that these particles do not interact;
because the random force is assumed to be prescribed, the time-evolution of z1 is decoupled from
the time-evolution of z2.
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5.1.3 Identifying the Langevin equation
The one-particle Fokker-Planck equation associated with Eq. (5.2) is given by Gardiner (2009);
Baxendale (1984)
∂ft
∂t
= −div(ftX0) + 1
2
∑
k≥1
div(div(ftXk)Xk)
= A1ft, (5.3)
while the two-particle Fokker-Planck equation Baxendale (1984); Schmalfuss (2001); Kunita
(1987) is given by
∂gt
∂t
=A
(1)
1 gt + A
(2)
1 gt
+
∑
k≥1
div(1)div(2) : gtXk(z1)⊗Xk(z2). (5.4)
The divergence operators in these expressions are defined relative to the Liouville volume form and
the colon indicates the full contraction of second-rank tensors, a : b ≡ aijbij . Because these equa-
tions follow from Eq. (5.2) via rigorous mathematics, we will refer to them as the mathematical
Fokker-Planck equations.
On the other hand, under our assumption that the correlation time of the perturbed force is
much shorter than a bounce time, standard coarse-graining procedures Risken (1996); Bazant
(2006) together with a decomposition theorem for time-ordered exponentials Lam (1998) lead
to the late-time evolution laws for the one- and two-particle distribution functions associated with
the microscopic equations of motion, Eq. (5.1). The physical one-particle Fokker-Planck equation
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is given by
∂ft
∂t
= −
{
ft, H0 +
ǫ2
τ
E[s2]
}
+
ǫ2
2τ
E[{{ft, s1} , s1}]
= A1ft, (5.5)
while the physical two-particle Fokker-Planck equation (see the supplementary material for a
derivation) is given by
∂gt
∂t
= A
(1)
1 gt + A
(2)
1 gt +
ǫ2
τ
E[α : d(1)d(2)gt]. (5.6)
The notation introduced in these two equations is defined as follows: E denotes an expectation
value; the functions s1, s2 are defined by
s1 =
∫ τ
0
exp(λXH0)∗hτ−λdλ (5.7a)
s2 =
1
2
∫ τ
0
∫ a
0
{exp(bXH0)∗hτ−b, exp(aXH0)∗hτ−a}db da; (5.7b)
exp(Y ) : M → M denotes the time-one advance map of the dynamical system defined by the
vector field Y ; (exp(Y )∗h)(z) ≡ h(exp(−Y )(z)); the superscripts indicate which argument of gt
that A1 and the exterior derivative d should be applied to; and α(z1, z2) ≡ E[Xs1(z1) ⊗ Xs1(z2)]
is the two-point covariance tensor.
The Xk must be chosen so that the mathematical Fokker-Planck equations, Eqs. (5.3) and (5.4),
are equivalent to the physical Fokker-Planck equations, Eqs. (5.5) and (5.6). However, a direct
comparison of these two pairs of equations is difficult with Eqs. (5.5) and (5.6) in their current
form. To eliminate this issue, we will obtain a special decomposition of the two-point covariance
tensor α(z1, z2).
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As a first step, notice that if we fix a one-form ξ ∈ T ∗z1M , then we can define a vector field Yξ
on M by contracting ξ with α on the left according to
Yξ(z2) = α(z1, z2)(ξ, ·)
= E[ξ(Xs1(z1))Xs1(z2)]. (5.8)
By forming all possible linear combinations of vector fields of this form, we can construct a (po-
tentially infinite dimensional) linear space of vector fields Aronszajn (1950); Baxendale (1976),
which we will denote H,
H = {linear combinations of Yξ, ξ ∈ T ∗M}. (5.9)
Because each Yξ is of the form Yξ(z) = XH¯(z) with H¯(z) = E[ξ(Xs1(zo))s1(z)], and the sum of
Hamiltonian vector fields is again Hamiltonian, H consists entirely of Hamiltonian vector fields.
Moreover, following Baxendale Baxendale (1984, 1976), we see that H is a real Hilbert space
whose inner product is defined by the formula
〈Yξ, Yη〉H = α(z1, z2)(ξ, η)
= E[ξ(Xs1(z1))η(Xs1(z2))], (5.10)
where ξ ∈ T ∗z1M and η ∈ T ∗z2M . Therefore we may choose an orthonormal basis {ek}k≥1 for
H, where each ek must be of the form ek = XHk . A simple calculation then leads to the desired
decomposition of α:
α(z1, z2) =
∑
k≥1
XHk(z1)⊗XHk(z2). (5.11)
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Using this decomposition of the two-point covariance tensor, it is straightforward to manipulate
Eqs. (5.5) and (5.6) into the same form as Eqs. (5.3) and (5.4). After doing so, it is trivial to identify
the correct Xk. Indeed, we have found that the physical Langevin equation is given by
δzt = XH˜0(zt) dt+
∑
k≥1
XH˜k(zt) δW
k
t , (5.12)
where
H˜0 = H0 +
ǫ2
τ
E[s2], H˜k =
ǫ√
τ
Hk (5.13)
Recall that the XHk are defined to be an orthonormal basis of the Hilbert space H defined in
Eq. (5.9). Also recall that all of the above manipulations have been performed under the assumption
that the correlation time of the perturbed force felt by a particle is much shorter than any bounce
time associated with the perturbation.
Because the coefficients in the Langevin equation for stochastic acceleration, Eq. (5.12), are
all Hamiltonian vector fields, this equation is an example of a stochastic Hamiltonian system, the
foundations of which are developed in La´zaro-Camı´ and Ortega (2008). It is in this sense that the
Langevin equation for stochastic acceleration inherits the Hamiltonian structure of the microscopic
equations. In particular, SDEs of this type are known to arise from a stochastic variational principle
for which Noether’s theorem applies. Thus, even at the dissipative macroscopic level, symmetries
imply the presence of conservation laws.
5.1.4 Example 1
We will find the physical Langevin equation for two example stochastic acceleration problems.
Generally speaking, finding the coefficients of the physical Langevin equation involves finding an
orthonormal basis for the space H, a task which may be analytically intractable. But, by Mercer’s
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theorem Mercer (1909), this task can be cast as an eigenvalue problem for which there are existing
numerical solution methods. In any case, in these examples, the analytical route is tractable.
First, consider a single-species, unmagnetized plasma subjected to a random weak electrostatic
pulse at τ -second intervals. Assume that the pulses are uniform in space and constant in magnitude,
but uniformly and independently distributed in direction. Thus, the k’th pulse is generated by a
potential of the form φk(x, t) = (zk · x)φou(t − kτ), where zk is a random vector uniformly
distributed over the unit sphere and u(t) is a temporal windowing function localized at t = τ/2.
In order to find the Langevin equation governing the plasma dynamics at times much longer
than τ , we must (a) calculate s1 and s2 using Eqs. (5.7a) and (5.7b), (b) find an orthonormal basis
{XHk}k≥1 for the space H defined in Eq. (5.9), and (c) write down Eq. (5.12) with H˜0 and H˜k
calculated using Eq. (5.13). The results of these three steps are as follows.
(a) A quick calculation shows that
s1 = moz · x−m1z · v (5.14a)
s2 = const (5.14b)
where mo = (q/m)φo
∫ τ
0
u(s)ds, m1 = (q/m)φo
∫ τ
0
(τ − s)u(s)ds, and q/m is the charge-to-mass
ratio.
(b) Each Yξ must be of the form Yξ = Xgβγ , where
gβγ(x, v) =
1
3
(m1β +moγ) · (m1v −mox), (5.15)
and β,γ are arbitrary constant 3-component vectors. Using this expression, it is simple to find an
orthonormal basis for H. One is given by {XH¯k}k=1..3, with
Hi(x, v) =
1√
3
ei · (m1v −mox), (5.16)
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where {ei}i=1..3 is the standard basis for R3.
(c) Finally, the physical Langevin equation is given by
δxi = vi dt +
1√
3τ
m1 δW
i (5.17a)
δvi =
1√
3τ
mo δW
i, (5.17b)
where i = 1, 2, 3.
As is readily verified, the one-particle Fokker-Planck equation for this SDE is given by
∂ft
∂t
+ v · ∇ft = 1
6τ
(m21∇2ft +mom1∇ · ∇vft
+mom1∇v · ∇ft +m2o∇2vft). (5.18)
On the other hand, given an arbitrary function φ(x, v), the SDE
δxi =vi dt+
m1√
3τ
(
cos(φ) δW 1,i − sin(φ) δW 2,i) (5.19a)
δvi =
mo√
3τ
(
cos(φ) δW 1,i − sin(φ) δW 2,i) , (5.19b)
where the W 1,i,W 2,j are six independent ordinary Wiener processes, will also generate Eq. (5.18).
However, when φ is not constant, the two-particle Fokker-Planck equation generated by Eq. (5.19)
will differ from the two-point Fokker-Planck equation generated by Eq. (5.17). This can be verified
using Eq. (5.6). The procedure identified here selects φ = 0 as the physical choice. In particular,
it shows that a Langevin equation with the correct one-particle Fokker-Planck equation may still
incorrectly reproduce the two-particle distribution function.
The inadequacy of Eq. (5.19) can also be understood intuitively as follows. Chaotic motions
of any two particles experiencing the electrostatic pulses are “synchronized” since the pulses are
independent of x and v. The Langevin equation (5.19), on the other hand, desynchronizes particle
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trajectories by involving additional Wiener processes, in spite of giving the correct one-particle
Fokker-Planck equation.
5.1.5 Example 2
Next, consider a minority population of magnetized fast ions moving through a plane lower-hybrid
wave that propagates perpendicular to the magnetic field. Assume the wave has a high harmonic
number and a wavelength small compared to a typical ion gyroradius. Karney Karney (1979) has
shown that the dynamics of the perpendicular velocity of these ions are governed by a canonical
time-dependent Hamiltonian system with Hamiltonian
Ht = I − ǫ sin(
√
2I sin θ − νt), (5.20)
where I is the normalized magnetic moment, t the time normalized by the gyroperiod, θ the gy-
rophase, ν the harmonic number, and ǫ the normalized wave amplitude. Moreover, when ǫ exceeds
a threshold value, an ion’s motion becomes chaotic. This chaotic motion comes as the result of
the effective randomization of the wave phase felt by an ion after a gyroperiod. Thus, above the
threshold for chaos, we can model the wave phase as being randomized every gyroperiod by a
random variable η. That is, we can replace the exact chaotic ion motion with a stochastic ap-
proximation; see Chirikov (1979) for Chirikov’s application of the same modeling approach to the
standard map. This allows us to apply the formalism developed in this Chapter to find the physi-
cal Langevin equation describing the stochastic particle trajectories at times much longer than the
gyroperiod.
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As in the previous example, the first step is to calculate s1 and s2. Set τ = 2π and adopt the
rough approximation
∞∑
n=−∞
Jn
ν − n exp(inθ) ≈
Jno
δ
exp(inoθ), (5.21)
where ν = no + δ, |δ| < 12 , and Jn = Jn(
√
2I) denotes the Bessel function of the first kind
Abramowitz and Stegun (1964). This approximation amounts to selecting the most slowly varying
term in the sum in Eq. (5.21). Then, upon directly evaluating the integrals in Eqs. (5.7a) and (5.7b),
the resulting expressions for s1 and E[s2] are
s1 = 2πsinc(πδ)Jno sin(noθ + η) (5.22a)
E[s2] =
π
2
∞∑
m=−∞
J2m+1 − J2m−1
m− ν
+
π
2
sinc(2πδ)
J2no+1 − J2no−1
δ
, (5.22b)
where η is a random variable uniformly distributed over the interval [0, 2π] and sinc(x) = sin(x)/x.
Next, the space H can be constructed using the above expression for s1. In this case, H is
two-dimensional and has a basis {XH1 , XH2}, where
H1(I, θ) =
√
2πsinc(πδ)Jno(
√
2I) cos(noθ) (5.23a)
H2(I, θ) =
√
2πsinc(πδ)Jno(
√
2I) sin(noθ). (5.23b)
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Finally, the coefficients for the Langevin equation, Eq. (5.12), can be derived using Eq. (5.13).
The result is
δI =ǫ
√
πsinc(πδ)noJno(
√
2I)
× (sin(noθ)δW 1 − cos(noθ)δW 2) (5.24a)
δθ =
(
1 +
ǫ2
2π
∂
∂I
E[s2]
)
dt
+
(
ǫ
√
π
2I
sinc(πδ)J ′no(
√
2I)
× (cos(noθ)δW 1 + sin(noθ)δW 2)
)
. (5.24b)
The diffusion of the magnetic moment I predicted by Eq. (5.24) has already been studied by Karney
Karney (1979). However, Eq. (5.24) extends and compliments Karney’s results by predicting the
appropriate diffusion in gyrophase, as well as the correct two-particle statistics.
5.1.6 Concluding remarks
We have shown how to derive the physical Langevin equation for particle trajectories undergoing
stochastic acceleration. This SDE correctly generates the correct one- and two-particle Fokker-
Planck equations and inherits the Hamiltonian structure of the microscopic equations of motion.
This inheritance is theoretically satisfying because it is a direct consequence of demanding con-
sistency with the physical one- and two-particle Fokker-Planck equations. It also implies that
symmetries of the macroscopic physical laws governing stochastic acceleration imply the presence
of conservation laws. While this relationship is well known at the microscopic level, it is a pleasant
surprise that it remains intact upon passing to dissipative macroscopic equations.
A Hamiltonian Langevin equation La´zaro-Camı´ and Ortega (2008) is a Stratonovich SDE of
the form given in Eq. (5.12). If a loop of initial conditions for this SDE evolves under a given
realization of the noise, then the action of that loop is constant in time. In addition, these equa-
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tions arise from a stochastic action principle La´zaro-Camı´ and Ortega (2008) for which Noether’s
theorem applies. Thus, by showing the physical Langevin equation is Hamiltonian, we have also
identified potentially powerful tools for the analysis of stochastic acceleration. In particular, us-
ing the methods of Bou-Rabee Bou-Rabee and Owhadi (2009), the stochastic action principle can
be used to develop variational integrators for Eq. (5.12). Because these integrators are known to
possess superior long-term statistical fidelity Bou-Rabee and Owhadi (2010), this approach may
prove to be useful in Monte Carlo simulations of stochastic acceleration.
5.1.7 Derivation of the physical two-particle Fokker-Planck equation
This supplement to the article “The Hamiltonian mechanics of stochastic acceleration” consists of
a derivation of the physical two-particle Fokker-Planck equation. In the main text, the two-particle
Fokker-Planck equation is given in Eq. (6). The derivation will freely draw upon notation defined
in the article. The essential idea behind this derivation is not novel; the same idea is presented in
Bazant (2006) in the simpler context of a one-dimensional random walker.
Let Ft,s be the time advance map Abraham and Marsden (2008) associated with the dynamical
vector field XHt (Eq. (1) in our manuscript); Ft,s(z) gives the time t phase space location of a
particle located at z ∈M at time s. Because this time advance map satisfies the identityFt,r◦Fr,s =
Ft,s, where ◦ denotes the composition of functions, we have FNτ,0 = FNτ,(N−1)τ ◦F(N−1)τ,(N−2)τ ◦
... ◦ Fτ,0. This decomposition of the time advance map provides a stroboscopic description of
particle dynamics; as the integer N increases, it tells us the phase space location of a particle at the
times t = 0, t = τ, t = 2τ, ....
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Because τ ≪ τb, the results in Lam (1998) may be used to write F(k+1)τ,kτ = exp(Xs(k+1)τ ) ◦
exp(τXH0), where st = ǫs1,t + ǫ2s2,t + ... is given to O(ǫ2) by
s1,t =
∫ τ
0
exp(λXH0)∗ht−λ dλ (5.25)
s2,t =
1
2
∫ τ
0
∫ a
0
{exp(bXH0)∗ht−b, exp(aXH0)∗ht−a} db da.
Here exp(Y ) : M → M is the time-one advance map of the dynamical system defined by the
vector field Y ; {·, ·} denotes the Poisson bracket; and (exp(Y )∗h)(z) = h(exp(−Y )(z)). This
means that each τ -second step in the discrete-time dynamics is a deterministic drift, exp(τXH0),
followed by a small random kick, δk ≡ exp(Xs(k+1)τ ). Moreover, the statistical assumptions on
the perturbed force imply that the various δk are independent identically distributed maps. There-
fore, each discrete-time particle trajectory, zNτ = FNτ,0(z), is a temporally-homogeneous Markov
process.
In terms of Ft,s, the trajectory of a pair of particles at z = (z1, z2) ∈M ×M at time s is given
by
zt = (Ft,s(z1), Ft,s(z2)). (5.26)
This motivates introducing the two-particle time-advance map, Fs,t : M ×M → M ×M , which
is defined by the formula
Ft,s(z) = (Ft,s(z1), Ft,s(z2)). (5.27)
The two-particle time-advance map inherits many of the qualitative features of the one-particle
time-advance map. In particular, Ft,r ◦ Fr,s = Ft,s, which implies that FNτ,0 = FNτ,(N−1)τ ◦
F(N−1)τ,(N−2)τ ◦ ... ◦ Fτ,0. Moreover, F(k+1)τ,kτ admits the decomposition F(k+1)τ,kτ = δk ◦
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exp(τX¯H0), where
δk(z) = (δk(z1), δk(z2)), (5.28)
and exp(τX¯H0) is the time-τ advance map associated with the vector field on M ×M given by
the formula
X¯H0(z) = XH0(z1)⊕XH0(z2) ∈ Tz1M ⊕ Tz2M. (5.29)
The time-homogeneous Markov property implies that the linear operator PN defined on two-
particle observables Q : M ×M → R by the formula (PNQ)(z) = E[Q(FNτ,0(z))] satisfies the
semigroup property PN+M = PNPM . Therefore, if we define the time evolution of a two-particle
observable as QNτ = PNQ, then 1τ (Q(N+1)τ − QNτ ) = 1τ (P1 − 1)QNτ . For times sufficiently
large compared with τ , intuition suggests that the left-hand side of this identity approaches the
partial time derivative ∂Qt/∂t and that 1τ (P1 − 1) may be approximated by a differential operator.
This intuition can be made precise through the use of a Kramers-Moyal expansion Risken (1996);
Bazant (2006), which we will describe now. Following Bazant (2006), we will obtain this limiting
partial differential equation by scaling the time variable by the appropriate power of ǫ and looking
for a dominant balance of the equation
1
τ
(Q(N+1)τ −QNτ ) = 1
τ
(P1 − 1)QNτ (5.30)
as ǫ→ 0.
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First we eliminate the mean drift associated with the background fields by working with the
function
Q¯t(z) =
(
exp(−tX¯Ho)∗Qt
)
(z) ≡ Qt
(
exp(−tX¯Ho)(z)
)
. (5.31)
instead of Qt. In terms of Q¯t and t = Nτ , Eq. (5.30) becomes
Q¯t − exp(−τX¯Ho)∗Q¯t +
∞∑
k=1
∂kQ¯t
∂tk
τk = (5.32)
Q¯t − exp(−τX¯Ho)∗Q¯t + E
[
ǫ[Q¯t, s¯1] + ǫ2([Q¯t, s¯2] + [[Q¯t, s¯1], s¯1]/2)
]
+O(ǫ3),
where
s¯1 = exp(−tX¯Ho)∗ (π∗1s1,τ + π∗2s1,τ ) (5.33)
s¯2 = exp(−tX¯Ho)∗ (π∗1s2,τ + π∗2s2,τ ) ; (5.34)
the bracket [·, ·] is the Poisson bracket on M ×M defined by the formula
[f, g](z1, z2) = {f(z1, ·), g(z1, ·)}(z2) + {f(·, z2), g(·, z2)}(z1); (5.35)
and π1, π2 : M×M →M are the projection maps onto the first and second factor respectively. The
Taylor expansion in time is the key step here. It is justified by the fact that we will be considering
late times when the evolution of Q¯t has had time to slow down as a result of diffusion. Notice that
because E[s1,t] = 0, E[s¯1] = 0 as well.
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Next we set t = (τ/ǫ2)λ, where λ is a renormalized dimensionless time. As ǫ → 0, the
dominant balance of Eq. (5.32) is given by
∂Q¯λ
∂λ
= E
[
[Q¯λ, s¯2] + [[Q¯λ, s¯1], s¯1]/2
]
. (5.36)
Or, in terms of t and Qt = exp(tX¯Ho)∗Q¯t,
∂Qt
∂t
= [Qt, π∗1Ho + ǫ2E[π∗1s2,τ ]/τ ] +
ǫ2
2τ
E
[
[Qt, π∗1s1,τ ], π∗1s1,τ ]
]
+ [Qt, π∗2Ho + ǫ2E[π∗2s2,τ ]/τ ] +
ǫ2
2τ
E
[
[Qt, π∗2s1,τ ], π∗2s1,τ ]
]
+
ǫ2
τ
E
[
[[Qt, π∗1s1,τ ], π∗2s1,τ ]
]
= L2Qt. (5.37)
Thus, for late times Qt is given formally by
Qt(z) = 〈exp(tL2)Q, δz〉 = 〈Q, gt,z〉 , (5.38)
where 〈·, ·〉 denotes the L2 pairing of functions on M ×M relative to the two-particle Liouville
measure dz1 dz2, δz is a delta function concentrated at z, and gt,z is the distribution function of a
pair of particles that begin at z ∈ M ×M when t = 0. Because this identity holds for arbitrary
functions Q, it implies that gt,z evolves according to
gt,z = exp(tA2)δz, (5.39)
where A2 = L∗2 is the L2 adjoint of the operator L2. Differentiating this last identity in time
and integrating against the initial two-particle distribution function finally leads to the two-particle
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Fokker-Planck equation
∂gt
∂t
= A2gt, (5.40)
where A2 is given by
(A2gt)(z) = A
(1)
1 gt + A
(2)
1 gt +
ǫ2
τ
E[α : d(1)d(2)gt]. (5.41)
The quantities A1 and α are defined in the main text.
5.2 The Lorentz plasma
5.2.1 Introduction
The Lorentz plasma consists of a noninteracting gas of electrons moving through a neutralizing ran-
dom collection of fixed, infinitely-massive, Debye-screened ions. The typical approach to studying
the dynamics of the Lorentz plasma is to derive a Fokker-Planck equation governing the single-
electron distribution function on time scales long compared with the plasma period. This approach
eliminates the need to resolve the complicated structure of the ionic potential, and thereby greatly
reduces the analytical and computational resources required to understand the plasma’s behavior.
The structure of the Fokker-Planck equation, which takes the form of a Vlasov equation cor-
rected by a collision operator, is ultimately determined by the microscopic Hamiltonian equations
of motion for a single electron. Therefore qualitative features of the electronic equations of motion
ought to have counterparts at the level of the collision operator. For instance, because an elec-
tron that passes through the screened potential of an ion suffers no change in its kinetic energy, it
would be surprising if the Fokker-Planck equation didn’t have a kinetic energy conservation law.
Likewise, because there is no mechanism for electron absorption, the collision operator should be
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consistent with the conservation of electron number. The purpose of this Chapter is to study the im-
plications on the collision operator of a more subtle qualitative feature of the electronic dynamical
equations than either energy conservation of particle conservation.
The qualitative feature we will be concerned with is the Hamiltonian nature of single-electron
dynamics. Using the technique described in Burby et al. (2013b), we will show that because the
electronic equations of motion are Hamiltonian, there is a Fokker-Planck equation for the Lorentz
plasma that is Hamiltonian in a stochastic sense La´zaro-Camı´ and Ortega (2008). In particular, this
Fokker-Planck equation is the Kolmogorov forward equation associated with a stochastic differen-
tial equation that can be derived from a stochastic variational principle. We will then compare and
contrast this Hamiltonian Fokker-Planck equation with the classical result
∂tf + v · ∇f = CL(f), (5.42)
where CL is the Lorentz collision operator. We will find that the collision operator, CHL, in the
Hamiltonian Fokker-Planck equation is not identical to CL, but agrees with the latter asymptoti-
cally in the limit ǫo, ǫ1 → 0, where ǫo = τac/τ and ǫ1 = vthτ/L, τ is the coarse-graining time
step, τac ∼ ω−1p is the Lagrangian autocorrelation time, and L is the length scale of the electron
distribution function. We will also show that there is tension between the stochastic Hamiltonian
property possessed by CHL and the energy-conserving property of CL in the following sense. The
operator CHL slowly produces energy for all non-zero ǫo, ǫ1, while the limiting energy-conserving
operator CL is provably not Hamiltonian in the sense of La´zaro-Camı´ and Ortega (2008). Finally,
we will prove that any “reasonable” stochastic Hamiltonian collision operator that is associated
with a path-wise energy-conserving stochastic differential equation must be signficantly different
from the Lorentz collision operator CL.
Altogether, these results might give the impression that the stochastic Hamiltonian formalism
is not appropriate as an underlying mathematical structure for the pitch angle scattering process.
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After all, sacrificing energy conservation is a hard pill to swallow. However, by carefully analyz-
ing why the Hamiltonian Fokker-Planck equation for the Lorentz plasma slowly produces energy,
we uncover a clue as to how stochastic Hamiltonian dynamics and energy conservation might be
reconciled. We will argue that by relaxing the Markov assumption, and thereby allowing for some
memory effects, the stochastic Hamiltonian approach may be able to accommodate energy con-
servation. This possibility is interesting on mathematical, as well as physical grounds because
there is presently no mathematical formalism for describing stochastic Hamiltonian dynamics with
memory.
5.2.2 Microscopic Hamiltonian description of the Lorentz plasma
The setQ = R3 will serve as the configuration space for the non-interacting electrons. The velocity
phase space for a single electron is therefore M = TQ ≈ Q × R3. If φ is the potential produced
by the background ions, then the dynamics of each electron are governed by the Hamiltonian
H(x, v) =
1
2
v2 +
qe
me
φ(x), (5.43)
where qe and me are the electron charge and mass, respectively. The relationship between this
Hamiltonian and the electron dynamical vector field X is given by Hamilton’s equations,
iXωo = dH, (5.44)
where ωo = dxi ∧ dvi.
Structure of the ionic potential
Let λD and bo be the Debye length and the electron distance of closest approach, respectively.
The plasma parameter Λ = λD/bo. The structure of the electrostatic potential produced by each
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background ion is determined by λD and b0 in the following manner. The charge density produced
by an ion centered at xj is given by ρxj(x) = qiδ(x−xj). The electrostatic potential, φxj , produced
by such a Debye-shielded ion satisfies the differential equation
−∇2φxj +
1
λ2D
φxj = 4πρxj . (5.45)
The only spherically-symmetric solution of this equation that decays as |x| → ∞ is given by
φxj (x) =
qi
|x− xj | exp (−|x− xj |/λD) . (5.46)
This “raw” potential, φxj , is not the mathematically-appropriate potential to subject to electrons in
the Lorentz plasma. When an electron passes within a distance bo from the j’th ion, it experiences
a large angle scattering event. Because such scattering events are exceedingly-rare, and because
we would like to avoid infinities in our analysis, we will regularize the raw potential. We will
accomplish this regularization by assuming that the potential produced by the j’th ion is given by
φxj(x) = g(|x− xj |) ≡ qiλD gΛ(|x− xj |/λD), where
gΛ(r) =


g−(r) if r < 1Λ
1
r
if 1
Λ
< r < 1
g+(r) if r > 1,
(5.47)
and g−, g+ are chosen so that (i) gΛ(r) = 0 for r > 1 + δ for some small δ > 0 and (ii) the
derivative of gΛ vanishes in a neighborhood of r = 0. The total electrostatic potential produced by
N ions with centers xj is then given by
φ =
N∑
j=1
φxj . (5.48)
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Statistical properties of the ionic potential
We will assume that the xj are i.i.d. Q-valued random variables with PDF p. We will also work
in the “thermodynamic limit.” The precise meaning of this statement is as follows. We allow the
ionic PDF, p, to depend on the number of particles parametrically, i.e. p(x) = pN(x). Then we
make two assumptions:
(i) N ≫ 1
(ii) The limit
lim
N→∞
NpN ≡ ni (5.49)
exists (pointwise) and is equal to the constant ni = Λ/λ3D.
The mean value of the ionic potential in the thermodynamic limit is given by
〈φ〉 = lim
N→∞
E[φ](x)
= lim
N→∞
N
∫
g(|x− x′|)pN(x′) dx|prime.
= ni
∫
g(|x− x′|) dx′
= 4πni
∞∫
0
g(r)r2 dr, (5.50)
where dz denotes the standard volume form on R3. It follows that the mean electrostatic force on
an electron is zero.
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The covariance function of the ionic potential in the thermodynamic limit is given by
Cφφ(x, y) = lim
N→∞
E[(φ− E[φ])(x)(φ− E[φ])(y)]
= ni
∫
g(|x− x′|)g(|y − x′|) dx′. (5.51)
where we have used the fact that the xi are independent and E[φx1 ] ∝ N−1. Notice that
Cφφ(x, y) = C(|x− y|), (5.52)
where
C(d) =
Z
2π
Te
λD
CΛ(d/λD), (5.53)
and
CΛ(d) =
2π
∞∫
−∞
∞∫
0
gΛ(
√
R
2
+ (Z − d)2)gΛ(
√
R
2
+ Z
2
)RdRdZ (5.54)
is a dimensionless covariance function. The most important properties of Cφφ and C are the
following.
(P1) Cφφ is manifestly positive semi-definite, i.e. for any finite collection of points xj ∈ Q
and corresponding real numbers aj ,
∑
i
∑
j
aiCφφ(xi, xj) aj ≥ 0. (5.55)
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Thus, Cφφ is an isotropic covariance function, and C is a radial basis function.
(P2) C(d) = 0 when d > 2λD+. This follows from the fact that g(r ) is compactly sup-
ported in the interval [0, λD+).
(P3) C(d) = C(−d)
Using (P3), we can also see that all odd powers of d vanish in C’s Maclaurin series, i.e.
C(d) = C(0) +
1
2
C ′′(0) d2 +
1
24
C ′′′′(0) d4 +O(d6), (5.56)
as d→ 0. Thus,
C ′(d)
d
− C ′′(d) = O(d2), (5.57)
and
C ′(d) = C ′′(0) d+O(d3), (5.58)
as d→ 0.
The covariance tensor of the electrostatic field produced by the ions is given by
C∇φ∇φ(x, y) = lim
N→∞
E [∇(φ− E[φ])(x)∇(φ− E[φ])(y)]
= lim
N→∞
E [∇φ(x)∇φ(y)]
= C(x− y), (5.59)
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where
C(d) =
Z
2π
Te
λ3D
CΛ(d/λD), (5.60)
and
CΛ(d) = −C
′
Λ(|d|)
|d|
(
id− d|d|
d
|d|
)
− C ′′Λ(|d|)
(
d
|d|
d
|d|
)
. (5.61)
The most important properties of C∇φ∇φ and C are the following.
(F1) C∇φ∇φ is positive semi-definite, i.e. given any finite collection of points xj and corre-
sponding vectors vj ,
∑
j
∑
k
vj · C∇φ∇φ(xj , xk) · vk ≥ 0. (5.62)
(F2) C(∆) = 0 when |∆| > 2λD+.
(F3) C(∆) = C(−∆).
Using (F2) and integration by parts, we can simplify the following type of definite integrals
involving C. Let L > 2λD+ and choose a unit vector e. Set
In(e) =
L∫
−L
|λ|nC(λe) dλ. (5.63)
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For integer n ≥ 0, we have
In(e) = −2

 ∞∫
0
λn−1C ′(λ) dλ

 (id− (n+ 1)ee). (5.64)
5.2.3 The argument for employing a Fokker-Planck equation to model the
Lorentz plasma
The purpose of this section is to give a qualitative motivational picture of the ideas that go into
deriving a Hamiltonian Fokker-Planck equation for the Lorentz plasma, as well as to describe pre-
cisely what a Hamiltonian Fokker-Planck equation is. As a point of departure, we remind the reader
of the justification and derivation of a Fokker-Planck model in terms of so-called jump moments.
We then reformulate the same discussion in terms of the symplectomorphism group, Diffωo(TQ).
This reformulation offers a particularly suggestive description of how the Hamiltonian nature of
the electronic equations of motion influences the structure of the Fokker-Planck equation.
In terms of jump moments
The problem of finding a formula for the trajectory of an electron in the Lorentz plasma is ex-
tremely complicated. There is not just a single ion; if there were, we would only have to solve the
two-body problem. There are not just two ions either; if this were true, we would be faced with
(an analogue of) the soluble Euler three-body problem. It is better to assume there are∼ 1023 ions,
and therefore electron dynamics are surely chaotic. As such, when studying the dynamics of the
Lorentz plasma, we must be satisfied with less detailed information than exact electron orbits.
One way to give a less detailed (and therefore simpler) description of the Lorentz plasma that
still retains a great deal of dynamical information is to find the evolution equation for the single-
electron PDF. This is a much more manageable task than finding the precise electron trajectories
for the following reason. Whereas the large number of ions mangles the electron trajectories, it ac-
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tually simplifies certain statistical properties of electron dynamics. For instance, the (Lagrangian)
autocorrelation time of the force on an electron is set by the plasma period τac ∼ ω−1p . Thus, if
we chop the time-axis into intervals of length τ ≫ τac and restrict attention to an electron’s phase
space location at the ends of these intervals, we obtain a discrete-time Markov process in phase
space, zn, where n is the discrete time index. If we could estimate the transition probabilities
of this Markov process, we would be able to derive an equation describing the evolution of the
electron PDF on time scales much longer than τ . This derivation could proceed by analogy with
the derivation of the late-time evolution equation for the PDF of a random walker given in Bazant
(2006). Indeed, our electron Markov process is nothing more than a random walk in phase space
where the PDF of the walker’s step depends on where the walker is standing.
Provided that we make the further restriction τ ≪ τbounce, where τbounce is the characteristic
time for an electron trajectory to deviate significantly from free streaming, the transition probabil-
ities can be calculated using ordinary perturbation theory 1. It is straightforward to show that the
resulting late-time evolution equation for the single-electron PDF takes the form
∂tf + div(fu) = div(D · df), (5.65)
where div denotes the divergence relative to the Liouville volume form dx dv, u is a vector field
on phase space, and D is a rank-2 tensor on phase space with components Dij . The drift vector u
is given by
u = uo + 〈∆2z〉/τ − 1
2
〈div(∆1z)∆1z〉/τ, (5.66)
1Our ability to require that τ satisfies both τ ≪ τbounce and τ ≫ τac follows from the fact that small-angle scattering
events dominate over large-angle scattering events.
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where ∆1z,∆2z are vector fields on phase space and uo = v · ∂x is the free-streaming vector field.
The diffusion tensor is given by
D =
1
2
〈∆1z ⊗∆1z〉/τ. (5.67)
We will refer to ∆1z and ∆2z as the jump vectors. They are defined so that a particle starting at
zo = (x, v) when t = 0 ends at
zτ ≈ exp(∆1z +∆2z)(x+ vτ, v) (5.68)
when t = τ , with second order accuracy2. The components of D are known as the jump moments.
Equation (5.65) is known as the Fokker-Planck equation.
In terms of the symplectomorphism group
The previous argument justifying the use of a Fokker-Planck equation for the late-time single-
electron PDF is appealing because it draws upon only elementary facts about Markov processes.
However, it has the disadvantage of obscuring a striking geometric picture that underlies the whole
discussion. In order to illuminate the geometric picture, we will now give a second justification for
using a Fokker-Planck equation.
Let F be the t = τ time-advance map associated with the full single-electron equations of
motion. Given an initial condition z ∈ TQ, the approximately-Markov process that gives an
electron’s phase space location at the ends of τ -second time intervals is given by
zn = Fn(z), (5.69)
2The amplitude of the fluctuating electric field can be regarded as the expansion parameter, which is essentially√
1/Λ
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where n ∈ Z is the discrete time variable and Fn denotes the n-fold composition of F with itself
(e.g. when n = 2, Fn(z) = F(F(z)).) Note that the mapping F is random because it depends on
the configuration of the ions. Because zn is a Markov process, the operator Un given by
(UnQ)(z) = 〈Q(Fn(z))〉, (5.70)
where Q : TQ→ R is an arbitrary observable, must satisfy the semi-group property
Un1+n2 = Un1Un2 . (5.71)
However, by noting U1 = 〈F∗〉3, where F∗ denotes the pullback operator along F , we also have
U2 = 〈F∗F∗〉 6= 〈F∗〉〈F∗〉 = U1U1. (5.72)
Note that F and F are not independent random mappings – they are identical! This contradiction
tells us that the process Eq. (5.69) is not precisely Markov.
In spite of this contradiction, we know that zn is approximately Markov because τ ≫ τac.
Therefore, for the sake of modeling it is sensible to replace Eq. (5.69) with
zn = Fn ◦ Fn−1 ◦ · · · ◦ F1(z), (5.73)
where ◦ denotes functional composition and the Fi are i.i.d. random mappings each with the same
PDF as F . The effect of this replacement is that the locations of all of the ions are scrambled
after each time step. While this scrambling effect is, strictly speaking, unphysical, it ought to be
statistically harmless; electrons forget about the orientations of the ions after τac seconds anyway.
It is easy to check that this redefined zn is rigorously Markov.
3This formula shows that U1 is a mean propagator.
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Equation (5.73) tells us that one way to determine evolution of the single-electron PDF is to
first determine the statistical behavior of the mapping-valued stochastic process
gn = Fn ◦ Fn−1 ◦ · · · ◦ F1. (5.74)
Indeed, the expected value of Q(zn), for any observable Q, is given by
〈Q(zn)〉 = 〈g∗nQ〉(z) = (〈g∗n〉Q)(z), (5.75)
which shows that the single-electron PDF is completely determined if we know 〈g∗n〉. But why
would we want to do this? Whereas the process zn evolves in a finite-dimensional space, the
process gn evolves in an infinite-dimensional space of mappings, which suggests that gn is a much
more complicated object than zn. The answer is that gn is simpler than zn when viewed in the right
way.
First notice that gn is a diffeomorphism for all n, i.e. gn is smooth and invertible with a smooth
inverse. This follows from the fact that Fi is a diffeomorphism for each i (being a time-advance
map for an ODE on phase space) and gn is a composition of theFi’s. This means that the mapping-
valued process gn takes place in a very special space of mappings known as the phase space dif-
feomorphism group Diff(TQ). Diff(TQ), which is the set of all diffeomorphisms of the velocity
phase space TQ, is a group under functional composition. In a sense that we will not discuss here,
Diff(TQ) is also a smooth (infinite-dimensional) manifold. Thus, the process gn evolves in a space
with a very rich structure.
Next notice that the increments δgn2,n1 = gn2 ◦ g−1n1 , for n1 ≤ n2, have the following simple
statistical properties:
(RW1) If n1 ≤ n2 ≤ n3 ≤ n4, δgn2,n1 and δgn4,n3 are statistically independent.
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(RW2) The PDF4 of δgn2,n1 depends on n1, n2 only through the difference n2 − n1.
If we were to replace Diff(TQ) with the additive group R, these properties would imply that
gn is an ordinary random walk5. More generally, if Diff(TQ) is replaced by any group G, a
discrete-time process on G that satisfies properties (RW1) and (RW2) is known as a random walk
on G. Thus, the process gn is a Diff(TQ)-valued random walk.
Once nice feature of thinking about the dynamics of the Lorentz plasma as a random walk
on the diffeomorphism group is that we have a good intuitive understanding of the long-time
behavior of random walks. In particular, we know that, under an appropriate scaling limit, an
ordinary random walk is well-approximated by a Brownian motion. Therefore we can reasonably
expect that the long-time behavior of the random walk gn is described by a Brownian motion
on Diff(TQ)Baxendale (1984), i.e. a continuous-time process gt ∈ Diff(TQ) that satisfies the
properties
(BM1) If t1 ≤ t2 ≤ t3 ≤ t4, δgt2,t1 and δgt4,t3 are statistically-independent.
(BM2) The PDF of δgt2,t1 only depends on t1, t2 through the difference t2 − t1.
(BM3) The sample paths of gt are almost surely continuous functions of t.
Of course, properties (BM1) and (BM2) are the obvious analogues of the properties (RW1)
and (RW2) that we already know gn satisfies. Property (BM3) is motivated by the dominance
4Here PDF stands for probability distribution functional.
5The PDF of a step taken by such a walker would be arbitrary.
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of small-angle scattering events over large-angle scattering events, in particular the fact that the
particle jumps can be calculated using perturbation theory.
In Baxendale (1984), Baxendale shows that Brownian motions on Diff(TQ) always arise as
the stochastic time-advance maps of stochastic differential equations. If gt is such a stochastic
time-advance map, then a basic fact from the theory of stochastic differential equations states
that the PDF of the random variable gt(z), where z ∈ TQ is a fixed initial condition, satisfies a
Fokker-Planck equation of the form given in Eq. (5.65). We have therefore arrived at an alternative
justification for the use of a Fokker-Planck equation to model the Lorentz plasma.
Another nice feature of thinking in terms of gn instead of zn is that the Hamiltonian nature of
the electron dynamical equations manifests itself in a very simple way at the level of Diff(TQ).
Indeed, because the electron dynamical vector field X given by Eq. (5.44) is Hamiltonian, the
t = τ time-advance map F must preserve the symplectic form, F∗ωo = ωo, where ωo = dxi ∧ dvi.
Likewise, because the Fi have the same PDF as F , we also have F∗i ωo = ωo. Therefore, by the
identity (Fi ◦ Fj)∗ = F∗jF∗i , the process gn satisfies
g∗nωo = ωo (5.76)
for all n. In other words, gn is not free to wander everywhere in Diff(TQ), but only along the
constraint set defined by g∗ωo = ωo. Actually, the latter constraint set is a subgroup of Diff(TQ)
known as the symplectomorphism group, Diffωo(TQ) ⊂ Diff(TQ). Because gn does not leave the
symplectomorphism group, the limiting Brownian motion gt also must satisfy the same constraint.
It can be shown that the latter requirement constrains the Fokker-Planck equation (5.65) to satisfy
u = Xho (5.77)
D =
∑
k=1
Xhk ⊗Xhk , (5.78)
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where Xf denotes the Hamiltonian vector field with Hamiltonian f , the hk are arbitrary functions
on phase space, and the sum over k is possibly infinite. Conversely, given a Fokker-Planck equation
whose drift vector u and diffusion tensor D take the above form, it is always possible to find a
Diffωo(TQ)-valued Brownian motion that generates it.
When the drift vector and diffusion tensor of a Fokker-Planck equation are in the form pre-
scribed by Eqs. (5.77) and (5.78), we will say that the Fokker-Planck equation is Hamiltonian.
Thus, an important consequence of the fact that the single-electron equations of motion are Hamil-
tonian in nature is that the Fokker-Planck equation for the single-electron PDF ought to be Hamilto-
nian. By making this observation, we can see that in passing from the microscopic single-electron
equations of motion to the macroscopic Fokker-Planck equation, we move from the world of
Hamiltonian mechanics into the world of stochastic Hamiltonian mechanics. Where Hamiltonian
mechanics is concerned with smooth one-parameter subgroups of Diffωo(TQ), stochastic Hamil-
tonian mechanics is concerned with Brownian motion on Diffωo(TQ). The stochastic Hamiltonian
nature of the Fokker-Planck equation is the moral counterpart to the Hamiltonian nature of the
microscopic equations of motion alluded to in the introduction.
5.2.4 Hamiltonian Fokker-Planck equation for the Lorentz plasma
We will now apply the technique described in Burby et al. (2013b), which we will refer to here-
after as BZQ, to derive a Hamiltonian Fokker-Planck equation for the Lorentz plasma. In BZQ’s
notation, we have
Ho =
1
2
v2 (5.79)
h =
qe
me
φ, (5.80)
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where φ is the ionic potential described earlier. The first- and second-order jump vectors are given
by ∆1z = Xs1 and ∆2z = Xs2 , where
s1 =
∫ τ
0
Ft∗h dt (5.81)
s2 =
1
2
∫ τ
0
∫ t1
0
{Ft2∗h, Ft1∗h} dt2 dt1. (5.82)
The unperturbed flow map, Ft, is given by
Ft(x, v) = (x+ vt, v). (5.83)
Using these formulae, the drift vector uHL and the diffusion tensor DHL can be computed in terms
of the covariance tensor C given in Eq. (5.60).
First we compute uHL = uo+X〈s2〉/τ , which amounts to computing 〈s2〉. It is straightforward
to verify that the mean of the Poisson bracket appearing in the definition of s2 reduces to
〈{Ft2∗h, Ft1∗h}〉 = −
(
qe
me
)2
[t1 − t2]tr(C([t1 − t2]v)), (5.84)
where tr denotes the trace. Upon substituting this expression into the double integral, changing
integration variables, and applying Fubini’s theorem, we then arrive at the following expression
for 〈s2〉:
〈s2〉 = −1
2
(
qe
me
)2 ∫ τ
0
t(τ − t)tr(C(vt)) dt. (5.85)
Note that because 〈s2〉 only depends on (x, v) through v, the drift vector uHL = uo + 〈∆2z〉/τ =
uo +X〈s2〉/τ only has an x-component.
Next we derive an expression for the diffusion tensor DHL. For this purpose, we introduce a
useful notation for contravariant second rank tensors on phase space. If T is a dyad like C, then
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Txv is the second rank contravariant tensor on phase space given by
dh1 · Txv · dh2 = ∇h1 · T · ∇vh2, (5.86)
where h1, h2 are arbitrary functions on phase space. The tensors Txx, Tvx, Tvv are similarly defined.
In terms of this notation, 〈Xs1 ⊗Xs1〉 is given by
〈Xs1 ⊗Xs1〉 =
(
qe
me
)2( τ∫
0
τ∫
0
Cvv([t2 − t1]v) dt1 dt2
+
τ∫
0
τ∫
0
t2Cvx([t2 − t1]v) dt1 dt2 +
τ∫
0
τ∫
0
t1Cvx([t2 − t1]v) dt1 dt2
+
τ∫
0
τ∫
0
t1t2Cxx([t2 − t1]v) dt1 dt2
)
. (5.87)
After simplifying the double integrals and dividing by 2τ , the diffusion tensor D is then given by
DHL =
1
τ
(
qe
me
)2(∫ τ
0
(τ − t)Cvv(vt) dt
+
τ
2
∫ τ
0
(τ − t)(Cxv(vt) + Cvx(vt)) dt
+
τ 2
3
∫ τ
0
(τ − 3t/2+ t3/2τ2)Cxx(vt) dt
)
. (5.88)
As explained in Burby et al. (2013b), because DHL = 〈Xs1⊗Xs1〉/(2τ), there exists an expansion
of D in the form
DHL =
∑
k=1
Xhk ⊗Xhk , (5.89)
where the hk form an orthonormal basis for the reproducing kernel Hilbert space associated with
the phase space covariance kernel α(z1, z2) = 〈Xs1(z1)⊗Xs2(z2)〉/(2τ). We will not find the hk
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here. It is worth pointing out, however, that finding the hk is equivalent to the well-known problem
of finding the so-called Karhunen-Loe`ve Lord et al. (2014) expansion of a Gaussian random field
with covariance α.
Because uHL andDHL just calculated can be written in the form given in Eq. (5.77), the Fokker-
Planck equation
∂tf + div(fuHL) = div(DHL · df) (5.90)
is Hamiltonian. In the following section, we will compare and contrast this Fokker-Planck equation
with the classical result given in Eq. (5.42). In particular, we will compare the Lorentz collision
operator
CL(f) = div(DL · df), (5.91)
where
DL = ν(v)Uvv(v), (5.92)
U(v) = |v|2(id− vˆvˆ), and ν(v) = ωp
8π
lnΛ
Λ
v3
th
|v|3 , with the Hamiltonian collision operator
CHL(f) = div(DHL · df), (5.93)
where DHL is given by Eq. (5.88).
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5.2.5 Comparison of the Hamiltonian collision operator and the Lorentz op-
erator
Asymptotic equivalence
In order to demonstrate the asymptotic equivalence of Eqs. (5.42) and (5.90), we introduce the
dimensionless variables x, v, t. These normalized position, velocity, and time variables are related
to their unnormalized counterparts by
x = Lx (5.94)
v = vthv (5.95)
t = T t, (5.96)
where L is the length scale of the electron distribution function, vth = λDωp is the thermal velocity,
and T is the temporal scale of the electron distribution function. We will set T = Λ/ωp, which
is consistent with measuring time in units of the electron-ion collision period. The Hamiltonian
Fokker-Planck equation expressed in these dimensionless variables is
∂tf + div(fu) = div(D · df), (5.97)
where u = TuHL and D = TDHL. We will now present expressions for u and D that exhibit their
dependence on the small parameters ǫo = 1/(τωp), ǫ1 = vthτ/L, and 1/Λ.
The normalized drift vector is given by
u = Λǫoǫ1v · ∂x¯ − 1
32π2
ǫ1∇vχ · ∂x, (5.98)
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where the dimensionless function χ is given by
χ(v) =
∫ 1/ǫo
0
ǫoλ (1− ǫoλ) trCΛ(vλ) dλ. (5.99)
Note that χ depends on ǫo and Λ, but not ǫ1.
The normalized diffusion tensor is given by
D =
1
16π2
(
ηvv +
ǫ1
2
(ηvx + ηxv) + ǫ
2
1ζxx
)
, (5.100)
where the dimensionless dyads η, ζ are given by
η =
∫ 1/ǫo
0
(1− ǫoλ)CΛ(vλ) dλ (5.101)
ζ =
∫ 1/ǫo
0
(1/3− ǫoλ/2 + ǫ3oλ3/6)CΛ(vλ) dλ. (5.102)
Note that η, ζ, like χ, depend on ǫo and Λ, but not ǫ1.
These expressions for u and D can now be used to study the asymptotic behavior of the Hamil-
tonian Fokker-Planck equation as ǫo, ǫ1 and 1/Λ tend to zero. For concreteness, we will study this
limit under the assumption
ǫo = 1/
√
Λ (5.103)
ǫ1 = 1/
√
Λ. (5.104)
Effectively, this assumption chooses a specific path to zero through (ǫo, ǫ1, 1/Λ)-space along which
our asymptotic limit is taken.
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First we consider the limiting behavior of the quantities χ,η, ζ. For this purpose, it is enough
to consider the limiting behavior of the integrals
In =
∫ 1/ǫo
0
(ǫoλ)
n CΛ(vλ) dλ
=
ǫno
|v|n+1
∫ |v|/ǫo
0
sn CΛ(vˆs) ds, (5.105)
for non-negative integer n. It is not difficult to show that
In ∝


lnΛ if n = 0
ǫn if n > 0.
(5.106)
Therefore the asymptotic limits of χ,η, ζ are given by
χ→ 0 (5.107)
η → I ≡ 1|v|
∫ ∞
0
CΛ(svˆ) ds (5.108)
ζ → 1
3
I. (5.109)
The limiting drift vector and diffusion tensor are now simple to obtain. For u we have
u→ v · ∂x. (5.110)
Similarly, D is given by
D → 1
16π2
Ivv. (5.111)
The dyad I can be simplified further by using the fact that when Λ is large, CΛ(d) ≈ 2πe−|d|
for |d| > Λ−1. In fact, if the Debye screened potential was not regularized, this would not be an
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approximation. Thus,
I ≈ − 1|v|
(∫ ∞
Λ−1
CΛ(s)
s
ds
)
(id− vˆvˆ)
=
2π
|v|
(∫ ∞
Λ−1
e−s
s
ds
)
(id− vˆvˆ)
→ 2π lnΛ|v| (id− vˆvˆ). (5.112)
After restoring units, we can therefore write the limiting drift vector and diffusion tensor as
u = v · ∂x (5.113)
D =
ωp lnΛ
8πΛ
Uvv = DL, (5.114)
where the dyad U = |v|2(id − vˆvˆ). Comparing these expressions with Eq. (5.91) reveals that we
have indeed recovered the classical result for the Lorentz plasma Fokker-Planck equation.
This result assumes the scalings given in Eqs. (5.103) and (5.104), but many other choices seem
allowable. Therefore a natural question is whether or not the form of the limiting Fokker-Planck
equation depends on how we send the small parameters to zero. It turns out that there are only
two possible limiting equations, and these differ only in the limiting drift vector; either the free
streaming term survives the limit or it doesn’t. We chose our scaling so that the free streaming
term survives because this seems to be the most interesting possible scenario.
The Hamiltonian collision operator slowly produces energy
While the Fokker-Planck equation (5.90) is manifestly Hamiltonian, it does not conserve kinetic
energy. This can be seen by direct calculation. The total electron kinetic energy is given by
E =
∫
Ho f Ω, (5.115)
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where Ω = dx dv is the Liouville volume form. The rate of change of the plasma kinetic energy is
therefore
d
dt
E =
∫
Ho∂tf Ω
=
∫
Ho div(−fuHL +DHL · df) Ω
= −
∫
dHo ·DHL · df Ω
=
∫
div(DHL · dHo) f Ω, (5.116)
where we have used the fact that 〈s2〉 only depends on v and DHL is symmetric. This expression
shows that the only way kinetic energy will be conserved regardless of initial conditions is if
div(DHL · dHo) = 0. However,
div(DHL · dHo) =
(
qe
me
)2
∇v ·
(∫ τ
0
(1− t/τ)v · C(vt) dt
)
= −
(
qe
me
)2
∇v ·
(∫ τ
0
(1− t/τ)vC ′′(|v|t) dt
)
=
(
qe
me
)2
1
|v|τ
1
|v|
∂
∂|v|
(
|v|[C(0)− C(|v|τ)]
)
≈
(
qe
me
)2
C(0)
|v|2τ , (5.117)
where the last line is valid when |v|τ > 2λD+. It follows that dEdt 6= 0 and that the characteristic
time for energy change is
τe =
|E|
|dE/dt| ≈ τΛ. (5.118)
We will have more to say about why CHL does not conserve energy in the final section.
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The Lorentz operator is not Hamiltonian
While CHL does not conserve energy, the limiting collision operator CL certainly does. Therefore
it is tempting to hope that the limiting procedure that transforms CHL intoCL preserves the Hamil-
tonian nature of CHL. In this section we will prove definitively that this is not the case. Specifically
we will show that there is no sequence of functions hk such that DL =
∑
kXhk ⊗Xhk .
The level of mathematical discourse increases substantially in this section for two reasons.
First, a basic knowledge of vector bundles and operations on vector bundles is assumed. A partic-
ularly readable account of this material is given in Bott and Tu (1982), starting on p. 53. Second,
we assume a working knowledge of the theory of reproducing kernels. Reproducing kernels are
really nothing more than two-point covariance functions, but much can be said about them with-
out referring to ideas from probability theory, and this (somewhat) justifies introducing a second
name for them. The standard reference for learning about the basics of reproducing kernel theory
is Aronszajn (1950).
Suppose that M is a smooth manifold and κ : M ×M → R is a smooth reproducing kernel.
Associated to κ is a smooth section, ακ, of the symmetric tensor product T ∗M⊙T ∗M . The section
ακ is defined as follows. Let v1, v2 ∈ TxM be tangent vectors at x ∈ M . Choose smooth curves
c1, c2 : I → M , where I is an open interval of R containing 0, such that c1(0) = c2(0) = x,
c′1(0) = v1 and c′2(0) = v2. We set
ακ(v1, v2) =
d
dǫ1
∣∣∣∣
0
d
dǫ2
∣∣∣∣
0
κ(c1(ǫ1), c2(ǫ2)). (5.119)
A section α of T ∗M ⊙ T ∗M has a reproducing kernel primitive if there is some reproducing
kernel κ such that α = ακ. The purpose of this section is to prove a theorem that characterizes
the set of α’s with reproducing kernel primitives. We will only consider sections α with locally
constant rank. The rank of a section α at x ∈M is defined as the codimension of the kernel of αx.
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More precisely, if we let TαxM be the collection of vectors vx such that
∀wx ∈ TxM, α(vx, wx) = 0, (5.120)
then the rank of αx is rank(αx) = dim(TxM) − dim(TαxM). A section α has locally constant
rank if for each x ∈ M there is some open neighborhood of x on which the function u ∈ M 7→
rank(αu) ∈ Z is constant.
First we will prove that if ακ has locally-constant rank, then LXα = 0 for any vector field
X that takes values in ακ’s characteristic distribution. Given an α with locally-constant rank, its
characteristic distribution is the subbundle of TM whose fiber at x ∈ M is given by TαxM . α’s
characteristic distribution will be denoted TαM . A general α with locally-constant rank need not
satisfy LXα = 0. Thus, the following theorem provides a non-trivial necessary condition for a
section α with locally-constant rank to have a reproducing kernel primitive.
Theorem 1. Let κ be a smooth reproducing kernel on M . ακ is positive semi-definite as a bilinear
form. Moreover, if ακ has locally constant rank, then LXακ = 0 for each vector field X that takes
values in TακM . In particular TαM is integrable in the sense of Frobenius.
Proof. Let {φj} be an orthonormal basis for the reproducing kernel Hilbert space associated with
κ. The kernel κ can be expressed in terms of these basis elements as κ(x, y) =
∑
j φj(x)φj(y),
which implies that ακ =
∑
j(dφj)
2
. This immediately implies that ακ is positive semi-definite as
a bilinear form.
Select an xo ∈M and restrict attention to an open neighborhoodU of xo where u 7→ rank(ακu)
takes the constant value r. Suppose n is the largest integer with the property that there exists n
distinct basis elements f 1 ≡ φj1, . . . , fn ≡ φjn that satisfy
(dφj1)xo ∧ · · · ∧ (dφjn)xo 6= 0. (5.121)
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Because the space of n-forms with n > m = dim(M) vanishes, n must satisfy n ≤ m. Therefore
we must be able to find m − n additional functions fn+1, . . . , fm so that the f i comprise a coor-
dinate chart on U (it may be the case that U must be shrunk). In this special coordinate system on
U , Eq. (5.121) implies that each φj must be independent of the coordinates fn+1, . . . , fm. Thus
each of the m − n vector fields ∂m+1 ≡ ∂∂fm+1 , . . . , ∂n ≡ ∂∂fn take values in the characteristic
distribution of ακ. It follows that the dimension of the characteristic distribution, m − r, must be
greater than or equal to m− n, i.e. n ≥ r. In fact, n cannot be greater than r. To see this, note that
ακ = αo + δα, where
αo =
n∑
i=1
(df i)2 (5.122)
δα =
∑
j 6∈{j1,...,jn}
(dφj)
2. (5.123)
It is straightforward to show that rank(αo) = n. Moreover, because αo and δα are each positive
semi-definite bilinear forms (being sums of squared 1-forms), r = rank(ακ) ≥ rank(αo) = n.
Therefore we must have n = r. This shows that ∂r+1, . . . , ∂m in fact span ακ’s characteristic
distribution. Moreover, being pushforwards of some of the standard basis vectors in Rm, these
m − r vector fields commute. We have therefore succeeded in proving that the commutator of
any pair of vector fields that take values in TακM also takes values in TακM ; this is precisely
integrability in the sense of Frobenius. Actually, we have nearly proved more than this. If X is any
vector field that takes values in TακM , then it must be a C∞(U)-linear combination of the vectors
∂r+1, . . . , ∂m. Therefore,
LXακ = 2
∑
j
(LXdφj)(dφj)
= 2
∑
j
(dLXφj)(dφj) = 0, (5.124)
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where, on the last line, we have used the fact that each φj is independent of fn+1, . . . , fm. In other
words, for each X that takes values in TακM , LXακ = 0. It is not hard to show that this last
property actually imples TαM is integrable in the sense of Frobenius.
Next we will show that the necessary conditions for a constant-rank α to have a reproducing
kernel primitive given in Theorem 1 are, in a particular sense, locally sufficient.
Theorem 2. Suppose α ∈ Γ(T ∗M⊙T ∗M) is positive-semidefinite, has locally-constant rank, and
that LXα = 0 for each vector field X that takes values in TαM . Then for each xo ∈M , there is an
open set U containing xo such that α|U = ακU , where κU : U × U → R is a smooth reproducing
kernel on the open submanifold U .
Proof. Let r be the rank of α near xo. By the Frobenius theorem we can choose coordinates f i on
a neighborhood U of xo with the following property. The vector fields ∂∂f1 , . . . ,
∂
∂fr
do not lie in
TαM , while the vector fields ∂r+1 ≡ ∂∂fr+1 , . . . , ∂m ≡ ∂∂fm do. In this coordinate system, α must
be of the form
α =
r∑
i,j=1
(df i)Aij(df
j), (5.125)
where Aij is an r×r symmetric, positive definite matrix of functions on U (note that the upper limit
of the double sum in Eq. (5.125) is r ≤ m). By assumption, L∂lα = 0 for each l ∈ {r+1, . . . , m},
which implies
L∂lα =
r∑
i,j=1
(df i)(df j)
∂Aij
∂f l
= 0. (5.126)
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Because the (df i)(df j) with i ≤ j are linearly independent and the matrix Aij is symmetric, the
previous equation shows that
∂Aij
∂f l
= 0, (5.127)
for each i, j ∈ {1, . . . , r} and l ∈ {r+1, . . . , m}. i.e. theAij only depend on the first r coordinates
in this coordinate system, Aij = Aij(f 1, . . . , f r).
Let V ⊂ Rr be the image of the submersion π : u ∈ U 7→ (f 1(u), . . . , f r(u)) ∈ Rr. Without
loss of generality, we can assume that V is open and connected. Because the Aij only depend on
the first r coordinates on U , they define a positive-definite bilinear form g on V given by
g(x1, . . . , xr) =
r∑
i,j=1
Aij(x
1, . . . , xr)dxi dxj . (5.128)
In other words, (V, g) is a Riemannian manifold with metric tensor g. By Nash’s embedding
theorem, there is therefore an isometric embedding I : (V, g) → (RM , go) where M is some
integer and go =
∑M
i=1(dx
i)2 is the standard metric tensor on RM . In particular,
g = I∗go =
M∑
i=1
(dsi)
2, (5.129)
where si = I∗xi.
Now, it is simple to verify that α = π∗g, and therefore
α = π∗
M∑
i=1
(dsi)2 =
M∑
i=1
(dφi)
2, (5.130)
where φi = π∗I∗xi. We have therefore proved that α|U = ακ, where κ(x, y) =
∑M
i=1 φi(x)φi(y)
is a reproducing kernel.
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If we assume that the leaf space of the foliation tangent to α’s characteristic distribution is a
manifold, the previous theorem can also be globalized in the following manner.
Theorem 3. Suppose α ∈ Γ(T ∗M ⊙ T ∗M) is positive semi-definite, has locally-constant rank,
and that LXα = 0 for each vector field X that takes values in TαM . Also assume that the leaf
space of the foliation tangent to TαM is a smooth manifold with the quotient topology. Then there
is a reproducing kernel κ : M ×M → R such that α = ακ.
Proof. Let Mα be the leaf space of the foliation tangent to α’s characteristic distribution. Let
π : M → Mα be the map that sends a point in M to its corresponding leaf. Because LXα = 0 for
each X taking values in TαM , there is a unique g ∈ Γ(T (Mα)⊙ T (Mα)) such that α = π∗g.
To see that g is uniquely determined by the formula α = π∗g, consider the following. Let
w1, w2 ∈ TxMα be a pair of vectors tangent to the leaf space at x ∈ Mα. Let w˜1, w˜2 ∈ Tx˜M be any
pair of vectors tangent to M at x˜ ∈M that satisfy Tπ(w˜i) = wi. Suppose w˜′1, w˜′2 ∈ Tx˜′M are also
lifts of the vectors w1, w2. Then there must be a diffeomorphism Φ : M → M that preserves the
leaves of the foliation tangent to TαM (i.e. π ◦ Φ = π) such that x˜′ = Φ(x˜). This diffeomorphism
allows us to compare the vectors w˜1, w˜2 and w˜′1, w˜′2. In particular, we can consider the differences
δ1 = w˜
′
1 − TΦ(w˜1) and δ2 = w˜′2 − TΦ(w˜1). We have
Tπ(δi) = Tπ[w˜
′
i − TΦ(w˜i)]
= wi − T (π ◦ Φ)(w˜i)
= wi − wi = 0. (5.131)
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This identity allows us to compute the difference between α(w˜′1, w˜′2) and α(w˜1, w˜2). Indeed,
α(w˜′1, w˜
′
2) = α(δ1 + TΦ(w˜1), δ2 + TΦ(w˜2))
= α(TΦ(w˜1), TΦ(w˜2))
= Φ∗α(w˜1, w˜2)
= α(w˜1, w˜2), (5.132)
where the last line follows from LXα = 0. It follows that α(w˜1, w˜2) depends only on α, w1, and
w2. Thus, g(w1, w2) = α(w˜1, w˜2) is well-defined.
The bilinear form g is positive definite for if w ∈ TMα is tangent to the leaf space, g(w,w) =
α(w˜, w˜), and the right-hand-side is zero only when w˜ is tangent to TαM , i.e. when w = 0.
The pair (Mα, g) is therefore a Riemannian manifold. Nash’s theorem then implies that there
exists an isometric embedding I : (Mα, g) → (RNo , go) where go is the standard euclidean metric
go =
∑No
i=1(dx
i)2. We have therefore proved that
α = π∗g = π∗I∗go =
No∑
i=1
(dφj)
2, (5.133)
where φj = π∗I∗xj . Equivalently, α = ακ where the kernel κ(x, y) =
∑No
i=1 φj(x)φj(y).
We will now use Theorem 1 to prove that the Lorentz diffusion tensor DL does not admit a
decomposition of the form DL =
∑
kXhk ⊗ Xhk . This will constitute a proof that the classical
Fokker-Planck equation for the Lorentz plasma is not Hamiltonian. Suppose that DL does admit
such a decomposition. Then the symmetric covariant tensor on phase space αL given by
αL(X, Y ) = (iXωo) ·DL · (iY ωo),
=
∑
k
(X · dhk)(dhk · Y ) (5.134)
CHAPTER 5. HAMILTONIAN MECHANICS OF STOCHASTIC ACCELERATION 167
admits the reproducing kernel primitive κ(z1, z2) =
∑
k hk(z1) hk(z2). Moreover, because αL can
also be expressed as
αL = ν(|v|)Uijdxidxj (5.135)
we also see that αL is positive semi-definite and has the constant rank 2 whenever |v| 6= 0. There-
fore by Theorem 1, we must have LXαL = 0 for any vector field X that takes values in the kernel
of αL. On the other hand, one such X is given by X = XHo = v · ∂x, and
(LXHoαL)(Y1, Y2)
= LXHo (αL(Y1, Y2))− αL(Y1, LXHoY2)− αL(LXHoY1, Y2), (5.136)
for arbitrary vector fields Y1, Y2 on phase space. In particular, when Y1 = Y2 = w · ∂x + w · ∂v
where w is a constant 3-component vector,
(LXHoαL)(Y1, Y2) = 2w · U · w, (5.137)
which is never zero everywhere in phase space. This contradiction implies that αL does not admit
a reproducing kernel primitive, which in turn implies that DL does not admit a decomposition of
the form DL =
∑
kXhk⊗Xhk . Thus, the classical Fokker-Planck equation for the Lorentz plasma
is not Hamiltonian.
On energy-conserving Hamiltonian collision operators
While CL is not Hamiltonian and CHL does not conserve energy, perhaps there is some other
collision operator C˜(f) = div(D˜·df) that approximatesCL, satisfies the Hamiltonian property, and
conserves energy. The method introduced in BZQ would not be enough to find such an operator,
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but it is still worthwhile to ask if such an operator exists, even in principle. In this section we
will show that that the existence of such a C˜ is unlikely in the following sense. We will say
that the collision operator, div(D · df) in a Fokker-Planck equation conserves energy path-wise
if the corresponding diffusion tensor satisfies D · dHo = 0, i.e. dHo is a null eigenvector of D.
Note that CL conserves energy path-wise. We will show that any Hamiltonian collision operator
C˜ that conserves energy path-wise is necessarily quite different from CL, i.e. C˜ must be a poor
approximation to CL.
Let D˜ =
∑
kXhk ⊗ Xhk be the diffusion tensor associated with the Hamiltonian collision
operator C˜ that conserves energy path-wise. Associated with D˜ is the symmetric covariant tensor
α˜ =
∑
k(dhk)
2
. Because D˜ · dHo = 0, α˜ ·XHo = 0. In particular,
0 = α˜(XHo , XHo) =
∑
k
{hk, Ho}2, (5.138)
which implies that each of the hk Poisson commute with Ho. Therefore,
LXHo α˜ = 2
∑
k
d({hk, Ho}) dhk = 0. (5.139)
A reading of the proof of Theorem 3 now shows that there must be a symmetric covariant tensor
a˜ defined on the space of free streaming trajectories that pulls back to give α˜. A free streaming
trajectory is a subset of TQ of the form
γ(xo,vo) = {(x, v) ∈ TQ | v = vo and ∃t ∈ R s.t. x = vot+ xo}, (5.140)
where (xo, vo) is an arbitrary point in TQ with v 6= 0. The space of free streaming trajectories,
FS, is simply the union of all free streaming trajectories. Because the free streaming trajectories
with a given velocity v can be identified with points in the plane perpendicular to v, FS has the
structure of a rank-2 vector bundle over the 3-dimensional velocity space with the zero velocity
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excluded, R3o = R3 − {0}. To be precise, FS is diffeomorphic to the subbundle of R3o × R3 given
by
FS = {(v, x) ∈ R3o × R3 | x · v = 0}. (5.141)
There is also a natural projection map π : TQ → FS given by π(x, v) = (v, x⊥), where x⊥ =
x− x · vˆvˆ. We must have α˜ = π∗a˜, where a˜ is some symmetric covariant tensor on FS.
We will now analyze the form of α˜ given that it must be the pullback of a˜ along π. Let
e1(v), e2(v) be orthogonal unit vectors that are everywhere perpendicular to v, i.e. e1(v) · v =
e2(v) · v = 0. Using these unit vectors, we can introduce local coordinates on FS, (v, x1, x2),
given by
v = v (5.142)
x1 = x · e1(v) (5.143)
x2 = x · e2(v), (5.144)
where (v, x) ∈ FS. If X = Xx ·∂x+Xv ·∂v is a vector on the velocity phase space, its pushforward
along π is given by
Tπ(X) =
(
Xx · e1 + X
v
|v| · (x‖e1 + |v|Re2 · x)
)
∂
∂x1
+
(
Xx · e2 + X
v
|v| · (x‖e2 − |v|Re1 · x)
)
∂
∂x2
+Xv · ∂
∂v
, (5.145)
where R = (∇ve1) · e2 and x‖ = x · vˆ. Now because
α˜(X1, X2) = a˜(Tπ(X1), Tπ(X2)), (5.146)
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and a˜ is independent of x‖, we see that the components of α˜ must become large as x‖ becomes
large. Because DL does not depend on x, let alone x‖, by adjusting x‖, D˜ can always be made
much larger than DL. This rules out the possibility that D˜ could be a good approximation to DL.
5.2.6 Outlook
We have succeeded in showing that there is a Hamiltonian Fokker-Planck equation that governs the
dynamics of the Lorentz plasma. This suggests that pitch angle scattering dynamics is Hamiltonian
in a stochastic sense. On the other hand, we have also shown that our Hamiltonian Fokker-Planck
equation does not have an exact energy conservation law. Instead the mean kinetic energy grows
on a time scale proportional to τ/τac, where τ is the Fokker-Planck time step and τac = ω−1p .
When inquiring as to why CHL produces energy, it is useful to remember the following fact
about the derivation of Fokker-Planck equations. In these derivations, one tacitly (or explicitly,
as we have done) divides the time axis into τ -second intervals and studies the dynamics of an
electron on a typical such interval. Because the positions of the ions are assumed to be statistically
independent, this problem is reduced to studying the interaction of a single electron with a single
Debye screened ion on a τ -second time interval. Given the location of the ion, most electrons will
both begin and end their τ -second journeys well outside of the support of the ion’s potential. Each
of these electrons will not suffer any change in its kinetic energy. However, there are some electrons
that will either start or end within the support of the ion’s potential. Each of these electrons will
suffer a change in their kinetic energy as a result of either climbing out of or falling into the ion’s
potential well. Thus, an ensemble of electrons will not precisely conserve its kinetic energy over a
τ -second time interval.
While this reasoning sheds some light on the energy-production problem, it is still not com-
pletely satisfactory. Yes, an ensemble of electrons will only approximately conserve its kinetic
energy over τ -second time intervals. However, it is not physically true that the ensemble’s mean
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kinetic energy can grow without bound, in contrast with the long-time behavior predicted by CHL
(see Eq. (5.117)). This would correspond to electron heating, which is impossible because there is
no energy impinging on the Lorentz plasma.
The key to a complete understanding of the energetics of CHL is a careful scrutinization of the
Markov assumption. This assumption artificially eliminates any memory an electron might have of
its past after each τ -second time interval. As a result, within the Markov model, the following non-
physical dynamical process is possible. After moving for τ seconds, an electron finds itself within
the support of an ion’s potential. Whereas this electron should begin the next τ -second interval by
climbing out of this potential, instead it forgets the locations of all ions during the previous step,
and, with high probability, fails to shed any of the kinetic energy it gained. This type of unphysical
behavior allowed within the context of the Markov model is ultimately the source of the artificial
heating predicted by Eq. (5.117). Moreover, it can be shown that this heating is not present in the
classical Fokker-Planck equation for the Lorentz plasma because the probability that one of the
unphysical processes just discussed occurs tends to zero as τac/τ tends to zero.
We believe this explanation of why CHL causes slow artificial heating suggests a way to rec-
oncile the stochastic Hamiltonian approach with energy conservation. The idea is to slightly relax
the Markov assumption. In the rare event that electron ends a τ -second time interval within the
support of an ion’s potential, then the electrostatic field it sees in the next τ -second interval should
consist of the the old ion’s potential plus the potential of a new ion. Each time a new ion is drawn
at random, it should never been chosen so that the support of its potential intersects the electron’s
location. By allowing for this small memory effect, the unphysical electron trajectories that cause
CHL to produce energy would be eliminated. Moreover, the evolution of a given electron would
still be given by iterated symplectic mappings on phase space, and this ought to keep things within
the realm of stochastic Hamiltonian mechanics. A challenging, yet enticing aspect of this possible
route to overcoming the shortcomings of this Chapter would be developing the theory of stochastic
Hamiltonian processes with memory.
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