Alnnocl--Travel time prediction is csrentinl l o the development of advanced traveler information systems. In this paptr. we apply support vector regMion (SVR) for travd-time predicliolu sad compare ib mulb to other b d i n e travel-time prediction methods using real highwny traflic data. Since support vector machines hnvc greater generalition ability and guarantee global minima for given training data, it is believed that support vector rrgrarion will perform well for time series analysis. Compared to other baseline predicton, our rtsulb show that the SVR predictor can reduce significantly both relative mean errors and root mean squared errors of predicted travel times. We demonstrate the fcPribilily of applying SVR in travel-time prediction and prove that S y R is applicable and performs well for ttnftic data analysis . .
IN7RODUCllON Advanced Traveler Information Systems (ATIS) is a major, application essential to intelligent transportation systems (ITS).
As well, to various ITS applications, such as route guidance systems and lamp metering systems, accurate estimation of roadway-traffic conditions, especially travel times, are even more critical to the traffic. flow management With precise travel-time predictions, route 'guidance systems and ramp metering systems can assist travelers and traffic-control centers to better adjust traveler schedules and conuol traffic flow.
Travel-time calculation depends on vehicle speed, ,traffic flow and occupancy, which are highly sensitive to weather conditions and traffic incidents. These features make travel-time predictions very complex and difficult to reach optimal accuracy. Nonetheless, daily, weekly and seasonal panems can still be observed at a large scale. For instance, daily pattems'distinguish rush hour and late night traffic, weekly panems distinguish weekday and weekend traffic, while scasonal'patterns distinguish winter and summer traffic. The time-varying feature germane to traffic behavior is the key to travel-time modeling.
Since the creation of the SVM theory by V. Vapnik . This is largely due to the structural risk minimization (SRM) principle in SVM that has greater generalization ability and is superior to the empirical risk minimization (ERM) principle as adopted in neural networks [8] . In SVM, the results guarantee global minima whereas E M can only locate local minima. For example, the training process in neural networks, the results give out any number of local minima that are not promised to include global minima Funhermore, SVM is adaptive to complex systems and robust in dealing with corrupted data This feature offers SVM a greater generalization ability that is the bottleneck of its predecessor, the neural network approach PI.
. ,
The main idea of the traffic forecasting is based on the fact that traffic behaviors possess both partially deterministic and partially chaotic properties. Forecasting results can be obtained by reconstructing the deterministic traffic motion and predicting the random behaviors caused by. unanticipated factors. Suppose that currently.it is time 1. Given the historical data fft-I), fl-2). ..., and ffl-n) at time 1-1, f-2, ..., 1-n, we can predict the future value of fff+l). fff+2), __. by analyzing historical data set. Hence, future values can be foreeasted based on the correlation between the time-variant historical data set and its outcomes.
Numerous In this paper, we use suppon vector regression to predict the travel time of the highway and show that SVR is applicable to travel-time prediction and outperforms many previous methods. In Section II we introduce support vector regression briefly. In Section Ill we explain our experimental procedure. Then we present the methods and results of different travel time predictors in Section IV and Section V, respectively. Section VI concludes the paper. The generic SVR estimating function takes the form:
In equation (4) 
Some common kernels are shown in Table I . In our studies we have experimented with these three kernels.
RBF

Table I Common kcmel functions
The & -insensitive loss function is the most widely used cost function [IS] . n e function is in the form:
By solving the quadratic optimization problem in (7), the regression risk in equation ( from R" to high dimensional space. Our goal is to find the value of w and b such that values of x can be determined by minimizing the regession risk: subject to where r(.) is a cost function, C is a constant and vector w c m be written in terms of data points as:
The Lagrange multipliers, and U,', represent solutions to the above quadratic problem that act as forces pushing predictions towards target valuey,. Only the non-zero values of the Lagrange multipliers in equation ( The constant C introduced in equation (2) determines penalties to estimation errors. A large C assigns higher penalties to errors so that the regression is trained to minimize (4) error with lower generalization while a small C assigns fewer penalties to errors; this allows the minimization of margin with errors, thus higher generalization ability. tf C goes to infinitely large, SVR would not allow the occurrence of any error and result in a complex model, whereas when C goes to zero, the result would tolerate a large amount of errors and the model would be less complex. Non. we have solved the value of w in terms of the Lagrange multipliers. For the variable b, it can be computed by applying Karush-Kuhn-Tucker (KKT) conditions which, in this case, implies that the product of the Lagrange multipliers and constrains has to equal zero: 
b = y , -( w , x , ) + E f o r a , ' E ( O , C )
Putting it all together, we can use SVM and SVR without (10) knowing the transformation.
EXPERIMENTTAL PROCEDURE
A. Dala Preparatiun
The traffic data is provide&by the Intelligent Transportation The TANFB Web site provides the raw traffic information source, which is updated once every 3 minutes. The loop detector data is employed to derive travel time indirectly: the travel time information is computed from the vaiiable speed and the known distance between detectors, Since traffic data may be missed or corrupted, we select a bener portion of the dataset of the highway between February 15 and March 21,2003. During this five-week period there are no special holidays and the data loss rate is not over some threshold value; which could bias our results if not properly managed. We use data from the first 28 days as the training set and use the last 7 days as our testing set. We examine the travel times over three different distances: from Taipei to Chungli, Taichung and Kaohsiung, which cover 45-km, 178-km and 350-km stretches, respectively. In addition, we examine the travel times of 45.km distance between 7am and loam funher since travel time of short distance in rush hour changes more dynamically. Figure 2 shows the travel-time distribution of the short distance on a daily and weekly basis, respectively. We can find the daily similarities and the instant dynamics from the daily and weekly patterns. 
B. Prediction Methodulogv and Error Measurements
Suppose the current time is I, we want to predicty(i+/l for the future time t+/ with the knowledge of the value y(/-n). y(t-n+l) ,._., y(r) for past time I-n, t-n+l, ..., I, respectively.
The prediction function is expressed as:
. y(t-n))
We examine the .travel times of different prediction methods for departing from 7am to loam during the last week between March 15 and March 21, 2003 . Relative Mean Errors (RME) and Root Mean Squared Errors (RMSE) are applied as performance indices.
where q is the observation value and U,' is the predicted value.
Iv. TRAVEL TIME PREDICTING METHODS
To evaluate the applicability of travel-time prediction with suppon vector regression, some common baseline travel-time prediction methods are exploited for performance comparison.
A. Support Vector Regression Prediction Method
As discussed previously, there are many parameters that must be set for travel-time prediction with suppon vector regression. We have tried several combinations, and finally chose a linear function as the kernel for performance comparison with e0.01 and C=lOOO. In ow experiences, however, Radial Basis Function (RBF) kernel also performed as well as linear kemel in many cases. The SVR experiments were done by running mySVM software kit with training window size equal to five (21 I.
B. Current Travel Time Prediction Method
This method computes travel time from the data available at the instant when prediction is performed [ 131. The travel time is defined by:
where A is the data delay, L is the number of sections, (x,.~x)
denotes the distance of a section ofa highway, and v(xo t-A) is the speed at the sfaR of the highway section.
C. Historical Mean Prediction Method
It is the travel time obtained from the average travel time of the historical naffic data at the same time of day and day of week -I " w j-1
T ( t ) = -X T ( i , t )
where w is the number of weeks trained and T(i, 0 is the past Uavel time at time t of historical week i .
V. RESULTS The experiment results of travel time prediction over short distance in rush hour are shown in Figure 3 . As expected, the historicalmean predictor cannot reflect the traffic pattems that are quite different from the past average, and the current-time predictor is usually slow to reflect the changes of trafic patterns. Since SVR can converge rapidly and avoid local minimum, the SVR predictor performs vety well in our experiments. The results in Table 2 show the relative mean errors (RME) and root mean squared errors (RMSE) of different predictors for different travel distances over all the data points of the testing set. They show that the SVR predictor reduces both RME and RMSE to less than half of those achieved by the current-time predictor and historical-mean predictor for all different distances.
In our experiments, as the traveling distance increaws, the numberoffieesections incrcasesmorethan thenumberofbusy sections, such that the travel time of long distance is dominated by the time to travel free sections more than the time to travel busy sections. So it is not surprising that all the three predictors predict well for long distance, 350 km, but this makes it difficult to compare the performances of the three predictors.
For this reason, we specifically examine the testing data points where the predicted error ofany predictor is largerthan or equal to 5%. As shown in Table 3 
VI. CONCLUSION
Support vector machine and suppati vector regression have demonstrated their success in time-series analysis and statistical learning. However, little work has been done for trafic data analysis. In this paper we examine the feasibility of applying support vector regression in travel-time prediction.
After numerous experiments, we propose a set of SVR parameters that can predict travel times vely well. The results show that the SVR predictor significantly outperforms the other baseline predictors. This evidences the applicability of suppon vector regression in traffic data analysis.
