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Abstract
Techniques for Improving Predictability and Message Efficiency of Gossip Protocols
Satish Kumar Verma
National University of Singapore
Gossip-based protocols are a class of randomized probabilistic algorithms which offer an at-
tractive design paradigm for large-scale distributed systems. Gossip protocols draw their basic
inspiration from a special branch of mathematics, epidemiology, which studies the spread of epi-
demics in the real world, and hence, are also referred to as Epidemic protocols. Gossip protocols
lend themselves to the probabilistic modeling of epidemiological processes. Gossip protocols have
gained prominence as an interesting and pragmatic protocol design approach for large systems
where the critical challenges, which the conventional deterministic protocols fail to address ef-
fectively, are those of scalability, reliability, fault-tolerance, stable throughput, and robustness to
system dynamics. A gossip-based communication protocol simply means that: in each step, nodes
exchange messages with other nodes which are randomly picked from the respective nodes’ mem-
bership view, and over a sequence of such steps, the messages spread throughout the system with
high probability, just like an epidemic spreads, from one to another and so on. In this disserta-
tion, we tackle two fundamental challenges faced by gossip algorithms, and propose techniques to
improve the efficiency and performance of gossip protocols.
The first challenge we tackle is the high and random latency of data delivery that gossip
protocols incur. The conventional model to analyze gossip is a round-based Synchronous Gossip
Model which leads to high latency. To reduce the latency of data delivery, we circumvented
the delay introducing steps of the Synchronous Model. We design a new gossip model called the
Asynchronous Gossip Model which leads to faster and predictable data dissemination. Another key
vi
contribution is to analyze the behavior of gossip dissemination as a function of time instead of the
conventional approach that uses fixed period rounds. To make the behavior of gossip protocols more
predictable, we introduce a concept of adaptive fanout. Using the adaptive fanout, we can achieve
fine-grained control of the rate at which gossip spreads a message to a group of nodes. Using our
enhancements, we can make the dissemination of gossip messages closely follow user requirements,
hence, predictable. We design adaptive fanout as a function of round for the Synchronous Gossip
Model, and as a function of time for the Asynchronous Gossip Model. Through simulations, we
show that the expected gossip behavior closely resembles our theoretical model.
In the second part, we extend the work on Asynchronous Gossip to design a hierarchical gossip
protocol which further increases the savings in number of gossip transmissions and reduces the
latency of data delivery. More importantly, it improves the predictability of Asynchronous Gossip
which is vital to the core of our research, i.e., making gossip more predictable. Organizing group
nodes into a hierarchy or clusters based on performance criterion like latency or topological infor-
mation is a widely studied approach to improve scalability and performance in distributed systems.
We implement a hierarchical gossip protocol on a wide area network testbed (PlanetLab) and show
that it outperforms the corresponding non-hierarchical flat global gossip protocol in terms of la-
tency of data delivery. In particular, we implement Asynchronous Gossip on hierarchical gossip
and show that the performance of Asynchronous Gossip is more predictable compared to the corre-
sponding implementation on the global network. In our work, we use research ideas from network
coordinates and the k-means clustering algorithm to design a centralized node clustering algorithm.
Our results on node clustering demonstrates that using network coordinates is more efficient as well
as reliable approach to distance based clustering instead of using direct measurements which lead
to high processing overhead. We show improvements in transmission overhead, improved latency
in data delivery and an improved predictability in the performance of Asynchronous Gossip.
In the third part, we address that of high transmission overhead in gossip-based dissemination.
Compared to tree-based deterministic protocol which require O(N) transmissions to disseminate
a message to a group of N nodes, push-based gossip needs O(N lnN). This drawback makes push
gossip very unattractive to designers. To alleviate this problem, we investigate the behavior of
push gossip, and find that the message overhead in terms of message duplicates increases as the
fraction of nodes that receive a gossip message increases. We use this observation to use push
gossip to infect a random but fractional part of the entire group. To achieve successful gossip to
all N nodes, we enhance partial push gossip with rateless codes to design Rateless Gossip. We
vii
show through analysis and simulations that Rateless Gossip indeed outperforms naive push gossip
in terms of transmission overhead. Next, we further increase message savings in Rateless Gossip
by pragmatic changes like using a hybrid membership mechanism and adding control messages.
We call this the Optimized Rateless Gossip, and show that the average number of transmission
required is O(cN) where c can be fine-tuned based on gossip and coding parameters.
viii
Biographical Sketch
Satish Verma was born on the 13th of September, 1978 in the city of Ballia in Uttar Pradesh,
India. After he completed his secondary schooling at the D.A.V. Jawahar Vidya Mandir School in
1996, he went on to pursue his undergraduate degree in the Department of Electrical Engineering,
at the Indian Institute of Technology, Madras. He graduated with a Bachelor Degree in Electrical
Engineering in 2000. From 2000 to 2001, he attended EPFL where he earned a graduate degree
in Communication Systems. In January 2003, he moved to Singapore to pursue a Ph.D. degree in
School of Computing, National University of Singapore.
ix
List of Tables
2.1 Strengths of Gossip Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Weaknesses of Gossip Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Synchronous Gossip Protocol Example with 5 Rounds . . . . . . . . . . . . . . . . 62
3.2 Computation of PseudoSynchronous Parameters Using User Input and Delay PDFs 64
3.3 Computation of Asynchronous Gossip Fanout f(t) . . . . . . . . . . . . . . . . . . . 67
4.1 Cluster Sizes and Maximum Inter-node Latency in Hierarchical Gossip . . . . . . . 85
4.2 PseudoSynchronous Parameters for Global Gossip . . . . . . . . . . . . . . . . . . 86
4.3 PseudoSynchronous Parameters for Global Gossip for Cluster 0 . . . . . . . . . . . 88
4.4 Time Taken By Asynchronous Gossip in Various Clusters . . . . . . . . . . . . . . 90
5.1 Mathematical symbols used for push gossip analysis and their definitions . . . . . 107
5.2 Message Overhead due to LT Encoding Process . . . . . . . . . . . . . . . . . . . 118
5.3 Mathematical Symbols used for Rateless Gossip Analysis and their Definitions . . 127
5.4 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.5 Fanout vectors and the actual α values for Rateless Gossip. . . . . . . . . . . . . . 129
5.6 Performance of Optimized Rateless Gossip Protocol versus modified Push . . . . . 136
x
List of Figures
3.1 Synchronous Gossip Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Asynchronous Gossip Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Hop-Shift Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Delay PDFs for 5 hops for the NS-2 topology . . . . . . . . . . . . . . . . . . . . . 64
3.5 Adaptive Fanout as a function of time . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 Asynchronous Gossip Protocol Performance . . . . . . . . . . . . . . . . . . . . . . 66
4.1 Hierarchical Gossip Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 Delay PDFs for Global Gossip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3 Fanout for Global Gossip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Asynchronous Gossip Performance of Global Gossip . . . . . . . . . . . . . . . . . 89
4.5 Delay Pdfs for Hierarchical Gossip, Cluster 1 . . . . . . . . . . . . . . . . . . . . . 90
4.6 Adaptive Fanout for Hierarchical Gossip, Cluster 1 . . . . . . . . . . . . . . . . . . 91
4.7 Asynchronous Gossip Performance of Hierarchical Gossip, Cluster 1 . . . . . . . . 92
4.8 Delay PDFs for Hierarchical Gossip, Cluster 2 . . . . . . . . . . . . . . . . . . . . 93
4.9 Adaptive Fanout for Hierarchical Gossip, Cluster 2 . . . . . . . . . . . . . . . . . . 94
4.10 Asynchronous Gossip Performance of Hierarchical Gossip, Cluster 2 . . . . . . . . 95
4.11 Standard Deviations vs. Mean Number of Infected Nodes, Clusters 3, 12 and 14 . 96
4.12 Standard Deviations vs. Mean Number of Infected Nodes, Clusters 2, 5, 10 and 11 96
4.13 Standard Deviations vs. Mean Number of Infected Nodes, Global Gossip plus Clus-
ters 2, 5, 10 and 11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1 Analysis of Push Gossip Protocol: Im vs m . . . . . . . . . . . . . . . . . . . . . . 108
5.2 Analysis of Push Gossip Protocol: E[Mk] and V ar[Mk] . . . . . . . . . . . . . . . 109
5.3 Expected Value,E[i|0Ã
m
i] and Variance, V ar[i|0Ã
m
i] . . . . . . . . . . . . . . . . . 110
5.4 Distribution of 0Ã
m
i for different m . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.5 Example of gossip progress for h-hop Gossip Protocol . . . . . . . . . . . . . . . . 112
5.6 Distribution 0 hÃ i for h-hop Gossip Protocol . . . . . . . . . . . . . . . . . . . . . . 116
5.7 Comparison between 0 hÃ i and 0 Ã
mmax,F
i . . . . . . . . . . . . . . . . . . . . . . . . 117
5.8 Message Distribution in hop-based Gossip . . . . . . . . . . . . . . . . . . . . . . . 121
5.9 Rateless Gossip Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.10 Transmissions in Push Gossip with Global and Partial Membership . . . . . . . . 128
5.11 Performance of Rateless Gossip Compared to Push Gossip . . . . . . . . . . . . . . 130
5.12 Average L0 in Rateless Gossip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.13 Fanout Adaptation Threshold Values . . . . . . . . . . . . . . . . . . . . . . . . . . 132
xi
5.14 Performance of Optimized Rateless Gossip Compared to Push Gossip . . . . . . . 133
5.15 Average L0 in Optimized Rateless Gossip . . . . . . . . . . . . . . . . . . . . . . . 134
5.16 Performance of Optimized Rateless Gossip Compared to Theoretical Upper Bound 135
5.17 Performance of Optimized Rateless Gossip Compared to Theoretical Upper Bound,
k = 1000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135





The growth of large-scale distributed systems such as the Internet, P2P applications, and wire-
less sensor networks has raised the need for efficient, distributed, large-scale data dissemination
algorithms. Some of the key requirements of such applications are low latency of data delivery,
high reliability, scalability with increasing system size, robustness to failures, and adaptability to
dynamic conditions such as high churn and network dynamics. Due to the lack of network-layer
multicast deployment in the Internet, most of the practical systems are developed at the applica-
tion layer. The spectrum of research on application layer multicast can be viewed as consisting
of two seemingly different approaches, tree-based deterministic approach and gossip-based ran-
domized mechanism. Both the approaches have tradeoffs in terms of desirable properties. In the
former approach, the participating nodes form a tree or mesh-like overlay network, over which
the data is relayed. Such schemes are usually vulnerable to system dynamics and lack scalability
and adaptability to frequent changes. In contrast, gossip-based design is simple and can adapt
to highly dynamic conditions due to its randomized nature. Despite the many advantages that
randomized gossip has over deterministic approaches, gossip protocols suffer from problems that
limit their performance and attractiveness to applications. To understand the challenges faced by
gossip-based protocol design, we first present an overview of randomized gossip, and argue as to
how gossip can be an answer to designing large-scale robust and scalable communication technolo-
gies. Once we see the advantages of gossip for designing such applications, we identify some of the
trade-offs in using gossip and discuss the key problems that we aim to solve in our work.
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1.2 Gossip: Definition
Gossip protocols are one of the many distributed algorithms used for network communication. A
gossip protocol is a communication protocol designed to mimic the way information spreads when
people gossip about some information with each other. Another real world analogy to gossip is
how a viral infection spreads in a biological population, i.e., from one to another in a random
fashion. This is why gossip protocols are sometimes referred to as epidemic protocols. The basic
idea underlying gossip is simple: in each step, a gossiping node exchanges messages with a few
randomly chosen nodes, picked from its local membership view. Each node repeats the same
process and over a succession of gossip steps, messages disperse throughout the group. Complex
protocols can be built on top of this seemingly simple but reasonably efficient and reliable message
passing scheme. This lightweight gossip communication protocol has been used to design more
complex protocols and applications.
The problem of interest to us is that of large-scale group communication where a source has
interesting information which N other nodes are interested in acquiring. With increasing growth in
the size of Internet and wireless domains, large availability of high-bandwidth broadband networks
and emerging applications like P2P data sharing and multimedia streaming, protocol designers
are constantly challenged to design increasingly scalable and reliable multicast and broadcast
protocols. There are many distributed applications where group-based multicast and broadcast
play an important role. Typical example of such applications are publish-subscribe systems, data
broadcast and multicast applications, exchanging updates in replicated databases, stock quote
distribution and media streaming. Scalable protocols for information dissemination that provide
good reliability and high performance without incurring heavy network overhead are needed.
1.3 Approaches to Large-scale Information Dissemination
A large amount of research is being done in the area of information dissemination in large groups
in the Internet as well as wireless and sensor networks. There are many diverse approaches to
large-scale information dissemination.
1.3.1 Unicast
Unicast refers to a data communication session between one source and one sender. In this ap-
proach, the source creates multiple communication sessions, one for each of the N recipients and
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transmits the data one by one. Examples of such schemes are video streaming applications such
as YouTube and Google Video. The advantage of such a scheme is that a recipient receives data
from the source directly. However, as the number of users increases, source bandwidth becomes
the bottleneck and thus, this scheme is not scalable for large groups.
1.3.2 Deterministic Tree/Mesh-based Multicast
Multicast refers to a data communication sessions between one source and multiple receivers. The
sender does not open individual communication sessions with the receivers. Instead, the receivers
themselves act as sources and forward the data to other receivers along a pre-defined paths, hence
deterministic.
Two approaches to multicast exist. In the first, internet routers are responsible for the group
management and data replication/forwarding. This is known as the IP multicast [123] and is not
popular due to the lack of deployment in the network layer. On the other hand, a new approach
called the application layer multicast [14, 103] organizes the end-hosts into an overlay over which the
data is relayed. The end-hosts are responsible for group management, routing and data forwarding.
1.3.3 Randomized Gossip Protocols
Another approach to large-scale multicast applications is to use randomized gossip or epidemic
protocols. In this case, the group members keep a partial overview of the group in form of a
membership view. From this membership view, nodes are picked randomly and data is forwarded
to them. The key advantage of such an approach is that there is no need to maintain an overlay
as in the case of deterministic application layer multicast protocols. Also, data is not routed over
pre-defined path since gossip partners are chosen randomly. Examples of gossip-based multicast
protocols are Bimodal Multicast [19], Anonymous Gossip in ad-hoc networks [26] and Probabilistic
Broadcast [37].
1.4 Comparing Deterministic Approaches and Randomized
Gossip
The two key approaches, deterministic tree-based and randomized gossip protocols, have their share
of advantages and trade-offs. Based on the key requirements of scalability, reliability, robustness,
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and adaptability to network dynamics, low latency of message delivery, and low transmission
overhead, we compare the two design approaches.
Unlike tree-based protocols which maintain a global overlay of nodes, gossip protocols are
usually highly distributed. Every node decides based on its membership view according to a
random rule which partners in the membership view to gossip to. This decision process is simple
and is based on local information, and hence, gossip protocols are simple to implement. Another
advantage of gossip is the high level of confidence in analytical results and probabilistic guarantees
since gossip is highly amenable to mathematical analysis similar to the mathematical modeling of
epidemiology. In the rest of this section, we show how gossip outperforms deterministic protocols
in terms of scalability, reliability, robustness and fault-tolerance, particularly in dynamic network
conditions. We also identify trade-offs in using gossip which forms the motivation for our research
work.
1.4.1 Scalability
With the growth in the size of networks, increasing broadband availability and P2P applications,
multicast applications today involve large number of participating nodes. Thus, it is important for
data dissemination protocols to scale up to cope with large group sizes. Tree-based application layer
multicast protocols [14] construct a tree-type overlay network among the participating nodes. These
tree-based protocols are complex to design, demand a lot of state management at participating
process, are not amenable to frequent changes in group membership and require knowledge of
membership to some extent. At the same time, frequent node join/leave operations and node
failures force the overlay to adapt, which is a costly operation.
In contrast, gossip protocols do not organize nodes into a rigid overlay. Gossip protocols
provide an easy way to integrate new nodes into the system by just updating the membership
view at various nodes. Thus, instead of a well defined overlay in a tree-based structure, we can
look at the local membership views as a form of loosely but well connected overlay in the case of
gossip. Gossip also copes with frequent join/leave operations and node failures in a much more
robust fashion than deterministic protocols. Gossip has been successfully shown to scale up well
for distributed algorithms like virtual synchrony [50] and perform better than deterministic video
streaming protocols under dynamic conditions [128].
Thus, gossip-based protocols are usually more scalable particularly in dynamic groups with
frequent network fluctuations. This makes gossip an attractive option of such applications.
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1.4.2 Reliability
Reliability is yet another important requirement for applications. Reliability is a measure of
the fraction of data that is received by the group nodes. The higher the fraction, the higher
is the reliability. As such, reliability in group communication has many definitions, which differ
in the kind of guarantees they offer. On one hand, we have the atomic all-or-nothing, total order
guarantees, and virtual synchrony, which are extremely costly to implement and offer limited
scalability. On the other end of the reliability spectrum, we have the best-effort mechanism where
an unreliable scheme like IP Multicast is combined with some message recovery protocol to offer
reliability. However, these protocols also scale badly with increasing system noise, perturbation,
process failure, and message loss. We first describe the problems that the conventional deterministic
protocols face that makes them not scalable, and how epidemic protocols can be used to alleviate
the problem.
One way to guarantee reliability is to use centralized loggers that log the messages using stable
storage. Receivers upon detecting a message loss contact these loggers and retrieve the lost message.
The problem with this receiver-reliable approach is that loggers become centralized failure points
and loggers resources do not scale well as the group size increases. An example of such a scheme
is Log-Based Receiver-Reliable Multicast (LBRM) [55]. Another approach used to offer reliability
is a sender-reliable approach where the sender waits for acknowledgements from the receiver and
retransmits after a timeout. This has a problem of the ack-implosion. An example of such a scheme
is the RMTP (Reliable Multicast Transport Protocol) [98]. The third strategy is to use a peer-to-
peer recovery strategy. Thus, instead of using dedicated loggers or the source for retransmission
of lost messages, group members can themselves act as retransmission sources. An example of
such a scheme is Scalable Reliable Multicast (SRM) [41]. However, in SRM, a request for a lost
message leads to another member multicast the message to the entire group which leads to a
high transmission overhead in lossy network. SRM is not good from a network bandwidth usage
point of view. Thus, using deterministic approaches to repair message losses to provide reliable
multicast suffers from transmission-overhead, unstable throughput which degrades when losses are
high which makes these protocols not scalable. This is where gossip-based protocols outperform
the conventional protocols.
A peer-to-peer multicast gossip-based protocol like Bimodal Multicast [19] uses periodic gossip
between group members to exchange messages and thus are able to recover the lost messages. In
Bimodal Multicast, messages are first broadcast using either IP Multicast or a randomly generated
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tree. At the same time, nodes use gossiping to exchange messages they have received and thus
recover the lost messages in a peer-to-peer style. This approach solves the ack-implosion problem,
there is no dependence on centralized loggers and there are no retransmission multicast. This
random exchange of messages turns out to be very effective in message recovery and makes the
protocol efficient from the point of view of transmission overhead.
Thus, gossip is a very efficient and scalable way to provide reliability in large-scale group commu-
nication applications. Many such gossip-based multicast protocols exist such as Bimodal Multicast
[19], Lightweight Probabilistic Broadcast [37], Probabilistic Multicast [38], Reliable Probabilistic
Broadcast [114] just to mention a few.
1.4.3 Fault-tolerance and Robustness
Gossip Protocols are inherently more fault-tolerant and robust to link/node failures than deter-
ministic methods. Since gossip target are chosen randomly, data travels over multiple paths. Thus,
a node receives messages from various sources and various paths. This implies that a failure of a
particular node or a path does not affect the chances of another node’s getting data via a different
path or from a different node. In contrast to this, a failure of a source or intermediate node in the
tree or a link affects the data flow to children nodes. Thus, gossip in general is more robust to
message and node failures due to the inherent redundancy in the nature of gossip. Also, recovering
from faults is a lot faster and easier than in the case of tree-based protocols.
However, gossip protocols are not all about advantages over deterministic protocols. They
have huge shortcomings which reduce their attractiveness as a design paradigm. We discuss these
trade-offs and present the motivation for our research.
1.4.4 Trade-offs in Using Gossip
Gossip protocols have a lot of redundancy built in. The same redundancy which makes gossip
inherently fault-tolerant and robust also leads to unnecessary transmission overhead in the network.
Nodes get messages from multiple sources. Since gossip targets are picked randomly, there are nodes
which receive multiple copies of the same message. In fact, it has been shown by Karp et. al. [64]
that gossip needs Θ(N lnN) transmissions of a message to ensure that all nodes in a system of N
nodes receive the message with high probability. In contrast, the problem of message duplicates
does not arise in tree-based multicast protocols where the number of transmissions is the same as
the system size, i.e., O(N). We believe that this is one of the key shortcomings of gossip which
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needs to be addresses to make gossip a better design choice.
Another key problem that gossip protocols suffer from is high latency of message delivery. In a
tree-based approach, messages take an optimized path and hence a smaller number of hops. Nodes
in a tree always choose partners who are yet to receive the message. In contrast, gossip partners
may be chosen repeatedly even if they have already received the message, leading to a larger
number of hops before all nodes receive a copy. Not only is the latency of delivery high, but it is
also random since subsequent gossip messages take different paths. These problems make gossip
an unsuitable choice for soft-real time applications. Thus, tackling the high latency of message
delivery and making gossip performance more predictable with respect to time is the second key
shortcoming which limits gossip’s attractiveness.
Yet another problem that occurs with gossip is the lack of adaptivity which means that gossip
protocols incur the same transmission overhead independent of group dynamics and failure rates.
We would desire that under less dynamic network conditions and failure rates, the overhead should
be less. Other issue that affects the efficiency of gossip protocols is how the membership manage-
ment [45] is maintained. Usually, nodes pick gossip targets uniformly at random from the entire
process group. This fails to take into account the hierarchical nature of internet because of which
there is immense traffic on connecting elements like routers and bridges. Thus, this calls for a
topology-aware gossiping [77]. At the same time, designers have to keep in mind that member-
ship information and strategies to pick gossip targets are important issues that can effect a gossip
protocol’s performance in terms of latency and transmission overhead. The problems that we just
mentioned can be resolved by more pragmatic membership schemes, adaptive gossip which utilizes
network information like topology, failure rate and group dynamics.
We have summarized some of the benefits of gossip as well as challenges that make gossip
inefficient. In summary, we identify two key shortcomings of gossip protocols. They are the high
transmission overhead and unpredictable behavior over time and high latency of message delivery.
In the next section, we discuss these two key problems that we address in our research.
1.5 Gossip: Key Problems Addressed in the Thesis
The motivation underlying our research is to tackle the two fundamental problems that gossip
suffers from, and come up with solutions to make gossip efficient and predictable in terms of
latency and transmission overhead. The approach in our work is to understand the shortcomings
of gossip within a specified model, then come up with a solution which is verified both analytically
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and through simulations.
1.5.1 Randomness in Latency of Delivery
We mentioned earlier that gossip protocols lead to a high latency in delivery of messages to all
the group nodes compared to tree-based deterministic protocols. Not only the latency is high but
it is also random since subsequent messages can take different paths. Our goal is to come up
with efficient gossip protocols which provide stronger latency guarantees for delivery of messages.
We show how to design gossip protocols by fine-tuning gossip parameters to ensure that all nodes
receive an interesting message with high probability within a user defined time constraint.
Our gossip model allows for a fine-grained control of the gossiping process, i.e., control the rate
at which recipient nodes receive a new message over time. The key parameter that affects the
rate at which nodes get infected by a gossip message is the fanout, which is the number of gossip
targets chosen in any instance of gossip. It is intuitive that the higher the fanout, the faster the
spread of a gossip message will be. Therefore, to control the rate of message dissemination and
thus the latency, it is essential to control and adapt the gossip fanout. We present and analyze two
models for gossip-based data dissemination, namely, the round-based Synchronous Gossip Model
and the time-based Asynchronous Gossip Model. For both the models, we show analytically and
experimentally how the gossip process can be made predictable over time by adapting the fanout.
With stronger latency guarantees and more predictable performance, gossip will be more attractive
to time-constrained soft real-time applications.
1.5.2 High Transmission Overhead
High transmission overhead is a big shortcoming of gossip protocols. By overhead we mean the
expected number of message duplicates received by all nodes. We present enhanced gossip-based
protocols to reduce this overhead substantially. The focus of our work is to reduce the transmission
overhead substantially in a particular model of gossip protocol, namely, the push gossip, where
nodes upon receiving a new message, simply forward it to a set of randomly chosen nodes. It is
known that to spread a message using push gossip to N nodes in a system with high probability,
O(N lnN) transmissions of the original message are needed [64], instead of O(N) in a tree. Due to
this problem, gossip is generally implemented as pull gossip, in which nodes advertise their content
to randomly chosen nodes. In response, nodes request missing data, which is then sent via unicast.
Neglecting the overhead in advertisements and requests, this approach is more efficient in terms
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of messages required. The obvious drawback of pull gossip, however, is that it results in a much
larger latency compared to push gossip, thus rendering it inefficient from a latency point of view.
Karp et. al. [64] proposed a push-pull hybrid protocol that requires O(N ln lnN) transmissions, an
improvement over a pure push protocol. We propose an enhancement to push gossip using rateless
codes called the Rateless Gossip and reduce the average number of transmissions of a message to
O(N( 1+²1−α )) where ² and α are design parameters that can be adapted to reduce the transmission
overhead to a theoretical bound.
We hope that by solving these two key problems, we can make gossip more efficient from
transmission overhead point of view and more predictable from latency point of view. This in turn
should make gossip a more attractive design paradigm for large-scale distributed protocols.
1.6 List of Contributions
The contributions of this thesis are as follows:
1.6.1 Fine-grained Control of Gossip Protocol Infection Pattern Using
Adaptive Fanout
In the first part of our work, we address the challenge of unpredictable and large latency of message
delivery in push gossip. We discuss the shortcomings of the most widely studied analytical model
of gossip, i.e., the Synchronous Gossip Model, which analyzes gossip progress over a succession of
fixed-period rounds. To overcome the high latency of message delivery that Synchronous Gossip
incurs, we propose a new model for analyzing gossip, namely, the Asynchronous Gossip Model,
with the objective to ensure that the members of a group receive a desired message within a
bounded latency with very high probability. We model Asynchronous Gossip behavior over real
time instead of rounds. The behavior of Asynchronous Gossip can be made predictable over
time by fine-tuning a design parameter called the fanout, which is the number of gossip targets
chosen in any gossip instance. We obtain analytical results on computing adaptive fanout as a
function of time to make behavior of gossip predictable in accordance to user requirements. To
fully capture the details of the Asynchronous Gossip, we propose a hypothetical model called the
PseudoSynchronous Gossip which is a useful tool in understanding the gossip execution process
and computing the time-dependent adaptive fanout for the Asynchronous Gossip Model. The
analytical modeling of adaptive fanout for both the Synchronous and Asynchronous Gossip Models
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are verified using simulations with promising results.
1.6.2 Hierarchical Extension to Asynchronous Gossip for Better and
more Predictable Latency Performance
Organizing group nodes into a hierarchy reflecting the Internet topology has been a well studied and
applied technique to increase scalability and performance of distributed protocols. In tune with our
goal of designing gossip protocols with smaller latency of data distribution and low transmission
overhead, we design a Hierarchical Gossip Protocol which leads to a superior latency performance
than its corresponding global push-based protocol. Gossip-based data dissemination protocols
which organize nodes in a hierarchical cluster require fewer message transmissions compared to
protocols where no group clustering is done. We show analytically that our hierarchical gossip
leads to message savings compared to the corresponding global gossip style implementation. We
take ideas from techniques like network coordinates and data clustering algorithms like k-means
clustering to design an efficient but centralized clustering algorithm which clusters group nodes
such that the distance between a node and its cluster members tends to be smaller than its distance
from non-cluster nodes. We show that network coordinates are an efficient and reliable way to
cluster nodes instead of using direct delay measurements. Through experiments on a real wide area
network test-bed called the Planetlab, we show the performance gains that hierarchical gossip has
over the corresponding global implementation. In particular, we evaluate the performance of our
Asynchronous Gossip Protocol on a real network. We compare Asynchronous Gossip in a single
system with N nodes (called the global gossip) with our hierarchical system where the N nodes
are clustered into multiple groups based on inter-node latency criterion. We show that in our
hierarchical gossip, the performance of Asynchronous Gossip is superior in terms of transmission
overhead and latency of data delivery. We also show that the standard deviation in the number
of nodes that receive a gossip message at a given time instant is smaller in hierarchical gossip
compared to global gossip, thus, making the hierarchical gossip more predictable in accordance to
our analytical model of the Asynchronous Gossip.
1.6.3 Rateless Gossip: Push Gossip with Rateless Codes to reduce Trans-
mission Overhead
In the final part of our work, we address the challenge of high transmission overhead in push
gossip. It is known that to disseminate k source messages to N nodes in a group, O(kN lnN)
10
transmissions are needed. This leads to a very high overhead compared to tree-based deterministic
protocols and is one of the key drawbacks of push gossip. We enhance push gossip by using a
well known information coding approach, the Rateless Codes, to design a new push-style gossip,
the Rateless Gossip, which substantially reduces the transmission overhead. We show through
analysis that the average number of transmissions needed to disseminate k source messages in
Rateless Gossip is O(kcN), where c is a tunable parameters which can be adapted by fine-tuning
gossip and rateless coding parameters. Although, Rateless Gossip improves the performance of
push gossip in terms of transmission overhead, it still incurs an overhead which can be addressed
by a few pragmatic changes like a hybrid membership model and additional control messages. We
extend Rateless Gossip to design Optimized Rateless Gossip which leads to further message savings
and is a highly message-efficient push gossip protocol. We provide robust mathematical analysis of
message savings for both the Rateless and the Optimized Rateless Gossip and validate the model
through simulations.
1.7 Structure of this Thesis
This thesis is structured as follows. Chapter 2 presents an overview of existing works on gos-
sip/epidemic protocols. In Chapter 3, we tackle the first of the two challenges we aim to address,
i.e., to counter gossip’s randomness with respect to data delivery latency and make its performance
predictable over time. We extend our work on Asynchronous Gossip to design Hierarchical Gossip
with better scalability, predictability and latency performance in Chapter 4. Chapter 5 presents
Rateless Gossip, which addresses the second challenge, namely, to reduce the transmission overhead
in gossip protocols. Finally, we conclude this dissertation in Chapter 6.
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Chapter 2
Background and Related Work
Since the early 1980’s, when gossip protocols were first introduced by Demers et. al. [33] for
lazy updates of data objects in a replicated database as part of the Clearinghouse Project, they
have attracted much attention from researchers. The focus of research on gossip protocols has
been quite diverse, from theoretical and probabilistic analysis [9, 10, 13, 18, 20, 37, 40, 64, 66,
67, 68, 91, 96] of the random behavior of gossip process, to applying gossip to a diverse range
of applications in domains such as the P2P networks [46, 51, 57, 60, 84, 96, 120], the Internet
[19, 37, 38, 44, 49, 59, 72, 128], wireless and ad hoc networks [31, 36, 43, 53, 74, 80, 102], and
sensor networks [16, 20, 35, 75, 102, 108]. Gossip has been applied to design protocols to address the
challenges of scalability and reliability in distributed system applications like large-scale multicast
and broadcast [19, 37, 38, 125, 128] , group membership management [9, 44], distributed system
monitoring [105], failure detection [116], garbage collection [49], resource location [68], storage
systems [122], security in ad hoc networks [22], energy-efficient routing and broadcast in wireless
and sensor networks [16, 35, 75, 102, 108].
In this chapter, we present an overview of some of the most fundamental works that have been
done on gossip algorithms, and some of the key applications to which gossip-based principles have
been applied to. We also try to put our research goals into perspective by highlighting some of the
shortcomings of gossip-based design, which we address in this thesis. Our research work revolves
around designing efficient gossip algorithms for data dissemination in a large network. In addition
to presenting an overview of gossip protocols, we also discuss topics from other research areas
relevant to our work like application layer multicast [14, 103, 107, 113], network coding [8, 32],
rateless codes [79, 81, 86, 87], probabilistic analysis [90], etc., whenever required.
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Table 2.1: Strengths of Gossip Protocols
Strengths of Gossip Protocols
Simplicity: Gossip is simple to implement and is symmetric at each process
Fault-tolerance and Robustness: Gossip is robust to transient network and process/link
failures
Scalability: Gossip scales well with size of the system
Probabilistic Reliability: Gossip offers strong yet probabilistic reliability
Mathematical Modeling: Gossip is very amenable to reliable mathematical modeling
Convergent Consistency: Gossip spreads information throughout the network in O(lnN)
timesteps
Emergent Structure: The total system structure evolves over time through pair wise
interactions
Bounded Load Distribution: Gossip splits the total load over all the processes symmet-
rically
Topology Independence: Gossip performs well for most reasonably well-connected
topologies
Ease of Local Information Discovery: Gossip scales in discovery nearby resources better
than flooding
Table 2.2: Weaknesses of Gossip Protocols
Limitations of Gossip Protocols
Slow: Gossip is inherently slow due to periodic message exchange and random choice of
targets
Transmission Overhead: Gossip transmission is high, i.e.,O(N lnN)
Not Robust to All Failures: Gossip is not robust to malicious hosts and correlated loss
patterns
Performance Depends on Practical Factors: Gossip’s effectiveness depends on message
size, periodicity of gossip, rate of generation of new messages, etc.
2.1 Introduction
In the introductory chapter, we briefly outlined how gossip protocols can be extremely useful to
address scalability and reliability challenges in large-scale distributed protocols. We summarize
some of the key strengths and weaknesses of gossip protocols in Tables 2.1 and 1.2 respectively.
In this chapter, we present a literature survey on gossip protocols. We categorize the literature
survey on gossip into three broad areas, namely gossip models, design issues and applications. The
organization of this chapter is as follows.
The first of the three sub-topics is presented in Section 2.2, which discusses the various models
used to represent and analyze gossip protocols. The second topic considers some of the key design
issues that affect gossip performance, and is discussed in Section 2.3. Finally, in Section 2.4,
we present diverse applications where gossip-based design has been utilized. After presenting an
overview of gossip protocols, in Section 2.5, we briefly discuss other research areas relevant to
understanding the research material in the subsequent chapters, and relate as to how our work
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complements them. This is followed by a map of our research work in Section 2.6, which is described
in details in the following chapters. Finally, we conclude in Section 2.7.
2.2 Gossip Protocols: Models
Gossip-protocols were first introduced in early 1980s by Demers et al. [33] in the form of randomized
epidemic protocols for lazy updates of data objects in a replicated database. Their goal was
to maintain data consistency among the various servers in the ClearingHouse Project at Xerox
corporation. They introduced epidemic protocols like Anti-Entropy and Rumor Mongering and
showed that the cost and the performance of the algorithms can be tuned by using properly
choosing the design parameters during the randomization step. They discuss a variety of strategies
to design complex epidemic algorithms suitable for their application, and analyze the performance
and tradeoffs using epidemiological methodology [11]. Since then, gossip protocols have been
widely used to design protocols for a variety of applications. Currently, gossip-based randomized
algorithms are being looked as a promising paradigm for designing protocols for future large-scale
systems where the goals of reliability, scalability and performance are often in conflict. We present
here in this section some of the interesting models that have been used to represent and analyze
gossip protocols. The models help not only in understanding the protocol better, but also in
mathematical analysis and obtaining performance bounds.
2.2.1 Process States during a Gossip Protocol
Gossip protocols adopt the terminology from epidemiology literature [11] and participating pro-
cesses can be in one of the three possible states. A process that has a new information is called
infective while a process that is yet to get that information is called susceptible. Depending on the
complexity and implementation of design, a process might also be in a removed state where it has
been infected but is not spreading the information anymore. These process states are extremely
useful for the mathematical modeling of the epidemic process when one wants to keep track of
the progress of the gossip protocol in terms of the number of infected, susceptible and removed
processes. The notion also help one measure the performance of gossip protocols. For example,
one can estimate the number of gossip steps, i.e., the latency required before all nodes are infective
with high probability. In the ideal situation of a successful gossip, one would wish that all the
processes are infective or removed at the end of the protocol. Demers et al. [33] model the number
of nodes in any of these states using differential equations, and estimate the fraction of susceptible
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nodes in terms of the protocol design parameters. This can help to choose the parameters in such
a way that the fraction of nodes that are not infective is as low as desired. Similarly, Probabilistic
Broadcast [37] and Bimodal Multicast [19] define the number of processes in the infective state as
a recursion over the number of gossip steps. In our work on computing adaptive fanout [117], we
use these gossip process models for probabilistic analysis and for computing the spread of gossip
using the recursive approach, as described in (Chapter 3).
2.2.2 Anti-Entropy
Demers et al. [33] introduced Anti-Entropy as an epidemic protocol which detects and corrects
inconsistencies in a system by doing continuous pair-wise gossiping. They refer to anti-entropy as
an example of a simple epidemic protocol as processes can be either in an infective or susceptible
state. In anti-entropy, a process randomly picks another process and by exchanging its message
database with the gossip partner, it resolves any differences between the two. This simple epidemic
mechanism proves to be highly reliable in ensuring that each process is infected by each of the
messages, and thus, leads to a consistent state at each process. Entropy refers to the uncertainty at
a given node in terms of received messages, and hence, anti-entropy tries to reduce this uncertainty.
The cost of this operation is that processes need to compare their message database contents at
each step, so anti-entropy can not be used very frequently.
Birman et al. make use of anti-entropy in their reliable multicast protocol, namely the Bimodal
Multicast [19], which aims at providing high and stable throughput even under network stress.
Their multicast protocol is composed of two sub-protocols where the first protocol is a hierarchical
broadcast that make a best-effort attempt to deliver the message to all intended recipients. IP
Multicast is one such protocol. The second sub-protocol is a two phase gossip-based anti-entropy
protocol that operates in unsynchronized rounds. In the first phase, the processes detect message
losses, and in the second phase, processes correct their message losses by anti-entropy style gossiping
if needed. Most gossip-based reliable multicast protocols usually rely on this strategy of having
a best-effort multicast scheme followed by a gossip-based repair scheme. This gossip-based repair
scheme is usually an anti-entropy based message exchange process through which nodes recover
the messages they could not receive during the unreliable dissemination. Thus, anti-entropy is
an extremely useful strategy for implementing recovery of lost messages in reliable multicast and
broadcast protocols. They perform better than the conventional protocols like RMTP [98], which
has the problem of ack-implosion, SRM [41], which has high message overhead, and LBRM [55],
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which uses centralized loggers for message recovery. Thus, gossip-based strategy works well where
the conventional strategies fail in providing high reliability.
2.2.3 Rumor-Mongering
As mentioned earlier, anti-entropy is highly reliable but can not be used frequently since it needs
comparing message databases at the processes at each step. Demers et al. [33] presented an-
other light-weight approach called rumor-mongering. Rumor-mongering has become an interesting
gossip-based strategy for spreading information in large-scale systems. In rumor-mongering, pro-
cesses are initially ignorant. When a process gets a new update, it becomes a hot rumor. The
process gossips this hot rumor to other processes. Once it observes that the intended targets al-
ready have that update, it stops treating the update as hot and stops gossiping. Thus, it goes to
the removed state. There can be different strategies for choosing when an infective process should
transit to the removed state. It is possible to make this decision based on a blind strategy such
as a fixed probability, or some feedback for instance when it tries to gossip to an already infected
process or a threshold number of such futile gossip attempts. Choosing this feedback probabil-
ity can affect the performance in terms of probability of failure and transmission overhead of the
rumor-mongering protocol.
The advantage of rumor-mongering is the low per-process stress compared to anti-entropy. The
drawback is that it is possible that certain processes may never receive a new message update, thus
the reliability is compromised. To counter this, Demers et al. propose designing complex epidemics
as opposed to simple epidemics like anti-entropy, where performance metrics like the probability of
failure or transmission overhead of rumor-mongering gossip protocols can be fine tuned analytically
by adapting the design parameters. This is due to the fact that gossip protocols are amenable to
mathematical analysis with a high degree of confidence in the probabilistic guarantees.
It is also possible to back up a complex epidemic like rumor mongering with anti-entropy. For
instance, during anti-entropy when a process discovers a lost message, it can treat it as a hot rumor
and gossip it to few other processes. Demers et al. [33] give certain guidelines and criterion for
judging and designing complex epidemics. For instance, a designer might be interested in measuring
the traffic in terms of the average number of messages generated or delay that occurs before
processes receive the messages. Through mathematical modeling, they claim that the probability
with which a node state moves from the ‘infective’ to the ‘removed’ state can be chosen to control
the fraction of nodes which get infected before the gossip dies. Other design issues include the
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criterion for the state change from ‘infective’ to ‘removed’, use of ‘pull’ or ‘push’ based gossip, choice
of performance metric like latency or transmission overhead and consideration of connection-limit
which refers to the number of requests a process can service at a time. These design issues can affect
the performance of the protocol in a real-setting in terms of reliability, latency and transmission
overhead.
2.2.4 Aggregate Computing Gossip Protocols
In a recent review article [18], Birman distinguishes three styles of gossip protocols. In addition
to rumor-mongering style data dissemination and anti-entropy style data repairing, the authors
mention a class of gossip protocols that compute aggregates [66, 72, 84, 105], or accomplish a task
as a side-effect of computing an average, such as estimating network size or worst case load on any
node in the system. Many protocols need some kind of aggregation to accomplish another task.
For example, in T-Man project [57], the overlay tree construction algorithm has been reformulated
as a gossip aggregation algorithm. Similarly, a parallel exchange sort to arrange overlay nodes
according to a given attribute using aggregation-style gossip exchanges has been described by
Jelasity et al [58].
2.2.5 Random Phone Call Model
A gossip phenomenon of exchanging information has often been posed as the following phone call
problem. This problem has been well studied in the context of discrete mathematics.
Gossip and Telephones: Baker and Shostak [12] describe a gossip protocol using ladies and
telephones where there are n ladies and each of them knows a gossip not known to the others.
They communicate via telephone calls and whenever a lady calls another, both exchange all the
gossips between them. An interesting problem is to determine the number of phone calls needed
so that all of them know all the gossips. It has been shown that if n is the number of ladies and
f(n) is the minimum number of calls needed, then f(1) = 0, f(2) = 1, f(3) = 2, f(4) = 4 and for
n ≥ 4, f(n) = 2n− 4.
In gossip literature, the random phone call model was introduced by Karp et al. [64], who used
this model to investigate the possibilities and limitations of gossip-based broadcast algorithms. In
their model, the gossip protocol runs through a sequence of synchronized rounds where in each
round, a process u randomly picks another process v and exchanges gossips. Thus, in any round
t, the connection model of the system is a directed graph Gt that changes every round depending
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on who calls who or alternatively, who picks who. Using this model, the authors analyze the
asymptotic performance bounds of a rumor-mongering gossip protocol in terms of the number of
transmission needed and the number of rounds needed for the purpose.
2.2.6 Topology Aware Gossip and Hierarchical Gossip
We mentioned earlier that gossip protocols play a significant role in large-scale information dis-
semination. A common implementation is called the Flat Gossiping, where processes choose gossip
targets uniformly and independently at random from the entire process group. This means that
there exists a global knowledge of group membership. Group membership management itself is
a challenging problem and many centralized as well as distributed algorithms exist for managing
membership information, taking care of the more complicated join/leave operations. Gossip-based
protocols for membership management [44, 45, 118] have been proposed which we shall discuss in
the gossip application (Section 2.4).
Flat Gossiping is simple to implement but it leads to high network overhead. The reason being
that such a randomization strategy overlooks the fact that the real network is not a random graph.
The Internet has a hierarchical structure and is organized as a set of domains with interconnect-
ing elements like bridges and routers. Due to the random strategy, a lot of traffic crosses these
connecting elements, and thus, creates bottlenecks at these elements.
In contrast to this, Hierarchical or Topology-Aware Gossip [68, 77] takes into account the real
underlying topology. In protocols based on this approach, for instance, gossip targets can be
chosen by associating a higher probability within a domain and with a smaller probability outside
the domain. Gossip protocols using the knowledge of the topology have been designed in protocols
like Directional Gossip [77], where target weights are computed dynamically depending on the
number of available paths, in gossip-style failure detector [116], where the domain-based topology
is exploited to reduce the inter-domain traffic, and, in efficient hierarchical data dissemination
protocol [52], where designers use a virtual hierarchy of process arrangement called the Leaf
Box Hierarchy. A similar hierarchical tree-like arrangement of processes is used in Probabilistic
Multicast [38]. The basic idea is to make the gossip aware of the topology before choosing the
target so that the protocol is more efficient with respect to performance metrics like transmission
overhead and latency.
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2.2.7 Push and Pull Gossip
The goal of gossip protocols is to disseminate messages in the system. There are two basic strategies
with certain tradeoffs to do this, namely, the push-based approach and the pull-based approach.
In the pull-based strategy, processes gossip message digests summarizing what data they have
and upon receipt of these digests, a receiver requests any missing information via one-to-one
communication. This is equivalent to saying that a process is pulling relevant information from
the gossiper. In the push-based mechanism, process which have a new message, try to spread it to
other nodes by gossiping it to a few other processes. This is equivalent to saying that a process is
pushing or injecting a hot rumor into the system.
Push and pull gossip strategies have been analyzed rigorously both analytically and by simula-
tions, which present the interesting performance related tradeoffs in choosing one over another. It
has been observed that pull-based gossip converges faster than the push-based strategy. Despite
that, pull-based implementation is considerably harder than a push-based protocol implementa-
tion. Karp et al. [64] show that a push-based protocol takes Θ(N lnN) transmissions of the same
message while a pull-based gossip strategy takes around Θ(N ln lnN) transmissions to infect a
group of N processes, provided the distribution of the message can be stopped at the right time.
The push-based gossip sees an exponential growth in the number infected processes till about half
the processes are infected. After this, there is a shrinking phase where the rate decrease expo-
nentially and the number of uninfected nodes shrinks by a constant factor. In all, push gossip
takes around Θ(lnN) rounds with around Θ(N lnN) transmissions. In contrast, a pull based
strategy has a slow and unpredictable start as few nodes have the rumor to update the requesters.
But, once half the members are informed, pull-based gossip converges faster in around Θ(N lnN)
rounds with around Θ(N ln lnN) message retransmissions. The above observations on different
converge rates of push and pull during a gossip execution were used by Karp et al. [64] to design
a combined push-pull scheme which spreads a rumor in the system in time (measured in rounds)
O(lnN) with O(N ln lnN) transmissions with very high probability. However, this algorithm’s suc-
cess relies on a very exact estimation of the right termination time for which the authors designed
a median-counter algorithm.
The rate at which new updates are generated can also affect the performance of the two ap-
proaches. For instance, if the rate at which updates are generated is very small, then pull is wasteful
as it will unnecessary generate gossip requests. In such a case, push is more useful. However, if
the rate of update generation is high, then pull is better as its more probable that a gossip request
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will find a source. Also in this case, push generates a lot of duplicates. In the practical setting,
the performance of push or pull can also be affected largely by the connection limit imposed on
processes, i.e., how many pushed gossips can a process accept in a round or how many pull re-
quests can a process serve. In such a setting with constrained connection limits, Demers et al. [33]
showed that push outperforms pull. Thus, the two strategies are to be used with care, keeping in
mind the constraints and the requirements.
2.2.8 Uniform and Spatial Gossip
In the previous subsection, we mentioned how pull and push gossip have different convergence rates.
Thus, a choice can make the difference in the latency of data dissemination to all the processes.
Usually, the performance metric for measuring a gossip protocol is in terms of the number of rounds
it takes, i.e. to say time, or the transmission overhead. Kempe et.al. [68] proposed distance-based
propagation bounds as a performance metric. This sort of a metric is needed in applications where
a new information is most interesting to the nearest neighbors. Applications like resource location
[68] and alarm spreading require that updates reach with a delay that grows according to the
distance of the process from the source. There are various models for gossip-based protocols to
measure the performance based on the distance metric, like Uniform and Spatial gossip models
[68].
In Uniform Gossip, in each gossip step, each node u chooses a node v randomly and uniformly
from the entire network and updates it. This is very similar to the Flat Gossiping scheme we
discussed earlier. In Neighbor flooding, each node u chooses one of its closest neighbors v and
updates it. In this approach, nodes at a distance d from the origin will be updated within O(d)
gossip steps. However, in the case of uniform gossip, the message gets disseminated to the entire
process group in O(lnN) steps, while, in the neighbor flooding scheme, this takes Θ( 2
√
N) steps.
Although uniform gossip infects processes exponentially faster than neighbor flooding, neighbor
flooding ensures that reception delays are proportional to the distance from the source, which can be
useful in certain applications. Kempe et al. describe Spatial Gossip, which uses inverse polynomial
equation for selecting gossip targets, and, attempts to combine the features of uniform gossip and
neighbor flooding, by ensuring that propagation time are bounded by a poly-logarithmic function
in distance d (O(log1+ε) d) of the target from the source, but independent of N , the number of
group members. The key point in spatial gossip is that gossip targets are chosen not uniformly from
the membership view, but with a probability which is an inverse polynomial function of distance
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d. Thus, by biasing the gossip target selection process, distance-aware gossip application can be
designed.
2.2.9 Address-dependent and Address-independent Gossip Protocols
One of the strengths of gossip protocols is that they are distributed and hence, a process requires
little state information about the other processes in the group. An algorithm is called address-
independent if a process does not keep information about the addresses of its neighbors. As opposed
to this, an algorithm is address-dependent if processes maintain addresses of their neighbors and
make decisions based on them in subsequent gossip rounds. It is obvious that protocols can be
more efficient if they are address-dependent as additional information can be exploited during
gossiping. Karp et al. [64] consider performance bounds for a class of address-independent and
address-dependent gossip protocols. Most of the common implementations of gossip protocols like
Bimodal Gossip [19], Probabilistic Broadcast [37] are address-independent though. It is clear that
for address-dependent protocols, a little bit of extra state management is required but it can be
a useful optimization. For instance, it can help the protocol decide its gossip targets in a clever
way to reduce transmission overheads as in directional gossip [77], where nodes maintain weights
for their outgoing links, thus keeping track of the topology. Address-independent protocols are
particularly useful in ad hoc networks where the neighbors are mobile and the topology keeps
adapting. In fixed networks, a bit of awareness can improve the performance of gossip protocols
as seen in protocols like directional and spatial gossip.
2.2.10 Implementation of Gossip
The most common implementation model for gossip protocols is in terms of synchronous rounds
where processes gossip at fixed interval rounds. This interval duration is fixed at a value larger
than the maximum latency of message delivery between any pair of processes in the system under
consideration. As noticed earlier, this implementation makes gossip slower than most distributed
protocols. Most of the probabilistic analysis of gossiping use this model for the recursive analysis
[19, 37]. In the actual implementation though, these rounds may or may not be synchronized but
this does not affect the results. However, the period is fixed for all the rounds. For instance,
in Bimodal Multicast [19], and gossip-style failure detector [116], unsynchronized fixed-interval
rounds are used. On the other hand, in randomized rumor spreading [64], synchronized rounds
are used as the analysis uses directed graph model, which itself is a function of round. Assuming
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synchronized rounds is useful in modeling gossip-based protocols.
2.2.11 Theoretical Models
We mentioned earlier that one of the strengths of gossip protocols is the strong confidence one can
have in the formal analysis. There are quite a few theoretical models to analyze gossip protocols.
In this section, we briefly discuss some of them.
Demers et al. [33] use a pair of differential equations to deterministically model gossip progress
in their rumor-mongering model. They model the fraction of susceptible, infective and removed
processes using differential equations, and express the fraction of susceptible number of nodes as
an exponentially decreasing function of the number of removed nodes. Similarly, another inter-
esting model is the synchronous round-based gossip model , where gossip infection progress can
be studied by measuring the number of processes in various states through probabilistic analysis
and by using techniques such as Markov models and recursive analysis. Such an analysis is used
in Probabilistic Broadcast [37], Probabilistic Multicast [38], Bimodal Multicast [19], gossip-style
failure detector [116], etc. In general, the mechanism is to compute the probability of infection
by a particular message in terms of the fanout, probability of message loss, probability of process
crash and a term which captures the membership information. Using recursive and probabilistic
analysis, one can determine recursive functions for the expected number of processes in each state
and monitor the progress go gossiping. This also helps one fine-tune the design parameters to
make gossip behave as per the requirements of the application.
Many network protocols are modeled using graph-theoretic concepts. Gossip can also be mod-
eled using similar ideas. We already mentioned that Karp et al. [64] consider the use of a directed
graph as a function of round, i.e., in every round, the network is modeled using a distinct directed
graph. Similarly, Kempe et al. [68] apply the idea of a directed temporal network, which is again a
directed graph with an additional constraint that a path between any two nodes in time-respecting,
i.e., the edges which lead from a node to another have increasing time-stamps attached in any di-
rected path. Kermarrec et al. [69] study connectivity of random graphs and obtain constraints on
fanout values for successful rumor-mongering gossip. They measure the probability that a given
pair of nodes have a path between them in terms of the probability that there exists an edge
between the same pair of nodes. They use this result to quantify the fanout which can be used to
ensure that gossip reaches all the graph members with high probability. They show that for gossip
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to infect all N process in a network, the average fanout, i.e., the average out-degree of a process
should be O(lnN). Thus, graph-based modeling with some notion of time can be an interesting
approach to study the progress and properties of gossip-based protocols.
Another interesting point worth mentioning about the theoretical properties of gossip is the
approach used in analyzing their performance . The performance metric could be a measure of the
number of rounds, number of messages transmitted etc. Thus, complexity analysis of algorithms
finds quite a lot of application in studying the performance bounds of gossip algorithms. For
example, Karp et al. [64] bound the complexity of transmission overhead and the number rounds
required for gossip and show that optimizing these two goals are in contrast to each other. They
provide performance bounds for their algorithm which combines the push-pull mechanism and
distributes a rumor in O(lnN) rounds, transmitting the message O(N ln lnN) times, and uses
O(N lnN) phone calls. Such complexity bounds often help one compare algorithms in terms of
efficiency.
Recent work on theoretical modeling of gossip includes studies on developing formal models
for analyzing gossip performance [13] and proving theoretical results in the context of membership
algorithms [9] and efficient P2P overlay design [96]. Alvisi et al. discuss and study the robustness
of gossip protocols under practical network conditions. They raise and answer questions, as to
under what conditions can gossip protocols perform robustly. A similar point is mentioned by
Birman [18], who states that gossip is not robust to all kinds of failures particularly, correlated
failures and malicious hosts. Gossip is inherently a co-operative algorithm and the success of gossip
depends very much in active participation of all the peers. A large number of analytical results can
on found on topics such as aggregation protocols, efficient overlay construction, and for ad hoc and
sensor network protocols which are designed using gossip. P2P networks and sensor networks are
flourishing technologies and their nature solicits more and more usage of gossip. And to understand
the performance bounds and limitations of gossip for all these diverse network models, more and
more analytical work is required in future.
2.3 Gossip Protocols: Design Issues
The design of a gossip protocol depends a great deal on the application. We now discuss some
design parameters and issues which affect the performance of a gossip protocol. The design of the
gossip-based protocol has to keep in terms with the requirements in terms of reliability, scalability,
fault-tolerance, robustness, security, real-time constraints or the delay-tolerance, transmission or
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network overhead and throughput. Depending on the requirements, the designer may have to tune
the parameters adequately. It is also important to keep in mind the performance metric for the
particular application. For instance, the choice of membership size can impact the reliability of a
protocol. Similarly, the choice of fanout can influence the transmission overhead and the number
of rounds needed for the gossip to successfully disseminate a message to all members of the group.
2.3.1 Round Based Approach
One of the most common gossip implementation is the round-based gossip. Here, processes gossip
at fixed intervals and the interval size is usually greater than the maximum end-to-end latency in
the system. However, it is not necessary that the rounds be synchronized in the actual execution
though they have a fixed period. The choice of the round period, and whether to use synchronous
gossip-based approach is one of the design concerns, which one may want to consider. Another
choice is to let processes gossip as soon as they get infected, instead of waiting for a new round
to begin. This will reduce the latency but it is more difficult to model this process analytically.
We take such an approach in our work to reduce the latency of gossip dissemination process, the
details of which are described in the following chapter. Most of the analysis and implementation
use round-based gossip model. In Bimodal Multicast [19] and Probabilistic Broadcast [37], for
instance, they use unsynchronized rounds with fixed periods for communication.
2.3.2 Fanout
Fanout refers to the number of gossip targets chosen during any instance of gossip. The value of
fanout directly affects the number of gossip transmissions, hence determines the network overhead.
Usually, the fanout used is a fixed number. It can be 1 [19, 33, 116] or a larger constant [37, 49]. An
interesting result on fanout computes the average fanout that is required for a gossip to successfully
infect all nodes in a random graph with high probability. Kermerrac et al. [69] show that for a
random network, using a fanout of the order of (ln n + c + o(1)) gives a probability of successful
gossip as e−e
−c
. This means that a random graph with outdegree equal to the quantified fanout
will be reasonably well connected for gossip to succeed. This may not be true for non-random
graphs. Using such a fanout value ensures that around (N lnN) gossip transmissions are made
which ensures that all N processes get infected with high probability. They discuss two gossip
paradigms, namely the flat gossip and hierarchical gossip, and derive analytical values for fanout
in flat gossip, and for the inter-cluster and intra-cluster fanout in the hierarchical gossip. They also
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compute the probabilities of successful gossip in both situations. Thus, fanout can affect not only
the transmission overhead but also the success of gossip dissemination, and hence, can be a measure
of reliability. Fanout can also impact the latency of message-delivery. In Probabilistic Broadcast
[37], the authors compare the number of nodes needed to infect all nodes for different fanout values
and find that higher fanout values take less number of rounds. However, using too high a fanout
can limit the performance as the transmission overhead becomes large. Thus, choosing fanout is a
very critical decision as it trades off reliability for overhead and latency. A lot of our work involves
in modeling fanout to achieve latency constraints in gossip dissemination process, as described in
the following chapters.
2.3.3 Topology Awareness
Another critical design choice is the knowledge about the topology. A knowledge about topology
can sometimes make a protocol more efficient at the cost of additional state management. Connec-
tivity of the network nodes is an important issue for a successful gossip. We discussed the problem
of message overhead in connecting elements like routers and bridges, when flat or uniform gossiping
is used. Keeping this in mind, there are gossip-protocols which take advantage of topology. For in-
stance, Gupta et al. [52] consider the problem of network overhead in a wide area network setting,
which overloads the connecting elements like routers. They also stress that gossip protocols need to
be adaptive so that, the message overhead does not have to be the same irrespective of the failure
rate. They propose a new hierarchical gossip protocol, and an adaptive multicast dissemination
framework, which uses a hierarchical peer-to-peer arrangement of processes called the Leaf-Box
Hierarchy. Their hierarchical gossip takes into account the actual network topology. The gossiping
nodes transmit messages to nodes within their sub-group with higher probabilities, and to nodes
outside their sub-group with lower probability. This reduces the number of transmissions crossing
the connecting elements, thus allowing other applications to get a larger share of the traffic. A very
similar situation is presented in the paper on gossip-style garbage collector [49], where the authors
design a local gossip scheme by clustering processes into subgroups. In general, the hierarchical
gossip outperforms flat-gossiping in terms of scalability and transmission overhead.
Similar topology awareness can be seen in directional gossip [77], where the authors show
as to how topology information can improve the reliability of multicast and reduce transmission
overhead. In their protocol, processes maintain weights for other processes which is proportional to
the number of outgoing paths to a given process. The more the weight, the more number of paths
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exist. They use this information to gossip to nodes with less weights with higher probability, and
to nodes with large weights with less probability. Their weight calculation algorithm is dynamic
and keeps track of changing paths and link and node failures. In spatial gossip [68], the authors
use propagation time as a performance metric for gossip protocols, and propose choosing gossip
targets based on probabilities inversely proportion to a polynomial function of distance. They
show that their approach is effective in bounding the latency of message delivery. In general,
maintaining topology information can improve the performance of gossip protocols at the expense
of some bookkeeping.
2.3.4 Application Domain
The choice of gossip protocol also depends on the application domain. For instance, in the case of
fixed networks, it makes sense to exploit the topology information. However, it may not be possible
to do so in the case of an adaptive ad hoc network. In an ad hoc network, it may be helpful to
exploit the motion patterns of nodes to exploit. For example, Friedman et. al. exploit the motion
of nodes to design oppurtunistic gossip in Manets [43]. Thus, it is important to look at protocols
which do not depend on topology and address information of nodes for gossiping. Ad hoc networks,
being random in nature, provide a good ground for applying gossip protocols. Gossiping has been
used for routing in ad hoc network [53] as an added feature to an existing routing primitive and
for improving the performance of reliable multicast protocols in ad hoc scenario [26, 80]. Gossip is
also finding more and more applications in the P2P and sensor networks, which we discuss in the
applications part in Section 2.4.
2.3.5 Membership Information
Processes participating in a gossip protocol choose targets from their local membership view. How-
ever, most protocols typically assume that nodes have a global membership view. This assumption
renders the protocol unscalable with process group size. Thus, its important to develop member-
ship algorithms which are decentralized, and give processes a partial membership view without
compromising the protocol’s efficiency in any way. In Probabilistic Broadcast [37], the authors
discuss a randomized approach to establish the membership view. They piggyback a set of process
ids to the gossip messages themselves, and upon reception, the receiver updates its membership
view. When the view size exceeds a constant, they prune it by randomly removing nodes. Hence,
gossip transmissions themselves carry membership information. Contrary to this, there are deter-
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ministic approaches to maintain membership views. For instance, in Diretional Gossip [77], nodes
maintain a list of weights for a select set of nodes in the vicinity. In Probabilistic Multicast [38], the
authors present a tree-based multicasting algorithm called pmcast (probabilistic multicast). They
divide the entire process group into subgroups, which are represented by a few chosen delegates.
The leader of a subgroup keeps the information about the delegates, and many such leaders from
different subgroups are merged together to form a new subgroup. This process is continued and
the entire process set is stored like a hierarchy. Nodes keep track of only nodes up the hierarchy,
hence membership size is reduced. The nodes share the membership information with each other
on a periodic basis and keep track of join and leave/failure occurrences.
In Scamp [44], the authors present a novel peer-to-peer membership protocol called SCAMP
(Scalable Membership Protocol). Scamp is a self-organizing protocol, and maintains a membership
view size for each process which is a function of the system size. However, their protocol does not
need the nodes to know the system size. Thus, the membership view size is highly dynamic.
They verify that reliability of a gossip-based multicast protocol is of the same degree as a protocol
that uses global membership view. Their protocol’s membership size converges to view size of
(c+1) ln(N) where c is a design parameter and N is the system size. This work substantiates their
previous work on fanout quantification [69], where they show that gossip works well if the fanout
is of the order of O(ln(N)). The choice of c depends on the reliability needed by the multicast
application and the failure rate f. For instance, the authors show that c = 0 and f = 0.1, atomic
multicast performs badly but with c = 1 and f = 0.3, atomic multicast is still fine. Hence, size of
membership view can be critical to the reliability of protocols. Hence, we see that a clever choice
of a decentralized membership protocol can affect the performance of application-level multicast
protocols. Similarly, Voulgaris et al. [118] design Cyclon, which constructs membership graphs for
unstructured P2P networks with desirable properties like low diameter, low clustering, symmetric
out-degrees, and robustness to node failures.
2.3.6 Push or Pull
We already mentioned push-based and pull-based gossip. While pull-based gossip converges faster,
it is more difficult to implement. Push-based gossip is simpler to implement but it results in higher
transmission overhead. It is also possible to choose a hybrid push-pull gossip [64]. One also has
to keep in mind the rate at which new gossips generate and the connection-limit of the various
nodes. Hence, depending on these issues and user requirements in terms of convergence rate and
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overhead, one may have to choose between pull or push based gossip primitives.
2.3.7 Implication of Message Size
To understand some of the limitations of gossip, it is important to consider the effects of practical
issues like the size of gossip messages and frequency of periodic gossip exchanges. The limitation
imposed due to message size can impact data dissemination style gossip applications though gossip-
style aggregation protocols may not be affected adversely [18]. Another key design issue to consider
is the rate of injection of new gossip in the system. Considering the periodic gossip and limited
message size, there is an upper limit to the amount of bandwidth available to gossip in a network.
These factors have to be taken into account while building a real gossip application. The bottom-
line is that though gossip protocols are in general considered scalable, scalability works well in
certain dimensions while failing in others like frequency of new updates generated in the system.
2.3.8 Issues of Robustness Against Failures
One of the strengths of gossip protocols is that they are inherently robust to transient network
disruptions. But, gossip protocols need not be robust to many other kinds of failures such as
correlated loss patterns or malicious behaviors [18]. The lesson here is that though gossip has
many strengths, the system model and the actual behavior can hamper the effectiveness of gossip
strongly. Thus, the designer must look at the practical issues that may affect gossip performance
and optimize the protocol accordingly.
2.3.9 Other Design Issues
There can be other issues a designer might be concerned with. For instance, how many times
should a process gossip the same message. Should it be one or more. Its again a tradeoff between
reliability and message overhead. In gossip protocol, nodes can also choose to discard the duplicate
messages they get or choose to gossip them as well. The performance metric can also affect the
choice of a protocol. For instance, how the targets are chosen can depend on the distance-based
or uniformly random strategy depending on whether propagation time is a metric. The choice of
address-dependent or address-independent protocol can depend on the application domain whether
its ad hoc or fixed network. In a fixed network, one may add address information to improve the
efficiency of the protocol. One also should consider the impact of failures, both node and message,
in the design of gossip protocols. One can always come up with certain optimizations and heuristics
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to improve the performance of their protocol. These optimizations may be better strategies to select
the probability of gossip to certain partners or using a hybrid membership scheme or combining
gossip with a deterministic scheme to obtain a better performance in terms of overhead or latency.
In summary, in this section, we have seen some of the key design parameters that can affect the
performance of gossip-based protocols and these choices can be fine tuned to give a more reliable,
scalable and desirable performance. In the following section, we survey some of the applications
to which gossip has been applied to.
2.4 Gossip Protocols: Applications
In this section, we survey some of the diverse applications of gossip protocols. Gossip-based mecha-
nism can be used in any distributed application setting where processes collaborate via exchanging
messages. Gossip protocols have been applied to address a variety of challenges in different network
models like the Internet, the P2P domain, and the wireless and sensor networks. The applications
vary from information dissemination and membership management in fixed networks to energy
efficient routing in wireless ad hoc networks as well as solving a plethora of problems in peer-to-
peer settings like overlay construction, distributed storage, etc. In the following, we present a few
salient examples where gossip has been applied in a wide variety of settings.
2.4.1 Gossip as a Design Paradigm to Counter Stochastic Scalability
Limits
Gossip-based protocols offer a new design paradigm to develop protocols to build reliable and scal-
able distributed systems. Gupta et. al. [50] discuss some of the issues which make conventional
multicast protocols unscalable, and propose designing an inverted-protocol stack where the lower
layers offer gossip-based probabilistic communication, while the more stringent reliability guaran-
tees are implemented closer to the application layer. The authors argue that in addition to the
issues of message losses and process failures, deterministic multicast protocols suffer from problems
of throughput instability due to transient events like processor scheduling delays and brief periods
of packet losses, problems of micropartitioning of the group due to false failure detection at times,
the inability to adapt to dynamic join/leave operations frequently, and due to the problem of con-
voy which increases the burstiness in traffic when hierarchical arrangement of processes is used.
These problems as well as other issues like ack-implosion and excessive message overhead make the
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deterministic protocols behave badly if ideal network conditions do not prevail. To resolve these
problems, the authors design and apply a new protocol stack, which combats the uncertainties
at the network layer, by using randomized gossip-style algorithms at the lower communication
layers. They illustrate their point successfully by implementing a strong-guarantee multicast vari-
ant called the Virtual Synchrony, using gossip-based protocols based on Bimodal Multicast at the
lower communiation layers. In general, it seems that gossip-based protocols outperform the other
traditional implementations based on more deterministic approaches in terms of scalalbility and
robustness. This work is seminal in nature as it offers a completely new approach to designing
distributed protocols for large-scale systems with reliability and scalability as primary goals.
2.4.2 Large-Scale Information Dissemination
In the previous subsection, we mentioned that gossip algorithms are an alternative mechanism
to design protocols for large-scale information dissemination. Dissemination protocols can be
considered as consisting of two key approaches. The first is for event dissemination protocols which
use gossip to carry out multicast. The second is the background data dissemination protocols which
share information with other gossip peers about the local state. Examples of such applications
can consist of state sharing to implement failure detectors or garbage collectors in a distributed
system.
Gossip-based event dissemination has been used in a variety of multicast applications and we
briefly mention some of them. These protocols differ from each other in design issues. For instance,
gossip protocols may be topology-aware, or may use a global membership information instead of
a partial view. At the same time, gossip protocols can use a flat or hierarchical organization of
process nodes, while it is also possible to build a hybrid scheme combing gossip and deterministic
approached. Usually, reliable multicast is implemented as a combination of a best-effort multicast
strategy followed by gossip-style message recovery. This can be seen in Bimodal Multicast [19]
and Rpbcast [114]. However, gossiping itself can be used for multicasting messages as is the case
in Probabilistic Broadcast [37]. Gossip-based reliable broadcast and multicast applications have
been discussed in Bimodal Multicast [19], LPbCast [37], PMCast [38], Rpbcast [114]. Other than
the fixed networks, multicast protocols have been designed for ad hoc networks like in route-driven
gossip [80] and anonymous gossip [26].
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2.4.3 Gossip-based Failure Detector
Failure Detectors are key to efficient distributed systems in presence of faults. The problems with
failure detectors are timely detection, scalability, and the problem of false detection. In gossip-style
failure detection service [116], the authors propose a failure-detection service based on gossiping
which is scalable in network load and size, provides timely-detection, and the probability of a
wrong detection is independent of the system size. In this protocol, each node periodically gossips
a list of known members along with their heartbeat counter. Nodes increment their own heartbeat
before gossiping to another member at random but fixed intervals. A node i is considered failed if
another node does not get a message with i’s heartbeat higher than what is already available to it
for a threshold amount of time. A clever choice of round interval, threshold for detecting failure
and removal from the list can be chosen by probabilistic analysis. Such a choice can reduce the
probability of error at a cost of more frequent message exchange. The authors analyze the protocol
using probabilistic modeling, and confirm the efficiency, and scalability using their prototype.
They also propose a notion of topology-aware multilevel gossiping which keeps the traffic low
over connecting elements like routers and bridges. This is done by choosing gossip targets with
different probabilities depending on the network hierarchy. They also propose combining gossip-
based failure detection with broadcast to tackle the problem of network partition, where broadcast
aims to restore the network after partition has occurred.
2.4.4 Gossip Style Garbage Collection Scheme
Along with failure detection, garbage collection forms yet another peripheral service that is im-
portant for reliable multicast service. Guo et al. address the problem of garbage collection [49],
i.e, removing a message from the buffer after it has been detected to be stable for SRM (scalable
reliable multicast). They introduce a transport-layer gossip-style garbage collection (gsgc) scheme
which is scalable and fault-tolerant, and offers failure-detection and buffer-management as well.
The gsgc has two sub-protocols: one to detect the message stability, and the other to provide a
consistent group membership view. In this protocol, the fanout is fixed as a value b, and gossip
targets are chosen from the entire system size. At every step, a process gossips to a random sub-
group of processes, a list of minimum sequence numbers of messages that it has received either
directly or from other processes. After a few rounds of gossiping, a process creates a stability
array which contains the sequence numbers of messages that have been seen by all processes. Once
this happens, processes multicast their stability arrays. A message is considered stable when this
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gossip-exchange over rounds ensures that a message has been seen by each of the process. In such
a case, it is flushed out of the buffer. The authors measure interesting performance metrics like
the average time taken for the construction of stability array, average time for message stability
detection, queue sizes, message overhead, etc for different network topologies. They observe that
independent of their topology, the average time to detect stability increases linearly with the net-
work size. To tackle this problem, the authors suggest use of hierarchical arrangement of nodes,
which leads to a logarithmic increase in delays, and an increase in scalability at the cost of added
design complexity. Thus, we again observe that topology-aware gossip can be useful in increasing
the scalability of a protocol.
2.4.5 Gossip for Resource Location Problem
Kempe et al. [68] introduced the notion of propagation time as a performance metric for measuring
the performance of gossip protocols. They presented a spatial gossip protocol where propagation
time of a message is a poly-logarithmic function of distance O(ln1+² d) from the source. They
apply their protocol to the problem of resource location and alarm spreading. Their spatial gossip
protocol considers nodes to be positioned in RD. The parameter of interest in spatial gossip is ρ.
A node x pick a node y with probability pρx,y = cx ∗(d+1)Dρ where d is the distance between x and
y. The authors analyze the effect of choosing different values of the exponent ρ. They claim that
a choice of ρ such that, 1 ≤ ρ ≤ 2, gives propagation time bounds as expected, but other values
do not behave so well. They apply their spatial gossip to two versions of the problem of resource
location. In the monotone version, a resource at a process remains with the process throughout
the protocol but in the non-monotone version, the resource can disappear after some time of its
appearing in which case, the fact that the resource has disappeared needs to be conveyed as well.
They successfully show spatial gossip takes Ω(ln1+² d) time in one dimension and O(ln1+² d) time
in higher dimensions for the monotone version of the problem. For the non-monotone version, they
show the poly-logarithmic result for one dimension and claim that weaker results can be obtained
for higher dimensions.
Kempe et al. [67] present robust theoretical analysis of gossip, and obtain impossibility results
for gossip-based communication mechanism. They show that the basic randomization step in
gossiping, i.e., how one chooses the gossip targets, can affect the capability of gossip protocols.
The authors use the spatial gossip primitive for a number of applications like resource location,
message routing and construction of a minimum-spanning-tree. For a variety of ρ values, they
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show impossibility results for these applications if ρ > 2. They also show how spatial gossip helps
solve some of these problems for a good choice of ρ when uniform-gossip based protocols fail to do
so.
2.4.6 Gossip-based Group Membership
Gossip targets are chosen by nodes based on their local membership views. The scalability of
membership protocols itself is quite challenging. The fact that group membership is highly flex-
ible due to join and leave operations, makes the maintainability of a consistent view among all
participating nodes tougher. We have already described a few gossip-based studies on scalable
membership management protocols [9, 44, 45]. It has been realized that keeping global views is
not scalable, hence smaller view sizes should be used. There are various approaches to doing so.
Kermerrac et al. [69] discuss two membership models, namely, the flat membership protocol
and the hierarchical membership protocol. In case of the flat membership scheme, two approaches
exist. One is a centralized server-based protocol where a fixed number of servers are responsible for
subscription list management, joining of a new process, updating its view and letting others know
of a new joiner. The main drawback with this scheme is that as the system size increases, the server
load increases linearly which makes this scheme unsuitable for large systems. Also, these servers
can be single point of failure. This problem can be solved by replicating the server. There are other
approaches to flat membership management which are completely decentralized and randomized.
For example, Probabilistic Broadcast [37] and Scamp [44], use gossip mechanisms for membership
management. In the hierarchical membership protocol, processes are arranged into sub -clusters
and membership information is maintained at a local level within the subgroup. Only a limited
number of links are used to maintain connectivity within these sub-groups. In Hi-Scamp [45], the
authors present a fully decentralized hierarchical approach to membership which clusters nodes
into groups based on a network proximity metric and then runs Scamp within each cluster and
between clusters at each level of the hierarchy. It is also possible to use a hierarchical arrangement
of processes into a tree or graph like structure, and use it for the gossip application, such as
Probabilistic Multicast [38, 52].
2.4.7 Gossip-Based Algorithms for DB Replicas State Consistency
As mentioned earlier, epidemic protocols were first applied for maintaining consistency of database
replicas [33] in form of an anti-entropy style gossip protocol. The authors presented anti-entropy
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and rumor-mongering which are much more scalable than techniques like direct emailing of updates.
Epidemic protocols turned out to be very effective for updating replicas with new information. But,
they could not solve the issue of deleting entries. For this, the authors introduced the concept of
death certificates with timestamps which could be combined with the epidemic protocols. The
authors also discuss the use of non-uniform spatial distribution to select gossip targets to reduce
the traffic caused and the latency due to epidemic protocols.
2.4.8 Gossip Applications in Wireless and Sensor Networks
Ad hoc networks are random in nature and provide for a perfect setting for applying randomized
approach for routing as well as information dissemination. Deterministic reliable multicast pro-
tocols tend to scale badly in an ad hoc setting. Luo et al. [80] present a gossip-based multicast
protocol, called the route-driven gossip for ad hoc networks, which can be deployed on top any
multicast primitive like DSR or AODV. Chandra et al. [26] present Anonymous Gossip to improve
the reliability of multicast in mobile networks and decrease the variance in the number of mes-
sages received by different nodes. The protocol works in a similar fashion as many gossip-based
reliable multicast protocols for fixed networks do, i.e., by enhancing an unreliable multicast phase
by an anti-entropy style gossip-based repair phase. In Anonymous Gossip, nodes do not need to
know their neighbors which is highly desirable for an ad hoc network. Haas et al. [53] present
gossip-based routing in an ad hoc network where nodes forward messages with certain probability.
The authors study this probability, and describe the tradeoff that the choice of this probability
causes in terms of message overhead and reliability. They introduce a new form of probabilistic
gossip, Gossip(p,k), which means that nodes gossip with probability one for the first k hops and
then with probability k ≤ 1. They discuss the bimodal nature of their protocol, i.e., in certain
cases, gossip dies very fast, but in most cases, a majority of nodes receive the message and eval-
uate the protocol for various p, k and topology constraints. Similarly, Braginsky et al. present
a sensor-network specific routing algorithm called the rumor routing [21]. Gossip protocols have
also been recently studied for other applications such as for aggregation in sensor networks [35],
for multi-resolution representations in sensor networks using hierarchical spatial gossip [108], for
path-discovery in Manets [16], for energy efficient broadcast in sensor networks [74, 102], and for
managing security and redundancy in ad hoc networks [22]. In general, gossip is quite useful in
ad hoc and sensor networks to implement address-independent multicast and routing protocols
[22, 31, 36, 43, 75, 108, 109] .
34
2.4.9 Gossip Applications in P2P Networks
P2P networks are an upcoming area which provide scalable solutions to the growing demands
for high-bandwidth applications like multimedia streaming and file sharing between millions of
hosts. Due to the sheer size and dynamics of such networks, gossip-based solutions can be utilized
for a variety of functions like routing, content searching, overlay construction, self-organization,
membership management etc.
Quite a bit of work has been done in the area of efficient p2p overlay design. Gossip has been
applied to the problem of overlay construction in large peer to peer systems [57, 120], and for build-
ing DHT-based p2p systems [51]. Voulgaris et al. apply gossip to exploit semantic proximity for
efficient content searching [119] in peer to peer systems. Pandurangan et al. use gossip-based ideas
to build low-diameter P2P networks [96]. Other works related to P2P networks involve building
multiple p2p overlay networks which co-exist at the same instant [84], organizing p2p members
in an ordered fashion based on certain metric [58],construction of proximity-aware topologies [60],
and peer counting and sampling in overlay networks [46]. Other than overlay construction and
management, work in the P2P domain focuses on membership management [118] and aggregation
in large p2p dynamic networks [59]. In short, the dynamic and large-scale nature of p2p networks
lends itself nicely to gossip-based protocols.
2.4.10 Other Gossip Applications
In general, gossip-based protocols can be used in a peer-to-peer distributed scenario where nodes
collaborate using message exchange. Gossip Protocols have been applied to many other applications
like random error recovery algorithm in reliable multicast [126] which improves the robustness of
tree-based protocols like RMTP, LBRRM by diffusing the responsibility of lost message recovery
to all processes in a peer-to-peer fashion rather than having dedicated servers for message recovery.
To deal with malicious processes, Malkhi et al. present a gossip-based algorithm for disseminating
information in a system with malicious parties [83]. In malicious gossip [89], the authors present
a gossip protocol for diffusing updates securely in the presence of corrupted hosts. This work
considers a special case when processes can be hostile. The authors present a path verification
protocol where nodes gossip their updates periodically but accept the gossip message only if they
have received the same gossip via at least (t+1) disjoint paths provided, the system assumes that
there are no more than t malicious hosts. Thus, one waits for at least (t+1) hosts to gossip
the message before it accepts the message. Thus, one can tolerate such byzantine failures by
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maintaining extra information like gossip-paths. An interesting performance metric in such a
protocol will be the actual diffusion time and the message overhead that is incurred. In Adaptive
Gossip-based broadcast [106], Rodrigues et al. present a gossip-based broadcast protocol which
adapts its message sending rate to react to changing resource and congestion in the system. Thus,
gossip can be made adaptive which can lead to less overhead. Gossip can also be combined with
deterministic techniques, and both can be used for information dissemination based on the network
conditions. If the conditions are ideal, then deterministic tree-based protocols are more efficient
but if network is lossy and not stable, then random protocols can be better.
Hitherto, the focus of this chapter was primarily on gossip protocols. Our work borrows ideas
from other fields of research, like the application layer multicast, rateless coding and mathematical
tools like probabilistic analysis. We discuss the relevant literature survey on these topics in the
chapters where they are most relevant. In Chapter 5, we design a low message overhead gossip
protocol for large-scale multicast application. We use rateless codes to enhance a naive push
approach to achieve the reduction in message overhead. We discuss more on application layer
multicast and rateless codes in Chapter 5. Similarly, in Chapter 4, we design a hierarchical gossip
protocol by using research ideas from network coordinates and data clustering algorithms like the
k-means clustering algorithm. We present a more detailed literature survey on these topics in
that chapter. In the next section, we briefly discuss how the diverse research on gossip and other
research areas fit into the context of our work.
2.5 Relationship to Our Work
Our research goal is to design efficient gossip protocols where the gossip behavior with respect to
latency of data delivery is predictable with low delays, and the transmission overhead in terms of
message duplicates is low. Many of the ideas and models we use are similar to earlier research
ideas. Earlier in this chapter, we have looked at various models and design parameters of gossip
protocols. In this section, we relate our work with the well known models of gossip protocols that
we surveyed earlier. We also briefly indicate how we use other research areas like application layer
multicast, rateless codes, and hierarchical approaches to designing scalable protocols, to obtain
our research solutions. The detailed literature survey on these related topics are provided in the
relevant chapters.
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2.5.1 Push Gossip Model
In our work, we primarily consider ourselves with push gossip. As mentioned earlier, push and
pull are two models which are widely used to implement gossip. Pull gossip is message efficient
but leads to a higher latency of message delivery. Push Gossip, on the other hand, leads to a
lower latency of data delivery but has a higher message overhead. Since we aim to design gossip
protocols with low and predictable latency of data delivery, it is natural to investigate push-based
gossip. Again, the message overhead in pull is O(N) ( ignoring the advertisement and request
messages) which is optimal since there are no duplicates. Therefore, push-based design presents
the two key challenges that we wish to address in our work. Therefore, we focus on designing
efficient push-based rumor mongering protocols.
In Chapter 3, we design a push based gossip protocol with predictable behavior in terms of
number of infectees over time. To achieve this goal, we adapt a key design parameter, the fanout,
over time to obtain predictable behavior of push gossip infection progress. In the following Chapter
5, we design a message-efficient push gossip protocol, the Rateless Gossip, by enhancing push gossip
with Rateless Codes [79]. In Chapter 4, we implement a Hierarchical push-based gossip protocol
on a wide area network testbed ( Planetlab) and show how hierarchical gossip outperforms a naive
push gossip protocol in terms of latency.
2.5.2 Flat Gossip Model
In Flat Gossip Model, nodes pick gossip partners from the entire group without taking into consid-
eration the inter-node latency or the underlying topology. Our work in Chapters 3 and 5 assume
the flat gossip model where nodes have global knowledge, and gossip targets are picked randomly
and uniformly from the entire group. In Chapter 4, we organize the group members in clusters
based on inter-node latency and gossip targets are picked from within the cluster, thus taking
into account the actual network latency. We show how such a scheme outperforms the simple flat
gossip model in terms of latency of data delivery. Thus, most of our analytical work assumes a flat
gossip model with global membership knowledge. Although, we use a hybrid membership model to
optimize our Rateless Gossip protocol, which we discuss in Chapter 5. In our hybrid membership
model, the source has a global knowledge but the receiving nodes only have a knowledge of a small
number of participating nodes.
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2.5.3 Synchronous Gossip Model
Most of the analysis of gossip protocols assumes a well-studied round-based Synchronous Gos-
sip Model where the progress of gossip is studied using mathematical tools like recursive markov
models, probabilistic analysis or differential equations. This model assumes periodic gossiping at
intervals larger than the maximum inter-node latency in the system. This makes gossip inher-
ently slow. In Chapter 3, we introduce a new model for analyzing gossip protocols, namely the
Asynchronous Gossip Protocol. In Asynchronous Gossip Model, we model the progress of gossip
protocols with respect to time using simple probabilistic analysis. We throw away the concept of
synchronous rounds in Asynchronous Gossip Model and replace it with hops, and combine it with
real time to analyze the progress of gossip infection process. We show how this model improves
the latency performance of gossip protocols.
2.5.4 Membership Model
Membership model is an important issue while designing gossip protocols. Most protocols use
global membership or a membership list consisting of nodes chosen randomly and uniformly from
the entire group. In Chapter 3, we use global membership, while in Chapter 5, we use global
membership for Rateless Gossip. However, we show that the choice of global membership leads to
unnecessary duplicates in Rateless Gossip. To sort this problem in Rateless Gossip, we propose a
hybrid membership scheme to design the Optimized Rateless Gossip. Similarly, in Chapter 4, we
use a hybrid membership scheme to design our hierarchical gossip protocol. A hybrid membership
model implies different nodes have different kind of membership view depending on their role in
the protocol.
2.5.5 Fanout as Design Parameter
Fanout is the most important design parameter in our work. Fanout is the number of gossip target
chosen during any gossip instance. As mentioned earlier, fanout is not a well studied topic. In our
work on making push gossip behavior predictable over time (Chapter 3), we introduce a concept
of adaptive fanout where we adapt fanout as a function of round or time to make gossip infection
rate behave as per user requirements.
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2.5.6 Application Domain
Our work focuses on Internet-based peer to peer systems. Our work on gossip protocols aims to
provide efficient solutions for large-scale data dissemination of soft real-time data using push gossip
in a fast, reliable manner with low message overhead.
2.5.7 Related Topics
In Chapter 3, where we design the Asynchronous Protocol to make gossip behave predictably over
time using adaptive time-dependent fanout, we mostly use techniques from probabilistic modeling
[90]. In Chapter 4, we discuss issues related to node clustering and hierarchical approaches to
designing scalable and efficient protocols. Finally, in Chapter 5, we present Rateless Gossip which
is a low transmission overhead gossip protocol for large-scale data multicast. To understand the
area of multicast better, we present a brief survey of the two prominent approaches used, namely,
the deterministic application layer multicast [14, 113] and the randomized gossip approach. We
enhance push gossip with rateless codes to design our solution, hence we discuss a bit more about
rateless codes and a related topic, network coding, in the context of Chapter 5.
In the next section, we summarize the sequence of research steps that we have undertaken to
design better techniques to overcome gossip protocol’s shortcomings.
2.6 Map of our Research
We highlight the research steps we follow to arrive at our solutions to the problems of high and
unpredictable latency of data delivery and that of high message overhead in push gossip.
2.6.1 Addressing High and Random Latency of Data Delivery in Push
Gossip
Push Gossip protocols have rarely been applied for multicast applications with delay constraints.
We identify the limitations of current gossip protocols where most implementations use time-
inefficient pull gossip or high-latency synchronous gossip model. Thus, the natural motivation for
our work was to design a protocol that utilizes the time-efficient push gossip by circumventing the
round-based periodic gossip in synchronous gossip model which inserts unnecessary delays. Thus,
our work (Chapter 3) extends the current gossip models by introducing the Asynchronous Gossip
Model. Similarly, the rate of progress of gossip infection is usually measured over rounds. The
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natural extension for our work was to compute this progress as a function of time. In our Asyn-
chronous Model, we are able to do so using probabilistic modeling of network delay distribution,
and a time-dependent adaptive fanout.
2.6.2 Extension to Hierarchical Gossip
Organizing group nodes into clusters or hierarchy based on performance criterion like latency or
topology is a well known technique to improve scalability and performance of distributed algo-
rithms. Designing a hierarchical extension to push gossip leads to further message savings and
reduction in latency of message delivery. Thus, we are motivated to design and implement a hier-
archical extension to our push gossip protocol for further improvement in performance. We also
evaluate the performance of Asynchronous Gossip on the hierarchical gossip network and show the
improvement in data delivery latency and predictability.
2.6.3 Address High Message Overhead
As mentioned earlier, it is a well know fact that push gossip leads to a large number of duplicates.
To disseminate a single message to N nodes, push gossip needs O(N lnN) transmissions. This is
the reason why pull-based design is usually preferred. Of course, the message overhead in push
gossip can be reduced by extra state management and control messages [127], but this is not true
to the spirit of randomized gossip. This weakness of push gossip motivated us to design a new
push-based gossip protocol with a substantially lower message overhead, as described in Chapter
5. Our push gossip protocol, namely the Rateless Gossip, makes no assumptions or requires any
state management or control messages and yet achieves a substantial message savings.
2.7 Summary
In this Section, we have presented a concise literature survey of gossip protocols. We have discussed
the various models to study gossip protocols and discussed the key design issues and illustrated
some examples. We have also related our research work to previous work on gossip protocols. In





Infection Pattern Using Adaptive
Fanout
Gossip Protocols have become quite popular for many applications in distributed systems. In
this chapter, we address the problem of randomness in latency of message delivery in gossip. We
show that the latency of delivery of a message to all nodes is quite large as well as random. The
solution we provide is a new analytical model called the Asynchronous Protocol, which leads to
faster dissemination as well as gives stronger latency guarantees on the performance of gossip. Our
model allows for a fine-grained control of the gossip infection progress over time using a time-
based adaptive fanout, thus making is suitable for applications with soft-real time applications.
Our objective is to provide an analytical model which will allow us to analyze the rate at which
gossip spreads message in a network as a function of time. A model such as our Asynchronous
Gossip can then be used to build data dissemination protocols which fulfill user requirements in
terms of tolerable latency of data delivery. The key parameter that we vary to control gossip is
the fanout.
3.1 Introduction
In this Chapter, we present a model for fine-grained control of gossiping process in terms of an
infection pattern using adaptive fanout. Fanout refers to the number of gossip targets in any
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instance of gossip. Fanout is the critical design parameter that effects the overall latency of
dissemination of a message. Thus, we set our task on quantifying the fanout to ensure that the
data can be disseminated to all members with high probability within the time≤ Tmax. Usually, the
fanout used is a constant throughout the protocol. In protocols described in Bimodal Multicast [19]
and Gossip-style failure detector [116], the fanout is 1 while in Probabilistic Broadcast [37] Gossip-
style garbage collection and [49], it is another constant. In Probabilistic Broadcast [37], it is shown
that using a higher fanout can reduce the rounds needed for gossip but too high a fanout inhibits
performance due to excess message overhead. Kermarrec et. al. [69] quantify the fanout needed for
gossip to succeed in delivering the information to all nodes with high probability in random graphs.
They show that a fanout of the order of (lnN+c+o(1)) gives a success probability of e−e
−c
. They
also describe inter-cluster and intra-cluster fanouts for their hierarchical gossip. Kempe et. al.
describe Spatial gossip [68] which bounds the propagation time by a poly-logarithmic function in
distance d by choosing gossip targets with a probability which is an inverse polynomial function
of distance. The interesting issue here is a new performance-bound in terms of propagation time
instead of number of rounds or message overhead. Karp et. al. [64] show that a generic gossip
protocol needs Θ(N lnN) messages to spread a rumor. Our goal is also to study the time and
message-overhead performance of gossip protocols and make it more predictable by quantifying
the fanout parameter.
The rest of the chapter is organized as follows. Section 3.2 introduces the network model we
assume for theoretical and simulation studies. We formulate our research objectives in Section
3.3. We discuss our analytical modeling in the following sections: Synchronous Gossip Model in
Section 3.4, PseudoSynchronous Gossip Model in Section 3.6 and the Asynchronous Gossip Model
in Section 3.7 respectively. We present the experimental results on our work in Section 3.8 and
finally, conclude this chapter in Section 3.9.
3.2 Network Model
Our network model is quite simple. We study the problem in the context of data broadcast to a
network of nodes. We assume one source and N recipients making a total of N + 1 nodes. The
source has one or more messages which are to be disseminated to all the N recipients with high
probability. The dissemination protocol makes use of a gossip-based randomized approach. For
the purpose of analysis and experiments, we also assume a membership model for our network. In
general, we assume that each of the N + 1 nodes has a global knowledge of the entire network.
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Later, in Chapter 5, we adapt the membership model to improve the performance of the Rateless
Gossip protocol. But unless otherwise noted, we assume global membership in our work.
3.3 Research Objective and Preliminaries
The goal of our work is to design a gossip-based protocol that allows a fine-grained control of
the gossiping process, i.e., control the rate at which recipient nodes receive a new message over
time. We say that a node is infected by a source message when it receives that message through
gossip transmission for the first time. The key parameter that affects the rate at which nodes
get infected by a gossip message is the fanout, which is the number of gossip targets chosen in
any instance of gossip. It is intuitive that the higher the fanout, the faster the spread of a gossip
message will be. Therefore, to control the rate of message dissemination and thus the latency, it is
essential to control and adapt the gossip fanout. In this chapter, we present and analyze two models
for gossip-based data dissemination, namely, the round-based Synchronous Gossip Model and
the time-based Asynchronous Gossip Model. For both the models, we show analytically and
experimentally how the gossip process can be made predictable over time by adapting the fanout.
The initial condition in our analysis is a single source with a bunch of messages which are to
be delivered to the N interested recipients with high probability using a gossip-based protocol.
Since fine-grained control of the gossip infection process is an important goal of our work, we first
introduce the notation which is used to measure the progress of the gossip infection process. In
our protocol, we let the user define constraints on the rate at which nodes should be infected over
time. This is done by defining the Infection Pattern which measures the rate of spread of a
gossip message over rounds or time. Infection pattern basically measures the number of nodes
that are expected to be infected at the end of a round or at a particular time instant depending
on the protocol. The user inputs an infection pattern as per his requirements and our analytical
models compute the fanout values so that ,in expectation and with high probability, the user
input infection pattern is followed closely. We believe that designing a protocol based on user
input on latency constraints will allow the user to control the rate of infection and balance the
message-overhead over time. It also makes gossip a good choice for soft real-time applications.
To begin with, we discuss a well-studied model for analyzing gossip protocols, i.e., the Syn-
chronous Gossip Model. In this model, gossip proceeds over a succession of fixed-period rounds.
In each round, nodes that receive new gossip messages forward the message to randomly chosen
targets at the beginning on the next round. This process continues until all the interested recipi-
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Figure 3.1: Synchronous Gossip Example
ents get copies of the message with high probability. Most of the earlier work assumes this model
for probabilistic analysis of the gossip process. We show that given a constraint on the latency
of delivery of a message to all nodes in form of a user defined infection pattern over rounds, how
one can adapt the fanout as a function of round to ensure that all the interested nodes receive the
message before the deadline with high probability. We illustrate a simple example of Synchronous
Gossip in Figure 3.1 with round period as Tperiod and fanout value as 2. Note that no action is
taken on receiving a duplicate and that nodes wait for a random time before gossiping further.
Also note that in practice, the rounds at different nodes do not need to be time-synchronized.
Since nodes gossip at fixed time intervals in the Synchronous Gossip, there is a random delay
between receiving a message and forwarding it to other nodes. This slows the gossip dissemination.
To overcome the shortcomings of the Synchronous Gossip Model, we introduce a new way to look
at the gossip process, namely the Asynchronous Gossip Model. In our Asynchronous Gossip Model,
we let nodes gossip as soon as they are infected. We show how this simple change speeds up the
infection process. We illustrate a corresponding example of Asynchronous Gossip in Figure 3.2.
Note that the infection rate is faster in this case. Since the earlier notion of rounds is lost here, we
develop a hypothetical model called the PseudoSynchronous Gossip to analytically represent
the gossip infection progress over time. Using the user specified infection pattern defined over
44
Figure 3.2: Asynchronous Gossip Example
time, we compute parameters for the PseudoSynchronous Gossip such that the infection pattern
is obeyed with high probability. Having done so, we map the PseudoSynchronous Gossip Model
to the Asynchronous Gossip Model and compute a time-dependent fanout. The final result is a
time-based fanout which when used with Asynchronous Gossip Models leads to a performance that
closely matches the input infection pattern with high probability.
Before we begin discussing the details of the different gossip models, we define a few notations
which we will use throughout this thesis. The gossip process can be visualized as a sequence of
rounds or hops where the message originates at the source in the first round and goes on infecting
the other nodes in subsequent rounds. Assume that, for the given message, i out of N nodes are
already infected. We denote the case where the number of infected nodes increases from i to j due




In the case where number of infected nodes increases from i to j due to m transmissions in r






For the sake of simplicity, we omit the superscript r when its exact value is not important.
Having presented the motivation behind our work and some preliminary definitions, we begin
our discussion with the Synchronous Gossip Model.
3.4 Synchronous Gossip Model
In this Section, we discuss the Synchronous Gossip Model. We begin by stating our assumptions.
We assume one source and N recipients and describe the protocol for just one source message.
The same message is gossiped again and again till all nodes receive it with high probability. A
node receiving a new gossip message for the first time forwards it to a fanout number of nodes
chosen randomly and uniformly from the global membership. No action is taken upon receiving a
duplicate of an already received message, i.e., to say that a node gossips a particular message only
once. Receiver nodes do not gossip to the source.
In the Synchronous Gossip Model, the gossip protocol proceeds through fixed-period rounds.
The round period, Tperiod, is larger than the maximum latency between any pair of N recipient
nodes which we quantify by Lmax. Thus, Tperiod ≥ Lmax. The rounds proceed as 1, 2, . . ., Rmax.
We consider the initial state as round 0 when only the source has the message. Here, we emphasize
that rounds can be looked upon as hops. Thus, a node infected in round k is infected by a message
that has traveled exactly k hops.
Our goal is to quantify the fanout as a function of round/hop such that the infection pattern
defined as a function of round obeys a given latency constraint. In other words, we want to ensure
that all the N recipients receive the source message with high probability within a given time
limit specified by Tmax. Given this constraint, the number of permissible rounds is b TmaxLmax c if we
set Tperiod as Lmax. Once we have fixed the number of rounds, we know that Rmax = b TmaxTperiod c.
Analogously, the hops progress as 1, 2, ..., Hmax where Hmax = Rmax.
The input to our protocol is a user-specified infection pattern as a function of rounds. The user
specifies an infection pattern as follows.
Definition The infection pattern is a sequence Ss1 , S
s
2 , . . . , S
s
Rmax
where Ssi is the number of nodes
infected at the end of the round r for 1 ≤ r ≤ Rmax. In the notation we introduced earlier (Section
3.3), we can represent the number of infected nodes at the end of round r by 1 rÃSsi . In the
beginning, the number of infected nodes is 1, namely the source. We specify the initial condition
as Ss0 = 1 when only the source has the message.
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Given the infection pattern, we compute a quantity Isr which is the number of nodes infected
during a given round r for 1 ≤ r ≤ Rmax. Isr is the number of nodes that will gossip in the r+1-th
round. We define Is0 as 1 which is the number of sources at the beginning which will gossip in
round 1. Note that, Isr = S
s
r −Ssr−1 for 1 ≤ r ≤ Rmax. The nodes that get infected in the Rmax-th
round do not gossip further.
Next, we show how we can compute a round-based fanout to ensure that the user-defined
infection pattern is followed in expectation, with high probability.
3.4.1 Fanout for Synchronous Gossip Model
In this section, we define a round-based fanout for the Synchronous Gossip Model and show how
it can be computed. We begin with the following definitions.
Definition h-message: A gossip message that has traveled exactly h hops after originating at the
source is called an h-message.
Definition We define F sr as the round-based fanout value, i.e., a node that is infected by a r-
message will propagate the message to F sr+1 neighbors. Thus, we have fanout as a function of
round.
From the definition of infection pattern, we can compute the number of nodes that are not
infected at the end of a given round. The value is (N + 1 − Ssr) for a given round r. Using this
sequence, we have the following relationship,
N + 1− Ssr+1 = (N + 1− Ssr)(1−
F sr+1
N
)Ir for 0 ≤ r < Rmax − 1. (3.1)
Equation (3.1) can be approximated as
N + 1− Ssr+1 = (N + 1− Ssr)exp(
−F sr+1Ir
N
) for 0 ≤ r < Rmax − 1. (3.2)





N + 1− Ssr
N + 1− Ssr+1
) for 0 ≤ r < Rmax − 1. (3.3)
Since, we know the sequence Ssr for 1 ≤ r ≤ Rmax and Isr can be computed from its knowledge,
we can compute the round-based fanout, F sr , such that the user infection pattern is followed with
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high probability. If the permissible Tmax is small, then the fanout values will be large values and
vice versa.
Next, we show how the round-based Synchronous Gossip Model can be interpreted in terms
of hops. We do this to introduce the hypothetical PseudoSynchronous Gossip Model where the
concept of synchronous fixed-period rounds is non-existent. Later, we use the hop-based modeling
to obtain the time-dependent fanout for the Asynchronous Gossip Model.
3.4.2 Hop-based Interpretation of Synchronous Gossip Model
In this section, we look at the Synchronous Gossip Model in terms of hops instead of rounds.
Note that in the case of Synchronous Gossip, rounds and hops are the same concepts. But, they
are different in the context of Asynchronous Gossip where hops become helpful in visualizing the
gossip process since rounds become irrelevant. We begin with the following definitions.
Definition HopContribution for a hop h represents the number of nodes that are infected by
gossip transmissions that have traveled exactly h hops. This is the same as Isr .
Definition Let P sh be the probability that a node gets a message for the first time after h hops,
i.e. to say that it gets infected by an h-message.




i−1, which is the number of newly infected






i−1 for 1 ≤ i ≤ Hmax (3.4)
The probability that a node gets infected by a 1-message is given by P s1 = 1−Ms1 . Recall that




1 ∗Ms2 ∗ ... ∗
Msk−1 ∗ (1−Msk). Thus, in general, we have the following, for 1 ≤ k ≤ Hmax.
P sk =M
s
1 ∗Ms2 ∗ ... ∗Msk−1 ∗ (1−Msk) (3.5)
We can use Equation (3.5) to compute the expected HopContribution for a particular hop value
as described in the following lemma.
Lemma 3.4.1 The expected number of nodes that get infected by r-messages , i.e., Isr is given by
P sr ∗ (N − 1).
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Isr , which can also be expressed
as N + 1− Ssr+1 = (N + 1− Ssr) ∗Msr+1.
Thus, N + 1− Ssr+1 = (N + 1− Ss0) ∗Ms1 ∗Ms2 ∗ ... ∗Msr+1.
Also, Isr+1 = (N + 1− Ssr)− (N + 1− Ssr+1) = (N + 1− Ss0) ∗Ms1 ∗Ms2 ∗ ... ∗Msr ∗ (1−Msr+1).
Hence, Isr+1 = (N + 1− Ss0) ∗ P sr+1 = NP sr+1.
The above expression is equivalent to the earlier analysis which resulted in Equation (3.2), but
it presents the result in terms of P sh . Thus, it validates the fact that we can control infection over
rounds by using our round-based fanouts. Redefining the Synchronous Gossip Model in terms of
hops will help one understand the next sections better. Next, we describe the notion of real-time
for the PseudoSynchronous and Asynchronous Models. This is essential since we want to measure
and control the rate of gossip infection progress over time for the Asynchronous Gossip Model.
Once, we have defined our model for measuring time, we can combine that with the hop-based
analysis presented in this section to discuss the Asynchronous Model.
3.5 Interpreting Time in PseudoSynchronous and Asynchronous
Gossip Models
In this section, we discuss how we interpret time in our work. We begin by first defining the
two models under consideration. Note that our goal is to design an Asynchronous Gossip Model
which allows for fine-grained control of the gossip infection progress over time using time-dependent
fanout. The PseudoSynchronous Model is a hypothetical theoretical model to assist the analysis.
Definition PseudoSynchronous Gossip Model: In the PseudoSynchronous Gossip, nodes gossip
as soon as they are infected by a gossip transmission for the first time. However, we are guaranteed
(by the property of the underlying network) that is a node receives an h1-message at time t1 and
an h2-message at time t2, then h1 < h2 if and only if t1 < t2. We call this the hop-time ordering
property of the network.
Definition Asynchronous Gossip Model: In the Asynchronous Gossip, nodes gossip as soon as
they are infected by a gossip transmission for the first time. There is no notion of synchronous
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Figure 3.3: Hop-Shift Example
fixed-period rounds anymore. However, the hop-time ordering of the PseudoSynchronous Model
is no longer true. Thus, if a node receives an h1 −message at time t1 and an h2 −message at
time t2, it is possible that h1 < h2 but t1 > t2. We say that hop-shift has occurred whenever this
happens.
It is easy to observe that the hop-shift property of the Asynchronous Protocol is how the
real network behaves. We illustrate an example of hop-shift in Figure 3.3. A node receives two
copies of the same message. The 3-message infects it before the 2-message so it gossip further
with a fanout F4. In another situation, it may have gossiped with fanout F3. This leads to
different number of gossip transmissions and thus, affects the infection pattern. To circumvent
this difficulty, we assume the hop-time ordering property in the PseudoSynchronous Model. By
assuming an unrealistic hop-time ordering property, we ease the analytical process. Once we have
a mathematical framework for the PseudoSynchronous Model, we can map it to the Asynchronous
Model and make the behavior of the two models similar. Next, we show how we measure time in
our models.
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3.5.1 Hop Progress as a Function of Time
In the Synchronous Gossip Model, not every node gets infected at the same time within a round.
It depends on the delay distribution between pairs of nodes which is bounded by Lmax. In the
PseudoSynchronous and Asynchronous Models, hops run concurrently. This implies that at a
given instant, h-messages belonging to different h values are getting transmitting in the network.
This is not possible in the Synchronous Model since at any instant, only gossip transmissions
corresponding to the current round number exist. Even so, it is obvious that the first hop ends
surely before time Lmax, the second hop ends surely before time 2 ∗ Lmax and so on. The Hmax
hop ends in time ≤ Hmax ∗ Lmax. Thus, a particular hop contributes (in theory) to the infection
process from the beginning of the gossip to the end of that particular hop.
To model the network delay, we assume that we have the delay distribution for the network
of N + 1 nodes for transmissions traveling exactly 1 hop. The delay distribution is computed by
obtaining the probability distribution of all the inter-node delays and is represented by delay(1,t)
for 0 ≤ t ≤ Lmax. delay(1,t) is defined as follows.
Definition delay(1,t) is the probability distribution function of the random variable representing
the delay between any given pair of nodes from among the N + 1 nodes. For a given pair of
nodes, the delay is measured as the time taken for a gossip transmission to travel from one node
to another.
With this knowledge of the delay distribution for the network for messages traveling exactly
1 hop, we can compute the delay distribution for gossip transmissions that travel multiple hops.
The delay distribution of for a k-message is equivalent to convolving delay(1,t) with itself for k
times. We represent this operation as Conv(delay(1,t),k). In the real network, we interpret this as
a k-message taking time anywhere between 0 and k*Lmax before it infects. Now, we can visualize
the progress of hops as a function of time for the PseudoSynchronous protocol.
3.6 PseudoSynchronous Gossip Model
In the PseudoSynchronous Gossip Model, nodes gossip as soon as they get infected but the hop-time
ordering property is preserved. In this section, we present an analysis for the PseudoSynchronous
Gossip and show how the rate of gossip infection can be measured over time using the parameters,
i.e., the fanout and the delay distribution for the assumed network. Once we understand how
PseudoSynchronous Gossip works, we show how the parameters can be computed to ensure that
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a user defined time-based infection pattern is closely followed by the PseudoSynchronous Gossip.
We begin by defining parameters to represent node states as a function of time which will enable
one to analyze the model.
Definition Iph(t1, t2) : I
p
h(t1, t2) is the number of nodes infected by h-messages between time t1
and t2.
Definition Ip(t1, t2) : Ip(t1, t2) is the number of nodes infected between time t1 and t2.
Definition Upt : U
p
t the number of uninfected nodes at time t. U
p
0 = N and we expect with high
probability that UpTmax = 0.
Definition Spt : S
p
t is defined as the number of infected nodes at any time t. S
p
0 = 1 and we
expect with high probability that SpTmax = N + 1.
Definition F ph : F
p
h is the fanout value in the PseudoSynchronous Gossip, i.e., a node that is
infected by an h-message will propagate the message to F ph+1 nodes in its membership view.
Now, we state a result which relates the fanout values in Synchronous and PseudoSynchronous
models. We use the same number of hops as in the Synchronous case here. Since we have Rmax
hops, we claim that the gossip will surely die out within time Rmax ∗Lmax. We denote this by ∞.
Theorem 3.6.1 If F ph = F
s
h , then I
p
h(0,∞) = Ish for 1 ≤ h ≤ Hmax
Proof The above theorem makes use of the hop-time ordering property of the PseudoSynchronous
Model. We assume that F sh = F
p
h for all h. In the Synchronous Model, we know the estimates for
the number of nodes that get infected in a particular round Isr . However, in the Synchronous case,
this also represents the number of nodes infected by r-messages, i.e., messages that have traveled
exactly r-hops. This is due to the fact that in the r-th round, only the r-th hop is executing. In
the PseudoSynchronous case, all the hops run concurrently. Consider a particular hop h such that
1 ≤ h ≤ Hmax. We argue that the number of nodes infected by h-messages is the same as Ish in
expectation.
Due to hop-time ordering it is not possible for a node which is expected to be infected by an
h-message to be actually infected by a message that has traveled more than h hops. Because, we
assume that if a node gets two copies which travel two different number of hops, say h and h′ > h,
the smaller hop message takes less time due to hop-time ordering property. Hence, we discard the
message which has traveled h′ hops. Again, if the message has been received such that the message
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has traveled less than h hops, then it implies that the message took less time than the h-message
we are discussing, hence it has already been infected by a message which has traveled fewer hops
so we need not consider it in the h-th hop contribution analysis.
To show that the HopContribution in the PseudoSynchronous case is indeed the same, we use
induction. Consider the HopContribution for hop 1. Initially, only the sender has the message.
Consider the messages that travel only one hop. The number of gossip messages that travel one
hop is F p1 which is the same as F
s
1 . The probability that an uninfected node is infected is
Fp1
N .
The expected number of newly infected nodes is F p1 due to 1-messages. It is not possible that
these nodes can receive a message that has traveled a larger number of hops in lesser time. Thus,
the number of nodes infected by 1-messages is the same as in the case of Synchronous Gossip,





1 ≤ h ≤ k, then Iph(0,∞) = Ish for 1 ≤ h ≤ k. We assume that F pk+1 = F sk+1. We want to show
that Ipk+1(0,∞) = Isk+1.
Since our assertion is true for hop values 1, 2, ..., k, the expected number of newly infected
nodes for hops 1, 2, ...k are Is1 , I
s
2 , ..., I
s
k. In the k + 1-th hop, the number of nodes that will gossip
with fanout F pk+1 is I
s




2 , ..., I
s
k
in less time. Thus, the effective number of nodes that are susceptible to be infected by these
messages is N + 1 − Is1 − Is2 − ...Isk which is the same as N + 1 − Ssk. Also, the probability
that an uninfected node gets infected by a k + 1-message is F
s
k+1
N which is the same as in the
synchronous case. At the end of k + 1-th hop, the number of newly infected nodes becomes
Ipk+1 = (N +1−Ssk)− (N +1−Ssk) ∗ (1−
F sk+1
N )
Isk which is the same as the Synchronous case if we
combine Equation (3.2) and the fact that Isr = S
s
r − Ssr−1. Thus, we see that our assertion is true
for k + 1-th hop too which completes the proof.
Thus, we see that there is a correspondence between Synchronous Model and the PseudoSyn-
chronous Model. In the above analysis, we consider only the number of infection due to h-messages
for a given value of h at time∞ when all the messages have infected. Next, we show what happens
during the execution of the hop. Thus, we derive equations to represent HopContribution for a
given hop h as a function of time.
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3.6.1 Time-based HopContribution Equation for PseudoSynchronous
Protocol
We now modify the HopContribution equation from lemma (3.4.1) to introduce the notion of time.
We want to express the probability that a node gets infected by an h-message for the first time
within time t where t is bounded by the value h ∗ Lmax. We define here a term Mph in terms of
fanout for PseudoSynchronous protocol, F ph and I
p
h−1(0,∞) which is the number of nodes which





Iph−1(0,∞) for 1 ≤ h ≤ Hmax (3.6)
Next, we use the delay distribution, delay(1,t), and Equation (5.3) to define P ph,T similar to
the Synchronous Model but including the notion of time. Thus, the probability that a node gets




0 ≤ T ≤ Lmax. In general, for 0 ≤ T ≤ h ∗ Lmax, P ph,T is given by,
P ph,T =M
p
1 ∗Mp2 ∗ .. ∗Mph−1 ∗ (1−Mph) ∗
∫ T
0
Conv(delay(1, t), h) (3.7)
Equation (5.3) can be used to compute the expected number of nodes that get infected by
h-messages at any time t and at time ∞ as explained in the following results.
Lemma 3.6.2 The expected number of nodes that get infected by h-messages at the end of the
gossip protocol at time ∞ is given by Iph(0,∞) and is equal to P ph,∞ ∗ (N − 1).
Proof We assume that we are using a fanout F ph for the PseudoSynchronous protocol. This gives
us a corresponding Iph(0,∞) for each of the hops. We have seen from Theorem (3.6.1) that there





We have also seen from Lemma (3.4.1) that Ish = (N − 1) ∗ P sh .
From equation (3.5), we know that Ish = M
s
1 ∗Ms2 ∗ ... ∗Msh−1 ∗Msh ∗ (N − 1). We know from










h(0,∞) both hold at the
same time. If that is the case, then we can express Iph(0,∞) =Mp1 ∗Mp2 ∗ ... ∗Mph−1 ∗Mph ∗ (N − 1)
using the equivalence relation between the two protocols from theorem (3.6.1). Thus, Iph(0,∞) =
P ph,∞ ∗ (N − 1).
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Corollary 3.6.3 Using Lemma (3.6.2) and Equation (5.3), the expected number of nodes that get
infected by messages that have traveled exactly h hops, i.e., infected by h-messages at any time t
is given by Iph(0, t) and is equal to P
p
h,t ∗ (N − 1).
Lemma 3.6.4 Using Corollary (3.6.3), we can express the expected number of nodes that get
infected by h-messages during a time interval [t1, t2] by I
p





Lemma 3.6.5 Using Lemma (3.6.4), we can express the expected number of nodes that get infected





In the previous analysis, we have shown how given PseudoSynchronous hop-based fanout, how
one can compute the HopContribution equations as a function of time. We can also estimate
the expected number of infected nodes at any instant in the execution of the PseudoSynchronous
Protocol. This validates our earlier goal of computing the rate of gossip infection as a function of
time. Note that this is the reverse of what we set to do. What we have obtained is the Infection
Pattern given the PseudoSynchronous Gossip parameters. What we would like to do next is to
compute the hop-based fanout given the PseudoSynchronous Gossip Infection Pattern. We discuss
this matter next.
3.6.2 Obtaining Hop-based Fanout for PseudoSynchronous Gossip from
User Input Pattern
In this section, we describe a technique to compute the fanout as a function of hop for the Pseu-
doSynchronous Model if we are given the sequence Upt or S
p
t at certain instants of time by the user.
We assume that the user inputs h set of pairs (tk, S
p
tk
) which means that Sptk nodes are infected at




P pi,tk ∗ (N − 1) for 1 ≤ k ≤ h. (3.8)
Notice that P pi,tk =M
p
1 ∗Mp2 ∗...∗(1−Mpi )∗
∫ T
0
Conv(delay(1, t), i). We get h such equations for






1,∞ = (1 −Mp1 ), we can compute




0 = 1. Using F
s
1 set as F
p
1 , we compute U
s
1 using equation (3.1) and I
s
1







2 (0,∞). Thus, going like this, we can compute the fanout values and
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corresponding parameters for the h hops. If we need more hops than the number of points specified
by the user, we interpolate and add points to generate that many equations without changing the
user requirements. Once we have decided the value of h, we need exactly that many equations to
compute each of the P ph,t. However, we want to stress that given the constraints, the equations can
not be solved for all combinations of user inputs. The inputs must have a well-behaved pattern to
be able to be used to obtain reasonable pseudo-synchronous parameters. The issue of acceptable








1. for k ← 1 to h









Conv(delay(1, t), i) for 1 ≤ i ≤ h;
4. compute individual P pk,∞ by solving the h equations;
5. for k ← 1 to h
6. compute Mpk using P
p
k,∞ using eEq (5.3);
7. compute F pk using M
p
k using Eq (5.3);




k using Eq (3.1) and Theorem (3.6.1);
9. compute Ipk(0,∞) using Eq (3.1) and Theorem (3.6.1) ;
10. return
The fanouts F ph can be computed from the knowledge of infection pattern U
p
t at certain instances
of time by using the HopContribution equations. If the user specifies an expected Spt at times
t1, t2, ..., th, we will be able to derive the h fanout values by evaluating expressions similar to
Equation (3.8). If the user specifies a fewer number of values, we can include additional points by
interpolation of the curve Spt such that it obeys the user requirements.
We have shown above how to compute the hop-based fanout for PseudoSynchronous Gossip
Model given the user infection patter. In the next section, we extend the ideas from PseudoSyn-
chronous Model to map it to the Asynchronous Gossip Model by computing the time-based fanout.
3.7 Asynchronous Gossip Model
In this section,we describe the Asynchronous Gossip Model. We assume that based on a given user
input infection pattern, we have computed the PseudoSynchronous Gossip parameters like hop-
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based fanout Fh. We also have the corresponding values of I
p
h(t1, t2), I
p(t1, t2) for 0 ≤ t1, t2 ≤ Tmax.
Similar to the definitions for the PseudoSynchronous Model, we define terms to represent the system
state for the Asynchronous Protocol as a function of time. We define Iah(t1, t2), I
a(t1, t2), Uat and
Sat as follows.
Definition Iah(t1, t2) : I
a
h(t1, t2) is the number of nodes infected by h-messages between time t1
and t2.
Definition Ia(t1, t2) : Ia(t1, t2) is the number of nodes infected between time t1 and t2.
Definition Uat : U
a
t the number of uninfected nodes at time t. U
a
0 = N and we expect with high
probability that UaTmax = 0.
Definition Sat : S
a
t is defined as the number of infected nodes at any time t. S
a
0 = 1 and we
expect with high probability that SaTmax = N + 1.
In contrast to the PseudoSynchronous Gossip Model, hop-shift occurs in the Asynchronous
Gossip Model. So how does hop-shift change the analysis? Consider a time interval [t1, t2]. During
this interval, nodes get infected due to the various hops that are executing concurrently. The Hop-
Contribution equations for the PseudoSynchronous Model give us the number of expected nodes
contributed by each hop in the PseudoSynchronous case. Once infected, the nodes continue gos-
siping with a fixed fanout depending which h-message were they infected by. In the Asynchronous
case, however, due to hop-shift, nodes might get infected by a different h-message with a larger h
value compared to the PseudoSynchronous case and thus use a different fanout value. This will
disturb the infection pattern as the number of messages that are introduced in the system during
this time interval will be different from that of the PseudoSynchronous protocol. We want to en-
sure that the progress of the Asynchronous protocol closely follows that of the PseudoSynchronous
protocol. The idea to ensure that for a given time interval, the number of new gossip messages
generated is the same. To achieve this, we propose a new notion of fanout which is time-dependent.
We denote this time-dependent fanout by F a(t1, t2). Note that in the analysis of the Asynchronous
Gossip Protocol, we do not consider message losses during gossip transmission and node failures.
Node failures or message losses can deteriorate the reliability of the PsuedoSynchronous Model. In
their absence, we analyze and provide a mapping such that, on an average, the Asynchronous Gos-
sip Protocol leads to the same infection pattern over time as predicted by the PseudoSynchronous
Model.
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Definition F a(t1, t2) : F a(t1, t2) is the fanout value used in the Asynchronous Gossip,i.e. , a
node that is infected by a message between time instants t1 and t2 will propagate the message to
F a(t1, t2) nodes chosen randomly from its membership view.
In the next section, we motivate our idea behind time-based fanout and show the steps used to
compute F a(t1, t2).
3.7.1 Time-based Fanout for Asynchronous Protocol
Our motivation to define a time dependent fanout is to ensure that the number of gossip messages
generated in the Asynchronous Gossip during a given time interval is the same as in the Pseu-
doSynchronous case which implies that the expected number of nodes that are infected during
that interval is also the same as it is in the PseudoSynchronous Gossip. Hence, if the system state
in terms of infected nodes and uninfected nodes is same in both the protocols at the beginning
of a time interval t1, then we expect probabilistically the system state to be the same at the end
of time interval t2 for any time interval [t1, t2] provided the expected number of gossip messages
generated in this interval is the same in the two models. During a given time interval [t1, t2], the
number of nodes that are infected in the PseudoSynchronous case due to messages with a partic-
ular h-message value is given by Iph(t1, t2). These nodes use fanout values F
p
h+1. We observe that
in the PseudoSynchronous protocol, nodes which are infected by Hmax −message do not gossip
further. The source send F p1 messages at time 0 to start the protocol which we discount. Thus, the








Similarly, the number of messages generated between [t1, t2] in the Asynchronous Gossip is
given by the expression Messagesa(t1, t2):
Messagesa(t1, t2) = Ia(t1, t2) ∗ F a(t1, t2) (3.10)
To ensure that the number of new gossip messages in the two protocols is the same in any time
interval, we propose the following definition for fanout by equating Equations (3.9) and (5.12),








Lemma 3.7.1 Using F a(t1, t2) as in the Equation (3.11) ensures that the number of newly infected
nodes in the time interval [t1, t2] is the same in expectation as that in the PseudoSynchronous case
provided the number of nodes that were infected at t1 were the same in the two protocols. Thus,
if Uat1 = U
p
t1 , and F




Proof We assume that Uat1 = U
p
t1 . We have also observed that the number of new gossip messages
that are generated over time during this time interval is the same as in the PseudoSynchronous
case if we use F a(t1, t2) from Equation (3.11) as the fanout. Assuming that the gossip targets
are picked uniformly and randomly from the entire system , each uninfected node has the same
probability of infection in both the protocols.
Here, we prove our assertion using induction logic. Initially, Up0 = U
a
0 = N−1. Thus, t1 is 0 in
this case. Consider a time t2, we show that Uat2 = U
p
t2 in expectation. Since the number of possible
gossip targets is the same in the two cases, we can express the probability that a gossip message
infects one of them as 1Ua0 which is the same as
1
N−1 . Since gossip targets are picked randomly
but uniformly from this entire set, the expected number of new infections will be proportional to
this probability and the number of gossip messages generated during the particular time interval.
Since at the beginning, Up0 = U
a
0 , the probability of infection is the same and the number of new
gossip messages generated is also same due to our choice of fanout, the number of nodes which are
expected to be infected at the end of this interval will be the same.
When the next interval begins at time t2 in this case , we will again have Uat2 = U
p
t2 in ex-
pectation, hence the probability of infection by a gossip message will be the same,i.e., 1Uat1
. And,
since the number of new gossip messages generated will be the same in the interval, we can expect
that the number of nodes that are newly infected in this interval to be the same in the two proto-
cols.Continuing like this, we observe that if the number of uninfected nodes is the same in the two
models at the beginning of an interval of time and the number of new messages generated is also
the same, we can expect the number of uninfected nodes to be the same at the end of the interval
too.
We must stress here the fact that all the values we discuss in this proof are expected values
and differ from run to run, but on an average based on probabilistic analysis, we can claim that
using the time-dependent fanout will make the Asynchronous Gossip Model behave closely like the
PseudoSynchronous Model.
In Equation (3.11), we have expressed F a(t1, t2) in terms of Ia(t1, t2). Our goal is to compute
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F a(t1, t2) only in terms of PseudoSynchronous Gossip Model’s parameters. In the next section,
we discuss how the term Ia(t1, t2) can be expressed in terms of I
p
h(t1, t2) alone. Once this is done,
we have the time-based adaptive fanout for the Asynchronous Model in terms of our theoretical
PseudoSynchronous parameters which completes the mapping between the two gossip models.
3.7.2 HopContribution Values in Asynchronous Protocol
We have already pointed out that the HopContribution equations for PseudoSynchronous case do
not work accurately for the Asynchronous protocol due to hop-shift. Despite that, we are able to
find a relationship between Ia(t1, t2) and Ip(t1, t2).
CLAIM 1: Even if the individual HopContribution equations do not work accurately due to
hop-shift, the sum of the equations represents the number of nodes infected during the particular
time duration, i.e.,





Corollary 3.7.3 Equation (3.12) is true for Asynchronous Gossip but it is not necessary that
Iah(t1, t2) = I
p
h(t1, t2).
Proof In this case, we are using the fanout as defined in F a(t1, t2) as defined in Equation (3.11)
. We identify two cases, one when hop-shift occurs and when it does not. Assume that hop-shift
does not occur, then the protocol changes to PseudoSynchronous and the result follows. In this
case, we also have Iah(t1, t2) = I
p
h(t1, t2).
Now, assume that hop-shift occurs. We assume that at the beginning of the interval Uat1 = U
p
t1 .
Thus, we impose the condition that the number of uninfected nodes is the same in the two protocols
at time t1. In this case, during the interval [t1, t2] if a node is expected to be infected by a hop
h1 according to Equation (5.3) and Lemma (3.6.4), then either it has been infected by h1 or if
hop-shift has occurred, then it has been infected by a larger hop h2 causing hop-shift but either
way, it has been infected. The equation in Lemma (3.6.4) is not strictly obeyed anymore due to
hop-shift but Lemma (3.6.5) still holds true due the the previous argument that hop-shift means
infection though from a message that has traveled a higher number of hops. Hence, we can claim
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that in the interval [t1, t2], the number of nodes infected remains the same as predicted by the
HopContribution equations in the PseudoSynchronous case.
Thus, the fanout equation can be rewritten by combining equation (3.11) and Theorem (3.7.2)
as









Thus, the time-dependent fanout to be used in the Asynchronous Model can be expressed
in terms of parameters of PseudoSynchronous Model as presented in the Equation (3.13). We




2. do t1 ← 0 , t2 ← δ;
3. do new −messages←∑Hmax−1h=1 Iph(t1, t2) ∗ F ph+1 using Eq (3.9)
4. do new − nodes← Ip(t1, t2) using Lemma (3.6.5)
5. do fanout(t1, t2) ←new-messages/new-nodes using Eq (3.13)
6. do t1 ← δ , t2 ← 2 ∗ δ;
7. until new-messages==0
8. return
In summary, in this section we have shown a one-to-one mapping between the PseudoSyn-
chronous Gossip Model and the Asynchronous Gossip Model. This is achieved by developing a
notion of time-based fanout for the Asynchronous Gossip. Using such an adaptive fanout, we ex-
pect the behavior of Asynchronous Gossip to closely follow that of the PseudoSynchronous Model.
In the previous section, we showed how the PseudoSynchronous Model parameters can be com-
puted to obey a user defined infection pattern. Therefore, using the time-based fanout computed
as described in this section will result in the Asynchronous Gossip expected infection rate to follow
the user defined infection pattern over time. In the next section, we present our simulation results
to validate our analysis for both the Synchronous as well as the Asynchronous Gossip Models.
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0 599 1 n.a. 1 1 1-1 0
1 594 5 5 6 6 6-6 0
2 574 20 4.0891 26 26.0 25-27 0.55
3 494 80 4.4785 106 105.5 98-111 3.76
4 174 320 7.76 426 425.95 414-446 9.60
5 0.5 174 10.86 600 599.5 596-600 1.86
3.8 Simulations Results
In this section, we present our simulation results. We conducted the simulation using NS-2. The
topologies were generated using GT-ITM. First, we present the results for the Synchronous Gos-
sip. For our experiments on Asynchronous Gossip, we computed the delay distribution for the
actual NS-2 topology under consideration by calculating the actual shortest path delay using
static routing for all the node-pairs. This represents the delay distribution for 1 hop, delay(1, t).
We computed the delay distribution for the higher hops by the convolution operation on the delay
curve, i.e., Conv(delay(1, t), i) for i > 1. We elaborate on this further in the results section for the
Asynchronous Gossip Model. We begin with the Synchronous Gossip results.
3.8.1 Results on Synchronous Gossip
For the Synchronous Gossip, we generated a transit-stub topology ofN = 600 nodes. We considered
a case with 5 synchronous rounds and a possible infection of Is1 = 5, I
s
2 = 20, I
s
3 = 80, I
s
4 = 320 and
Is5 = 174 nodes for the 5 rounds. Using Equation (3.3), we computed the fanout values for each
of the round. These values can be fractional. Thus, if the value is 4.4, then sometimes we use the
value 4 and sometimes the value 5 such that over a set of possible runs, the expected fanout is 4.4.
Table 3.1 summarizes the infection pattern, the corresponding fanout values, compares the average
simulation results with the analytical values, presents the maximum deviations in individual runs
and the standard deviation over a set of 50 runs. Ssr,anal denotes the expected number of infected
nodes as the end of the round r, computed using our analytical model for Synchronous Gossip.
Ssr,sim denoted the average number of infected nodes we obtained during our simulations. The
range within which Ssr,sim varied is denoted by ‘S
s
r,sim Range’ in Table 3.1.
As we see from the Table 3.1, the use of variable fanouts in various rounds allows the user to
control the infection pattern, determine the number of rounds he wants to allow and accordingly
compute the fanout values. We see that the individual runs do deviate from the analytical values
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but the average over a set of runs seems to converge to the theoretical values. Table 3.1 also
summarizes the maximum deviations we observed in our experiments and the standard deviation.
Overall, the expected values do faithfully respect the theoretical model.
3.8.2 Results on Asynchronous Gossip
For the Asynchronous Gossip, we let the user specify the number of infected nodes he desires at
particular time instants as ordered pairs (t, St). Using this information, we fix the number of hops
we want to allow by using the same number of hops as the number of points specified by the user
or interpolate accordingly so that it suits our timing requirements. Using this information and the
delay distribution function for various hops, we compute the PseudoSynchronous hop-based fanout
and HopContribution values as described in Section 3.6 and then compute the time-dependent
fanout for the Asynchronous Gossip using Equation (3.13) which is discussed in Section 3.7.
For our experiments, we use a N = 600 node topology generated using GT-ITM in NS-2.
We compute the delay distribution for various hops as described before. We consider an exam-
ple where the user provides an arbitrary infection pattern samples at 5 time intervals which are
(5,100), (7.2,200), (10,350), (11,400), (14,510). Using this information and the delay distributions,
we compute the corresponding Ush, I
p
h(0,∞) and F ph for the 5 possible hop values using the algo-
rithm (PseudoSync). Figure 3.4 shows the delay probability distribution curves for the 5 hops
based on NS-2 topology delays. Table 3.2 summarizes the values of the PseudoSynchronous Gossip
parameters. We would like to stress that the gossip infection process begins at time 0 when the
source gossips to F p1 nodes and from there on the nodes follow the time-based fanout Fa(t). This
is evident in equation (3.13) where the number of messages is computed using fanout values from
hops 2 to Hmax while the number of nodes is computed over all hops. Whether we include the
constant number of messages generated at time 0 is not important as we compute fanout based on
incremental values hence the constant term gets canceled out. Once we have computed the param-
eters for the PseudoSynchronous Protocol as shown in Table 3.2, we migrate to the Asynchronous
Protocol. Using Equation (3.9) and Lemma 3.6.5, we compute the number of messages and the
number of infected nodes at any time t in the PseudoSynchronous protocol. Using these two set
of values, we finally compute the time-dependent fanout for the Asynchronous Gossip.
We compute the fanout in the following way. In this example, we have chosen 10 time-intervals
to compute 10 fanout values, one for each interval. From the analytical model, we see that all of






















Time t in 100s of ms
Delay PDFs for different hops
delay pdf for hop 1
delay pdf for hop 2
delay pdf for hop 3
delay pdf for hop 4
delay pdf for hop 5
Figure 3.4: Delay PDFs for 5 hops for the NS-2 topology
Table 3.2: Computation of PseudoSynchronous Parameters Using User Input and Delay PDFs







5,100 1 0.086 0.91 547.78 51.21 51.21
7.2,200 2 0.162 0.82 450.75 97.04 2.276
10,350 3 0.254 0.66 298.42 152.33 2.54
11,400 4 0.249 0.50 144.39 149.03 2.715
14,510 5 0.166 0.33 49.72 99.43 4.406
messages and the 5th hop does not generate any new messages as nodes infected by 5-messages
do not gossip. Hence, we divide 17 seconds into 10 intervals of 1.7 seconds each and compute
the fanout as the number of new messages generated in this interval divided by the number of
newly infected nodes in the same interval as described in (ComputeFanout). How to choose the
interval and whether all the intervals should be of equal length is an interesting question which
we wish to investigate in our future research. We believe that we should try to keep the fanout
values small so that the theoretical model is faithfully obeyed without much deviation. Table 3.3
summarizes the steps in computing the fanout Fa(t) for the 10 time intervals in our example.
Figure 3.5 depicts the time-dependent fanout in our example. The y-axis is the value of the
fanout. The x-axis denoted time in 100s of milliseconds. For example, a value of 20 on the x-axis
denotes a time value of 2000 milliseconds, i.e, 2 seconds. Figure 3.6 depicts the actual execution


















Time t in 100s of ms
Fanout f(t) versus time t
"fanout"
Figure 3.5: Adaptive Fanout as a function of time
pattern computed from the PseudoSynchronous Model. The vertical impulses in Figure 3.6 show
the user input. We see that the Asynchronous Gossip follows the user’s requirements in terms of
infection pattern at the 5 points specified by the user reasonably well. We also depict the maximum
deviation from the average that occur in individual runs using the yerrorbars. We computed the
standard deviation for the data samples at each interval of 1 second from 0− 15 seconds given by
[0, 2.2, 4.0, 4.9, 5.9, 8.2, 10.0, 9.98, 12.1, 13.2, 12.3, 10.0, 9.2, 7.7, 8.3, 8.7]. We see that, on an
average the simulation results closely follow the analytical model. Thus, we are able to predict the
performance of the gossip protocol with reasonable accuracy. We did our experiment for 5 other
random user inputs and estimated the error between actual time taken and the user input values.
We found the average error to be around 1.7% with the maximum error around 3%. The protocol
follows very closely for most of the time and mostly deviates towards the end when most nodes are
infected and in periods following high fanout values. We do believe that we should try to keep the
fanout values within a time interval low. We already mentioned that this can reduce the message
overhead. However, since our protocol depends on generating the same number of messages and
infections within a time interval, using a larger fanout may lead to extra messages and infections.
This phenomenon may cause unexpected deviations from what we expect. Thus, we believe that
if the time-dependent fanout is designed to have small value, the asynchronous protocol will be
































Max-Min Error In Simulation
PseudoSynchronous Infection Pattern
User Input
Figure 3.6: Asynchronous Gossip Protocol Performance
In summary, we believe that fanout is the critical design parameter in designing gossip protocols
with a goal of offering a more predictable performance. We have designed and verified a round-
based fanout for Synchronous Model and time-based fanout for the Asynchronous Model which
follows our analytical model quite accurately.
3.9 Summary and Future Work
We described two gossip models, namely the Synchronous and the Asynchronous. We showed
how the behavior of the two models can be made predictable with respect to time. Based on a
user defined infection pattern which controls the rate of spread of gossip infection process over
round/time, we show how to compute the fanout parameter analytically. Defining a concept of
adaptive fanout allows us to control the behavior of gossip. To assist our analysis, we developed a
hypothetical PseudoSynchronous Model. There exists a correspondence between the Synchronous
and the PseudoSynchronous Models. Yet, the difference exists in the sense that PseudoSynchronous
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Table 3.3: Computation of Asynchronous Gossip Fanout f(t)
[t1, t2] new-messages new-nodes Fanout f(t)
(0,1.7) 22.76 10.94 2.081
(1.7,3.4) 91.14 39.27 2.321
(3.4,5.1) 133.114 53.347 2.495
(5.1,6.8) 205.92 76.209 2.702
(6.8,8.5) 264.526 88.741 2.981
(8.5,10.2) 299.918 91.823 3.2662
(10.2,11.9) 248.470 79.454 3.127
(11.9,13.6) 126.082 58.681 2.148
(13.6,15.3) 35.248 33.781 1.043
(15.3,17) 4.406 13.920 0.317
(17,18.7) 0.0 3.424 0.0
Model captures the behavior as a function of time. We map the PseudoSynchronous Model to the
Asynchronous Model using time-dependent fanout which ensures the behavior of the Asynchronous
Gossip follows a user defined infection pattern with high probability. We are able to quantify fanout
to control the gossip infection closely and allow the user to fine-tune this parameter to meet his
needs.
We are also able to identify certain issues which need further investigation. In a real network,
the network delays are heterogenous, i.e., inter-node delays vary over time. Since the performance
of the Asynchronous Gossip is sensitive to the accuracy of the delay distribution, it is important
to update the 1-hop delay distribution frequently. Since our time-dependent fanout calculation is
centralized, the delay distribution can be updated at the source node frequently, which then can
recompute the delay distribution for multiple hops via convolving the 1-hop delay distribution, and
using that, recalculate the updated time-dependent fanout. Efficient and distributed approaches
to efficiently compute the network delay distribution need to be designed.
The issue of good user inputs needs to be investigated as well. We also notice that choosing
the time interval for computing the fanout needs further investigation. This interval need not
be fixed and can be chosen appropriately so that the fanout values are small which is important
for the accuracy of Asynchronous Model. There is a possibility of developing soft real-time data




With the emergence of large-scale peer-to-peer distributed applications such as publish-subscribe
systems [38], file sharing [103, 113], replicated databases [33], designing scalable protocols has
become an important challenge, particularly, when taking into account the ever-increasing group
size and the dynamic nature of such applications. We have discussed earlier as to how deterministic
tree-based application layer multicast protocols do not scale well with increasing system size and
perform badly, particularly under network dynamics and node/link failures. Although, epidemic
protocols solve some of the problems that the more deterministic counterparts face, their scalability
and performance can be further enhanced by optimizations. A well-known technique to tackle the
scalability challenges in large distributed systems is to organize a large unstructured system into a
well-defined hierarchy or clusters of group nodes based on some performance criterion like latency
or transmission overhead.
In Chapter 3, we presented the Asynchronous Gossip Model with smaller data dissemination
latency compared to the Synchronous Gossip Model. In addition, we showed that the Asynchronous
Gossip Protocol’s data dissemination rate, measured as the number of infected nodes as a function
of time, can be made predictable (on an average of multiple runs) using adaptive time-based fanout.
Our simulation-based experiments demonstrated this claim. However, if the number of nodes in
the system is large, and the inter-node latencies for one hop span a large range of values, we expect
the actual gossip dissemination rate to vary significantly from run to run. If, however, the system
size is small and the inter-node latencies are predictable and lie within a small range of values,
i.e. low variance, we expect the variance in the gossip infection rate to be low, thus, making the
Asynchronous Gossip more predictable. Thus, our idea is to group the system nodes into clusters
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such that the inter-node latencies are small and lie within a small range of values. One approach
to achieve bounded inter-node latencies within a system running Asynchronous Gossip is to cluster
nodes based on inter-node latencies, where nodes close to each other belong to a particular cluster.
This way, we can ensure that nodes within a cluster have similar latencies. Using this approach,
we can use Asynchronous Gossip to disseminate data over a network in an efficient and predictable
fashion with low latency.
In this chapter, we present a Hierarchical Gossip Protocol, where nodes are organized into
multiple clusters based on inter-node latency. Our key objective is to improve the predictability
of the Asynchronous Gossip Protocol. We show how organizing nodes into multiple clusters and
using a separate instance of Asynchronous Gossip in each cluster leads to improved predictability
of Asynchronous Gossip. It also improves the performance of Asynchronous Gossip in terms of
latency of data delivery and number of gossip transmissions required.
In Hierarchical Gossip, nodes with smaller inter-node latency are grouped into the same cluster.
Within each such cluster, we run an instance of the Asynchronous Gossip Protocol. We compare
our hierarchical gossip protocol with a naive flat global approach where all nodes belong to a single
cluster . We call this the Global Gossip as opposed to hierarchical gossip. We show that organizing
nodes into clusters leads to improvements in the performance of the gossip protocol. The overall
data dissemination latency is reduced substantially in the hierarchical case. At the same time,
the performance of Asynchronous Gossip is more predictable with less variance from run to run.
Since the number of gossip transmissions is a function of the system size, using multiple small
sized clusters leads to fewer messages compared to a single large network. Thus, our hierarchical
gossiping approach takes advantage of the Asynchronous Gossip Model to improve gossip data
dissemination in terms of speed of data delivery, predictability and transmission overhead.
4.1 Introduction
In the previous chapter, we focused on one of the key drawbacks of gossip protocols, namely, high
and unpredictable latency of data delivery. We proposed new gossip algorithms to alleviate the
problem of high and random latency. In this chapter, we show how the latency of data delivery
to all nodes can be further reduced by clustering the group nodes into multiple clusters where a
cluster node’s message propagation delay to a node in the same cluster is smaller than to a node
in another cluster. We run multiple instances of gossip, one in each cluster, thus infecting cluster
members in parallel rather than using a single gossip instance for the entire system. Specifically,
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we extend our work from Chapter 3 and implement the Asynchronous Gossip Protocol for each of
the clusters in our system to obtain faster and predictable message delivery latency. Firstly, we
validate our Asynchronous Gossip Model by implementing and testing its performance on a static
network which is clustered into multiple clusters based on inter-node latency criterion. Secondly, we
show that the performance of Asynchronous Gossip in the hierarchical system is more predictable
(low variance from run to run) compared to a single global system (global gossip). We provide the
details of our clustering and gossip protocol in Section 4.3.
Organizing system nodes into a hierarchy or clusters is a well-know approach to increase scal-
ability and performance. The inherent organization of the Internet is structured as a hierarchy
of domains, such as the ASs, Class A/B/C networks, subnets, local Ethernet, etc. Push gossip
protocols that view the entire group as one entity lead to excess inter-domain traffic crossing the
routers. Designing protocols that are not oblivious of the network topology by organizing them in
domain-based hierarchy can reduce this traffic. Not only does this reduce the message overhead
but also allows other non gossip-based applications to share the network better. Thus, exploiting
hierarchy not only increases scalability but also improves performance. In our work, we organize
nodes into clusters based on inter- node latency and use push gossip to disseminate data to all
nodes with high probability. We use techniques from network coordinates and a well-known clus-
tering algorithm called k-means clustering to organize the nodes into multiple clusters based on
latency.
The rest of the chapter is organized as follows. Section 4.2 discusses the related work on topic
like network coordinates, clustering techniques and applications that use hierarchical clustering of
nodes to improve performance and scalability. In Section 4.3, we describe our approach to organize
clusters and the way gossip is applied to disseminate data through cluster nodes. In Section
4.4, we discuss the implementation of Asynchronous Gossip in the various clusters. Following
that, in Section 4.5, we discuss our experimental results on clustering and latency performance
of hierarchical gossip versus global gossip on a set of Planetlab nodes. Finally, we conclude this
chapter in Section 4.6.
4.2 Related Work
Large-scale distributed applications need latency information to make network-aware routing de-
cisions. Collecting these measurements, however, can impose a high burden. Network coordinates
are a scalable and efficient way to supply nodes with up-to-date latency estimates. In this sec-
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tion, we present an overview of research in the areas of network coordinates and clustering of
peer-to-peer hosts.
4.2.1 Network Coordinates
Distributed applications such as server selection from among a set of replicated servers [104],
content distribution and file sharing applications [1, 4] can greatly benefit by estimating network
latencies and using proximity information to improve performance. A straight forward approach
to obtaining distance information in the Internet is to use programs like ping or traceroute to do
end-to-end delay estimation. The problem with direct probing and measurement is the overhead
incurred by additional messages and processing needed, which renders such methods unscalable
for large networks. In recent times, a new approach to estimate network distance has evolved,
namely the Network Coordinates, also referred to as Synthetic Coordinates. In this approach,
the network hosts are mapped onto a multi-dimensional coordinate system where the distance
between a pair of nodes is obtained using a simple mathematical function of the coordinates, for
instance, the Euclidean distance. The advantage of using synthetic coordinates is that there is no
need for frequent measurements. The synthetic coordinates can be simply queried from an already
deployed service running on the Internet hosts. Examples of such synthetic network coordinate-
based systems are Vivaldi [30], GNP ( Global Network Positioning ) [92], IDMaps [42], PIC [29],
King [48], triangulated heuristic [94], big bang simulations [111], lighthouses for distributed location
[99], etc.
IDMaps was the pioneering work in network distance measurement which uses special HOPS
servers maintain a virtual topology of the internet and nodes can query these servers to obtain
network distance estimates. IDMaps assigns special hosts as Tracers and places them at strategic
points. The distance between two hosts X and Y is measured as the sum of the distances between X
and its nearest Tracer host T1, Y and its nearest Tracer host T2 and between T1 and T2. King [48]
uses a similar idea and approximates the distance between two nodes as the distance between the
closest DNS servers that exist near the two nodes. PIC and GNP address the problem of estimating
network distances in peer to peer networks. GNP proposes a coordinate-based approach where
the real network is mapped to virtual one where every node is assigned a coordinate in a multi-
dimensional space. The distance between any two nodes is computed by evaluating a distance
function over the coordinates of the the two nodes. However, like IDMaps, GNP always uses
a fixed set of landmark nodes just like the tracers to obtain the coordinates by minimizing an
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optimization function. Unlike GNP, PIC also measures inter-node latencies between members of
a peer to peer system but does not need any landmark nodes. Any nodes can be chosen but the
accuracy of measurement depends on the choice. Vivaldi [30] is another network coordinate system
which is fully distributed and does not require any landmark nodes. Vivaldi also introduces the
concept of height vectors, which further improves the accuracy. In this work, we use the distributed
version of Vivaldi to compute the network coordinates of Planetlab nodes which we use for our
clustering algorithm.
4.2.2 Clustering Approaches in Internet
Clustering is the classification or the partitioning of a data set into subsets, so that the data in
each subset (ideally) share some common property. The property is often proximity according to
some defined distance metric. Clustering is a very generic technique used in many areas such as
data mining, pattern recognition, bioinformatics. In our work, we are interested in clustering nodes
into subsets based on inter-node distance. Many other work have also applied clustering of nodes
based on topological information, by measuring network latencies or by using network coordinates.
We summarize some of the key examples in this subsection.
Most of the proposed Internet host clustering techniques in the past have been application
specific. Protocols like gossip-style failure detector [116] and Directional Gossip [77] bias gossip
partner selection to reduce network traffic and increase reliability respectively, thus taking advan-
tage of the underlying topology. Hierarchical gossiping algorithms have been applied for managing
distributed systems [105] and filtering publish-subscribe content [38]. The above mentioned proto-
cols depend on the actual membership distribution over the network and require parameter tuning,
thus are application specific.
A simple approach to clustering nodes is to use similar prefix length matching of IP addresses.
Nodes with the same first n bits of their IP address are likely to be in the same domain, and thus,
are clustered together. A modified approach [73] combines network prefixes with BGP network
mask information to cluster nodes. Another approach [17, 48] is to cluster nodes based on the
DNS server they access most frequently. However, this leads to static clusters over time and
usually, the DNS usage pattern is not available to web clients. Gupta et. al. present an adaptive
and hierarchical gossip protocol by clustering nodes using a LeafBox Hierarchy construction [52].
Clustering has also been studied as a graph-theoretic problem. MLC [115] presents a centralized
clustering protocol which may not be very useful in network clustering applications. SDC [76]
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enhances an accuracy metric proposed in [115] to design a graph-theoretic distributed clustering
protocol.
With new ideas in network measurements and network coordinates, clustering nodes can take
advantage of these techniques. To construct a topologically aware overlay, Ratnasamy et. al.
propose a binning strategy, in which, all nodes measure distance from a set of well-known landmark
nodes. Nodes with similar order of distance are then clustered together. With network coordinates,
the advantage is that nodes do not have to measure network distances to any landmarks. The nodes
can take advantage of an already deployed network coordinate estimation infrastructure by simply
querying. Since the network coordinate based infrastructure assigns every node a set of coordinates
in a multi-dimensional coordinate space, one can apply standard clustering techniques [56] such
as k-means clustering [82], hierarchical clustering [61, 85, 110], QT clustering [54], etc to group
nodes based on latency. Agrawal et. al. [7] use the network coordinate infrastructure to cluster
p2p nodes using a hierarchical network delay measurement technique as well as using k-means
data clustering. Similarly, Highways [78] constructs a location-aware clusters on top of a network
coordinate infrastructure.
Since the network coordinate based infrastructure assigns every node a set of coordinates in
a multi-dimensional coordinate space, one can apply standard clustering techniques [56] such as
k-means clustering [82], hierarchical clustering [61, 85, 110], QT clustering [54], etc to group nodes
based on latency. Agrawal et. al. [7] use the network coordinate infrastructure to cluster p2p nodes
using a hierarchical network delay measurement technique as well as using k-means data cluster-
ing. Similarly, Highways [78] constructs a location-aware clusters on top of a network coordinate
infrastructure.
The knowledge of network coordinates makes it very easy to compute the network distance
between nodes, which is a fundamental step in clustering. Also, our experiments were conducted on
a static network where the number of active PlanetLab nodes is known in advance. These factors
motivated us to choose a well-known clustering method, i.e., the k-means clustering algorithm.
Usually, there are two fundamental approaches to such a clustering problem. The first approach
is hierarchical clustering [61, 85, 110] which find successive clusters using previously established
clusters. Hierarchical clustering algorithms can be either bottom-up or top-down. The other
approach is partitional clustering algorithms which typically determine all clusters at once, but
can also be used as top-down algorithms in the hierarchical clustering. Examples of such algorithms
are QT clustering [54] and k-means clustering [82, 131]. QT clustering is an application specific
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algorithm used for gene clustering and is a more compute intensive algorithm than k-means. k-
means is more generic, has wider applicability and has many dynamic variants like the diameter-
constrained k-means [93, 131].
In our work, we only have one level in the hierarchy of clusters. Each cluster has a leader and
all the cluster leaders form a mesh network. We start with one big cluster and keep splitting it
into two till our diameter and cluster size constraints are met. At any step, we split a given cluster
into exactly two and all the nodes are within the parent cluster are grouped into two clusters
at one step. Thus, we can take advantage of a partitional clustering algorithm with a top-down
divisive approach of the hierarchical algorithms. Hence, we chose to use k-means algorithm for
our clustering with k value of 2 at each step. k-means clustering is a well studied algorithm with
many variants which include diameter-constrained k-means [131] and k-means clustering where
nodes can join and leave dynamically using the online k-means clustering algorithm [86]. Thus, it
is possible to adapt the k-means algorithm under dynamic network conditions and take advantage
of network coordinates. These advantages prompted us to choose k-means clustering for our work,
however, other approaches can be equally acceptable.
4.2.3 Network Coordinates on Internet
Many Internet applications can benefit from the knowledge of round-trip delays to other nodes
without actual measurements. The first peer-to-peer networks were designed with objectives of
fair load and data distribution. The node links in such network-oblivious overlays are established
based on identifiers in a logical space, which does not reflect the actual physical distances in the
real network. Examples of such network-oblivious overlays are Chord [113] and unstructured over-
lays like Gnutella. To improve the performance of routing, proximity-aware overlays use network
information in choosing nodes from routing tables. Examples of such proximity-aware DHTs are
Pastry [107] and Tapestry [129]. Yet another focus of research is to depart from using the logical
space to construct the overlay. Instead, the topology can be constructed using the actual node
distance thus exploiting the actual network topology.
There are two approaches to design network-aware overlays, namely, the reactive approach
where measurements are made on a need to measure basis and a proactive approach where nodes
periodically perform measurements in the background to maintain up-to-date routing state. At the
same time, one can choose between direct measurements or using synthetic network coordinate. An
example of a reactive approach with direct measurement is Meridien [124] which is a peer-to-peer
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overlay network for performing location-aware node and path selection in large-scale distributed
systems. An example of a proactive, network-aware overlay which uses direct measurements is Tulip
[6]. In contrast, Mithos [121] is a proactive network-aware overlay which uses network coordinates
where each node calculates a static coordinate and maintains links to its immediate neighbors in
every direction over which data is relayed in a greedy fashion. In our work, we make use of an
already deployed proactive Network Coordinate measurement service.
There has been some work on deploying applications measuring network coordinates in the In-
ternet. Pietzuch et. al. [101, 100] argue that network-aware overlays based on network coordinates
are a promising idea and deploy a supporting service, Pyxida [3], on Planetlab [5] that enables
applications to query network coordinates of a given planetlab node.
Chen at. al. [27] present a network coordinate-based node clustering protocol based on trian-
gulated heuristics. They experiment on planetlab nodes and find that network coordinate based
clustering indeed clusters node based on their geographical location. In Genius [95], the authors
implement a location-aware gossip which takes advantage of Vivaldi coordinates which provides the
underlying topology information, thus, alleviating the necessity to utilize BGP or other router-level
topology information.
In the next section, we describe our hierarchical gossip protocol in detail.
4.3 Hierarchical Gossip Protocol
Recall that in our data dissemination model, we have one source and N interested recipients. In a
flat push gossip protocol, the source initiates the gossip protocol by forwarding a new message to a
group of randomly chosen nodes from among the N nodes, which repeat the process until all nodes
get infected with high probability. In our hierarchical gossip protocol, we cluster the N nodes into
subsets and there is a gossip instance running in each of the subsets in parallel. Since the source
is active throughout the gossip process, we let the source be responsible for the clustering process.
Thus, the clustering algorithm is centralized. We are using network coordinates infrastructure to
estimate the latencies between nodes. Also, using a standard clustering algorithm such as the
k-means clustering algorithm ensures that clustering can be done locally by just the knowledge
of the network coordinates. The source has a knowledge of the network coordinates of all the
N interested recipients which it keeps updating periodically to reflect the change in coordinate
values. To estimate the network coordinates of the nodes, we let the participating nodes measure
the RTT using ping to a random subset of nodes. The source node collects these RTT values and
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runs a distributed Vivaldi algorithm to compute the network coordinates for the nodes. These
network coordinates are then used to cluster nodes using k-means clustering algorithm. We first
review k-means clustering algorithm and discuss how to use it to cluster nodes in our hierarchical
protocol.
4.3.1 K-means Clustering
The k-means clustering algorithm is an approach to cluster objects based on attributes into k
clusters. The value of k is the input to the algorithm. It assumes that the object attributes form a
vector space. The objective function it tries to achieve is to minimize total intra-cluster variance,






(xj − µi)2 (4.1)
where there are k clusters Ci, i = 1, 2, . . . , k and µi is the centroid or mean point of all the points
xj ∈ Ci.
The k-means algorithm constitutes of the following steps:
• Step 1: Choose k nodes into the space represented by the nodes that are being clustered.
These k nodes represent initial group centroids.
• Step 2. Assign each node to the group that has the closest centroid.
• Step 3. When all nodes have been assigned, recalculate the positions of the k centroids by
taking into account the k cluster members.
• Step 4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation
of the nodes into groups from which the metric to be minimized can be calculated.
The key drawback of k-means clustering is that k has to be specified beforehand. The algorithm
is also highly sensitive to the randomly selected cluster centroids at the beginning and the end
result depends on this initial choice. In our case, since N is a variable and we cannot know the
number of clusters needed to group the N nodes (based on latency constraints) in advance, it is
hard to estimate k beforehand. Therefore, we take an approach where k can be adjusted as and
when needed. We begin with exactly one cluster and split it into sub-clusters based on design
criterion like latency and cluster size. We elaborate on this in the next subsection. To counter the
effect of random choice of initial centroids, k-means clustering can be repeated a few times so as
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to obtain well balanced clusters. The final set of clusters can be chosen from a set of executions of
the k-means clustering protocol.
4.3.2 Clustering Protocol
In our centralized clustering algorithm, the source has the knowledge of all the recipient nodes’
network coordinates. The source clusters the N recipient nodes into clusters as follows. To begin
with, all the N nodes are clustered into a single cluster. We first describe the criterion we use to
cluster the N nodes.
In Chapter 3, we used Rmax to denote the maximum inter-node latency between any pair of
nodes in the network of N nodes. Here, we fix Dmax as a fraction of Rmax, i.e., Dmax = fRmax
such that 0 < f ≤ 1. In such a situation, there will be node pairs that will violate the cluster
diameter constraint. The cluster diameter is defined as the the maximum inter-node latency among
all pairs of nodes within a cluster. In such a case, we invoke the k-means clustering algorithm on
the cluster with the value of k set to 2 to obtain two new clusters. Note that the choice of initial
cluster centroids makes a difference to the resulting cluster sizes and members. The k-means
clustering algorithm can be repeated multiple times so that a more even distribution is obtained.
This process of breaking a cluster into two can be repeated until the latency constraint is obeyed.
We set certain rules based on which the clusters can be further broken into sub-clusters or
merged together to form a bigger cluster. The criterion we use is upper bounds on the diameter
of the cluster. This threshold on diameter is denoted by Dmax. We also make sure that clusters
are not too big or too small. We set the maximum cluster size as Nmax and the minimum cluster
size to Nmin. The various thresholds for clustering are defined as follows.
Definition Dmax is the maximum permissible inter-node latency within a cluster.
Definition Nmax is the maximum permissible number of nodes within a cluster.
Definition Nmin is the minimum permissible number of nodes within a cluster.
If the cluster size grows beyond Nmax, the cluster is broken into two by invoking another
instance of k-means clustering with k set to 2. Similarly, if the number of nodes in a cluster
becomes less than Nmin, we merge the cluster member to a bigger cluster and invoke k-means
clustering again with k set to 2. If the clustering leads to uneven sized clusters, we attempt the
process again by picking up other initial nodes as centroids. Thus, by recursively applying k-means
clustering (k = 2) on the initial cluster of N nodes according to the constraints on cluster diameter
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and cluster size, we obtain a set of clusters such that the number of nodes within a cluster is
between Nmin and Nmax and the maximum internode latency is bounded by Dmax.
4.3.3 Cluster Leaders
Each of the final clusters has a cluster leader which acts as an intermediary between cluster nodes
on one hand and the source plus the other clusters on the other hand. The cluster leader is the
node that is the closest to the cluster centroid among all the cluster members.
We want to ensure that gossip starts in each of the clusters as soon as possible. The source
fanout may not be enough to send messages to each of the cluster leaders. Therefore, we let the
cluster leaders keep information about all the other cluster leaders by forming a mesh structure. In
addition to initiating gossip within its own cluster, a cluster leader also gossips messages to other
cluster leaders. This additional enhancement adds a bit of redundancy but ensures that gossip
starts fairly quickly in all clusters and also provides robustness to message losses in the network.
Nodes other than the cluster leaders do not gossip beyond their own cluster. Next, we describe
the gossip protocol used to disseminate information to all the clusters.
4.3.4 Membership Information
In the case of flat gossip with global membership, each node stores a membership list which is
basically the list of all N nodes. In the case of hierarchical gossip, each node requires a knowledge
of all nodes present in its own cluster including the cluster leader of the cluster it belongs to. Thus,
each node maintains only a fraction of membership information compared to that in the global
case. The membership knowledge is propagated through control messages from source to cluster
leaders and from cluster leaders to cluster members.
4.3.5 Gossip Protocol
The hierarchical gossip protocol functions as follows. The source keeps track of the cluster leaders
of each of the clusters. To reduce the latency as much as possible, the goal should be to initiate
the gossip process as soon as possible in each of the clusters. Therefore, we use two strategies.
The source initiates the gossip process by picking a fixed number of nodes from among the the
cluster leaders thus ensuring that all its gossip messages infect nodes in different clusters. Since the
number of clusters may be larger than the source fanout, we ensure that cluster nodes randomly
pick gossip partners among themselves also. This adds redundancy against messages losses as well
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Figure 4.1: Hierarchical Gossip Setup
as increases the chance of gossip starting in each of the clusters quickly. In addition, each of the
cluster leader, initiates gossip within its own cluster which is like the usual flat push gossip as
discussed earlier. Within a cluster, upon receiving a gossip message from the cluster leader, the
infected nodes simply forward the message to a random set of nodes picked from their membership
view, like before.
In our experiments on global gossip, we pick the node closest to the cluster center as the source.
We use the same source as for hierarchical gossip also. The choice of source does not matter in
our protocol since gossip is completely random and different source messages take different paths,
hence, spanning a large possible range of paths. The pattern of infections will be different for each
run and over a set of runs, many possible paths and sequences will occur independent of the choice
of source.
We show the setup of hierarchical gossip in Figure 4.1. The example shows four clusters. Each
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cluster has a cluster leader. The cluster leaders have a knowledge about other cluster leaders in
the system. The source initiates the gossip process by sending the message to a randomly chosen
cluster leader. This is marked by the arrow and indexed with the number 1 which counts the
number of hops a gossip message has traveled away from the source. When the cluster leader
receives the message, it gossips to other cluster leaders and initiates Asynchronous Gossip within
its own cluster. This is marked by arrows indexed by 2 in the figure. The other cluster leaders
repeat this process by gossiping to other cluster leaders and initiating Asynchronous Gossip within
their own clusters. The steps can be traced by following the messages as they travel through hops
3 and 4.
4.3.6 Advantages of Hierarchical Gossip
In this section, we discuss how hierarchical gossip improves the performance of push gossip in
terms of latency compared to global gossip. In general, hierarchical protocols lead to reduction in
message overhead. This can be understood as follows.
In the case of global gossip, O(N lnN) transmissions of a message are needed to infect all
N nodes with high probability. Consider a hypothetical situation to understand the benefits of
hierarchical gossip. We assume that the N nodes have been organized into m clusters of equal size.
Using push gossip in each of the cluster implies on an average O(Nm ln
N
m ) transmissions per cluster.
Thus, the total number of transmissions become O(N ln Nm ) which leads to a saving of O(N lnm)
transmissions overall.
The key advantage of our hierarchical gossip is that it improves the performance of gossip
protocols in terms of latency of data delivery to all nodes substantially. Consider the case of global
gossip with maximum inter-node latency of Rmax. Assume that we use a constant fanout F for
each hop and that, the global gossip requires hF hops to infect all nodes with high probability.
Thus, the worst case latency of delivery of data to all nodes can be bounded by hFRmax.
Now consider hierarchical gossip with m clusters each with Nm nodes. Assume that the diameter
of each of the m clusters is bounded by Dmax = fRmax where 0 < f ≤ 1. Using the same value of
fanout F in each cluster, we can estimate the maximum number of hops required in each cluster.
Consider the maximum of these values as hm, where hm < hF . The worst case latency of message
delivery in a given hop is thus bounded by fhmRmax after the gossip is initiated in the given
cluster. Let the maximum delay after which gossip has begun in each of the clusters be denoted
by δ. Thus, the total savings in latency in hierarchical gossip can be approximately computed as
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hFRmax − (δ + fhmRmax) (4.2)
In the following section, we explain how we implement Asynchronous Gossip within each of the
clusters.
4.4 Implementing Asynchronous Gossip in Hierarchical Gos-
sip
In the hierarchical gossip, we have one source and N − 1 receivers. These N − 1 receivers are
clustered into, say m, clusters. Each of the m clusters has a leader. Therefore, there are m cluster
leaders and N −m− 1 cluster members. The cluster leaders act like gossip sources for the cluster
members belonging to their cluster.
Assume that the number of nodes within a given cluster is ni for 1 ≤ i ≤ m such that∑m
i=1 ni = N − 1. Thus, a cluster j has one cluster leader and nj − 1 cluster members. The
source node (responsible for clustering) has information about the network coordinates of each
of the nodes. Since the source node runs the k-means clustering algorithm, it has the knowledge
about the members for each of the m clusters as well as the cluster leaders. Using this information,
the source computes the delay distribution for one hop using the inter-node latencies between
cluster members. The source does this for each of the m clusters. This delay distribution can
be used to obtain the pdf and cdf of the 1-hop delay distribution for higher hops as explained in
Chapter 3. Recall, that this can be done using the convolution (for computing pdf for higher hops)
and integration (for computing cdf) operations on the 1-hop pdf. We next describe the steps to
implement the Asynchronous Gossip Protocol in each of the m clusters.
To obtain a bounded latency performance, we fix the maximum latency that we can allow for
transmissions to reach all nodes within a cluster with high probability. We denote this value as
Lmax. Using Lmax and the cluster diameter information, the source determines the maximum
number of hops that a gossip transmission can be allowed to travel within a given cluster. For a
cluster i with a cluster diameter di, the maximum number of hops permissible is given by bLmaxdi c.
The number of permissible hops can be different for different clusters. Once the number of hops
is determined, the source determines a hop-based infection pattern to ensure that all the ni − 1
cluster members ( for cluster i) can be infected within the specified number of hops. Using this
infection pattern, the hop-based PseudoSynchronous parameters are determined. The infection
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pattern is used to determine the values the Ih (number of infected nodes in hop h), Uh (number
of nodes that are not yet infected in hop h) and Fh (fanout to be used in hop h) for each of the
permissible hops. Using these values and the delay distribution cdfs, we compute the values of
Mh, Ph and Ph,t for each of the hops as described in Section (3.6.1). Note that we have dropped
the superscript P here which represents the PseudoSynchronous Gossip Model. Finally, using the
PseudoSynchronous parameters, the time-dependent adaptive fanout to be used for a given cluster
is obtained as described in Section (3.7) of Chapter 3. This algorithm is repeated for each of the
m clusters. This time-based fanout information is then transmitted to the cluster leaders and the
cluster members who use this information to choose the gossip fanout as a function of time. In
addition, the cluster members have the knowledge of cluster members and cluster leader of the
cluster to which they belong. The cluster leaders also have the knowledge of all the other cluster
leaders.
We have explained above how the Asynchronous Gossip can be implemented in each of the
clusters independently. The source initiates the gossip process by sending a gossip message to a
randomly chosen cluster leader which in turn, initiates Asynchronous Gossip in its own clusters.
In addition, the cluster leaders gossip to other cluster leaders which initiate the Asynchronous
Gossip Protocol within their own clusters as soon as they are infected. In the following section, we
provide experimental results to demonstrate the performance benefits of hierarchical gossip over
global gossip.
4.5 Experiments on PlanetLab
We conducted our experiments on hierarchical gossip on the PlanetLab [5]. PlanetLab is a global
research network that consists of hundreds of nodes at diverse locations worldwide and supports
the development of new network services. PlanetLab has been used to develop new technologies
for distributed storage, network mapping, peer-to-peer systems, distributed hash tables, and query
processing. We begin by explaining the steps taken in evaluating Hierarchical Gossip on PlanetLab.
The first step is to pick a set of active PlanetLab nodes with good delay response time. For
this, we used the Comon [2] project to select a set of active nodes. At each of these active nodes,
we loaded a program which computes the RTT values to every other active node. We noticed that
a small fraction of these nodes could only reach a few other PlanetLab nodes. We discarded such
nodes with limited outreach and picked the nodes which could reach more than 90% of the nodes.
We also discarded nodes where it was not possible to login successfully. This filtering of poor
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nodes enabled us to have a well-connected network to test Hierarchical Gossip. The number of
such nodes which formed a well-connected system in our experiments was 421. These nodes were
located throughout the world. Once the system nodes were picked, the next step was to compute
the network coordinates and create clusters.
To obtain network coordinates of the PlanetLab nodes, we first compute the inter-node ping
RTT values which each of the participating nodes measures to a random set of nodes. These
ping RTT values are assembled at the source node which runs a distributed Vivaldi algorithm to
estimate network coordinates. Note that we cannot use the centralized Vivaldi algorithm because
it is not feasible to compute all the inter-node ping values. In addition, it is too much data to
handle if the network size is large. The network coordinate of a node i is given be a 6-dimensional
vector 〈ci,1, ci,2, ci,3, ci,4, ci,5, ci,6〉. The coordinates are used to compute the distance using the
Euclidean distance formula. The distance between two nodes i and j is estimated by computing




(ci,k − cj,k)2)0.5 (4.3)
In our experiments, we measure the inter-node delays, and compute the network coordinates.
This is followed by k-means clustering which results in a set of clusters. This cluster information is
propagated to the PlanetLab nodes. Once this is done, the Hierarchical Gossip protocol is executed.
In this short duration, the inter-node round trip time values remain stable. As time progresses, it
is necessary to reflect the changes in inter-node latencies in the clusters and more importantly, in
the Asynchronous Gossip parameters, whose accuracy depends heavily on an accurate measure of
the delay distribution for the members of a given cluster. In a short span on time, however, the
delay distribution for the PlanetLab clusters was found to be fairly stable as can be seen in our
results on the performance of Asynchronous Gossip Protocol.
For our experiments, we have N = 421 nodes from different parts of the world and implemented
global push gossip as well as hierarchical gossip. In the global gossip, all N nodes are clustered into
one group and the nodes closest to the source is chosen as the node. For the hierarchical gossip,
the N nodes are clustered into multiple clusters with the cluster leaders forming a mesh among
themselves. The source node starts the gossip process by infecting one of the cluster leaders which
repeats the action, thus infecting other cluster leaders. The cluster leaders initiate Asynchronous
Gossip within their cluster. We compared the performance of gossip in the two cases by comparing
the latency of data delivery to all the N nodes in the network. We also compute the variance
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from run to run in the two cases and observe the performance of Asynchronous Gossip in the
hierarchical gossip is more robust as compared to the global gossip case. In this section, we present
our experimental results. We begin with discussion on the clustering protocol, followed by results
on the performance of the two protocols, i.e., hierarchical gossip and global gossip.
4.5.1 Clustering of PlanetLab Nodes
We assign one of the PlanetLab nodes as our source which remains active throughout the protocol
and handles the responsibility of node clustering. The source that initiates gossip is the same for
both hierarchical and global gossip. The source keeps track of network coordinates of each of the
N interested recipients by running distributed Vivaldi using the inter-node ping values. Based on
the network coordinates information, we compute the value of Rmax for the network which comes
out to be 3332.12 ms. Despite a large Rmax, most of the network distances are in the range of
100s of ms. We set our clustering parameters as Dmax = 330ms, Nmax = 60 and Nmin = 0. If the
cluster size is too small, 1 or 2 hops are sufficient to infect all nodes. In PlanetLab experiments, we
noted that some of the clusters have very few nodes. There are certain clusters with just 1 node.
We do not run Asynchronous Gossip in clusters with sizes less that 10. There is no special reason
to choose the value of 10. The fanout we experimented with are usually five or so. Thus, two hops
are usually sufficient to infect all nodes within a cluster of sizes smaller than 10. To understand
the key properties of Asynchronous Gossip, we chose to run Asynchronous Gossip only in clusters
where we need at least three hops to infect all nodes. In smaller clusters, we just implemented a
random gossip-based protocol which resulted in quick infection of all nodes. Note that it is possible
to execute Asynchronous Gossip in each cluster independent of the number of cluster nodes. We
simply allow the nodes to gossip and spread messages in a small number of hops (usually 1 or
2). After fixing the clustering thresholds, we invoked the recursive k-means clustering algorithm
(k = 2) until we got clusters fulfilling the constraints. In our experiments on a 421 node system, we
end up with 16 clusters. We summarize the cluster sizes and the maximum inter-node latency in
each of the clusters in Table 4.1. We also observed that nodes within a cluster generally belonged
to the same geographical region which increases the confidence level in using network coordinates
for such applications. For Asynchronous Gossip, we fix the Lmax (maximum latency of delivery) as
1000 msec. This determines the number of permissible hops for gossip transmission. If the number
of cluster members is small, we choose a smaller number of hops which is sufficient to infect all
nodes when using a maximum fanout of 8 which is the maximum fanout we use in global gossip
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protocol. Recall that to infect all nodes successfully, the fanout must be greater than or equal to
lnN where N is the network size. The cluster details are listed in Table 4.1.
Cluster Id Size Cluster Diameter (ms) Number of Hops Allowed
1 48 243 4
2 51 91 4
3 36 134 3
4 8 209 3
5 58 161 4
6 16 151 3
7 1 0 0
8 2 281 1
9 1 0 0
10 57 98 4
11 55 107 4
12 38 212 3
13 2 217 1
14 39 328 3
15 6 217 1
16 3 77 1
Table 4.1: Cluster Sizes and Maximum Inter-node Latency in Hierarchical Gossip
Using the setup described in Table 4.1, we can observe that within each cluster, all the nodes
can be infected with high probability within 1000 ms. This can be inferred from the values of
the maximum number of hops permissible and the cluster diameter. In practice, however, in most
clusters, dissemination latency is a lot smaller than 1000 ms. We chose the upper limit of 1000 ms
as it is sufficient to show the latency improvement in hierarchical gossip compared to global gossip
protocol. By choosing a smaller upper limit on cluster dissemination latency, we will be forced to
reduce the number of permissible hops within the cluster.
4.5.2 Computing Asynchronous Parameters for Global Gossip
To implement the Asynchronous Gossip for the global gossip, we create just one cluster which
includes all the N (421 in our case) nodes. A source is selected which is the node closest to the
center of the cluster. This source is also the data source for hierarchical gossip. The inter-node
delay distribution is computed which is then used to compute the multiple hop delay distributions
(delay pdf) and the corresponding cumulative distribution functions (delay cdf). We show the
delay distribution for the global gossip in Figure 4.2. Recall, that in our flat gossip protocol, nodes
gossip a given message only once and discard the duplicates. In such a case, for gossip to infect
each and every node with probability of e−e
−c
, a fanout of (lnN + c) is needed [52]. Thus, the
fanout should be slightly greater than (lnN( for successful gossip in our model. Since, ln(421)
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is greater than six, we note that the fanout for successful infection of all nodes must be greater
than six. Thus, we choose a hop-based fanout of 8 to ensure that all nodes get infected with high
probability. We notice that using a fanout of 8 requires 6 hops for gossip to completely infect all
nodes. Since, we have fixed the hop-based fanout for global gossip, we can compute the values of
PsuedoSynchronous parameters, namely, Uh, Ih, Mh and Ph,t. Using these hop-based parameters
and the delay distribution cdfs for global cluster, we can obtain the time-based adaptive fanout for
the Asynchronous Gossip. Since the hop-based fanout is constant over different hops, the time-
based fanout is around 7.99 for the entire duration, as is evident from Figure 4.3. We summarize
the various PseudoSynchronous parameters in Table 4.2.
hop h Uh Ih Mh Ph,∞
1 420 1 0.981 0.019
2 412 8 0.857 0.139
3 353.2 58.7 0.323 0.569
4 114.12 239.1 0.010 0.268
5 0.13 112.1 0.113 0.002
6 0.1 1.01 0.981 6e-6
Table 4.2: PseudoSynchronous Parameters for Global Gossip
Using the time-based fanout, we execute the Asynchronous Gossip and send 100 messages.
Each of these messages can take different paths and different times to reach the various nodes. We
compute the average number of infected nodes at certain time instance (intervals of 100 msec).
We also compute the variance and the standard deviation in the number of infected nodes at
these instants. We plot the average infection pattern for the Asynchronous Gossip and the average
infection pattern plus/minus the standard deviation versus the theoretical PseudoSynchronous
Infection Pattern (Figure 4.4). We notice that the average infection pattern for the Asynchronous
Gossip matches closely to the theoretical PseudoSynchronous Infection Pattern. However, the
standard deviation is quite high, i.e., the number of infected nodes at a given instant in a given
run can vary by a large number from the the theoretical infection pattern. For example, at time
400 msec, the average number of infected nodes is 155 while the standard deviation in the number
of infected nodes is 48 which is a large variation. In the next sections, we show that the standard
deviation for Asynchronous Gossip in small-sized clusters is smaller than that in the global gossip
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Figure 4.2: Delay PDFs for Global Gossip
4.5.3 Computing Asynchronous Parameters for Various Clusters
We implemented Asynchronous Gossip in the clusters which have at least ten members. In clusters
with less than ten members, we simply use random gossip which is sufficient to infect all nodes
quickly in one to two hops. Thus, we implement Asynchronous Gossip in nine out of the sixteen
clusters described in Table 4.1. For each cluster, we repeat the same procedure as the one used
for global gossip. We compute the inter-node delay distribution which is used to compute the
delay pdf/cdf for higher hops. A random PseudoSynchronous infection pattern is chosen such that
all nodes can be infected within one second. Using the PseudoSynchronous parameters and the
delay distributions, the time-based Asynchronous Gossip fanout is determined. Once the cluster
leader is infected, the Asynchronous Gossip is initiated which infects all the nodes as defined by
the infection pattern. We show the steps of computation using the Cluster 1 which has 48 nodes.
We note that the cluster diameter is 243 ms which implies that at most, gossip transmissions can
be allowed to travel four hops away from the source (Recall, Lmax is 1000 msec). Thus, we fix the
maximum number of hops as four. The number of cluster members in Cluster 1 is 48 including
the cluster leader.
In Figure 4.5, we show the delay distributions for Cluster 1. We have plotted the PsuedoSyn-
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Figure 4.3: Fanout for Global Gossip
Figure 4.6. Finally, in Figure 4.7, we show the performance of the Asynchronous Gossip in Cluster
1. It is evident that the performance of Asynchronous Gossip in a smaller cluster (size 48) is much
more predictable that the global gossip. The standard deviation of the number of infected nodes
varies in a range of 2 − 5 nodes at any given instant of time. In contrast, the standard deviation
of the number of infected nodes at certain instants in the global gossip was an order of magnitude
higher. Thus, Asynchronous Gossip performance is more predictable if the system size is small
and the delay distribution spans a smaller range of inter-node latencies.
hop h Uh Ih Mh Ph,∞ Fh
1 42 5 0.887 0.112 5.3
2 21 21 0.500 0.443 6.07
3 10 11 0.447 0.245 1.85
4 0 10 0.0318 0.192 11.7
Table 4.3: PseudoSynchronous Parameters for Global Gossip for Cluster 0
We obtained similar performance of Asynchronous Gossip in other clusters as well. The perfor-
mance of gossip infection process was similar to the expected infection pattern and the standard
deviation in the number of infected nodes at a given instant of time was low. This can be attributed
to the small number of nodes in the cluster and a delay distribution which spans a small range of























Performance of Asynchronous Gossip in Global Gossip
Asynchronous Gossip Average
Theoretical Inf Pattern
Asyn Gossip Avg + StdDev
Aysn Gossip Avg - StdDev
Figure 4.4: Asynchronous Gossip Performance of Global Gossip
4.5.4 Latency andMessage Performance of Hierarchical Gossip vs Global
Gossip
As discussed before, we expect the hierarchical gossip to be more efficient than the global gossip
when comparing the latency of data delivery and the number of message transmissions. We verified
this using our experimental data. In global gossip, the average number of transmissions (averaged
for 100 messages) were 2834. In contrast, the average number of transmissions (averaged for 100
messages) for hierarchical gossip were 1836. Thus, we can observe a substantial savings in the
number of transmissions in the hierarchical gossip.
Similarly, we notice a marked improvement in the latency of data delivery. The average latency
to deliver a message in global gossip was found to be 2.53 seconds (average over 100 messages). In
contrast, the data dissemination latency in the hierarchical gossip is 1.26 seconds which is almost
half. Also, most of the clusters take far less than 1.26 seconds to disseminate messages to all
the nodes. Thus, we observe a significant improvement in data delivery latency. The latency can
be further reduced by more pragmatic optimizations or by tightening the constraints on Lmax,
which will reduce the number of permissible hops further. We summarize the latencies required
for Asynchronous Gossip in the 9 clusters in Table 4.4. Most of the clusters finish executing
















Delay Distribution for Cluster 1
inter-node delay dist
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Figure 4.5: Delay Pdfs for Hierarchical Gossip, Cluster 1
not the true reflection of inter-node latencies within the cluster. Most inter-node latencies are
a lot smaller than the diameter which is what we use to determine our parameters (number of
permissible hops). In addition to this, the random latency in initiating the gossip process takes
some time which can be high since cluster leaders are located far away from each other. More
optimized mechanisms can be designed to ensure that Asynchronous Gossip is initiated within the
clusters as quickly as possible.


























Fanout for Hierarchical Gossip, Cluster 1
Time-based Fanout for Cluster 1
Figure 4.6: Adaptive Fanout for Hierarchical Gossip, Cluster 1
4.5.5 Predictability of Hierarchical Gossip vs Global Gossip
We noticed that the performance of Asynchronous Gossip is more predictable and robust in clusters
that have fewer nodes and the delay distribution spread is small. The standard deviation in
the number of infected nodes as a function of time in small-sized clusters is small (2-5 nodes)
compared to that in global gossip (10-50 nodes), which is an order of magnitude higher. Thus,
using Asynchronous Gossip is small sized networks which has a smaller inter-node latency spread
in their delay distribution makes the performance more predictable. To understand the reasons
why Asynchronous Gossip in smaller clusters is more predictable than in the case of global gossip,
we did further analysis. It is clear that the size of the cluster affects the standard deviation. The
smaller the cluster, the smaller is the variance in the number of infected nodes at a given time
instance.
We believe that the spread in the delay distribution for a given cluster also impacts this variance.
To see this, we look at clusters whose sizes are similar and observe the values of standard deviation.
There are three clusters (3, 12 and 14) that have similar sizes (36, 38 and 39 respectively) but
varying spread in the delay distributions (diameters of 134, 212 and 328). We noticed that the
standard deviation values for Clusters 12 and 14 are slightly higher than that for Cluster 3. We






















Performance of Asynchronous Gossip in Cluster 1
Asynchronous Gossip Average
Theoretical Inf Pattern
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Figure 4.7: Asynchronous Gossip Performance of Hierarchical Gossip, Cluster 1
Figure 4.11. Also, the standard deviation for Cluster 13 is slightly higher than Cluster 11. The
reason for this is due to the range of values the inter-node latencies spans in the delay distribution.
From the delay distribution for the clusters considered, we noticed that most nodes have smaller
inter-node latencies in Cluster 3 (94% nodes have inter-node delays less than 100 msec). For
Cluster 11, 94% nodes have latencies less then 160 msec while for Cluster 13, 94% nodes have
inter-nodes latencies less than 239 msec. So, as the inter-node latencies increase and span a large
set of values, the standard deviation increases for clusters whose sizes are the same. Although, the
increase is small. So, it is the size of the cluster which affects the standard deviation in a more
dominant fashion.
We repeated the same analysis for the other set of clusters which have similar sizes, i.e., Clusters
2, 5, 10 and 11. The sizes are in the range 51 to 58. The diameters for these clusters is almost
the same except for Cluster 5 whose diameter is 161. 80% of nodes in Cluster 5 have inter-node
latencies less than or equal to 110 msec. Thus, most inter-node latencies are similar to nodes in
clusters 2, 10 and 11. We notice that the standard deviation is higher in Cluster 5 whose inter-node
latencies span a wider range of values. The trends in Figure 4.12 that for similar size clusters,
the span on delay distribution has an impact on the standard deviation. Although, in most of our
















Delay Distribution for Cluster 2
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Figure 4.8: Delay PDFs for Hierarchical Gossip, Cluster 2
smaller range and hence, the impact of a few large inter-node latencies on the standard deviation
is not very high.
To compare with global gossip, we repeated the same process. However, since the number of
nodes is large, we decided to scale the number of infections in global gossip by a factor of 8 (421/8)
which can be used to compare with the set of clusters 2, 5, 10, 11. We first checked the delay
distribution span. We noted from the cdf of the global delay distribution that 80% nodes have
inter-node latencies within 105 msec and 90% nodes have inter-node latencies within 145 msec.
This is actually very similar to many of the clusters. There are only a small fraction of nodes for
who the inter-node latencies is large which spans the delay distribution over a large range. We plot
the scaled down version of standard deviation for global gossip (σ8 against the standard deviation
for clusters 2, 5, 10 and 11 in Figure 4.13. We notice that the coefficient of variation for global
gossip is slightly higher than the smaller clusters in the beginning and is comparable in the second
half. The reason for a comparable coefficient of variation in the scaled down version is because
even though the delay distribution spans a large set of values, most of the delays lie in the small
range, similar to the case of various clusters.
In summary, we observe that organizing nodes into clusters based on latency and implementing
















Fanout for Hierarchical Gossip, Cluster 2
Time-based Fanout for Cluster 2
Figure 4.9: Adaptive Fanout for Hierarchical Gossip, Cluster 2
terms of latency, predictability and transmission overhead. We notice that there are two factors
that increase the predictability of Asynchronous Gossip. One is the size of the cluster in which
Asynchronous Gossip is implemented. The other is the span of the delay distribution. Note that
even though the span of the delay distribution is large, more inter-node latencies lie in a small
range of values, hence, the affect of delay distribution span is not that significant. If the inter-node
latencies are spread over evenly in a large range, then the delay distribution spread will impact
the variance more significantly.
4.6 Summary and Future Work
In this chapter, we presented a hierarchical extension to our push gossip protocol. Hierarchical gos-
sip brings with it advantages of scalability, reduced message overhead and faster and predictable
message dissemination latency. We also observe that network coordinates can be a very useful
tool for predicting network distances and thus, can be useful in distributed application by improv-
ing their performance by using proximity information. Our clustering results show that network
coordinates indeed reflect the true geography and hence, are reliable. Our preliminary work on
hierarchical gossip can lead to many further extensions. The key areas to extend hierarchical gossip
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Figure 4.10: Asynchronous Gossip Performance of Hierarchical Gossip, Cluster 2
clustering (our version is centralized) and study Rateless Gossip on hierarchical gossip. At the
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Figure 4.13: Standard Deviations vs. Mean Number of Infected Nodes, Global Gossip plus Clusters
2, 5, 10 and 11
97
Chapter 5
Rateless Gossip: Push Gossip with
Rateless Codes
In Chapter 3, we presented an algorithm for fine-grained control of push gossip infection process
over time using adaptive fanout. Our algorithm provides an analytical framework for making
gossip infection progress predictable over time, thus, tackling the issue of randomness of data
delivery to all nodes. At the same time, the modeling of Asynchronous Gossip reduces the high
latency of data delivery to all nodes that is observed in the Synchronous Gossip Model. Thus, we
have addressed the first problem of high and random latency of data delivery in push-based gossip
protocols. In this chapter, we turn our attention to the other big handicap that push-based gossip
protocols suffer from, i.e., the high transmission overhead. By transmission overhead, we refer
to the total number of duplicate copies of a message that all the nodes receive during gossip. As
mentioned before, to spread a message using push gossip to all the N nodes in a system, O(N lnN)
transmissions of the original message are needed [64]. In comparison, tree-based protocols require
O(N) transmissions for the same purpose. Due to this problem, gossip is generally implemented
as pull gossip, in which nodes periodically advertise their content to randomly chosen nodes. In
response, nodes request missing data, which is then sent via unicast. Neglecting the overhead in
advertisements and requests, this approach is more efficient in terms of transmissions required.
The obvious drawback of pull gossip, however, is that it results in a much larger latency compared
to push gossip, thus rendering it inefficient from a latency point of view. Thus, it is important
that message efficient push gossip protocols be designed to enhance the benefits that push has
over pull-based gossip design in terms of latency. In this chapter, we address the problem of high
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transmission overhead in push-based gossip protocols, and propose a message efficient push gossip
protocol, namely, the Rateless Gossip.
5.1 Introduction
We discuss the design of Rateless Gossip in the following setting. We assume a single source that
has a large number of, say k, distinct messages. These k messages are to be disseminated to a group
of N interested receivers using gossip. In a gossip protocol, nodes upon receiving a new message
randomly choose a few target nodes from their local membership view, and forward the received
message to the chosen nodes. The source initiates a new gossip instance for each of the k messages.
For each new message received, the receiving node repeats the gossip process by forwarding it to a
few target nodes chosen randomly. This is repeated for each of the k source messages. Eventually,
after a number of gossip steps for each such message, all N nodes receive all k source messages
with high probability. Using push gossip protocol, where a node receiving a new message simply
forwards the message to a number of target nodes chosen randomly from its local membership
view, a total of O(kN lnN) transmissions are required before all nodes receive all k messages
with high probability. In Rateless Gossip, we show that by applying rateless coding to the source
messages, we are able to reduce substantially the total number of transmissions to O(kcN), where
c is a tunable parameter that depends on the gossip and coding parameters. One key idea behind
Rateless Gossip is that we aim to disseminate each encoded message to a random subset of nodes
instead of all N nodes. This approach substantially reduces the number of transmissions, and
leads to better predictability in the gossip behavior. We present an analytical model for Rateless
Gossip, and show its efficiency and predictability through both analysis and simulations.
The motivation to use rateless codes to attack the problem of gossip transmission overhead
can be understood as follows. The key problem with a node receiving multiple copies of the same
message is that all but one copies of the message are useless. The natural question to ask oneself
is as to how these useless number of message copies can be reduced. Another way to look as this
question is to think about possible approaches as to how these multiple copies can be made to carry
some useful information without additional overhead. Thus, a good solution should try to eliminate
duplicates by making messages distinct and pack as much information into a message as possible.
Since the number of source messages is fixed at k, the questions forces one to find approaches which
can create a mapping of these k messages into a large set of distinct messages without additional
overheads like increasing the message size. Another question is to ensure that the number of
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duplicates that gossip produces per message is reduced. The first question of creating a larger set
of distinct messages from a small set of k leads one to think in line of message coding techniques
which encode a given set of messages into a larger superset of encoded messages. Many such coding
schemes exist. One of the newest coding scheme is called the rateless codes or the fountain codes.
Rateless erasure codes are a class of erasure codes with the property that a potentially limitless
sequence of encoding symbols can be generated from a given set of source symbols such that the
original source symbols can be recovered from any subset of the encoding symbols of size equal to
or only slightly larger than the number of source symbols. Thus, in our opinion, rateless codes can
be a good solution to mapping a few input messages into a larger set of distinct messages which
gossip can take advantage of. The second question as to how gossip duplicates can be reduced can
be understood better by analyzing the behavior of gossip. We address and explain these issues in
details in the rest of this chapter.
Rateless Gossip applies rateless codes to gain substantial reduction in message overhead. Rate-
less Gossip exploits the fact that, in push gossip, disseminating a message to a small but random
subset of nodes, instead of all the nodes, is highly efficient and predictable (low variance) in terms
of the number of transmissions required. In Rateless Gossip, we assume global membership where
each node knows every other node. To ensure that all N nodes are able to receive all k source
messages with high probability, Rateless Gossip encodes them into a potentially limitless number
of messages and gossips each encoded message to a random subset of nodes. Each receiver receives
a random subset of encoded messages. But, on receiving a sufficient (typically slightly more than
k) number of encoded messages, a receiving node is able to recover the original k messages. Note
that rateless coding does not increase the size of the message. Although, a small number of bits
needs to be included in each encoded messages to indicate the coding information.
Our contributions in the context of Rateless Gossip can be summarized as follows.
Firstly, we analyze push gossip and provide insight as to how push gossip performance can be
made efficient (fewer duplicates) and predictable (reduce the variance from the expected behavior)
in terms of transmissions required to spread the messages to all nodes, without compromising on
the random nature of gossip or needing any additional state management at the nodes. We show
how infecting a random subset of nodes instead of all the nodes in the system can effectively achieve
this goal.
Secondly, we propose Rateless Gossip, which is a push gossip protocol enhanced with rateless
codes, and show that it reduces the total number of message transmissions needed by a substantial
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amount (50 − 80% depending on the coding and gossip parameters) compared to a pure push
gossip protocol. We probabilistically analyze the number of transmissions required in Rateless
Gossip, and show how the parameters for Rateless Gossip can be chosen to fine-tune the total
number of transmissions required. Though Rateless Gossip outperforms push gossip, it still has
a considerable number of redundant transmissions compared to tree-based protocols. We identify
three key reasons for such overhead, namely, the overhead due to push gossip that generates a
few duplicates even when a small random subset is chosen and infected, the overhead due to the
probabilistic nature of rateless codes which requires a few extra messages for full decoding, and
finally, the overhead due to the random nature of partner selection in gossip.
Finally, to overcome the shortcomings of Rateless Gossip, we propose pragmatic modifications
that lead to further message savings in Rateless Gossip. We call this improved version the Opti-
mized Rateless Gossip Protocol. In Optimized Rateless Gossip, on an average, to spread a message
to all N nodes, O(N( 1+²1−α )) transmissions are needed where ² and α are protocol parameters and
can be chosen appropriately. Note that the value of α is such that, 0 <= α < 1. The key changes
we propose are a more suitable membership model, and additional control messages to communi-
cate state information that enable nodes to make good decisions while choosing gossip partners.
We show that using global membership in Rateless Gossip accounts for the substantial fraction of
overhead. We also show that assuming partial membership where each node including the source
knows P out of N nodes in the system does not work well in Rateless Gossip. Therefore, we make
a more suitable choice in a hybrid membership scheme where the source has global membership
and the receivers have partial membership.
We show through analysis how the parameters of Optimized Rateless Gossip can be chosen to
estimate the number of messages required and thus, effectively control the message overhead and
make Optimized Rateless Gossip perform better than push gossip for the chosen parameters. We
hope that Rateless Gossip will be a useful tool in making push gossip a more attractive solution
for large-scale data dissemination applications.
Here, we outline the rest of this chapter. In Section 5.2, we survey some of the related work.
In Section 5.3, we analyze push gossip and point out the key reasons that lead to a high message
overhead. We provide an intuition as to how this analysis can help us design Rateless Gossip.
In Section 5.4, we present Rateless Gossip and provide a thorough analysis of the number of
transmissions needed in Rateless Gossip. This follows Section 5.5, where we enhance Rateless
Gossip to design the Optimized Rateless Gossip. We discuss our experimental results in Section
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5.6 and provide our concluding remarks in Section 5.7.
5.2 Related Work
A large amount of research is being done in the area of information dissemination and application-
layer multicast to large groups in the Internet as well as wireless and sensor networks. At the
same time, there are interesting techniques from other areas that can be useful in improving the
efficiency of current multicast protocols. Two such techniques that are being actively applied to
group communication are network coding and rateless codes. Our work borrows ideas from rateless
codes.
In this section, we briefly present an overview of some of the research results relevant to our
discussion. We focus on research work done on theoretical and pragmatic strategies to analyze and
reduce gossip message overhead and a brief introduction to application layer multicast, network
coding and rateless codes.
5.2.1 Application Layer Multicast
As mentioned earlier, there are two diverse approaches to group information dissemination. The
first approach is the deterministic approach, where nodes are organized into an overlay, over which
data is relayed. In ESM [28], Chu et. al. propose and evaluate Narada which is an overlay
based multicast scheme in terms of message duplicates and latency compared to IP multicast.
In Nice [14], Banerjee et. al. present a hierarchical tree like organization of nodes for media
streaming application. Other examples include Bullet [71], Pastry [107], Scribe [25], PRM [15],
CAN-Multicast [103], Chord [113] which present different aspects of end-host based multicast.
Another approach for multicast is gossip based. In Bimodal Multicast [19], Birman et. al.
present a gossip-based reliable multicast protocol. Similarly, gossip-based design has been applied
to probabilistic broadcast [37, 52, 64, 69, 106] and multicast [38]. Gossip has also been applied in
ad-hoc networks for applications like multicast/broadcast [26, 80, 109], and routing [21, 53]. Thus,
it is clear that both approaches have been widely studied and there exists a plethora of research
results.
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5.2.2 Gossip and Message Overhead
Message overhead in gossip protocols is a well-studied problem. Strategies to reduce the message
overhead in gossip protocols have also been suggested. Karp et. al. [64] address the fundamental
question of message overhead in gossip. They show that a naive address-oblivious push gossip
scheme needs Θ(N lnN) messages. They present a push-pull gossip protocol that requires only
O(N ln lnN) messages and takes advantage of the faster convergence time of pull gossip compared
to push gossip. We assume a similar push gossip model where nodes have no knowledge of addresses
of other nodes and hence they choose partners randomly from the entire group membership. Usu-
ally, to deal with the excessive overhead, pull gossip is used in CoolStreaming [128] for streaming
and for database replica consistency [33]. In a recent work, Jetstream [97], Patel et. al. present an
algorithm for membership organization based on social networking principles, reducing the mes-
sage overhead in push gossip compared to a random membership model. In GridMedia [127], a
push-pull algorithm is proposed for streaming where nodes store information about what was sent
and received from partners to improve performance. In contrast, our work uses push without any
extra state management and thus is truly random in the spirit of gossip. Recent developments in
research areas like network coding and rateless codes has revived the interest in gossip applications
since they can be a useful tool to reduce the latency as well as the message overhead.
5.2.3 Network Coding
Network coding was introduced by Ahlswede et. al. [8] and is an efficient way to encode messages
using addition defined on a finite field. The coded messages can be retrieved by receiving a
sufficient number of linearly independent messages. Network coding has been applied for multicast
applications [47, 65, 130], etc. From the point of view of gossip, Algebraic Gossip [32] presents
an algorithm to reduce the time complexity of both push and pull gossip to disseminate O(N)
messages in O(N) time steps using linear network coding instead of sequential gossip, which takes
O(N lnN) steps. A similar approach uses collaborative pull gossip [39] to disseminate k messages
in O(k+ lnN) time-steps. The focus of these two works is to design a time optimal dissemination
protocol by taking advantage of ideas from network coding. Our goal, instead, is to reduce the




Rateless codes are a class of erasure codes with efficient encoding and decoding complexity and
are an effective way to transmit data over lossy networks without retransmissions. In a generic
scheme, a source produces potentially limitless, hence rateless, number of encoded symbols from k
input symbols, and a receiver can recover all k symbols upon receiving k′ ≥ k encoded symbols.
Some of the practical realizations of rateless codes are LT codes [79], Raptor codes [112] and
Online codes [86]. In our Rateless Gossip, we use LT codes but any other scheme can be applied.
Rateless codes have been applied in many areas such as data dissemination [23, 24, 88], video
streaming [125], and networked storage [34]. Recently, rateless codes have been used to enhance
the performance of gossip-based probabilistic broadcast algorithms for wireless sensor networks.
In CRBcast [102], Rahnavard et. al. present a reliable broadcast protocol which enhances a
probabilistic broadcast [109] by using rateless codes and a pull-based recovery of missing messages.
They report a huge improvement in reliability and savings in energy. In Fountain Broadcast
[74], a reliable broadcast algorithm for code dissemination in a sensor network is described and
experimental results show that gossiping rateless encoded messages is more efficient than naive
probabilistic broadcast. However, the focus in sensor networks is mostly to improve the reliability
and save energy. Also, the focus of these work is to show how rateless codes can be useful. In our
work, we focus on Internet like scenario and try to reduce the message overhead. In addition to
just applying rateless codes to gossip, we provide an analysis of the message overhead for Rateless
Gossip.
Kamra et. al. discuss growth codes [62] where they describe an approach to use rateless codes
to improve the data persistence in a sensor network with node failures. The application scenario
is sensor deployment in an emergency setting where power is not a chief concern. Instead, the
goal is to maximize the amount of sensed data despite node failures. This is done by ensuring
that sensors utilize their limited storage space by storing encoded messages of various degrees.
These encoded messages are then routed towards the sink. The key contribution of the authors
is an analytical modeling of the rate at which rateless coding should be done in the network to
maximize the recovery of data at all nodes and the sink. Initially, all sensor nodes transmit degree
one data and as a function of time, the degree of encoded messages increases.
In contrast to growth codes, we consider an Internet-based situation where nodes failure is not
an issue. Also, we have one source with many messages instead of many sensors each of which
has some useful information. At the same time, theirs is a best-effort algorithm where the goal is
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to maximize the amount of data received at the sink. Their is no rigid requirement on acquiring
complete data, i.e. to say that partial data recovery is acceptable. However, in rateless gossip, we
aim to provide reliable message delivery where the protocol stops only when all nodes receive all
possible input messages. While the coding technique in growth codes is distributed , our approach
uses centralized coding at the source. Using a distributed approach in our work may lead to higher
transmission overhead to achieve 100% reliability in data transmission. However, the key difference
between growth codes and our work on Rateless Gossip is that we do not use an adaptive algorithm
to determine the choice of encoded message degree. The degree is chosen independently for each
encoded message. In contrast, the authors of growth codes dynamically increase the complexity
of messages, i.e., the degree over time when the probability that the sink can decode a higher
degree message is high. This strategy may be applied to Rateless Gossip to further reduce the
transmission overhead in our protocol. Instead of sending high degree messages towards the end of
the protocol, we should send messages of degree one to ensure quick decoding. Thus, dynamically
adapting the degree can improve the performance of Rateless Gossip marginally.
Having presented some of the relevant research work in the area of gossip and rateless codes, we
now introduce and motivates Rateless Gossip. We begin by analyzing push gossip and identifying
the reasons for message overhead. Having done that, we show how push gossip can be enhanced
with rateless codes to reduce message overhead substantially while maximizing the benefits from
randomized gossip.
5.3 Analysis of Push Gossip
In this section, we discuss the push gossip protocol for message dissemination and understand the
reason which causes the high message overhead. We show that infecting a small fraction of N
instead of all N nodes via push gossip is message efficient and predictable in terms of variance. We
call this partial infection via push gossip. We design Rateless Gossip by enhancing the message-
efficient, partial infection of push gossip. We assume a network where there is one source and
N receivers in the group. To begin with, in push gossip, only the source has a new message s
which has to be disseminated to the remaining N nodes in the network. Recall that we say that
a node is infected by a message s when it receives s for the first time. We assume that nodes
discard duplicates of an already received message, i.e., no action is taken if another copy of s is
received. Upon infection by a message s, the infected node randomly selects a fixed number of
gossip partners from its local membership view and forwards s to them. The number of gossip
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partners chosen, say f , is called the fanout. The fanout f is not necessarily a constant, and can
be a function of time, round, or hop. It has been shown in earlier work by Kermarrec et. al. [69]
that the fanout in such a push gossip scheme should be (lnN + c+O(1)) to ensure the successful
dissemination of the message to all N nodes with a probability exp(−exp(−c)). Using a lower
fanout will lead to termination of push gossip without infecting all the nodes in our model where
nodes discard duplicates. The newly infected nodes repeat this process until all the N nodes are
infected with high probability. This model is known as push gossip since nodes try to push new
messages onto other nodes in a random fashion. We assume global membership in our analysis,
i.e., all nodes know every other node in the system. We will replace this simplified membership
model in Section 5.5, when we describe the Optimized Rateless Gossip.
To understand the reasons for message overhead in push gossip, consider the system state when
a certain number of nodes, I, are infected. A new gossip message at this instant will end up being
a duplicate, i.e., a copy of an already received message, with a probability of IN since each node
has an equal probability of receiving this message. This probability increases as I increases with
the progression of the gossip process. This observation implies that most of the duplicates are
generated at the later stages of the dissemination protocol. To quantify the phenomenon that
leads to high overhead in push gossip, we analyze the expected number of infected nodes I as a
function of m, the number of transmissions of a given message.
The gossip process can be visualized as a sequence of rounds or hops where the message origi-
nates at the source in the first round and goes on infecting the other nodes in subsequent rounds.
Assume that, for the given message, i out of N nodes are already infected. We denote the case




In the case where number of infected nodes increases from i to j due to m transmissions in r





For sake of simplicity, we omit the superscript r when its exact value is not important. In case
the value of r is important, we explicitly specify it. Same is the case for the subscript m.
We want to estimate the expected number of nodes that are infected with a message when m
transmissions of the message have reached their targets, i.e., E[i|0Ã
m
i]. We denote this expected
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Table 5.1: Mathematical symbols used for push gossip analysis and their definitions
Symbol Definition
N number of receiver nodes excluding the source
Im expected number of infected nodes when exactly m gossip messages reach their targets
F fanout value set for h-hop Gossip Protocol 〈f1, . . ., fh〉
IF expected number of infected nodes as a function of F
mmax,F maximum number of messages generated using F
α expected fraction of duplicates in a push gossip
Fα fanout set F for a given gossip message overhead factor α
mα expected number of transmissions in push gossip when using Fα
Iα expected number of nodes infected in push gossip when using Fα
value simply as Im. We have summarized all the mathematical notations used in the analysis of
push gossip in Table 5.1.
5.3.1 Im as a function of m
Knowing how Im changes with m will help understand the reason for high message overhead in
push gossip. Consider the situation when exactly m transmissions of a message have reached their
targets over a set of rounds. The probability that a particular node gets infected by a transmission
is 1N . The probability that a node does not get infected by any of the m transmissions is given by
(1− 1N )m. This implies that the probability that a node gets infected when m transmissions have
reached their targets is 1− (1− 1N )m. Therefore,
Im = N(1− (1− 1
N
)m) (5.1)
' N(1− e−mN ) (5.2)
= m− 1
2N
m2 − . . . (5.3)
Equation (5.3) implies a non-linear relationship between the number of transmissions and the
expected number of infected nodes. Also, the non-linearity increases with increasing m. This can
be seen in the plot of Im versus m for N = 300 in Figure 5.1. Thus, infecting a small but random
fraction of nodes instead of infecting all N nodes would lead to smaller overhead. Such partial
infection, however, is contrary to our goal of infecting all N nodes with a message. We will show
in Section 5.4 how we use rateless codes to reconcile this.
In our work, we are more interested in the distribution and variance of the number of infected
nodes versus the number of gossip transmission. A common problem that has been studied before
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Figure 5.1: Analysis of Push Gossip Protocol: Im vs m
define Mk to be a random variable denoting the number of messages needed to infect exactly k
out of N nodes for 1 ≤ k ≤ N . The expected value and variance of Mk, given by E[Mk] and
Var[Mk], can be easily computed by probabilistic analysis similar to the probabilistic model of
balls and bins [81], where the model has been applied to understand the probabilistic overhead in
rateless codes and [70], where an interesting approach using balls and bins model has been applied
to analyze gossip protocols. It can be easily shown that E[Mk] = N(HN −HN−k) where Hi is the




(n−j)2 . For k = N , it
is easy to see that E[MN ] = O(N lnN) and Var[MN ] = O(N2). Thus, both the message overhead
and unpredictability increase as we infect more and more nodes, as can be seen from Figure 5.2
(N = 300). The values of E[Mk] and Var[Mk] are plotted for 1 ≤ k ≤ 300. As k increases, E[Mk]
and Var[Mk] increase quickly.
Next, we show that partial infection makes gossip behavior predictable, i.e., the variance in
the number of infected nodes, from run to run, is small. To this effect, we compute the exact
distribution and the variance of the number of infected nodes i as a function of the number of
transmissions m, i.e., probability Pr[0Ã
m
i].
5.3.2 Computation of Pr[0Ã
m
i]
We present a recursive solution for computing the distribution of the number of infected nodes as
a function of the number of transmissions. It is easy to see that for m = 1, Pr[0Ã
m
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Figure 5.2: Analysis of Push Gossip Protocol: E[Mk] and V ar[Mk]








i] + (N−i+1N )Pr[0Ã
m
i− 1)] 2 ≤ i ≤ m+ 1
( 1N )
m i = 1
0 otherwise
(5.4)
The probability Pr[0 Ã
m+1
1] = ( 1N )
m since all the m+1 transmissions infect the same node. The
first transmission infects a new node with probability one while the subsequent m transmissions
infect the same node with probability 1N . For 2 ≤ i ≤ m + 1, the state 0 Ã
m+1
i can be reached
either from the state 0Ã
m
i (if the m + 1-th transmission infects an already infected node with
probability iN ), or from state 0Ã
m
i − 1 (if the m + 1-th transmission infects an uninfected node
with probability is (1 − i−1N )). Considering the sum of the mutually exclusive cases, we have







(N − i)! (5.5)
where S(m+ 1, i) is the Stirling number of the second kind.






























Figure 5.3: Expected Value,E[i|0Ã
m
i] and Variance, V ar[i|0Ã
m
i]
number of transmissions for N = 300. We also plot the variance and average plus and minus the
variance. The variance is small initially, increases in the middle and then tends to zero towards the
end. This implies that, for predictable infection behavior and low number of duplicates, it is better
to operate in the almost-linear part in the beginning of the push gossip. In Figure 5.4, we show
the distribution of 0Ã
m
i for different values of m and i. It is evident that the variance for smaller
values of m is low compared to larger values of m. Thus, partial infection of a random subset of
nodes via push gossip can reduce the number of duplicates and keep the behavior predictable. We




i], we assumed that we can generate exactly m transmissions. This is
possible only if the source sends the message m times. In practice, the gossip process is done in
multiple hops. We call a gossip protocol where messages travel up to h hops from the source an
h-hop Gossip Protocol. We assume that every infected node that gossips in the i-th hop uses the
same fanout, denoted fi. Let the fanout values for a h-hop Gossip Protocol be F = 〈f1, f2, ..., fh〉.
The source uses fanout f1, the nodes infected by the source use fanout f2 and so on. Consider
hop one. The number of infected nodes can vary between 1 and f1. This will affect the number
of messages generated in the second hop and so on. Since a node chooses the target to infect
randomly in each hop, the uncertainty in the number of infections in a hop affects the number of








































Figure 5.4: Distribution of 0Ã
m
i for different m
words, m is a random variable, whose distribution depends on F . The number of messages is




j=1 fj) for a particular
F . Therefore, we need to modify our algorithm to determine the distribution of the number of
infected nodes given F for an h-hop Gossip Protocol.
In the next section, we show how we can compute the value of Pr[0 hÃ i], which is the probability
that i nodes are infected at the end of h hops, given F . We drop the subscript m here since we
are only interested in the number of infected nodes at the end of h hops and not the exact number
of message transmissions, which itself is a random variable depending on F .
5.3.3 Computating Pr[0
hÃ i]
We show how to compute the distribution of the number of infected nodes in an h-hop Gossip
Protocol with a fanout vector F = 〈f1, f2, ..., fh〉 at the end of h hops. Initially, we have one
source and N receivers. Since our goal is to infect a partial fraction of N nodes, we assume that




j=1 fj), is the maximum number of gossip
transmissions generated for a given F , hence, is the maximum number of infected nodes possible.
The source makes exactly f1 transmissions in the first hop. The probability that exactly i nodes




i] is equal to Pr[0 1Ã
f1
i] which
can be computed using Equation (5.4). At this point, the number of infected nodes is i out of N
(discounting the source) and the number of nodes that gossip in round/hop 2 is also i. An analysis
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Figure 5.5: Example of gossip progress for h-hop Gossip Protocol
similar to DFS (Depth First Search) can be used to trace the possible paths that gossip infection
can take over subsequent hops. DFS is a popular technique to discover structural properties of
graphs such as connectivity and presence of cycles. We represent each gossip step as a graph node
which can be described by some parameters. We represent a gossip state by a quintuple of state
variables (s, i, h, fh+1, P r[0
hÃ i]), where s is the number of new sources which will gossip in the
next hop (h + 1), i is the total number of infected nodes in this state, h is the number of hops
completed, fh+1 is the fanout to be used in the next hop and Pr[0
hÃ i] is the probability that i
nodes are infected after h hops.
We illustrate the gossip process with an example in Figure (5.5). We set F = 〈2, 2, 1〉 which
means that h is three. The exact value of N is not important unless N is too small. Thus,
we assume N is sufficiently large. The initial state becomes (1, 0, 0, 2, 1). The single source gos-
sips with a fanout of two which leads to two possible states, namely, (1, 1, 1, 1, P r[0→
2
1]) and
(2, 2, 1, 1, P r[0→
2
2]). The exact value of the probabilities will depend on the value of N . Note that
for simplicity, we have denoted Pr[0 hÃ i] as P (i) in the Figure (5.5), and have ignored the exact
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Algorithm ComputeInfectionDistribution()
(∗ Computes h-hop Distribution probDist ∗)
1. for i← 1 to mmax,F
2. do probDist[i]← 0;
3. initState← (1, 0, 0, f1, 1);
4. ComputeHopDist(initState, F , probDist);
5. return probDist;
Algorithm ComputeHopDist((s,i,hopId,fhopId+1,Pr(0
hopIdÃ i)), F , probDist)
(∗ Explores gossip infection paths and updates probDist, h = F .length ∗)
1. if ((hopId < F .length) and (s! = 0))
2. then
3. listChildStates← GenerateChildStates((s, i, hopId,fhopId+1,Pr(0 hopIdÃ i)),F);
4. hopId = hopId+ 1;
5. for k ← 1 to listChildStates.length
6. do call recursively ComputeHopDist( listChildStates[k], F , probDist ) ;
7. else
8. do get Pr[0 hopIdÃ i] from (s, i, hopId,fhopId+1,Pr(0
hopIdÃ i);
9. do probDist[i] = probDist[i] + Pr[0 hopIdÃ i];
values of intermediate state probabilities. The intermediate state probabilities are represented
using by a ? symbol.
Consider the state (1, 1, 1, 1, P r[0→
2
1]). There is one new source which gossips with fanout
of one, thus, generates one new gossip transmission. This may infect an already infected node
or infect a node which is previously not infected. Thus, it generates two new states, namely,
(0, 1, 2, 1, P r[0 2Ã 1]) and (1, 2, 2, 1, P r[0 2Ã 2]). The first of the two states does not lead to further
gossiping since s, the number of gossip sources, is zero. However, the second state results in further
gossip states until either s becomes zero, or the number of hops reaches three. Using similar logic,
all the other possible states can be computed, as shown in the Figure (5.5). When a state is
reached which does not lead to further gossip states, we update it contribution to the proabablty
by adding the value of the probability of reaching this state to Pr[0 hÃ i], where i is the number
of infected nodes in the state under consideration. Note that a particular number of infections i
can be reached by multiple paths. For example, in the Figure (5.5), the number of infected nodes
is one, five and six along exactly one path, but it is two, three and four along two paths each.
Therefore, it is necessary to sum up all these values to obtain the final probability. Note that, for
the given choice of F , mmax,F is six. The maximum number of infected nodes can be six. Also,
there is only one path in the tree which can lead to this state (DFS-based algorithm). Therefore,
the state, where the number of infected nodes is mmax,F , can be used as a condition to terminate




(∗ Generate possible gossip states for an input state ∗)
1. listChildStates← empty list
2. if hopId == 0
3. then
4. for k ← 1 to f1
5. do listChildStates.append((k, k, 1, f2, P r[0→
f1
k])) ;
6. if hopId ≥ 1
7. then
8. for k ← 0 to s ∗ fhopId+1
9. do compute Pr[i →
s∗fhopId+1
i+ k] using Eq (5.6);
10. do Pr[0 hopId+1Ã i+ k] = Pr[0 hopIdÃ i] ∗ Pr[i →
s∗fhopId+1
i+ k];
11. do childState = (s+k, i+k, hopId+1, fhopId+2, P r[0
hopId+1Ã i+ k]);
12. do listChildStates.append(childState) ;
13. return listChildStates;
Using the state notation, we can represent the initial state as (1, 0, 0, f1, 1). Similarly, the possi-
ble states at the end of hop one can be represented by (i, i, 1, f2, P r[0→
f1
i]), where 1 ≤ i ≤ f1. Note
that the probabilities at the end of hop one can be easily computed using Equation (5.4). For the
subsequent hops, until either the final hop h is reached or the number of sources s becomes zero,
we can compute the states using the Algorithms (ComputeHopDist) and (GenerateChild-
States). The algorithm (ComputeInfectionDistribution) takes care of the initialization. We
initialize an array probDist[mmax,F ] where probDist[i] is equal to Pr[0
hÃ i] for 1 ≤ i ≤ mmax,F .
This array is passed to the algorithm (ComputeHopDist), which enumerates all the possible gos-
sip paths and states, and updates probDist whenever a given gossip state can not gossip further.
The algorithm (ComputeHopDist) uses a helper algorithm (GenerateChildStates) to gener-
ate the output gossip states for a given input gossip state. When (ComputeHopDist) returns,
probDist stores the probability distribution for the h-hop gossip protocol for a given F . This is
the desired distribution we set out to compute.
Gossiping along a path stops if one of the two conditions exists, namely, either a gossip trans-
mission has completed h hops or the number of new sources (newly infected nodes in the previous
hop) is zero. At this point, the value of Pr[0 hÃ i], i.e., probDist[i] is updated. At the end of
the algorithm, the values of probDist[i] for 1 ≤ i ≤ mmax,F represent the desired probability
distribution. For values of i > mmax,F , we set Pr[0
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Therefore, the distribution of the number of infected nodes in an h-hop Gossip Protocol can be
computed using algorithms described above and Equation (5.6). From the distribution above, we
can compute the expected number of infected nodes, denoted IF , given a fanout vector F . Next,
we show how to compute mF , the expected total number of transmissions for a given F .
mF =





1→ i]i+∑hk=3∑mk−1i=1 ∑i∆=0(Pr[(i−∆) k−1→ i])∆fk h > 1
(5.7)
where mk is the maximum total number of transmission possible after round k,






and, Pr[(i−∆) k−1→ i], the probability that ∆ nodes are infected in the (k-1)-th round given that i
nodes are infected after k − 1 rounds, can be computed with
Pr[(i−∆) k−1→ i] = Pr[0 k−2Ã i−∆]Pr[0 k−1Ã i]
We have shown how we can compute the distribution of the number of transmissions in an
h-hop gossip protocol. This knowledge can be used to determine the fanout vector such that the
message overhead is upper bounded by a threshold. In Figure 5.6, we plot the distribution 0 hÃ i
for different values of h and F . In Figure 5.7, we plot the distribution 0 hÃ i and the distribution of
0 Ã
mmax,F
i where mmax,F is the maximum number of messages that can be generated for the given
fanout vector F , denoted by (∑hi=1∏ij=1 fj). As expected, the number of messages generated in




































Figure 5.6: Distribution 0 hÃ i for h-hop Gossip Protocol
of infected nodes. This is evident in the left shift of the distribution in Figure 5.7.
We now define the successor relation between two fanout vectors F = 〈f1, f2, . . . , fh〉 and
F ′ = 〈f ′1, f ′2, . . . , f ′h′〉. We say F Â F ′ if and only if one of the following two conditions holds:
• h = h′, fh = f ′h′ + 1 and fi = f ′i for i = 1 . . . h− 1.
• h = h′ + 1, fh = 1 and fi = f ′i for i = 1 . . . h− 1.
For instance, with fmax = 4, the fanout vector 〈4, 4, 4〉 is a successor of 〈4, 4, 3〉, and 〈4, 4, 4, 1〉 is
a successor of 〈4, 4, 4〉.
We show how to compute the fanout vector such that the gossip overhead is upper bounded
by α. Given the value of α, we can find F and F ′ such that 1 − IF ′/mF ′ ≤ α ≤ 1 − IF/mF .
We denote the fanout set F ′ found above as Fα and the corresponding IFα by Iα. Similarly, the
expected number of transmissions, mFα , is denoted by mα for simplicity. Using Fα as the fanout
vector ensures that the message overhead due to partial push gossip is upper bounded by α.
In summary, our analysis of push gossip reveals that gossip behavior is quite predictable with
low message overhead provided we infect only a small fraction of nodes. The analysis helps us
choose parameters α and the corresponding Fα for the push gossip protocol such that the gossip
overhead is bounded. This, however, is contrary to our original goal of infected all N nodes with
each message. We show in the next section how rateless codes can be used together with random
partial infection of push gossip such that all nodes can decode all messages with high probability.









































Rateless Gossip works as follows. Suppose the source has k messages to disseminate to a group of
N nodes. We refer to these messages as input messages. These k messages are coded at the source
into an infinite stream of encoded messages using rateless codes. Each encoded message infects
a random subset out of N nodes using push gossip with fanout vector Fα, where α is the upper
bound on the transmissions overhead. Upon receiving each new encoded message, the receiver
tries to decode all k input messages. Once all the k input messages are decoded, the receiver sends
an acknowledgement to the source. The source keeps sending encoded messages until it receives
acknowledgements from all the N receivers. In the discussion and analysis of Rateless Gossip,
we assume that gossip transmissions are not lost and nodes do not fail during the execution of
Rateless Gossip. We analyze the simple model of Rateless Gossip as described before and show the
significant reduction in the number of transmissions needed as compared to a naive push gossip
based strategy.
For this paper, we focus on using a specific type of rateless codes called LT codes [79] , due
to available of its analytical results [63]. Note that it is possible to use other rateless codes for
Rateless Gossip. Using LT codes, an encoded message is generated by XOR-ing d input messages
at a time. The value d (1 ≤ d ≤ k) is called the degree, and is chosen from the degree distribution
Ω = (Ω1, . . . ,Ωk). A rateless code with parameters (k,Ω) forms the LT code. Note that XOR-
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ing operation does not increase the size of messages. Although, we need to add information
about the degree of the encoded message and the info about which messages are being XOR-ed.
Upon receiving Nr ≥ k encoded messages, a node can recover all the k input messages with high
probability. We quantify the expected value of Nr, E[Nr], by k(1 + ²) for a given LT code, where
² > 0. We will refer to ² as the rateless code overhead factor. The average value of Nr depend on
the choice of Ω and k. Ideally, the overhead factor ² should be low. Note that, in this work, we do
not focus on how to design LT Codes for a given ² or try to minimize ² for a given k. We primarily
study the effect of varying the gossip overhead factor, α, on the transmission overhead.
To understand how much overhead results due to adding the message ids and the information
about the degree to an encoded message, we present the following analysis.
A unique message id can be used to represent each of the k input messages using dlog2(k)e bits.
The process of choosing the degree of an encoded message is an independent random event. Thus,
the average expected degree of an encoded message becomes
∑k
i=1 iΩi, where Ωi is the probability
that the degree of the encoded message is i. Therefore, the average number of bits added becomes
dlog2(k)e
∑k
i=1 iΩi. In addition, we need to add the degree information to the message. This
requires an additional dlog2(k)e bits. Therefore, the total message overhead due to adding degree
and id information to encoded messages becomes dlog2(k)e (1+
∑k
i=1 iΩi).
In practice, the values of Ω1 and Ω2 dominate the degree distribution. Hence, the overall
overhead is quite negligible and we ignore this overhead in subsequent discussions. To get a sense
of how much this overhead is, we present the values for different values of k in Table 5.2. The
Omega was chosen in such a way so that the rateless code decoding overhead factor ² is a small
value. We assume the average message size to be 1500 bytes as an example.




Table 5.2: Message Overhead due to LT Encoding Process
The key question that arises in Rateless Gossip is to estimate the number of transmissions
needed before all N nodes can decode all k input messages? In the next section, we analyze
Rateless Gossip and show how to compute this value.
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5.4.1 Analysis of Rateless Gossip
In push gossip, the average number of transmissions needed to spread k input messages to all N
nodes is O(N lnN) per message. In Rateless Gossip, each encoded message produces on an average
mα messages. Denoting the expected number of encoded messages that the sender needs to send
for all receivers to decode k input messages successfully as L, the expected number of transmissions
in Rateless Gossip is Lmα. To understand how large this overhead is, we need to understand the
relationship between the number of encoded messages sent and the number of nodes that can
decode all k messages.
Let the expected number of messages the sender needs to send before (1 − θ)N receivers can
decode all k input messages successfully be Lθ. To estimate Lθ for a given θ, we need to compute
two values. First, we need to estimate the probability that a node successfully decodes all k input
messages given that it has received Nr encoded messages. Next, we need to estimate the probability
that a node receives Nr encoded messages given that the source has send out Ns messages using
push gossip with random partial infections. We describe how these two probability functions can
be computed in the following sections.
5.4.2 Decoding Probability
We first show how to compute the probability that a node can decode all Nd input messages given
that it has received Nr encoded messages. We leverage on the results by Karp et al. [63] on the
error probability of the Belief Propagation Decoder applied to LT Codes. The authors propose
a recursive dynamic programming approach to compute the probability that the decoder fails to
recover all k input messages when Nr messages have been received for a known value of k and Ω.
We summarize the key ideas by Karp et al. here.
The state of the decoder at any instant can be represented by a triplet (c,r,u). The value u,
for 1 ≤ u ≤ k, represents the number of input messages that have not been decoded. The value r,
called the ripple, represents the number of encoded messages which have degree 1, meaning they
can be decoded. The value c, called the cloud, represents the encoded messages which have degree
larger than 1. The probability Pur,c(i) is the probability that the decoder is in the state (c, r, u)
for Nr = i and for a given Ω and k. To proceed with decoding, a encoded message of degree one
is picked from the ripple and decoded. All the members in the cloud who have this packet as one
of the XOR-ed packet release the message. The result of this is that one message is decoded and
removed from ripple and zero or more cloud messages join the ripple if their degree has reduced
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to one. It is evident that the decoding fails if at any time the ripple size becomes zero before all k
messages have been decoded and there are no messages of degree one available to decode.







0,c(Nr) which is the sum of all probabilities where the ripple size becomes 0 and
u ≥ 1 for all possible values of c. When u is 0, it represents the state when all k messages have
been recovered.
For a given value of Nr, say i, the initial probability (c, r, k) when zero messages are decoded







Ωr1(1− Ω1)i−r if r + c = i
0 otherwise
(5.8)
Once P kr,c(i) is known, Pur,c(i) for u < k can be computed for all c,r such that 0 ≤ c, r ≤ i using
the recursive equation described by Karp et al. [63].
Using Equation 5.8, we can compute the probability that a node decodes Nd messages given
that it has received Nr messages as follows
Pr[Nd = j|Nr = i] =
∑
c≥0
P k−d0,c (i) (5.9)
The expected value of Nr, E[Nr], the number of messages required for successful decoding all
k input messages can be computing as follows
i=∞∑
i=k
iPr[Nd = k|Nr = i] (5.10)
Using Equation 5.10, the value of ² can be computed as (E[Nr]k − 1).
5.4.3 Message Distributions
Consider a 1-hop gossip protocol. The probability that a node receives the message is f1N . If the
number of messages the source has sent Ns is s, then the probability that a node receives i messages
out of s is given by the binomial distribution
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Figure 5.8: Message Distribution in hop-based Gossip
variable. Each message infects different number of nodes, with an expected average of Iα. However,
since we use partial infection, the variance of the value Iα is small. We therefore approximate the
distribution of number of messages at a node as











We compare the distribution for Nr obtained through simulations with that obtained from our
approximation for different L and IαN for the h-hop Gossip Protocol in Figure 5.8 shows the result
for different values of Ns and Iα. The two curves matches closely.
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(a) θ vs Lθ (b) Number of nodes with all k decoded vs number of messages
Figure 5.9: Rateless Gossip Analysis
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5.4.4 Computing Lθ
Let Nd be the number of messages decoded by a node messages given that the source has trans-
mitted Ns messages with fanout F and all the Ns messages have reached their target nodes. We
have
Pr[Nd = d|Ns = s] =
s∑
i=0
Pr[Nd = d|Nr = i]Pr[Nr = i|Ns = s] (5.13)
for 0 < d ≤ k.
Now, we can estimate the value of Lθ by finding the minimum Lθ such that Prob[Nd = k|Ns =
Lθ] > 1− θ.
Figure 5.9(a) plots θ versus Lθ for N = 300,k = 25, F = 〈5, 5, 1〉 and IαN = 48.9/300. Note
that each of the Lθ messages produces on an average of mα messages. Thus, the total number
of messages is Lθmα. The graph shows that, towards the end, θ decreases slowly, since a large
number of nodes get unnecessary messages even after successfully decoding all k input messages.
Figure 5.9(b), we have plotted the expected number of nodes that have decoded all the k input
messages as a function of total number of gossip transmissions (Lθmα). Note that a large number
of transmissions go to waste towards the end when only a few nodes still need extra messages for
successful decoding. In the next section, we discuss the key issues with Rateless Gossip and show
how we can optimize Rateless Gossip to improve the performance in a practical setting. We call
this version of Rateless Gossip with new optimizations the Optimized Rateless Gossip Protocol.
5.5 Optimized Rateless Gossip
From earlier discussion, we can attribute the message overhead in Rateless Gossip to three key
reasons.
Firstly, even though Rateless Gossip uses partial infection through push gossip, there is still a
small number of duplicates. This overhead is accounted by the term α.
Secondly, due to the probabilistic nature of rateless codes, each node needs a few extra messages
to be able to decode all the k input messages. This overhead is captured by the term ², the rateless
codes overhead factor.
Finally, we notice that the main culprit for message overhead in Rateless Gossip is the uneven
distribution of the number of messages received by different nodes. Due to this, some nodes keep
receiving unnecessary messages even after they have decoded all the k input messages while some
unlucky nodes get starved of the much needed messages. Using global membership implies that
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each node has an equal chance of receiving a particular gossip message irrespective of whether the
node needs the message or not.
While the first two sources of message overhead above can be control by tuning α and ², we
need to introduce additional control messages and a different membership scheme to avoid receiving
unnecessary messages after successful decoding.
Once a node has decoded all k input messages, it can notify the other nodes to stop them
from transmitting further encoded messages to it by sending a control message. In our original
model, however, since every node has a global membership, the node needs to notify all other
N nodes, making the solution non-scalable. In addition to introducing the control message, we
need to modify the membership model used, as follows. The source still has a global membership,
while each of the N receivers has a partial view of the system, such that, each receiver knows
and is known by exactly P other receivers. This implies that potentially P nodes can transmit an
encoded message to a given node. When choosing gossip targets, a node picks fanout number of
randomly but distinct nodes from its membership view. Upon successfully decoding all k input
messages, a node informs all the P nodes which can potentially transmit a gossip message to the
concerned node. Limiting the indegree of a node to P ensures that the scheme is scalable. In a
previous research paper [97], authors show that in a membership model where members are chosen
randomly and uniformly from the entire population, the indegree is binomial. This leads to a
high variance in the number of messages received. To counter this problem, they propose a new
membership overlay construction protocol such that the indegree and outdegree of a node are the
same, which leads to a substantial message savings. They propose a distributed algorithm which
creates an overlay which is a regular graph where the indegree and out-degree of a node tend to a
fixed value. In our work, having an uniform indegree implies that all the nodes will send the same
number of control messages.
Note that we cannot allow the source to have partial membership view, since in that case,
a small fraction of nodes will receive all the messages. The use of partial infection limits the
reachability of each message to a few hops from the source. Therefore only nodes within limited
number of hops away from the source will receive the message. For instance, the source’s partners
will receive a large number of messages whereas the nodes away from source and its partners will
be starved of messages. Hence, it is essential that the source evenly spreads out its messages among
all the receivers, who can then pick partners from their local views.
By introducing local membership and by sending control messages, the amount of unnecessary
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messages a node receives after it has decoded the input messages is reduced to almost zero (it
is possible that a node still receives some encoded messages while the control messages are in
transit). Essentially, a node removes itself from the set of nodes once it has successfully decoded
all messages. Such removal reduces the group size N , affecting the parameter α. We show how we
adaptively adjust the fanout vector based on the current value of N in the next section.
5.5.1 α for Optimized Rateless Gossip
Consider one set of k input messages. Note that in Optimized Rateless Gossip, we enforce that
nodes pick distinct gossip partners unlike the case in Rateless Gossip. However, if N is large, the
difference between the two situations is negligible. Since, the partnership size changes in Optimized
Rateless Gossip, it makes sense to choose distinct partners at each gossip instance. In Optimized
Rateless Gossip, nodes do not receive messages once they have decoded all the k input messages.
Thus, a node (source or a receiver node) cannot choose a node which has already decoded all k
input messages as one of the gossip partners. In our protocol, nodes check if they have at least
a fanout number of partners to choose from. If that is the case, then gossip targets are picked
randomly. If less than fanout number of partner nodes have not been able to decode all k input
messages, then all these nodes are picked as targets during the gossip step. As the number of nodes
that have decoded all k input messages increases, the number of possible gossip partners decreases.
In other words, the system size changes and is no more equal to N . Note that the value of α and
Fα are computed for a given value of N . Using the same value of Fα for a smaller N will lead to
a larger number of duplicates. Therefore, as N decreases, the fraction of duplicates increases for a
given Fα. Therefore, the overall fraction of duplicates in Optimized Rateless Gossip is larger than
α due the dynamic nature of N provided Fα is used as the fanout set To counter this problem, we
propose dynamically adapting the fanout set as a function of the number of nodes that have not
been able to decode all k input messages. The key goal here is to ensure that the message overhead
( fraction of duplicates ) is upper bounder by α as computed before for the initial system size N .
We denote the fraction of duplicates in Optimized Rateless Gossip by αo. We next show how we
adapt the fanout set F as a function of system size to ensure that αo ≤ α, where α is the fraction
of message overhead using the fanout Fα when the system size is N .
Recall that the source gets acknowledgement whenever a node decodes all k input messages.
Thus, the source always knows the number of nodes that have not been able to decode all k input
messages. Thus, we let the source be responsible for adapting the fanout value as a function of
124
system size. The source appends the fanout set value, F with every gossip message it sends so
that the receiving nodes know which fanout to use for that message. Thus, the adaptive fanout is
conveyed to other nodes by the source.
Recall the analysis of push gossip from Section (5.3.3). For a given value of N , we computed
Fα = 〈fmax, . . . , fmax, fh〉 for a given α. Using reverse engineering, we can compute the value
of N for a given F such that the expected overhead is α. Consider a new value of fanout set,
F ′, such that, Fα Â F ′. For the fanout vector F ′, we can compute N ′ such that the expected
message overhead when using F ′ for a system of size N ′ is α. For a system size between N ′ and
N , using Fα implies overhead larger than α, while using F ′ implies an overhead smaller than α.
This observation is the logic behind adapting the fanout to ensure αo ≤ α.
For a given α and fanout vector F ′, we define the pair (F ′, N ′) which implies that for all values
of system size i, such that i ≥ N ′, the expected gossip overhead is upper bounded by α. For
i = N ′, the expected overhead is α.
From the fanout Fα, we generate (h − 1)fmax + fh possible fanout sets denoted by Fi for
1 ≤ i ≤ (h − 1)fmax + fh such that, Fα Â F1 Â F2 Â . . . Â F(h−1)fmax+fh . For each Fi, we can
compute the pair (Fi, Ni).
In the actual protocol, when the system size is between a given pair, Nj and Nj+1, the fanout
Fj+1 is used which ensures that the overall message overhead is less that α computed with the
initial value of N . The source initializes the protocol with fanout Fα. When it receives the first
acknowledgement, it adapts the fanout set to F1 till the system size reduces to N1. This ensures
that for system sizes, N1 to N−1, the fanout F1 is used which keeps the overhead less than α. The
source simply adapts the fanout value at thresholds of N1, N2 and so on. The overall overhead in
this Optimized Rateless Gossip with adaptive fanout is αo such that αo ≤ α.
Having analyzed the effect of proposed changes of α in Optimized Rateless Gossip and providing
an upper bound on the fraction of duplicates by applying dynamic fanout, we next analyze the total
number of messages required in Optimized Rateless Gossip and thus the total message overhead.
5.5.2 Analysis of Optimized Rateless Gossip
From the discussion on LT Codes, we know that E[Nr] = k(1 + ²) is the expected number of
encoded messages required for successful decoding of all messages. This implies that some nodes
will be able to decode with less than E[Nr] encoded messages while some will need more than
E[Nr] encoded messages such that the average tends to E[Nr]. Thus, on an average, the number
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of encoded messages required for decoding in Optimized Rateless Gossip will be around Nk(1+ ²).
In addition, there will be duplicates of these encoded messages which nodes will receive due to the
random nature of push gossip.
In this section, we present an analytical expression for the message overhead in the Optimized
Rateless Gossip Protocol. The total number of messages in the Optimized Rateless Gossip can be
obtained using the theorem stated below. We ignore the messages which are received during the
delay between a node dispatching its control message informing its partners and the source that it
should not be sent any more messages and the instant when these messages are actually received.
Theorem 5.5.1 The total number of message transmissions generated in Optimized Rateless Gos-
sip such that each node is able to decode all k input messages with high probability is given by
Nk(1+²)
1−α for α < 1, where N is the system size, ² is the LT code overhead factor, and α is the push
gossip overhead factor.
Proof In the Optimized Rateless Gossip protocol, each node receives on an average of E[Nr]
messages. Therefore, the total number of messages with N receivers is given by Nk(1 + ²), where
E[Nr] = k(1 + ²). In addition to this, nodes receive duplicates of messages which is quantified
by αo as discussed in the previous section. Thus, Nk(1 + ²) is equal to (1 − αo) times the total
number of gossip messages in Optimized Gossip Protocol.
Therefore, the total number of messages can be expressed as Nk( 1+²1−α0 ).
We have established that αo ≤ α. Therefore, the total number of messages in Optimized Rate-
less Gossip can be expressed as Nk( 1+²1−α ), i.e., O(kcN).
This completes the proof.
It is evident that the total number of messages depends only on ² and α for the Optimized
Rateless Gossip Protocol. The average number of total transmissions in Optimized Rateless Gossip
is given by Nk(²+α)1−α . Hence, the overhead is low if ² and α are low, which is intuitive. If ² and
α are zero, the protocol boils down to a tree-based protocol with zero overhead. To make the
Optimized Rateless Gossip perform as well as or better than push gossip, ² and α should be such
that 1+²1−α ≈ lnN . To make the Optimized Rateless Gossip perform as well as or better than
push-pull gossip, ² and α should be such that 1+²1−α ≈ ln ln N . The values of α and ² can be chosen
cleverly and the overhead can be bounded.
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Table 5.3: Mathematical Symbols used for Rateless Gossip Analysis and their Definitions
Symbol Definition
k number of messages used as input for LT-encoding
L number of encoded messages sent by the source
Lθ value of L such that (1− θ)N nodes can decode all k input messages
² rateless code overhead factor
Pr[Nd = i|Nr = j] prob that a node decodes exactly i input messages using j mesg
Pr[Nd = i|Ns = j] prob that a node decodes exactly i messages when source has sent j mesg
Pr[Nr = i|Ns = j] prob that a node receives exactly i messages when source sent j mesg
Parameters Values
N 300, 600, 900
k 25, 200, 1000
α 0.05 to 0.8
c 0.075, 0.071,0.028
fmax 5
P 10 to 60
Table 5.4: Simulation Parameters
Next, we evaluate the Rateless Gossip Protocol and show that it outperforms the naive push
gossip. After that, we show how the Optimized Rateless Gossip Protocol improves the performance
even more compared to Rateless Gossip for good choice of parameters. We summarize all the
mathematical symbols used in the analysis of Rateless Gossip in Table 5.3.
5.6 Simulation Results and Discussion
We conducted a simulation study to compare the performance of Rateless Gossip, Optimized
Rateless Gossip, and push gossip, with varying parameters N , α, and k. The values for these and
other parameters are summarized in Table 5.4. The parameters c and δ are randomly chosen to
obtain the Robust Solition degree distribution, Ω, for the LT codes encoding process [79]. The
values of ² for the chosen LT code parameters in our simulation for k = 25, 200 and 1000 are 0.5,
0.25 and 0.13 respectively. Note that we pick a small fmax for our simulation. A larger fmax would
lead to the same fanout vector Fα for different α, giving us fewer data points for our simulation
results.
We present the simulation results in this section.
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5.6.1 Push Gossip
We first present the simulation results of push gossip in Figure 5.10. The figure shows the average
number of transmissions required to infect all N nodes with each message for N = 300, 600,
and 900. For each N , we plot the average number of transmissions for push gossip with global
membership (averaged over 100 runs) and partial membership (averaged over 100 runs), where
the membership overlay is a regular graph with each node has P incoming and outgoing edges.
These values for push gossip with global membership and partial membership serve as a baseline
































Figure 5.10: Transmissions in Push Gossip with Global and Partial Membership
5.6.2 Rateless Gossip
We show the simulation results for Rateless Gossip in this section. The input parameter to Rateless
Gossip is α, the upper bound on transmission overhead, from which the fanout vector is computed
using the method described in Section 5.3.3. Table 5.5 summarizes the values of Fα for different
input values of α for N = 300, 600 and 900. Since we only permit integral values for fanout, the
computed Fα ensures that the gossip overhead fraction is bounded by α as can be seen from the
experimental values of α obtained during the simulation.
We compare the number of transmissions required to infect all N nodes with all k messages for
Rateless Gossip with push gossip. Note that in push gossip, since each message is disseminated
independently, we can approximate the number of transmissions needed to infect N nodes with k
messages by multiplying the results in Figure 5.10 with k. We show the average savings (average
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N = 300 N = 600 N = 900
Input α h Fα Expt. α h Fα Expt. α h Fα Expt. α
0.05 2 〈5, 5〉 0.046 3 〈5, 5, 1〉 0.043 3 〈5, 5, 2〉 0.042
0.1 3 〈5, 5, 1〉 0.082 3 〈5, 5, 4〉 0.098 3 〈5, 5, 5〉 0.079
0.15 3 〈5, 5, 3〉 0.149 3 〈5, 5, 5〉 0.116 4 〈5, 5, 5, 1〉 0.132
0.20 3 〈5, 5, 4〉 0.179 4 〈5, 5, 5, 1〉 0.185 4 〈5, 5, 5, 2〉 0.181
0.25 3 〈5, 5, 5〉 0.209 4 〈5, 5, 5, 2〉 0.249 4 〈5, 5, 5, 3〉 0.227
0.30 3 〈5, 5, 5〉 0.209 4 〈5, 5, 5, 2〉 0.249 4 〈5, 5, 5, 4〉 0.267
0.35 4 〈5, 5, 5, 1〉 0.306 4 〈5, 5, 5, 3〉 0.304 4 〈5, 5, 5, 5〉 0.307
0.40 4 〈5, 5, 5, 2〉 0.388 4 〈5, 5, 5, 5〉 0.399 4 〈5, 5, 5, 5〉 0.307
0.45 4 〈5, 5, 5, 2〉 0.388 4 〈5, 5, 5, 5〉 0.399 5 〈5, 5, 5, 5, 1〉 0.411
0.50 4 〈5, 5, 5, 3〉 0.456 5 〈5, 5, 5, 5, 1〉 0.497 5 〈5, 5, 5, 5, 2〉 0.494
0.55 4 〈5, 5, 5, 4〉 0.513 5 〈5, 5, 5, 5, 1〉 0.497 5 〈5, 5, 5, 5, 2〉 0.494
0.60 4 〈5, 5, 5, 5〉 0.562 5 〈5, 5, 5, 5, 2〉 0.571 5 〈5, 5, 5, 5, 3〉 0.559
0.65 5 〈5, 5, 5, 5, 1〉 0.630 5 〈5, 5, 5, 5, 3〉 0.630 5 〈5, 5, 5, 5, 4〉 0.613
0.70 5 〈5, 5, 5, 5, 2〉 0.689 5 〈5, 5, 5, 5, 5〉 0.677 6 〈5, 5, 5, 5, 5, 1〉 0.693
Table 5.5: Fanout vectors and the actual α values for Rateless Gossip.
of 100 runs) in Figure 5.11 for different values of N and k, where savings is defined as
1− Number of transmission in Rateless Gossip
Number of transmissions in push gossip
It can be seen that as α increases, the savings decrease. For a given k, the savings increase as
N increases,and for a given N , the savings increases with k. Since large k leads to smaller ², this
result verifies that rateless gossip is efficient in number of transmissions when α and ² is small. We
notice that for k = 25, increasing α beyond a certain limit leads to poorer performance of Rateless
Gossip compared to push gossip. This is due to the fact that the value of ² is higher in these cases
and the combined wastage due to partial push gossip plus the rateless code overhead factor, ²,
is higher than a pure push gossip. For k = 1000, where the ² is low, the performance does not
degrade that fast. Thus, choosing LT code parameters leading to a smaller ² improves the fraction
of message saving in Rateless Gossip.
In Figure 5.12, we show the average values of L0 (averaged over 100 runs), the number of
encoded messages the source sends before all nodes can decode all k messages. The figures reveal
that the source has to send many more messages compared to other nodes and compared to push
gossip. The burden on the source increases as α decreases. This is natural, since when more
nodes are infected with an encoded message, fewer encoded messages are needed. Thus, there is a
trade-off between the number of transmissions and overhead at the source. We will elaborate on


























Figure 5.11: Performance of Rateless Gossip Compared to Push Gossip
L0 is similar for various N . This is due to the fact that as N increases, the fraction of nodes that
can be infected for a given α also increases without causing any appreciable change in L0. The
value of L0 increases with an increase in k for a given pair of N and α.
5.6.3 Performance of Optimized Rateless Gossip
We now present the simulation results for Optimized Rateless Gossip. Recall that our membership
overlay is a regular graph where each nodes knows and is known by P other nodes. The model for
the push gossip uses the same membership overlay and gossip targets are picked distinctly in both
the protocols for fair comparison. We use different values of P for different N .
We first walk through an example as to how we adapt the fanout with decreasing system size.
As an example we set initial N = 300 and α = 0.10. This gives us the initial fanout Fα = 〈5, 5, 1〉
which implies that the gossip overhead is α for a system of size N . The values of α and the
corresponding Fα can be obtained from Figure 5.5. To ensure that the overhead αo < α, we obtain
the thresholds at which to reduce the fanout. These thresholds are [300, 245, 137, 113, 90, 66, 43].
The protocol starts with the fanout vector 〈5, 5, 1〉. At the moment when the number of uninfected
nodes reaches 245, the source adapts the fanout vector to 〈5, 5〉. Similarly, when the number of
nodes that are infected reduces to 137, the fanout vector is adapted to 〈5, 4〉. Similarly, the fanout
vector is adapted when the number of uninfected nodes reduces to 113, 90, 66 and 43. When





















Figure 5.12: Average L0 in Rateless Gossip
responsible for gossiping. Using this adaptive fanout scheme, we noticed that αo = 0.089 which
is less than α. In Figure 5.13, , we show the thresholds at which the fanout vector is adapted by
the source for different initial values of α for N = 300, 600, and 900. For a given α and N , the
thresholds are marked between 0 and N on the vertical line at α. We also show the threshold
values for different values of α for different fanout vectors. We can see that for a given fanout
vector, a higher α implies a smaller system size which is reasonable since one can infect a larger
fraction of nodes if the tolerable α is high.
Using adaptive fanout, the gossip overhead is still bounded by the input α. In Figure 5.14,
we summarize the performance of Optimized Rateless Gossip (O.R.G.) (average of 100 runs) for
various values of N and k for P = 30. We observe a similar trend as in the case of Rateless Gossip.
For the values of k for which ² value is high, we notice that Optimized Rateless Gossip performs
poorly than push gossip for larger values of α. Thus, a smaller ² is a good choice. For a given k
and α, a higher value of N leads to a slightly better message savings. In Figure 5.15, we show the
average value of L0 for different input parameters. Similar to Rateless Gossip, we observe that for
a given pair of N and α, L0 increases with increasing k. We observe that for small values of α, the
savings compared to push gossip is in the range of 75 − 85%. The fraction of saving decreases as
α increases which is expected. As in Rateless Gossip, we conclude that choosing a smaller ² and α
is a good design choice of both Rateless and Optimized Rateless Gossip.
In Figures 5.16(a), 5.16(b) and 5.17, we compare the number of transmissions needed in Op-
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Figure 5.13: Fanout Adaptation Threshold Values
timized Rateless Gossip with the theoretical bound Nk 1+²1−α for different k and N . It is clear that
adaptive fanout indeed bounds the number of transmissions needed in Optimized Rateless Gossip.
Next, we discuss the issue of the extra overhead on the source which is forced to send a large
number of encoded messages.
5.6.4 Source Overhead
One key observation about Rateless Gossip and Optimized Rateless Gossip is that the source
sends many encoded messages, determined by L0. Also, we notice a trend that the value of L0 in
Optimized Rateless Gossip is comparable or smaller than Rateless Gossip. This can be understood
with the help of Figure 5.9(a). Towards the end of Rateless Gossip, L increases very quickly and
most of the transmissions end up being duplicates. Thus, the value of L0 for Rateless Gossip
includes a huge wastage in terms of duplicates. In Optimized Rateless Gossip, since nodes that
have decoded all k messages stop receiving further encoded messages, the encoded messages in
the later part of the protocol infect fewer and fewer nodes. Due to this, we expect the number


























Figure 5.14: Performance of Optimized Rateless Gossip Compared to Push Gossip
value of L0 is smaller in Optimized Rateless Gossip which implies that the savings due to reduced
number of duplicates is higher than the overhead imposed by the adaptive fanout. Also, it can be
noticed from Figure 5.13, that most of the fanout adaptation takes place towards the later stages
of the protocol, where most transmissions in Rateless Gossip is wasteful. This also implies that the
source faces the burden of sending excessive messages only towards the final stages of the protocol
which turns out to be not such an ill-effect on the total number of messages sent by the source.
We have discussed our results on Optimized Rateless Gossip with the value of P, the partnership
size, set to 30. Consider a case when P is 0. In such a case, the source needs to send all the gossip
messages. Despite that, the transmission overhead is bounded by Nk(1+²)1−α . This observation is true
for other values of P as well. So, choosing a small P increases the number of encoded messages
sent by the source. As P increases, the burden on the source reduces. However, using a large P
requires larger number of control messages in the Optimized Rateless Gossip.
To make a fairer comparison between Optimized Rateless Gossip and push gossip, we increase
the source fanout of push gossip such that the number of messages sent by the source in the two
protocols is the same. Recall that the membership overlay is a regular graph and gossip targets
are picked distinctly. To do this, we select sample cases of performance of the Optimized Rateless
Gossip. We do not choose small α since the overhead on the source is too high without appreciable
benefits in transmission savings. For the chosen set of parameters, α, k, and ², the value of L0






















Figure 5.15: Average L0 in Optimized Rateless Gossip
for the push gossip. The value of f1 is set to dL0k fmaxe. The values of fi for i > 1 is set to fmax,
(fmax = 5 in our experiments). Using this fanout vector implies that the load on the source is
the same in the two protocols. In push gossip, nodes keep gossiping until all nodes are infected.
Note that, nodes pick gossip partners distinctly. We summarize the performance of Optimized
Rateless Gossip with the modified push gossip in Table 5.6. The column ”O.R.G. vs Push” shows
the fraction of message savings in Optimized Rateless Gossip compared to push gossip with partial
membership as described in the previous section. The column marked ”Mod. Push Fanout” is
the modified fanout where the burden on the source is made similar to that of Optimized Rateless
Gossip by adapting f1. Finally, the message savings in Optimized Rateless Gossip compared to
push gossip using this modified fanout is marked under column ”O.R.G. vs Mod. Push”.
We notice that using large f1 does not make any significant difference in savings, because the
beginning of push gossip infection is almost linear. We notice that in the modified version of push,
the performance of push is only slightly better. Higher the value of f1, higher is the improvement.
But, the improvement is marginal unless f1 is too large. This can be seen in the Figure 5.18
where we show the affect of increasing f1 on the average number of transmissions in push gossip
to infect all N nodes (N = 300, P = 20). As f1 increases, the number of transmissions needed
reduces though the substantial improvement is noticed only when f1 is comparable to N . But, for
the values of f1 we obtained from experiments on Optimized Rateless Gossip, the improvement

















































































(a) k = 25 (b) k = 200






































Figure 5.17: Performance of Optimized Rateless Gossip Compared to Theoretical Upper Bound,
k = 1000
Optimized Rateless Gossip is quite efficient compared to this modified version of push as well.
5.7 Summary and Future Work
We have presented and evaluated an improved version of push gossip, i.e., Rateless Gossip which
leverages the problem of high message overhead in push gossip by combining push gossip with rate-
less codes. We have presented an analytical and simulation based study of Rateless Gossip which
confirms the superior performance of Rateless Gossip. Furthermore, we have enhanced Rateless
Gossip using control messages and a more pragmatic membership scheme to design Optimized
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N α k,² Fα L0 O.R.G. vs Push Mod. Push Fanout O.R.G. vs Mod. Push
300 0.15 25,0.50 〈5, 5, 3〉 238 .6383 〈48, 5, 5, . . .〉 .63
300 0.1 200,0.25 〈5, 5, 1〉 1986 .726 〈50, 5, 5, . . .〉 .717
300 0.1 1000,0.13 〈5, 5, 1〉 7459 .753 〈38, 5, 5, . . .〉 .742
600 0.1 25,0.50 〈5, 5, 4〉 396 .734 〈80, 5, 5, . . .〉 .714
600 0.1 200,0.25 〈5, 5, 4〉 1608 .779 〈41, 5, 5, . . .〉 .770
600 0.1 1000,0.13 〈5, 5, 4〉 6304 .80 〈33, 5, 5, . . .〉 .783
900 0.1 25,0.50 〈5, 5, 5〉 478 .7596 〈96, 5, 5, . . .〉 .731
900 0.1 200,0.25 〈5, 5, 5〉 2014 .80 〈51, 5, 5, . . .〉 .785
900 0.1 1000,0.13 〈5, 5, 4〉 7978 .821 〈40, 5, 5, . . .〉 .80





























Value of Fanout f1
Constant fanout
Increasing fanout
Figure 5.18: Effect of Increasing f1 on the Number of Transmissions (N = 300)
Rateless Gossip, which leads to a further improvement in the performance of the push gossip. In
essence, we show how we can apply rateless codes to substantially improve the performance of push
gossip. In tune with the goal of this paper, we hope our research on combining rateless codes with
gossip can lead to efficient gossip-based protocols for large-scale data dissemination applications.
We identified areas which need further work to make Rateless Gossip more robust. In our
analysis, we have ignored many practical issues that a large-scale data dissemination protocol
faces. Some of these challenges are scalability of membership protocols, node failures and message
losses. A realistic protocol based on Rateless Gossip will need to address these issues. At the same
time, to address the scalability challenges due to large membership size, hierarchical approaches
similar to our Hierarchical Gossip can be utilized to implement Rateless Gossip on reasonably sized
clusters. At the same time, Rateless Gossip overhead can be optimized by dynamically adapting
the values of k and rateless code degree distribution during the execution of Rateless Gossip.
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Chapter 6
Conclusions and Future Work
In this dissertation, we have addressed two key challenges that handicap the performance of gossip
protocols, namely, that of high and random latency of data delivery, and that of high transmission
overhead. We design new analytical gossip models and protocols, i.e, the Asynchronous Gossip
and the Rateless Gossip, which effectively address these drawbacks. Our research contributes to a
deeper understanding of how gossip works and leads to improved performance of gossip protocols.
There are, however, many other issues that warrant further research. In this chapter, we conclude
our work and present possible extensions as future work.
6.1 Gossip Protocols with Predictable Behavior over Time
We have designed gossip protocols which result in a more predictable behavior in terms of gossip
infection spread rate over rounds/time. This is achieved by adapting fanout as a function of
round/time. We show how the infection rate for the Synchronous Model can be made to follow a
desired user defined infection pattern by defining fanout as a function of rounds. To reduce the
latency of data delivery in Synchronous Model, we introduced the Asynchronous Gossip Model.
We see that the spread of a message in Asynchronous Gossip is faster compared to Synchronous
Gossip Model, and can be made to follow a user defined infection pattern over time by adapting
fanout as a function of time. To fully comprehend the details of the Asynchronous Gossip, we
introduce a hypothetical model called the PseudoSynchronous Gossip Model which provides a
better understanding of gossip infection progress as a function of time. An important point to
note here is that our analysis deals with expected values. It will be interesting to analytically
quantify the variance and standard deviation of Asynchronous Gossip Performance and study
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constraints on fanout values and time intervals that will lead to a more predictable performance.
At the same time, how to design good user infection patterns is important since not all user
patterns lead to solutions for the PseudoSynchronous Gossip Model parameters. Other problems
worth studying are regarding efficient computation of the delay distribution whose knowledge we
assume beforehand, and using partial membership views instead of global membership views.
6.2 Hierarchical Gossip
We have presented a Hierarchical Gossip Protocol which improves the performance of a flat global
gossip protocol by clustering nodes into groups based on inter-node latency criterion. We use
techniques from well know research ideas like k-means clustering and virtual network coordinates.
Significantly, we evaluate the performance of our Asynchronous Gossip Model on two networks.
The first one is the global gossip which consists of one cluster with N nodes and the second one
is the hierarchical gossip where the N nodes are clustered into multiple groups. We show that the
performance of Asynchronous Gossip is better in terms of transmission overhead and latency of
data delivery. More importantly, we show that the variance in the performance of Asynchronous
Gossip is much smaller in case of hierarchical gossip when compared to global gossip. This proves
that Asynchronous Gossip is quite predictable in small clusters with delay distribution spanning a
small range of inter-node latencies. Our work can be extended in many way.
We have used a centralized approach to cluster nodes and then send control messages to various
nodes. A distributed clustering approach can be designed. Again, we compute all the delay
distributions at the source node and then distribute the information to other nodes. This can be
done at the cluster leaders since the delay distribution only involves the knowledge of inter-node
latencies between cluster members. This improvement can make the hierarchical gossip protocol
more scalable. Another possible extension would be to study the hierarchical gossip under more
dynamic conditions and see the performance in terms of reliability, message overhead (duplicates
plus control overhead) and latency. Finally, a gossip protocol combining Asynchronous Gossip




We have designed Rateless and Optimized Rateless Gossip Protocols which leads to substantial
transmission savings in push gossip. We have used rateless codes in conjunction with gossip to
design a low transmission-overhead push-based gossip protocol. We see from our simulation results
that savings are in the range of 50 − 85%. We have provided a thorough analytical analysis of
Rateless Gossip and Optimized Rateless Gossip which is backed up by experimental results. We
showed that the average number of transmissions to gossip k messages in Optimized Rateless
Gossip can be bounded as O(kcN) where c is a tunable parameter.
Recall that c depends on the gossip overhead factor α and the LT Code overhead factor ². Future
work should address how to minimize c for a given k and N . We have investigated the parameter
α in details but the issue of choosing an optimal ² has not been considered. By understanding
as to how to optimize ², designers can achieve further savings. Another line of work could be
to use more efficient rateless codes like the Raptor Code instead of LT Codes. We chose LT
Codes due to availability of analytical results which helped us analyze Rateless Gossip in detail.
However, an actual implementation can use the most optimal rateless code available such that ² is
as low as possible to maximize savings. Theoretical analysis of Rateless Gossip for other rateless
codes may be studied.We showed that by adapting the membership model and adding control
messages, transmission overhead can be reduced in Rateless Gossip. More such optimizations like
Anti-Entropy based pull-style approach can be used to optimize Rateless Gossip towards the later
stages where a lot of useless messages are received. Furthermore, the performance of rateless codes
for multicast/broadcast in a real network can be studied. In our work, we have a centralized way
to generated encoded messages. It will be interesting to study ways to design Rateless Gossip in
a distributed fashion when there are multiple sources in the network with each source having a
fraction of interesting information.
Our work focuses on improving the performance of gossip protocols in two key areas, i.e., to
improve the predictability with respect to time, and, to reduce the transmission overhead incurred
during large-scale data dissemination. Our analytical models of Asynchronous Gossip and Rateless
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