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RATES OF CONTRACTION OF POSTERIOR DISTRIBUTIONS
BASED ON p-EXPONENTIAL PRIORS
By Sergios Agapiou∗ Masoumeh Dashti† and Tapio Helin‡
University of Cyprus ∗, University of Sussex † and University of Helsinki‡
We consider a family of infinite dimensional product mea-
sures with tails between Gaussian and exponential, which we
call p-exponential measures. We study their measure-theoretic
properties and in particular their concentration. Our findings
are used to develop a general contraction theory of posterior
distributions on nonparametric models with p-exponential pri-
ors in separable Banach parameter spaces. Our approach builds
on the general contraction theory for Gaussian process priors in
[50], namely we use prior concentration to verify prior mass and
entropy conditions sufficient for posterior contraction. However,
the situation is more convoluted compared to Gaussian priors
leading to a more complex entropy bound which can influence
negatively the obtained rate of contraction, depending on the
topology of the parameter space. Subject to the more complex
entropy bound, we show that the rate of contraction depends on
the position of the true parameter relative to a certain Banach
space associated to p-exponential measures and on the small ball
probabilities of these measures. For example, we compute these
quantities for α-regular p-exponential priors in separable Hilbert
spaces under Besov-type regularity of the truth, in which case
the entropy bound is verified to be benign.
1. Introduction. Gaussian processes are routinely used as priors in many nonpara-
metric inference problems, for example in spline smoothing [30], density estimation [35],
nonparametric regression [44], inverse problems [46] and drift estimation of diffusions [37].
At the same time, there is a growing number of problems for which it is preferable to uti-
lize heavier-tailed priors, while maintaining the favourable convexity properties offered by
the Gaussian distribution. A family of such priors can be constructed using infinite prod-
ucts of Laplace distributions, which on the one hand have attractive sparsity-promoting
properties and on the other hand are logarithmically concave, thus computationally and
analytically tractable. For example, such priors are extensively used in the literature of
Bayesian inverse problems in the form of Besov-space priors with integrability parameter
p = 1, [33, 16, 32, 26, 1]. Besov-space priors are defined through expansions in a wavelet
basis and for p = 1 use ℓ1-type penalization on the corresponding coefficients, an idea
widely-used in the statistical literature [10, 11, 17, 18, 19, 28].
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The study of the asymptotic performance of posterior distributions in the infinitely-
informative data-limit, under the frequentist assumption that the available data is gener-
ated from an underlying fixed value of the unknown, has received great attention in the
last two decades. In particular, there has been enormous progress in the study of rates of
posterior contraction, that is the concentration rates of posterior distributions around the
underlying value of the unknown. The works of Ghosal and van der Vaart [21] and Shen and
Wasserman [42] for independent and identically distributed (i.i.d.) observations, together
with the work of Ghosal and van der Vaart [22] for non-i.i.d. observations, paved the way
for a comprehensive theory for rates of posterior contraction under general assumptions on
the prior and model.
For Gaussian priors, posterior contraction has been vigorously studied aided by the avail-
able very deep understanding of Gaussian processes; see for example [51] for a presentation
of the relevant elements of Gaussian process theory. Of great importance in this context, has
been the work of van der Vaart and van Zanten [50], who studied general posterior contrac-
tion based on the concentration properties of the Gaussian prior. In particular, they showed
that the rate of contraction depends on the position of the true parameter underlying the
data relative to the reproducing kernel Hilbert space and the centered small ball probabil-
ities of the Gaussian prior. An incomplete list of other contributions which advanced the
theory of posterior contraction under Gaussian priors in several models, often using mix-
tures of Gaussian processes to achieve adaptation, includes [5, 12, 24, 31, 38, 47, 49, 52, 53].
See also the recent books [23, 25].
On the contrary, the frequentist asymptotic performance of posterior distributions arising
from infinite-dimensional Laplace-type priors is much less understood. In particular, there
is no general theory for posterior contraction and the only applicable contraction result
we are aware of, refers to undersmoothing product priors in the white noise model [13,
Corollary 3]. Of some relevance are existing posterior contraction results under sieve priors,
which include randomly truncated products of exponential distributions [3, 39].
In this work, we consider a class of infinite-dimensional priors spanning between Gaussian
and Laplace product priors. We call such priors p-exponential, with p ∈ [1, 2] reflecting the
tail behaviour, where p = 2 corresponds to Gaussian and p = 1 to exponential tails. Our
aim is twofold: first, to develop the relevant measure theory for these priors and to study
their concentration properties and second, to study posterior contraction for general models
based on prior concentration, analogous to the Gaussian contraction theory in [50].
1.1. General posterior contraction theory. Consider the problem of inferring an un-
known parameter θ ∈ Θ from observations X(n) drawn from distributions P (n)θ , where
n→∞ corresponds to the infinitely-informative data-limit. We put a prior Π on θ and aim
to study the frequentist asymptotic properties of the resulting posterior distribution on θ
after observing X(n), Πn(·|X(n)). In particular, we make the frequentist assumption that the
available observations have been generated from a fixed underlying true parameter θ0 ∈ Θ,
and we are interested in investigating the concentration rate of the posterior distribution
around the truth in the limit n → ∞. We say that the posterior distribution contracts
with a rate ǫn at θ0 with respect to a metric d on Θ, if Πn(θ : d(θ, θ0) ≥ Mnǫn|X(n)) → 0
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in P
(n)
θ0
-probability, for every Mn →∞.
Posterior contraction in this general-prior and general-model setup, has been studied by
Ghosal and van der Vaart in [22]. Given a model and distance d, assuming that there exist
exponentially powerful tests for separating θ0 from d-balls at a certain distance from it,
they derived conditions on the prior securing that an ǫn is a rate of contraction around
θ0 with respect to d: the prior needs to put sufficient mass around the true θ0 and almost
all its mass on sets of bounded complexity. These conditions are expressed via norms and
discrepancies which are relevant to the statistical setting of interest. In particular, they
involve both neighbourhoods of θ0 expressed via the metric d, as well as neighbourhoods
of P
(n)
θ0
expressed via Kullback-Leibler divergence and variations. For a comprehensive and
up to date treatment see [23, Chapter 8].
1.2. Gaussian concentration and posterior contraction. We briefly describe the posterior
contraction theory for Gaussian priors of van der Vaart and van Zanten [50], which relies
on a good understanding of the concentration properties of Gaussian measures; see also
[23, Chapter 11].
Let (X, ‖·‖) be a separable Banach space and let µ be a centered Gaussian prior in
X . Denote by H the reproducing kernel Hilbert space (RKHS) of µ, with corresponding
norm ‖·‖H . Moreover, denote by BX the closed unit ball of X centered at the origin. The
concentration properties of µ at a point w in the topological support of µ, supp(µ) = H
‖·‖X ,
were shown to be captured by the concentration function
(1) ϕw(ǫ) = inf
h∈H:‖h−w‖≤ǫ
1
2
‖h‖2H − logµ(ǫBX), ǫ > 0.
For w = 0, the first term vanishes and the concentration function measures the probability
of centered balls of size ǫ in X . The idea is that for nonzero w ∈ supp(µ), the concentration
function measures the probability of balls of radius ǫ centered at w, with the first term
measuring the loss of probability due to shifting from centered to noncentered balls; this
is made precise by the bounds in [51, Lemma 5.3].
Using the above interpretation of the concentration function, together with a concentra-
tion inequality due to Borell, [9, Theorem 3.1], van der Vaart and van Zanten showed in
[50, Theorem 2.1] that for a w0 ∈ supp(µ), if ǫn satisfies
(2) ϕw0(ǫn) ≤ nǫ2n,
then the prior puts a certain minimum mass in ǫn balls inX around the w0 and it is possible
to find Θn ⊂ X which contains the bulk of the prior mass and has exponentially bounded
complexity. These assertions point to the conditions of general-model general-prior results
discussed in the previous subsection, see for example [23, Theorem 8.9 and Theorem 8.19].
However unlike the conditions of these general results which involve statistically relevant
norms and discrepancies, the assertions of [50, Theorem 2.1] are expressed purely in the
Banach space norm. To bridge this gap and indeed prove that ǫn is a posterior contraction
rate in specific statistical settings, one needs to relate the statistically relevant quantities
appearing in general-model general-prior results to the Banach space norm.
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In a range of models, this reconciliatory work has been done in [22] in the general-
prior context, and there exist general-prior contraction theorems with assumptions purely
expressed in the Banach space norm [22]; for example see [23, Theorem 8.31] in the white
noise model, or [23, Theorem 8.26] in the normal fixed-design regression setting. In other
models such as density estimation or nonparametric binary classification, the reconciliatory
work has been done in the context of Gaussian priors in [50], see [50, Lemmas 3.1 and 3.2]
respectively, and no general-prior theorems were explicitly formulated. We stress that the
reconciliatory work for these models is not explicit to Gaussian priors, thus the proofs
of all the Gaussian contraction results found in [50, Section 3], can be easily used to get
contraction results for priors for which analogous results to [50, Theorem 2.1] hold.
1.3. Our contribution. In the present paper we consider parameter spaces X which
are separable Banach and which possess a Schauder basis. We use the Schauder basis
to construct p-exponential measures in X , by identifying them to infinite products of
independent univariate p-exponential distributions. Our main contribution is that we gen-
eralize the aforementioned Gaussian general contraction theorem [50, Theorem 2.1] to
p-exponential measures, and to achieve this we develop the necessary concentration theory
for p-exponential measures. The obtained general contraction result enables the study of
contraction rates of posterior distributions based on p-exponential priors, in a range of
standard nonparametric statistical models. A brief summary of the paper is as follows.
In Section 2, we introduce p-exponential measures in X and study their properties relat-
ing to convexity, equivalence and singularity under translations, topological support and
ultimately concentration. We find that the concentration of a p-exponential measure at a
point w in its support, depends on the position of w relative to a Banach space, rather
than relative to a Hilbert space as was the case for Gaussian measures. We define the
corresponding concentration function ϕw(·) and show in Theorem 2.12 that it has a similar
interpretation to the Gaussian concentration function. In Proposition 2.14, we derive a
concentration inequality for p-exponential measures, which follows from Talagrand’s work
in [48] and, although more intricate, is analogous to the aforementioned Gaussian concen-
tration inequality [9, Theorem 3.1] used for studying contraction in [50].
In Section 3 we use the interpretation of the concentration function, together with the
available concentration inequality to generalize the Gaussian contraction result [50, Theo-
rem 2.1] to p-exponential measures in Theorem 3.1, which is the main result of this paper.
Since the concentration properties of p-exponential measures are more intricate, we get a
more complicated complexity bound compared to the Gaussian case.
In Section 4, we present posterior contraction results for general p-exponential measures
in two standard statistical models: the white noise model and density estimation. These
results follow immediately from Theorem 3.1, as discussed at the end of the last subsection.
In Section 5 we consider α-regular p-exponential priors in separable Hilbert spaces, study
bounds on the corresponding concentration function for Besov-type regularity of the truth
and compute posterior contraction rates in the white noise model, with L2 loss. These rates
are unaffected by the complicated complexity bound in Theorem 3.1 and similarly to the
Gaussian case, match the minimax rate when the regularities of the prior and the truth
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match, see Theorem 5.8. In fact, for p ∈ [1, 2) these rates are either faster or equal to the
Gaussian rates, depending on the relationship of the regularities of the truth and the prior.
In Section 6 we consider α-regular p-exponential priors constructed via wavelet expan-
sions in the space of continuous functions on the unit interval, C[0, 1], and study bounds
on the corresponding concentration function in the supremum norm, under Ho¨lder-type
regularity of the truth. To this end, we prove new centered small ball probability bounds
in the supremum norm for p-exponential measures, see Proposition 6.3. We then compute
posterior contraction rates in density estimation, with Hellinger-distance loss. In this case,
the rates are affected by the more complicated complexity bound in Theorem 3.1 and
appear to be suboptimal, see Theorem 6.7.
The proofs of our results are contained in Section 7, while in Section 8 we record some
necessary technical results.
1.4. Notation. We denote by R∞ the space of all real sequences and by B(R∞) the Borel
σ-algebra with respect to the product topology. We denote by ℓp the space of p-summable
real sequences. The space of square integrable real functions on the unit interval is denoted
by L2[0, 1], while C[0, 1] is the space of continuous real functions on the unit interval with
the supremum norm. For s > 0, we use Cs = Cs[0, 1] to denote the space of s-Ho¨lder real
functions on the unit interval . For a normed space (Y, ‖·‖Y ), we denote by BY the closed
unit ball in Y . The notation N(ǫ, A, d) is used for the ǫ-covering number of a subset A of a
metric space with metric d, that is the minimum number of balls of radius ǫ with respect
to d which are needed to cover the set A. For two real sequences (an), (bn), an ≍ bn means
|an/bn| is bounded away from zero and infinity, while an . bn means that an/bn is bounded.
2. p-exponential measures and their properties. In this section we introduce p-
exponential measures and study some of their properties. In particular, we discuss their
convexity, behaviour under translations, topological support and concentration properties.
2.1. p-exponential measures.
Definition 2.1. Let γ = (γℓ)ℓ∈N be a deterministic decaying sequence of positive real
numbers and let ξℓ, ℓ ∈ N, be independent and identically distributed real random variables
with probability density function fp(x) ∝ exp(− |x|pp ), x ∈ R for p ∈ [1, 2]. We define the
probability measure µ on the measurable space (R∞,B(R∞)) to be the law of the sequence
(γℓξℓ)ℓ∈N and call it a p-exponential measure with scaling sequence γ.
In the following we will often suppress the dependence on γ and call µ a p-exponential
measure. For p = 1 and p = 2 we get centered Laplace and centered Gaussian measures
respectively, both in sequence space. While we restrict p between 1 and 2, many of the
results in this section as for example the ones in the following subsection on convexity,
clearly hold in greater generality and in particular for p ≥ 1. However, our treatment on
the concentration of p-exponential measures in Subsection 2.4, is explicit to p ∈ [1, 2].
Depending on the decay properties of γ, draws from µ almost surely belong to certain
subspaces of R∞. For example, γ ∈ ℓ2 if and only if µ(ℓ2) = 1, see [2, Lemma S.M.1.2].
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Lemma 5.2 in Section 5 below studies Besov-type regularity of µ, for certain choices of the
scaling sequence γ; this result includes Sobolev-type regularity as a special case.
Any Gaussian random element in a separable Banach space can be identified with a
Gaussian product measure as above with p = 2, for example using the Karhunen-Loeve
expansion [25, Theorem 2.6.10]. Likewise, a p-exponential measure can be identified nat-
urally with a measure on a separable Banach space X , provided X possesses a Schauder
basis, which can be normalized or not. For example, if γ ∈ ℓ2, it can be identified with
a measure on a subspace of the space of square integrable functions on the unit interval,
X = L2[0, 1], via the random series expansion
(3) u(x) =
∞∑
ℓ=1
γℓξℓψℓ(x),
where {ψℓ} is an orthonormal basis in L2[0, 1]. It can also be identified to a measure on
the space of continuous functions on the unit interval, X = C[0, 1], using a similar random
series expansion, where {ψℓ} is a Schauder basis in C[0, 1]; see Section 6 below.
In the general separable Banach space setting, we also have that depending on the
speed of decay of the scaling sequence γ, draws from a p-exponential measure almost
surely belong in subspaces of X . If X is a function-space, these subspaces correspond to a
form of higher regularity. We stress here, that such function-space regularity is not solely
linked to the speed of decay of γ, but also depends on the scaling and regularity of the
Schauder basis {ψℓ}. For example, one can study the Ho¨lder regularity of draws using the
Kolmogorov Continuity Test. See [16, Corollary 7.22] for a result under general conditions
on the Schauder basis and scaling sequence, or Proposition 6.1 in Section 6 below for a
result under more specific conditions.
While developing our posterior contraction theory for p-exponential priors below, we will
use the sequence space or the general separable Banach space representation of the measure
µ interchangeably. The particular random series expansion representation, and specifically
the choice of the Schauder basis, will become relevant through the concentration function
when actually computing the contraction rate in specific settings with specific priors in
Sections 5 and 6.
2.2. Convexity. We next study the convexity properties of p-exponential measures. The
convexity of measures in infinite dimensional spaces has been extensively studied in [8].
Proposition 2.2. A p-exponential measure µ is logarithmically-concave. That is, for
any measurable sets A,B ∈ B(R∞) and any λ ∈ [0, 1] it holds
µ(λA+ (1− λ)B) ≥ µ(A)λ · µ(B)1−λ.
This is a straightforward result based on [8]. A proof, done for a specific type of choice
of γ without loss of generality, can be found in [1, Lemma 3.4]. Logarithmic concavity
is a very strong property which for example implies unimodality, see [1, Section 2]. An
immediate consequence is the following inequality called Anderson’s inequality, implied by
[8, Theorem 6.1], which holds since we consider centered measures.
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Proposition 2.3. Let µ be a p-exponential measure. For any closed, symmetric and
convex set A ⊂ R∞, we have
µ(A+ x) ≤ µ(A), ∀x ∈ R∞.
Logarithmic-concavity also implies the following zero-one law, see [8, Theorem 4.1].
Proposition 2.4. Let µ be a p-exponential measure. Then for any linear subspace
V ⊂ R∞ we have that µ(V ) = 0 or 1.
2.3. Absolute continuity. We next consdier the equivalence or singularity of a p-exponential
measure to its translations.
Definition 2.5. For a measure ν on a measurable space (X ,F), we define the space
of admissible shifts Q = Q(ν) to be the subspace of all translations h ∈ X such that
νh(·) := ν(· − h) is equivalent to ν as measures.
The next proposition identifies the space of admissible shifts of the p-exponential measure
and provides an expression for the Radon-Nikodym derivative of µh with respect to µ, for
h ∈ Q(µ). It also shows that the two measures are singular for h /∈ Q(µ).
Proposition 2.6. Let µ be a p-exponential measure and let h ∈ R∞. Then µh and µ
are either equivalent or singular. The space of admissible shifts of µ is
Q = Q(µ) = {h ∈ R∞ :
∞∑
ℓ=1
h2ℓγ
−2
ℓ <∞}.
In particular, it is a separable Hilbert space with norm
‖h‖Q =
( ∞∑
ℓ=1
h2ℓγ
−2
ℓ
) 1
2
, ∀h ∈ Q.
Furthermore, for h ∈ Q(µ),
dµh
dµ
(u) = lim
N→∞
exp
(
1
p
N∑
ℓ=1
(∣∣∣∣uℓγℓ
∣∣∣∣
p
−
∣∣∣∣hℓ − uℓγℓ
∣∣∣∣
p))
in L1(R∞, µ).
The last result is an immediate application of a more general result valid for scaled inde-
pendent products of univariate distributions with finite Fisher information and everywhere
positive density, see Proposition 8.1 in Section 8 below.
Even though the Radon-Nikodym derivative between a centered and a translated p-
exponential measure involves weighted ℓp-type terms, the space of admissible shifts, even
for p 6= 2, is a weighted ℓ2 space, that is a Hilbert space. Furthermore, it is straightforward
to check that µ(Q(µ)) = 0. Indeed, for u drawn from a p-exponential measure we have
‖u‖2Q =
∑∞
ℓ=1 ξ
2
ℓ which is almost surely infinite by the law of large numbers.
Motivated by the exponent of the Radon-Nikodym derivative above, we define the fol-
lowing subspace.
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Definition 2.7. For a p-exponential measure µ, we define the separable Banach space
Z = Z(µ) = {h ∈ R∞ :
∞∑
ℓ=1
|hℓ|pγ−pℓ <∞},
with norm
‖h‖Z =
( ∞∑
ℓ=1
|hℓ|pγ−pℓ
) 1
p
, ∀h ∈ Z.
The space Z(µ) is a weighted ℓp space which, since p ∈ [1, 2] and γℓ is a decaying
sequence, is continuously embedded in Q(µ). Clearly we also have that µ(Z(µ)) = 0.
When working in a separable Banach space X possessing a Schauder basis, the subspaces
Q(µ) ⊂ R∞ and Z(µ) ⊂ R∞ are naturally identified with subspaces of X . If X is a
function-space, then Z and Q correspond to subspaces of functions of higher regularity. In
the Gaussian case p = 2, we have that Q and Z are identified with the RKHS [23, Section
I.6], but in general the two spaces differ and have different roles.
For Gaussian measures, the RKHS is compactly embedded in any separable Banach space
X of full measure, [25, Proposition 2.6.9]. The next proposition generalizes this statement
for p-exponential measures. It follows from [7, Theorem 5.1.6.], which holds for general
Radon measures on locally convex spaces.
Proposition 2.8. Let µ be a p-exponential measure on a separable Banach space X
with a Schauder basis. The space of admissible shifts Q(µ) is compactly embedded into X.
As a consequence, Z(µ) is also compactly embedded into X.
2.4. Support and concentration. In this subsection, (X, ‖·‖X) is a separable Banach
space possessing a Schauder basis and µ is a p-exponential measure on X , µ(X) = 1,
defined by randomizing the coefficients of random series expansions in the Schauder basis
as explained in Subsection 2.1. For a Gaussian measure onX , it is known that its topological
support is the closure of the RKHS in X , [25, Corollary 2.6.17]. We next show an analogous
result for p-exponential measures. Since γ is a sequence of positive scalings, p-exponential
measures are non-degenerate, that is their support is the whole space X .
Proposition 2.9. Let µ be a p-exponential measure on X. Then
X = supp(µ) = Q‖·‖X = Z‖·‖X .
The role of the subspace Z is revealed in the next two results, which study the probability
of non-centered balls inX relative to the probability of centered ones, under a p-exponential
measure. Proposition 2.3 above, shows that for a fixed radius ǫ > 0, there is a loss of
probability when shifting from centered to non-centered balls. In the next proposition we
prove a lower bound on the loss of probability when the shift is in the space Z.
Proposition 2.10. Let µ be a p-exponential measure on X. Then for h ∈ Z and any
ǫ > 0, we have
µ(ǫBX + h) ≥ e−
1
p
‖h‖p
Zµ(ǫBX).
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Our proof relies on certain properties of the function | · |p, p ∈ [1, 2] appearing in the
exponent of the Radon-Nikodym derivative dµh/dµ in Proposition 2.6, namely its symmetry
together with its convexity and the concavity of its derivative on the positive semi-axis.
For p = 2 we recover the Gaussian result [51, Lemma 5.2]. For p 6= 2, the loss of
probability is exponential in the Z-norm and not in the Hilbert space norm of the space
of admissible shifts Q. As we will see in the next section, this adds a degree of difficulty to
the study of posterior contraction for p-exponential priors. Due to the form of the Radon-
Nikodym derivative in Proposition 2.6, the last result is not surprising. In particular, it is
consistent with the form of the Onsager-Machlup functional, that is the functional giving
the most probable paths, for Besov-space measures with p = 1 in [1, Theorem 3.9].
We next extend the last lower bound to centers that are not necessarily in Z, using
approximation. We restrict to centers in the topological support of µ, X , since otherwise
a small enough ball around w has zero probability. As in the Gaussian case, see (1) in
Subsection 1.2, we define the concentration function of a p-exponential measure.
Definition 2.11. Let w ∈ X. We define the concentration function of the p-exponential
measure µ on X to be
ϕw(ǫ) = inf
h∈Z:‖h−w‖X≤ǫ
1
p
‖h‖pZ − log µ(ǫBX).
The first term relates to approximation of the center w ∈ X = Z‖·‖X = Q‖·‖X by
elements of the space Z. Unlike the Gaussian case and consistently with Proposition 2.9,
for p 6= 2 this approximation does not take place in a Hilbert space. For any w ∈ X ,
since the Z-norm is convex and p-exponential measures are logarithmically-concave and
non-degenerate, the concentration function is a strictly decreasing and convex function on
the positive semi-axis. This follows very similarly to the Gaussian case see [12, Lemma 3]
or the more readily adaptable [23, Lemma I.26]. In particular, the concentration function
is continuous and blows-up as ǫ→ 0. Depending on the position of w ∈ X relative to the
space Z, the blow-up rate is determined by the first or second term. For example, if w ∈ Z
the first term remains bounded and only the second term blows-up.
The interpretation of the concentration function is similar to the Gaussian case. For
w = 0, the first term is zero and ϕ0(ǫ) measures the probability with respect to µ of
a centered ball of radius ǫ in X . For w ∈ X \ {0}, the next theorem shows that the
concentration function gives a lower bound on the probability of a ball of radius ǫ in X
around w, with the first term measuring the loss of probability due to moving the ball
away from the origin.
Theorem 2.12. For any w ∈ X we have that
− log µ(w + ǫBX) ≤ ϕw(ǫ/2), ∀ǫ > 0.
The proof of the last theorem is very similar to the first part of the proof of [51, Lemma
5.3]. It follows from Proposition 2.10 using the triangle inequality and approximation of
w ∈ X in Z.
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Remark 2.13. In the Gaussian case, the concentration function yields both an upper
and a lower bound on the probability of small balls around a w ∈ X [51, Lemma 5.3].
While the last theorem achieves a lower bound, it would be interesting to also prove an
upper bound in the p-exponential case. However, the lack of inner product structure in the
Radon-Nikodym derivative between a centered p-exponential measure and its translation
makes this task considerably harder.
The following inequality generalizes Borell’s inequality which studies the concentration
of Gaussian measures, [9, Theorem 3.1]. It is based on a sharp two level concentration
inequality due to Michel Talagrand [48, Theorem 2.4].
Proposition 2.14. Let µ be a p-exponential measure in X. Then there exists a con-
stant K > 0 depending only on p, such that for any set A ∈ B(X) and any r > 0 it
holds
(4) µ(A+ r
p
2BQ + rBZ) ≥ 1− 1
µ(A)
exp
(
−r
p
K
)
.
Letting A = ǫBX for a fixed small ǫ > 0, the last inequality implies that while both
Z,Q are null sets of µ, the bulk of the mass of µ is contained in a small ǫ-cushion in X
around the sum of a ball of radius r in Z and a ball of radius r p2 in Q, for r large. This
interpretation is similar to the one for Borell’s inequality presented in the discussion after
[23, Proposition 11.17], which is simpler since in the Gaussian case Z = Q.
Remark 2.15. Borell’s inequality [9, Theorem 3.1] for Gaussian measures has the form
of a stronger isoperimetric inequality, which in turn implies the concentration inequality (4)
in the case p = 2 and Q = Z. Using results in isoperimetry for finite independent products
of standard univariate p-exponential distributions [40], together with the techniques in [9]
to pass from finite to infinite dimensions, one can show that there exists K = K(p) > 0
such that for any A ∈ B(X) it holds
µ(A+ rBQ) ≥ Fp(F−1p (µ(A)) +Kr),
where Fp is the cumulative distribution function of the univariate standard p-exponential
distribution. The concentration inequality implied by the above inequality has the form
µ(A+ rBQ) ≥ 1− 1
µ(A)
exp
(
−r
p
K
)
,
and for p ∈ [1, 2) is strictly weaker than the one in Proposition 2.14, since it involves balls
of radius r in the space Q which strictly contains Z.
3. General contraction theorem for p-exponential priors. We next state our
general contraction result for p-exponential priors in a separable Banach spaceX possessing
a Schauder basis, which generalizes the Gaussian contraction result [50, Theorem 2.1]. It
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shows that for a p-exponential prior and a w0 ∈ X , if ǫn is such that the blow-up rate of
the concentration function satisfies
(5) ϕw0(ǫn) ≤ nǫ2n,
then there exist sets Xn ⊂ X of bounded complexity containing the bulk of the prior mass,
and the prior puts sufficient mass around w0. These assertions are in accordance with the
requirements of results giving upper bounds on the contraction rate at w0 for general priors,
see the discussion in Subsection 1.2 and the results in Section 4 below.
To prove our contraction result, we follow the techniques of the proof of the Gaussian
result [50, Theorem 2.1], which is based on Borell’s inequality [9, Theorem 3.1] together
with the concentration function and its relation to lower bounds on the probability of
shifted small balls [51, Lemma 5.3]. However, the situation for p-exponential priors is more
complicated, due to the intricate form of the available concentration inequality in Proposi-
tion 2.14. In particular, due to the fact that for p ∈ [1, 2), the concentration inequality (4)
involves both balls in Q and balls in Z, while the decentering result in Proposition 2.10
refers to elements in Z, in order to prove the complexity bound we need to approximate
elements in Q by elements in Z. To this end we let f, g : R>0 → R>0 be two respectively
non-decreasing and non-increasing functions, such that for ǫ, a > 0 and for any h ∈ aBQ it
holds
(6) inf
x∈Z:‖x−h‖X≤ǫ
‖x‖pZ ≤ f(a)g(ǫ)1−
p
2
and as a → ∞, f(a) grows at most algebraically to infinity. For p = 2, since Q = Z, we
can choose f(a) = a2 while g is redundant. For p ∈ [1, 2), since Z ( Q, g needs to satisfy
g(ǫ) → ∞ as ǫ → 0. For optimal results we need to choose f and g so that the bound
(6) is as tight as possible. As a result of this extra approximation step, we get a more
complicated form on the right hand side of the complexity bound, see (7) below, compared
to the Gaussian case [50, Theorem 2.1].
Theorem 3.1. Let µ be a p-exponential measure with scaling sequence γ in a separable
Banach space X with Schauder basis, where p ∈ [1, 2]. Let W ∼ µ. Fix f, g : R>0 → R>0,
as in (6) above and let w0 ∈ X.
Assume ǫn > 0 such that ϕw0(ǫn) ≤ nǫ2n, where nǫ2n & 1. Then for any C > 1, there
exists a measurable set Xn ⊂ X and a constant R > 0 depending on C, p and f , such that
logN(4ǫn, Xn, ‖·‖X) ≤ R
(
nǫ2n ∨ f(n
1
2 ǫn)g(ǫn)
1− p
2
)
,(7)
P(W /∈ Xn) ≤ exp(−Cnǫ2n),(8)
P(‖W − w0‖X < 2ǫn) ≥ exp(−nǫ2n).(9)
The difference between the assertions of the above theorem compared to the Gaussian
result [50, Theorem 2.1], is the right hand side in the complexity bound (7), which is po-
tentially larger than nǫ2n, depending on which of the two terms dominates in the maximum
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asymptotically as ǫn → 0. In the Gaussian case p = 2, the right hand side in (7) becomes
nǫ2n and we recover [50, Theorem 2.1]. For p ∈ [1, 2), depending on the norm in the pa-
rameter space X , we have a different form of the tightest functions f and g that we can
verify to satisfy (6). If the quality of approximation in ‖·‖X of elements in Q by elements
in Z is not sufficiently good, the right hand side in (7) can be dominated by the second
term and in this case the complexity bound is not in accordance with the corresponding
complexity bound in general prior contraction results like [23, Theorem 8.9 and 8.19]. The
next corollary handles such situations.
Corollary 3.2. Under the assumptions of Theorem 3.1, let ǫ˜n > 0 be such that
(10) f(n
1
2 ǫn)g(ǫn)
1− p
2 . nǫ˜2n.
Then for any C > 1, there exists a measurable set Xn ⊂ X and a constant R > 0, such
that
logN(4(ǫn ∨ ǫ˜n), Xn, ‖·‖X) ≤ Rn(ǫn ∨ ǫ˜n)2,(11)
P(W /∈ Xn) ≤ exp(−Cnǫ2n),(12)
P(‖W − w0‖X < 2ǫn) ≥ exp(−nǫ2n).(13)
The corollary follows immediately from Theorem 3.1, since taking a larger ǫn makes the
left hand side of the complexity bound (7) smaller and the right hand side larger.
In settings for which (10) is satisfied with ǫ˜n = ǫn, for ǫn the fastest rate solving (5),
we can apply the corollary and the resulting three assertions are in accordance with the
general contraction results which show that this ǫn is an upper bound on the contraction
rate. We will see in Section 5, that this is the case in separable Hilbert space settings for
α-regular p-exponential priors and under Besov-type regularity of w0. In this situation the
intuition about the contraction rate is similar to the Gaussian case, the only difference
being that the RKHS is replaced by the Banach space Z. We refer to the discussion in [23,
Section 11.3] which we adapt here to p-exponential priors: the rate of contraction is up to
constants the maximum of the minimal solution to the small ball inequality
− log µ(ǫnBX) ≤ nǫ2n
and the minimal solution to the approximation inequality
inf
h∈Z:‖h−w‖X≤ǫn
‖h‖pZ ≤ nǫ2n.
The first inequality does not depend on the true parameter w0 but only on the prior,
showing that priors that put little mass around the origin give slow rates independently of
w0. The second inequality depends on both the prior and the true w0 and relates to the
loss of probability mass in small balls centered at w0 compared to centered small balls. It
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shows that even if the prior puts a lot of mass around the origin, it is still possible to give
a slow rate at a w0, depending on the positioning of w0 relative to the Banach space Z.
On the other hand in settings for which (10) is only satisfied for ǫ˜n a sequence decay-
ing more slowly than the fastest rate ǫn solving (5), the resulting three assertions of the
corollary are only in accordance with the general contraction result in the independent
and identically distributed data case [23, Theorem 8.9], which shows that the slower rate
ǫ˜n is an upper bound on the contraction rate. We will see in Section 6 that such issues
arise for α-regular p-exponential priors in C[0, 1], defined via wavelet bases. In this case
the intuition regarding the rates of contraction is obfuscated.
Remark 3.3. For Gaussian priors, the availability of an upper bound on the probability
of small balls around an element w ∈ X in terms of the concentration function, enabled the
study of lower bounds on posterior contraction rates in [12]. Such an upper bound remains
open for p-exponential priors with p 6= 2, see remark 2.13, hence the use of the techniques of
[12] to similarly obtain lower bounds on posterior contraction rates in this case is precluded.
4. Posterior contraction for specific models. We next use the results of the pre-
ceding section to study posterior contraction for general p-exponential priors in specific
nonparametric statistical settings. Indeed, the assertions of Theorem 3.1 and Corollary
3.2, point to the assumptions of the well known general model and general prior posterior
contraction rate results [23, Theorem 8.9 and 8.19]. However, the former results are ex-
pressed purely in terms of the Banach space norm of the parameter space, while the latter
have conditions relating to statistically relevant norms and discrepancies. As discussed in
Subsection 1.2, the necessary reconciliatory work has already been carried out in various
standard statistical settings and can be readily used for p-exponential priors in the same
way that it was used for Gaussian priors in [50, Section 3].
Note, that compared to the Gaussian contraction results found in [50, Section 3] or
[23, Section 11.3], in the formulation of our results we need to take into account the
more complicated complexity bound in (7). For reasons of brevity, we only present here
contraction results for density estimation and for the white noise model. Results in other
models such as binary classification and nonparametric regression follow similarly.
4.1. Density estimation. We consider the estimation of a probability density π relative
to a σ-finite measure ν on a measurable space (T, T ), based on a sample of observations
X1, . . . , Xn|π iid∼ π. Following [23, Section 11.3.1], we construct a prior Π on π by letting
π(x) =
eW (x)∫
T
eW (y)dν(y)
, x ∈ T,
whereW is a draw from a p-exponential measure µ on L∞(T )∩C(T ). We require thatW is
almost surely continuous so that it can be evaluated at x ∈ T and π(x) is well defined. We
can define p-exponential priors with continuous and bounded paths, see Section 6 below.
Let Πn(·|X1, . . . , Xn) be the posterior distributions after observing X1, . . . , Xn. The fol-
lowing contraction result is a generalization of the Gaussian result [50, Theorem 3.1]. It
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gives contraction rates in the Hellinger distance dH(·, ·) between two probability densities.
The proof is identical to the Gaussian case, once we take into account Corollary 3.2 (see
also [23, Theorem 11.21]).
Theorem 4.1. Let W be a p-exponential random element in a separable Banach sub-
space of L∞(T ) possessing a Schauder basis, which is almost surely continuous. Assume
w0 = log π0 belongs to the support of W and denote by P
n
0 the corresponding distri-
bution of the vector (X1, . . . , Xn). Let ǫn satisfying (5) with respect to ‖·‖L∞ and ǫ˜n
satisfying (10) where the functions f, g are defined in (6). Then Πn(π : dH(π, π0) >
M(ǫn ∨ ǫ˜n)|X1, . . . , Xn)→ 0, in P n0 -probability, for some sufficiently large constant M .
4.2. White noise model. We study the estimation of a signal w ∈ Θ ⊂ L2[0, 1], from
the observation of a sample path of the stochastic process
X
(n)
t =
∫ t
0
w(s)ds+
1√
n
Bt, t ∈ [0, 1]
where B is standard Brownian motion. Let P
(n)
w be the distribution of the sample path
X(n) in C[0, 1]. As a prior on w we take a p-exponential random element W in L2[0, 1]. We
can define such priors using random series expansions for example in an orthonormal basis
of L2[0, 1], see Section 5 below. Observe that by Proposition 2.9, the topological support
of such a prior is L2[0, 1].
We denote by Πn(·|X(n)) the posterior on w after observing the sample path X(n). The
following posterior contraction result is a generalization of [50, Theorem 3.4]. The proof is
identical to the Gaussian case, and follows immediately by combining [23, Theorem 8.31]
and Theorem 3.1.
Theorem 4.2. Let W be a p-exponential random element in L2[0, 1]. Assume that the
true value of w is contained in the support of W , w0 ∈ L2[0, 1]. Furthermore, assume that
ǫn satisfies the rate equation ϕw0(ǫn) ≤ nǫ2n with respect to the L2[0, 1]-norm and is such
that (7) holds with nǫ2n on the right hand side. Then Πn(w : ‖w − w0‖L2 > Mǫn|X(n))→ 0
in P
(n)
w0 -probability, for some M > 0.
5. The separable Hilbert space setting. In this section we consider p-exponential
measures in a separable Hilbert space X . Since any separable Hilbert space X is isometri-
cally isomorphic to the space of square summable sequences ℓ2, we can equivalently, as far as
concentration is concerned, work in ℓ2. This equivalence holds, provided the p-exponential
measure in X is defined using expansions in an orthonormal basis, see Subsection 2.1.
In particular, we consider α-regular p-exponential measures in sequence space and study
their concentration at centers of varying Besov-type regularity. We combine our findings
with Theorem 4.2, to obtain posterior contraction rates in the white noise model under
Besov-type regularity of the truth.
We first define the following Besov-type sequence spaces.
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Definition 5.1. For any s > 0 and q ≥ 1, we denote by Bsq the weighted ℓq spaces
Bsq = {u ∈ R∞ :
∞∑
ℓ=1
ℓq(s+
1
2
)−1|uℓ|q <∞},
with norm
‖u‖Bsq =
(
∞∑
ℓ=1
ℓq(s+
1
2
)−1|uℓ|q
) 1
q
.
The case q = 2 corresponds to Sobolev-type spaces. These spaces can be identified for
example to Sobolev spaces Hs of periodic functions on the unit interval with s square
integrable derivatives, using expansions in the Fourier basis. Similarly for q 6= 2, Bsq can be
identified with the Besov space Bsq1q2 of periodic functions, with integrability parameters
q1 = q2 = q and smoothness parameter s, using expansions in certain sufficiently regular
orthonormal wavelet bases [41].
Consider µ a p-exponential measure in sequence space with γℓ = ℓ
− 1
2
−α, α > 0, p ∈ [1, 2].
As discussed in Section 2.1, since γ ∈ ℓ2 it holds µ(ℓ2) = 1. Furthermore, by Proposition 2.9
the support of µ is the space ℓ2. We call such a measure an α-regular p-exponential measure
in ℓ2. The next result studies the Besov-type regularity of draws from µ and justifies the
name α-regular.
Lemma 5.2. Assume µ is an α-regular p-exponential measure in ℓ2. Then for any q ≥ 1,
we have that µ(Bsq) = 1, ∀s < α, and µ(Bsq) = 0, ∀s ≥ α.
The proof of this lemma is similar to the proof of [16, Theorem 2.6], taking into account
Proposition 2.4, and is hence omitted.
We next study the concentration function ϕw(·) of µ, defined for centers w ∈ ℓ2; see
Definition 2.11 where X = ℓ2. The next lemma identifies the space Z in which we approx-
imate the center w ∈ ℓ2 in the first term of ϕw, as well as the shift space Q. It follows
immediately from Proposition 2.6 and Definitions 2.7 and 5.1.
Lemma 5.3. Assume µ is an α-regular p-exponential measure in ℓ2. Then Z = Bα+
1
p
p
and Q = Bα+
1
2
2 .
In the next lemma we study the centered small ball probability term in the concentration
function. The result is a direct consequence of [4, Theorem 4.2].
Lemma 5.4. Assume µ is an α-regular p-exponential measure in ℓ2. Then as ǫ→ 0
− log µ(ǫBℓ2) ≍ ǫ−
1
α .
Finally, in the next lemma we compute upper bounds on the first term in the concen-
tration function ϕw, depending on the Besov regularity of w.
16 S. AGAPIOU, M. DASHTI AND T. HELIN
Lemma 5.5. Assume that µ is an α-regular p-exponential measure in ℓ2 and that w0 ∈
Bβq for β > 0, q ≥ 1. Then as ǫ→ 0
inf
h∈Z:‖h−w0‖ℓ2
≤ǫ
‖h‖pZ .


ǫ
βp−1−αp
β if β < α + 1
p
,
(− log ǫ) q−1q if β = α + 1
p
,
1 if β > α + 1
p
.
Combining the two previous lemmas, we can find upper bounds on the minimal solution
ǫn of the inequality ϕw0(ǫn) ≤ nǫ2n depending on the Besov-type regularity of w0.
Lemma 5.6. Assume that µ is an α-regular p-exponential measure in ℓ2 and that w0 ∈
Bβq for β > 0, q ≥ 1. Then as n→∞ the rate ǫn ≍ rα,β,pn satisfies the inequality ϕw0(ǫn) ≤
nǫ2n, where
rα,β,pn :=
{
n−
β
1+2β+p(α−β) , if β ≤ α,
n−
α
1+2α , if β > α.
Notice that q does not appear in the above rates, which is not unexpected since by
Lemma 5.3, α-regular p-exponential priors are supported in all Besov-type spaces Bsq , for
s < α independently of the value of the integrability parameter q ≥ 1. We next verify that
for ǫn the rate in the last lemma, the quality of approximation ofQ by Z in ℓ2, is sufficiently
good for the maximum appearing in the right hand side of the complexity bound (7) in
our general contraction Theorem 3.1, to be dominated by nǫ2n.
Lemma 5.7. Let µ be an α-regular p-exponential measure in ℓ2. For ǫ, a > 0, define
f(a) = ap(1 ∨ a 2−p1+2α ) and g(ǫ) = 2(1 ∨ ǫ− 21+2α ).
Then f and g satisfy the approximation bound (6) in Section 3 and, moreover,
(14) f(n
1
2 ǫn)g(ǫn)
1− p
2 . nǫ2n
for all p ∈ [1, 2], where ǫn = rα,β,pn as defined in Lemma 5.6 above.
Consider a nonparametric inference problem in a separable Hilbert parameter space X ,
where the X-norm relates suitably to the statistically relevant norms for the model and
there exist exponentially powerful tests for separating the truth from balls in X at a certain
distance from it. The two previous lemmas together with Theorem 3.1, suggest that if we
use as prior an α-regular p-exponential measure in ℓ2 identified with a measure on X via
a series expansion in an orthonormal basis of X , then rα,β,pn is an upper bound on the
posterior contraction rate when the truth belongs to Bβq . Here we identify Besov regularity
in X with Besov regularity of the sequence of coefficients in the orthonormal basis. For
example, in the white noise model combining the last two lemmas with Theorem 4.2, we
get immediately the next result for α-regular p-exponential priors in L2[0, 1].
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Theorem 5.8. Consider the white noise model of Subsection 4.2, and let Π = µ be an
α-regular p-exponential prior in L2[0, 1], α > 0, p ∈ [1, 2]. Assume w0 ∈ Bβq , β > 0, q ≥ 1
and let rα,β,pn as defined in Lemma 5.6. Then for M large enough, as n→∞
Πn(w ∈ L2[0, 1] : ‖w − w0‖L2 ≤Mrα,β,pn |X(n))→ 1,
in P
(n)
w0 -probability.
The last result generalizes existing contraction results in the conjugate setting of the
white noise model with Gaussian priors and under Sobolev-type regularity of the truth,
p = q = 2; see [53, Theorem 5.1] and [5, Theorem 2.1], as well as [12, Theorem 2] which
discusses the sharpness of the Gaussian contraction rates. Note that in our setting, unless
p = 2, the p-exponential prior is non-conjugate to the Gaussian likelihood of the white
noise model. However, explicit calculations are possible to get upper bounds on the rate of
posterior contraction, see [13, Corollary 3], for Sobolev-type regularity of the truth q = 2,
when α ≤ β. Our result agrees with the existing rates in both aforementioned special cases.
We note that unsurprisingly, the Besov integrability parameter q of the truth does not
influence the contraction rate and the rate is only determined by the relationship between
the Besov regularity of the truth β, the regularity of the prior α and the parameter p
of the p-exponential prior. When the Besov regularities of the prior and truth match,
β = α, we get the minimax rate n−
β
1+2β [20], independently of p ∈ [1, 2]. In the case of
an undersmoothing prior, β > α, the rates for all p ∈ [1, 2] coincide with the rates for
Gaussian priors and are slower than the minimax rate. Finally, for an oversmoothing prior,
β < α, the rate is faster the smaller p is. This is reasonable, since for smaller p there is a
higher probability of ξℓ having large values, which counteracts the oversmoothing effect of
the prior-scaling sequence γℓ = ℓ
− 1
2
−α.
6. The C[0, 1] setting. In this section we consider p-exponential measures in the
separable Banach space X = C[0, 1]. We define p-exponential measures using an appro-
priately regular Schauder basis. In particular, we define α-regular p-exponential measures
in C[0, 1] and study their concentration at centers of varying Ho¨lder-type regularity. We
combine our findings with Theorem 4.1, to obtain posterior contraction rates for density
estimation under Ho¨lder-type regularity of the truth.
We consider orthonormal wavelet bases of L2[0, 1], constructed as discussed in [14]; see
[25] or [36] for fundamentals of wavelet analysis. We denote such a wavelet basis by {ψkl :
k ∈ N0, l = 1, . . . , 2k}, where k corresponds to the resolution level and l to the location.
A function u ∈ L2[0, 1] can be expanded as
∑∞
k=0
∑2k
l=1 uklψkl, where the coefficients ukl
are given by the L2-inner products between u and ψkl. We assume that ψkl are S-Ho¨lder
continuous for some S > 0. We record some properties that will be useful for our analysis,
see [14, 25]:
• {ψkl} is a Schauder basis of C[0, 1].
• The length of the support of ψkl decays exponentially with k independently of l
|supp(ψkl)| . 2−k.(15)
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• There exists constant C1 > 0 such that
(16) |ψkl(x)− ψkl(y)| ≤ C12 k2+ks|x− y|s, s ≤ S ∧ 1.
• There exists constant C2 > 0 such that
(17)
∥∥∥∥∥
2k∑
l=1
uklψkl
∥∥∥∥∥
L∞
≤ C2 2 k2 sup
1≤l≤2k
|ukl|.
• Let 0 < s < S. Then u belongs to the Besov space Bs∞∞[0, 1] if and only if
‖u‖Bs∞∞ := sup
k≥0; 1≤l≤2k
2k(
1
2
+s)|ukl| <∞.
Furthermore, if s non-integer we have that g ∈ Cs if and only if
‖u‖Bs∞∞ <∞.
Note, that our analysis holds for other possibly nonorthonormal multiresolution Schauder
bases, provided the above bounds on ψkl and the characterizations in terms of the coeffi-
cients ukl hold. For example, one can use the integrated Haar basis, see [27, Chapter 2]. We
use basis functions ψkl which have sufficient Ho¨lder regularity, so that ψkl can character-
ize the maximal (s,∞,∞)-Besov (or s-Ho¨lder) regularity we consider, that is we assume
S > max{α, β}, where α, β will express the regularity of the prior and truth, respectively.
We can define a p-exponential measure µ in C[0, 1] by randomizing the coefficients in
the expansion
u(t) =
∞∑
k=0
2k∑
l=1
uklψkl(t), t ∈ [0, 1].
We let
(18) ukl = γklξkl, ξkl
iid∼ fp, p ∈ [1, 2], γkl = 2−( 12+α)k, α > 0.
The next result studies Ho¨lder continuity of draws from the above p-exponential measure.
Proposition 6.1. Let µ be the p-exponential measure defined in (18), for any p ∈ [1, 2]
and α > 0. Then µ(Cs) = 1 for all s < α ∧ 1.
In particular, the last proposition implies that indeed µ is a measure on X = C[0, 1].
We call µ defined in (18) an α-regular p-exponential measure in C[0, 1].
By Proposition 2.9 the topological support of µ is the space C[0, 1]. We next study the
concentration function ϕw(·) of µ, defined for centers w ∈ C[0, 1]; see Definition 2.11 where
X = C[0, 1], with ‖·‖X = ‖·‖L∞ . The next lemma identifies the space Z in which we
approximate the center w ∈ C[0, 1] in the first term of ϕw, as well as the shift space Q.
Note that these spaces can be defined in sequence space, independently of the parameter
space X and the Schauder basis in which we work. The lemma follows immediately by
Proposition 2.6 and Definition 2.7.
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Lemma 6.2. Assume µ is an α-regular p-exponential measure in C[0, 1]. Then
Z = {h ∈ R∞ :
∞∑
k=1
2k∑
l=1
|hkl|p2( 12+α)pk <∞}, ‖h‖Z =
( ∞∑
k=1
2k∑
l=1
|hkl|p2( 12+α)pk
) 1
p
,
Q = {h ∈ R∞ :
∞∑
k=1
2k∑
l=1
h2kl2
(1+2α)k <∞}, ‖h‖Q =
( ∞∑
k=1
2k∑
l=1
h2kl2
(1+2α)k
) 1
2
.
In fact, due to the asymptotic equivalence of the sequences γkl = 2
−( 1
2
+α)k, k ∈ N, 1 ≤
l ≤ 2k and γℓ = ℓ− 12−α, ℓ ∈ N, we have that Z = Bα+
1
p
p and Q = Bα+
1
2
2 , where B
s
q are the
Besov-type spaces of sequences defined in Definition 5.1.
In the next lemma we study the centered small ball probability term in the concentration
function. For the proof we use the techniques of [45] which studies the Gaussian case.
Proposition 6.3. Let µ be an α-regular p-exponential measure in C[0, 1]. Then as
ǫ→ 0
− logµ({u ∈ C[0, 1] : ‖u‖L∞ ≤ ǫ}) . ǫ−
1
α .
Finally, in the next lemma we compute upper bounds on the first term in the concen-
tration function ϕw, depending on the (β,∞,∞)-Besov regularity of w, which recall is
identified with β-Ho¨lder regularity when β is non-integer.
Lemma 6.4. Assume that µ is an α-regular p-exponential measure in C[0, 1] and that
w0 ∈ Bβ∞∞, β > 0. Then, as ǫ→ 0
inf
h∈Z:‖h−w0‖L∞≤ǫ
‖h‖pZ .


ǫ
βp−αp−1
β , if β < α + 1
p
,
log(1/ǫ), if β = α + 1
p
,
1, if β > α + 1
p
.
Combining the previous lemmas, we can find upper bounds on the minimal solution ǫn
of the inequality ϕw0(ǫn) ≤ nǫ2n depending on the Ho¨lder regularity of w0. Since the rates
on the right hand sides of the bounds in Proposition 6.3 and Lemma 6.4 are identical to
the ones in Lemmas 5.4 and 5.5, respectively, the proof is identical to the proof of Lemma
5.6 and is hence omitted.
Lemma 6.5. Assume that µ is an α-regular p-exponential measure in C[0, 1] and that
w0 ∈ Bβ∞∞, β > 0. Then as n → ∞ the rate ǫn ≍ ρα,β,pn satisfies the inequality ϕw0(ǫn) ≤
nǫ2n, where
ρα,β,pn :=
{
n−
β
1+2β+p(α−β) , if β ≤ α,
n−
α
1+2α , if β > α.
We next study the quality of the approximation of elements of Q by elements of Z in
the supremum norm, that is, we determine functions g, f such that (6) in Section 3 holds.
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Lemma 6.6. Let µ be an α-regular p-exponential measure in C[0, 1]. Then there exists
c > 0 depending only on the Schauder basis, p and α, such that the functions f(a) =
ca
2−p+2αp
2α and g(ǫ) = ǫ−
1
α satisfy (6).
A straightforward computation shows that for the above g and f , the rate ǫn = ρ
α,β,p
n
is such that the right hand side of the complexity bound (7) in Theorem 3.1 is dominated
by nǫ2n only for β ≤ α − 12−p+2αp . This means that the complexity bound we obtain from
Theorem 3.1 does not match the conditions of general results like [23, Theorems 8.9 and
8.19] and we need to use Corollary 3.2 to get contraction rates. To this end we solve (10)
and find that for these functions f, g and for ǫn = ρ
α,β,p
n , the fastest decaying solution is
ǫ˜n ≍ ρ˜α,β,pn , where
ρ˜α,β,pn :=
{
n
(2−p)(1−2α)
8α
− pβ
2(1+2β+p(α−β)) , if β ≤ α,
n
2−p−8α2
8α(1+2α) , if β > α.
For a fixed value of the regularity of the truth β > 0, note that ρ˜α,β,pn decays only for
sufficiently large prior regularity α. For example, if α < β, we have decay only for α >√
2−p
8
. As p → 2, since the difficulty in the complexity bound (7) disappears, the rates
ρ˜α,β,pn approach the rates ρ
α,β,p
n .
For example, combining these considerations with Theorem 4.1, we get immediately the
following result giving contraction rates for density estimation.
Theorem 6.7. Consider the density estimation model of Subsection 4.1, and let W
be an α-regular p-exponential random element in C[0, 1], α > 0, p ∈ [1, 2]. Assume w0 =
log π0 ∈ Bβ∞∞, β > 0 and denote by P n0 the distribution of the vector (X1, . . . , Xn). Let
ρα,β,pn , ρ˜
α,β,p
n as defined in Lemmas 6.5 and 6.6, respectively. Then for M large enough, as
n→∞
Πn(π : dH(π, π0) > M(ρ
α,β,p
n ∨ ρ˜α,β,pn )|X1, . . . , Xn)→ 0,
in P n0 -probability.
For p = 2, we have that ρα,β,2n = ρ˜
α,β,2
n and we recover existing contraction rates for
Gaussian priors, see for example [23, Section 11.4] or [25, Theorem 7.3.9]. In this case, if
the regularity of the prior matches the regularity of the truth α = β, we get the minimax
estimation rate in the Hellinger distance for functions which are β-Ho¨lder continuous,
n−
β
1+2β . For p ∈ [1, 2), a straightforward calculation shows that the rate ρ˜α,β,pn is slower
than ρα,β,pn unless 0 < β ≤ α − 12−p+2αp . In particular, for α = β we only have contraction
if the prior is sufficiently regular, α >
√
2−p
8
, with contraction rate ρ˜α,α,pn which is slower
than the minimax rate. As p increases towards the value p = 2 the gap disappears; the
same happens for large α.
It appears that contrary to the Gaussian case p = 2, studying prior concentration and
using general contraction results relying on prior mass and entropy conditions, is not opti-
mal for proving contraction rates for p-exponential priors in C[0, 1] when p ∈ [1, 2). This is
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due to the more complicated complexity bound (7) compared to the Gaussian case, which
in this setting affects the rates because of the poor approximation quality of Q by Z in the
supremum norm. In general contraction results like [23, Theorem 8.9], the entropy condi-
tion is used to construct certain necessary tests. The use of existing more refined general
contraction results like [23, Theorem 8.12], which avoid the entropy condition and instead
directly assume the existence of the necessary tests, may resolve this issue. This is out of
the scope of the present paper, however it is a possible future direction.
7. Proofs.
7.1. Proofs of results in Section 2.
Proof of Proposition 2.9. By Proposition 2.8 we have Z‖·‖X ⊂ Q‖·‖X ⊂ X . For
any arbitrary x ∈ X and given ǫ > 0, there exists N such that xN = ∑Nℓ=1 xℓψℓ satisfies
‖xN − x‖X < ǫ. Since clearly xN ∈ Q ∩ Z, we conclude that X = Z‖·‖X = Q‖·‖X .
Since µ is a measure on X , we have supp(µ) ⊂ X . On the other hand, the topological
support of any Radon measure in X is non-empty and by definition closed in X . By
Proposition 2.3 we get that 0 ∈ supp(µ), thus Q ⊂ supp(µ). Taking closures in X , we get
X = Q‖·‖X ⊂ supp(µ) and thus the claimed result.
Proof of Proposition 2.10. By Proposition 2.6, letting V = |·|
p
p
, we have
µ(ǫBX + h) =
∫
ǫBX
lim
N→∞
e
(∑N
ℓ=1
(
V
(
uℓ
γℓ
)
−V
(
uℓ−hℓ
γℓ
)))
µ(du)
= e
−
∑
∞
ℓ=1 V
(
hℓ
γℓ
) ∫
ǫBX
lim
N→∞
e
∑N
ℓ=1
(
V
(
uℓ
γℓ
)
+V
(
hℓ
γℓ
)
−V
(
uℓ−hℓ
γℓ
))
µ(du)
= e
−
∑
∞
ℓ=1 V
(
hℓ
γℓ
) ∫
ǫBX
lim
N→∞
1
2
(
e
∑N
ℓ=1
(
V
(
uℓ
γℓ
)
+V
(
hℓ
γℓ
)
−V
(
uℓ−hℓ
γℓ
))
+e
∑N
ℓ=1
(
V
(
uℓ
γℓ
)
+V
(
hℓ
γℓ
)
−V
(
uℓ+hℓ
γℓ
)))
µ(du),
where in the last equality we used symmetry. In the following, we show that the integrand in
the last line above is bounded below by 1. Notice that our proof applies for any V : R→ R≥0
convex and symmetric with V (0) = 0, differentiable in R \ {0} with concave derivative on
the positive axis. The functions |·|
p
p
, 1 ≤ p ≤ 2, clearly satisfy this assumption.
Since ea + e−a ≥ 2 for any a ∈ R, we observe that
eV (x)+V (y)−V (x−y) + eV (x)+V (y)−V (x+y)
= eV (x)+V (y)−
1
2
V (x−y)− 1
2
V (x+y)
(
e−
1
2
V (x−y)+ 1
2
V (x+y) + e
1
2
V (x−y)− 1
2
V (x+y)
)
≥ 2 eV (x)+V (y)− 12V (x−y)− 12V (x+y).
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In consequence, we need to show that
G(x, y) := V (x) + V (y)− 1
2
V (x− y)− 1
2
V (x+ y) ≥ 0.
Notice that g has a number of symmetries. Namely, it satisfies
(19) G(x, y) = G(−x, y) = G(x,−y) = G(y, x).
Therefore, without loss of generality, we can assume that x, y ≥ 0. We note that if x = 0
or y = 0 then clearly G(x, y) = V (0) = 0. Consequently, due to (19) it will be sufficient to
show that ∂G
∂x
(x, y) ≥ 0 for any x > 0 and y > 0.
Let us briefly consider the derivative R(x) = V ′(x) for x > 0 and define R(0) =
limx→0+ V
′(x). By assumption on V , V ′(x) is concave hence continuous for all x > 0,
implying that the limit exists although it may be −∞. Combining with the convexity of V
and since V has a minimum at the origin, we get that the limit is non-negative, R(0) ≥ 0.
The function R defined on [0,∞) is concave with R(0) ≥ 0, hence it is subadditive.
We first observe that
G(x, x) = 2V (x)− 1
2
V (2x)
and due to the subadditivity of R, we must have G(x, x) ≥ 0. For x 6= y, we have
∂G
∂x
(x, y) = V ′(x)− 1
2
V ′(x− y)− 1
2
V ′(x+ y).
For x > y, by concavity of V ′ on the positive axis, we have
V ′(x) = V ′
(1
2
(x− y) + 1
2
(x+ y)
)
≥ 1
2
V ′(x− y) + 1
2
V ′(x+ y),
implying that ∂G
∂x
(x, y) ≥ 0 for x ≥ y. If x < y, since by symmetry of V it holds V ′(x−y) =
−V ′(y − x), we can write
∂G
∂x
(x, y) = V ′(x) +
1
2
V ′(y − x)− 1
2
V ′(x+ y)
where the arguments of V ′ in the right-hand side are positive and we can use the concavity
of V ′ on the positive axis. As above, using the auxiliary function R and since concave
functions which are non-negative at zero are subadditive, we have
V ′(x+ y) = V ′(2x+ y − x) ≤ 2V ′(x) + V ′(y − x).
Thus dG
dx
(x; y) ≥ 0 for any y > x > 0 as well, and the result follows.
Proof of Theorem 2.12. Let h ∈ Z such that ‖h− w‖X ≤ ǫ. Then by the triangle
inequality, for any x ∈ X we have ‖x− w‖X ≤ ǫ+ ‖x− h‖X , hence if ‖x− h‖X ≤ ǫ then
‖x− w‖X ≤ 2ǫ. We thus have,
µ(w + 2ǫBX) ≥ µ(h+ ǫBX) ≥ e−‖h‖
p
Zµ(ǫBX),
where for the last inequality we used Proposition 2.10. To finish the proof we take the
negative logarithm and optimize over h ∈ Z.
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Proof of Proposition 2.14. Without loss of generality we work in R∞. Recall γℓ
and ξℓ from the definition of the p-exponential measure µ, Definition 2.1. The inequality
follows from [48, Theorem 2.4], see also [34, Theorem 4.19]. These theorems state that
for the infinite (unscaled) independent product of standard p-exponential one-dimensional
measures, µ∞ in R
∞, there exists a universal constant K > 0 depending only on p, such
that for all r˜ > 0
µ∞(A+
√
r˜B2 + r˜
1
pBp) ≥ 1− 1
µ∞(A)
exp
(
− r˜
K
)
,
where Bp and B2 are the closed unit balls in ℓp and ℓ2 respectively. Letting r = r˜
1
p , we get
µ∞(A+ r
p
2B2 + rBp) ≥ 1− 1
µ∞(A)
exp
(
−r
p
K
)
.
Defining Γ : R∞ → R∞, such that x ∈ R∞ 7→ (γℓxℓ), we get that for any µ-measurable set
A ⊂ R∞
µ(A+ r
p
2BQ + rBZ) = P(Γξ ∈ A+ r
p
2BQ + rBZ)
= P(ξ ∈ Γ−1(A+ r p2BQ + rBZ))
= P(ξ ∈ Γ−1A+ r p2B2 + rBp)
= µ∞(Γ
−1A + r
p
2B2 + rBp)
≥ 1− 1
µ∞(Γ−1A)
exp
(
−r
p
K
)
= 1− 1
µ(A)
exp
(
−r
p
K
)
.
7.2. Proof of general contraction theorem in Section 3.
Proof of Theorem 3.1. Assume ϕw0(ǫn) ≤ nǫ2n. It follows by Theorem 2.12 that
P(‖W − w0‖X < 2ǫn) = exp (log µ(w0 + 2ǫnBX)) ≥ exp(−ϕw0(ǫn)) ≥ e−nǫ
2
n,
and, consequently, the claim (9) follows.
We now consider the existence of sets Xn such that (7) and (8) hold. We set
(20) Xn = ǫnBX +M
p
2
n BQ +MnBZ ,
where Mn > 0 will be chosen below. By Proposition 2.14, we have
(21) P(W /∈ Xn) ≤ 1
µ(ǫnBX)
exp
(
−M
p
n
K
)
= exp
(
ϕ0(ǫn)− M
p
n
K
)
.
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Next, for any C > 1, we denote
Mn = (K(C + 1)nǫ
2
n)
1
p
which is bounded away from zero for all n by assumption. Since
(22) ϕ0(ǫn) ≤ ϕw0(ǫn) ≤ nǫ2n
we obtain the claim (8) by combining (21) with (22).
For the final claim (7), we cannot use directly Proposition 2.10 to bound the complexity
of Xn, since Proposition 2.10 refers to shifts in Z while Xn involves a ball in Q. We can
however, find a large enough ball MnZ which is such that a 2ǫn-cushion in X around it
contains Xn. We can then use Proposition 2.10 to bound the complexity of 2ǫnBX+MnBZ ,
which in turn implies a bound on the complexity of Xn.
Define
Mn = 2
(
Mn ∨ (1 + 1
n
)f(M
p
2
n )
1
p g(ǫn)
1
p
− 1
2
)
.
Then using (6) we can show that
(23) Xn ⊂ 2ǫnBX +MnBZ .
Indeed, for every x ∈Mn
p
2BQ, we have by (6) that
inf
z∈Z:‖z−x‖X≤ǫ
‖z‖pZ ≤ f(M
p
2
n )g(ǫ)
1− p
2
and, in consequence, there exists
y ∈
(
1 +
1
n
)
f(M
p
2
n )
1
p
g(ǫn)
1
p
− 1
2BZ
with ‖x− y‖X ≤ ǫn. The constant 1+ 1/n does not play any significant role, any constant
over 1 would work here. Thus any x ∈ Mn
p
2BQ +MnBZ is within ǫn ‖·‖X-distance from
some point in MnBZ and (23) follows.
Let h1, . . . , hN ∈ MnBZ be 2ǫn-apart in ‖·‖X . Clearly, the balls hj + ǫnBX are disjoint
and hence by Proposition 2.10 we obtain
(24) 1 ≥
N∑
j=1
P(W ∈ hj + ǫnBX) ≥
N∑
j=1
e−
‖hj‖p
Z
p P(W ∈ ǫnBX) ≥ Ne−
M
p
n
p
−ϕ0(ǫn).
If the set of points h1, . . . , hN is maximal in MnBZ (that is, it achieves the maximum
number of points 2ǫn-apart in ‖·‖X that can fit in MnBZ), then the balls hj+2ǫnBX cover
MnBZ and combining with (23) we get that
(25) Xn ⊂
N⋃
j=1
(hj + 4ǫnBX).
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Combining (24) together with (25) we obtain
N(4ǫn, Xn, ‖·‖X) ≤ N ≤ exp
(
M
p
n
p
+ ϕ0(ǫn)
)
.
Using the definitions of Mn,Mn we get
logN(4ǫn, Xn, ‖·‖X) ≤
2p
p
(
K(C + 1)nǫ2n ∨ (1 +
1
n
)
p
2 f(
√
K(C + 1)n
1
2 ǫn)g(ǫn)
1− p
2
)
+ nǫ2n.
Finally, using that nǫ2n & 1 and f is non-decreasing with f(a)→∞ at most algebraically
as a→∞, we get (7). This completes the proof.
7.3. The ℓ2-setting.
Proof of Lemma 5.5. We first observe that if
∑∞
j=1 aj/j < ∞, then aj → 0 as j →
∞. Let w0 := (wℓ)ℓ∈N. Then, since w0 ∈ Bβq we find that
(26) |wℓ| . ℓ−β− 12 .
Consider now approximations hL = (w1, ..., wL, 0, ...) ∈ R∞ of w0, where L ∈ N. Obvi-
ously, we have hL ∈ Z for any L. We study how large L needs to be, to have
(27) ‖hL − w0‖ℓ2 ≤ ǫ.
In case q > 2, we have
‖hL − w0‖2ℓ2 =
∑
ℓ>L
ℓ−2β−1+
2
q ℓ2β+1−
2
qw2ℓ
≤
(∑
ℓ>L
ℓβq+
q
2
−1|wℓ|q
) 2
q
(∑
ℓ>L
ℓ−
2βq
q−2
−1
) q−2
q
≤
(∑
ℓ>L
ℓβq+
q
2
−1|wℓ|q
) 2
q
L−2β ,
where we have used the Ho¨lder inequality ( q
2
, q
q−2
) and comparison of the sum to an integral.
If q = 2, we obtain
‖hL − w0‖2ℓ2 =
∑
ℓ>L
ℓ2βw2ℓ ℓ
−2β ≤ L−2β
∑
ℓ>L
ℓ2βw2ℓ .
If q < 2, applying (26) yields
‖hL − w0‖2ℓ2 =
∑
ℓ>L
|wℓ|q|wℓ|2−q .
∑
ℓ>L
|wℓ|qℓ−2β−1+qβ+
q
2 ≤ L−2β
∑
ℓ>L
|wℓ|qℓ−1+qβ+
q
2 .
In conclusion, since w0 ∈ Bβq , all three cases yield ‖hL − w0‖ℓ2 . L−β, with constant
dependent on w0. Choosing L ∈ N minimal such that L ≥ cǫ−
1
β , for appropriate c = c(w0)
we get that (27) holds.
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Testing hL ∈ Z in the infimum we aim to bound, yields an upper bound
I(ǫ) := inf
h∈Z:‖h−w0‖ℓ2
≤ǫ
‖h‖pZ ≤ ‖hL‖pZ ≤
∑
ℓ≤cǫ
−
1
β
ℓ
p
2
+αp|wℓ|p.
By applying (26) and the Ho¨lder inequality for (q, q
q−1
), it follows that as ǫ→ 0
I(ǫ) ≤
∑
ℓ≤cǫ−1/β
ℓ
1
2
− 1
q
+β |wℓ| · ℓ
p−1
2
+αp+ 1
q
−β|wℓ|p−1
.
( ∑
ℓ≤cǫ−1/β
ℓ
q
2
+βq−1|wℓ|q
) 1
q
( ∑
ℓ≤cǫ−1/β
ℓ
q
q−1
((α−β)p+ 1
q
)
)1− 1
q
.


ǫ
βp−1−αp
β if β < α + 1
p
,
(− log ǫ) q−1q if β = α + 1
p
,
1 if β > α + 1
p
.
This completes the proof. Notice that for q ≥ 2, the proof can be modified to avoid the
use of (26) and this enables a better tracking of the constants in the above bounds.
Proof of Lemma 5.6. By Lemmas 5.4 and 5.5, we have that as ǫ→ 0 the concentra-
tion function satisfies
(28) φw0(ǫ) .


ǫ
βp−1−αp
β + ǫ−
1
α for β < α + 1
p
(− log ǫ) q−pp + ǫ− 1α for β = α + 1
p
,
1 + ǫ−
1
α for β > α + 1
p
.
As a result we have that for n→∞, a solution of φw0(ǫn) ≤ nǫ2n is given by
ǫn ≍


n
β
βp−1−αp−2β ∨ n− α1+2α for β < α + 1
p
,
n−
α
1+2α for β = α + 1
p
,
n−
1
2 ∨ n− α1+2α for β > α + 1
p
.
This solution is the minimal one such that the right hand side in (28) is bounded by nǫ2n.
Determining which rate dominates depending on α, β, p, we get ǫn ≍ rα,β,pn .
Proof of Lemma 5.7. We first show that f(a) = ap(1∨a 2−p1+2a ) and g(ǫ) = 2(1∨ǫ− 21+2α )
satisfy (6). Let h = (hℓ) ∈ aBQ and define xL = (h1, ..., hL, 0, ...) for the smallest L =
L(ǫ; a) ∈ N such that γL ≤ ǫa . This L satisfies L = ⌈a
2
1+2α ǫ−
2
1+2α ⌉ ≤ a 21+2α ǫ− 21+2α + 1.
Clearly, xL ∈ Z and we obtain
‖h− xL‖2ℓ2 ≤ γ2L
∑
ℓ>L
h2ℓ
γ2ℓ
≤ γ2L ‖h‖2Q ≤ ǫ2.
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We thus get
inf
x∈Z:‖h−x‖ℓ2≤ǫ
‖x‖pZ ≤
∑
ℓ≤L
|hℓ|p
γℓp
≤ L1− p2
(∑
ℓ≤L
h2ℓ
γ2ℓ
) p
2
≤ (a 21+2α ǫ− 21+2α + 1)1− p2ap
≤ 21− p2 (a 21+2α ǫ− 21+2α ∨ 1)1− p2ap ≤ 21− p2 (a 2−p1+2α ∨ 1)(ǫ− 2−p1+2α ∨ 1)ap = f(a)g(ǫ)1− p2 .
For the second part of the claim, let ǫn = r
α,β,p
n as in Lemma 5.6 and observe that
since nǫ2n > 1 and p ≤ 2 we have f(n
1
2 ǫn) = n
2+2αp
2+4α ǫ
2+2αp
1+2α
n and since ǫn < 1 we have
g(ǫn) = 2ǫ
− 2
1+2α
n . For p = 2 the claim holds trivially since f(n
1
2 ǫn) = nǫ
2
n and g(ǫn)
1− p
2 = 1.
For p ∈ [1, 2), first notice that
f(n
1
2 ǫn)g(ǫn)
1− p
2 = 21−
p
2 ǫpnn
1+pα
1+2α ,
so that f(n
1
2 ǫn)g(ǫn)
1− p
2 . nǫ2n is equivalent to
(29) ǫp−2n . n
(2−p)α
1+2α .
If β > α, then ǫn = n
− α
1+2α and both sides of (29) are equal. For β ≤ α, we have ǫn =
n−
β
1+2β+p(α−β) and (29) is equivalent to β−α ≤ αp(α−β), which in turn holds since β ≤ α.
We thus get the claimed bound.
7.4. The C[0, 1]-setting.
Proof of Proposition 6.1. The proof follows the techniques of the proof of [16,
Corollary 7.22] taking into account the form of the Schauder basis functions ψkl. In par-
ticular recall that ψkl are S-Ho¨lder continuous with S > α. Denote by κn(W ) the nth
cumulant of a random variable W . Let u ∼ µ. Since the odd cumulants of centered random
variables are zero and the cumulants are additive for independent random variables, we
have for any integer q sufficiently large so that 2αq > 1 and any x, y ∈ [0, 1], x 6= y
|κ2q(u(x)− u(y))| =
∣∣∣∣∣
∑
kl
κ2q(ξkl)2
−(1+2α)qk(ψkl(x)− ψkl(y))2q
∣∣∣∣∣
≤ Cq
∑
kl
2−(1+2α)qk|ψkl(x)− ψkl(y)|2q ≤ Cq
∑
kl
2−(1+2α)qk2kq+2qkSmin{|x− y|2qS, 2−2kqS}
≤ Cq
∑
kl
min{22(S−α)qk|x− y|2qS, 2−2αqk} ≤ Cq
∞∑
ℓ=1
min{ℓ2(S−α)q|x− y|2qS, ℓ−2αq}
≤ Cq
(
|x− y|2qS
∫ |x−y|−1
1
ℓ2(S−α)qdℓ+
∫ ∞
|x−y|−1
ℓ−2αqdℓ
)
≤ Cq|x− y|2αq−1,
where Cq is a constant depending only on (q, p), which changes from line to line and where
for the second inequality we used the S-Ho¨lder continuity of ψkl and the bounds (15), (16).
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Since the random variables u(x) are centered, all moments of even order 2q, q ≥ 1, can
be expressed via homogeneous polynomials of the even cumulants of order up to 2q, hence
E|u(x)− u(y)|2q ≤ Cq|x− y|2αq−1,
uniformly for x, y ∈ [0, 1]. The result follows from Kolmogorov’s continuity theorem, since
we can choose q arbitrarily large, see for example [16, Corollary 7.20].
Proof of Proposition 6.3. As a first step we generalize [45, Lemma 2.1] which holds
for standard jointly normal variables to the case of independent p-exponential variables with
p ∈ [1, 2]. Due to independence, we can use the product rule instead of Sidak’s inequality.
The lemma immediately generalizes due to the estimates in Lemma 8.2 below.
To get the result we then follow the proof of [45, Theorem 1.3]. For u drawn from an
α-regular p-exponential measure, it holds by (17)
‖u‖L∞ ≤ c
∞∑
k=0
2
k
2 sup
1≤l≤2k
|ukl| ≤ c
∞∑
k=0
2−αk sup
1≤l≤2k
|ξkl|.
For ǫ > 0, let n be an integer such that
2
1− 2−α/2 2
−αn ≤ ǫ < 2
1− 2−α/22
−α(n−1).
Define
bk :=
{
2
3
2
(k−n)α, if k < n
2
1
2
(k−n)α, if k ≥ n
and notice that
∞∑
k=0
2−αkbk ≤ 2
1− 2−α/2 2
−αn.
Then, if |ξkl| ≤ bk for all k ≥ 0, 1 ≤ l ≤ 2k, we have that ‖u‖L∞ ≤ ǫ. Therefore, by [45,
Lemma 2.1] we have
P(‖u‖L∞ ≤ ǫ) ≥ exp(−C2n)
and the proof is complete since 2n is of order ǫ−
1
α .
Proof of Lemma 6.4. Let wkl be the coefficients of w0 in the wavelet basis ψkl. Con-
sider hK ∈ C[0, 1] with coefficients hkl = wkl for k ≤ K and 1 ≤ l ≤ 2k and hkl = 0 for
k > K. Then hK ∈ Z for any K ∈ N and
‖hK − w0‖L∞ ≤ c
∑
k>K
2
k
2 sup
1≤l≤2k
|wkl| ≤ c ‖w0‖Bβ∞∞
∑
k>K
2−βk ≤ c ‖w0‖Bβ∞∞ 2−βK ,
for c > 0 a changing constant independent of w0 and where for the first inequality we used
(17). Choosing K ∈ N minimal so that ǫ ≥ c ‖w0‖Bβ∞∞ 2−βK , we get ‖hK − w0‖L∞ < ǫ.
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Then
inf
h∈Z:‖h−w0‖L∞≤ǫ
‖h‖pZ ≤ ‖hK‖pZ =
∑
k≤K
∑
1≤l≤2k
|wkl|p2p( 12+α)k =
∑
k≤K
∑
1≤l≤2k
|wkl|p2p( 12+β)k2p(α−β)k
≤ ‖w0‖pBβ∞∞
∑
k≤K
∑
1≤l≤2k
2p(α−β)k = ‖w0‖pBβ∞∞
∑
k≤K
2(p(α−β)+1)k.
The sum on the right hand side converges as K →∞ if β > α+ 1
p
, for β = α+ 1
p
blows-up
as K ≍ log(1/ǫ) and for β < α+ 1
p
blows-up as 2K((α−β)p+1) ≍ ǫβp−αp−1β .
Proof of Lemma 6.6. Let h = (hkl) ∈ aBQ and define xK =
∑
k≤K
∑2k
l=1 hklψkl for K
to be determined below. We have that xK ∈ Z, ∀K ∈ N and by (17) and Cauchy-Schwarz
inequality, we get the bound
‖h− xK‖L∞ ≤ c
∞∑
k=K+1
2−αk2(
1
2
+α)k sup
1≤l≤2k
|hkl|
≤ c
(
∞∑
k=K+1
2−2αk
) 1
2
(
∞∑
k=1
2(1+2α)k sup
1≤l≤2k
|hkl|2
) 1
2
≤ c2−αK ‖h‖Q ,
where c > 0 a constant with a value that changes below, dependent only on the Schauder
basis, α and later on p. For K = K(ǫ; a) ∈ N minimal such that ǫ ≥ ca2−αK , we have
that ‖h− xK‖L∞ ≤ ǫ. This K satisfies K = ⌈log2(ca
1
α ǫ−
1
α )⌉ ≤ log2(ca
1
α ǫ−
1
α ) + 1, hence
2K ≤ 2ca 1α ǫ− 1α and we have the bound
inf
x∈Z:‖h−x‖
∞
≤ǫ
‖x‖pZ ≤ ‖xK‖pZ =
∑
k≤K
2k∑
l=1
|hkl|p
γpkl
≤
(∑
k≤K
2k∑
l=1
1
)1− p
2
(∑
k≤K
2k∑
l=1
h2kl
γ2kl
) p
2
≤ (2K − 1)1− p2 ‖h‖pQ ≤ cǫ−
2−p
2α a
2−p+2αp
2α .
Therefore, f(a) = ca
2−p+2αp
2α and g(ǫ) = ǫ−
1
α satisfy (6) and the proof is complete.
8. Technical results.
8.1. Shift spaces of scaled independent product measures.
Proposition 8.1. Let ν be the law of the scaled sequence (γℓξℓ)ℓ∈N, where ξℓ indepen-
dent and identically distributed univariate random variables and γ = (γℓ) deterministic
decaying sequence of positive numbers. Assume that the common distribution of ξℓ, has
finite Fisher information and variance and has a density ρℓ with respect to the Lebesgue
measure which is everywhere positive and continuous. Then for any h ∈ R∞ it holds that
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the translated measure νh and ν are either singular or equivalent. The shift space of the
measure µ is
Q(ν) = {h ∈ R∞ :
∞∑
ℓ=1
h2ℓγ
−2
ℓ <∞}.
Furthermore, letting ρℓ,hℓ = ρℓ(· − hℓ), we have for h ∈ Q(ν),
dνh
dν
(u) = lim
N→∞
N∏
ℓ=1
dρℓ,hℓ
dρℓ
(uℓ) in L
1(R∞, µ).
Proof. The positivity and continuity assumption on the density of ξℓ, secures that for
each ℓ we have that ρℓ and the translate ρℓ,hℓ = ρℓ(· − hℓ) are equivalent. Hence by the
Kakutani Theorem [6, Theorem 2.12.7] ν and νh are either singular or equivalent.
The rest of the proof relies on [29, Section 1] which builds on [43]. In these papers it
is shown that if Z = (Z1, Z2, . . . ) is a sequence of independent of random variables with
variance 0 < σ2j <∞, then a sufficient condition for Z and Z +α, where α = (α1, α2, . . . ),
to be singular is that
∑∞
j=1 α
2
jσ
−2
j = ∞. If in addition the Fisher information Ij of Zj is
finite for all j, then a necessary condition for Z and Z +α, to be mutually singular is that∑∞
j=1 α
2
jIj =∞.
In our assumed setting, since the Fisher information of γℓξℓ is Iℓ = γ
−2
ℓ I where I is, the
assumed to be finite, Fisher information of ξℓ, and since Var(γℓξℓ) = γ
2
ℓVar(ξℓ), we have that
the necessary and sufficient condition for the singularity of ν with νh is
∑∞
ℓ=1 h
2
ℓγ
−2
ℓ =∞.
Since ν and νh are either singular or equivalent, the shift space is as claimed.
The Radon-Nikodym derivative follows again from Kakutani theorem in the form pre-
sented in [15, Theorem 2.7], noting that in [29, Section 1] it is shown that the Hellinger
integral H(ν, νh) is positive when
∑∞
ℓ=1 h
2
ℓIℓ <∞.
8.2. Estimates for the univariate p-exponential distribution.
Lemma 8.2. Let ξ ∼ fp(x), where fp(x) ∝ exp(− |x|
p
p
), x ∈ R, p ∈ [1, 2]. Then there
exist constants 0 < r1 < 1 and r2 > 0 depending only on p, such that
P(|ξ| ≤ x) ≥
{
r1x, if 0 ≤ x ≤ 1
exp(−r2 exp(−1pxp)), if x > 1.
Proof. For x ≤ 1 we have
P(|ξ| ≤ x) = 2
∫ x
0
cpe
− t
p
p dt ≥ 2
∫ x
0
cpe
−1/pdt ≥ r1x,
where r1 = 2cpe
−1/p = e
−
1
p p
−
1
p
Γ(1+ 1
p
)
< 1 for p ∈ [1, 2].
For x > 1, let
gp(x) = P(|ξ| ≤ x)− exp(−r2 exp(−1
p
xp)) =
∫ x
0
e−
tp
p dt∫∞
0
e−
tp
p dt
− exp(−r2 exp(−1
p
xp)),
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for some r2 > 0 large enough, so that gp(1) > 0. Such an r2 exists since the first term
in gp(1) is fixed and positive and the second term is decreasing to zero as r2 grows. The
derivative of gp(x) is
d
dx
gp(x) = e
−x
p
p
(
1∫∞
0
e−
tp
p dt
− r2xp−1 exp(−r2 exp(−1
p
xp))
)
.
The term inside the parenthesis, as x ≥ 1 grows, starts from a possibly positive value and
is monotonically decreasing, eventually becoming negative. This means that the derivative
d
dx
gp(x), as x ≥ 1 grows starts from a possibly positive value and eventually becomes
negative too, and thus has at most one root which corresponds to at most a unique critical
point of gp(x), x ≥ 1, which if exists is a maximum. Noting that limx→+∞ gp(x) = 0, and
since gp(1) > 0, we get that gp(x) ≥ 0, ∀x > 1 and the proof is complete.
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