In this paper, we analyze a semi-discrete finite difference scheme for a conservation laws driven by a homogeneous multiplicative Lévy noise. Thanks to BV estimates, we show a compact sequence of approximate solutions, generated by the finite difference scheme, converges to the unique entropy solution of the underlying problem, as the spatial mesh size ∆x → 0. Moreover, we show that the expected value of the L 1 -difference between the approximate solution and the unique entropy solution converges at a rate O( √ ∆x).
Introduction
Let Ω, P, F , {F t } t≥0 be a filtered probability space satisfying the usual hypothesis i.e., {F t } t≥0 is a right-continuous filtration such that F 0 contains all the P-null subsets of (Ω, F ). In this paper, we are interested in numerical approximations of an L 2 (R)-valued predictable process u(t, ·) which satisfies the Cauchy problem du(t, x) + ∂ x f (u(t, x)) dt = σ(u(t, x)) dW (t) + |z|>0 η(u(t, x); z) N (dz, dt),
x ∈ Π T , u(0, x) = u 0 (x), x ∈ R, (1.1) a possible singularity at z = 0 satisfying |z|>0 (1 ∧ |z| 2 ) m(dz) < +∞. 1 Furthermore, u → σ(u) and (u, z) → η(u, z) are given real valued functions signifying the multiplicative nature of the noise.
In the case σ = η = 0, the equation (1.1) becomes a standard conservation law in R. For the conservation laws, well-posedness analysis has a very long tradition and it goes back to the 1950s. However, we will not be able to discuss the whole literature here, but only mention a few landmark results. The question of existence and uniqueness of solutions of conservation laws was first settled in the pioneer papers of Kružkov [22] and Vol'pert [25] . For a completely satisfactory well-posedness theory of conservation laws, we refer to the monograph of Dafermos [11] . See also [16] and references therein.
1.1. Stochastic Balance Laws. In recent years, there has been a growing interest in the study of conservation laws driven by stochastic noise. It has been attracted the attention of many authors, and resulted in significant momentum in the theoretical development of such problems. For some first results in that direction, see Holden and Risebro [18] . E, Khanin, Mazel, and Sinai [13] described the statistical properties of the Burgers equation with Brownian noise. Kim [19] extended the Kružkov well-posedness theory to one dimensional balance laws that are driven by additive Brownian noise. However, when the noise is of multiplicative nature, one could not apply a straightforward Kružkov's doubling method to get uniqueness. This issue was settled by Feng & Nualart [15] , who established uniqueness of entropy solution by recovering additional information from the vanishing viscosity method. The existence was proven using stochastic version of compensated compactness method and it was valid for one spatial dimension. To overcome this problem, Debussche & Vovelle [12] introduced kinetic formulation of such problems and as a result they were able to establish the well-posedness of multidimensional stochastic balance law via kinetic approach. A number of authors have contributed since then, and we mention the works of Bauzet et al. [2] , Biswas et al. [6, 7] . We also mention works by Chen et al. [9] , and Biswas et al. [8] , where well-posedness of entropy solution is established in L p ∩ BV , via BV framework. Moreover, they were able to develop continuous dependence theory for multidimensional balance laws and as a by product they derived an explicit convergence rate of the approximate solutions to the underlying problem.
Independently of the smoothness of the initial data u 0 (x), due to the presence of nonlinear flux term and a nonlocal term in equation (1.1), solutions to (1.1) are not necessarily smooth and weak solutions must be sought. Before introducing the concept of weak solutions, we first recall the notion of predictable σ-field. By a predictable σ-field on [0, T ] × Ω, denoted by P T , we mean that the σ-field generated by the sets of the form: {0} × A and (s, t] × B for any A ∈ F 0 ; B ∈ F s , 0 < s, t ≤ T . The notion of stochastic weak solution is defined as follows: However, it is well known that weak solutions may be discontinuous and they are not uniquely determined by their initial data. Consequently, an entropy condition must be imposed to single out the physically correct solution. Since the notion of entropy solution is built around the so called entropyentropy flux pairs, we begin with the definition of entropy-entropy flux pairs.
Definition 1.2 (Entropy-Entropy Flux Pair
). An ordered pair (β, ζ) is called an entropy-entropy flux pair if β ∈ C 2 (R) with β ≥ 0, and ζ : R → R such that ζ ′ (r) = β ′ (r)f ′ (r), for all r.
Moreover, an entropy-entropy flux pair (β, ζ) is called convex if β ′′ (·) ≥ 0.
With the help of a convex entropy-entropy flux pair (β, ζ), the notion of stochastic entropy solution is defined as follows: 1 Here we denote x ∧ y := min {x, y} Definition 1.3 (Stochastic Entropy Solution). A square integrable L 2 (R)-valued {F t : t ≥ 0}-predictable stochastic process u(t) = u(t, x) is called a stochastic entropy solution of (1.1) provided (i) for each T > 0, (1 − λ)η 2 (u(r, x); z)β ′′ u(r, x) + λ η(u(r, x); z) ψ(r, x) dλ dx m(dz) dr ≥ 0, P − a.s.
Due to nonlocal nature of the Itô-Lévy formula and the noise-noise interaction, the Definion 1.3 alone does not give the L 1 -contraction principle in the sense of average and hence the uniqueness. In fact, classical "doubling of variable" technique in time variable does not work when one tries to compare directly two entropy solutions defined in the sense of Definion 1.3. To overcome this problem, the authors in [2, 7] used a more direct approach by comparing one entropy solution against the solution of the regularized problem and subsequently sending the regularized parameter to zero, relying on "weak compactness" of the regularized approximations.
In order to successfully implement the direct approach, one needs to weaken the notion of stochastic entropy solution, and subsequently install the notion of so called generalized entropy solution (cf. [2, 7] ).
Definition 1.4 (Generalized Entropy Solution). A square integrable L
2 R × (0, 1) -valued {F t : t ≥ 0}-predictable stochastic process v(t) = v(t, x, α) is called a generalized stochastic entropy solution of (1.1)
, and each convex entropy pair (β, ζ), it holds that
1.2. Numerical Schemes. Given the nonlinear nature of the stochastic balance laws, explicit solution formulas are hard to obtain. Consequently, robust numerical schemes for approximating such equations are very important in the study of stochastic balance laws. For hyperbolic equations (σ = η = 0), the convergence analysis of difference schemes has a long tradition, we mention only a few references. Finite difference schemes have been studied by Oleȋnik [24] , Harten et al. [17] , Kuznetsov [23] , Crandall and Majda [10] as well as many others. See also [14] and references therein. However, only few papers are available on the study of numerical schemes for stochastic balance laws. Within the existing literature we can refer to the paper by Holden et al. [18] , where the authors successfully implemented operator-splitting method to prove the existence of pathwise weak solutions for such Cauchy problems driven by Brownian noise in one space dimension.
Recently, Bauzet in [3] generalized the operator-splitting method for the same problem in multidimensions. Operator-splitting method for stochastic balance laws driven by multiplicative Lévy noise was studied by Koley et al. [20] . In [21] , Kröker and Rodhe established pathwise convergence of a strongly monotone semi-discrete finite volume solution towards a stochastic entropy solution for one dimensional stochastic balance laws driven by Brownian noise. The main tool was a stochastic version of the compensated compactness approach. It avoids the use of a maximum principle and total-variation estimates but restricts the study to the one-dimensional case and to the use of genuinely nonlinear flux functions. Finally, we mention that Bauzet et al. in [4, 5] established convergence of the fully discrete schemes for stochastic balance laws driven by Brownian noise in multi space dimension.
Despite all the above mentioned results, to the best of our knowledge, there does not exist a result giving a convergence rate of the approximate solutions to stochastic balance laws. We remark that, for conservation laws with u 0 ∈ BV and locally Lipschitz f , the convergence rate for monotone methods has long been known to be √ ∆x [23] , and this is also optimal for discontinuous solutions. To show the same rate for a finite difference scheme approximating (1.1) seems very difficult, and the main aim of this paper is to precisely address that issue.
1.3. Scope and Outline of the Paper. As we mentioned earlier, the aim of this paper is to fill the gap left by the previous authors by introducing a rate of convergence result for a nonlinear scalar conservation laws forced by a Lévy noise. In this paper, drawing preliminary motivation from [8, 9] , we intend to prove that the expected value of the L 1 difference between the approximate solution and the unique entropy solution converges at a rate O( √ ∆x), ∆x being the spatial discretization parameter. Moreover, we also prove the convergence of approximate numerical solutions, generated by the semi-discrete finite difference scheme, to the unique stochastic BV-entropy solution of the underlying equation (1.1).
The remaining part of this paper is organized as follows. We state the assumptions, detail the technical framework, introduce the semi-discrete finite difference scheme, and state the main result in Section 2. Section 3 deals with a priori estimates for the approximate solutions. In particular, we list a number of useful properties of the (unique) entropy solution and of the approximate solution. Section 4 is devoted to the proof of the main theorem, and the convergence of approximate solutions to the unique entropy solution of stochastic conservation laws (1.1), with the help of Young measure theory, is presented in Appendix 5.
Technical Framework and Statement of the Main Result
Throughout this paper, we use the letter C to denote various generic constants. There are situations where constants may change from line to line, but the notation is kept unchanged so long as it does not impact the central idea. The Euclidean norm on R is denoted by || · || and BV semi-norm is by | · | BV (R) . Note that BV(R) is the set of integrable functions with bounded variation on R endowed with the norm |u| BV (R) = u 1 + T V x (u), where T V x (u) is the total variation of u defined on R.
Moreover, we assume the following set of assumptions:
A.1 The initial function u 0 (x) is a F 0 -measurable random variable such that
A.2 The flux function f : R → R is a Lipschitz continuous function with f (0) = 0. A.3 There exists a constant C > 0 such that, for all u, v ∈ R,
A.4 Moreover, we assume that σ(0) = 0 and there exists M > 0 such that σ(u) = 0, for all |u| > M .
A.5 The Lévy measure m(dz) is a Radon measure on R\{0} with a possible singularity at z = 0, which satisfies
A.6 There exist positive constants 0 < λ * < 1 and C > 0, such that for all u, v ∈ R; z ∈ R |η(u; z) − η(v; z)| ≤ λ * |u − v|(|z| ∧ 1), and |η(u; z)| ≤ C(1 + |u|)(|z| ∧ 1).
A.7 Furthermore, there exists a constant M > 0 such that η(u; z) = 0, for all |u| > M , and we assume that η(0; z) = 0, for all z ∈ R. As a consequence,
Remark 2.1. Note that, in view of [2, 7] , for the existence and uniqueness of stochastic entropy solution of (1.1), we only need initial data to be in L 2 (R) along with the assumptions A.2, A.3, A.5, and A.6. In fact, the assumption A.5 is necessary to handle the nonlocal term present in the equation. Furthermore, the assumption u 0 ∈ BV (R) is necessary to make sure that the solution has finite variation. Finally, we mention that the assumption A.4, and A.7 are necessary conditions to maintain the boundedness of the solution.
2.1. Finite Difference Scheme. We begin by introducing some notation needed to define the semidiscrete finite difference scheme. Throughout this paper, we reserve ∆x to denote a small positive number that represents the spatial discretization parameter of the numerical scheme. Given ∆x > 0, we set x j = j∆x for j ∈ Z, to denote the spatial mesh points. Moreover, for any function u = u(x, t) admitting point values, we write u j (t) = u(x j , t). Furthermore, let us introduce the spatial grid cells
where x j±1/2 = x j ± ∆x/2. Let D ± denote the discrete forward and backward differences in space, i.e.,
The discrete summation-by-parts formula is given by
We propose the following semi-discrete (in time) finite difference scheme approximating the solutions generated by the equation (1.1)
where F j+
is the Engquist-Osher (EO) flux. More precisely, for any given flux function f , the generalized upwind scheme of Engquist and Osher is defined by
where
With this in mind, we can recast our scheme (2.1) as
Remark 2.2. We have chosen to analyse the scheme (2.1)-(2.2) with EO flux because of its apparent simplicity. One can, however, adopt the method of proof developed in this paper and obtain similar results for other schemes (e.g., all monotone schemes).
For a given initial data u 0 , we define the initial grid function {u j (0)} j∈Z by (2.2). Moreover, for the sequence {u j (t)} j∈Z , we associate the function u ∆x defined by
where 1 A denotes the characteristic function of the set A.
Throughout this paper, we use the notation u ∆x to denote the functions associated with the sequence {u j (t)} j∈Z . For later use, recall that the discrete ℓ ∞ (R), ℓ 1 (R) and ℓ p (R) (1 < p < ∞) norms, and BV semi-norm for a lattice function u ∆x are defined respectively as
Now we are in a position to state the main result of this article.
Main Theorem. Let the assumptions A.1-A.7 hold and u ∆x (t, x) be finite difference approximations generated by the scheme (2.1). Then there exist an unique BV entropy solution u(t, x) to the problem (1.1) and a constant C = C(|u 0 | BV (R) ), independent of the small parameter ∆x, such that for a.e.
provided the initial error is bounded by
A Priori Estimates
This section is devoted to the derivation of a priori estimates for the approximate solutions u ∆x (t, x) under the assumptions A.1-A.7, which turns out to be useful to prove convergence, as well as rate of convergence, of the approximate solutions to the unique entropy solution of (1.1).
Remark 3.1. To keep the presentation fairly short, we shall only present proof of a priori estimates (and Main Theorem) for f ′ ≤ 0. Observe that, in that case F j+1/2 = f (u j+1 ). However, we note that the same proofs apply mutatis mutandis also in the general case, since we can write 3.1. Uniform Moment Estimates. As we mentioned earlier, to ensure the convergence of approximate solutions, one needs to obtain uniform moment estimates for the approximate solutions. We remark that, we are following the same strategy as depicted in [21] (for the Brownian noise set-up) to obtain such estimates. In what follows, we start with the following simple but useful lemma which is essentially a discrete version of the entropy inequality.
Lemma 3.1. Let (β, ζ) be a convex entropy-entropy flux pair. Let u j (t) be the approximate solution generated by the finite volume scheme (2.1). Then u j (t) satisfies the following cell entropy inequality
for all j ∈ Z and almost all ω ∈ Ω.
Proof. Let (β, ζ) be a given convex entropy-entropy flux pair. A simple application of Itô-Lévy formula applied to β(u j (t)), where u j (t) satisfies the semi-discrete finite volume scheme (2.1), leads to
Next, observe that
where Φ j is defined as follows
A straightforward calculation reveals that
Since β is convex function and f ′ ≤ 0, we have
Also, Φ j (u j (t)) = 0. So, Φ j (w) ≥ 0, for all w ∈ R. Hence, we conclude that
Finally, we combine (3.2) and (3.3) in (3.1) to conclude
This completes the proof of the Lemma. Now we are ready to prove uniform moment estimates. To that context, we have the following lemma:
Lemma 3.2. Let the assumptions A.1-A.7 be true. Let u ∆x (t, x) be the approximate solutions generated by the finite difference scheme (2.1). Then the approximate solutions u ∆x (t, x) satisfies the following uniform moment estimates
Proof. To prove the result for p ≥ 2, we assume that (β, ζ) be a given convex entropy-entropy flux pair. Then, by the virtue of Lemma 3.1, we conclude
Next, we multiply the above inequality (3.5) by ∆x, sum over all j ∈ Z, and then take expectation. Note that, an application of Itô-Lévy integral reveals that
Hence, we are left with
Let p ≥ 2. Choosing β(u) = |u| p p and using assumptions A.1-A.7, we obtain
Hence, by Gronwall's inequality, for any t > 0,
By Jensen's inequality, we get
Again, notice that
Thus, we conclude that
for any p ≥ 2. Choosing now β = β δ , a classical convex and regular approximation of the absolute-value function, one obtains from (3.6)
Then, by A.3, A.4 and A.7, passing to the limit over δ to 0 yields
Moreover, one can use interpolation theorem to conclude the assertion of the lemma for any p ≥ 1. This finishes the proof of the lemma.
Spatial Bounded Variation.
Like its deterministic counterpart, we derive spatial BV bound for the approximate solutions under the assumptions A.1-A.7. First note that, monotone numerical scheme for deterministic balance laws implies its L ∞ stability. But for the stochastic case, this is not true in general. However, under the additional assumptions A.4 and A.7, it is possible to derive such estimates. Regarding that, we have the following lemma. Lemma 3.3. Let the assumptions A.1-A.7 be true. Let u ∆x (t, x) be the finite volume approximations prescribed by the scheme (2.1).
, for any t and ω a.s., where M is defined as in the assumptions A.4 and A.7.
Proof. First note that, for any x ∈ (x j− ), the scheme (2.1) reads
Applying Itô-Lévy formula to β(u ∆x ) with
, integrating with respect to x, t and taking the expectation yield
′ is a non-decreasing function and f a non-increasing one, for any x, y
Hence, (3.7) leads to
Furthermore, since ∆x j |u j (s)| 2 < +∞ for any s, |u j (s)| → 0 and
Thus, for any t,
a.e. and ω a.s.
Lemma 3.4. Let the assumptions A.1-A.7 be true. Let u ∆x (t, x) be the finite volume approximations prescribed by the finite difference scheme (2.1). Then for any t > 0
Proof. Note that, since the flux function f is non-increasing i.e., f ′ ≤ 0, we have F j+
= f (u j+1 ) and hence we obtain
Again, since f is non-increasing, we have
Let ε be a small positive parameter and β = β ε ∈ C 2 (R) be a convex function approximating the absolute value function such that β ′ (r) → sign(r), as ε → 0. We apply Itô-Lévy formula to β u j+1 (t) − u j (t) to conclude
Summing over j from −N to N where N ∈ N and then taking expectation, we obtain
where we have used the assumption A.3, along with the fact that for β = β ε , r 2 β ′′ (r) ≤ C ε. Let us consider the term A. By our assumption A.6, since λ ∈ [0, 1], one has that
Since r 2 β ′′ (r) ≤ Cε, we see that, by assumption A.5
Thus, using (3.11) in (3.10) and then sending the limit as ε → 0, we get
By our definition of approximate finite volume solutions u ∆x (t, x), we have
Again, since for almost all ω ∈ Ω, and a.e.
Moreover, in view of boundedness property (cf. Lemma 4.1), one can use dominated convergence theorem to conclude that right hand side of the inequality (3.12) goes to zero as N → ∞. Thus, passing to the limit as N → +∞ in (3.12), we obtain
Note that, in view of the lower semi-continuity property and the positivity of the total variation
, we arrive at the following conclusion that the approximate solution u ∆x (t, x) lies in spatial BV class and satisfies (3.9) . This completes the proof.
Convergence of Approximate Solutions.
Having secured all necessary a priori bounds on the approximate solutions u ∆x (t, x), we are ready to prove the convergence of approximate solutions u ∆x (t, x) to the entropy solutions of the underlying problem (1.1). We remark that, uniform moment estimates (3.4) and bounded variation estimate (3.9) are not enough to ensure the compactness of the family {u ∆x (t, x)} ∆x>0 in the classical sense. However, we use notion of Young measure in stochastic setting to prove the convergence of approximate solutions, and we have postpone the proof to Appendix 5. In fact, it is possible to prove the following theorem.
Theorem 3.5. Let the assumptions A.1-A.7 hold. Then there exists a unique generalized entropy solution u(t, x, α) to the initial value problem (1.1). Moreover, u(t, x, α) is an independent function of variable α andū(t, x) = 1 0 u(t, x, τ )dτ = u(t, x, α) (for all α) is the unique stochastic entropy solution. More precisely, let u ∆x (t, x) be a finite volume approximations as prescribed by (2.3). Then,
(c) Furthermore, for a.e. t ∈ (0, T ), the following BV bound holds:
Remark 3.2. In the Appendix 5, we have shown that u ∆x (t, x) converges to the unique entropy solution u(t, x) to the problem (1.1). In view of the lower semi-continuity property of T V x and Fatou's lemma, we have, for a.e. t > 0,
where the last inequality follows from Lemma 3.4. Thus,ū(t, x) is a function of bounded variation in spatial variable, which proves part (c) of the above Theorem 3.5.
3.4. Average Time Continuity. We move on to establish the average time continuity of u ∆x , independent of the discretization parameter ∆x > 0. Lemma 3.6. Let the assumptions A.1-A.7 be true. Moreover, let u ∆x (t, x) be the finite difference approximations prescribed by the finite difference scheme (2.1). Then, for any compact subset K ⊂ R, there exists a constant C = C |K|, E[TV(u 0 )], T , such that for s < t
Moreover, for any standard mollifier ρ δ0 (r) = 
(b) For the unique entropy solution u(t, x) of (1.1)
Proof. Note that, since f is Lipschitz, a simple calculation using the scheme (2.1) reveals that for any s < t
Thus, for any given compact subset K ⊂ R with K ⊂ [−N, N ], by (3.13) and the boundedness of σ and η along with assumption A.5, one has that
Considering a non-negative continuous function h(t, s) on [0, T ] 2 , one has
and passing to the limit in ∆x yields
The conclusion holds by setting h(t, s) = ρ δ0 (t − s).
Proof of the Main Theorem
In the previous section, we have mentioned that under the assumptions A.1-A.7, the approximate solutions u ∆x (t, x) converges to the unique BV entropy solution
In this section, our main aim is to estimate the L 1 difference between the approximate solution u ∆x (t, x) and the unique entropy solution of (1.1). To do this, we begin by introducing a class of entropy functions which will play a crucial role in the sequel. Let β : R → R be a C ∞ function satisfying
and
when |r| < 1, +1, when r ≥ 1.
For any ξ > 0, define β ξ : R → R by β ξ (r) = ξβ( r ξ ). Then
where M 1 = sup |r|≤1 |r| − β(r) and M 2 = sup |r|≤1 |β ′′ (r)|. By simply dropping ξ, for β = β ξ , we define
We also introduce a special class of functions, which plays a pivotal role in our analysis. To that context, let us define the set K consisting of non-zero
Proof. Note that, modulo a mollification step, we can assume that ζ ∈ C ∞ (R). Let η ∈ C ∞ c (R) be such that 0 ≤ η ≤ 1, and η(0) = 1. Let us define ζ R (x) = ζ(x)η(x/R). Then a straightforward computation yields
Taking limit as R → ∞ concludes the proof.
To proceed further, let ρ and ̺ be the standard mollifiers on R such that supp (ρ) 1) . We write down the entropy inequality for u(t, x), based on the entropy pair β(· − k), f β (·, k) , and then multiply by J l (u ∆y (s, y) − k), integrate with respect to s, y, k and take the expectation. The result is 0 ≤E ),
and applying Itô-Lévy product rule to β(u ∆y (s, y))φ δ,δ0 (t, x, s, y), integrating with respect to y, t, x, k and taking the expectation yield 0 ≤E
Our goal is to estimate the expected value of the L 1 difference between u ∆y and u in terms of the small parameters ξ, δ 0 , δ, l, ∆y, which are sufficiently small but fixed.
Let us first consider the terms due to initial data. Note that, since supp (ρ δ0 ) ⊂ [−δ 0 , 0], J 1 = 0. Now, in view of the uniform moment estimate (3.4), we infer that
Since supp (ψ(s, ·)) ⊂ K, where K is a compact subset of R, we have
u ∆y (s, y) − u ∆y (0, y) ρ δ0 (−s) dy ds 6) thanks to Lemma 3.6. Moreover, since
combining (4.7) and (4.6), keeping in mind that J 1 = 0, we obtain
Collecting the results above, we have proved the following Lemma.
Lemma 4.2.
lim sup l→0 lim sup
Let us tern our attention to the term (I 2 + J 2 ). First note that, since β and J l are even functions, we have
Let us consider the term J
1,I2
2,1 . We have
Let us move on to estimate the term J
2,I2
2,1 :
Thus, combining (4.10) and (4.11) in (4.9), we obtain
In fact, we have proved the following Lemma.
Next, we move on to estimate the terms coming from the associated flux function. To do this, we first consider the term J 5 . Since f ′ ≤ 0 and β is a convex function, one has
Therefore, in view of (4.13), we have 
(4.14)
Note that
Thus,
where, in particular, (3.13) have been used. Let us first consider the term J 5,1 . Note that for any a, b ∈ R, f β (a, b) is Lipschitz continuous in both the variables. Therefore, we have 15) thanks to the Lemma 3.6. Then, we estimate J 1 5,1 as follows:
Therefore, we have
Using same calculations as we have done for the term J 5,1 , we can show that
Combining (4.17) in (4.14) along with the estimate (4.18), we have
Thus, we have proved the following Lemma. 
Let us consider the additional term J 4 . In view of the assumption A.3 and the bound β
thanks to Lemma 3.6. Let us focus on the term J 1 4,1 .
Combining the above terms together leads to
Again, we see that
In view of the estimates (4.23) and (4.24), we obtain
Next we consider Itô integral terms. Note that, for any two constants t 1 , t 2 ≥ 0 with
where J, ζ are predictable integrand with E T 0 |z|>0 ζ 2 (t, z) m(dz) dt < +∞ and X(·) is an adapted process. We claim that J 3 = 0. Indeed, in view of (4.26)
To proceed further, we define
Regarding M[β, φ δ,δ0 ](s, y, k), we have the following lemma whose proof could be found in [6, 7] .
Lemma 4.5. The following identities hold:
Moreover, let β = β ξ be a function defined previously. Then there exists a constant C = C(ψ) such that
Note that, in view of the Fubini's theorem and (4.26),
and hence we rewrite I 3 as
To proceed further, we apply Itô formula to J l (u j (·) − k) along with Itô product rule and have
× φ δ,δ0 (r, x, s, y) dx dr dy ds dk
f (u ∆y (r, y)) − f (u ∆y (r, y + ∆y)) ∆y
σ 2 (u ∆y (r, y))J l u ∆y (r, y) − k dr dy ds dk
Let us first consider the expression I 3,1 .
u ∆y (r, y) − u ∆y (r, y + ∆y) 2 dr ds dy
In the above, we have used the fact that E |u ∆y (r,
for all r ∈ [0, T ] almost surely ω ∈ Ω along with the estimates (4.27).
Let us turn our attention to estimate the term I 3,2 . Following a similar argument as in [7, Lemma 5.6], we see that
Next we want to estimate the term I 3,3 . In view of the uniform moment estimate (3.4) and the estimate (4.28), we have
We combine (4.30)-(4.32) in (4.29) and have , x) )ψ(r, y)̺ δ (x − y) dx dy dr
and combining (4.25) and (4.33) gives
Collecting all the above results, we have proved the following Lemma.
Lemma 4.6.
Let us turn our attention to estimate the stochastic integral terms corresponding to jump noise. Note that, thanks to (4.26)
We define
In view of Lemmas 5.4 and 5.5 of [7] , one can deduce the following:
Moreover, since β = β ξ , there exists a constant C = C(ψ) such that
Arguing similarly as we have done for the term I 3 , we arrive at
f (u ∆y (r, y)) − f (u ∆y (r, y + ∆y)) ∆y r, y) ; z) dλ m(dz) dr dk dy ds
Observe that, in view of (4.36), (4.37) and uniform moment estimate (3.4) along with the assumptions A.5 and A.6,
, and I 6,3 ≤ C C ξ δ 1 4 0 . (4.39)
Next we want to estimate the term I 6,3 . A similar argument as in [7, Lemma 5.6 ] leads to
Thus, combining (4.39) and (4.40) in (4.38) and keeping in mind that J 6 = 0, we have
β u(r, x) + η(u(r, x); z) − u ∆y (r, y) − η(u ∆y (r, y); z)
− β u(r, x) − u ∆y (r, y) − η(u ∆y (r, y); z) − β u(r, x) + η(u(r, x); z) − u ∆y (r, y)
Now we focus on the term J 7 . Thanks to uniform moment estimate (3.4), Lemma 3.6, assumptions A.5 and A.6, and the bound of β ′′ and β ′′′ , we obtain
Again, one can show that (similar to the estimation of I 4 term)
(4.43)
Thus, from (4.42) and (4.43), we have
and hence adding two estimates (4.41) and (4.44) yields 
β u(r, x) + η(u(r, x); z) − u ∆y (r, y) − η(u ∆y (r, y); z) − β u(r, x) − u ∆y (r, y)
− η(u(r, x); z) − η(u ∆y (r, y); z) β ′ u(r, x) − u ∆y (r, y) ψ(r, y)̺ δ (x − y) m(dz) dx dy dr
Note that since f β (x, y) − |y − x| ≤ C ξ, lim ξ A 3 = 0. Let us consider the term A 6 . In fact, by rewriting A 6 , we have
where a = u(t, x) − u ∆y (t, y) and b = η(u(t, x); z) − η(u ∆y (t, y); z). Note that, in view of assumption A.6,
and hence we need to find a suitable upper bound on a 2 β ′′ (a+θ b). Since β ′′ is nonnegative and symmetric around zero, we can assume without loss of generality that a ≥ 0. Thus, thanks to assumption A.6, we obtain
We substitute β = β ξ in (4.48), and use (4.49) to obtain
as sup r∈R r 2 β ′′ ξ (r) ≤ Cξ by (4.1). Therefore, by using A.5, we have from (4.47)
and hence lim ξ A 6 = 0. Note also that
so that, passing to the limit when ξ → 0 + in (4.46) with Lebesgue Theorem yields
Our aim is to estimate each of the above terms suitably. To do this, we follow the ideas from [8, 9] . At this point we first let R → ∞ in (4.51). Moreover, since |f
for any a, b ∈ R and |∂ y ψ(s, y)| ≤ Cψ(s, y), we conclude that
(4.52)
To proceed further, we make a special choice for the function ψ(s, y). To this end, for each h > 0 and fixed t ≥ 0, we define
Furthermore, let φ ∈ C 2 (R) be a cut-off function such that |φ
Let T be the set all points t in [0, ∞) such that t is right Lebesgue point of
Clearly, T ∁ has zero Lebesgue measure. Fix t ∈ T. Then, passing to the limit as h → 0 yields
An application of Gronwall's lemma gives, for a.e. t > 0
(4.54)
Sending φ to 1 R in (4.54) along with the fact
and the initial error bound (2.4), we obtain
where C T is a positive constant independent of the small parameters. Minimizing the above inequality (4.55) with respect to δ yields the estimate
This finishes the proof of the main theorem.
Appendix
Here we study the semi-discrete finite difference scheme (2.1) approximating (1.1) and show the convergence of approximate solutions. As we have mentioned earlier, Rohde et al. [21] have studied semi-discrete finite volume scheme for the underlying problem (1.1) with η = 0 and invoked stochastic compensated compactness method to show the convergence of approximate solutions to the unique entropy solution. Here, we consider the problem (1.1) and study convergence of approximate finite difference solutions via Young measure technique. 5.1. Proof of Theorem 3.5. To begin with, let 0 ≤ φ(t, x) ∈ C ∞ c ([0, T ) × R) and (β, ζ) be a given convex entropy-entropy flux pair with β, β ′ , β ′′ and β ′′′ having at most polynomial growth. Let us also denote φ j (t) = φ(t, x j ). In view of Lemma (3.1), a simple application of Itô-Lévy product rule applied to β(u j (t))φ j (t) gives
Next, multiplying (5.1) by ∆x and summing the resulting inequality over all j ∈ Z, we obtain 0 ≤∆x
Let B be an arbitrary set from F T . Taking expectation in (5.2) gives us
∆x . We estimate each of the above terms. To begin with, we first estimate the first term. Since β is convex, in view of Jensen's inequality one has ∆x j∈Z β(u j (0))φ j (0) = ∆x j∈Z β 1 ∆x
where K is the compact support of the test function φ in R. Since B ∈ F T and β has at most polynomial growth, we obtain
Next, we move on to estimate the second term. Note that φ(t,
where K is the compact support of the test function φ in R. Now we can invoke uniform moment estimate (3.4) and the polynomial growth condition of β to conclude
Let us focus on the third term E 1 ∆x . Notice that
and β has a polynomial growth condition, one can argue along the same line of previous argument and conclude
Hence, we conclude that
Next, we consider the stochastic term E 2 ∆x . Let B ∈ F T be any measurable set, then
(5.10)
Let us consider the term E 3 ∆x . Notice that
We would like to estimate E 3,1 ∆x . Thanks to the polynomial growth of β ′′ and the property of η, we have
where ξ ∈ (x, x j ). In the above, we have used uniform moment estimate (3.4) along with the condition that φ has compact support. We use the estimate (5.12) in (5.11) and have σ(u ∆x (t, x))β ′ (u ∆x (t, x))φ(t, x) dx dW (t) + C ∆x. (5.14)
Finally, we consider the expression E 5 ∆x . We can re-wrire this term as Finally, we would like to pass to the limit as ∆x → 0. To do so, we use the technique of Young measure theory, see [1] . Let the predictable σ-field of Ω × (0, T ) with the respect to {F t } is denoted by P T , and we set Θ = Ω × (0, T ) × R, Σ = P T × L(R) and µ = P ⊗ λ t ⊗ λ x , where λ t and λ x are respectively the Lebesgue measures on (0, T ) and R. Moreover, for M ∈ N, set Θ M = Ω × (0, T ) × B M , where B M be the ball of radius M around zero in R. The set of all Young measures from Θ into R is denoted by R(Θ, Σ, µ). Here we sum up the necessary results in the following lemma to carry over the subsequent analysis. For a proof of this lemma, consult [2, 7] .
Lemma 5.1. Let {u ∆x (t, x)} ∆x>0 be a sequence of L p (R)-valued predictable processes such that (3.4) holds.Then there exists a subsequence {∆x n } with ∆x n → 0 and a Young measure ν ∈ R(Θ, Σ, µ) such that the following hold:
(A) If h(θ, ξ) is a Caratheodory function on Θ × R such that supp(h) ⊂ Θ M × R for some M ∈ N and {h(θ, u ∆x n (θ)} n (where θ := (ω; t, x)) is uniformly integrable, then This implies that u(t, x, α) is a generalized entropy solution to the problem (1.1). Again, thanks to the uniqueness result [2, 7] , we conclude that u(t, x, α) is an independent function of variable α and u(t, x) = 1 0 u(t, x, τ )dτ = u(t, x, α) (for all α) is the unique stochastic entropy solution. Moreover, since u ∆x is bounded in L ∞ (Ω × Π T ), we conclude that u ∆x converges toū in L p loc (R; L p (Ω × (0, T )), for 1 ≤ p < ∞.
