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Abstract
For any integers m,n with m 6= 0 and n > 0, let Gm,n denote the
group presented by 〈x, y, z | x = [zm, x][zn, y]〉; for any integers m,n >
0, let Hm,n denote the group presented by 〈x, y, z | x = [x
m, zn][y, z]〉.
By investigating cohomology jump loci of irreducible representations into
GL(2,C), we show that, for m,m′, n, n′ in corresponding ranges, if Gm,n ∼=
Gm′,n′ or Hm,n ∼= Hm′,n′ , then m = m
′, n = n′.
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1 Introduction
For nonzero integers m,n, let
Gm,n = 〈x, y, z | x = [zm, x][zn, y]〉,
Hm,n = 〈x, y, z | x = [xm, zn][y, z]〉,
where the commutator [x, y] = x−1y−1xy. The first family was introduced by
Baumslag in 1960s [1, 2], and the second family later [3]. They are examples of
parafree groups. A group is called parafree if it is residually nilpotent and its
lower central series of quotients are the same as those of some free group. It was
shown in [8] that Gm,1 ≇ G1,1 for m > 1 and Gm,1 ≇ Gm′,1 for distinct prime
m,m′. Enumerating homomorphisms to finite groups was applied in [4,11], but
could only deduce results for finitely many pairs (m,n). Recently, infinitely
members in a subfamily of the G family have been distinguished from each
other [9]. Results on the H family is rarely seen.
There is an isomorphism Gm,n ∼= G−m,−n given by x 7→ x, y 7→ y, z 7→ z−1,
so we may always assume n > 0. There are isomorphisms Hm,n ∼= H−m−1,−n−1
and Hm,n ∼= H−m−1,n, given respectively by x 7→ x, y 7→ yzn+1xm+1z−1, z 7→ z,
and x 7→ x−1, y 7→ yz1−n, z 7→ z−1. Note that H−1,n ∼= Hm,−1 ∼= F2 (the free
group on two generators). So we only need to consider m,n > 0.
In this paper, we completely solve the isomorphisms by showing
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Theorem 1.1. For any integers m,m′, n, n′ with m,m′ 6= 0 and n, n′ > 0, if
Gm,n ∼= Gm′,n′ , then m = m′ and n = n′.
Theorem 1.2. For any positive integers m,m′, n, n′, if Hm,n ∼= Hm′,n′ , then
m = m′ and n = n′.
This is achieved using character varieties of groups.
Given a finitely presented group Γ, letRirr(Γ) denote the space of irreducible
representations Γ → GL(2,C), on which GL(2,C) acts by conjugation. For
each ρ ∈ Rirr(Γ), its character χρ is by definition the function Γ → C sending
g to tr(ρ(g)). Put X irr(Γ) = {χρ : ρ ∈ Rirr(Γ)}, and call it the (irreducible)
GL(2,C)-character variety of Γ. It is known that ρ, ρ′ ∈ Rirr(Γ) are conjugate
if and only if χρ = χρ′ (see [13] and the references therein), so we may identify
the conjugacy class [ρ] with χρ. The morphism det∗ : X irr(Γ) → hom(Γ,C∗)
induced by det : GL(2,C)→ C∗ is well-defined, and is natural in Γ.
For each ρ ∈ Rirr(Γ), let Vρ = C2, equipped with the G-module structure
via ρ. Then d1(ρ) := dimH1(Γ;Vρ) depends only on [ρ]; denote it by d
1([ρ]) or
d1(χρ). For k ∈ N, let Jk(Γ) = {χ ∈ X irr(Γ): d1(χ) ≥ k}. It is a subvariety of
X irr(Γ), called the cohomology jump locus or characteristic variety in degree 1
and depth k in the literature; see [5, 6], etc.
Here is the strategy for proving Theorem 1.1 and Theorem 1.2. If there
exists an isomorphism φ : Γ→ Γ′, then the following diagram commutes:
J3(Γ′) φ
∗
//
det∗

J3(Γ)
det∗

hom(Γ′,C∗)
φ∗
// hom(Γ,C∗)
(1)
In particular, det∗(φ
∗(C)) ∼= det∗(C) for each component C ⊂ J3(Γ′), and
det−1∗ (φ
∗(a)) ∼= det−1∗ (a) for each a ∈ hom(Γ′,C∗). We are able to well under-
stand the topologies of J3(Gm,n) and J3(Hm,n), and extract sufficiently much
numerical information on m,n, to deduce m = m′, n = n′ from the existence of
an isomorphism Gm,n ∼= Gm′,n′ or Hm,n ∼= Hm′,n′ .
In general, the whole character variety X irr(Γ) may be complicated. But
Jk(Γ) is of lower dimensional, and is relatively easy to describe. The GL(2,C)-
character variety of a free group has a natural coordinate system via trace
functions (see [7] for instance). For a 3-generator group Γ, we could describe
X irr(Γ) as a subvariety of X irr(F3). Nevertheless, we choose not to do so; in-
stead, we choose an explicit representative for each conjugacy class of GL(2,C)-
representations, making computations more convenient. In this paper, “vari-
eties” are almost always treated just as subspaces of CN for some N .
Notation 1.3. Let e denote the identity matrix. For λ, µ ∈ C∗, ν ∈ C, let
d(λ, µ) =
(
λ 0
0 µ
)
, p(λ) =
(
λ λ
0 λ
)
.
For s ∈ GL(2,C), denote its (i, j)-entry by sij , and its j-th column by s∗j .
For k ∈ Z and an element r of some ring, let [k]r =
∑k−1
j=0 r
j if k > 0,
[k]r = −rk
∑|k|−1
j=0 r
j if k < 0, and let [0]r = 0.
For a finite set X , let #X denote its cardinality.
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2 The G family
In this section, let g = gcd(m,n), the greatest common divisor of m and n. For
a positive integer k, let Λk = {exp(2jπ
√−1/k) : 1 ≤ j ≤ k − 1}.
The relation x = [zm, x][zn, y] can be rewritten as
znw−1z−mw2 = y−1zny, with w = zmx.
Given z,w,y ∈ GL(2,C), there exists a representation Gm,n → GL(2,C) send-
ing z, w, y respectively to z,w,y if and only if
znw−1z−mw2 = y−1zny; (2)
denote this unique representation by ρz,w,y. It is irreducible if and only if z,w,y
have no common eigenvector.
Suppose ρ = ρz,w,y is an irreducible representation.
If d : Gm,n → Vρ is a derivation, with d(w) = ξ1, d(y) = ξ2, d(z) = ξ3, then
d(znw−1z−mw2) = znw−1z−m(e+w − zm)ξ1 + ([n]z + znw−1[−m]z)ξ3,
d(y−1zny) = y−1(zn − e)ξ2 + y−1[n]zξ3.
Hence the space Dρ of derivations Gm,n → Vρ can be identified with that of
triples (ξ1, ξ2, ξ3) satisfying
znw−1z−m(e+w − zm)ξ1 + y−1(e− zn)ξ2
+ (znw−1[−m]z + [n]z − y−1[n]z)ξ3 = 0. (3)
Under this identification, the subspace of inner derivations
Iρ = {((w − e)η, (y − e)η, (z − e)η) : η ∈ C2} ∼= C2,
due to the irreducibility of ρ. According to the basic factH1(Gm,n;Vρ) ∼= Dρ/Iρ
(see [10] Chap. VI, Corollary 5.2), χρ ∈ J3(Gm,n) if and only if dimDρ ≥ 5.
Multiplied by zmwz−n on the left, (3) becomes aξ1 + cξ3 = b(y
−1ξ2), with
a = e+w − zm,
b = w2 − zmwz−n,
c = zm[−m]z + zmwz−n[n]z −w2y−1z−n[n]z.
Hence dimDρ ≥ 5 if and only if rank(a,b, c) ≤ 1.
Regarding (3), a necessary condition for dimDρ ≥ 5 is det(zn−e) = 0. Also
necessary is zn 6= e: otherwise, by (2), w = zm so that a = e. Therefore, up
to conjugacy we may assume z = d(λ, ζ) with ζn = 1 6= λn, or z = p(ζ) with
ζn = 1. Suppose
w =
(
a b
c d
)
, y =
(
a′ b′
c′ d′
)
.
with ad− bc = λmζm, and t := a′d′ − b′c′ 6= 0.
Remark 2.1. Now that Iρ ⊂ Dρ, we have
c(z − e)η = a(e−w)η + b(e− y−1)η
for all η ∈ C2. This means, when ζ 6= 1 so that z−e is invertible, rank(a,b) ≤ 1
has been sufficient, and when ζ = 1, the condition is rank(a,b, c∗2) ≤ 1.
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2.1 z = d(λ, ζ) with ζn = 1 6= λn
Let v = znw−1z−mw2 for short. Let r = a+ d, and introduce ϑk = λ
k − 1 for
each k ∈ Z.
There exists y with v = y−1zny if and only if tr(v) = tr(zn); equivalently,
ϑn(λ
−m − ζ−m)rad+ (λmϑn + ζm)a+ (λn+m − ϑnζm)d = (λn + 1)λmζm.
(4)
We can write yv = zny as
(a′, b′)(v − λne) = (c′, d′)(v − e) = 0. (5)
Write (a,b) explicitly as(
a+ 1− λm b (r − λm−n)a− λmζm (r − λm)b
c d+ 1− ζm (r − ζmλ−n)c (r − ζm)d− λmζm
)
.
Clearly, rank(a,b) ≤ 1 is equivalent to
rank
(
a+ 1− λm b κ1 0
c d+ 1− ζm 0 κ2
)
≤ 1,
where
κ1 = (ζ
mλ−n − λm−n + λm − 1)a+ (λm − 1)d+ ζm(λ−n − λm−n − λm),
κ2 = (ζ
m − 1)a+ (λm − 1)d+ λm(1− 2ζm).
If κ1 6= 0, then c = 0, d = ζm − 1, and κ2 = 0, i.e.
0 = λmζm + (λm − 1)(ζm − 1) + λm(1 − 2ζm) = 1− ζm = −d,
which is absurd.
Thus κ1 = 0. There are two possibilities: κ2 = 0, or b = a+ 1− λm = 0.
2.1.1 κ2 = 0
The condition det(a) = 0 reads
(1 − ζm)a+ (1− λm)d+ (2λmζm − λm − ζm + 1) = 0,
which together with κ2 = 0 implies ζ
m = 1 so that ζg = 1, and d = λmϑ−1m .
Then κ1 = 0 becomes a = ϑ
−1
n . As a result, r = ϑm+nϑ
−1
m ϑ
−1
n , and
v =
(
λnr − λn−mra− λn−md λn(1− λ−mr)b
λ−m(1 + (1− λ−m)ra)c λ−mra+ λ−mr − a
)
.
It turns out that (4) has been fulfilled.
Observe that (a, b)(v − e) = 0, hence (c′, d′) ‖ (a, b). Fix the conjugacy
indeterminacy of ρ by setting c′ = 1, d′ = ϑnb. As can be verified, b
′ = b = 0
never occur, so the irreducibility of ρz,w,y is always ensured.
When ζ 6= 1, there is no further constraint. Let Fζ denote the subspace of
Rirr(Gm,n) consisting of ρz,w,y’s, with
z =
(
λ 0
0 ζ
)
, w =
(
ϑ−1n b
c λmϑ−1m
)
, y =
(
a′ b′
1 ϑnb
)
, (6)
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such that
λn 6= 1, λm 6= 1, (7)
bc = λm(ϑ−1n ϑ
−1
m − 1), (8)
(a′, b′)(v − λne) = 0, (a′, b′) 6= 0. (9)
Lemma 2.2. f(λ) := ϑnϑm− 1 = λn+m−λn−λm has no multiple root, so the
number of distinct roots of f is ℓm,n := max{m,n, n−m}.
Proof. Assume f(λ) = f ′(λ) = 0, i.e. λn+m = λn + λm and (n +m)λn+m =
nλn +mλm. Then λm = 1−m/n, λn = 1− n/m. Clearly, m 6= n.
• If m > n, then |λ|n < 1, implying |λ| < 1, so m/n − 1 = |λ|m < |λ|n =
1− n/m, which is absurd.
• If 0 < m < n, then |λ|m < 1, implying |λ| < 1, so 1 − m/n = |λ|m <
|λ|n = n/m− 1, which is also absurd.
• If m < 0, then |λ|m > 1, implying |λ| < 1, but |λ|n > 0, a contradiction.
When ζ = 1,
c∗2 =
(
nλmb+ nt−1(r(b′a− a′b)− λmb′)
nt−1(r(b′c− a′d) + λma′) + nw −m
)
;
it is parallel to a∗2 = (b, d)
t if and only if a′b− b′a = (1 +mλ−m/n)bt, so
b =
(a′d′ − b′)a
(1 +mλ−m/n)t
=
nλm
(nλm +m)ϑn
. (10)
Hence λm 6= −m/n is required. Let F1 denote the subspace of Rirr(Gm,n)
consisting of ρz,w,y’s given by (6), with (7), (8), (9), (10) and λ
m 6= −m/n.
2.1.2 b = a+ 1− λm = 0
In this case, a = ϑm, d = λ
mζmϑ−1m , and κ1 = 0 implies f(λ) = 0.
As a result, a = λm−n, d = λnζm. Then (4) turns out to hold.
By direct computation,
v =
(
1 0
ζ−m(λm−2nζ−m − ϑ−2n)c λn
)
.
It follows from (5) that d′ = 0, and
(a′, b′) ‖ ((λm−2nζ−m − ϑ−2n)c, ζmϑn).
Fix the conjugacy indeterminacy by setting c′ = 1. If ζ = 1, then by
computation, c12 = nb
′a2 6= 0, violating rank(a,b, c∗2) ≤ 1. Hence ζ 6= 1.
For each ζ ∈ Λn and each λ ∈ f−1(0), let Gλζ denote the subspace of
Rirr(Gm,n) consisting of ρz,w,y’s determined by
z =
(
λ 0
0 ζ
)
, w =
(
λm−n 0
c λnζm
)
, y =
(
a′ b′
1 0
)
,
with (a′, b′) a nonzero multiple of ((λm−2nζ−m − ϑ−2n)c, ζmϑn).
When ζm = 1 (i.e. ζ ∈ Λg), Gλζ is contained in Fζ . Thus what we newly find
are (n− g)ℓm,n components, each of which is isomorphic to C× C∗.
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2.2 z = p(ζ) with ζn = 1
Introduce some more notations for convenience. Let syq denote sqs−1. For
λ, µ ∈ C∗, ν ∈ C, let
t(λ, µ; ν) =
(
λ ν
0 µ
)
.
If c = 0, then (znw−1z−mw2)21 = (y
−1
yzn)21 would imply c
′ = 0, too,
contradicting the irreducibility of ρ. Hence c 6= 0.
Since (t(1, 1;−ac−1)yw)11 = 0, we may just assume a = 0 at the beginning.
This also fixes the conjugacy indeterminacy.
Write (a,b) explicitly as(
1− ζm b−mζm −ζm(ζm +mc) (d− ζm)b+ ζmm(nc− d)
c d+ 1− ζm (d− ζm)c d2 − ζ2m + ζm(nc− d)
)
.
The conditions a∗1 ‖ a∗2 and a∗1 ‖ b∗1 respectively read
(ζm − 1)(d+ 1− ζm) = ζ2m +mζmc,
(ζm − 1)(d− ζm) = ζ2m +mζmc,
which imply ζm = 1, and c = −1/m, so that b = m. Furthermore, b∗2 ‖ a∗1
forces m = −n.
Now znw−1z−mw2 = y−1yzn becomes(
1− d+ d2 nd3 − nd2
(1− d)/n 1 + d− d2
)
=
(
1 + nc′d′t−1 n(d′)2t−1
−n(c′)2t−1 1− nc′d′t−1
)
,
which is equivalent to t(d− 1) = n2(c′)2, d′ = nc′d, forcing c′ 6= 0 and d 6= 1.
When ζ 6= 1, let
Hζ = {σa′,c′,d : a′ ∈ C, c′ ∈ C∗, d ∈ C− {1}} ⊂ Rirr(Gm,n),
where σa′,c′,d = ρz,w,y with
z = p(ζ), w =
(
0 −n
1/n d
)
, y =
(
a na′d− n2c′(d− 1)−1
c′ nc′d
)
.
When ζ = 1,
c = (e+ z−nw −w2y−1)z−n[n]z =
(
0 (c′)−1 − n(d+ 1)
⋆ ⋆
)(
n ⋆
0 n
)
,
where the ⋆’s stand for things that are irrelevant to us, hence c12 = 0 is equiv-
alent to nc′(d+ 1) = 1. Let
H1 = {σa′,c′,(nc′)−1−1 : a′ ∈ C, c′ ∈ C∗ − {1/2n}}.
2.3 The result
Recall f(λ) = λn+m − λn − λm and ℓm,n = max{m,n, n−m} in Lemma 2.2.
Identify hom(Gm,n,C
∗) with C∗ × C∗, via τ 7→ (τ(z), τ(y)).
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When m 6= −n,
J3(Gm,n) = χ(F1) ⊔
⊔
ζ∈Λg
χ(Fζ) ⊔
⊔
ζ∈Λn−Λg
⊔
λ∈f−1(0)
χ(Gλζ ),
as decomposed into connected components, where
χ(F1) ∼= {λ ∈ C∗ : λn 6= 1, λm 6= 1, λm 6= −m/n} × C∗,
χ(Fζ) is a C∗-bundle over a complex surface for each ζ ∈ Λg, and χ(Gλζ ) ∼= C×C∗
for each ζ ∈ Λn and λ ∈ f−1(0).
More intricately,
det∗(χ(Fζ)) = {(λζ, t) : λ ∈ C∗, λn 6= 1, λm 6= 1, t ∈ C∗} ⊂ hom(Gm,n,C∗),
and for each a = (λζ, t) ∈ det∗(χ(Fζ)), the fiber
det−1∗ (a)
∼=
{
C∗, f(λ) 6= 0,
{(b, c) ∈ C : bc = 0}, f(λ) = 0.
Hence the subspace {a : det−1∗ (a) ≇ C∗} consists of dm,n copies of C∗.
When m = −n, the decomposition into connected components is
J3(G−n,n) = (χ(F1) ∪ χ(H1)) ⊔
⊔
ζ∈Λn
(χ(Fζ) ∪ χ(Hζ)).
To us, the most significant point is that {a : dim det−1∗ (a) = 2} consists of n− 1
copies of C∗. So we merely sketch the reason for that χ(Fζ)∪χ(Hζ) is connected
for each ζ with ζn = 1.
Refer to (6)–(9) and note that r = 0. Let ̺λ,a′,c′ = ρz,w,y with z = d(λ, ζ),
w =
(
ϑ−1n −ϑ−2n nc′
u−1 −ϑ−1n
)
, y =
(
a′ + ϑ−1n u −a′ϑ−1n u− u2
1 −ϑ−1n nc′
)
,
where u = nc′(λn + λ−n − 1)−1. Then ̺λ,a′,c′ ∈ Fζ for λ sufficiently near ζ.
With h = t(−ζϑnu−1, ζ − λ; ζ), we have hyz = t(λ, ζ; ζ),
hyw =
(
0 −λ−n[n]λζ−1
([n]λζ−1)
−1 0
)
,
hyy =
(
a′ − ϑ−1n u λ−nu[n]λζ−1
u([n]λζ−1)
−1 −λ−nϑnu
)
.
Hence limλ→ζ [̺λ,a′,c′ ] = [σa′,c′,0] in χ(Fζ) ∪ χ(Hζ).
Proof of Theorem 1.1. Suppose there exists an isomorphism φ : Gm,n → Gm′,n′ .
We apply the naturality of det∗ as displayed in (1).
If there exists a ∈ hom(Gm,n,C∗) such that dimdet−1∗ (a) = 2, then m = −n,
and #π0({a : dim det−1∗ (a) = 2}) = n− 1. This should also occur for Gm′,n′ , so
m′ = −n′ and n′ = n.
Suppose m 6= −n and m′ 6= −n′. Let g′ = gcd(m′, n′).
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• The number of 3-dimensional components of J3(Gm,n) coincides with that
of J3(Gm′,n′), so g = g′.
• For each 3-dimensional component C ⊂ J3(Gm′,n′),
Zn
′+|m′|−g′ ∼= H1(det∗(C)) ∼= H1(det∗(φ∗C)) ∼= Zn+|m|−g,
implying n+ |m| = n′ + |m′|. Moreover,
ℓm′,n′ = #π0({a ∈ det∗(C) : det−1∗ (a) ≇ C∗})
= #π0({b ∈ det∗(φ∗C) : det−1∗ (b) ≇ C∗}) = ℓm,n.
• Comparing the numbers of components which are isomorphic to C × C∗,
we obtain (n− g)ℓm,n = (n′ − g′)ℓm′,n′ .
From all of these, we deduce n = n′ and m = m′.
3 The H family
Use u = yz to present H as
Hm,n = 〈x, u, z | z−n−1x−mznxm+1 = u−1z−1u〉.
Given z,x,u ∈ GL(2,C), there exists a representation Hm,n → GL(2,C) send-
ing z, x, u respectively to z,x,u if and only if
v := z−n−1x−mznxm+1 = u−1z−1u; (11)
denote this unique representation by ρz,x,u. It is irreducible if and only if z,x,u
do not share an eigenvector.
Suppose ρ = ρz,x,u is irreducible. Clearly, z 6= e.
If d : Hm,n → Vρ is a derivation, with d(x) = ξ1, d(u) = ξ2, d(z) = ξ3, then
d(v) = z−n−1x−mgξ1 + hξ3,
d(u−1z−1u) = u−1(z−1 − e)ξ2 − u−1z−1ξ3,
where
g = zn[m+ 1]x − [m]x,
h = z−n−1x−m[n]z + [−n− 1]z.
Hence the space Dρ of derivations Hm,n → Vρ can be identified with that of
triples (ξ1, ξ2, ξ3) satisfying
uz−n−1x−mgξ1 + (e− z−1)ξ2 + (z−1 + uh)ξ3 = 0.
Similarly as in Section 2, χρ ∈ J3(Hm,n) if and only if dimDρ ≥ 5, which is
equivalent to
rank(uz−n−1x−mg, e− z−1, z−1 + uh) ≤ 1. (12)
In particular, det(z − e) = 0, so up to conjugacy we may assume z = d(λ, 1)
with λ 6= 1, or z = p(1).
As a necessary condition, rank(e− z−1, z−1 + uh) ≤ 1 is the same as
(c, d)h = (0,−1). (13)
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Remark 3.1. For a reason similar as in Remark 2.1, (13) will be also sufficient,
as long as x− e is invertible.
Suppose
x =
(
a b
c d
)
, u =
(
a′ b′
c′ d′
)
,
with ad− bc = 1, and a′d′ − b′c′ 6= 0.
Let µ+ µ−1 = r = a+ d. For k ∈ Z, let
γk = γk(r) =
{
(µk − µ−k)/(µ− µ−1), µ /∈ {±1},
kµk−1, µ ∈ {±1}.
We have xk = γkx− γk−1e. The following identities are useful:
γk+1 − rγk + γk−1 = 0,
γ2k+1 + γ
2
k − rγk+1γk = 1, (14)
γ2k − γk+1γk−1 = 1,
γk+1γk − γk+2γk−1 = r.
An alternative of (14) is
(2− r)γk+1γk = (1 + γk − γk+1)(1 + γk+1 − γk). (15)
Remark 3.2. If γkγk+1 6= 0, then r is uniquely determined by γk, γk+1.
Lemma 3.3. z 6= p(1).
Proof. Assume z = p(1). Similarly as in Section 2.2, we have c 6= 0, and can
assume a = 0, so that bc = −1 and d = r.
Computing directly,
v =
(
(n+ 1)nγm+1γmc
2 + (nγ2m+1 − n− 1)c ⋆
c− nγm+1γmc2 r − nγm+2γmc
)
,
g(x− e) =
(
γm−1 − γm + nγm+1c (γm+1 − γm)b+ n(γm+2 − 1)
(γm+1 − γm)c γm+2 − γm+1
)
,
where the ⋆ stands for something irrelevant. The reason for considering g(x−e)
is that g(x − e) has a simpler expression than g.
From tr(v) = tr(z−1) = 2 we obtain
(n+ 1)nγm+1γmc
2 − c = 2− r. (16)
It follows from det(g(x − e)) = 0, which is required by (12), that
1 + γm − γm+1 = 2− r
nc
. (17)
• If r = 2, then γk = k, and
g =
(
1−m+ nm(m+ 1)c/2 mb+ n(m+ 1)(m+ 2)/2
mc m+ 1
)
,
so det(g) = 1− nm(m+ 1)c/2 6= 0 by (16). This violates (12).
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• If r 6= 2, then
(2− r + c)(2− r) (16)= (n+ 1)nc2 · (2 − r)γm+1γm
(15)
= (n+ 1)nc2(1 + γm+1 − γm)(1 + γm − γm+1)
(17)
= (n+ 1)c(1 + γm+1 − γm)(2 − r).
Hence
1 + γm+1 − γm = 2− r + c
(n+ 1)c
,
which together with (17) implies 2 − r = nc and γm+1 = γm. By (14),
ncγ2m = 1. Then
−n(c′)2(a′d′ − b′c′)−1 = (u−1z−1u)21 = v21 = 0,
so c′ = 0 6= d′. By (13), h21 = 0. On the other hand, as we can compute,
h21 = −nγmc 6= 0. This is a contradiction.
From now on, assume z = d(λ, 1) with λ 6= 1. Recall ϑk = λk − 1.
Computing directly,
v11 = λ
−1a+ λ−n−1ϑnγm+1γmbc,
v12 =
(
λ−1γm+1(γm+1 − γma)− λ−n−1γm(γm+1d− γm)
)
b,
v21 =
(
γm+1(γm+1 − γmd)− λnγm(γm+1a− γm)
)
c,
v22 = d− ϑnγm+1γmbc.
The condition tr(v) = tr(z−1) reads
λ−1(a− 1) + (d− 1) = λ−n−1ϑn+1ϑnγm+1γmbc. (18)
We can write uv = z−1u as
(a′, b′)(v − λ−1e) = 0, (19)
(c′, d′)(v − e) = 0. (20)
Now
h =
(
λ−n−1([n]λ(γm+1 − γma)− [n+ 1]λ) −nλ−n−1γmb
−[n]λγmc n(γm+1 − γmd)− n− 1
)
.
So (13) reads
c′λ−n−1
(
ϑn(γma− γm+1) + ϑn+1
)
+ d′ϑnγmc = 0, (21)
c′λ−n−1γmb+ d
′(n(γmd− γm+1) + n+ 1) = 1. (22)
These two equations uniquely determine (c′, d′). The second one can be replaced
by det(h) 6= 0, which is equivalent to
(n+ 1)ϑn(γma− γm+1) + nϑn+1(γmd− γm+1) + (n+ 1)ϑn+1 + nϑn 6= 0.
(23)
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Lemma 3.4. If bc = 0, then a = λ = d−1, and c = 0 6= b.
Proof. If b = 0, then b′ 6= 0, as required by the irreducibility of ρ; by (19),
v22 = λ
−1, and furthermore by (20), d′ = 0. This contradicts (22).
Hence b 6= 0 = c. Due to the irreducibility of ρ, we have c′ 6= 0. Then by
(20), v11 = 1, so a = λ.
The conjugacy indeterminacy of ρ can be fixed by setting b = 1, and the
irreducibility of ρ is ensured as long as c′ 6= 0.
3.1 r = 2
Write a = 1 + s and d = 1− s. By Lemma 3.4, s 6= 0.
By (18),
ϑn+1ϑn(m+ 1)ms = ϑn+1 − ϑn. (24)
In virtue of (12), rank(g,k) ≤ 1, where
k = xmzn+1u−1(e− z−1)u (11)= xmzn+1 − znxm+1.
By direct computation,
g =
(
(m+ 1)mϑns/2 +ms+mϑn + 1 (m+ 1)mϑnb/2 +mb
mc 1−ms
)
,
k∗2 =
( −((m+ 1)ϑn + 1)b
s
)
.
Then det(g) = 0 is equivalent to
(m+ 1)mϑns = 2(m+ 1)ϑn + 2. (25)
Actually, (24), (25) are already sufficient to imply (12).
Suppose (24), (25) hold; equivalently,
(2m+ 1)ϑn+1ϑn + ϑ2n+1 = 0, (26)
s =
ϑn+1 − ϑn
ϑn+1ϑn(m+ 1)m
. (27)
It can be verified that g∗1,g∗2 ‖ k∗2. Clearly, k∗2 6= 0, and det(k) = 0.
Hence rank(g,k) ≤ 1, which is equivalent to rank(uz−n−1x−mg, e− z−1) ≤ 1.
By (20), (c′, d′) ‖ (v21, 1− v11). We have(
v21
1− v11
)
=
(
(1− ϑnm− ϑn(m+ 1)ms)c
1− λ−1(1 + s) + λ−n−1ϑn(m+ 1)ms2
)
6= 0,
as v21 = 1− v11 = 0 would imply
λn =
3m+ 1
3m+ 2
, λn+1 =
m+ 1
m
,
which is absurd. It turns out that
v21λ
−n−1(ϑn(γma− γm+1) + ϑn+1) + (1− v11)ϑnγmc = 0,
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thanks to (24). So (21) is satisfied, Furthermore, (23) is guaranteed:
(n+ 1)ϑn(ms− 1)− nϑn+1(ms+ 1) + (n+ 1)ϑn+1 + nϑn
= ((n+ 1)ϑn − nϑn+1)ms+ ϑn+1 − ϑn
(24)
= ((n+ 1)ϑn − nϑn+1)ms+ ϑn+1ϑn(m+ 1)ms
(26)
=
(
n+
1
2
)
(ϑn − ϑn+1)ms 6= 0.
Hence rank(e− z−1, z−1 + uh) ≤ 1.
Therefore, (26), (27) are sufficient and necessary for (12).
3.2 r 6= 2
By Remark 3.1, the condition dimDρ ≥ 5 is equivalent to (c′, d′)h = (0,−1).
Suppose v22 6= 1. Then (c′, d′) is a nonzero multiple of (1−v22,v12). Direct
computation reduces (21) to
ϑnγm(a− 1) + (ϑnγm+1 − ϑn+1)(d− 1) = −ϑn+1ϑnγm+1γmbc. (28)
Lemma 3.5. ϑnϑn+1 6= 0, and (γm+1, γm) 6= (1, 0), (0,−1).
Proof. From (18), (28) it is clear that ϑn 6= 0, and (γm+1, γm) 6= (1, 0), (0,−1).
Assume ϑn+1 = 0. Then ϑn = λ
−1 − 1, and by (18), (28),
a− 1 + λ(d− 1) = 0, γm+1 = λγm.
The first equation implies
a = 1 +
r − 2
λ−1 − 1 , d = 1 +
r − 2
1− λ,
and the second one together with (14) implies γ2m = (λ
2 − λr + 1)−1. Then
v22 − 1 = d− 1− λϑnγ2m(ad− 1)
=
r − 2
1− λ −
1− λ
λ2 − λr + 1
(
r − 2− λ
(1 − λ)2 (r − 2)
2
)
= 0,
contradicting the assumption.
Let ω = 1 + γm − γm+1, which is always nonzero by (15).
A comparison of (28) with (18) results in
ϑnγm(a− 1) + (ϑnγm+1 − ϑn+1)(d− 1) = −λn(a− 1)− λn+1(d− 1),
leading us to
a = 1 + (ϑ−1n + γm+1)(2− r)ω−1, d = 1 + (λnϑ−1n + γm)(r − 2)ω−1. (29)
Then we can convert (18) into
(λnγm+1 − γm)((γm+1 + γm)ϑn+1ϑn + ϑ2n+1) = 0. (30)
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Here are the details: the left-hand-side of (18) equals
(λ−1ϑn+1ϑ
−1
n + γm − λ−1γm+1)
r − 2
ω
,
and the right-hand-side equals
λ−n−1ϑn+1ϑnγm+1γm(r − 2 + (a− 1)(d− 1))
= λ−n−1ϑn+1ϑnγm+1γm
(
ω +
(2 − r)(ϑ−1n + γm+1)(λnϑ−1n + γm)
ω
)r − 2
ω
= λ−n−1ϑn+1ϑnγm+1γm
(
2 +
(2− r)ϑ−1n (λnϑ−1n + γm + λnγm+1)
ω
)r − 2
ω
,
with (15) applied, so (18) becomes
λnϑn+1ϑ
−1
n + λ
n+1γm − λnγm+1
= ϑn+1ϑn
(
2γm+1γm + (1 + γm+1 − γm)ϑ−1n (λnϑ−1n + γm + λnγm+1)
)
= ϑn+1
(
λnϑ−1n − ϑ−1n γm + λ2nϑ−1n γm+1 + (λnγm+1 − γm)(γm+1 + γm)
)
,
resulting in (30). Since v22 6= 1, we have λnγm+1 6= γm. Thus
γm+1 + γm + ϑ2n+1ϑ
−1
n+1ϑ
−1
n = 0. (31)
As an equation in r, it has m solutions for generic λ. We should still exclude
the solutions with λnγm+1 = γm or (γm+1, γm) ∈ {(1, 0), (0,−1)}.
Now suppose v22 = 1, so that c 6= 0 (otherwise d = 1 = a). This combined
with (18) implies ϑn 6= 0 and d− 1 = −λn(a− 1), so that
a = (λn + 1− r)ϑ−1n , d = (λnr − λn − 1)ϑ−1n . (32)
We have 1−v11 = 1−λ−1 6= 0, so (c, d) is a nonzero multiple of (v21, 1−λ−1),
and (21) is equivalent to
v21λ
−n−1(ϑn(γma− γm+1) + ϑn+1) + (1− λ−1)ϑnγmc = 0. (33)
Then it follows from v22 = 1 together with r 6= 2 that
λn + λ−n = r + (γm+1γm)
−1 = γm+1γ
−1
m + γmγ
−1
m+1,
implying γm = λ
±nγm+1. Note that v21 = (γm+1 − γm)(γm+1 − λnγm)c, which
does not vanish by (33). Hence γm = λ
nγm+1.
By (14), (λ2n−λnr+1)γ2m+1 = 1, through which (33) can be converted into
ϑ2nϑnϑn+1 + ϑ2n+1ϑnγ
−1
m = 0. Consequently,
γm+1 =
−ϑ2n+1
ϑ2nϑn+1
, γm =
−λnϑ2n+1
ϑ2nϑn+1
.
This is exactly the solution to (31) excluded for λnγm+1 = γm; indeed, (32) is
consistent with (29).
To deal with (23), we use (29), (31) to compute
(n+ 1)ϑn(γma− γm+1) + nϑn+1(γmd− γm+1) + (n+ 1)ϑn+1 + nϑn
= (2n+ 1)
(
ϑn+1 + ϑn +
(2 − r)γm
ω
)
.
Hence det(h) 6= 0 if and only if
(r − 2)γm 6= (ϑn+1 + ϑn)ω. (34)
If (r − 2)γm = (ϑn+1 + ϑn)ω, then
−(ϑn+1 + ϑn)ωγm+1 = (2− r)γm+1γm (15)= ω(1 + γm+1 − γm),
implying
γm+1 =
λ+ 1− 2λn+1
(λ+ 1)ϑn+1ϑn
, γm =
2λn+1 − (λ+ 1)λ2n+1
(λ+ 1)ϑn+1ϑn
. (35)
Lemma 3.6. The polynomial hλ(r) := γm+1+γm+ϑ2n+1ϑ
−1
n+1ϑ
−1
n has no triple
root, and has at most one double root. If the double root r exists, then it satisfies
r 6= ±2, mγm+1 = (m+ 1)γm, and γm+1γm 6= 0.
Proof. Write
hλ(r) = q(µ) :=
µm+1 − µ−m
µ− 1 + ϑ2n+1ϑ
−1
n+1ϑ
−1
n .
When µ 6= ±1,
q′(µ) =
m(µm+1 − µ−m−1)− (m+ 1)(µm − µ−m)
(µ− 1)2 .
If q(µ) = q′(µ) = 0, then
q′′(µ) =
m(m+ 1)(µm−1 − µ−m−2)
µ− 1 6= 0,
and mγm+1 = (m+ 1)γm, from which it follows that
γm = − mϑ2n+1
(2m+ 1)ϑn+1ϑn
, γm+1 = − (m+ 1)ϑ2n+1
(2m+ 1)ϑn+1ϑn
.
These uniquely determine r, as obviously γm+1γm 6= 0.
If hλ(2) = 0, then ϑ2n+1ϑ
−1
n+1ϑ
−1
n = −2m−1, and hλ(r) = (r−2)[m]µ[m]µ−1 ,
so 2 is not a double root of hλ.
If hλ(−2) = 0, then ϑ2n+1ϑ−1n+1ϑ−1n = (−1)m+1, and
hλ(r) = (r + 2)
(−1)m
µ(1− µ) [m]−µ[m]−µ−1 ,
showing that −2 is neither a double root of hλ.
Lemma 3.7. For there to exist at least one root of hλ with (34) and (γm+1, γm) /∈
{(1, 0), (0,−1)}, it is sufficient and necessary that, either m ≥ 3 is odd, or{
λn+1 + λn 6= 1, m = 1,
λn+1 + λn 6= 2, m ≥ 2 is even.
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Proof. When m = 1, the result can be verified straightforwardly.
When m = 2, γm = r, and γm+1 = r
2 − 1.
• If λn+1+λn = 2, then the two roots of hλ are −1, 0; the first one satisfies
(γ3, γ2) = (0,−1), and the second one violates (34).
• If one root r of hλ falls into (γm+1, γm) ∈ {(1, 0), (0,−1)}, then r = −1,
so λn+1 + λn = 2.
• If the two roots of hλ coincide, then the double root is −1/2 and ϑ2n+1 =
(5/4)ϑn+1ϑn; it can be checked that (34) is true.
Now suppose m ≥ 3.
• If ϑ2n+1 6= ±ϑn+1ϑn, then the roots of hλ all satisfy γm+1γm 6= 0; by
Lemma 3.6 and Remark 3.2, hλ has at least one root satisfying (34).
• If ϑ2n+1 = ϑn+1ϑn, i.e. λn+1 + λn = 2, then γm+1 + γm = −1. There are
three possibilities:
– 2 ∤ m and r = −2, so that (γm+1, γm) = (−m− 1,m);
– µm = −1 and µ 6= ±1, which is equivalent to (γm+1, γm) = (−1, 0),
but then (34) does not hold;
– µm+1 = 1 and µ 6= ±1, which is equivalent to (γm+1, γm) = (0,−1).
• If ϑ2n+1 = −ϑn+1ϑn, then γm+1 + γm = 1. There are three possibilities:
– 2 | m and r = −2, so that (γm+1, γm) = (m+ 1,−m);
– µm = 1 and µ 6= ±1, which is equivalent to (γm+1, γm) = (1, 0);
– µm+1 = −1 and µ 6= ±1, which is equivalent to (γm+1, γm) = (0, 1),
then (34) holds except for at most one case when r = 2(ϑn+1+ϑn+1).
In conclusion, if m ≥ 3 is odd, the existence of r ∈ h−1λ (0) with (34) and
(γm+1, γm) /∈ {(1, 0), (0,−1)} is ensured; ifm is even, then exactly λn+1+λn 6= 2
is required.
3.3 The result
Noting
lim
r→2
2− r
1 + γm − γm+1 = limµ→1
µm(1 + µ−1)
[m+ 1]µ[m]µ
=
1
(m+ 1)m
,
we can incorporate the result of Subsection 3.1. Let
δr =
{
(2− r)/(1 + γm − γm+1), r 6= 2,
1/(m+ 1)m, r = 2.
Let σλ,r,a1 = ρz,x,u, with z = d(λ, 1),
x =
(
1 + δr(ϑ
−1
n + γm+1) 1
δr(δr(γm + λ
2n+1ϑ−1n+1ϑ
−1
n )− 2) 1− δr(λnϑ−1n + γm)
)
,
u =
(
a1(1 − λ+ λδr(λnγm+1 − γm)ϑ−1n+1) a1(λ−nγm − γm+1)
−λn+1δrϑ−1n+1/(2n+ 1) 1/(2n+ 1)
)
,
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Theorem 3.8. The cohomology jump locus J3(Hm,n) = χ(F), where F is the
subspace of Rirr(Hm,n) consisting of σλ,r,a1 ’s such that
a1 ∈ C∗, ϑn+1ϑn 6= 0,
γm+1 + γm + ϑ2n+1ϑ
−1
n+1ϑ
−1
n = 0,
(γm+1, γm) /∈ {(1, 0), (0,−1)},
δrγm + ϑn+1 + ϑn 6= 0.
With hom(Hm,n,C
∗) ∼= C∗ × C∗ via τ 7→ (τ(z), τ(u)), the morphism
det∗ : J3(Hm,n)→ hom(Hm,n,C∗), [σλ,r,a1 ] 7→
(
λ,
1− λ
2n+ 1
a1
)
,
has image R × C∗, where R ⊂ C∗ consists of λ satisfying

(λn − 1)(λn+1 − 1)(λn+1 + λn − 1) 6= 0, m = 1,
(λn − 1)(λn+1 − 1)(λn+1 + λn − 2) 6= 0, m ≥ 2 is even,
(λn − 1)(λn+1 − 1) 6= 0, m ≥ 3 is odd.
Proof of Theorem 1.2. Suppose there exists an isomorphism φ : Hm,n → Hm′,n′ .
Then for a generic point a ∈ det∗(J3(Hm′,n′)),
m′ = #det−1∗ (a) = #det
−1
∗ (φ
∗(a)) = m,
and from H1(det∗(J3(Hm′,n′))) ∼= H1(det∗(J3(Hm,n))) we see n′ = n.
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