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PréfaceCette introduction aux interactions électrofaibles est la version écrite d'uncours de Master de Sciences de la matière (2ème année) Interactions électro-faibles et introduction à la supersymétrie que j'ai donné à l'École NormaleSupérieure de Lyon, option Champs et Particules, en janvier-mars 2007. Lecours, d'une durée d'une vingtaine d'heures, ne permet pas de donner unpanorama complet du sujet. Pour cette raison à la ﬁn de chaque chapitre unebibliographie donne des suggestions pour des lectures ultérieures. J'ai donnéla préférence aux notes disponibles sur le réseau et à quelque livre qu'onpeut trouver facilement dans les bibliothèques. La notation utilisée pour lesspineurs est celle de la supersymétrie, en termes des spineurs de Weyl à deuxcomposantes. Dans les applications du modèle standard cette notation estpeu courante et souvent peu pratique. Pour cette raison j'utilise la notationde Dirac avec les spineurs à quatre composantes dans les applications dumodèle standard. Ce choix est fait délibérément pour familiariser l'étudiantavec les deux notations. L'appendice traite en détail les spineurs et les règlesde Feynman. La lecture de l'appendice est conseillée avant celle du texte pourle lecteur peu familier avec le sujet. Le traitement du modèle standard avecles spineurs de Weyl est inspiré du livre de Pierre Ramond Journeys beyondthe standard model, un voyage que je conseille à tous.La supersymétrie est traitée sans faire référence au formalisme des super-champs pour d'une part garantir une continuité par rapport au traitementdu modèle standard et d'autre part à cause des limites de temps imposéespar la durée du cours.La métrique de l'espacetemps plat utilisée dans ces notes est celle deMinkowski :
gµν = g
µν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
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Chapitre 1Vers le modèle standard
1.1 La théorie V − AEn 1930 Pauli postula l'existence du neutrino, pour expliquer le spectrede l'électron dans la désintégration β. La raison en était que l'énergie del'électron émis était variable et qu'une partie de l'énergie totale de la réac-tion était perdue dans la désintégration. Le principe de conservation del'énergie ne pouvait être respecté qu'en considérant l'existence d'une nou-velle particule, le neutrino, suﬃsamment légère et peu interagissante avec lesautres particules pour pouvoir passer inaperçue des détecteurs de l'époque.Mais la désintégration β ne pourra être comprise qu'avec la découverte d'uneautre particule : le neutron (Chadwick 1932 [1]).Avec ces ingrédients Fermi proposa en 1934 une théorie des interactionsfaibles [2], en utilisant la désintégration n → peν du neutron en proton,électron et neutrino. Pour construire le hamiltonien d'interaction Fermi uti-lisa une analogie avec l'électromagnétisme. Le courant électromagnétique, ennotation de Dirac est
Jµ(x) = e¯(x)γµe(x) (1.1)où e(x) est le champ de l'électron (spineur de Dirac à 4 composantes), e¯ =
e†γ0 son conjugué de Dirac et Jµ se transforme comme un vecteur sous legroupe de Lorentz. Cette analogie amena Fermi à écrire
H = g
∫
d3x p¯(x)γµn(x)e¯(x)γµν(x) (1.2)avec g une constante de couplage. Dans la désintégration β les nucléons p,1
n peuvent se considérer non relativistes. La limite non relativiste va nouspermettre de découvrir que la théorie de Fermi est incomplète.Pour faire la limite non relativiste il est nécessaire d'écrire sous formeexplicite le spineur u(p) de Dirac qui décrit une particule de masse m, d'im-pulsion ~p et d'énergie E = √~p2 +m2:
u(p) =
√
E +m
(
χ
~σ·~p
E+m
χ
) (1.3)avec χ le spineur à deux composantes, par exemple
χ =
(
1
0
)
. (1.4)Dans la limite |~p| ¿ m, E les deux composantes basses sont négligeablespar rapport aux deux composantes hautes. En utilisant les propriétés desmatrices γ données dans l'appendice on peut vériﬁer que γ1, γ2, γ3 mélangentles composantes hautes et basses du spineur de Dirac. Seule la partie en
p¯γ0n = p
†n est importante dans la limite non relativiste.L'interaction p†n (considérée avec des spineurs à deux composantes) changeun neutron en un proton sans changer la position, le spin, la parité et le mo-ment cinétique orbital. On a donc des règles de sélection semblables à cellesqu'on établit en physique atomique.En réalité certaines désintégrations β n'obéissent pas à ces règles de sé-lection. On est donc amené à considérer d'autres interactions avec diﬀérentespropriétés de transformation sous le groupe de Lorentz et la parité:
p¯n S (scalaire) (1.5)
p¯γ5n P (pseudo− scalaire) (1.6)
p¯γµn V (vecteur) (1.7)
p¯γµγ5n A (axial− vecteur) (1.8)
p¯σµνn T (tenseur) (1.9)avec
σµν =
i
2
[γµ,γν ] . (1.10)En 1956 T.D. Lee et C.N. Yang, à partir de l'analyse des désintégrations desparticules τ et θ, proposèrent la violation de la parité dans les interactionsfaibles [3]. Cette hypothèse fut conﬁrmée par C.S. Wu et ses collaborateurs2
en 1957 [4] par l'analyse des désintégrations du 60Co. L'expérience consistaità mesurer la corrélation entre le spin ~J d'un noyau de 60Co polarisé et ladirection ~n de l'électron sortant. La corrélation ~J · ~n mesure la violation dela parité parce que le spin ne change pas de signe sous la parité P (il s'agitd'un vecteuraxial) mais ~n change de signe.L'interaction de Fermi fut modiﬁée par Feynman et Gell-Mann [5] et parMarshak et Sudarshan [6] en théorie V − A (V pour le couplage vecteur, Apour le couplage axialvecteur):
H =
GF√
2
∫
d3xp¯(x)γµ(gv + gaγ5)n(x) e¯(x)γµ(1− γ5)ν(x) (1.11)où GF est la constante de Fermi GF = 1,166 · 10−5 GeV−2 et gv, ga sontles couplages aux nucléons (avec gv/ga ' −1.26). Beaucoup d'expériencescontribuèrent à établir la nature V −A des interactions faibles. Une des plusintéressantes fut la détermination de l'hélicité du neutrino par Goldhaberet ses collaborateurs [7] en 1957 à partir de la polarisation longitudinale dunoyau 152 Sm dans la réaction de capture électronique
e− +152 Eum(J = 0) → 152 Sm∗(J = 1) + νe
|→ γ +152 Sm . (1.12)Le neutrino a une hélicité gauche (impulsion antiparallèle au spin), ce quipermet d'établir que le courant faible est de type V − A plutôt que V +
A. Seule la partie gauche du spineur de Dirac pour les fermions participeaux interactions faibles (on peut facilement vériﬁer que (1 ± γ5)/2 sont desprojecteurs sur la partie droite/gauche du spineur de Dirac). La raison pourun tel choix est l'observation expérimentale que dans les interactions faiblesil y a une violation maximale de la parité.La théorie phénoménologique des interactions faibles peut s'écrire commeune interaction de courants :
L = −GF√
2
JλJ†λ (1.13)où Jλ est le courant
Jλ = Jλlepton + J
λ
quark (1.14)avec pour le courant leptonique
Jλlepton = ν¯eγ
λ(1− γ5)e+ ν¯µγλ(1− γ5)µ+ . . . (1.15)3
seules deux générations de fermions sont incluses aﬁn de garder pour l'instantune notation simple. On sait aujourd'hui que trois générations existent.Pour la partie hadronique on va utiliser la description moderne en termesde quarks plutôt que celle en termes de nucléons de la formule (1.11). Cecipermet de traiter l'interaction en termes des champs fondamentaux et d'éli-miner les paramètres gv, ga. On s'attend donc à ce que le courant pour lesquarks soit de la même forme que celui des leptons. En réalité pour les quarksle courant a une forme plus compliquée :
Jλquark = cos θcJ
λ
∆S=0 + sin θcJ
λ
∆S=1 (1.16)où θc ' 13o est l'angle de Cabibbo [8]. La raison en est l'observation quela force de l'interaction n'est pas la même suivant qu'il y a destruction (oucréation) d'un quark s strange (∆S = 1, par exemple dans le processus
K → µν) ou pas (∆S = 0, par exemple n → pe−ν). Aujourd'hui on écrit lecourant pour les quarks comme suit:
Jλquark = u¯γ
λ(1− γ5)(d cos θc + s sin θc) + c¯γλ(1− γ5)(−d sin θc + s cos θc)
= (u¯ c¯) γλ(1− γ5)
(
cos θc sin θc
− sin θc cos θc
) (
d
s
) (1.17)Cette notation implique un grand pas en avant, en particulier elle expliquel'angle de Cabibbo en termes d'une rotation, un mélange du quark d et duquark s (ou de façon équivalente, du quark u et du quark c). L'autre idéeest l'introduction d'un quatrième quark c charm, proposé par Bjorken etGlashow [9] en 1964 et par Glashow, Iliopoulos et Maiani [10] en 1970 etmis en évidence expérimentalement pour la première fois en 1974 avec ladécouverte de la particule J/Ψ[11], un état lié de type cc¯.1.1.1 Exemple : νe→ νe dans la théorie de FermiLe lagrangien de Fermi (1.13) constitue une théorie eﬀective. Cette théorien'est valable qu'à basse énergie (par rapport à l'échelle de masse des bosonsde jauge de l'interaction faible ∼ 100 GeV qui seront introduits dans la suite)et son développement perturbatif au delà du niveau de l'arbre est divergent(la théorie est dite non renormalisable). Un autre problème (lié au précédent)est la violation de l'unitarité, même au niveau de l'arbre. Pour comprendrele problème considérons le processus νe→ νe. À partir du lagrangien (1.13)4
on obtient:

e−
νe
νe
e−
iM = −iGF√
2
[u¯(p′)γµ(1− γ5)u(k)] [u¯(k′)γµ(1− γ5)u(p)](1.18)pour l'élément de matrice au niveau de l'arbre. Le carré du module avecsomme sur les spins va nous permettre de calculer la section eﬃcace qui peutêtre mesurée dans un collisionneur:
|M¯ |2 = ∑
spin
G2F
2
[u¯(p′)γµ(1− γ5)u(k)] [u¯(k)γν(1− γ5)u(p′)]
[u¯(k′)γµ(1− γ5)u(p)] [u¯(p)γν(1− γ5)u(k′)] (1.19)en utilisant les formules ∑
spin
u(p,s)u¯(p,s) = p/+m (1.20)∑
spin
v(p,s)v¯(p,s) = p/−m (1.21)où p/ = pµγµ et m la masse de la particule. On trouve:
|M¯ |2 = G
2
F
2
Tr
[
(p/′ +m)γµ(1− γ5)k/γν(1− γ5)]
Tr
[
k/′γµ(1− γ5)(p/+m)γν(1− γ5)] (1.22)en utilisant les propriétés des matrices γ on peut écrire
|M¯ |2 = 2G2FTr
[
(p/′ +m)γµk/γν(1− γ5)]
Tr
[
k/′γµ(p/+m)γν(1− γ5)] (1.23)Les traces des matrices γ sont
Tr(γµγν) = 4gµν (1.24)
Tr(γµγνγργσ) = 4(gµνgρσ − gµρgνσ + gµσgνρ) (1.25)
Tr(γµγνγργσγ5) = 4i²µνρσ (1.26)5
qui permettent d'obtenir les relations suivantes
Tr(a/γµb/γν) Tr(c/γµd/γν) = 32 [(a · c) (b · d) + (a · d) (b · c)] (1.27)
Tr(a/γµb/γνγ5) Tr(c/γµd/γνγ5) = 32 [(a · c) (b · d)− (a · d) (b · c)] (1.28)
Tr(a/γµb/γν) Tr(c/γµd/γνγ5) = 0 (1.29)on en déduit le résultat
|M¯ |2 = 128G2F (k · p) (k′ · p′) = 32G2F (s−m2)2 (1.30)où m est la masse de l'électron et s une des variables de Mandelstam déﬁniescomme suit:
s = (k + p)2 t = (k − k′)2 u = (k − p′)2 s+ t+ u =
4∑
i=1
m2i . (1.31)L'avantage d'écrire le résultat en fonction des variables de Mandelstam estque ces variables sont des invariants sous les transformations de Lorentz.En particulier la variable s est le carré de l'énergie dans le centre de massede la collision. La section eﬃcace diﬀérentielle dσ par rapport à l'élémentinﬁnitésimal d'angle solide dΩ s'écrit
dσ
dΩ
=
1
64pi2
|M¯ |2
s
|~p′cm|
|~pcm| (1.32)comme |~p′cm| = |~pcm| pour une diﬀusion élastique (c'est à dire avec les mêmesparticules dans l'état initial et ﬁnal),
dσ
dΩ
=
G2F
4pi2
(s−m2)2
s
. (1.33)Pour obtenir la section eﬃcace totale il suﬃt d'intégrer sur les angles, ce quidonne seulement un facteur 4pi parce que dσ/dΩ ne dépend pas des angles:
σ(νe→ νe) = G
2
F
pi
(s−m2)2
s
. (1.34)Pour sÀ m2, c'est à dire pour une énergie élevée dans le centre de masse dela collision
σ(νe→ νe) ' G
2
F
pi
s ' 1.7s[GeV2]× 10−38cm2 (1.35)6
et donc σ(νe → νe) augmente de façon linéaire avec s. A basse énergie lerésultat est en accord avec les données expérimentales, mais ce comportementà haute énergie n'est pas physique et donne une violation de l'unitarité de lathéorie. On parle de violation de l'unitarité parce que la section eﬃcace faitintervenir le carré du module de l'amplitude, laquelle amplitude est liée à lamatrice S de diﬀusion, qui est une matrice unitaire. L'unitarité de la matrice
S impose des contraintes sur le comportement de la section eﬃcace. Unexemple de ce genre de contraintes peut s'obtenir par un développement enondes partielles de la section eﬃcace (comme somme de termes avec momentcinétique total J déﬁni), par exemple
σ(J)(s) ≤ (2J + 1)16pi
s
(1.36)pour la limite de haute énergie de la composante J d'une section eﬃcaceélastique. Pour plus de détails voir [12, 13]1.1.2 Exemple : La constante de Fermi et µ→ νµ e ν¯eLa transition µ(p1) → νµ(p2) e(p3) ν¯e(p4) est le mode de désintégrationdominant pour le muon et la comparaison entre la formule théorique et lesdonnées donnent une mesure de la constante de Fermi GF . Dans le modèlestandard ce processus est dû à l'échange d'un boson vecteur W , mais vu quel'énergie échangée dans la désintégration est petite par rapport à la masse du
W , la théorie de Fermi de basse énergie constitue une bonne approximation :
LFermi = −GF√
2
ν¯µγ
α(1− γ5)µ e¯γα(1− γ5)νe (1.37)où l'on a indiqué les spineurs de Dirac avec le nom des particules correspon-dantes. L'élément de matrice s'écrit
M = GF√
2
u¯(p2, s2)γ
α(1− γ5)u(p1, s1) u¯(p3, s3)γα(1− γ5)v(p4, s4) (1.38)les si étant les polarisations des particules. On considère la désintégrationd'un muon dans l'état ﬁnal νµ e ν¯e sans mesurer la polarisation de spin desparticules. Le module carré de l'élément de matrice est∑
spin
|M|2 = 64G2F (p1 · p4 p2 · p3) . (1.39)7
La formule pour la largeur de désintégration est donnée par
Γ =
1
(2pi)5 2E1
∫ 4∏
i=2
d3pi
2Ei
δ(4)(p1 − p2 − p3 − p4)
∑
spins
|M|2 (1.40)et l'intégration sur l'espace de phases des neutrinos s'écrit∫ d3p2
2E2
d3p4
2E4
δ(4)(P − p2 − p4)pα2pβ4 =
pi
24
(gαβP 2 + 2PαP β) , (1.41)avec P = p1 − p3. Il ne reste ensuite que l'intégration sur l'espace de phasesde l'électron pour obtenir le résultat ﬁnal
Γ(µ→ νµ e ν¯e) = 1
τ(µ→ νµ e ν¯e) =
G2F m
5
µ
192pi3
. (1.42)La largeur Γ(µ→ νµ e ν¯e) est avec très bonne approximation la largeur totale.Le temps de vie mesuré du muon est
τ = (2.19703± 0.00004)× 10−6 s . (1.43)En utilisant h¯ = 6.582× 10−25 GeV s comme facteur de conversion
Γ = 2.996× 10−19 GeV (1.44)en bon accord avec la valeur qu'on peut calculer avec la formule (1.42) et lesvaleurs numériques
mµ = 0.10566 GeV GF = 1.16639× 105 GeV−2 . (1.45)En mesurant la masse et le temps de vie du muon on peut donc extraire lavaleur de la constante de Fermi GF . Pour déterminer avec une plus grandeprécision cette constante il est nécessaire de calculer les corrections de QEDet celles des eﬀets de masse :
Γ =
G2F m
5
µ
192pi3
(
1− α
2pi
(
pi2 − 25
4
)
− 8m
2
e
m2µ
+
3m2µ
5m2W
+ . . .
)
. (1.46)La correction plus importante est celle de QED, par contre la correction dueà la masse du W est très petite et à la limite des possibilités de détectionactuelles. 8
1.2 Théories de jauge1.2.1 Invariance de jauge globaleOn va étudier des symétries internes, c'est à dire des transformations quine dépendent pas de l'espace-temps. Considérons des matrices de transfor-mation unitaires U(θa) et supposons que l'on ait une théorie décrite par unmultiplet de champs φi(x) avec i = 1, . . . ,n. Le multiplet se transforme avecla matrice de transformation de dimension d :
φ′i(x) = U(θ
a)ijφj(x) (a = 1,2 . . . ,d) . (1.47)avec une somme sur les indices répétés. On va pour l'instant se limiter au casoù le lagrangien est aussi invariant:
L(φ,∂µφ) = L(φ′,∂µφ′) = L(Uφ,U∂µφ) . (1.48)La matrice unitaire peut s'écrire en fonction d'une matrice Hermitienne T :
U = eiT . Dans le cas d'une transformation inﬁnitésimale
U(θa) = 1 + iθaT a (1.49)la transformation du champ φi(x) s'écrit :
φ′i(x) = φi(x) + iθ
aT aijφj(x) (1.50)où les θa sont des paramètres petits et les T a les générateurs du groupe detransformations. Les matrices T a forment une algèbre de Lie[
T a,T b
]
= iCabcT c (1.51)les Cabc sont les constantes de structure du groupe de transformations.1.2.2 La symétrie U(1)Comme exemple on peut considérer la symétrie Abélienne U(1), ce quirevient à choisir des matrices 1× 1, qui ne sont rien d'autre que des phasescomplexes eiα. On parle de symétrie Abélienne quand le groupe de trans-formations est commutatif. Un exemple de lagrangien invariant sous U(1)est
L = ∂µφ∗∂µφ−m2φ∗φ− λ (φ∗φ)2 (1.52)9
comme on peut facilement le vériﬁer par la substitution
φ→ φ′ = eiαφ (1.53)ou avec la transformation inﬁnitésimale au premier ordre en α
φ→ φ′ = (1 + iα)φ . (1.54)Le théorème de Noether permet à partir d'une symétrie interne continuedu lagrangien (ou plus généralement de l'action) d'obtenir un courant Jaµconservé (∂µJaµ = 0), de la forme
Jaµ = −i
δL
δ(∂µφi)
T aijφj . (1.55)Dans le cas du lagrangien (1.52) le courant conservé est
Jµ = i [(∂µφ
∗)φ− (∂µφ)φ∗] . (1.56)1.2.3 La symétrie SU(2)Un autre exemple est la symétrie SU(2), avec comme matrices de SU(2)les matrices 2× 2 de Pauli. Le champ complexe φ est un doublet
φ =
(
φ1
φ2
) (1.57)et un exemple de lagrangien invariant (φ† = (φt)∗; t est la transposition) est
L = ∂µφ†∂µφ−m2φ†φ− λ
2
(
φ†φ
)2
, (1.58)sous la transformation inﬁnitésimale
φi → φ′i = φi + iθa
σaij
2
φj (1.59)ou la transformation ﬁnie
φi → φ′i = eiθ
aσaij/2φj (1.60)10
lesσa étant les matrices de Pauli. Le courant conservé qui dérive de l'inva-riance du lagrangien en utilisant le théorème de Noether est
Jaµ = −
i
2
(
∂µφ
†
iσ
a
ijφj − φ†iσaij∂µφj
)
. (1.61)Les matrices de Pauli forment une algèbre de Lie[
σa,σb
]
= 2i²abcσc (1.62)avec ²abc le tenseur antisymétrique.1.2.4 Invariance de jauge localeJusqu'à présent on a discuté des symétries globales, avec des paramètres
θa qui ne dépendent pas des coordonnées de l'espacetemps. On va considérermaintenant des transformations qui dépendent des coordonnées (θa = θa(x)).On parle dans ce cas de symétries locales ou de jauge (Weyl 1929). L'inté-rêt des symétries de jauge est qu'à partir d'une théorie libre invariante soustransformations globales il est possible de construire une théorie invariantesous les transformations locales (transformations de jauge) en ajoutant destermes d'interaction et un ou plusieurs champs vectoriels (champs de jauge).La façon d'introduire ces termes n'est pas arbitraire et a une explicationgéométrique comme on le verra dans les paragraphes suivants. Imposer l'in-variance du lagrangien sous transformation de jauge permet donc de générerdes interactions et d'introduire des champs vectoriels qui sont les médiateursdes forces dans le langage de la théorie des champs.1.2.5 ÉlectromagnétismeOn considère comme point de départ l'équation de Dirac pour un électronlibre
LD = ψ¯(x)(iγµ∂µ −m)ψ(x) (1.63)qui est invariante sous transformation d'un élément de la symétrie U(1) glo-bale :
ψ(x)→ ψ′(x) = e−iαψ(x) (1.64)
ψ¯(x)→ ψ¯′(x) = eiαψ¯(x) . (1.65)11
La symétrie locale correspondante est:
ψ(x)→ ψ′(x) = e−iα(x)ψ(x) (1.66)
ψ¯(x)→ ψ¯′(x) = eiα(x)ψ¯(x) . (1.67)Le terme de masse du lagrangien (1.63) reste invariant sous la transformationlocale, mais le terme avec la dérivée ne l'est pas:
ψ¯(x)∂µψ(x)→ ψ¯(x)∂µψ(x)− iψ¯(x)[∂µα(x)]ψ(x) . (1.68)Pour compenser ce terme supplémentaire on peut introduire une dérivée co-variante possédant la propriété :
Dµψ(x)→ e−iα(x)Dµψ(x) (1.69)qui permet d'obtenir un terme invariant ψ¯(x)Dµψ(x) dans le lagrangien. Ladérivée covariante est obtenue avec l'introduction d'un champ vecteur (champde jauge) aµ(x):
Dµψ(x) = (∂µ + ieaµ)ψ(x) (1.70)où le champ de jauge se transforme sous U(1) selon :
aµ(x)→ a′µ(x) = aµ(x) +
1
e
∂µα(x) . (1.71)Le champ de jauge n'est pas pour l'instant un champ dynamique, il peut êtreéliminé en utilisant l'équation du mouvement. Pour le rendre physique il fautajouter un terme cinétique. Le terme invariant de jauge avec des dérivées duchamp aµ et renormalisable est nécessairement du type fµν(x)fµν(x) avec
fµν(x) = ∂µaν(x)− ∂νaµ(x) . (1.72)Avec la normalisation usuelle pour le terme cinétique, le lagrangien déduitdu lagrangien de Dirac avec la demande d'invariance locale est
LQED = ψ¯(x)(iγµDµ −m)ψ(x)− 1
4
fµν(x)f
µν(x) (1.73)qui est le lagrangien de l'électrodynamique quantique (QED). On peut noterl'absence d'un terme de masse pour le champ aµ. La raison en est que leterme de masse maµaµ n'est pas invariant de jauge. Le photon est donc sansmasse. 12
La dérivation de la QED a partir du lagrangien de Dirac peut sembler adhoc, en particulier on peut se demander qu'elles sont l'origine et la raison pourintroduire Dµ, aµ(x) et fµν(x). La raison est à rechercher dans l'analogie avecla relativité générale d'Einstein et la géométrie dans un espace non Euclidien.Le langage mathématique à utiliser est celui de la géométrie diﬀérentielle.L'idée est qu'on peut comparer deux objets seulement s'ils sont dans le mêmesystème de coordonnées et qu'il faut d'abord les déplacer au même point(transport parallèle). Considérons par exemple deux vecteurs aµ(x) et bµ(x),leur diﬀérence Dcµ est
Dcµ = δcµ + dcµ (1.74)où δcµ est la diﬀérence apparente due au déplacement des vecteurs au mêmepoint et dcµ est leur diﬀérence mesurée dans le même système de coordonnées.Pour un espace Euclidien δcµ = 0.Pour comparer deux phases à des endroits diﬀérents xµ et xµ + dxµ onintroduit un champ aµ(x) et on considère les deux phases comme parallèlessi leur diﬀérence est aµ(x)dxµ. On veut garder cette diﬀérence ﬁxe si on faitune rotation (transformation de jauge) de θ(x). Au point xµ on a:
ψ(x)→ ψ′(x) = eieθ(x)ψ(x) (1.75)et au point xµ + dxµ:
ψ(x+ dx)→ ψ′(x+ dx) = eieθ(x+dx)ψ(x+ dx) . (1.76)Pour une distance inﬁnitésimale dxµ entre les deux points on peut écrire
θ(x+ dx) = θ(x) + ∂µθ(x)dxµ . (1.77)On peut vériﬁer que pour pouvoir continuer à garder la même notion detransport parallèle entre les deux phases après la transformation de jauge, ilfaut que le champ aµ se transforme de la façon suivante:
aµ(x)→ a′µ(x) = aµ(x) + ∂µθ(x) (1.78)qui est précisément la loi de transformation d'un champ de jauge. Pour untransport ﬁni entre deux points a et b le long du chemin Γ le changement dephase est
e
∫ b
a (Γ)
aµ(x)dx
µ . (1.79)13
Si on considère un parcours fermé
e
∫ b
a (Γ2)
aµ(x)dx
µ − e
∫ a
b (Γ1)
aµ(x)dx
µ = e
∮
aµ(x)dx
µ = −e
∫ ∫
fµν(x)dσ
µν(1.80)en utilisant le théorème de Stokes. Le tenseur fµν est déﬁni comme suit
fµν(x) = ∂νaµ(x)− ∂µaν(x) (1.81)il est invariant sous transformation de jauge dans le cas de l'électromagné-tisme (il s'agit de la diﬀérence de phase pour un parcours qui revient aumême point). Dans le cas plus général la phase n'est pas forcément un nombrecomplexe mais peut être une matrice et alors l'équivalent du tenseur fµν estcovariant comme on le verra dans la suite. Le champ aµ(x) est le potentiel dejauge. En physique classique le tenseur électromagnétique est introduit sansréférence aux phases, mais en rapport avec une force par l'équation de Lo-rentz et aµ(x) est une quantité auxiliaire sans signiﬁcation physique. aµ(x)a par contre un rôle physique dans la théorie quantique (Aharonov-Bohm1959, Chambers 1960). Dans l'électromagnétisme le tenseur électromagné-tique n'est pas suﬃsant pour décrire complètement la physique, tandis que lepotentiel aµ est redondant à cause de l'invariance de jauge (il y a en généralplusieurs, voir un nombre inﬁni, de choix diﬀérents de potentiels aµ qui dé-crivent la même physique). Une possibilité pour éviter d'avoir des variablesredondantes est d'utiliser le facteur de phase de Dirac:
ϕ(Γ) = eie
∮
Γ
aµ(x)dxµ (1.82)qui est invariant de jauge.1.2.6 Théorie de Yang-MillsL'électromagnétisme peut se généraliser (Yang et Mills 1954) à des rota-tions de phase où la phase est une matrice:
ψ → Sψ (1.83)avec S matrice spéciale unitaire, par exemple S ∈ SU(2) et ψ un doublet,comme dans (1.57). On demande l'invariance de la physique par rapport auxrotations locales de SU(2)
S(x) = e−iθ
a(x)σa/2 a = 1,2,3 (1.84)14
les σa étant les matrices de Pauli. Si on considère une transformation inﬁni-tésimale de SU(2)
S(x) ' 1− iθ
a(x)σa
2
(1.85)la transformation du champ vectoriel Aµ(x) est
Aiµ(x)→ Aiµ(x)−
1
g
∂µθ
i + ²ijkθj(x)Akµ(x) . (1.86)Par rapport au cas Abélien on a un terme en ²ijk et Aiµ se transforme commeun triplet de la représentation adjointe de SU(2). Donc les champs Aiµ sontchargés par rapport à la charge de SU(2), tandis que pour U(1) on avait unchamp neutre (le photon) par rapport à la charge de U(1) (charge électrique).Le tenseur Fµν(x) :
F iµν(x) = ∂νA
i
µ(x)− ∂µAiν(x) + g²ijkAjµ(x)Akν(x) (1.87)est un triplet sous la transformation de jauge de SU(2):
F iµν(x)→ F iµν(x) + ²ijkθj(x)F kµν . (1.88)Ce tenseur F iµν(x) n'est donc pas invariant de jauge. Par contre le produit
Tr
[
(σaF aµν(x))(σ
bF bµν(x))
]
∝ F iµν(x)F iµν(x) (1.89)qui entre dans le lagrangien est invariant. En termes d'interactions la diﬀé-rence avec la théorie Abélienne est la présence de termes d'autointeractionpour les champs de jauge dans le terme cinétique.La transformation sur un parcours ﬁni ne peut pas s'écrire
eig
∫
Γ
Aµ(x)dxµ (1.90)parce que pour des matrices eA eB 6= eA+B et il faut donc indiquer l'ordredu produit des exposants des transformations inﬁnitésimales. Le produit or-donnée est indiqué par un P :
P eig
∫
Γ
Aµ(x)dxµ (1.91)et sous les transformations de jauge:
P eig
∫ x2
x1
Aµ(x)dxµ → S(x2)
(
P eig
∫ x2
x1
Aµ(x)dxµ
)
S−1(x1) . (1.92)15
L'équivalent du facteur de phase de Dirac est
ϕ(Γ) = P eig
∮
Γ
Aµ(x)dxµ (1.93)appelé la boucle de Wilson et n'est pas une quantité invariante de jauge.Pour la rendre invariante il faut en prendre la trace.1.2.7 Quantiﬁcation d'une théorie de jaugeD'habitude on utilise le formalisme canonique pour la quantiﬁcation d'unchamp classique. Les champs sont considérés comme des opérateurs et onimpose des relations de commutation entre eux. Les fonctions de Green sontcalculées en fonction de valeurs sur le vide de produits 1 d'opérateurs:
〈0|T [φˆ(x1) . . . φˆ(xn)]|0〉 . (1.94)D'autres méthodes existent. En particulier pour la quantiﬁcation d'une théo-rie de jauge on considérera la méthode de l'intégrale fonctionnelle. Les champssont des fonctions et les fonctions de Green s'obtiennent en intégrant le pro-duit des champs sur toutes les formes fonctionnelles possibles avec un poidsdonné par l'action. L'avantage de ce formalisme est la présence du lagrangienclassique dans l'intégrale. Ceci permet de traiter plus facilement les symétriesde jauge, qui sont des symétries du lagrangien classique. Dans le formalismefonctionnel les fonctions de Green sont données par
Gn = 〈0|T [φˆ(x1) . . . φˆ(xn)|0〉 =
∫
[dφ]φ(x1) . . . φ(xn) e
iS∫
[dφ]eiS
(1.95)avec S l'action classique
S =
∫
d4xL (1.96)et [dφ] la mesure d'intégration. L'équation (1.95) peut s'écrire sous une formeplus compacte en utilisant le concept de dérivée fonctionnelle par rapport àune source externe J(x). On introduit la fonctionnelle génératrice
Z[J ] =
∫
[dφ]ei
∫
(L+φJ)d4x (1.97)1. Le produit chronologique T de Dyson est déﬁni pour deux champs par
T φ(x)φ(y) = θ(x0 − y0)φ(x)φ(y) + θ(y0 − x0)φ(y)φ(x) .Pour plus de détails faire référence à un livre de théorie des champs.16
et on déﬁnit la diﬀérentiation fonctionnelle
δZ[J(x)]
δJ(y)
= lim
²→0
Z[J(x) + ² δ(x− y)]− Z[J(x)]
²
. (1.98)Les fonctions de Green peuvent s'obtenir de la façon suivante
Gn =
(−i)n
Z[0]
δnZ[J ]
δJ(x1) . . . δJ(xn)
. (1.99)Dans le cas d'une théorie de jauge le choix de la mesure d'intégration poseun problème. Pour l'illustrer de façon simple on se limite à l'examen de Zpour une théorie de YangMills:
Z[0] =
∫
[dA] eiS , S =
∫
d4x
(
−1
4
F aµνF
aµν
)
. (1.100)Le champ de jauge Aaµ est équivalent, par une transformation de jauge, à uneinﬁnité d'autres conﬁgurations A′aµ :
T aA′aµ = U(T
aAaµ −
i
g
U−1∂µU) U−1 (1.101)Sous cette transformation l'action S reste constante (il s'agit d'une quantitéinvariante de jauge). Donc l'intégrale dans la région des Aaµ reliés par unetransformation de jauge diverge.La solution est d'intégrer une seule fois pour chaque conﬁguration dejauge indépendante. Pour le faire on peut imposer une contrainte (ﬁxer lajauge)
GµA(θ)aµ = B
a (1.102)avec Gµ et Ba choisis de façon appropriée 2. Pour introduire cette contraintedans l'intégrale on peut écrire
Z[J ] =
∫
[dA] detMG exp
[
i
∫
d4x(L − 1
2α
(GµAaµ)
2 + AaµJ
aµ)
] (1.103)avec
[MG(x,y)]
ab =
δ(GµA(θ)
a
µ (x))
δθb(y)
. (1.104)2. En réalité des conﬁgurations équivalentes, qui ne sont pas reliées par une transfor-mation de jauge inﬁnitésimale ne sont pas éliminées par cette méthode (ambiguïté deGribov). 17
Pour un groupe de jauge Abélien detMG est une constante et le calcul nepose pas de problème. Pour un groupe de jauge non Abélien avec un choixde jauge covariant, detMG dépend de Aaµ. Il faut donc écrire le déterminantsous forme exponentielle pour en tenir compte dans le lagrangien. Ceci estpossible avec l'introduction de nouveaux champs χa(x) dans la représentationadjointe du groupe de jauge, appelés champs de FaddeevPopov (ghosts):
detMG =
∫
[dχ][dχ∗]e−i
∫
d4xd4y χa(x)∗[MG(x,y)]abχb(y) . (1.105)Le terme de ﬁxation de jauge et celui de FaddeevPopov vont intervenir dansle lagrangien quantique. Les ghosts de FaddeevPopov sont donc à incluredans les calculs avec les règles de Feynman même s'il s'agit de particulesﬁctives. Il faut se rappeler que leur présence est due à notre choix de jaugecovariant. On aurait pu éliminer le problème du detMG avec un choix dejauge non covariant qui donne un déterminant constant. La contrepartie del'élimination des ghosts est d'avoir des règles de Feynman beaucoup pluscompliquées. Dans la suite on va utiliser une ﬁxation de jauge covariante etdonc on aura des termes de FaddeevPopov dans le lagrangien.1.3 RenormalisabilitéDans la construction de l'électrodynamique quantique donnée dans lasection 1.2.5 on a limité le nombre de termes d'interaction en s'appuyantsur le principe de renormalisabilité de la théorie. On déﬁnit un terme delagrangien d'une théorie en 4 dimensions comme renormalisable si
∆ = 4− d−∑
i
ni(si + 1) ≥ 0 (1.106)où d est le nombre de dérivées, ni le nombre de champs de type i dans leterme d'interaction et si leur spin (pour les champs vectoriels couplés à uncourant conservé, comme le photon et les bosons de jauge de l'interactionfaible il faut prendre si = 0). Il est facile de voir que ∆ devient négatif si leterme d'interaction contient un nombre trop grand de champs ou de dérivéesou si le spin est trop élevé.Si on se limite aux termes renormalisables la théorie perturbative seraﬁnie après renormalisation: les divergences qui peuvent apparaître dans lecalcul des diagrammes de Feynman ne seront pas physiques, le calcul dequantités mesurables donnera toujours des résultats ﬁnis.18
En réalité la renormalisabilité d'une théorie n'est pas un critère physiquefondamental, pour une théorie comme la QED (et aussi le Modèle Standard)qui est en réalité une théorie eﬀective de basse énergie. La raison du succèsde la prescription de renormalisabilité est à rechercher dans le fait que lestermes non renormalisables sont proportionnels à l'inverse d'une échelle demasse qui est grande par rapport aux énergies du processus qu'on mesure. Unexemple en QED est le terme de lagrangien (invariant de jauge, de Lorentzet qui conserve la charge et la parité) :
i
e
2M
ψ¯[γµ,γν ]ψf
µν (1.107)donnant une contribution 4e/M au moment magnétique de l'électron. A noterque l'action doit être adimensionnelle, donc chaque terme du lagrangien doitavoir une dimension de masse égale à 4; l'introduction d'un coeﬃcient demasse M au dénominateur de (1.107) est donc obligatoire pour conserverl'adimensionalité de l'action. La mesure du moment magnétique de l'électronpermet de dire que cette contribution, si elle est présente, est petite et quel'échelle de masse M est élevé, M > 107 GeV.1.3.1 Masses et champs de jaugeLe lagrangien de Fermi (1.13) décrit une interaction ponctuelle et la di-mension du produit de courants est 6 en termes de masse (la constante deFermi a donc dimension -2 en termes de masse) et ceci implique que l'interac-tion est non renormalisable. On a vu par un calcul explicite de section eﬃcaceque cette théorie diverge, même au niveau de l'arbre, à haute énergie. Lesdeux aspects de non renormalisabilité et de divergence à haute énergie sontliés. Une possibilité pour essayer de transformer l'interaction de Fermi enthéorie renormalisable consiste à introduire, en analogie avec l'électromagné-tisme, un boson de jauge médiateur de l'interaction. Pour conserver la chargeélectrique au vertex d'interaction avec le courant chargé il faut considérer unboson vecteur chargé :
L = g√
2
(
J+µ (x)W
+µ(x) + J−µ (x)W
−µ(x)
) (1.108)avec
J+µ (x) =
1
2
(ν¯γµ(1− γ5)e) . (1.109)19
Le boson de jauge W± est le médiateur de l'interaction faible, c'est à direque plutôt que coupler directement les deux courants, on les couple entre euxpar l'intermédiaire de l'échange d'un boson de jauge. L'avantage est qu'on aremplacé le couplage dimensionnel GF par le couplage adimensionnel g.1.3.2 Exemple : νe→ νe avec un boson de jauge massifPour expliquer la validité de la théorie de Fermi à basse énergie il fautprendre un boson de jauge W massif. On va donc considérer un lagrangiende type Yang-Mills avec un terme de masse explicite pour le W :
LW = −1
2
(∂µW
†
ν − ∂νW †µ)(∂µW ν − ∂νW µ) +m2WW †µW µ (1.110)qui donne un propagateur (en termes de l'impulsion k)
∆µν(k) = −g
µν − kµkν/m2W
k2 −m2W + i²
(1.111)La limite de basse énergie k ¿ mW donne
∆µνFermi(k) = −
gµν
m2W
(1.112)et la comparaison avec le lagrangien de Fermi (1.13) et le courant (1.15)
W
e−
νe
νe
e−
=⇒ 
e−
νe
νe
e− (1.113)
g
2
√
2
Jµ(x)W
µ†(x)
g
2
√
2
Jν(x)
†W ν(x)→ −g
2
8
Jµ(x)Jν(x)
† g
µν
m2W
∝ −GF√
2
JµJ†µ(1.114)nous donne
GF√
2
=
g2
8m2W
. (1.115)La constante de Fermi GF ∼ 10−5 GeV−2 est donc le résultat de basse énergiede l'échange d'un boson lourd de l'ordre de 100 GeV.20
Pour rendre cette aﬃrmation plus précise on va calculer le même processusque dans la section 1.1.1 avec l'échange d'un boson W . L'élément de matriceest
iM = i3g2 [u¯(p′)γµ(1− γ5)u(k)] [u¯(k′)γν(1− γ5)u(p)] g
µν − qµqν/m2W
q2 −m2W + i²(1.116)avec q = k−p′ impulsion échangé par le bosonW . Le module carré en termesde variables de Mandelstam est:
|M¯ |2 = g
4
2
s2
(u−m2W )2
(1.117)où M¯ est l'élément de matrice moyenné sur les spins. Par rapport au calculdans la théorie de Fermi on a ici une dépendance de l'élément de matricesur les angles: u ' −s(1− x) (si on néglige la masse de l'électron) avec x =
(1− cos θ)/2 où θ est l'angle du neutrino sortant par rapport aux particulesentrantes dans le centre de masse de la réaction (θ varie entre 0 et pi, donc xvarie entre 0 et 1). La section eﬃcace diﬀérentielle par rapport à x est
dσ
dx
=
1
16pi s
|M¯ |2 (1.118)et la section eﬃcace intégrée est
σ(νe→ νe) =
∫ 1
0
dx
dσ
dx
=
G2F
pi
m2W
s
s+m2W
. (1.119)Pour s→∞, σ ne diverge pas et se comporte comme une constante.L'idée d'introduire un boson de jauge médiateur est un grand pas enavant, mais les problèmes posés par l'unitarité et la renormalisabilité ne sontpas résolus. En particulier pour l'unitarité des problèmes restent si on consi-dère d'autres processus que νe→ νe, par exemple e+e− → W+W−.1.3.3 Masse et renormalisabilitéLe lagrangien (1.110) est non renormalisable selon la formule (1.106). Leterme cinétique a pour dimension ∆ = −2. Ce résultat n'est pourtant pasévident. En électrodynamique, si on ajoute un terme de masse pour le pho-ton, la théorie reste renormalisable. La raison en est que si on sépare les21
composantes longitudinales et transverses du champ de jauge, la partie lon-gitudinale, proportionnelle à pµpν/m2 qui donne lieu au comportement nonrenormalisable, ne contribue pas à la matrice S, donc aux quantités physiques.Les composantes longitudinales et transverses du champ n'interagissent pasparce que le champ est couplé à un courant conservé.On peut examiner le cas d'un photon libre avec masse (lagrangien deStückelberg pour l'électrodynamique) :
L = −1
4
(Fµν)
2 +
1
2
m2AµAµ (1.120)L'équation du mouvement est donnée par
∂µF
µν +m2Aν = 0 , (1.121)si on la dérive par rapport à ∂ν on obtient une contrainte
m2 ∂νA
ν = 0 (1.122)qui élimine une des quatre composantes du vecteur Aν . On obtient un champavec trois composantes physiques, la forme usuelle d'un champ de spin 1 avecmasse. Les trois composantes de Aν satisfont l'équation de champ massive
(∂2 +m2)Aν = 0 (1.123)qu'a pour solutions
Aν = ²ν(p) e−ip·x (1.124)avec p2 = m2 et ²ν(p) le vecteur de polarisation. L'équation (1.122) impose
p · ²(p) = 0. Les solutions qui sont en accord avec cette contrainte sont lespolarisations ²1, ²2, ²3. Jusqu'ici notre analyse est purement classique. Dans lathéorie quantique on peut montrer que la composante avec polarisation ²0 estéliminée puisque le courant de la symétrie de jauge est conservé. L'élément dematrice pour l'émission d'un photon peut s'interpréter comme dû au courant
jµ de la symétrie :
M =Mµ(p) ²µ(p) = −ejµ(p) ²µ(p) (1.125)et la conservation du courant est donnée par
pµ j
µ(p) = 0 . (1.126)22
Le vecteur p est du type p2 = m2, par exemple on peut prendre le repère
p = (m, 0, 0, 0), ce qui implique que la composante de type temps est nulle :
M0 = 0. On a trois composantes physiques du champ : A1, A2, A3. Supposonsque le photon massif soit émis dans la direction 3. Si le photon est émis aurepos le vecteur de polarisation est ²µ(p) = (0, 0, 0, 1). Un boost de Lorentzd'impulsion p donne le vecteur de polarisation longitudinal
²µL(p) =
(
p
m
, 0, 0,
E
m
) (1.127)avec E2 = p2 + m2. Dans la limite de haute énergie, les composantes dece vecteur deviennent grandes et provoquent la violation de l'unitarité dela théorie et sa non renormalisabilité. Dans le cas de l'électrodynamique lescomposantes longitudinales et transverses du champ n'interagissent pas parceque le champ est couplé à un courant conservé 3.Dans le cas d'une théorie non Abélienne les parties longitudinales et trans-verses interagissent, le courant n'est pas conservé et la stratégie de Stückel-berg ne marche pas. Pour construire des théories de jauge non Abéliennesavec des bosons de jauge massifs il faut faire appel à un mécanisme de brisurespontanée de la symétrie de jauge.1.3.4 Exercice ACalculez la section eﬃcace du processus ν¯e → ν¯e et vériﬁez que si onnéglige la masse de l'électron sÀ m2:
σ(ν¯e→ ν¯e) = 1
3
σ(νe→ νe) . (1.128)Quelle est la raison du facteur 1/3 entre les deux sections eﬃcaces?3. Pour plus de détails voir [13] chapitre 8 et section 12-5.
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1.4 Solution des exercicesExercice AL'élément de matrice à calculer est le suivant

e−
ν¯e
ν¯e
e−
iM = −iGF√
2
[v¯(p′)γµ(1− γ5)u(k)] [u¯(k′)γµ(1− γ5)v(p)](1.129)et le résultat s'obtient de façon similaire à celui de νee → νee. La sectioneﬃcace diﬀérentielle est:
dσ
dΩ
=
G2F
4pi2
(u−m2)2
s
. (1.130)Pour obtenir la section eﬃcace totale il suﬃt d'intégrer sur les angles, u '
−s(1− x) comme dans la discussion avant la formule (1.118)
σ(ν¯e→ ν¯e) = G
2
F
3pi
(s−m2)
(
1− m
6
s3
)
. (1.131)Dans la limite sÀ m2
σ(ν¯e→ ν¯e) ' G
2
F
3pi
s . (1.132)Le facteur 1/3 est dû à l'hélicité du neutrino. Supposons que l'on prennel'axe z selon la direction des particules incidentes (par exemple avec un signepositif dans la direction de l'impulsion de l'électron entrant). Dans νee→ νee,l'état initial est un état de spin Jz = 0 parce que les deux particules entrantessont d'hélicité gauche (et d'impulsion opposée). Il n'y a pas de restriction surla direction des particules sortantes de la collision élastique du point de vuede la conservation du spin total.
entrant : Jz = 0 sortant (θ = pi) : Jz = 0
e
⇐−→ ⇒←−νe e ⇒←− ⇐−→ νe
(1.133)En particulier les particules entrantes peuvent revenir en arrière après lacollision (θ = pi). Par contre dans ν¯ee→ ν¯ee l'antineutrino est une particule24
d'hélicité droite.
entrant : Jz = −1 sortant (θ = pi) : Jz = +1
e
⇐−→ ⇐←−ν¯e e ⇒←− ⇒−→ ν¯e
(1.134)Le spin total du système initial est Jz = −1; pour θ = pi, l'état ﬁnal de spintotal Jz = +1, qui est interdit par la conservation du moment cinétique.1.5 BibliographieCours disponibles sur Internet:D.P. RoyBasic Constituents of Matter and their Interactionshttp://arxiv.org/abs/hep-ph/9912523P. AurencheThe Standard Model of particle physicshttp://arxiv.org/abs/hep-ph/9712342M.J. HerreroThe Standard Modelhttp://arxiv.org/abs/hep-ph/9812242Livres :J. HorejsiIntroduction to electroweak uniﬁcation - standard model from tree unitarityWorld Scientiﬁc
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Chapitre 2Brisure spontanée de symétrie
2.1 Brisure de symétrie et taille d'un systèmeEn mécanique quantique une symétrie T exacte (non brisée) a la propriétéde transformer les états d'un système en eux mêmes:
T : φ→ φ′ (2.1)de façon à ne pas changer les probabilités de transition
|〈φ,ψ〉|2 = |〈φ′,ψ′〉|2 . (2.2)L'opérateur U de la transformation est unitaire ou antiunitaire et en termesd'observables
T : A→ A′ = UAU−1 . (2.3)Une telle transformation préserve les relations de commutation et plus géné-ralement les relations algébriques, en particulier les équations du mouvementde la théorie ne changent pas sous la transformation T .A l'inverse on peut se poser la question de savoir si une symétrie deséquations du mouvement de la théorie implique une symétrie exacte. Laréponse est aﬃrmative pour un système avec un nombre ﬁni de degrés deliberté.Si le nombre de degrés de liberté de la théorie est inﬁni (comme en théoriedes champs) la réponse est négative. La raison en est la présence de repré-sentations non équivalentes des relations de commutation canoniques. Une26
symétrie des équations du mouvement peut ne pas donner lieu à des trans-formations des états du système qui préservent les probabilités de transition.On parle dans ce cas de symétrie brisée spontanément.Comme exemple on va considérer un système non relativiste et on va fairela limite de volume inﬁni (qui permet d'obtenir un nombre inﬁni de degrésde liberté). Le lagrangien d'un champ scalaire φ est
L = iφ†∂φ
∂t
− 1
2m
∂φ†
∂xi
∂φ
∂xi
. (2.4)L'équation du mouvement correspondante est l'équation de Schrödinger
i
∂φ
∂t
+
1
2m
∆φ = 0 . (2.5)Le lagrangien et l'équation du mouvement sont invariants sous la transfor-mation U(1)
φ→ e−iθφ φ† → eiθφ† . (2.6)La solution générale de l'équation de Schrödinger (2.5) est
φ(x,t) =
1√
V
∑
k
ake
−i(²(k)t−ik·x) (2.7)avec
²(k) =
k2
2m
et
[
ak,a
†
k′
]
= δkk′ . (2.8)La formule pour ²(k) est la relation de dispersion pour l'équation d'onde. Lehamiltonien et l'opérateur nombre sont
H =
∑
k
k2
2m
a†kak N =
∑
k
a†kak (2.9)avec [H,N ] = 0 qui exprime la conservation du nombre de particules. L'étatfondamental à n particules (le vide de notre théorie) est
|n〉 = (a
†
0)
n
√
n!
|0〉 (2.10)où a†0 = a†k=0 et |0〉 est le vide à zéro particules ak|0〉 = 0. Le vide |n〉 estunique, c'est un vecteur propre de l'opérateur N . Le vide a la symétrie U(1)explicite. 27
Maintenant on considère la limite V → ∞ avec densité constante departicules ρ = n/V . On verra que la symétrie U(1) est spontanément briséedans cette limite. Pour le prouver il suﬃt de considérer les états de vide pourle système.L'état fondamental |n〉 qu'on a considéré dans le cas du volume ﬁni n'estpas un vide avec les propriétés requises par la théorie des champs parce qu'iln'a pas la propriété de clustering (pour des détails voir [14]). Sans entrerdans des détails techniques on peut dire que la signiﬁcation physique de cettepropriété est d'éviter des corrélations instantanées à longue distance dans lesystème.Un vide dans la limite de volume inﬁni est
|θ〉 = exp(−n/2) exp(√neiθa†0)|0〉 (2.11)et sous la symétrie U(1) il n'est pas invariant
|θ〉 → U(α)|θ〉 = |θ + α〉 (2.12)où l'opérateur unitaire de la transformation est
U(α) = eiαN . (2.13)Pour se convaincre que (2.11) représente un vide de la théorie il suﬃt devériﬁer quelques propriétés. D'abord à cause de la relation H|θ〉 = 0 pourn'importe quel |θ〉, tous ces états ont la même énergie E = 0. Par contre,il ne sont pas vecteurs propres de l'opérateur N , mais le nombre moyen departicules correspond bien à n:
〈θ|N |θ〉 = n (2.14)tous ces états |θ〉 sont orthogonaux et normalisés dans la limite de volumeinﬁni (pour garder la densité ρ constante n doit aussi tendre à l'inﬁni):
〈α|θ〉 = exp{n[cos(θ − α)− 1 + i sin(θ − α)]} → δθα (2.15)quand n→∞.La présence de vides dégénérés implique l'existence d'excitations à énergiezéro dans le système, un résultat lié à la relation de dispersion: ²(k) →
0 quand k → 0. Dans la physique d'un système relativiste, la relation dedispersion est déterminé par les transformations de Poincaré
²(k) =
√
k2 +m2 (2.16)28
et le comportement ²(k) → 0 quand k → 0 est possible seulement avec uneparticule de masse nulle. Ce résultat est connu sous le nom de théorème deGoldstone.2.2 Brisure spontanée d'une symétrie discrèteOn a vu qu'à la base de la brisure spontanée de la symétrie on a uneinvariance de la théorie (du lagrangien) par rapport à un groupe de symétrieet un état fondamental de la théorie (le vide) qui est dégénéré et se transformesous le groupe de symétrie de façon non invariante. Un des exemples les plussimples est celui du lagrangien pour un champ scalaire réel φ invariant soustransformation de parité:
L = 1
2
∂µφ∂
µφ− V (φ2) (2.17)avec
P : φ→ −φ P 2 = 1. (2.18)Pour le potentiel V (φ2) on va choisir la forme:
V (φ2) =
µ2
2
φ2 +
λ
4
φ4 (2.19)Aﬁn d'avoir un potentiel limité inférieurement (c'est à dire une énergie mi-nimale pour le système) la constante λ doit être positive. Si µ2 est positif lepotentiel a son minimum en φ = 0 et à cause du fait que le hamiltonien
H = 1
2
∂0φ∂
0φ+
1
2
∂iφ∂
iφ+ V (φ2) (2.20)commute avec l'opérateur de parité
P |0〉 = |0〉 (2.21)par conséquence P |0〉 et |0〉 ont la même énergie et coïncident. De plus lavaleur dans le vide du champ scalaire est nulle:
〈0|φ|0〉 = 〈0|P−1PφP−1P |0〉 = 〈0|PφP−1|0〉 = −〈0|φ|0〉 (2.22)la seule solution possible est 〈0|φ|0〉 = 0.29
Si µ2 < 0 le potentiel V a deux minima pour
φ = ±
√
−µ2
λ
≡ ±v (2.23)Si on appelle |D〉 |G〉 les deux états quantiques qui correspondent à la conﬁ-guration classique φ = ±v, la parité permet de passer de l'un à l'autre
P |D〉 = |G〉 6= |D〉 . (2.24)La valeur dans le vide droit |D〉 ou gauche |G〉 du champ scalaire :
〈D|φ|D〉 = 〈D|P−1PφP−1P |D〉 = −〈G|φ|G〉 (2.25)n'est plus forcément nulle. On a donc un lagrangien symétrique et deux videsdégénérés qui ne le sont pas; la parité est spontanément brisée.Notre système a un potentiel qui est celui d'un double puits. On peuts'étonner d'obtenir deux vides dégénérés quand en mécanique quantique ona l'eﬀet tunnel qui élimine cette dégénérescence. La diﬀérence entre le ré-sultat de la mécanique quantique et celui de la théorie des champs est dûau nombre inﬁni de degrés de liberté dans le deuxième cas. Pour voir endétail ce comportement on va considérer le double puits de potentiel en mé-canique quantique et prendre la limite de volume inﬁni. L'eﬀet tunnel donneune probabilité de transition non nulle entre |D〉 et |G〉. Le hamiltonien a laforme (
E ²
² E
) (2.26)et les deux valeurs propres sont
λ1 = E − ² λ2 = E + ² (2.27)correspondant aux vecteurs propres
|1〉 = 1√
2
(|D〉 − |G〉) (2.28)et
|2〉 = 1√
2
(|D〉+ |G〉) (2.29)respectivement. La dégénérescence est éliminée et le vide de la théorie est |1〉avec énergie λ1. 30
Si au temps t = 0 on est dans le minimum du puits de droite, l'évolutionau temps t donnée par la mécanique quantique est
|D〉 = 1√
2
e−iλ2t
(
|2〉+ e2it²|1〉
) (2.30)et la période d'oscillation entre les deux minima du potentiel est T = pi/².Pour notre potentiel scalaire la largeur de la barrière de potentiel est ﬁxeet vaut 2v, la distance entre les deux minima. La hauteur de la barrière estla diﬀérence d'énergie entre le maximum du potentiel en φ = 0 et un desminima en φ = ±v :
H(φ = 0)−H(φ = v) = −
∫
Vol
d3x
(
µ2
2
v2 +
λ
4
v4
)
=
µ4
4λ
∫
Vol
d3x =
µ4
4λ
Vol .(2.31)
H est le hamiltonien du champ scalaire, qu'on obtient par intégration de ladensité du hamiltonien de la formule (2.20). Dans la limite de volume inﬁnila hauteur du potentiel est inﬁnie et la diﬀérence d'énergie 2² → 0 (on n'apas donné ici une preuve détaillée de ce résultat, mais il suﬃt de prendre lecas plus simple d'un double puits rectangulaire en mécanique quantique etde faire varier la hauteur de la barrière en gardant ﬁxe sa largeur pour s'enconvaincre). La transition entre les deux états |D〉 et |G〉 est impossible dansla limite de volume inﬁni et ceci permet d'avoir la brisure spontanée de lasymétrie.2.3 Brisure spontanée d'une symétrie continueDans une théorie de champs locale, covariante et avec un espace de Hilbertavec norme positive, la brisure spontanée d'une symétrie continue donne lieuà des particules sans masse. Le théorème de Goldstone et ses résultats sontà la base du mécanisme de génération des masses pour les bosons de jaugequ'on examinera dans la section 2.5.2.3.1 Exemple : O(3)On va examiner ce théorème sur un exemple, celui d'une théorie scalaireavec une symétrie continue O(3) :
L = 1
2
∂µφ ∂
µφ− µ
2
2
φ2 − λ
4
φ4 . (2.32)31
La notation est compacte, φ ≡ (φ1, φ2, φ3) est un vecteur de O(3) et φ2 estun produit scalaire φ · φ, la quatrième puissance de φ signiﬁe φ4 = (φ · φ)2.Une rotation inﬁnitésimale d'angle θ selon la direction du vecteur n (avec
|n|2 = 1) peut s'écrire
φ→ φ+ θ φ ∧ n . (2.33)Puisqu'une rotation laisse invariante la longueur d'un vecteur, pour une ro-tation inﬁnitésimale on peut écrire
|φ|2 → |φ+ δφ|2 = |φ|2 + 2φ · δφ+O(δφ2) (2.34)et conclure que φ et δφ sont orthogonaux
φ · δφ = 0 (2.35)pour garder invariante la norme du vecteur. Par déﬁnition du produit vecto-riel de la formule (2.33), pour une rotation autour de la direction n, δφ doitêtre aussi orthogonal à n comme il suit en comparant les formules précédentes
δφ = θ φ ∧ n . (2.36)Si par exemple n ≡ (0, 0, 1) on trouve
δφ1 = θ φ2 δφ2 = −θ φ1 δφ3 = 0 . (2.37)Le minimum du potentiel est donné par
∂V
∂φi
= µ2φi + λφi|φ|2 = 0 (2.38)avec deux solutions possibles
φi = 0, ou |φ|2 = v2 (2.39)avec
v =
√
−µ2
λ
. (2.40)Le minimum se trouve en examinant la dérivée seconde
∂2V
∂φi∂φj
= δij(µ
2 + λ|φ|2) + 2λφiφj . (2.41)32
Selon le signe de µ2 on a les deux possibilités suivantes:
µ2 > 0 φ = 0 (2.42)
µ2 < 0 |φ|2 = v2 (2.43)Dans le cas µ2 > 0 on a un seul minimum réel φ = 0. Dans le cas µ2 < 0 ona un nombre inﬁni de minima dégénérés, les points sur la sphère |φ|2 = v2.En choisissant un de ces points, par exemple φi = δi3v on peut faire undéveloppement autour du minimum
V (φ) = V |min + 1
2
∂2V
∂φi∂φj
|min (φi − δi3 v) (φj − δj3 v) (2.44)et utiliser les diﬀérences (φi − δi3v) comme nouveaux champs pour traiter laphysique autour de ce minimum. La formule précédente indique la masse deschamps après la brisure de la symétrie O(3) :
M2ij =
∂2V
∂φi∂φj
|min = −2µ2δi3δj3 =
 0 0 00 0 0
0 0 −2µ2
 (2.45)Donc les masses des champs φ1 et φ2 sont nulles, par contre la masse duchamp χ = φ3 − v est diﬀérente de zéro
m2φ1 = m
2
φ2
= 0 , m2χ = −2µ2 . (2.46)Le potentiel en termes des nouveaux champs montre explicitement la brisurede la symétrie O(3) :
V = −m
4
χ
16λ
+
1
2
m2χχ
2 +
√
m2χλ
2
(
φ21 + φ
2
2 + χ
2
)
χ+
λ
4
(
φ21 + φ
2
2 + χ
2
)2
.(2.47)On peut noter que le lagrangien a une symétrie résiduelle O(2), parce que Vdépend seulement de la combinaison φ21 + φ22 qui est invariante par rotationautour de l'axe (0, 0, v). Ce potentiel n'est pas le plus général possible avecsymétrie O(2), la brisure spontanée de la symétrie O(3) nous impose descontraintes sur la forme du lagrangien. On a aussi montré qu'on obtient unethéorie avec deux bosons scalaires sans masse qui correspondent à la brisure33
de la symétrie selon les deux axes 1 et 2. Ceci a une correspondance en termesdes générateurs de O(3) :
T1 = −i
 0 0 00 0 1
0 −1 0
 , T2 = −i
 0 0 −10 0 0
1 0 0
 , T3 = −i
 0 1 0−1 0 0
0 0 0
(2.48)par rapport à leur action sur le vide (l'état de minimum qu'on a choisi)
|0〉 =
 00
v
 . (2.49)Le vide n'est pas invariant par rapport à des rotations autour des axes 1 et2, par contre il reste une invariance O(2) par rapport aux rotations autourde l'axe 3 :
T1|0〉 6= 0 T2|0〉 6= 0 T3|0〉 = 0 . (2.50)2.3.2 Exercice AObtenir les matrices (2.48) à partir de la transformation inﬁnitésimale de
O(3) :
φj → (δjk + ²ijkθ ni)φk = (1 + iθ Ti ni)jk φk . (2.51)2.4 Théorème de GoldstoneEn général si le groupe de la symétrie interne continue G est brisé spon-tanément à un groupe H ⊂ G qui correspond à la symétrie de l'état de vide,le nombre de bosons de Goldstone correspond au nombre de générateurs 1 de
G moins le nombre de générateurs de H. Vu que la dimension d'un groupeest donnée par le nombre de ses générateurs on peut écrire que le nombre debosons de Goldstone est donné par
dim(G)− dim(H) = dim(G/H) (2.52)1. Il y a une particularité dans le cas des bosons de Goldstone dans une théorie à deuxdimensions, que l'on ne va pas examiner ici, le théorème de ColemanMerminWagner.34
où G/H est appelé le groupe quotient. L'origine physique de ces particulessans masse est due au fait que les générateurs brisés permettent des transi-tions entre les états de vide (qui ont la même énergie) et ces transitions necoûtent aucune énergie au système.2.4.1 Brisure spontanée d'une symétrie interneOn va examiner une simple démonstration du théorème de Goldstone pourune symétrie continue interne. On parle de symétrie interne quand l'opérationde symétrie ne concerne pas l'espacetemps, c'est le cas par exemple du spin.Considérons une théorie avec des champs scalaires φi(x) et soit φ0 lechamp constant qui minimise le potentiel V (φ). Par déﬁnition de minimumon a
∂V
∂φi
|φi(x)=φ0 = 0 (2.53)et avec un développement autour du minimum
V (φ) = V (φ0) +
1
2
(φ− φ0)i (φ− φ0)j
(
∂2V
∂φi∂φj
)
φ0
+ . . . (2.54)Le coeﬃcient du terme quadratique est une matrice symétrique(
∂2V
∂φi∂φj
)
φ0
= m2ij (2.55)ses valeurs propres donnent les masses des champs. Pour prouver le théorèmede Goldstone il faut montrer que chaque symétrie continue du lagrangien quin'est pas une symétrie de φ0 donne une valeur propre nulle à la matrice demasse. Les générateurs TA de la symétrie G spontanément brisée se séparenten deux classes, un nombre dim(H) de générateurs Tα non brisés :
Tα φ0 = 0 (2.56)dans le groupe résiduel H, et un nombre dim(G) − dim(H) de générateurs
T a brisés :
T a φ0 6= 0 (2.57)dans le quotient G/H. La transformation de symétrie est donnée par
δφ(x) = cAT
Aφ0 = caT
aφ0 . (2.58)35
L'indice A a les valeurs (α, a), les cA = (ca, cα) sont fonctions des champs.L'invariance du potentiel sous la transformation de symétrie s'écrit
V (φA) = V (φA + cAT
Aφ0) (2.59)ou sous la forme
cAT
A ∂V
∂φA
= 0 (2.60)par diﬀérentiation par rapport à φB avec φ = φ0 on obtient
0 =
(
∂cAT
A
∂φB
)
φ0
(
∂V
∂φA
)
φ0
+ cAT
A
(
∂2V
∂φA∂φB
)
φ0
. (2.61)Le premier terme est nul parce que φ0 est un minimum de V . Le deuxièmedoit donc aussi s'annuler. Pour cαTα = 0 l'équation (2.61) est satisfaite sansrestrictions sur la dérivée seconde de V . Pour ca(x)T a 6= 0, la dérivée secondede V doit être nulle. Ceci implique des valeurs propres zéro pour la matricede masse en nombre égal au nombre des générateurs brisés et démontre lethéorème de Goldstone.Une autre possibilité pour démontrer le théorème de Goldstone consiste àexaminer les fonctions de Green de la théorie. La transformation de symétriesur les champs est donnée par
φ(x)→ φ′(x) = ei²AQAφ(x) e−i²AQA (2.62)ou de manière équivalente par
δAφ(x) = [iQA, φ(x)] (2.63)
QA étant la charge conservée 2. Sous la transformation de symétrie, une fonc-tion de Green se transforme selon
Gn → G′n = 〈0|Tφ′1(x1)φ′2(x2) . . . φ′n(xn)|0〉
= 〈0′|Tφ1(x1)φ2(x2) . . . φn(xn)|0′〉 (2.65)2. La charge conservée n'est pas en général bien déﬁnie du point de vue mathématique enthéorie des champs, mais pour la démonstration du théorème seulement son commutateuravec les champs intervient
[iQA, φ(x)] ≡ i
∫
d4z [JA0 (z),φ(x)] δ(z0 − x0) (2.64)et celui-ci est bien déﬁni. 36
où l'on a utilisé la formule (2.62) et
|0′〉 = e−i²AQA|0〉 . (2.66)Si |0〉 → |0′〉 = |0〉 la symétrie est aussi une symétrie du vide et δAGn =
G′n − Gn = 0. Dans le cas contraire au moins pour une des fonctions deGreen δAGn 6= 0 et la symétrie est spontanément brisée.La variation δAGn est le paramètre d'ordre de la brisure de symétrie. Pour
n = 1 on a un paramètre d'ordre élémentaire, si n ≥ 2 le paramètre d'ordreest composé. Un paramètre d'ordre composé est en général non local, avecdes champs évalués à des points diﬀérents. Dans le cas particulier x1 = x2 =
. . . = xn le paramètre d'ordre composé est local est s'appelle condensat. Onpeut écrire
δAGn(x1, . . . , xn) = 〈0|[iQA,Tφ1(x1)φ2(x2) . . . φn(xn)]|0〉
= 〈0|T [iQA, φ1(x1)]φ2(x2) . . . φn(xn)|0〉 (2.67)
+〈0|Tφ1(x1) [iQA, φ2(x2)] . . . φn(xn)|0〉
+ . . .+ 〈0|Tφ1(x1)φ2(x2) . . . [iQA, φn(xn)] |0〉 .Pour prouver le théorème de Goldstone on considère la quantité
MAµ (q, x1, . . . , xn) ≡
∫
d4z eiqz〈0|T JAµ φ1(x1)φ2(x2) . . . φn(xn)|0〉 (2.68)La conservation du courant associé à la symétrie par le théorème de Noether
∂µJAµ = 0 donne l'identité de WardTakahashi
lim
qµ→0
qµMAµ = limqµ→0
∫
d4z eiqz(i∂µz )〈0|T JAµ (z)φ1(x1)φ2(x2) . . . φn(xn)|0〉
= δAGn(x1, . . . , xn) (2.69)où l'on a utilisé la formule (2.68) et
∂µz TJ
A
µ (z)φ(x) = [J
A
0 , φ(x)] δ(z0 − x0) . (2.70)Si δAGn 6= 0 pour au moins une des fonctions de Green, leMAµ correspondanta un pôle à q2 = 0 :
MAµ (x1, . . . , xn) ∼
qµ
q2
δAGn(x1, . . . , xn) (2.71)l'indice de Lorentz de qµ implique que cette particule sans masse a spin zéro.Le théorème établit une correspondance biunivoque entre les générateursspontanément brisés et les bosons de Goldstone.37
2.4.2 Brisure spontanée d'une symétrie de l'espacetempsLe résultat précédent ne se généralise pas au cas de la brisure sponta-née d'une symétrie de l'espacetemps. Un exemple est la brisure spontanéede l'invariance conforme au groupe de Poincaré en quatre dimensions. Lasymétrie conforme G a 15 générateurs, le groupe de Poincaré H en a 10.Naïvement on s'attend à dim(G) − dim(H) = 5 bosons de Goldstone. Enréalité il y a seulement un boson de Goldstone, appelé dilaton.Un autre exemple est une théorie non invariante de Lorentz : le nombrede bosons de Goldstone peut être inférieur à celui prédit par le théorème deGoldstone même dans le cas d'une symétrie interne.On va se limiter au cas d'une théorie avec brisure spontanée d'une sy-métrie de l'espacetemps. Dans ce cas il est facile d'adapter notre premièredémonstration de la section 2.4.1. A partir de
cAT
A
(
∂2V
∂φA∂φB
)
φ0
= 0 (2.72)dans la formule (2.61) on avait conclu que la matrice de masse avait des va-leurs propres zéro en correspondance des générateurs brisés. Dans le cas d'unesymétrie de l'espacetemps les générateurs TA sont fonctions des coordonnéescomme les cA et on peut avoir des relations de dépendance linéaire
ca(x)T
a(x)φ0 = 0 . (2.73)même si les générateurs sont linéairement indépendants. Si n sont les solu-tions non banales de l'équation (2.73), le nombre de bosons de Goldstone estdonné par
dim(G)− dim(H)− n = dim(G/H)− n . (2.74)Les générateurs restent indépendants, mais les ﬂuctuations qu'il génèrentne le sont pas forcement. Dans l'exemple de la symétrie conforme briséespontanément au groupe de Poincaré on peut examiner directement l'algèbreconforme
[Pµ, D] = iPµ (2.75)
[Kµ, D] = iKµ (2.76)
[Kµ, Pν ] = 2i(−gµνD + Jµν) (2.77)
[Jµν , Kρ] = i(gµρKν − gνρKµ) (2.78)38
[Jµν , Pρ] = −i(gµρPν − gνρPµ) (2.79)
[Jαβ, Jµν ] = −i(gαµJβν − gβµJαν + gανJµβ − gβνJµα) (2.80)
[Jµν , D] = [Pµ, Pν ] = [Kµ, Kν ] = [D,D] = 0 (2.81)où D est le générateur des dilatations et la brisure spontanée de la symétrieimplique pour la formule (2.77) que
[Kµ, Pν ] φ0 = −2i gµνDφ0 (2.82)donc les modes pour Kµ (transformations conformes spéciales) peuvent êtreexprimés en termes de ceux des dilatations D.2.4.3 Exercice BConsidérons un champ scalaire complexe φi dans la représentation vec-torielle de SU(n), qui transforme de la façon suivante sous transformationsinﬁnitésimales de SU(n)
φi → φi + i²jiφj (2.83)
φi → φi − i²ikφk (2.84)avec φ∗i = φi. Trouver une expression invariante sous les transformations de
SU(n) et construire le potentiel scalaire renormalisable le plus général dansune théorie à 4 dimensions.Choisir une valeur dans le vide pour le champ scalaire de la forme
〈0|φ|0〉 =

0
0...
0
v
 (2.85)et se placer à ce minimum avec une translation du champ pour étudier lespropriétés des composantes du champ scalaire. Combien de bosons de Gold-stone sans masse restent dans le spectre de la théorie? Quel est le grouperésiduel d'invariance de la théorie?Faire le même exercice avec deux champs scalaires complexes φ1i et φ2idans la représentation vectorielle de SU(n), qui se transforment de la mêmefaçon que le φi précédemment utilisé. Pour construire le potentiel scalaire39
n'oubliez pas de considérer aussi les termes mixtes qui font intervenir lesdeux champs.Choisir des valeurs dans le vide
〈0|φ1|0〉 =

0
0...
0
v1
 〈0|φ2|0〉 =

0
0...
v2
v3
 (2.86)et étudier la brisure de symétrie.2.5 Mécanisme de HiggsLe théorème de Goldstone constitue un problème plutôt qu'une solutionpour la génération des masses. On a obtenu des particules sans masse dans labrisure spontanée de la symétrie. Quand on brise spontanément une théoriede jauge les résultats sont très diﬀérents. La raison en est que le théorème deGoldstone ne s'applique pas à une symétrie de jauge parce qu'il est impossiblede quantiﬁer une théorie de jauge en gardant en même temps la covariance dela théorie et un espace de Hilbert à norme positive. Dans le cas de la brisurespontanée d'une théorie de jauge les bosons de jauge qui correspondent auxsymétries brisées ont une masse et les bosons de Goldstone correspondantsdisparaissent. On appelle ce phénomène mécanisme de Higgs.2.5.1 Exemple : O(2)On peut considérer l'exemple d'une théorie avec symétrie O(2)
L = 1
2
∂µφ ∂
µφ− µ
2
2
φ2 − λ
4
φ4 . (2.87)avec φ un vecteur de champs réels à deux composantes. La symétrie O(2)n'est pas une symétrie de jauge et on peut répéter l'analyse de la sectionprécédente. Si µ2 < 0 on peut choisir le vide
φ = (v,0) , v =
√
−µ
2
λ
(2.88)40
et faire une translation du champ φ1 pour se placer au minimum, φ1 = χ+v,avec potentiel
V = −m
4
χ
16λ
+
1
2
m2χχ
2 +
√
m2χλ
2
(
φ22 + χ
2
)
χ+
λ
4
(
φ22 + χ
2
)2
. (2.89)Le boson de Goldstone est donc φ2 qui reste sans masse et la symétrie conti-nue O(2) est complètement brisée (à part une symétrie discrète φ2 → −φ2).La transformation inﬁnitésimale sous O(2) du champ φ est donnée par
δφ1 = −αφ2 , δφ2 = αφ1 (2.90)et en termes des nouveaux champs
δχ = −αφ2 , δφ2 = αχ+ αv (2.91)donc le boson de Goldstone, en termes des nouvelles variables, se transformeavec une rotation plus une translation. Pour avoir invariance par rapport àla translation d'un champ, le potentiel V doit être plat dans cette directionet ceci signiﬁe à son tour que la translation ne coûte aucune énergie et laparticule est donc sans masse.On va maintenant analyser le même modèle dans le cas d'une symétrielocale (symétrie de jauge). L'invariance sous transformations du champ duboson de Goldstone devient
δφ2(x) = α(x)χ(x) + α(x)v (2.92)et puisque α(x) est une fonction arbitraire de l'espacetemps on peut lachoisir de façon à faire disparaître φ2. Pour le voir en détail on peut passeren coordonnés polaires :
ρ =
√
φ21 + φ
2
2 , θ = arcsin
φ2
ρ
(2.93)la transformation sous rotations ﬁnies étant
ρ→ ρ , θ → θ + α . (2.94)Dans le cas inﬁnitésimal les deux systèmes de coordonnés coïncident :
ρ =
√
φ22 + χ
2 + 2vχ+ v2 ∼ v + χ , θ ∼ φ2
χ+ v
∼ φ2
v
. (2.95)41
Pour rendre la théorie invariante sous les transformations locales
θ(x)→ θ(x) + α(x) (2.96)et avec le choix α(x) = −θ(x) on peut éliminer complètement le champ θ(x)de la théorie.Pour construire explicitement la théorie avec invariance locale il faut in-troduire un champ de jauge et des dérivés covariantes. Il est plus simple dechanger encore une fois de notation et d'écrire le doublet de champs scalairesréels en termes d'un champ complexe
φ =
1√
2
(φ1 + iφ2) , φ
† =
1√
2
(φ1 − iφ2) (2.97)et la rotation de O(2) devient une transformation de phase pour le champcomplexe φ
φ→ eiαφ . (2.98)Le lagrangien du modèle (2.87) s'écrit dans les nouvelles variables
L = ∂µφ†∂µφ− µ2φ†φ− λ(φ†φ)2 . (2.99)Pour rendre le lagrangien invariant sous la transformation locale il faut in-troduire des dérivés covariantes
∂µφ→ (∂µ − igAµ)φ = Dµφ (2.100)et le terme cinétique pour le champ de jauge Aµ, on a donc
L = −1
4
FµνF
µν + (∂µ + igAµ)φ
† (∂µ − igAµ)φ− µ2φ†φ− λ(φ†φ)2 . (2.101)Il est diﬃcile de lire directement les masses des particules à partir de celagrangien parce qu'on a un terme de mélange Aµ∂µθ entre le boson deGoldstone θ et le boson de jauge Aµ. On peut par une transformation dejauge éliminer ce terme de mélange parce qu'on a vu qu'on peut éliminertotalement le boson de Goldstone du lagrangien. En coordonnés polaires
φ =
1√
2
ρ eiθ , φ† =
1√
2
ρ e−iθ . (2.102)La transformation de jauge qui élimine θ est
φ→ φ e−iθ (2.103)42
pour le champ scalaire et
Aµ → Aµ − 1
g
∂µθ (2.104)pour le champ de jauge. Le lagrangien devient
L = −1
4
FµνF
µν + (∂µ + igAµ)ρ(∂
µ − igAµ)ρ− µ
2
2
ρ2 − λ
4
ρ4 . (2.105)Il nous reste à faire la translation pour se placer autour du minimum ρ = χ+vet on peut voir que le terme de dérivée covariante génère un terme de massepour le champ de jauge
1
2
g2v2AµA
µ (2.106)donc le champ de jauge a une masse
m2A = g
2v2 (2.107)et le boson de Goldstone a disparu de la théorie. Le choix de jauge où leboson de Goldstone n'apparaît pas est appelé la jauge unitaire. Il faut noterque le nombre de degrés de liberté de la théorie n'a pas changé : au départon avait deux champs scalaires réels et les deux composantes d'un bosonde jauge sans masse. Après la transformation de jauge on a un seul champscalaire réel et les trois composantes d'un boson de jauge avec masse.En général, si le groupe global de la symétrie du lagrangien est G, H ⊂ Gle groupe d'invariance du vide et GW ⊂ G le groupe des symétries de jaugelocales (avec K = H ∩ GW 6= 0), on peut séparer les générateurs brisés de
G en deux catégories : TK ∈ K sont les générateurs associés aux bosons dejauge avec masse, les autres générateurs brisés correspondent à des bosonsde Goldstone sans masse. Les générateurs de GW non brisés correspondent àdes bosons de jauge sans masse.2.5.2 Exercice CConsidérer le lagrangien de la symétrie O(3) locale
L = −1
4
FµνF
µν +
1
2
(Dµ)ijφj(D
µ)ikφk − µ
2
2
φiφi − λ
4
(φiφi)
2 (2.108)avec dérivée covariante
(Dµ)ij = δij∂µ − ig (Ta)ijW aµ (2.109)43
et (Ta)ij = −i²aij. Choisir la solution avec brisure spontanée de la symétrie(µ2 < 0) et le vide de la théorie selon la direction 3 :
φi = v δi3 (2.110)et montrer que les deux champs de jaugeW µ1 et W µ2 associés aux générateursbrisés T1 et T2 ont une masse g2v2. Montrer aussi que W µ3 a masse nulle.2.6 Brisure dynamique de symétrieLa brisure dynamique de symétrie est une brisure spontanée avec unparamètre d'ordre qui est donné par la valeur moyenne sur le vide d'unopérateur composé plutôt qu'élémentaire. On a utilisé dans les sections pré-cédentes un champ scalaire comme opérateur élémentaire, mais on peut sedemander si cette option est vraiment celle utilisée par la nature pour labrisure de la symétrie électrofaible. Pour l'instant la recherche du boson deHiggs est en cours et on ne peut pas répondre à cette question, mais onpeut essayer de trouver d'autres mécanismes. On verra dans les extensionsdu modèle standard, à des énergies plus élevées que l'échelle électrofaible,que l'existence d'un secteur scalaire pose aussi des problèmes théoriques etn'est pas complètement satisfaisante dans le cadre du modèle standard.On a plusieurs exemples de brisure dynamique de symétrie. Un des plusconnus est le modèle de la supraconductivité. Historiquement la première ex-plication a été donnée en termes d'un champ scalaire (modèle de GinzburgLandau), mais ensuite l'étude microscopique de la théorie a montré que cechamp scalaire était en réalité un champ composé, un état lié de deux fer-mions (théorie BCS de la supraconductivité). De cette façon on a obtenu uneexplication microscopique détaillée du phénomène qui n'était pas possibleavec l'approximation d'un champ scalaire. D'autre exemples existent dansle cas des interactions fortes, où les condensats des quarks jouent le rôle deparamètre d'ordre.Dans le cas des interactions électrofaibles plusieurs modèles dynamiquesont été proposés. Les plus simples, basés sur une dynamique de type QCD(les modèles de technicouleur) ne sont pas en accord avec les résultats desmesures de précision en physique électrofaible, mais d'autres dynamiques ontété étudiées, avec des succès partiels. La diﬃculté pour trouver un modèledynamique par rapport aux modèles avec des scalaires élémentaires est dueà la nécessité d'expliquer l'origine de la masse des particules. Dans le modèle44
standard le boson de Higgs est responsable à la fois des masses des bosonsde jauge et des masses des fermions. Mais la masse des fermions est obtenueen choisissant des paramètres, les couplages de Yukawa. Dans un modèledynamique ces problèmes demandent une explication plus fondamentale.2.7 Solution des exercicesExercice AIl suﬃt de noter que
(Ti)jk = −i²ijk (2.111)pour pouvoir écrire explicitement les matrices (2.48).Exercice BUne expression invariante sous les transformations de SU(n) est donnéepar le produit scalaire dans l'espace vectoriel complexe
φiφ
i → (φi + i²jiφj) (φi − i²ikφk) = φiφi . (2.112)Le potentiel invariant renormalisable peut se construire à partir de cettecombinaison invariante
V (φ) = µ2φiφ
i +
λ
2
(
φiφ
i
)2
. (2.113)Pour µ2 < 0 le minimum du potentiel est donné par
φiφ
i =
√
−µ2
λ
≡ v . (2.114)La valeur dans le vide pour le champ scalaire est choisie dans la direction ndu potentiel
〈0|φi|0〉 = δin v (2.115)selon les indications données par l'exercice. La symétrie est brisée de la façonsuivante
SU(n)→ SU(n− 1) . (2.116)45
Le nombre de bosons de Goldstone est donné par le nombre de générateursbrisés de la théorie, à son tour donné par la diﬀérence entre le nombre degénérateurs de SU(n), n2 − 1 et de SU(n− 1), [(n− 1)2 − 1]
(n2 − 1)− [(n− 1)2 − 1] = 2n− 1 . (2.117)Pour étudier plus en détail la brisure de la symétrie on peut se placer auminimum par une translation du champ
φi = +δin v (2.118)et écrire le potentiel en termes des nouveaux champs. La partie quadratiquedu potentiel donne les termes de masse
µ2 (φ′iφ
′i) +
λ
2
[
v2(φn + φ
n)2 + 2v2(φ′iφ
′i)
]
= −µ
2
2
(φn + φ
n)2 . (2.119)Les champs φi sont complexes (deux dégrés de liberté pour chaque champ)et φi = φ∗i . Seulement la partie réelle de φn a une masse. Les autres 2n − 1champs sont les bosons de Goldstone sans masse.Avec deux multiplets de champs scalaires complexes on a quatre combi-naisons invariantes
φ1iφ
1i , φ2iφ
2i , φ1iφ
2i , φ2iφ
1i (2.120)pour construire le potentiel invariant. Le schéma de brisure de la symétrieest le suivant
SU(n)→ SU(n− 2) (2.121)avec
(n2 − 1)− [(n− 2)2 − 1] = 4n− 4 (2.122)bosons de Goldstone.Exercice CLe terme de masse pour les champs de jauge dans le lagrangien est
− 1
2
g2v2(Ta)i3(Tb)i3W
a
µW
aµ (2.123)et la matrice de masse
(M2W )ab = −g2v2(Ta)i3(Tb)i3 . (2.124)46
En utilisant (Ta)ij = −i²aij on obtient
(Ta)i3(Tb)i3 = −²ai3²bi3 = −(δab − δa3δb3) (2.125)et la forme explicite de la matrice de masse :
(M2W )ab = g
2v2(δab − δa3δb3) = g2v2
 1 0 00 1 0
0 0 0
 (2.126)donc les deux champs W µ1 et W µ2 associés aux générateurs brisés T1 et T2ont une masse g2v2 tandis que W µ3 a masse nulle puisqu'il est associé à lasymétrie non brisée O(2).2.8 BibliographieCours disponibles sur Internet:R.D. PecceiExact and Broken Symmetries in Particle Physicshttp://arxiv.org/abs/hep-ph/0002225S. DawsonIntroduction to Electroweak Symmetry Breakinghttp://arxiv.org/abs/hep-ph/9901280Livres :F. StrocchiElements of Quantum Mechanics of Inﬁnite SystemsPart C - Symmetry Breaking PhenomenaWorld Scientiﬁc
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Chapitre 3Lagrangien du modèle standardLe lagrangien du modèle standard est donné par
LSM = LYM + LD + LYukawa + LHiggs (3.1)et on va examiner chaque partie du lagrangien et ses symétries.3.1 Secteur de jaugeLe premier terme de droite de l'équation (3.1) est la partie cinétique deschamps de jauge :
LYM = − 1
4g21
BµνB
µν − 1
4g22
W aµνW
aµν − 1
4g23
GAµνG
Aµν (3.2)avec g1, g2, g3, les couplages respectivement de l'hypercharge, du spin isoto-pique (isospin) faible et de la couleur. Pour les tenseurs de l'équation précé-dente on a
Bµν = ∂µBν − ∂νBµ (3.3)pour l'hypercharge, avec Bµ le champ du boson vecteur de U(1) d'hyper-charge. Pour l'isospin :
W aµν = ∂µW
a
ν − ∂νW aµ − ²abcW bµW cν (3.4)avec W aµ (a = 1,2,3) les bosons vecteurs de SU(2) de l'isospin faible et ²abcla constante de structure antisymétrique de SU(2). Pour le groupe SU(3) decouleur
GAµν = ∂µA
A
ν − ∂νAAµ − fABCABµACν (3.5)48
AAµ (A = 1, . . . 8) les champs des gluons, fABC la constante de structureantisymétrique de SU(3).3.2 Secteur de DiracLe terme LD de l'équation (3.1) est la partie de Dirac pour les fermions,qui décrit la partie libre du lagrangien fermionique plus les interactions desfermions avec les bosons de jauge.On a vu dans le chapitre 1 que les interactions faibles ne respectent pas laparité. On va décrire les fermions de Dirac à quatre composantes en termesde spineurs de Weyl à deux composantes
Ψ =
(
ψL
ψR
) (3.6)pour rendre ce fait explicite. De plus cette notation sera utile ensuite pourl'étude de la supersymétrie. Pour plus de détails faire référence à la section10.1. Une façon intuitive de comprendre cette notation est en termes del'algèbre des transformations de Lorentz. Dans le cas des transformations àquatre dimensions de l'espacetemps, le groupe de Lorentz est généré pardeux facteurs SU(2), ~J + i ~K et ~J − i ~K où ~J est le moment angulaire et ~K levecteur des boosts 1. Il est facile de voir que les deux SU(2) sont liés par laconjugaison C ou par une transformation de parité P ( ~J → ~J et ~K → − ~K).Ils sont donc invariants sous une transformation de CP . On peut exploiterla conjugaison C pour écrire les deux types de fermions à deux composantesen termes d'un seul type:
ψ¯L ≡ σ2ψ∗R ψ¯R ≡ σ2ψ∗L (3.7)(σ2 matrice de Pauli). On a
C : ψL → σ2ψ∗R ψR → σ2ψ∗L (3.8)
P : ψL → ψR ψR → ψL (3.9)1. La possibilité d'individuer deux facteurs SU(2) n'implique pas que le groupe deLorentz soit le produit (ou la somme directe dans le langage des mathématiciens) de cedeux groupes SU(2). On peut montrer que le groupe de Lorentz SO(3,1) 6= SU(2)⊗SU(2).49
Les quarks et leptons du modèle standard en termes de multiplets de (SU(3)c,
SU(2)w, U(1)y) s'écrivent, en utilisant seulement des spineurs à deux com-posantes de type L :
Li =
(
νi
ei
)
L
∼ (1, 2, y1) (3.10)
e¯iL ∼ (1, 1, y2) (3.11)
Qi =
(
ui
di
)
L
∼ (3, 2, y3) (3.12)
u¯iL ∼ (3¯, 1, y4) (3.13)
d¯iL ∼ (3¯, 1, y5) (3.14)où (a, b, c) réfère à la notation des multiplets (SU(3)c, SU(2)w, U(1)y), i étantl'indice qui indique la famille. Pour l'instant les valeurs y1 . . . y5 de l'hyper-charge restent à déterminer. Le couplage des fermions aux champs de jaugeest fait avec des dérivées covariantes. Pour les champs de jauge on va utiliserune notation en termes de matrices
W˜µ =
1
2
W aµ τ
a A˜µ =
1
2
AAµλ
A (3.15)avec τa les matrices de SU(2)w (matrices de Pauli) et λA celles de SU(3)c(matrices de Gell-Mann). Dans la suite on va indiquer les matrices de Pauliavec τ i quand on fait référence aux matrices de SU(2)w et avec σi pour lespin.Les dérivées covariantes sont déﬁnies par
DµLi =
(
∂µ + iW˜µ + i
y1
2
Bµ
)
Li (3.16)
Dµe¯i =
(
∂µ +
i
2
y2Bµ
)
e¯i (3.17)
DµQi =
(
∂µ + iA˜µ + iW˜µ +
i
2
y3Bµ
)
Qi (3.18)
Dµu¯i =
(
∂µ − iA˜∗µ +
i
2
y4Bµ
)
u¯i (3.19)
Dµd¯i =
(
∂µ − iA˜∗µ +
i
2
y5Bµ
)
d¯i . (3.20)
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La partie de Dirac du lagrangien du modèle standard est
LD =
3∑
i=1
(
L†iσ
µDµLi + e¯
†
iσ
µDµe¯i +Q
†
iσ
µDµQi + u¯
†
iσ
µDµu¯i + d¯
†
iσ
µDµd¯i
)
.(3.21)3.3 Secteur de YukawaLe lagrangien LYM + LD a une symétrie plus grande que le lagrangiencomplet du modèle standard. Pour les multipletsMi des formules (3.10-3.14)une transformation par une matrice unitaire 3× 3
Mi →M ′i = UijMj (3.22)laisse LYM +LD invariant. Vu qu'on a 5 types de fermions dans les formules(3.10-3.14) la symétrie globale semble être
[U(3)]5 . (3.23)En réalité on verra que la symétrie de cette partie du lagrangien est plus petiteà cause des anomalies. En tout cas la symétrie (3.23) n'est pas respectée parla partie restante du lagrangien du Modèle standard puisque les interactionsde Yukawa brisent explicitement cette symétrie. L'interaction d'un champscalaire (doublet de SU(2)w) avec les fermions est donné par
φψ¯1ψ2 = φψ
†
1Rψ2L + φψ
†
1Lψ2R (3.24)où l'on a explicité les spineurs à 4 composantes en termes de spineurs à 2composantes et ψ¯ = ψ†γ0. La formule (3.24) montre que les interactions deYukawa mélangent des spineurs avec chiralité diﬀérente pour former des sin-gulets de couleur et doublets d'isospin qui sont ensuite couplés aux scalaires.3.3.1 Hypercharge et anomaliesLes valeurs de l'hypercharge restent à déterminer. Une façon de les dé-terminer est de s'assurer que le choix de l'hypercharge soit en accord avecles contraintes de renormalisabilité et de symétrie de la théorie. Les relationsde symétrie entre les fonctions de Green sont appelés identités de Ward. Larenormalisabilité d'une théorie dépend de façon critique de la compensation51
de divergences entre secteurs diﬀérents de la théorie, donc des identités deWard. Les corrections quantiques ne respectent pas forcement les symétriesde départ et dans ce cas on parle d'anomalie pour les identités de Ward.Au niveau quantique il faut s'assurer de l'absence d'anomalies pour lesidentités de Ward car elles empêchent la conservation d'un courant de jauge(la renormalisabilité de la théorie serait détruite).Pour vériﬁer l'absence d'anomalies il faut calculer des diagrammes àboucles. Par la suite on va se limiter à l'examen des diagrammes à triangle,puisque les contributions d'ordre supérieur ou avec un nombre plus élevéde lignes extérieures sont nulles si le diagramme triangle est nul. Il est pos-sible de voir de façon générale que les constantes de structure symétriques dugroupe interviennent dans le terme anormal lorsqu'on calcule les diagrammestriangles. Ceci permet de limiter le nombre de diagrammes à considérer. Legroupe SU(3) de couleur a des constantes de structure symétriques mais iln'a pas d'anomalies parce que le nombre de quarks et antiquarks gauches estle même et ceci garanti que chaque contribution d'un fermion dans la boucleest eﬀacée par la contribution de l'antifermion correspondant. Le groupe
SU(2) a seulement des constantes de structure antisymétriques, il ne donnedonc pas de contributions à l'anomalie. Le groupe U(1) de l'hypercharge peutpar contre donner lieu à des anomalies. On va donc examiner les diagrammesavec au moins un boson Y de U(1)y. On peut noter que les diagrammes quicontiennent une seule ligne avec un boson de SU(3)c ou SU(2)w sont nulsparce que les traces sur une seule matrice de ces groupes sont nulles.On a donc les contraintes suivantes sur l'hypercharge pour éliminer lesdiagrammes triangles :
Y
SU(3)
SU(3)
2 y3 + y4 + y5 = 0 (3.25)
Y
SU(2)
SU(2)
2 y1 + 2 · 3 y3 = 0 (3.26)
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Y
Y
Y
2 y31 + y
3
2 + 3 (2 y
3
3 + y
3
4 + y
3
5) = 0 (3.27)Dans la boucle fermionique du diagramme (3.25) seuls les quarks peuvent cir-culer parce que les lignes externes SU(3) du diagramme sont des gluons AAµ(les bosons de jauge de SU(3)) et seuls les fermions colorés sont couplés auxgluons. Le facteur 2 devant y3 est dû au fait que Qi est un doublet. Pour lediagramme (3.26) seuls les fermions avec une charge de SU(2) interviennent.Le facteur 3 devant y3 est dû à la couleur. Dans le diagramme (3.27) tousles fermions interviennent avec leur charge par rapport à U(1)y. Les hyper-charges interviennent de façon linéaire dans les équations obtenues à partirdes diagrammes (3.25) et (3.26) puisque un seul champ Y est présent dans lediagramme. Dans le cas de la formule (3.27) les hypercharges interviennentau cube à cause de la présence de trois champs Y .Ces conditions sont nécessaires mais pas suﬃsantes pour déterminer lesvaleurs de l'hypercharge. On pourra sélectionner les valeurs de l'hyperchargeaprès avoir examiné les interactions de Yukawa du modèle standard.3.3.2 Interactions de YukawaLa nécessité d'introduire des termes de Yukawa (termes de dimension 4avec deux spineurs et un champ scalaire) est due à l'impossibilité d'écrire destermes de masse qui sont invariants et renormalisables :
LTσ2e¯L , Q
Tσ2u¯L , Q
Tσ2d¯L (3.28)qui ne sont pas invariants par rapport à l'isospin faible. Une possibilité pourconstruire des termes de masse invariants est d'introduire un champ scalairedoublet d'isospin, le champ de Higgs :
H =
(
H1
H2
)
∼ (1, 2, yh) (3.29)et de construire des termes d'interaction scalairefermionfermion, les termesde Yukawa :
LYukawa = iY eijLTi σ2e¯jLH∗ + iY uijQTi σ2u¯jLτ2H + iY dijQTi σ2d¯jLH∗ + c.c. (3.30)53
avec Yij des matrices complexes 3 × 3 des couplages de Yukawa. Commeremarqué précédemment, τi désigne les matrices de Pauli de SU(2)w et σiles mêmes matrices de Pauli pour le spin. On verra dans la section suivantequ'après la brisure spontanée de la symétrie les termes de Yukawa donnentlieu à des termes d'interaction avec le champ scalaire mais aussi à des termesde masse.La conservation de l'hypercharge impose les relations suivantes :
yh = y1 + y2 = −(y3 + y4) = y3 + y5 (3.31)et si on ﬁxe yh = 1, un choix compatible avec les équations (3.25-3.27) est
y1 = −1 , y2 = +2 , y3 = +1/3 , y4 = −4/3 , y5 = 2/3 . (3.32)Les couplages de Yukawa Yij ne sont pas tous indépendants parce que desredéﬁnitions des champs sont possibles en utilisant les symétries globales de
LYM + LD. Toute matrice complexe peut s'écrire sous la forme :
Y e = U e TM eV e (3.33)avec U eU e† = V eV e† = 1 (U e et V e matrices unitaires) et M e matrice réellediagonale. Les matrices unitaires peuvent être absorbées par une redéﬁnitiondes champs:
L′ = U eL e¯′L = V
ee¯L (3.34)sans modiﬁer LYM + LD. Pour les leptons cette redéﬁnition rend LYukawadiagonal :
iyeiiL
T
i σ2e¯iH
∗ + c.c. (3.35)avec
M e =
 y
e
11 0 0
0 ye22 0
0 0 ye33
 . (3.36)Les termes de Yukawa brisent la symétrie globale U(3)×U(3) et ont seulementune invariance U(1) de phase
Li → eiαiLi e¯i → e−iαi e¯i (3.37)les αi s'interprétant comme les trois nombres leptoniques.Pour les quarks la redéﬁnition des champs de type up et down ne peutpas être faite de façon indépendante parce que les deux types d'interaction54
de Yukawa des quarks contiennent toujours Qi. Écrivons comme pour lesleptons :
Y u = UuTMuV u Y d = Ud TMdV d (3.38)et les champs de quarks
u¯→ V uu¯ d¯→ V dd¯ , (3.39)le doublet Qi peut être redéﬁni pour éliminer la matrice U restante dans undes deux termes d'interaction de Yukawa seulement au prix de faire appa-raître une matrice dans l'autre couplage :
iydiiQ
T
i σ2d¯iH
∗ + iyujjQ
T
i σ2Vjiu¯jτ2H (3.40)avec V = UuUd†. La matrice V est unitaire et a donc 9 paramètres indé-pendants au lieu de 18 à cause de la relation V†V = 1. Une simpliﬁcationultérieure est possible en utilisant la décomposition d'Euler
V = P TUP ′ (3.41)
P , P ′ étant des matrices diagonales de phase et U une matrice avec lesparamètres restants. Avec une redéﬁnition de phase des trois ui et des trois
di on peut penser éliminer complètement les 6 paramètres des matrices P , P ′mais en réalité on ne peut en déterminer que 5 (en général pour des matrices
n × n on peut éliminer n2 − 1 phases). On peut toujours mettre en facteurune phase commune :
u¯′L = e
iα
 e
iα1 0 0
0 eiα2 0
0 0 e−i(α1+α2)
 u¯L (3.42)
d¯′L = e
iβ
 e
iβ1 0 0
0 eiβ2 0
0 0 e−i(β1+β2)
 d¯L (3.43)La matrice V devient
V ′ = e−iα
 e
−iα1 0 0
0 e−iα2 0
0 0 ei(α1+α2)
 V
 e
iβ1 0 0
0 eiβ2 0
0 0 e−i(β1+β2)
 eiβ(3.44)55
donc une redéﬁnition des phases des champs des quarks peut éliminer les4 phases dans les deux matrices de l'équation précédente et la combinaison
α − β. Par contre la phase α + β n'apparaît pas. On a donc montré qu'ilreste une phase même après redéﬁnition des champs. Cette phase plus lestrois paramètres (angles) de la matrice U sont physiques.La seule symétrie restante dans le secteur des quarks de la symétrie globaled'origine est une phase U(1) commune à tous les quarks
Qi → eiδQi u¯i → e−iδu¯i d¯i → e−iδd¯i (3.45)qui correspond à un nombre quantique conservé, le nombre baryonique.3.4 Secteur de HiggsLe secteur de Higgs du lagrangien est utilisé pour la brisure spontanéede la symétrie électrofaible. La discussion du chapitre 2 nous indique qu'ilnous faut trois générateurs brisés pour donner une masse aux trois bosons dejauge W µi . Le groupe de jauge SU(2)w⊗U(1)y a quatre générateurs, donc levide doit laisser un générateur non brisé qu'on fera correspondre au groupe
U(1)em ⊂ SU(2)w⊗U(1)y et qui nous donnera un boson de jauge sans masse,le photon. On a vu dans la section précédente que la construction des termesde Yukawa nous a suggéré d'introduire un champ scalaire complexe doubletde SU(2)w. La partie de Higgs du lagrangien est
LHiggs = (DµH)† (DµH)− V (H) (3.46)avec
DµH =
(
∂µ + iW˜µ +
i
2
yhBµ
)
H (3.47)
V (H) = −µ2H†H + λ(H†H)2 . (3.48)Le potentiel V est le plus général possible renormalisable et invariant sous lasymétrie SU(2)w ⊗ U(1)y. Le doublet de Higgs est donné par
H =
(
φ+
φ0
)
∼ (1, 2, 1) (3.49)où (1, 2, 1) se réfère à la notation des multiplets (SU(3)c, SU(2)w, U(1)y).L'invariance du vide est celle de U(1)em donc une des composantes de ce56
doublet doit être un champ scalaire neutre pour la charge électrique. Onpeut vériﬁer que notre choix de la section précédente yh = 1 est en accordavec cette remarque. La relation entre la charge électrique, l'hypercharge etl'isospin est
Qem = I3w +
1
2
y . (3.50)Pour les deux composantes du doublet de Higgs on a
Qem(φ
+) =
1
2
+
1
2
yh = 1 (3.51)
Qem(φ
0) = −1
2
+
1
2
yh = 0 (3.52)on trouve donc la composante φ0 avec charge électrique zéro.3.4.1 Exercice ATrouver la valeur de la charge électrique pour les leptons dans le doublet
QL.3.4.2 Brisure spontanée de la symétrie électrofaibleAvec le choix des paramètres µ2 < 0 et λ > 0 le potentiel de Higgs a sesminima sur la surface
|H|2min = −
µ2
2λ
=
v2
2
(3.53)avec v2 = −µ2/λ. On va choisir le vide
〈0|H|0〉 =
(
0
v√
2
) (3.54)et paramétrer les champs autour de ce vide avec
H = exp
(
i
v
ξi(x)σi
) ( 0
v+h(x)√
2
)
≡ U(x)H0 (3.55)où l'on a introduit les champs ξi(x) (i = 1, 2, 3) et h(x) qui s'annulent dansle vide. La matrice unitaire de phase U(x) est une transformation de jaugede SU(2) qui nous donne les résultats directement dans la jauge unitaire. La57
transformation de jauge correspondante sur les champs de jauge de SU(2) setrouve en étudiant la dérivée covariante
DµH =
(
∂µ + iW˜µ +
i
2
Bµ
)
U(x)
(
0
v+h(x)√
2
)
= U(x)U(x)†
(
∂µ + iW˜µ +
i
2
Bµ
)
U(x)
(
0
v+h(x)√
2
) (3.56)
= U(x)
(
∂µ + iW˜
′
µ +
i
2
Bµ
) ( 0
v+h(x)√
2
)où la dernière égalité s'obtient en prenant
W˜ ′µ = −iU(x)†∂µU(x) + U(x)†W˜µU(x) . (3.57)De cette façon la matrice U(x) disparaît complètement du lagrangien :
LHiggs = 1
2
∂µh ∂
µh+
1
8
(Bµ −W3µ) (Bµ −W µ3 ) (v + h)2
+
1
8
(W1µ − iW2µ) (W µ1 + iW µ2 ) (v + h)2
+ λv2h2 + λvh3 +
λ
4
h4 − λv
2
4
. (3.58)On peut lire le terme de masse pour le boson de Higgs
λv2h2 =
1
2
2λv2h2 =
1
2
m2hh
2 (3.59)on a donc
m2h = 2λv
2 , (3.60)mais il est diﬃcile de lire les termes de masse pour les bosons de jauge à causedes termes de mélange. Il faut déﬁnir des combinaisons linéaires appropriésdes champs pour éliminer les termes de mélange entre bosons de jauge. Avant,on va réintroduire les constantes de couplage qui étaient cachées dans leschamps
Bµ → g1Bµ , W˜µ → g2W˜µ , A˜Aµ → g3A˜Aµ . (3.61)On peut vériﬁer qu'avec cette déﬁnition les termes cinétiques des champs dejauge de l'équation (3.2) prennent la forme usuelle
LYM = −1
4
BµνB
µν − 1
4
W aµνW
aµν − 1
4
GAµνG
Aµν . (3.62)58
Pour trouver la forme diagonale des masses on va imposer dans le secteurchargé :
m2WW
+
µ W
−µ ≡ g
2
2v
2
8
(W1µ − iW2µ) (W µ1 + iW µ2 ) (3.63)et on a
W±µ =
1√
2
(W1µ ∓ iW2µ) (3.64)la masse des deux bosons de jauge chargés est
m2W =
g22v
2
4
. (3.65)Pour les bosons de jauge neutres par rapport à la charge électrique on doittrouver une combinaison linéaire sans masse qui correspond au photon
1
2
m2ZZµZ
µ +
1
2
0AµA
µ ≡ v
2
8
(g1Bµ − g2W3µ) (g1Bµ − g2W µ3 ) . (3.66)L'équation précédente peut s'écrire en fonction d'une matrice de masse
1
2
(Zµ, Aµ)
(
m2Z 0
0 0
) (
Zµ
Aµ
)
≡ v
2
8
(W3µ, Bµ)
(
g22 −g1g2
−g1g2 g21
) (
W µ3
Bµ
)(3.67)et le lien entre les deux descriptions se fait par une transformation orthogo-nale (
Zµ
Aµ
)
=
(
cos θw − sin θw
sin θw cos θw
) (
W µ3
Bµ
) (3.68)avec
cos θw ≡ g2√
g21 + g
2
2
sin θw ≡ g1√
g21 + g
2
2
(3.69)où θw est l'angle de Weinberg. La masse du photon est nulle et celle du boson
Z0 est égale à
m2Z =
v2
4
(g21 + g
2
2) . (3.70)La comparaison entre les formules (3.65) et (3.70) donne la relation, valableau niveau de l'arbre
m2W
m2Z
= cos2 θw . (3.71)Les couplages des fermions aux champs de jauge sont donnés par les dé-rivés covariantes. Pour les états de masse des quarks une matrice de mélange59
physique est présente dans l'interaction et une discussion détaillée est don-née dans la section 3.4.4. Dans le cas des leptons on obtient, pour les termestrilinéaires, des interactions électromagnétiques
Lem = −ieAµ (e†LσµeL + e†Rσ¯µeR) , (3.72)des interactions de courants faibles chargées
Lcc = i g2√
2
(
W−µ ν
†
eLσ
µeL +W
+
µ e
†
Lσ
µνeL
)
, (3.73)et des courants faibles neutres
Lcn = i g2
cos θw
Zµ
[
1
2
ν†eLσ
µνeL − 1
2
e†Lσ
µeL + sin
2 θw (e
†
Lσ
µeL + e
†
Rσ¯
µeR)
]
.(3.74)La formule précédente et la formule (3.71) permettent de voir que les inter-actions des courants chargés et neutres ont la même force d'interaction. Dansla section 3.4.5 on verra que cette égalité du couplage est la manifestationd'une symétrie.3.4.3 Exercice BDéﬁnir les champs scalaires par rapport au vide de la façon suivante :
H =
(
0
v√
2
)
+
(
φ+
h+iη√
2
)
≡ H0 +H ′ . (3.75)et trouver le spectre de masses des bosons de Goldstone et du champ deHiggs physique de la théorie.3.4.4 Couplages du boson de HiggsLe lagrangien de Higgs s'écrit en termes des nouveaux champs
LHiggs = 1
2
∂µh∂
µh+
1
2
m2ZZµZ
µ +m2WW
+
µ W
−µ
+
(
2h
v
+
h2
v2
)(
1
2
m2ZZµZ
µ +m2WW
+
µ W
−µ
)
+ V (3.76)ce qui montre que le champ scalaire de Higgs ne se couple pas au photon etque le couplage aux bosons de jauge massifs est proportionnel aux carrés desmasses de ces bosons. 60
Les couplages aux fermions s'obtiennent dans la jauge unitaire à partirdes termes de Yukawa. Par exemple dans le cas des leptons
LeYukawa = iyeiiLTi σ2e¯iH∗ + c.c. = iyeiiLTi σ2e¯iU∗(x)H0 + c.c. (3.77)En utilisant l'hermiticité de la matrice U∗ = (U †)T on peut déﬁnir des nou-veaux champs L′i = U †Li et la matrice U disparaît du lagrangien (on peutvériﬁer que ceci est valable aussi pour la partie cinétique des fermions)
LeYukawa = iyeiiL′Ti σ2e¯iH0 + c.c. = iyeiiL′T2iσ2e¯i
(
v + h√
2
)
+ c.c. (3.78)En utilisant e¯Li = −σ2e∗Ri et les déﬁnitions
eRi = (eR, µR, τR) , L
′
2iL = (eL, µL, τL) (3.79)pour les noms des leptons chargés on a
LeYukawa =
i√
2
(v + h)
(
ye11e
†
ReL + y
e
22µ
†
RµL + y
e
33τ
†
RτL
)
+ c.c. (3.80)On peut lire les masses des leptons chargés
v√
2
yeii = (me,mµ,mτ ) . (3.81)La notation de Dirac à quatre dimensions pour les spineurs permet d'écrireles couplages de Yukawa sous la forme
LeYukawa = i
v + h
v
(mee¯e+mµµ¯µ+mτ τ¯ τ) . (3.82)Pour les quarks de type up
LuYukawa = iyujjQTi σ2Vjiu¯′jτ2H + c.c. = iyujjQTi σ2Vjiu¯jτ2UH0 + c.c. (3.83)et avec τ2τiτ2 = −τ ∗i
τ2U = U
∗τ2 = (U †)T τ2 (3.84)on peut donc faire disparaître U dans une redéﬁnition du champ Q′i = U †Qi :
LuYukawa = iyujjQ′Ti σ2Vjiu¯′jτ2H0+c.c. =
i√
2
yujjQ
′T
1iσ2Vjiu¯′j(v+h)+c.c. (3.85)61
avec V la matrice unitaire de mélange de de CabibboKobayashiMaskawa(CKM) :
V =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (3.86)Si on déﬁnit les états propres de masse
uL = V1iQ′1i , cL = V2iQ′1i , tL = V3iQ′1i (3.87)
u¯1 = iσ2u
∗
R , u¯2 = iσ2c
∗
R , u¯3 = iσ2t
∗
R , (3.88)on peut écrire les couplages de Yukawa avec la notation des spineurs de Diracà 4 composantes :
LuYukawa = i
v + h
v
(muu¯u+mcc¯c+mtt¯t) (3.89)avec les masses
yujj
v√
2
= (mu,mc,mt) . (3.90)La matrice CKM a été éliminée des termes de masse par une redéﬁnition deschamps, mais elle ne peut pas être complètement éliminée du lagrangien etva donc intervenir dans les termes d'interaction.Pour les quarks de type down on n'a pas la complication de la matrice Vpuisqu'on l'a associée aux quarks de type up :
LdYukawa = iyujjQ′Ti σ2d¯iH∗ + c.c. (3.91)En notation de Dirac à quatre composantes pour les spineurs on obtient
LdYukawa = i
v + h
v
(
mdd¯d+mss¯s+mbb¯b
) (3.92)avec les masses
ydjj
v√
2
= (md,ms,mb) . (3.93)Le résultat de cette analyse des couplages montre que le boson de Higgsest couplé de façon universelle avec un couplage qui est proportionnel auxmasses. 62
3.4.5 Symétrie custodialeLa partie de Higgs LHiggs du lagrangien du modèle standard a une sy-métrie SU(2)R qui n'est pas respectée par les autres termes du lagrangien.Néanmoins cette symétrie a des conséquences importantes. Pour mettre enévidence cette symétrie on va écrire le doublet de champs scalaires complexes
H en termes de quatre champs réels :
H =
(
h1 + ih2
h3 + ih4
) (3.94)et on va utiliser la même description pour le doublet avec hypercharge oppo-sée
H¯ = −iτ2H∗ =
( −h3 + ih4
h1 − ih2
)
. (3.95)On peut former une matrice à partir de ces deux doublets
H =
(
h1 + ih2 −h3 + ih4
h3 + ih4 h1 − ih2
) (3.96)laquelle se transforme de la façon suivante :
H → ULHUR (3.97)sous des transformations UL du groupe de jauge SU(2)L et UR du groupe glo-bal SU(2)R. Ces deux transformations de SU(2) sur la matrice se combinentpour donner une symétrie SO(4) qui agit sur les quatre composantes réellesdu champ de Higgs. Il suﬃt de remarquer que le potentiel de Higgs contientseulement la combinaison des champs qui est invariante sous SO(4) :
H†H =
1
2
Tr(H†H) = detH = h21 + h22 + h23 + h24 . (3.98)Les deux colonnes de la matrice (3.96) sont d'hypercharge opposée et doncla symétrie SU(2)R (qui s'applique aux colonnes de la matrice) n'est pasrespectée par les interactions d'hypercharge. Le modèle standard respecte lasymétrie SU(2)R seulement dans la limite où l'on néglige l'électromagnétisme(g1 = 0) et les interactions de Yukawa (Y e = 0, Y u − Y d = 0). Même si onnéglige cette brisure explicite, la brisure spontanée de la symétrie électrofaibledonne SU(2)L ⊗ SU(2)R → SU(2)L+R en termes des doublets complexes deHiggs ou SO(4)→ SO(3) en termes de la notation avec les champs réels.63
Cette symétrie résiduelle est appelé custodiale puisque elle garantit l'éga-lité, au niveau de l'arbre, de la force d'interaction pour les courants chargéset neutres.On a vu que la théorie de Fermi était donnée par des interactions àquatre fermions, qu'on peut maintenant écrire (avec la notation des spineursà quatre composantes de Dirac) comme une théorie eﬀective due à l'échanged'un boson de jauge
LW = g
2
2
m2W
Jµ−W J
+
µW =
g22
2m2W
(e¯Lγ
µνL + d¯Lγ
µuL)(ν¯LγµeL + u¯Lγ
µdL) . (3.99)Ce lagrangien eﬀectif s'obtient dans la limite mW ,mZ → 0 qui correspondaux interactions à des énergies beaucoup plus petites que la masse des bosonsde jauge, par le produit des courants (3.73) :
LW ∼ 1
2
∫
Lcc ⊗ Lcc (3.100)où le propagateur du bosonW devient dans la limite un δ de Dirac qui éliminel'intégrale et introduit un coeﬃcient 1/m2W . Le modèle standard prédit aussil'existence des courants neutres
LZ = g
2
2
m2Z
JµZJµZ =
8GF√
2
∑
f
f¯γµ(T 3 −Q sin2 θw)f
2 (3.101)avec la constante de Fermi
GF√
2
=
g22
8m2W
. (3.102)Si on déﬁnit les courants en fonction des générateurs de SU(2)w
Jµa =
∑
f
f¯γµTaf (3.103)avec
Jµ±W = J
µ
1 ∓ iJµ2 (3.104)on peut écrire
LW + LZ = 8GF√
2
(
Jµ1
2 + Jµ2
2 + (Jµ3 − sin2 θw Jµem)2
)
. (3.105)Dans la limite g1 → 0 ou sin2 θw → 0 on voit bien la symétrie résiduelle O(3)(ou SU(2)L+R) qui montre aussi que les bosons de jauge W a se transforment64
comme un triplet de la symétrie custodiale et ont dans cette limite la mêmemasse. Si on réintroduit l'hypercharge (g1 6= 0) la symétrie est explicitementbrisée mais le coeﬃcient devant les courants reste le même
g22
m2W
=
g22
m2Z cos
2 θw
. (3.106)On introduit un paramètre ρ
ρ ≡ m
2
W
m2Z cos
2 θw
(3.107)qui vaut 1 au niveau de l'arbre, mais qui est modiﬁé par les correctionsquantiques à cause des termes d'interaction qui ne respectent pas la symétriecustodiale. La relation (3.107) est une conséquence du choix du champ deHiggs comme doublet de SU(2)w. Si le champ de Higgs appartient à unereprésentation de spin r de SU(2)w (T aT a = r(r+ 1)) les masses des bosonsvecteurs sont
m2W =
g22v
2
2
[r(r + 1)− T 23 ] (3.108)
m2Z = (g
2
1 + g
2
2) v
2 T 23 . (3.109)Ce résultat peut se généraliser au cas de plusieurs multiplets. Si les champsde Higgs sont dans des doublets de SU(2) (r = 1/2, T 23 = 1/4) la relation
ρ = 1 au niveau de l'arbre est respectée. Une mesure précise de ρ et le calculdétaillé des corrections à boucles permettent d'avoir des informations sur lareprésentation du secteur de Higgs.Le plus grand eﬀet de brisure de la symétrie custodiale est dû à la diﬀé-rence de masse entre les quarks t et b. On peut le voir avec le terme d'inter-action de Yukawa sous la forme
L(u,d)Yukawa = QTσ2
(
Y u + Y d
2
(u¯H + d¯H¯) +
Y u − Y d
2
(u¯H − d¯H¯)
)
. (3.110)Le premier terme est invariant, par contre le deuxième brise SU(2)R. Dansla brisure de la symétrie électrofaible on aura des termes de masse et ladiﬀérence de masse la plus grande donnera la contribution la plus importanteà la brisure explicite de SU(2)R. 65
3.5 Solution des exercicesExercice AEn utilisant la formule
Qem = I3w +
1
2
y . (3.111)on trouve
Qem
(
νe
e
)
L
=
[(
1/2 0
0 −1/2
)
+
−1
2
(
1 0
0 −1
)](
νe
e
)
L
=
(
0
−e
)
L
.(3.112)Donc le neutrino a une charge électrique nulle et l'électron a une charge −1.Exercice BOn obtient
|H|2 = v
2
2
+ vh+ |φ+|2h
2 + η2
2
(3.113)et le potentiel de Higgs devient
V = −µ
4
4λ
+λv2h2+2λvh
(
|φ+|2 + h
2 + η2
2
)
+λ
(
|φ+|2 + h
2 + η2
2
)2 (3.114)ce qui nous permet de lire les masses
m2η = mφ+ = mφ− = 0 (3.115)
m2h = 2λv
2 = −2µ2 (3.116)avec φ− = φ+†. On a donc un scalaire physique h avec masse (le champ deHiggs) et trois bosons de Goldstone sans masse qui peuvent être éliminés parune transformation de jauge.3.6 BibliographieCours disponibles sur Internet: 66
G. AltarelliThe Standard Electroweak Theory and Beyondhttp://arxiv.org/abs/hep-ph/0011078R. CasalbuoniThe Standard Model of Electroweak Interactionshttp://arturo.ﬁ.infn.it/casalbuoni/corso.pdfLivres :P. RamondJourneys Beyond the Standard ModelPerseus Books
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Chapitre 4Le modèle standard au niveau del'arbreLe modèle standard explique les résultats des mesures de la physiqueélectrofaible en termes d'un nombre limité de paramètres. Dans le secteurde jauge on a les deux constantes de couplage g1 et g2, dans le potentielde Higgs µ et λ, qu'on peut exprimer en termes des deux paramètres plusphysiques v = √−µ2/λ et mh = √−2µ2. Dans le secteur de Yukawa on ales matrices de couplages qui donnent lieu aux masses et aux paramètres demélange. Si on néglige la masse des neutrinos, on a 3 masses pour les leptonschargés, 6 masses pour les quarks et 4 angles de mélange. On a au total 17paramètres (on ne prend pas en compte ici la chromodynamique quantiquedes interactions fortes).Les masses des particules du modèle standard sont toutes mesurées àl'exception de celle du boson de Higgs. Pour les neutrinos on sait que leurmasse n'est pas nulle puisque des phénomènes d'oscillation on été mis enévidence, mais la masse des neutrinos est très petite et on va la négliger pourl'instant. Par contre il ne faut pas oublier l'importance de cette découvertedu point de vue théorique : c'est le premier indice d'une physique au delà dumodèle standard.Les paramètres les plus importants pour mesurer la structure du modèlestandard sont ceux du secteur de jauge et de Higgs
g1, g2, v . (4.1)Le choix de ces paramètres plutôt que d'autres reliés à ces derniers n'a au-cune importance en principe. En pratique le choix est fait par rapport aux68
paramètres les mieux mesurés, qui sont utilisés pour prédire théoriquementd'autres paramètres et les comparer aux résultats expérimentaux. Avant lesrésultats de LEP les paramètres (4.1) étaient exprimés en termes des para-mètres mesurés à basse énergie
α =
e2
4pi
=
1
137.03599976(50)
, (4.2)
GF = 1.16639(1)× 10−5 GeV , (4.3)
sin2 θw = 0.23143(15) (4.4)avec α la constante de structure ﬁne et sin2 θw l'angle de Weinberg eﬀectif(les valeurs données ici sont celles de 2002 [15]). Avec les résultats de cesdernières années les masses des bosons Z et W ont été mesurées avec unetrès grande précision
mW = 80.423(39) GeV mZ = 91.1876(21) GeV (4.5)et les trois paramètres souvent choisis comme input sont (α, GF , mZ) ou (e,
mW , mZ). La grande précision des mesures implique que les eﬀets venantdes corrections dues aux boucles du modèle standard sont aussi à prendre enconsidération.4.1 Lagrangien et règles de FeynmanOn va écrire à nouveau le lagrangien du modèle standard en utilisant lesfermions de Dirac à quatre composantes dans le cas d'une seule famille defermions. On a vu qu'avec le choix de la jauge unitaire on peut travailleravec seulement les particules physiques. Par contre pour traiter les eﬀetsquantiques il vaut mieux utiliser une jauge renormalisable. Pour cette rai-son on aura des particules non physiques dans le lagrangien et les règles deFeynman. Le lagrangien du modèle standard est donné par
LSM = LYM + LD + LHiggs + LYukawa + Lfix + Lghosts . (4.6)Pour les champs de jauge on a
LYM = −1
4
BµνB
µν − 1
4
W aµνW
aµν (4.7)69
et pour les fermions :
LD = ψ¯LiγµDµψL + ψ¯RiγµDµψR (4.8)avec dérivées covariantes
DµψL =
(
∂µ + ig2
τi
2
W iµ + ig1
y
2
Bµ
)
ψL (4.9)
DµψR =
(
∂µ + ig1
y
2
Bµ
)
ψR . (4.10)La partie de Higgs s'écrit
LHiggs = (DµΦ)†(DµΦ) + µ2Φ†Φ− λ
4
(Φ†Φ)2 (4.11)avec
Φ(x) =
(
φ+(x)
φ0(x)
) (4.12)et la dérivée covariante
DµΦ =
(
∂µ + ig2
τi
2
W iµ + ig1
y
2
Bµ
)
Φ . (4.13)Les interactions de Yukawa dans le cas d'une seule famille sont données par
LYukawa = −gl (ν¯Lφ+lR + l¯Rφ−νL + l¯Lφ0lR + l¯Rφ0∗lL)
− gd (u¯Lφ+dR + d¯Rφ−uL + d¯Lφ0dR + d¯Rφ0∗dL) (4.14)
− gu (u¯Rφ+dL + d¯Lφ−uR + u¯Rφ0uL + u¯Lφ0∗uR) .et après la brisure spontanée de la symétrie électrofaible, dans la jauge uni-taire, on a
LYukawa = −mf ψ¯fψf − mf
v
ψ¯fψfφ
0 (4.15)où le couplage de Yukawa gf est lié à la masse du fermion par la relation
gf√
2
=
mf
v
. (4.16)On va écrire les règles de Feynman en termes des champs physiques
W±µ =
1√
2
(W 1µ ± iW 2µ) (4.17)
Zµ = cos θwW
3
µ + sin θw Bµ (4.18)
Aµ = − sin θwW 3µ + cos θw Bµ (4.19)
Φ =
(
φ+(x)
(v +H(x) + iχ(x))/
√
2
) (4.20)70
au niveau de l'arbre l'angle de mélange de Weinberg est
cos θw =
g2√
g21 + g
2
2
=
mW
mZ
(4.21)et les masses de ces champs sont
mW =
1
2
g2v (4.22)
mZ =
1
2
√
g21 + g
2
2 v (4.23)
mA = 0 (4.24)
mH =
√
2µ . (4.25)La charge électrique peut s'exprimer en fonction des couplages de jauge
e =
g1g2√
g21 + g
2
2
(4.26)où
g1 =
e
cos θw
g2 =
e
sin θw
. (4.27)La limite de basse énergie du modèle standard donne la relation avec laconstante de Fermi
Gf√
2
=
e2
8 sin2 θwm2W
(4.28)Pour la partie de ﬁxation de la jauge
Lfix = − 1
2ξW
(
∂µW+µ − imW ξWφ+
) (
∂µW−µ + imW ξWφ
−)
− 1
2ξZ
(∂µZµ −mZξZχ)2 − 1
2ξγ
(∂µAµ)
2
= −1
2
(
F 2γ + F
2
Z + 2F+F−
) (4.29)où φ± et χ sont les bosons de Goldstone qu'on peut éliminer dans le cas dela jauge unitaire, mais non avec le choix de jauge renormalisable qu'on a fait(jauge de 't Hooft).Pour compenser les eﬀets non physiques introduits avec les termes deﬁxation de jauge on utilise les champs des ghosts
Lghosts = ω¯α(x) δF
α
δθβ(x)
ωβ(x) (4.30)71
où ω±, ωZ , ωγ sont les ghosts, F les fonctions déﬁnies dans la formule (4.29)et θ les transformations de jauge inﬁnitésimales.4.1.1 Exemple : W− → e−ν¯eUn exemple de calcul au niveau de l'arbre avec le lagrangien du modèlestandard est la désintégration du boson W en électron et antineutrino élec-tronique. À partir des règles de Feynman qui sont données dans les tables dece chapitre on peut calculer l'amplitude :

ν¯e(q)
e−(p)
W−(k) M = u¯(p) ig
2
√
2
γµ(1− γ5) v(q) ²µ(k) (4.31)dont le module carré est
|M|2 = g
2
8
u¯(p) γµ(1− γ5) v(q)v¯(q) (1 + γ5)γρ u(p) ²µ(k)²∗ρ(k) . (4.32)Si on ne mesure pas les spins et les polarisations on peut faire la moyennesur les états initiaux et la somme sur les états ﬁnals∑
s
v(q,s) v¯(q,s) = q/−mνe (4.33)∑
s
u(p,s) u¯(p,s) = p/+me (4.34)
∑
λ
²∗µ(k, λ) ²ρ(k, λ) = −
(
gµρ − kµkρ
m2W
)
. (4.35)On a une trace à calculer
Tr[γµ(1− γ5)(p/+me)γρ(1− γ5)q/] = Tr[γµp/γρq/(1 + γ5)] (4.36)où l'on a pris mνe = 0. La trace donne le résultat
Tr[γµp/γρq/(1 + γ5)] = 4 (gµνgρσ + gµσgρν − gµρgσν + i²µνρσ) pνqσ . (4.37)Dans le repère où le W est au repos
p · k = m2e + p · q, q · k = p · q, p · q =
1
2
(m2W −m2e) . (4.38)72
La largeur diﬀérentielle est
dΓ =
g22mW
24 (2pi)2
(
1− m
2
e
m2W
) (
1 +
m2e
2m2W
)
δ(4)(k − p− q)d
3p
Ee
d3q
Eνe
. (4.39)L'intégrale sur les impulsions∫ d3p
Ee
d3q
Eνe
δ(4)(k − p− q) = 2pi
k2
(k2 −m2e) (4.40)ce qui donne pour la largeur totale W → eν¯e
Γ(W− → eν¯e) = GFm
3
W
6pi
√
2
(
1− m
2
e
m2W
)2 (
1 +
m2e
2m2W
)
' GFm
3
W
6pi
√
2
. (4.41)Pour la désintégration du W en quarks, si on néglige les masses des fermionsdans l'état ﬁnal, il suﬃt de considérer le facteur de couleur et l'élémentcorrespondant de la matrice de mélange CKM, par exemple
Γ(W− → u¯d) ' 3|Vud|2 Γ(W− → eν¯e) . (4.42)En sachant que mW < mt, la désintégration W− → t¯b est interdite et lalargeur totale en hadrons du W est donnée par
Γ(W− → hadrons) = Γ(W− → u¯d) + Γ(W− → c¯s) = 6Γ(W− → eν¯e)(4.43)où on a utilisé l'unitarité de la matrice CKM. La largeur totale du W estdonnée par (somme sur les trois désintégrations leptoniques et les deux dés-intégrations en quarks)
ΓW = 9Γ(W
− → eν¯e) . (4.44)En utilisant les valeurs numériques de la constante de Fermi et de la massedu W on obtient
ΓW = 2.09 GeV BR(W
− → eν¯e) = Γ(W
− → eν¯e)
ΓW
= 11.1% . (4.45)Les corrections de QCD modiﬁent légèrement ce résultat
ΓQCDW = 2.14 GeV BR
QCD(W− → eν¯e) = 10.8% . (4.46)On peut le comparer avec les données
ΓexpW = 2.118±0.042 GeV BRexp(W− → eν¯e) = (10.68±0.12)% . (4.47)73
4.1.2 Exemple : Z → ff¯La désintégration du boson Z se calcule de façon semblable à celle du W .Pour Z → νν¯ on peut calculer l'amplitude :

ν¯e(q)
νe(p)
Z(k) M = u¯(p) ig
4 cos θw
γµ (1− γ5) v(q) ²µ(k) , (4.48)et utiliser les calculs de la section précédente pour obtenir
Γ(Z → νeν¯e) = GF m
3
Z
12pi
√
2
= 165.9 MeV (4.49)qui est appelée la largeur invisible du Z puisqu'on ne peut pas mesurer di-rectement la désintégration en neutrinos (on l'obtient par diﬀérence entre lalargeur totale, déterminée à partir du proﬁl de la section eﬃcace en fonctionde l'énergie dans le centre de masse, et les largeurs partielles de désintégra-tion en particules visibles). Si on considère qu'on a trois types de neutri-nos on obtient Γinv = 497.7 MeV à comparer avec la valeur expérimentale
Γexpinv = 499.0 ± 1.5 MeV. Cette mesure a permis d'obtenir une vériﬁcationexpérimentale du nombre de neutrinos légers (avec mν < mZ/2) :
Γexpinv
Γ(Z → νeν¯e) = 2.994± 0.012 (4.50)avec inclusion des corrections radiatives et ﬁt des données du LEP.En général, en négligeant les masses des fermions, on a
Γ(Z → ff¯) = GFm
3
Z
24pi
√
2
(
|gfV |2 + |gfA|2
) (4.51)avec
geV = g
µ
V = g
τ
V = −1 + 4 sin2 θw geA = gµA = gτA = −1
guV = g
c
V = g
t
V = 1− 8/3 sin2 θw guA = gcA = gtA = 1
gdV = g
s
V = g
b
V = −1 + 4/3 sin2 θw gdA = gsA = gbA = −1
(4.52)et gνV = gνA = 1 pour tous les neutrinos. La largeur en électrons est
Γ(Z → e+e−) = GFm
3
Z
6pi
√
2
[(
−1
2
+ 2 sin2 θw
)2
+
1
4
]
= 84.8 MeV (4.53)74
à comparer avec la valeur expérimentale
Γexp(Z → l+l−) = 83.984± 0.086 MeV . (4.54)Les largeurs en quarks, en négligeant les masses, sont :
Γ(Z → uu¯) = GFm
3
ZNc
6pi
√
2
[(
1
2
− 4
3
sin2 θw
)2
+
1
4
]
= 295.8 MeV (4.55)
Γ(Z → dd¯) = GFm
3
ZNc
6pi
√
2
[(
−1
2
+
2
3
sin2 θw
)2
+
1
4
]
= 376.8 MeV .(4.56)Ces formules permettent d'obtenir la largeur en hadrons
Γ(Z → hadrons) ' 2Γ(Z → uu¯) + 3Γ(Z → dd¯) = 1722 MeV (4.57)et avec les corrections de QCD
ΓQCD(Z → hadrons) = 1787.8 MeV (4.58)à comparer avec le résultat expérimental
Γexp(Z → hadrons) = 1744.4± 2.0 MeV . (4.59)Les plus grandes diﬀérences entre les valeurs calculées et mesurées sont au ni-veau des quantités hadroniques, ceci à cause principalement des correctionsélectromagnétiques qui modiﬁent la valeur de sin2 θw. Les largeurs hadro-niques sont sensibles aux variations de sin2 θw par la partie vectorielle ducouplage (voir la formule (4.52) ou les tables des diagrammes de Feynman) :
γµ
(
1− 8
3
sin2 θw
)
pour les quarks de type up (4.60)
γµ
(
−1 + 4
3
sin2 θw
)
pour les quarks de type down. (4.61)Les leptons en dépendent aussi
γµ
(
−1 + 4 sin2 θw
) (4.62)mais sin2 θw ' 1/4 et le couplage est moins sensible aux variations de sin2 θw.Le couplage du neutrino ne dépend pas de sin2 θw.75
4.1.3 Exemple : νee− → νee−On a étudié la réaction νee− → νee− dans la théorie eﬀective de Fermiet avec un boson vecteur massif. Dans le cadre du modèle standard on adeux diagrammes de Feynman qui contribuent : un diagramme avec l'échangedu courant chargé par l'intermédiaire d'un boson de jauge chargé W et undeuxième diagramme avec l'échange du courant neutre dû au boson de jauge
Z :
W
e−(p)
νe(q)
νe(q
′)
e−(p′)
Z
νe(q)
e−(p)
νe(q
′)
e−(p′) (4.63)Avec le choix de jauge ξ = 1, l'amplitude est donnée par
MW = −g
2
8
[u¯(p′) γµ(1− γ5)u(q)] [u¯(q′) γν(1− γ5)u(p)]×
−igµν
(q − p′)2 −m2W
(4.64)
MZ = − g
2
16 cos2 θw
[u¯(p′) γµ[(−1 + 4 sin2 θw)− γ5]u(p)]×
[u¯(q′) γν(1− γ5)u(q)] −ig
µν
(p− p′)2 −m2Z
. (4.65)On va se limiter à des énergie petites par rapport aux masses de W et Z
MW ' −i g
2
8m2W
[u¯(p′) γµ(1− γ5)u(q)] [u¯(q′) γµ(1− γ5)u(p)] (4.66)
MZ ' −i g
2
16 cos2 θwm2Z
[u¯(p′) γµ[(−1 + 4 sin2 θw)− γ5]u(p)]×
[u¯(q′) γµ(1− γ5)u(q)] . (4.67)Les transformations de Fierz permettent d'écrire l'amplitude sous une formeplus simple. Les transformations de Fierz sont donnés par∑
i
fi (Γi)αβ(Γi)γδ =
∑
j
fˆj (Γj)αδ(Γj)γβ (4.68)76
où ΓS = 1, ΓV = γµ, ΓA = γµγ5, ΓP = γ5, ΓT = σµν et les coeﬃcients f sontreliés aux coeﬃcients fˆ par fˆSfˆVfˆTfˆA
fˆP
 =
1
4

1 4 12 −4 1
1 −2 0 −2 −1
1/2 0 −2 0 1/2
−1 −2 0 −2 1
1 −4 12 4 1


fS
fV
fT
fA
fP
 . (4.69)Une autre possibilité pour relier les deux éléments de matrice par la transfor-mation de Fierz sans faire référence à la formule précédente consiste à utiliserla décomposition d'une matrice 4× 4 sur la base des matrices γ
M = aI + a5γ5 + aαγ
α + a5αγ
αγ5 + aαβσ
αβ (4.70)où
σαβ =
1
4
(
γαγβ − γβγα
) (4.71)et
a = 1
4
Tr [M ] aα =
1
4
Tr [γαM ]
a5 =
1
4
Tr [γ5M ] a
5
α =
1
4
Tr [γ5γαM ]
aαβ =
1
4
Tr [σαβM ]
(4.72)Le produit des deux spineurs u(q)u¯(q′) de la formule (4.64) est un produitcolonne × ligne de deux vecteurs à quatre composantes, donc une matrice
4× 4. Avec M = u(q)u¯(q′) les coeﬃcients de la formule (4.70) sont
a =
1
4
Tr [u(q)u¯(q′)] =
1
4
u¯(q′)u(q)
a5 =
1
4
Tr [γ5u(q)u¯(q
′)] =
1
4
u¯(q′)γ5u(q)
aα =
1
4
Tr [γαu(q)u¯(q
′)] =
1
4
u¯(q′)γαu(q)
a5α =
1
4
Tr [γ5γαu(q)u¯(q
′)] =
1
4
u¯(q′)γ5γαu(q)
aαβ =
1
4
Tr [σαβu(q)u¯(q
′)] =
1
4
u¯(q′)σαβu(q) (4.73)La quantité à calculer est donc
u¯(p′) γµ(1−γ5)M γµ(1−γ5)u(p) = u¯(p′) γµ(1−γ5)M (1+γ5)γµ u(p) (4.74)77
mais
(1− γ5)X (1 + γ5) = 0 si X = I, γ5, σαβ (4.75)seulement aα et a5α restent à calculer explicitement:
aαγ
α + a5αγ
αγ5 =
1
2
(aα + a
5
α)γ
α(1 + γ5) +
1
2
(aα − a5α)γα(1− γ5) (4.76)et pour la même raison le dernier terme à droite ne contribue pas. Le coeﬃ-cient de la transformation est
1
2
(aα + a
5
α) =
1
8
[u¯(q′)γα(1− γ5)u(q)] (4.77)où γ5γα = −γαγ5. La transformation de Fierz est
[u¯(p′) γµ(1− γ5)u(q)][u¯(q′) γµ(1− γ5)u(p)]
=
1
2
(aα + a
5
α) u¯(p
′) γµ(1− γ5) γα(1 + γ5) (1 + γ5)γµ u(p)
= 2(aα + a
5
α) u¯(p
′) (1 + γ5) γµγαγµ u(p) (4.78)et en utilisant γµγαγµ = −2γα on obtient
− u¯(q′)γα(1− γ5)u(q) u¯(p′) γα(1− γ5)u(p) . (4.79)Ces transformations permettent de combiner les deux éléments de matrice
MW +MZ = −iGF√
2
[u¯(p′) γµ(a+ bγ5)u(p)] [u¯(q′) γµ(1− γ5)u(q)] . (4.80)avec
a = 2 sin2 θw − 3
2
b =
1
2
. (4.81)Sans évaluer la section eﬃcace on peut comparer ce résultat avec la théorie
V − A qui prédit |a| = 1 et |b| = 1.4.2 Le théorème d'équivalenceAvec le mécanisme de Higgs on a construit des particules de spin 1 avecmasse à partir de bosons de jauge sans masse grâce à la brisure spontanée dela symétrie de jauge. On peut essayer d'analyser le mécanisme de Higgs en78
fonction des composantes du boson vectoriel. Dans la suite on va travaillerdans une jauge covariante.Un boson vecteur est décrit par un vecteur à quatre composantes. Dans lecas d'un boson vecteur sans masse, comme le photon en électrodynamique,seulement deux composantes sont physiques. Ceci est possible puisque lacomposante non-physique à norme négative est eﬀacée par la contributionopposée d'une des trois composantes à norme positive. Cette compensationexacte des termes non-physiques de la théorie est garantie par l'invariance dejauge. Pour une théorie nonabélienne le mécanisme est le même, mais on ades paires supplémentaires d'états à considérer, les ghosts de la quantiﬁcationde la théorie nonabélienne.Pour un boson vectoriel avec masse, trois composantes sont physiques,donc la composante à norme négative doit être compensée par un nouveauterme, le boson de Goldstone. De façon schématique on peut écrire la proba-bilité d'émission d'un boson vectoriel massif en fonction de ses deux polari-sations transverses, de sa polarisation longitudinale, de la polarisation de lacomposante à norme négative (la polarisation timelike) et de la probabilitéd'émission d'un boson de Goldstone
|²T1 · M|2 + |²T2 · M|2 + |²L · M|2 − |²t · M|2 + |Mpi|2 . (4.82)Le courant pour l'émission d'un boson de jauge avec masse est donné par
Jµ(q) =Mµ − igv qµ iM
q2
. (4.83)La première contribution est l'émission directe d'un boson de jauge, la deuxièmeest le couplage d'un boson de Goldstone au courant 1. Pour un courant spon-tanément brisé, l'équation du mouvement ∂µJµ = 0 reste valable et implique
qµMµ + gvMpi = 0 (4.84)Cette équation, en sachant que la polarisation ²µt = qµ/m avecm = gv, donnela relation nécessaire pour éliminer l'état à norme négative
|²t · M|2 = |Mpi|2 . (4.85)1. Le courant peut créer ou détruire un boson de Goldstone sans avoir besoin de la pré-sence d'autres particules. Il s'agit d'une propriété caractéristique des bosons de Goldstone.79
Si maintenant on reconsidère la formule (1.127) pour le vecteur de polarisa-tion longitudinale on peut voir qu'il est du type
²µL =
qµ
m
+O
(
m
q
)
. (4.86)Les composantes de ce vecteur augmentent avec l'énergie, mais on peut aussiremarquer que
²L · M ' ²t · M =Mpi . (4.87)Cette formule constitue le théorème d'équivalence : à haute énergie la brisurespontanée de la symétrie devient insigniﬁante et montre que les bosons avecmasse sont la combinaison d'un boson de spin 1 sans masse (partie transverse)et d'un boson de Goldstone (partie longitudinale). Puisque à haute énergiela partie longitudinale domine, on peut utiliser directement les bosons deGoldstone pour faire des calculs simpliﬁés qui donnent le résultat à l'ordredominant dans un développement en énergie.4.2.1 Exercice ACalculer la largeur de désintégration t → Wb donnée par le diagrammede Feynman t
W
b (4.88)en supposant que l'on prenne pas en considération la couleur et que l'ondétermine pas le spin des particules (moyenne sur les états initiaux et sommesur les états ﬁnals) et de négliger la masse du quark b par rapport à la massedu boson W et du quark t.Faire ensuite le calcul en remplaçant le boson W± par sa partie longitu-dinale, le boson de Goldstone φ±
t
φ
b (4.89)et vériﬁer que le résultat est le même à l'ordre dominant du développementen série en mW/mt, comme prévu par le théorème d'équivalence.80
4.2.2 Exercice BLe lagrangien pour un doublet scalaire complexe φ est donné par
L = (∂µφ)†(∂µφ) + µ2φ†φ− λ(φ†φ)2 (4.90)avec
φ =
(
φ+
φ0
)
. (4.91)Montrer que si on écrit les champs complexes en fonction des composantesréelles
φ =
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
. (4.92)le lagrangien est explicitement invariant sous transformations de O(4).Écrire ensuite le lagrangien en fonction de
pi = (φ1, φ2, φ4), σ = φ3 (4.93)et dans la brisure spontanée de symétrie
σ = v + h (4.94)où v2 = µ2/λ est la valeur dans le vide du champ σ. Utiliser le lagrangienen fonction des champs h et pi pour calculer les largeurs de désintégration
h→ pi+pi−, h→ pi0pi0
h
pi+
pi− h
pi0
pi0 (4.95)où
pi± =
1√
2
(pi1 ∓ ipi2) , pi0 = pi3 . (4.96)Montrer que le calcul de la largeur de désintégration du modèle standard
h→ W+W− h
W+
W− (4.97)dans la limite Mh À MW donne le même résultat que le calcul précédentpour h→ pi+pi− en accord avec le théorème d'équivalence.81
4.3 Solution des exercicesExercice AL'élément de matrice pour la désintégration du quark top est
M =
ig
2
√
2
u¯(q) γµ (1− γ5)u(p) ²∗µ(k) Vtb (4.98)où p est l'impulsion du quark top, q celle du quark b et k celle du bosonW depolarisation ²∗(k). Par la suite on ne va pas indiquer le mélange Vtb puisquesa valeur numérique est ' 1. Le module carré de l'élément de matrice Mavec somme sur les états ﬁnals et moyenne sur les états initiaux donne
|M¯ |2 = g
2
2
(qµpν + qνpµ − gµνp · q) ∑
pol
²∗µ(k) ²ν(k) (4.99)où ∑
pol
²∗µ(k) ²ν(k) = −gµν +
kµkν
m2W
. (4.100)Le résultat des contractions des indices est
|M¯ |2 = g
2
2
(
p · q + 2 k · q k · p
m2W
)
. (4.101)Dans la limite mb = 0 les produits scalaires donnent
2 q · p = 2 q · k = m2t −m2W (4.102)
2 k · p = m2t +m2W (4.103)et
|M¯ |2 = g
2
4
m4t
m2W
(
1− m
2
W
m2t
) (
1 + 2
m2W
m2t
)
. (4.104)La largeur de désintégration peut se calculer à l'aide des formules de l'ap-pendice
dΓ
dΩ
=
1
32pi2
|M¯ |2 |p1|
m2t
(4.105)
|p1| = 1
2mt
√
[m2t − (mW +mb)2] [m2t − (mW −mb)2]
' mt
2
(
1− m
2
W
m2t
)
. (4.106)82
La largeur totale s'obtient en intégrant la largeur diﬀérentielle
Γ =
g2
64pi
m3t
m2W
(
1− m
2
W
m2t
)2 (
1 + 2
m2W
m2t
)
. (4.107)Le calcul avec la partie longitudinale φ± donne
M = −i g mt
2
√
2mW
u¯(q) (1 + γ5)u(p) (4.108)dont le module carré est
|M¯ |2 = g
2m2t
2m2W
q · p . (4.109)La largeur totale est
Γ =
g2
64pi
m3t
m2W
(4.110)à comparer avec le résultat exact. On peut voir que le résultat à l'ordredominant du développement en série de mW/mt est le même.Exercice BLa formule (4.92) permet d'écrire
φ†φ =
1
2
(
φ21 + φ
2
2 + φ
2
3 + φ
2
4
)
=
1
2
(φ · φ)
∂µφ
†∂µφ =
1
2
(∂µφ · ∂µφ) (4.111)où φ = (φ1, φ2, φ3, φ4) est un vecteur de O(4). Le lagrangien peut s'écrire enfonction du produit scalaire de ce vecteur et de ses dérivées
L = ∂µφ · ∂µφ+ µ
2
2
(φ · φ)− λ
4
(φ · φ)2 . (4.112)Il est donc invariant sous transformations de O(4).Dans les nouvelles variables pi et σ on a
φ · φ = pi2 + σ2 (4.113)83
et le lagrangien devient
L = 1
2
[
(∂µpi)
2 + (∂µσ)
2
]
+
µ2
2
(
pi2 + σ2
)
− λ
4
(
pi2 + σ2
)2
. (4.114)Dans la brisure spontanée de symétrie σ = v + h le potentiel scalaire a laforme
V = −µ
2
2
(
pi2 + σ2
)
+
λ
4
(
pi2 + σ2
)2
=
1
2
2λv2 h2 + λv h
(
pi2 + h2
)
+
λ
4
(
pi2 + h2
)2 (4.115)et on peut lire directement du lagrangien la masse du boson de Higgs
m2h = 2λv
2 . (4.116)Les trois champs pi restent à masse nulle. Le lagrangien, en utilisant la massedu Higgs de la formule précédente, est
L = 1
2
[
(∂µpi)
2 + (∂µh)
2
]
− 1
2
m2hh
2 − m
2
h
2v
h
(
pi2 + h2
)
− m
2
h
8v2
(
pi2 + h2
)2
.(4.117)Les couplages du boson de Higgs à pi+, pi− et pi0 s'obtiennent en utilisantles formules (4.96) qui donnent pi2 = 2pi+pi− + pi0pi0 et pour les couplagesau boson de Higgs hpi+pi− et hpi0pi0 on obtient im2h/v. Le calcul des largeurscorrespondantes donne
Γ(h→ pi+pi−) = m
3
hGF
8
√
2pi
Γ(h→ pi0pi0) = m
3
hGF
16
√
2pi
. (4.118)L'amplitude hW+W− dans le modèle standard est
M = −igmW (²1 · ²2) (4.119)et le module carré de l'amplitude avec somme sur les polarisations des W
∑ |M |2 = g2m2W ∑(²1 · ²2)2 = g2m2W
(
−gµν + kµkν
m2W
) (
−gµν + k
′µk′ν
m2W
)
= g2m2W
(
2 +
(k · k′)2
m4W
) (4.120)84
où k et k′ sont les impulsions des deux W . En utilisant m2h = (k + k′)2 onpeut calculer le produit scalaire
k · k′ = 1
2
(
m2h − 2m2W
) (4.121)et le module carré de l'amplitude est∑ |M |2 = 2GF√
2
m2h
(
1− 4m
2
W
m2h
+ 12
m4W
m4h
)
. (4.122)La largeur peut se calculer en utilisant les formules de l'appendice
Γ(h→ W+W−) = m
3
hGF
8
√
2pi
(
1− 4m
2
W
m2h
+ 12
m4W
m4h
) (
1− 4m
2
W
m2h
)1/2
. (4.123)Ces résultat, dans la limite mh À mW , est en accord avec le résultat dans lathéorie scalaire, comme prévu par le théorème d'équivalence.4.4 BibliographieCours disponibles sur Internet:H. Spiesberger, M. Spira, P.M. ZerwasThe Standard Model: Physical Basis and Scattering Experimentshttp://arxiv.org/abs/hep-ph/0011255Z. KunsztBread and Butter Standard Modelhttp://arxiv.org/abs/hep-ph/0004103Livres :T.P. Cheng, L.F. LiGauge Theory of Elementary Particle PhysicsOxfordM.E. Peskin, D.V. SchroederAn Introduction to Quantum Field TheoryAddison Wesley 85
couleur isospin hypercharge charge el.SU(3) SU(2) U(1)Y U(1)emquarks qL = ( uLdL ) 3 2 1/3 2/3-1/3(spin 1/2) uR 3¯ 1 -4/3 -2/3
dR 3¯ 1 2/3 1/3leptons lL = ( νLeL ) 1 2 -1 0-1(spin 1/2) eR 1 1 2 1Higgs (spin 0) H 1 2 -1 0bosons de jauge g 8 1 0 0(spin 1) W 1,2,3 1 3 0 0, ±1
B 1 1 0 0Tab. 4.1  Nombres quantiques des particules dans le spectre physique dumodèle standard. La charge électrique est déﬁnie par la relation Qem =
T 3SU(2) + QY /2. Les nombres en caractère gras indiquent les multiplets, parexemple 3 signiﬁe triplet, 1 singulet etc. Pour les bosons de jauge, à cause dela diagonalisation des matrices de masse, les particules observées expérimen-talement sont des combinaisons linéaires de celles dans la table: le photon γet le boson Z0 sont une combinaison linéaire de W 3 et B, les bosons W± unecombinaison de W 1 et W 2. Pour le champ de Higgs, seul le boson de Higgsdans le spectre physique est indiqué, même s'il fait partie d'un doublet 2 deSU(2). 86
W± kµ ν −ik2−m2W+i² [gµν + (ξ − 1) kµkνk2−ξm2W ]
Z kµ ν −ik2−m2Z+i² [gµν + (ξ − 1) kµkνk2−ξm2Z ]
γ kµ ν −ik2+i² [gµν + (ξ − 1)kµkνk2 ]fermion p ip/−mf+i²
H k ik2−m2H+i²
φ± k ik2−ξm2W+i²
χ k ik2−ξm2Z+i²
ω± k −ik2−ξm2W+i²
ωZ k −ik2−ξm2Z+i²
ωγ k −ik2+i²Tab. 4.2  Les propagateurs des particules du modèle standard. Les fermions,
W±, Z, γ et H sont les particules physiques; φ± et χ sont les bosons deGoldstone qui peuvent être éliminés par un choix de jauge unitaire et quiconstituent la partie longitudinale des bosons de jauge W±, Z; les particules
ω sont les ghosts qui interviennent dans les calculs à boucles avec notre choixde jauge covariante. Les propagateurs sont simples avec le choix ξ = 1 (jaugede 't HooftFeynman). On peut éliminer les bosons de Goldstone avec lajauge unitaire (ξ =∞).
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vertex γll 
l
l
Aµ −ieγµ
vertex γqq 
q
q
Aµ ieQqγµ
vertex Zνν 
ν
ν
Z
ig
4 cos θw
γµ(1− γ5)
vertex Zll 
l
l
Z
ig
4 cos θw
γµ[(−1 + 4 sin2 θw)− γ5]
vertex Zuu 
u
u
Z
ig
4 cos θw
γµ
[(
1− 8
3
sin2 θw
)
+ γ5
]
vertex Zdd 
d
d
Z
ig
4 cos θw
γµ
[(
−1 + 4
3
sin2 θw
)
− γ5
]
Tab. 4.3  Les couplages trilinéaires du photon et du boson Z aux fermions.
l indique un lepton, q un quark, u un quark de type up (u, c, t), d un quarkde type down (d, s, b) et ν le neutrino.88
vertex W−νl 
ν
l
W− ig2√2γµ(1− γ5)
vertex W−ud 
u
d
W− ig2√2γµ(1− γ5)Vud
vertex Hll 
l
l
H
−ig
2mW
ml
vertex Huu 
u
u
H
−ig
2mW
mu
vertex Hdd 
d
d
H
−ig
2mW
md
Tab. 4.4  Les couplages trilinéaires du boson de Higgs et du boson W± auxfermions. La ligne du boson vecteur chargé W− est entrante dans le vertex.
Vud est l'élément de la matrice CKM pour les quarks de type u et d. Lesvertex pour les deux autres familles sont semblables. Pour le boson de Higgs
H le couplage est proportionnel à la masse de la particule avec laquelle ilinteragit.
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vertex φ−νl 
ν
l
φ− −ig
2
√
2mW
ml (1− γ5)
vertex φ−ud 
u
d
φ− −ig
2
√
2mW
[md(1− γ5)−mu(1 + γ5)]
vertex χll 
l
l
χ g
2mW
ml γ5
vertex χuu 
u
u
χ −g
2mW
mu γ5
vertex χdd 
d
d
χ g
2mW
md γ5
Tab. 4.5  Les couplages trilinéaires des bosons de Goldstone φ±, χ auxfermions.
90
vertex γW+W− 
W+ν (k2)
W−λ (k3)
Aµ(k1) −ieTµνλ
vertex ZW+W− 
W+ν (k2)
W−λ (k3)
Zµ(k1) −ig cos θwTµνλ
vertex W+W−W+W− 
W+µ
W+ν
W−ρ
W−λ
ig2Sµνρλ
vertex γγW+W− 
Aµ
Aν
W−ρ
W+λ
−ie2Sµνρλ
vertex ZZW+W− 
Zµ
Zν
W−ρ
W+λ
−g2 cos θwSµνρλ
Tab. 4.6  Les couplages trilinéaires et quadrilinéaires des bosons de jauge.Les impulsions des bosons sont entrantes dans les vertex. Les structurestensorielles sont Tµνλ = (k1 − k2)λ gµν + (k2 − k3)µ gνλ + (k3 − k1)ν gλµ et
Sµνλρ = 2 gµνgλρ − gµλgνρ − gµρgνλ.
91
vertex HW+W− 
W+ν
W−µ
H igmW gµν
vertex HZZ 
Zν
Zµ
Z
ig
cos θw
gµνmZ
vertex HHW+W− 
H
H
W+µ
W−ν
ig2
2
gµν
vertex HHZZ 
H
H
Zµ
Zν
ig2
2 cos2 θw
gµν
Tab. 4.7  Les couplages trilinéaires et quadrilinéaires du boson de Higgs. Lesimpulsions des bosons sont entrantes dans les vertex. D'autres diagrammesexistent pour les couplages des bosons de Goldstone φ±, χ et pour les cou-plages des ghosts avec les bosons de jauge.
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Chapitre 5Le modèle standard à une boucleLe lagrangien du modèle standard au niveau de l'arbre contient des pa-ramètres qui ne sont pas déterminés par la théorie. La déﬁnition de ces pa-ramètres et leur relation avec les quantités mesurables sont déterminées parla renormalisation. Au niveau des boucles les relations entre les paramètresdu lagrangien et les quantités mesurables sont diﬀérentes de celles au niveaude l'arbre. Les intégrales des calculs à boucles sont en général divergentes etil est nécessaire de trouver une méthode de régularisation, par exemple avecun cut-oﬀ ou régularisation dimensionnelle. La conséquence de la régulari-sation est que les relations entre les paramètres et les quantités mesurablesdépendent du cut-oﬀ. Les paramètres du lagrangien de départ (paramètresnus ou bare) n'ont donc aucune signiﬁcation physique. Pour pouvoir vériﬁerles prédictions de la théorie il faut examiner les relations entre les quantitésmesurables.Pour une étude détaillée de la renormalisation il faut introduire le groupede renormalisation. En théorie des champs les échelles sont couplées et onpeut écrire des équations d'évolution qui relient la renormalisation et lestransformations d'échelle. L'évolution des couplages prédite par le groupe derenormalisation et mesurée dans les expériences de haute énergie est le signedu non découplage de la structure à courte distance de la théorie. Dans lasuite on va se limiter au minimum indispensable pour les calculs sans entrerdans ce sujet en détail.Une possibilité pour travailler avec des quantités ﬁnies consiste à rem-placer les paramètres du lagrangien (paramètres nus) par des paramètresrenormalisés. Dans la renormalisation chaque paramètre nu g0 est remplacé93
par un paramètre renormalisé g
g0 = Zg g = g + δg (5.1)où la constante de renormalisation Zg diﬀère de l'unité par des contributions àune boucle. La décomposition (5.1) est arbitraire puisque seulement la partiedivergente est déterminée par la structure à une boucle de la théorie. Quellepartie ﬁnie reste dans g dépend du choix de la procédure de renormalisation.Si on écrit chaque constante de renormalisation sous la forme
Zi = 1 + δZi (5.2)le lagrangien peut s'écrire comme la somme d'une partie renormalisée etd'une partie de contretermes :
L(φ0, g0) = L(φ, g) + δL(φ, g, δZφ, δg) (5.3)où φ0, g0 caractérisent respectivement le champ et le couplage nus. Il estnécessaire de redéﬁnir aussi les champs pour avoir des fonctions de Greenﬁnies hors de la couche de masse. Pour le choix de la procédure de renorma-lisation on a plusieurs possibilités qui sont utilisées dans la littérature. Dansle cas de la QED il y a une procédure de renormalisation qui est plus utiliséeque les autres, la renormalisation on-shell puisque à basse énergie les massesdes particules donnent une échelle naturelle pour déterminer les paramètres.Les parties ﬁnies des contretermes sont déterminées par la contrainte queles propagateurs des fermions aient des pôles en correspondance des massesphysiques des particules et que la charge électrique soit celle mesurée à basseénergie dans la diﬀusion Compton. On va utiliser une généralisation de cetterenormalisation on-shell pour la théorie électrofaible. Cette procédure n'estpas toujours la plus eﬃcace, par exemple la masse des quarks légers ne peutpas être déterminée avec grande précision puisque les quarks sont conﬁnés etdonc on peut au mieux parler d'un paramètre eﬀectif.5.1 Les transformations BRSL'invariance de jauge de la théorie classique est en partie détruite parl'introduction des termes de ﬁxation de jauge et des ghosts. Le lagrangienquantique est invariant sous des transformations de jauge résiduelles, les94
transformations de BecchiRouetStora (BRS). Ces transformations de sy-métrie donnent lieu à des identités entre les fonctions de Green (identitésde Slavnov-Taylor) qui sont nécessaires pour vériﬁer l'unitarité de la théo-rie et pour formuler les conditions de renormalisation. On va examiner latransformation BRS avec un exemple.5.1.1 Exemple : SU(2) avec un doublet de fermionsOn considère une théorie SU(2) avec un doublet de fermions
L = −1
4
F aµνF
µν + ψ¯iγµDµψ −mψ¯ψ (5.4)avec
Dµψ = ∂µψ − igAaµT aψ (5.5)
F aµν = ∂µA
a
ν − ∂νAaµ + g²abcAbµAcν (5.6)et T a = τa/2 (a = 1, 2, 3). Ce lagrangien classique est invariant sous latransformation de jauge locale
δψ = −iT aθaψ (5.7)
δAaµ = ²
abcθbAcµ −
1
g
∂µθ
a . (5.8)Le lagrangien quantique est donné par le lagrangien classique (5.4) plus lestermes de ﬁxation de jauge et les ghosts :
Lfix = − 1
2ξ
(∂µAaµ)
2 (5.9)
Lghost = iω†a∂µ(δab∂µ − g²abcAcµ)ωb (5.10)
ω étant les champs de Grassmann complexes des ghosts (voir l'appendice).En termes de champs réels σ et ρ on a
ωa =
ρa + iσa√
2
(5.11)
ω†a =
ρa − iσa√
2
. (5.12)95
Les propriétés d'anticommutation des variables de Grassmann ρ2 = σ2 = 0,
ρσ = −σρ permettent d'écrire
Lghost = −i∂µρa(Dµσa) (5.13)
Dµσ
a = ∂µσ
a − g²abcσbAcµ . (5.14)L'action quantique est invariante sous des transformations de jauge avec unchoix particulier du paramètre θ = −gc σa avec c une variable de Grassmannindépendante de l'espacetemps. Cette transformation de jauge qui laissel'action invariante est donnée par
δAaµ = cDµσ
a (5.15)
δψ = igc (T aσa)ψ (5.16)
δσa = −g
2
c ²abcσbσc (5.17)
δρa = −i c
ξ
∂µAaµ (5.18)avec ξ comme paramètre de jauge. À partir des transformations (5.15-5.18)on peut déﬁnir des charges Q
δφ = cQφ (5.19)pour chaque champ
QAaµ = Dµσ
a (5.20)
Qψ = ig (T aσa)ψ (5.21)
Qσa = −g
2
²abcσbσc (5.22)
Qρa = − i
ξ
∂µAaµ (5.23)5.1.2 Charges BRS et états physiquesOn peut montrer que les charges BRS sont nilpotentes Q2φ = 0 et com-mutent avec le hamiltonien H. Ce fait a des conséquences physiques impor-tantes. Les états propres |ψ〉 de H peuvent être classiﬁés par rapport à Q entrois sousespaces :
{|ψ1〉} | Q|ψ1〉 6= 0 (5.24)
{|ψ2〉} | Q|ψ2〉 = 0 & |ψ2〉 = Q|ψ1〉 (5.25)
{|ψ3〉} | Q|ψ3〉 = 0 & |ψ3〉 6= Q|ψ1〉 (5.26)96
Si on sélectionne les états physiques par la condition
Q|ψphys〉 = 0 (5.27)on aura en général
|ψphys〉 = |ψ2〉+ |ψ3〉 (5.28)mais on peut montrer facilement que
〈ψ′2|ψ2〉 = 0 〈ψ2|ψ3〉 = 0 (5.29)donc
〈ψ′phys|ψphys〉 = 〈ψ′3|ψ3〉 . (5.30)Ce résultat implique que les états à norme zéro ne contribuent pas aux élé-ments de matrice physiques même si leur présence est nécessaire pour l'inva-riance de jauge et de Lorentz.5.1.3 Identités de SlavnovTaylorL'invariance sous les transformations BRS implique l'existence d'identitésentre les fonctions de Green. Du point de vue formel on peut regrouper leschamps du modèle standard sous le nom Φs et leur variation BRS
δΦs = (∆
α
s + g
αTαstΦt) δθ
α (5.31)où le terme nonhomogène ∆αs est présent seulement pour les champs dejauge, les Tα sont les matrices des générateurs de SU(2) ⊗ U(1), δθα estla transformation BRS. En termes de la variation BRS de la fonctionnellegénératrice W on a l'identité de SlavnovTaylor[
iFα
δ
iδJ
+ Jt
(
∆βt + gT
β
tt′
δ
iδJt′
)
δ2
iuαiu¯β
]
W [J,u,u¯]|u=u¯=0 = 0 (5.32)où u, u¯ sont les sources pour les ghosts, Js les sources pour les champs Φs. Les
Fα sont les fonctions de ﬁxation de jauge de la formule (4.29). Les relationsentre les fonctions de Green s'obtiennent par dérivation par rapport auxsources Js avant de mettre les sources à zéro : Js = 0. Ces relations sont lagénéralisation des identités de WardTakahashi pour l'électrodynamique.Un exemple des relations qu'on peut en déduire est
kµkν∆γµν = −i (5.33)97
pour le propagateur du photon. Pour extraire des relations entre les selfénergies Σ on peut séparer les parties transverses et longitudinale du propa-gateur du champ de jauge
∆γµν =
(
−gµν + kµkν
k2
)
∆γT (k
2)− kµkν
k2
∆γL(k
2) (5.34)en extrayant la partie libre du propagateur
∆γT,L(k
2) =
i
k2
(
1− ΣγT,L
1
k2
) (5.35)on obtient
k2ΣγL = 0 (5.36)qui garantit, en conséquence de l'invariance de jauge U(1)em, que la partielongitudinale de la selfénergie du photon est nulle comme en électrodyna-mique.En général ces relations réduisent le nombre de conditions de renormalisa-tion indépendantes à considérer et garantissent l'élimination des singularitésnon physiques, comme les parties longitudinales des champs de jauge et desghosts, dans les amplitudes physiques.5.1.4 Exercice AMontrer que les charges BRS (5.20-5.23) sont nilpotentes : Q2φ = 0.5.2 Renormalisation et contretermesLe traitement de la renormalisation à une boucle du modèle standarddemande aussi une analyse complète du secteur non physique de la théorie.Dans la suite on va se limiter aux amplitudes physiques à une boucle pourles fermions légers et notre discussion peut se faire sans référence au secteurnon physique. La renormalisation multiplicative pour les champs est
g1 = Z
B
1 (Z
B
2 )
−3/2 g1 0 (5.37)
g2 = Z
W
1 (Z
W
2 )
−3/2 g2 0 (5.38)
v =
√
ZΦ (v0 − δv0) (5.39)
µ2 = (ZΦ)−1 (µ20 − δµ20) (5.40)98
λ = (ZΦ)−2 Zλ λ0 (5.41)
gif = (Z
Φ)−1/2 Zi1 g
i
f 0 (5.42)
W aµ =
√
ZW2 W
a
µ 0 (5.43)
Bµ =
√
ZB2 Bµ 0 (5.44)
ψiL =
√
ZiL ψ
i
L 0 (5.45)
ψiR =
√
ZiR ψ
i
R 0 (5.46)
Φ =
√
ZΦΦ0 . (5.47)Cette renormalisation multiplicative est choisie de façon à respecter l'inva-riance de jauge avec le nombre minimal de constantes de renormalisationpour les champs. Les fonctions de Green renormalisées et les contretermessont aussi invariants de jauge. La renormalisation indépendante de la valeurdans le vide v absorbe le terme linéaire dans le potentiel de Higgs de façon àrespecter à une boucle la relation
v =
2µ√
λ
(5.48)pour les paramètres renormalisés. Une conséquence pratique de cette renor-malisation est l'élimination de certains diagrammes (tadpoles) dans les am-plitudes et les fonctions de Green renormalisées.Pour calculer les amplitudes physiques à une boucle il faut écrire le lagran-gien en termes des paramètres physiques et le séparer en une partie renor-malisée et une partie des contretermes. Le calcul en termes de diagrammesde Feynman doit prendre en compte ces deux parties. Les constantes Z sontdéterminés par les conditions de renormalisation choisies. Les résultats sontdes fonctions de Green ﬁnies en termes des paramètres physiques. Pour larenormalisation des champs et des masses il faut considérer les propagateursdes bosons de jauge et des fermions avec les contributions des selfénergies.5.2.1 Selfénergies des bosons de jaugeLes selfénergies Σij contribuent à la partie transverse des propagateurs
Dµν
DVµν(k) = −igµν
(
1
k2 −m2V
− 1
k2 −m2V
ΣV V (k2)
1
k2 −m2V
) (5.49)99
DγZµν (k) = +igµν
1
k2 −m2Z
ΣγZ(k2)
1
k2
(5.50)où V = γ, Z,W et où on a éliminé la partie longitudinale ∼ kµknu qui donnedes termes m2f/m2V dans les amplitudes qu'on va calculer. Σ est la sommede tous les termes à une boucle. Pour les selfénergies renormalisées on peutintroduire des constantes de renormalisation en termes des champs physiques(
δZγi
δZZi
)
=
(
sin2 θw cos
2 θw
cos2 θw sin
2 θw
) (
δZWi
δZBi
) (5.51)et indiquer les selfénergies renormalisées avec Σˆ
Σˆγγ(k2) = Σγγ(k2) + δZγ2 k
2 (5.52)
ΣˆZZ(k2) = ΣZZ(k2)− δm2Z + δZZ2 (k2 −m2Z) (5.53)
ΣˆWW (k2) = ΣWW (k2)− δm2W + δZW2 (k2 −m2W ) (5.54)
ΣˆγZ(k2) = ΣγZ(k2)− δZγZ2 k2 + (δZγZ1 − δZγZ2 )m2Z . (5.55)Les contretermes de masse peuvent s'écrire en termes des constantes Zi enutilisant les expressions des masses en termes des couplages et les relationsde renormalisation multiplicative (5.37-5.47)
δm2Z
m2Z
− δm
2
W
m2W
=
sin θw
cos θw
(
3 δZγZ2 − 2 δZγZ1
) (5.56)où
δZγZi =
sin θw cos θw
cos2 θw − sin2 θw
(
δZZi − δZγi
)
. (5.57)5.2.2 Selfénergies des fermionsLa selfénergie du fermion Σf est donnée par
SfF (k) =
i
k/ −mf − ik/ −mf Σf (k) ik/ −mf . (5.58)En termes des fonctions scalaires
Σf (k) = k/ΣfV (k2) + k/γ5ΣfA(k2) +mfΣfS(k2) (5.59)
= k/1− γ5
2
ΣfL(k
2) + k/1 + γ5
2
ΣfR(k
2) +mfΣ
f
S(k
2)100
où
ΣL = ΣV − ΣA ΣR = ΣV + ΣA . (5.60)Avec les contretermes obtenus à partir des transformations (5.37-5.47) on ales selfénergies renormalisées
Σˆf (k) = k/ (ΣfV (k2) + δZfV )+ k/γ5 (ΣfA(k2) + δZfA)
+ mf
(
ΣfS(k
2)− δZfV −
δmf
mf
) (5.61)où
δZfV =
δZL + δZ
f
R
2
, δZfA =
δZL − δZfR
2
(5.62)
δZL étant la constante de renormalisation commune aux deux membres dudoublet gauche. Pour la masse on a
δmf
mf
= δZf1 −
δv
v
. (5.63)La renormalisation de la masse détermine celle de la constante de Yukawapar la constante δZf1 .5.2.3 Corrections aux vertexPour la renormalisation des constantes de couplage il faut examiner lesvertex d'interaction. Pour le vertex électromagnétique non renormalisé on a
Γγffµ = −ieQfγµ + ieΛγfµ (5.64)où les Λγfµ sont les corrections à une boucle au vertex. Pour le vertex renor-malisé on utilise les relations (5.37-5.47)
Γˆγffµ = Γ
γff
µ − ieQfγµ
(
δZγ1 − δZγ2 + δZfV − δZfAγ5
)
− i e
2 sin θw cos θw
γµ(vf − afγ5)
(
δZγZ1 − δZγZ2
)
. (5.65)Pour les courants faibles neutres et chargés on a des expressions analoguesaux précédentes
ΓZffµ = i
e
2 sin θw cos θw
γµ(vf − afγ5) + ieΛZfµ (5.66)
ΓCCµ = i
e
2
√
2 sin θw
γµ(1− γ5) + ieΛCCµ (5.67)101
et pour les vertex renormalisés
ΓˆZffµ = Γ
Zff
µ + i
e
2 sin θw cos θw
γµ(vf − afγ5)
(
δZZ1 − δZZ2
)
+ ieQfγµ
(
δZγZ1 − δZγZ2
)
+ i
e
2 sin θw cos θw
γµ
(
vfδZ
f
V + afδZ
f
A
)
− i e
2 sin θw cos θw
γµγ5
(
vfδZ
f
A + afδZ
f
V
) (5.68)
ΓˆCCµ = Γ
CC
µ + i
e
2
√
2 sin θw
γµ(1− γ5)
(
1 + δZW1 − δZW2 + δZL
)(5.69)5.3 Conditions de renormalisation onshellDans les sections précédentes on a introduit plus de constantes de renor-malisation que de paramètres physiques. On peut imposer des contraintespour spéciﬁer ces paramètres supplémentaires. Pour garder la même pro-cédure de renormalisation qu'en QED on va imposer ces contraintes sur lepropagateur du photon et des leptons chargés. On ne va pas traiter ici larenormalisation on-shell du Higgs puisqu'on ne va pas l'utiliser dans la suite.La condition de renormalisation onshell est donnée par
< ΣˆWW (m2W ) = < ΣˆZZ(m2Z) = < Σˆf (p/ = mf ) = 0 (5.70)et les conditions de type QED
ΣˆγZ(0) = 0 (5.71)
∂Σˆγγ(0)
∂k2
= 0 (5.72)
lim
k/→m 1k/ −m Σˆf (k)u−(k) = 0 (5.73)
Γˆγeeµ (k
2 = 0, p/ = q/ = me) = ieγµ (5.74)où u− est la fonction d'onde d'un quark ou d'un lepton chargé de type down(I3 = −1/2). La formule (5.73) est une contrainte pour les constantes derenormalisation ZL et Z−R des fermions de type gauche et droit. ZL détermineaussi la renormalisation du champ du neutrino. Pour les quarks de type up(I3 = +1/2) on a une constante supplémentaire Z+R .102
Le terme de renormalisation de la masse d'un fermion est donné par
δmf
mf
= ΣfV (m
2
f ) + Σ
f
S(m
2
f ) (5.75)et pour les constantes δZL pour le doublet et δZ−R pour le singulet on a
δZL = −ΣL(m2)−m2
(
Σ′L(m
2) + Σ′R(m
2) + 2Σ′S(m
2)
) (5.76)
δZ−R = −ΣR(m2)−m2
(
Σ′L(m
2) + Σ′R(m
2) + 2Σ′S(m
2)
) (5.77)où Σ′ est la dérivée par rapport à k2 de Σ.Les équations (5.52-5.55) et (5.70) donnent les contretermes de massepour les bosons de jauge W et Z
δm2W = <ΣWW (m2W ) (5.78)
δm2Z = <ΣZZ(m2Z) . (5.79)La dépendance des fonctions Z dans la formule (5.56) et (5.71-5.74) conduità
δZγ2 = −Πγ(0) ≡ −
∂Σγ(0)
∂k2
δZγ1 = −Πγ(0)−
sin θw
cos θw
ΣγZ(0)
m2Z
δZZ2 = −Πγ(0)− 2
cos2 θw − sin2 θw
sin θw cos θw
ΣγZ(0)
m2Z
+
cos2 θw − sin2 θw
sin2 θw
(
δm2Z
m2Z
− δm
2
W
m2W
)
δZZ1 = −Πγ(0)−
3 cos2 θw − 2 sin2 θw
sin θw cos θw
ΣγZ(0)
m2Z
+
cos2 θw − sin2 θw
sin2 θw
(
δm2Z
m2Z
− δm
2
W
m2W
) (5.80)
δZW2 = −Πγ(0)− 2
cos θw
sin θw
ΣγZ(0)
m2Z
+
cos2 θw
sin2 θw
(
δm2Z
m2Z
− δm
2
W
m2W
)
δZW1 = −Πγ(0)−
3− 2 sin2 θw
sin θw cos θw
ΣγZ(0)
m2Z
+
cos2 θw
sin2 θw
(
δm2Z
m2Z
− δm
2
W
m2W
)
.103
5.3.1 Renormalisation de la chargeLa renormalisation de la charge s'obtient à partir des équations (5.37-5.37), (5.80) et de la déﬁnition de la charge électrique (4.26) :
e2 =
g21g
2
2
g21 + g
2
2
−→ g
2
1g
2
2
g21 + g
2
2
(1 + 2δZγ1 − 3δZγ2 ) ≡ e2
(
1 + 2
δe
e
) (5.81)avec
δe
e
= δZγ1 −
3
2
δZγ2 =
1
2
Πγ(0)− sin θw
cos θw
ΣγZ(0)
m2Z
(5.82)où l'on a utilisé l'identité de Ward
δZB1 = δZ
B
2 (5.83)entre les constantes de renormalisation du champ et du couplage de U(1)Y .La formule (5.82) montre que la correction à la valeur de la charge électriqueest indépendante du fermion considéré.5.3.2 Renormalisation de sin2 θwLe contreterme pour l'angle de Weinberg se calcule de façon semblableà δe :
sin2 θw =
g21
g21 + g
2
2
−→ sin2 θw + cos2 θw
(
δm2Z
m2Z
− δm
2
W
m2W
)
≡ sin2 θw + δ sin2 θw(5.84)où
sin2 θw = 1− m
2
W
m2Z
. (5.85)La même relation peut s'obtenir à partir du développement à une boucle dela relation entre quantités nues :
sin2 θw 0 = 1− m
2
W 0
m2Z 0
= 1− m
2
W
m2Z
+
m2W
m2Z
(
δm2Z
m2Z
− δm
2
W
m2W
)
. (5.86)5.4 Régularisation dimensionnellePour les calculs à une boucle on va utiliser la régularisation dimension-nelle. Une intégrale divergente à 4 dimensions peut devenir ﬁnie si le nombre104
de dimensions de l'espacetemps est plus petit. On travaille donc à D dimen-sions et on calcule l'intégrale convergente. Ensuite on utilise la continuationanalytique en D de l'expression obtenue. Les divergences de l'intégrale ori-ginelle à D = 4 sont des pôles dans l'expression analytique obtenue. Cetterégularisation est utilisée pour les théories de jauge parce qu'elle préservel'invariance de jauge et de Lorentz. Les vecteurs sont modiﬁés de la façonsuivante :
pµ = (p0, p1, . . . , pD−1) (5.87)et le tenseur métrique
gµµ = gµν g
µν = D . (5.88)L'algèbre des matrices de Dirac est généralisée 1 à D dimensions
γµγ
µ = D (5.89)
γµγνγ
µ = (2−D) γν (5.90)
γργµγνγ
ρ = 4gµν − (4−D)γµγν (5.91)
γργµγνγσγ
ρ = −2γσγνγµ + (4−D)γµγνγσ (5.92)
Tr(γµγν) = 4gµν , {γ5,γµ} = 0 (5.93)et la mesure d'intégration est∫ d4k
(2pi)4
→ µ4−D
∫ dDk
(2pi)D
. (5.94)avec µ un paramètre de masse, pour garder la dimension du couplage enfacteur de l'intégrale indépendante de la dimension D.Pour traiter les pôles à 4 dimensions de l'expression analytique on intro-duit le paramètre ² :
² = 4−D (5.95)et on développe l'expression analytique en série de Laurent autour de ² = 0.Les formules suivantes sont utiles pour le développement en série :
Γ(²) =
1
²
− γ +O(²) (5.96)
Γ(−1 + ²) = −1
²
+ γ − 1 +O(²) (5.97)1. Pour γ5 avec un nombre impair de dimensions la régularisation dimensionnelle posedes problèmes dans les théories avec anomalies. Ce problème ne concerne pas le modèlestandard qui est une théorie sans anomalie.105
avec γ = 0.5772157 . . . la constante d'Euler, Γ(x) la fonction d'Euler
Γ(n) =
∫ ∞
0
xn−1e−x dx (5.98)5.4.1 Fonctions à un et deux pointsPour les calculs des selfénergies les intégrales suivantes sont utiles
µ²
∫ dDk
(2pi)D
1
k2 −m2 ≡
i
16pi2
A(m) (5.99)
µ²
∫ dDk
(2pi)D
1
(k2 −m21) [(k + q)2 −m22]
≡ i
16pi2
B0(q
2,m1,m2) (5.100)
µ²
∫ dDk
(2pi)D
kµ
(k2 −m21) [(k + q)2 −m22]
≡ i
16pi2
Bµ(q
2,m1,m2) (5.101)
µ²
∫ dDk
(2pi)D
kµkν
(k2 −m21) [(k + q)2 −m22]
≡ i
16pi2
Bµν(q
2,m1,m2) .(5.102)Les intégrales Bµ et Bµν peuvent s'exprimer en termes d'intégrales scalaires
Bµ = qµB1(q
2,m1,m2) (5.103)
Bµν = gµνB22(q
2,m1,m2) + qµqνB21(q
2,m1,m2) . (5.104)Les contractions des formules (5.101) avec qµ et (5.102) avec qµqν et gµνdonnent des intégrales qui peuvent être écrites en termes des intégrales A et
B0 :
B1(q
2,m1,m2) =
1
2q2
[
A(m1)− A(m2) (5.105)
− (q2 +m21 −m22)B0(q2,m1,m2)
]
B22(q
2,m1,m2) =
1
6
[
A(m2) + 2m
2
1B0(q
2,m1,m2) (5.106)
+ (q2 +m21 −m22)B1(q2,m1,m2) +m21 +m22 −
q2
3
]
B21(q
2,m1,m2) =
1
3q2
[
A(m2)−m21B0(q2,m1,m2) (5.107)
− 2(q2 +m21 −m22)B1(q2,m1,m2)−
m21 +m
2
2
2
+
q2
6
]106
il ne reste qu'à calculer les intégrales scalaires A et B0
A(m) = − µ
²
(4pi)−²/2
Γ(−1 + ²/2)
Γ(1)
m2−² (5.108)
= m2
(
2
²
− γ + log 4pi − log m
2
µ2
+ 1
)
+O(²) (5.109)
B0(q
2,m1,m2) =
2
²
− γ + log 4pi (5.110)
−
∫ 1
0
dx log
x2q2 − x(q2 +m21 −m22) +m21 − i²
µ2et cette intégrale peut s'écrire explicitement en termes de logarithmes etd'arctangentes.5.4.2 Fonctions à trois pointsPour le calcul des vertex on a des intégrales à trois points
µ²
∫ dDk
(2pi)D
1
(k2 −m21) [(k + p1)2 −m22] [(k + p1 + p2)2 −m23]
≡ i
16pi2
C0
µ²
∫ dDk
(2pi)D
kµ
(k2 −m21) [(k + p1)2 −m22] [(k + p1 + p2)2 −m23]
≡ i
16pi2
Cµ
µ²
∫ dDk
(2pi)D
kµkν
(k2 −m21) [(k + p1)2 −m22] [(k + p1 + p2)2 −m23]
≡ i
16pi2
Cµνet en termes de structures covariantes de Lorentz
Cµ = pµ1 C11 + p
µ
2 C12 (5.111)
Cµν = gµν C20 + p
µ
1p
ν
1 C21 + p
µ
2p
ν
2 C22 + (p
µ
1p
ν
2 + p
ν
1p
µ
2)C23 . (5.112)Par contractions avec les vecteurs et tenseurs disponibles on peut écrire cesintégrales en termes des fonctions à deux points et de C0. Les coeﬃcientsvectoriels sont
C11 =
1
K
(p22 F1 − p1 · p2 F2) (5.113)
C12 =
1
K
(p21 F2 − p1 · p2 F1) (5.114)107
avec
K = p21 p
2
2 − (p1 · p2)2 (5.115)
F1 =
1
2
[
B0(p
2
3,m1,m3)−B0(p22,m2,m3)
− (p21 +m21 −m22)C0
] (5.116)
F2 =
1
2
[
B0(p
2
1,m1,m2)−B0(p23,m1,m3)
+ (p21 − p23 −m22 −m23)C0
] (5.117)et p23 = (p1 + p2)2. Les coeﬃcients tensoriels sont
C20 =
1
4
[
B0(p
2
2,m2,m3) +K1C11 +K2C12 + 2m
2
1C0 + 1
] (5.118)
C21 =
1
K
(p22 F3 − p1 · p2 F5) (5.119)
C22 =
1
K
(p21 F6 − p1 · p2 F4) (5.120)
C23 =
1
K
(p21 F5 − p1 · p2 F3) (5.121)avec
K1 = p
2
1 +m
2
1 −m22 (5.122)
K2 = p
2
3 − p21 +m22 −m23 (5.123)
F3 = −C20 − 1
2
[
K1C11 −B1(p23,m1,m3)−B0(p22,m2,m3)
] (5.124)
F4 = −1
2
[
K1C12 −B1(p23,m1,m3) +B1(p22,m2,m3)
] (5.125)
F5 = −1
2
[
K2C11 −B1(p21,m1,m2) +B1(p23,m1,m3)
] (5.126)
F6 = −C20 − 1
2
[
K2C12 +B1(p
2
3,m1,m3)
]
. (5.127)La seule intégrale nouvelle est donc C0 qui peut s'écrire comme intégraledouble
C0(p1, p2,m1,m2,m3) = −
∫ 1
0
dx
∫ x
0
dy
1
ax2 + by2 + cxy + dx+ ey + f(5.128)108
où
a = p23 (5.129)
b = p22 (5.130)
c = p21 − p22 − p23 (5.131)
d = m23 −m21 − p23 (5.132)
e = m22 −m21 + p23 − p21 (5.133)
f = m21 − i² . (5.134)Pour des solutions réelles α de l'équation bα2 + cα + a = 0 l'intégrale peuts'écrire comme somme sur les dilogarithmes
C0 =
1
c+ 2αb
3∑
l=1
2∑
j=1
(−1)l
[
Li2
(
xl
xl − ylj
)
− Li2
(
xl − 1
xl − ylj
)] (5.135)avec
x1 = −2a+ cα + d
c+ 2αb
(5.136)
x2 = − d
(1− α) (c+ 2αb) (5.137)
x3 =
d
α(c+ 2αb)
(5.138)
y1j =
−c±
√
c2 − 4b (a+ d+ f)
2b
(5.139)
y2j = y3j =
−d±
√
d2 − 4f (a+ b+ c)
2a
(5.140)et
Li2(z) =
∞∑
n=1
zn
n2
=
∫ 0
z
dt
ln(1− t)
t
(5.141)Pour plus de détails sur les dilogarimes voir par exemplehttp://mathworld.wolfram.com/Dilogarithm.html5.4.3 Exemple : selfénergie du fermionLes intégrales calculées dans les sections précédentes permettent d'obte-nir facilement la renormalisation à une boucle du modèle standard. Pour la109
selfénergie du fermion on peut séparer les contributions en termes de leurstructure chirale
−iΣf (k2) = −i(ΣfV p/+ΣfAγ5p/+mΣS) = −i(ΣfLp/1− γ52 + ΣfRp/1− γ52 +mΣS) .(5.142)Deux types de contributions sont possibles, celles avec un boson de jauge etcelles avec un boson scalaire :
f mM f f m fM (5.143)Pour la contribution d'un boson de jauge on a
− iΣf (p2)vecteur = gµν µ²
∫ dDk
(2pi)D
i
(k + p)2 −m2
i
k2 −M2
× γµ(v − aγ5)(k/ + p/+m)γν(v − aγ5) . (5.144)En utilisant les formules de la section précédente on obtient
Σf (p2)vecteur =
1
16pi2p2
(
A(M)− A(m) + (p2 +m2 −M2)B0(p2,m,M)
)
× p/ [(v + a)21− γ5
2
+ (v − a)21 + γ5
2
]
− 4m(v2 − a2)B0(p2,m,M) . (5.145)Par exemple en utilisant la formule générale (5.145) dans le cas des correctionsde W± et Z à la selfénergie de l'électron, dans la limite me ¿ mW ,mZ ontrouve
ΣeL(0) =
α
4pi
[ 1
2 sin2 θw
(
1
2
+ log
m2W
µ2
)
+
(1− 2 sin2 θw)2
4 sin2 θw cos2 θw
(
1
2
+ log
m2Z
µ2
) ] (5.146)
ΣeR(0) =
α
4pi
sin2 θw
cos2 θw
(
1
2
+ log
m2Z
µ2
)
. (5.147)110
5.5 Solution des exercicesExercice AIl faut utiliser les propriétés d'anticommutation des variables de Grass-mann et l'antisymétrie de la constante de structure ²abc de SU(2). Pour lechamp de jauge :
Q2Aaµ = Q (QA
a
µ) = Q (∂µσ
a − g²abcσbAcµ)
= ∂µ (Qσ
a)− g²abc (Qσb)Acµ + g²abcσb (QAcµ) (5.148)
∂µ (Qσ
a) = ∂µ
(
−g
2
²abcσbσc
)
= −g
2
²abc[(∂µσ
b)σc + σb∂µσ
c]
= −g²abc(∂µσb)σc (5.149)
−g²abc (Qσb)Acµ = g²abc
(
g
2
²befσeσf
)
Acµ (5.150)
g²abcσb (QAcµ) = g²
abcσb
(
∂µσ
c − g²cefσeAfµ
)
. (5.151)La somme des termes des équations (5.149-5.151) donne
Q2Aaµ =
g2
2
²abc²befσeσfAcµ − g2²abc²cefσbσeAfµ . (5.152)Le deuxième terme de l'équation précédente peut s'écrire, après changementdes noms des indices
g2²aec²cbfσeσbAfµ =
g2
2
(
²abc²cef − ²aec²cbf
)
σbσeAfµ
= −g
2
2
²bec²acfσbσeAfµ = −
g2
2
²feb²abcσfσeAcµ(5.153)où l'on a utilisé l'identité de Jacobi
²abc²cef − ²aec²cbf = −²bec²acf . (5.154)L'équation (5.152) peut s'écrire avec (5.153)
Q2Aaµ = 0 . (5.155)111
Pour le fermion
Q2ψ = Q (igT aσaψ) = igT a(Qσa)ψ − igT aσaQψ
= igT a
(
−g
2
²abcσbσc
)
ψ − igT aσa(igT bσbψ) (5.156)et le deuxième terme de l'équation précédente peut s'écrire
g2T aT bσaσbψ =
g2
2
[
T a, T b
]
σaσbψ = i
g2
2
T cσaσbψ (5.157)ce qui montre que Q2ψ = 0. Pour le ghost σ
Q2σa = Q
(
−g
2
²abcσbσc
)
= −g
2
²abc
[
(Qσb)σc − σb (Qσc)
]
= −g
2
²abc
[(
−g
2
²befσeσf
)
σc − σb
(
−g
2
²cefσeσf
)]
=
g2
4
²abc²bef
(
σeσfσc − σcσeσf
)
= 0 . (5.158)Pour le ghost ρ il est nécessaire d'utiliser l'équation du mouvement pour σ
∂µ∂µσ
a = g²abc∂µ(σbAcµ) (5.159)qu'on peut obtenir à partir du lagrangien. On a
Q2ρa = Q
(
− i
ξ
∂µAaµ
)
= − i
ξ
∂µ(QAaµ) = −
i
ξ
∂µ(∂µσ
a − g²abcσbAcµ) = 0 .(5.160)5.6 BibliographieCours disponibles sur Internet:W. HollikStandard Model Theoryhttp://arxiv.org/abs/hep-ph/9811313Livres :J.C. CollinsRenormalizationCambridge 112
Chapitre 6SupersymétrieLe modèle standard constitue une description remarquable des phéno-mènes physiques jusqu'à l'échelle de 100 GeV environ. Si on se pose laquestion d'aller au delà de cette description de basse énergie un problèmese pose. Le modèle standard est bien sûr consistant, mais si on essaye del'étendre à haute énergie, par exemple jusqu'à échelle de Planck MP =
(8piGNewton)
−1/2 = 2.4 × 1018 GeV où les eﬀets quantiques de la gravita-tion deviennent importants, les corrections quantiques au secteur scalaire dela théorie sont très grandes. Vu que la masse du boson de Higgs est un para-mètre libre dans le modèle standard le problème peut être résolu par un choixtrès précis de ce paramètre (ﬁnetuning en anglais). Mais un tel choix n'estpas naturel et représente un aspect de la diﬃculté d'expliquer le problèmede la hiérarchie entre des masses très diﬀérentes, MW et MP , séparées par 16ordres de grandeur. Plusieurs solutions au problème ont été proposées. Unesolution partielle consiste à éliminer le secteur scalaire qui pose problème et àle remplacer par une brisure dynamique de la symétrie électrofaible. Dans cecas les scalaires sont en général des états liés de fermions et à haute énergieles corrections quantiques sont modiﬁées par rapport à un scalaire fondamen-tal par des facteurs de forme. Ces modèles sont souvent à couplage fort etune étude détaillée en théorie des perturbations n'est pas possible; de plus iln'y a pas pour l'instant un modèle dynamique complet mais une multitudede modèles.Une autre option consiste à compenser les corrections dues aux boucles du
113
secteur scalaire de façon systématique par la contribution d'autres particules.
h h h h (6.1)La contribution de la boucle fermionique de la formule (6.1) à la masse duboson de Higgs, en supposant un couplage usuel du scalaire aux fermions
yfhψ¯ψ, est
∆m2h = −
y2f
16pi2
(
2Λ2 + 6m2f log(Λ/mf ) + . . .
) (6.2)avec Λ un cutoﬀ ultraviolet de l'ordre de l'échelle de la nouvelle physiqueau delà du modèle standard. La contribution de la boucle avec un champscalaire est
∆m2h =
λS
16pi2
(
Λ2 − 2m2S log(Λ/mS) + . . .
)
. (6.3)Dans les deux cas si l'échelle de la nouvelle physique n'est pas proche del'échelle électrofaible les corrections sont plus grandes que la masse de départ.Par exemple si on suppose le modèle standard valable jusqu'à l'échelle dePlanck ces corrections sont 1030 fois plus grandes que l'échelle électrofaiblequi constitue une valeur raisonnable pour la masse du boson de Higgs (m2h ∼
(100GeV)2). Pour éliminer ces contributions ∆m2h, l'idée de base est d'utiliserdes fermions qui donnent un signe négatif aux contributions dues aux boucles.Pour rendre systématique cette compensation on doit introduire une symétriequi relie les bosons et les fermions, la supersymétrie. Si chaque fermion adeux partenaires scalaires avec λS = y2f les contributions en Λ2 à ∆m2h secompensent.Une transformation de supersymétrie transforme un boson |s〉 en fermion
|f〉 et vice versa :
Q |s〉 = |f〉 Q |f〉 = |s〉 . (6.4)Les générateurs Q et Q† sont des opérateurs fermioniques avec spin 1/2 etdonc les transformations de supersymétrie sont forcément des symétries del'espacetemps. L'algèbre de la supersymétrie fera donc intervenir aussi lesgénérateurs de l'algèbre de Poincaré.114
En réalité le problème de la hiérarchie entre MW et MP va se poser ensupersymétrie sous d'autres formes. Une solution possible consiste à consi-dérer des théories à D > 4 dimensions avec des dimensions supplémentairescompactiﬁées. MP (D) peut dans ce cas être proche de MW même si MP (4)reste séparé par 16 ordres de grandeur, mais ici aussi on n'a pas pour l'instantune théorie complètement satisfaisante.Dans ce chapitre on se limitera à une introduction à la supersymétrie dansle cadre du modèle standard supersymétrique minimal (MSSM). Ce modèleest souvent considéré comme le paradigme de la supersymétrie, mais il nefaut pas oublier qu'il s'agit d'un modèle possible parmi beaucoup d'autres.L'importance de la supersymétrie est due pour l'instant à des motivationspurement théoriques puisqu'aucune particule supersymétrique a été observée.La raison pour l'étudier en détail est que la supersymétrie a un rôle fonda-mental dans la plupart des modèles de physique au delà du modèle standard(supergravité, théorie des cordes, etc.)6.1 L'algèbre supersymétriqueEn théorie des champs les symétries continues globales sont générées pardes transformations vériﬁant
δaφ = iθ [Qa, φ] (6.5)où θ est un paramètre inﬁnitésimal, Qa est la charge obtenue avec le théorèmede Noether et les générateurs forment une algèbre de Lie
[Qa, Qb] = icabcQc . (6.6)Le théorème de Coleman et Mandula prouve que tous les générateurs, àl'exclusion des générateurs du groupe de Poincaré, pour une symétrie quiforme un groupe de Lie avec paramètres réels doivent avoir spin zéro. Cerésultat semble exclure la possibilité d'introduire dans l'algèbre de Poincaréd'autres générateurs avec spin, comme les générateurs des transformations desupersymétrie, puisque le théorème implique que les nouveaux générateurscommutent avec le groupe de Poincaré.Une possibilité pour construire des multiplets irréductibles avec des spinsdiﬀérents est de généraliser l'algèbre de Lie avec des relations d'anticommu-tation. On parle dans ce cas d'une algèbre de Lie graduée ou superalgèbre.115
On introduit une charge de spin 1/2
Q =
(
Qα
Q¯α˙
)
, Q¯ =
(
Qα, Q¯α˙
) (6.7)avec Qα un spineur de Weyl (α = 1, 2) et Q¯ = Q†γ0, Q†α = Q¯α˙. Les relationsde commutation avec les éléments de l'algèbre de Poincaré sont
[Mµν , Qα] = −i(σµν) βα Qβ (6.8)[
Mµν , Q¯α˙
]
= −i(σ¯µν)β˙α˙ Q¯β˙ (6.9)
[Qα, Pµ] = 0 (6.10)[
Q¯α˙, Pµ
]
= 0 (6.11)et celles d'anticommutation pour les générateurs de spin 1/2 ont la forme{
Qα, Q¯β˙
}
= 2(σµ)αβ˙ Pµ (6.12)
{Qα, Qβ} = 0 . (6.13)Cette superalgèbre contient l'algèbre de Poincaré comme sousalgèbre. Si onintroduit les opérateurs de Casimir pour le groupe de Poincaré, la masse
P 2 = PµP
µ et l'opérateur de spin W 2 = WµW µ avec
W µ =
1
2
²µνρσPνMρσ (6.14)le vecteur de PauliLubanski, on peut vériﬁer que[
Qα, P
2
]
= 0 (6.15)[
Qα,W
2
]
6= 0 (6.16)c'estàdire que les multiplets de la supersymétrie contiennent des particulesde spins diﬀérents mais de la même masse.Une première remarque importante est qu'on n'observe pas cette dégé-nérescence en masse entre particules de spins diﬀérents. Si la supersymétrieest présente, elle doit être une symétrie brisée. Une deuxième conséquencedes propriétés de l'algèbre concerne le spectre en énergie. La formule (6.12)implique
(σ¯ν)β˙α
{
Qα, Q¯β˙
}
= 4P ν (6.17)116
où l'on a utilisé la relation
tr(σµσ¯ν) = 2gµν (6.18)La composante ν = 0 de la formule (6.17) permet d'écrire
4〈ψ|P 0|ψ〉 = 〈ψ|Q1Q¯1˙ + Q¯1˙Q1 +Q2Q¯2˙ + Q¯2˙Q2|ψ〉
= 〈ψ|Qα(Qα)∗ + (Qα)∗Qα|ψ〉 ≥ 0 (6.19)avec
ψ¯α˙ ≡ ψ∗α χα ≡ (χ¯α˙)∗ . (6.20)L'équation (6.19) implique que dans une théorie supersymétrique l'énergied'un état qui n'est pas le vide est positive. La structure du vide est aussiaﬀecté par ce résultat. Pour un état supersymétrique invariant
Qα|0〉 = 0 Q¯α˙|0〉 = 0 (6.21)l'énergie est
Evide = 0 (6.22)et constitue un minimum absolu. Donc si un tel état supersymétrique existe,il est l'état de vide. La supersymétrie est une symétrie exacte si et seulementsi Evide = 0.Par contre si un tel état invariant n'existe pas
Qα|0〉 6= 0 et/ou Q¯α˙|0〉 6= 0 (6.23)on a
Evide > 0 (6.24)et la supersymétrie est spontanément brisée si et seulement si l'énergie duvide est plus grande que zéro. Ceci implique que si un vide invariant sous su-persymétrie existe comme minimum local, ce minimum est aussi le minimumglobal.Une valeur dans le vide non nulle pour un champ scalaire n'implique pasforcément la brisure de la supersymétrie. Une symétrie interne est brisée parcette condition mais si la valeur de l'énergie du vide est zéro la supersymétriene peut pas être brisée.La formule (6.12) a une autre conséquence importante, les représentationsirréductibles de l'algèbre supersymétrique contiennent un nombre de degrés117
de liberté fermioniques égal à celui des degrés de liberté bosoniques. Lescharges Qα changent le nombre fermionique d'une unité. On peut écrire
(−1)NF Qα = −Qα (−1)NF (6.25)où NF est l'opérateur nombre fermionique. Pour une représentation R dedimension ﬁnie de l'algèbre on a
tr [(−1)NF {Qα, Q¯β˙}] = tr [−Qα (−1)NF Q¯β˙ + (−1)NF Q¯β˙ Qα]
= tr [−Qα (−1)NF Q¯β˙ +Qα (−1)NF Q¯β˙] = 0 (6.26)et l'équation (6.12) implique
2σµ
αβ˙
tr[(−1)NF Pµ] = 0 (6.27)d'où
tr(−1)NF = 0 (6.28)pour Pµ non nul. Puisque (−1)NF vaut −1 sur un état fermionique et +1 surun état bosonique, on a
nB(R)− nF (R) = 0 (6.29)avec nB(F )(R) le nombre de bosons (fermions) dans la représentation R. Ona donc le même nombre de degrés de liberté fermioniques et bosoniques.6.1.1 SupermultipletsPour construire des théories supersymétriques il est nécessaire d'examinerles multiplets de champs qui sont des représentations de l'algèbre supersy-métrique.Pour des particules sans masse W 2 = P 2 = 0 et on peut décrire lesparticules en termes de l'hélicité λ et de l'impulsion pµ = (E, 0, 0, E). Onpeut choisir l'état |λ, p〉 tel que
Qα|λ, p〉 = 0 (α = 1, 2) . (6.30)Si cette relation n'est pas satisfaite on peut toujours construire l'état
|λ′, p〉 ≡ Qα |λ, p〉 (6.31)118
tel que
Qα|λ′, p〉 = 0 (6.32)à cause de la relation QαQα = 0 (sans somme sur α) qu'on peut déduirede la formule (6.13). La construction des état du multiplet à partir de l'étatmaximal |λ, p〉 peut se faire à l'aide des charges Q de manière semblableaux multiplets de spin avec l'opérateur de moment cinétique. Les seuls étatspossibles sont
Q¯α˙|λ, p〉 (α˙ = 1, 2) . (6.33)L'état Q¯1˙|λ, p〉 n'est pas acceptable parce que sa norme est zéro. Pour leprouver servions nous de (6.12)
{Qα, Q¯β˙}|λ, p〉 = 2(σµ)αβ˙ pµ|λ, p〉 (6.34)avec pµ = (E, 0, 0, E) on a
σµpµ = E(σ
0 − σ3) = 2E
(
0 0
0 1
)
. (6.35)La formule (6.34) implique donc
〈λ, P |Q1Q¯1˙|λ, p〉 = 0 (6.36)et
Q¯1˙|λ, p〉 = 0 . (6.37)L'autre état qu'on peut construire est
|ψ〉 = 1√
4E
Q¯2˙|λ, p〉 = −
1√
4E
Q¯1˙|λ, p〉 . (6.38)Cet état est normalisé et correspond à une hélicité λ− 1/2. Pour le prouveron considère l'action du vecteur de PauliLubanski (6.14)
[Wµ, Q¯
α˙] = − i
2
²µνρσP
ν(σ¯ρσ)α˙
β˙
Q¯β˙ (6.39)sur |λ, p〉
[W0, Q¯
α˙] |λ, p〉 = −1
2
p0 (σ
3Q¯)α˙ |λ, p〉 (6.40)et puisque pour une particule de masse nulle
Wµ|λ, p〉 = λpµ |λ, p〉 (6.41)119
on trouve
W0 (Q¯
1˙|λ, p〉) =
(
λ− 1
2
)
p0 (Q¯
1˙|λ, p〉) (6.42)ce qui implique
1√
4E
Q¯2˙|λ, p〉 ≡ |λ− 1/2, p〉 . (6.43)On a donc seulement deux états, un fermion et un boson. Dans le cas λ = 1/2on a un fermion de Weyl et un scalaire. Pour construire une théorie invariantede Lorentz on doit inclure aussi la représentation conjuguée de CPT, avecun autre scalaire et un fermion de Weyl avec hélicité λ = −1/2. Ces deuxreprésentations peuvent s'écrire sous la forme d'un spineur de Majorana etdeux scalaires. Ce supermultiplet chiral sera utilisé dans la construction dumodèle standard supersymétrique. D'autres supermultiplets qu'on va rencon-trer dans les applications sont ceux avec λ = 1 et λ = 2. De façon semblableParticule Hélicité Hélicité CPT Supermultipletfermion, higgsino 1/2 -1/2 chiralsfermion, Higgs 0 0Boson de jauge 1 -1 vecteurgaugino 1/2 -1/2graviton 2 -2 gravitégravitino 3/2 -3/2Tab. 6.1  Les supermultiplets de la supersymétrie avec un seul générateurfermionique (N = 1) et λ = 1/2, 1, 2.on peut construire des multiplets avec masse. Pour une particule avec masseon ne peut plus utiliser l'hélicité mais on doit considérer le spin et une de sesprojections. 120
6.1.2 Supersymétrie étendueOn a étudié les conséquences de l'extension supersymétrique la plus simplede l'algèbre de Poincaré, avec un seul générateur fermionique Qα. On peutfacilement généraliser notre étude au cas de plusieurs charges supersymé-triques QAα avec A = 1, . . . N un indice d'un groupe de symétrie interne.L'algèbre ne se modiﬁe pas, sauf par la présence de l'indice A, au niveau descommutateurs avec les générateurs de l'algèbre de Poincaré
[
Mµν , Q
A
α
]
=
1
2
(σµν)
β
α Q
A
β (6.44)[
Mµν , Q¯
A
α˙
]
= −1
2
(σ¯µν)
β˙
α˙ Q¯
A
β˙
(6.45)[
QAα , Pµ
]
= 0 (6.46)[
Q¯Aα˙ , Pµ
]
= 0 . (6.47)Par contre les relations d'anticommutation pour les générateurs de spin 1/2sont modiﬁées {
QAα , Q¯
B
β˙
}
= 2δAB(σµ)αβ˙ Pµ (6.48){
QAα , Q
B
β
}
= ²αβZ
AB , (6.49)où ZAB = −ZBA est une combinaison linéaire des générateurs de la symétrieinterne appelée la charge centrale puisqu'elle commute avec tous les autresgénérateurs (ZAB appartient à la sousalgèbre Abélienne du groupe internede la symétrie).Si la charge centrale est absente, le groupe de symétrie interne est U(N)puisque l'algèbre est invariante par rotation avec une matrice unitaire. Laprésence des charges centrales réduit cette symétrie. Dans le cas N = 1 onne peut pas avoir une charge centrale à cause de la propriété d'antisymétrie
ZAB = −ZBA.La présence de plusieurs supersymétries à comme eﬀet d'augmenter lenombre de champs dans les multiplets, par exemple en l'absence des chargescentrales si on commence avec une particule sans masse d'hélicité λ on obtient
N états d'hélicité λ − 1/2 parce que l'analyse faite pour N = 1 s'appliquepour chacune de N charges. Des exemples de multiplets sans masse pour
N = 2 sont donnés dans la table. On peut remarquer que pour N = 2 (maisceci reste vrai en général pour N ≥ 2) on n'a pas de multiplets chiraux,121
λ Hélicité Hélicité CPT Multiplicité Supermultiplet1/2 1/2  10  2 hypermultiplet-1/2  11 1 -1 11/2 -1/2 2 vecteur0 0 12 2 -2 13/2 -3/2 2 gravité1 -1 1Tab. 6.2  Les supermultiplets N = 2 sans charge centrale et avec λ =
1/2, 1, 2.mais on a un hypermultiplet qui est son propre conjugué sous CPT, avec unfermion de Majorana (les deux fermions de Weyl) et deux scalaires. Le faitd'avoir dans le même multiplet une structure invariante de Lorentz est undésavantage du point de vue de la phénoménologie puisqu'on est obligé defaire transformer ces champs de la même façon par rapport à une symétriede jauge. Les interactions faibles ne sont par contre pas les mêmes pourles composantes gauches et droites des fermions. Pour cette raison seule lasupersymétrie N = 1 joue un rôle dans les modèles à basse énergie.6.2 Le multiplet chiral6.2.1 Lagrangien du multiplet chiralLa plus simple théorie supersymétrique qu'on peut construire consiste enun fermion de Weyl à deux composantes et, pour avoir le même nombre de
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degrés de liberté bosoniques 1, un champ scalaire complexe
L = −iψ†σ¯µ∂µψ − ∂µφ∗∂µφ . (6.50)Sous transformation de supersymétrie le scalaire devient un fermion
δφ = ²ψ , δφ∗ = ²†ψ† (6.51)
² étant un paramètre inﬁnitésimal, anticommutant avec deux composantesde Weyl. Avec les transformations (6.51), la variation de la partie scalaire dulagrangien (6.50) est
δLs = −²∂µψ∂µφ∗ − ²†∂µψ†∂µφ . (6.52)La transformation du champ fermionique doit permettre de compenser lavariation du lagrangien scalaire. Il nous faut une variation δψ linéaire en φ,
²† et la dérivée :
δψα = i(σ
µ²†)α∂µφ , δψ
†
α˙ = −i(²σµ)α˙∂µφ∗ . (6.53)La variation correspondante du lagrangien fermionique est
δLf = ψ†σ¯νσµ²†∂µ∂νφ− ²σµσ¯ν∂νψ∂µφ∗ (6.54)et avec les identités pour les matrices de Pauli
(σµσ¯ν + σν σ¯µ)βα = −2gµνδβα , (σ¯µσν + σ¯νσµ)β˙α˙ = −2gµνδβ˙α˙ (6.55)on peut écrire
δLf = ²†∂µψ†∂µφ+ ²∂µψ∂µφ∗
− ∂µ
(
²σν σ¯µψ∂νφ+ ²ψ∂
µφ∗ + ²†ψ†∂µφ
) (6.56)et conclure que
δS =
∫
d4x (δLf + δLs) = 0 . (6.57)1. Un fermion de Weyl a deux polarisations de spin et donc deux degrés de liberté sur sacouche de masse (onshell). En général, si on n'impose pas la condition onshell, le fermionde Weyl est un objet avec deux composantes complexes et donc 4 degrés de liberté.123
Il reste à vériﬁer que l'algèbre des transformations (6.51) et (6.53) soit fer-mée, c'est à dire que le commutateur de deux transformations de symétrieappartienne à la superalgèbre. Pour les scalaires :
[δ1, δ2]φ = i(²2σ
µ²†1 − ²1σµ²†2)∂µφ (6.58)le commutateur étant proportionnel à la dérivée et donc à l'impulsion, unélément de l'algèbre. Pour les fermions
[δ1, δ2]ψα = i(σ
µ²†1)α²2∂µψ − i(σµ²†2)α²1∂µψ . (6.59)Les identités de Fierz
χα(ξη) = −ξα(ηχ)− ηα(χξ) (6.60)avec χ = σµ²†1, η = ∂µψ, ξ = ²2 et χ = σµ²†2, η = ∂µψ, ξ = ²1 suivies del'utilisation des identités
ξχ ≡ ξαχα = ξα²αβχβ = −χβ²αβξα = χβ²βαξα = χβξβ ≡ χξ
ξ†σ¯µχ = −χσµξ† = (χ†σ¯µξ)∗ = −(ξσµχ†)∗ (6.61)permettent d'écrire
[δ1, δ2]ψα = i(²2σ
µ²†1 − ²1σµ²†2) ∂µψα + i²1α²†2σ¯µ∂µψ − i²2α²†1σ¯µ∂µψ . (6.62)Les deux premier termes à droite sont de la forme requise par les transfor-mations de supersymétrie, les deux termes restants sont zéro sur la couchede masse (onshell) à cause des équations du mouvement
σ¯µ∂µψ = 0 . (6.63)La supersymétrie est donc valable seulement onshell et la raison en est lanon correspondance oﬀshell entre le nombre des bosons et celui des fermions.Pour avoir une supersymétrie valable aussi oﬀshell on peut introduire dansle lagrangien un champ scalaire complexe F sans terme cinétique (champauxiliaire) :
Laux = F ∗F (6.64)avec des transformations de supersymétrie
δF = i²†σ¯µ∂µψ , δF ∗ = −i∂µψ†σ¯µ² (6.65)124
qui donnent pour le lagrangien
δLaux = i²†σ¯µ∂µψF ∗ − i∂µψ†σ¯µ²F . (6.66)Cette variation est nulle onshell à cause des équations du mouvement F =
F ∗ = 0. Oﬀshell on peut exploiter cette variation pour construire un lagran-gien invariant, avec une modiﬁcation des transformations sous supersymétriepour les fermions
δψα = i(σ
µ²†)α∂µφ+ ²αF , δψ
†
α˙ = −i(²σµ)α˙∂µφ∗ + ²†α˙F ∗ . (6.67)On peut vériﬁer que ces transformations, pour les champs Φ = φ, φ∗, ψ, ψ†,
F , F ∗ donnent
[δ1, δ2] Φ = i(²2σ
µ²†1 − ²1σµ²†2)∂µΦ (6.68)sans faire référence aux équations du mouvement. L'utilisation des champsauxiliaires sera importante dans la discussion de la brisure de la supersymé-trie.6.2.2 Interactions du multiplet chiralLe supermultiplet chiral est à la base de la construction du modèle stan-dard supersymétrique. Dans la section précédente on a écrit la partie libre dulagrangien. En général on utilisera plusieurs de ces multiplets et on ajouterades termes d'interaction.On a un lagrangien libre de la forme
Llibre = −∂µφ∗i∂µφi − iψ†iσ¯µ∂µψi + F ∗iFi (6.69)où i est un indice sur les degrés de liberté de jauge et de la saveur. Lestransformations supersymétrique qui laissent invariant ce lagrangien sont
δφi = ²ψi δφ
∗i = ²†ψi†
δ(ψi)α = i(σ
µ²†)α∂µφi + ²αFi δ(ψi†)α˙ = −i(²σµ)α˙∂µφ∗i + ²†α˙F ∗i
δFi = i²
†σ¯µ∂µψi δF ∗i = −i∂µψi†σ¯µ² .
(6.70)On va maintenant montrer que le terme d'interaction invariant sous les trans-formations de supersymétrie et renormalisable est de la forme
Lint = −1
2
W ijψiψj +W
iFi + c.c. (6.71)125
avec W ij et W i des fonctions des champs bosoniques ayant respectivementune dimension de masse et de masse au carré. La propriété ξχ = χξ pourles spineurs implique que W ij doit être symétrique par rapport à ses indices.
W ij et W i ne sont pas fonctions des champs fermioniques aﬁn de limiter ladimension de masse à 4. On ne peut pas non plus introduire des termes d'in-teraction purement bosoniques dans les champs φi et φ∗i parce qu'il seraitimpossible de compenser leur variation sous une transformation de supersy-métrie. Le lagrangien d'interaction (6.71) est le plus général possible, maisil reste à imposer l'invariance de ce terme par rapport aux transformationsde supersymétrie. On peut analyser séparément les diﬀérentes parties de celagrangien. La transformation de la partie qui contient quatre spineurs est
δL4 = −1
2
δW ij
δφk
(²ψk)(ψiψj)− 1
2
δW ij
δφ∗k
(²†ψk†)(ψiψj) + c.c. (6.72)Pour le premier terme de droite on peut utiliser l'identité de Fierz
(²ψi)(ψjψk) + (²ψj)(ψkψi) + (²ψk)(ψiψj) = 0 (6.73)qui implique qu'on peut avoir une variation nulle si δW ij/δφk est symétriquedans les indices i, j, k. Pour le deuxième terme de droite une identité sem-blable n'est pas disponible et la seule possibilité pour avoir une interactioninvariante est d'éliminer complètement les champs φ∗k du terme W ij, qui estdonc analytique (holomorphe) dans le champ complexe φk. On peut écrire
W ij = mij + yijkφk (6.74)
mij étant la matrice symétrique de masse et yijk les couplages de Yukawa.La partie du lagrangien d'interaction qui contient des dérivées a une va-riation sous les transformations de supersymétrie telle que
δLder = −iW ij∂µφjψiσµ²† − iW i∂µψiσµ²† + c.c. (6.75)Si on déﬁnit
W ij =
δ2W
δφiδφj
, W i =
δW
δφi
(6.76)en observant que
W ij∂µφj = ∂µ
(
δW
δφi
) (6.77)126
on peut vériﬁer que la variation (6.75) est une dérivée totale à condition que
W i =
δW
δφi
= mijφj +
1
2
yijkφjφk . (6.78)Les relations (6.74) et (6.78) nous amène à déﬁnir le superpotentiel 2
W =
1
2
mijφiφj +
1
6
yijkφiφjφk (6.79)qui est une fonction analytique des champs complexes φi. Les variations res-tantes de Lint sont linéaires en Fi ou F ∗i et s'annulent. Les équations dumouvement pour le lagrangien avec les termes d'interaction sont
Fi = −W ∗i , F ∗i = −W i . (6.80)On peut les utiliser pour écrire le lagrangien sans employer les champs auxi-liaires
L = −∂µφ∗i∂µφi − iψ†iσ¯µ∂µψi − 1
2
(
W ijψiψj +W
∗
ijψ
i†ψj†
)
−W iW ∗i (6.81)où le potentiel scalaire de la théorie est donné par
V = W iW ∗i = FiF
∗i = m∗ikm
kjφ∗iφj +
1
2
mily∗jklφiφ
∗jφ∗k +
1
2
m∗ily
jklφ∗iφjφk
+
1
4
yijly∗kmlφiφjφ
∗kφ∗m . (6.82)Il est toujours non négatif (carré de la valeur absolue de W i). En utilisant laforme explicite du superpotentiel (6.79) on peut écrire le lagrangien sous laforme
L = −∂µφ∗i∂µφi − iψ†iσ¯µ∂µψi − 1
2
mijψiψj − 1
2
m∗ijψ
i†ψj†
− V − 1
2
yijkφiψjψk − 1
2
y∗ijkφ
∗iψj†ψk† . (6.83)2. Une possibilité qu'on n'a pas considéré est la présence d'un terme linéaire kφi qui estcompatible avec la symétrie de jauge seulement si le champ est un singulet de jauge.
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6.2.3 Exercice A : Le modèle de WessZuminoConsidérer un spineur de Majorana
Ψ =
(
ψα
ψ¯α˙
) (6.84)et montrer l'identité
Ψ¯γµ∂µΨ = 2ψ¯σ¯
µ∂µψ (6.85)en termes des spineurs de Weyl à deux composantes. Pour la démonstrationéliminer une dérivée totale et utiliser les relations
γµ =
(
0 σµ
σ¯µ 0
)
ψσµχ¯ = −χ¯σ¯µψ (6.86)où ψ et χ sont deux spineurs de Weyl, σµ ≡ (I, σi) et σ¯µ ≡ (I, − σi) sont lesmatrices de Pauli.Considérer ensuite le lagrangien
L = ∂µφ∗∂µφ+ iψ¯σ¯µ∂µψ (6.87)avec φ un champ scalaire complexe, ψ un spineur de Weyl à deux com-posantes. Ce lagrangien est invariant sous les transformations globales desupersymétrie sur la couche de masse
δφ =
√
2ξWψ (6.88)
δψ = −i
√
2∂µφσ
µξ¯W (6.89)Écrire le lagrangien (6.87) en termes d'un champ de Majorana Ψ et de deuxchamps réels A et B :
φ =
1√
2
(A+ iB) (6.90)Les transformations de supersymétrie (6.88-6.89) en termes des nouveauxchamps sont
δA = ξ¯Ψ (6.91)
δB = iξ¯γ5Ψ (6.92)
δΨ = −iγµ∂µ(A+ iγ5B)ξ (6.93)où
ξ =
(
ξW
ξ¯W
) (6.94)128
est le paramètre spinoriel de la transformation. Vériﬁer que les nouvellestransformations de supersymétrie (6.91-6.93) sont équivalentes à (6.88-6.89).Les propriétés suivantes peuvent être utilisées sans démonstration :
1
2
(1− γ5)Ψ =
(
ψα
0
)
1
2
(1 + γ5)Ψ =
(
0
ψ¯α˙
)
. (6.95)6.3 Le multiplet vecteur6.3.1 Lagrangien du multiplet vecteurLe supermultiplet vecteur de jauge contient un boson de jauge sans masse
Aaµ et un fermion de Weyl, le gaugino λa. Les transformations de jauge dusupermultiplet vecteur sont
δjaugeA
a
µ = −∂µΛa + gfabcAbµΛc (6.96)
δjaugeλ
a = gfabcλbΛc (6.97)où g est le couplage de jauge, fabc les constantes de structure antisymétriquesdu groupe de jauge et Λa un paramètre inﬁnitésimal de la transformationde jauge. Sur la couche de masse on a deux polarisations pour le champvectoriel et deux composantes pour le spineur de Weyl. Par contre oﬀshellle champ vectoriel a trois composantes et le spineur de Weyl quatre. Pourque la supersymétrie soit respectée oﬀshell il faut ajouter un champ scalaireréel Da. Le lagrangien correspondant est
Ljauge = −1
4
F aµνF
aµν − iλa†σ¯µDµλa + 1
2
DaDa (6.98)avec
F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν (6.99)
Dµλ
a = ∂µλ
a − gfabcAbµλc . (6.100)Les transformations de supersymétrie pour les champs sont
δAaµ = −
1√
2
(
²†σ¯µλa + λa†σ¯µ²
) (6.101)
δλaα = −
i
2
√
2
(σµσ¯ν²)αF
a
µν +
1√
2
²αD
a (6.102)
δDa =
i√
2
(
²†σ¯µDµλa −Dµλa†σ¯µ²
)
. (6.103)129
Comme dans le cas du lagrangien pour le multiplet chiral, on peut montrerque le lagrangien (6.98) est invariant sous les transformations de supersymé-trie et que l'algèbre se ferme.6.3.2 Interactions de jauge supersymétriquesLe premier pas pour construire un lagrangien invariant de jauge avec lesmultiplets chiraux et vecteurs consiste à introduire des dérivées covariantespour les champs des multiplets chiraux
Dµψi = ∂µψi + igA
a
µ(T
aψ)i (6.104)
Dµφi = ∂µφi + igA
a
µ(T
aφ)i (6.105)
Dµφ
∗i = ∂µφ∗i − igAaµ(φ∗T a)i . (6.106)Le lagrangien complet doit aussi contenir tous les autres termes invariantsde jauge, renormalisables et compatibles avec la transformation de supersy-métrie :
L = Ljauge+Lchiral+g(φ∗T aφ)Da−
√
2g
[
(φ∗T aψ)λa + λa†(ψ†T aφ)
] (6.107)où les T a sont les générateurs de la transformation de jauge, Lchiral le lagran-gien pour le multiplet chiral avec les dérivées covariantes. Les transformationsde supersymétrie sont aussi modiﬁés par les dérivées covariantes :
δ(ψi)α = i(σ
µ²†)αDµφi + ²αFi (6.108)
δFi = i²
†σ¯µDµψi +
√
2g(T aφ)i²
†λa† . (6.109)L'équation du mouvement pour le champ auxiliaire est
Da = −g(φ∗T aφ) (6.110)on peut l'utiliser pour éliminer le champ auxiliaire du lagrangien. Le potentielscalaire complet est
V = F ∗iFi +
1
2
∑
a
DaDa = W ∗i W
i +
1
2
∑
a
g2a(φ
∗T aφ)2 (6.111)où la somme sur a fait référence à la possibilité d'avoir diﬀérents facteursdans le groupe de jauge avec des couplages diﬀérents. On parle de termes
F et D pour le potentiel scalaire. Le potentiel scalaire est complètementdéterminé par les autres interactions dans la théorie : les termes de type Fsont déterminés par les couplages de Yukawa et les termes de type D par lesinteractions de jauge. 130
6.4 La supersymétrie comme théorie de jaugeDans l'étude du modèle standard on a décrit les données en termes d'unethéorie avec des symétries locales plutôt que globales. Pour la supersymétrieon peut aussi se poser la question de la traiter comme symétrie locale. Lasupersymétrie à quatre dimensions contient comme sousalgèbre l'algèbre dePoincaré (ou celle de de Sitter) et la version locale de cette sousalgèbre estla théorie de la gravité d'Einstein. Pour cette raison la version locale de lasupersymétrie est aussi une théorie de la supergravité. Pour la supersymétrie
N = 1 on doit donc inclure un multiplet avec le graviton de spin 2 et sonpartenaire supersymétrique, le gravitino, un fermion de spin 3/2. L'introduc-tion d'un champ de spin 2 rend la théorie non renormalisable, on doit doncpenser ces théories comme eﬀectives.Un autre point important dans l'analyse d'une théorie locale de la super-symétrie est le rôle du vide. On a vu que dans une théorie supersymétriqueglobale le vide est une quantité positive ou nulle, mais jamais négative. Enparticulier un vide invariant sous transformations de supersymétrie a uneénergie nulle et un vide qui brise la supersymétrie, une énergie positive. Dansle cas local ceci n'est plus vrai puisque le potentiel est modiﬁé et le vide su-persymétrique a une énergie négative. On n'est donc pas obligés de prendreun vide brisé à énergie positive. Ce point est important parce que l'énergie duvide contribue à la valeur de la constante cosmologique Λ dans les équationsde la relativité générale et intervient donc dans les modèles cosmologiques etdans les mesures astrophysiques (supernovae, radiation à 3 K) par des eﬀetssur la géométrie et l'accélération de l'univers.6.4.1 Supergravité globaleAvant d'étudier la théorie locale pour la supergravité, on va considérer lelagrangien du multiplet de la supergravité globale. Pour garder une notationcompacte le spineur vectoriel de Weyl ψα de spin 3/2 sera écrit en notationa quatre composantes avec un spineur vectoriel de Majorana
Ψµ =
(
ψα
ψ¯α˙
)
µ
(6.112)
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L'action du multiplet de la supergravité globale est donné pour la partie despin 3/2 (action de RaritaSchwinger) par
SRS = −1
2
∫
d4x²µνρσΨ¯µγ5γν∂ρΨσ (6.113)où ²µνρσ est le tenseur antisymétrique de LeviCivita avec ²0123 = 1. Pour legraviton de spin 2 on utilise un tenseur symétrique à trace nulle gµν linéarisé
gµν = ηµν + κhµν (6.114)
ηµν étant le tenseur métrique de Minkowski et
κ2 = 8piGN (6.115)où GN est la constante de Newton. Le champ bosonique hµν a la dimensiond'une masse. L'action d'Einstein linéarisée constitue la partie bosonique del'action pour le supermultiplet
SE = −1
2
∫
d4x
(
Rµν − 1
2
ηµνR
)
hµν (6.116)où le tenseur de Ricci linéarisé est
Rµν =
1
2
(
− ∂
2hµν
∂xρ∂xρ
+
∂2hρν
∂xµ∂xρ
+
∂2hρµ
∂xν∂xρ
− ∂
2hρρ
∂xµ∂xν
) (6.117)et la courbure
R ≡ ηµνRµν . (6.118)La raison pour considérer ici la théorie d'Einstein linéarisée est due à l'in-variance globale qu'on cherche à obtenir. En réalité la théorie d'Einstein estlocale dans sa forme standard. L'action
S = SRS + SE (6.119)est invariante sous les transformations globales de supersymétrie eiξ¯Q, avec ξparamètre spinoriel de Majorana :
δhµν = − i
2
ξ¯(γµΨν + γνΨµ) (6.120)
δΨµ = −iσνρ∂νhρµξ (6.121)où
σµν =
i
2
[γµ, γν ] . (6.122)Ces transformations laissent l'action invariante sur la couche de masse. Commed'habitude l'invariance oﬀshell s'obtient avec des champs auxiliaires.132
6.4.2 Supergravité localeDans une transformation locale le paramètre spinoriel de la transforma-tion dépend du point de l'espacetemps
eiξ¯(x)Q . (6.123)On ne va pas discuter les méthodes pour obtenir le lagrangien avec invariancelocale mais on se limitera aux résultats. Pour la partie bosonique de l'actionon va utiliser l'équation d'Einstein standard qui est invariante sous les trans-formations locales. Il faut introduire la tétrade vierbein e mµ avec m indicelocal de Lorentz et
hµν = e
m
µ e
n
ν ηmn . (6.124)L'action invariante sous les transformations locales de supersymétrie est
S = − 1
2κ2
∫
d4x|dete|R− 1
2
∫
d4x²µνρσΨ¯µγ5γνD˜ρΨσ (6.125)où la dérivée covariante a une forme non minimale
D˜µ = ∂µ − i
4
ω¯µmnσ
mn (6.126)
ω¯µmn = ωµmn +
i
4
κ2(Ψ¯µγmΨn + Ψ¯mγµΨn − Ψ¯µγnΨm) (6.127)
ωµmn =
1
2
e νm (∂µenν − ∂νenµ) +
1
2
e τme
σ
n ∂σeτqe
q
µ − (m↔ n) (6.128)
ωµmn étant la connection de spin. Les transformations locales de supersymé-trie sont
δe mµ = −iκξ¯γmΨµ (6.129)
δΨµ =
2
κ
D˜µξ . (6.130)6.4.3 Théories non renormalisablesOn ne va pas discuter en détail les interactions dans une théorie localede la supergravité. Une théorie des champs qui contient la relativité généraleest non renormalisable. Il s'agit donc d'une théorie eﬀective qui demandeune explication plus fondamentale. Néanmoins ces théories eﬀectives nonrenormalisables ont un rôle important à basse énergie, un peu comme la133
théorie de Fermi par rapport aux interactions faibles ou la théorie chiralepour l'étude de la physique hadronique.Une diﬀérence importante dans le cas d'une théorie non renormalisableest la présence du potentiel de Kähler K(φi, φ∗i) en plus du superpotentiel.Il s'agit d'une fonction réelle de φi et φ∗i avec les dimensions d'une masseau carré. On n'a pas discuté de ce terme dans le cas renormalisable puisquela seule possibilité était K = φ∗iφi. Dans le cas de la supergravité on aune échelle de masse, la masse de Planck, qui entre dans la constructiondu lagrangien. On peut déﬁnir une quantité sans dimension, la fonction deKähler
G =
K
m2P
+ ln
W
m3P
+ ln
W ∗
m3P
(6.131)et ses dérivées
Gi =
∂G
∂φi
, Gi =
∂G
∂φ∗i
, Gji =
∂2G
∂φ∗i∂φj
. (6.132)avec pour la matrice Gji une matrice inverse
(G−1)jiG
k
j = (G
−1)kjG
j
i = δ
k
i . (6.133)Ces fonctions permettent de généraliser la contribution au potentiel scalairedu terme F
V = m4P e
G
(
Gi(G−1)jiGj − 3
) (6.134)où l'analogue du champ auxiliaire F est donné par
Fi = −m2P eG/2(G−1)jiGj (6.135)dans le cas de la supergravité. La supersymétrie est spontanément briséesi au moins un des Fi a une valeur dans le vide non nulle. Avec le terme
−3 dans le potentiel (6.134) on peut comprendre pourquoi la brisure de lasupersymétrie locale peut se faire avec une valeur dans le vide qui est zéro,positive ou négative.6.5 Solution des exercicesExercice ALe terme cinétique des spineurs de Majorana peut s'écrire en fonction desspineurs de Weyl
Ψ¯γµ∂µΨ = ψ¯ασ¯
µ∂µψα − ψα˙σµ∂µψ¯ = 2ψ¯σ¯µ∂µψ . (6.136)134
Le lagrangien en termes des nouveaux champs est
L = 1
2
(∂µA∂
µA+ ∂µB∂
µB) +
i
2
Ψ¯γµ∂µΨ . (6.137)Les transformations de supersymétrie en fonction des deux descriptions sontéquivalentes. Pour δA
δA =
1√
2
(δφ+ δφ∗) = ξ¯Ψ (6.138)on procède de manière analogue pour δB. Inversement on peut montrer latransformation de δφ à partir de celles de δA et δB
δφ =
1√
2
(δA+ iδB) =
1√
2
(
ξ¯Ψ− ξ¯γ5Ψ
)
=
√
2ξWψ . (6.139)Pour montrer la transformation de δψ on peut partir de la transformationde δΨ
δΨ = −iγµ∂µ(A+ iγ5B)ξ = −iγµ∂µ 1√
2
[φ+ φ∗ + γ5(φ− φ∗)]
= −i
√
2γµ∂µ
[
φ
1 + γ5
2
ξ + φ∗
1− γ5
2
ξ
]
. (6.140)En utilisant les propriétés des projecteurs données dans l'exercice on a, parexemple pour la composante haute du bispineur
δψ = −i
√
2∂µφσ
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Chapitre 7Brisure de la supersymétriePour construire un modèle phénoménologique de la supersymétrie pour laphysique électrofaible il faut inclure un mécanisme de brisure. On va analyserdes modèles de brisure spontanée de la supersymétrie. Tous ont en communl'extension du modèle à haute énergie. De ce point de vue il ne s'agit passeulement de construire une version supersymétrique du modèle standard,mais d'aller à des échelles d'énergie beaucoup plus grandes. Une autre pos-sibilité, moins ambitieuse, consiste à décrire de façon eﬀective cette brisureseulement par l'introduction de termes de brisure explicite. Dans le cas dumodèle standard supersymétrique minimal on va se limiter à cette approcheeﬀective.7.1 Brisure soupleOn a utilisé la supersymétrie pour éliminer les divergences quadratiquesdans le problème de la hiérarchie entre l'échelle électrofaible et l'échelle dePlanck. L'introduction de termes de brisure explicite ne doit pas introduireà nouveau ce problème. La relation entre les couplages sans dimension quiinterviennent dans la compensation des divergences quadratiques doit êtrepréservé. Ces considérations nous amènent à considérer des termes de brisurede la supersymétrie par des termes ayant des couplages avec une dimensionde masse positive, comme par exemple des termes de masse. On parle dansce cas de termes de brisure souple de la supersymétrie. Cette approche eﬀec-tive de basse énergie est justiﬁée par des modèles de haute énergie avec unebrisure spontanée qui génèrent précisément ce type de termes. Les termes de138
brisure souple vont donner des masses diﬀérentes aux particules du modèlestandard et à leurs partenaires supersymétriques. En pratique si on ne veutpas introduire un nouveau problème d'échelle, la diﬀérence de masse ne peutpas être trop grande par rapport à la valeur de l'échelle électrofaible. Dans lecadre d'une théorie renormalisable les termes de brisure explicite souple dela supersymétrie sont 1
Lsouple = −1
2
mλλ
aλa − 1
6
aijkφiφjφk − 1
2
bijφiφj + c.c.
− (m2)ijφj∗φi . (7.1)La formule (7.1) ne contient pas des termes souples dans les champs chirauxparce que l'on peut toujours redéﬁnir le superpotentiel et les constantes pourles éliminer. On peut prouver que la brisure souple de la supersymétrie géné-rée par (7.1) garantit l'absence à tous les ordres de la théorie des perturba-tions des divergences quadratiques pour les champs scalaires. La présence oul'absence d'un terme du lagrangien de brisure souple (7.1) dépend des autressymétries de la théorie. Les paramètres de masse (m2)ij pour les champs sca-laires sont toujours présents parce qu'il suﬃt de choisir les champs φi et φj∗dans deux représentations conjuguées des groupes de jauge. Les termes aijket bij ont la même forme que les termes yijk et mij du superpotentiel, doncils sont présents si le terme correspondant du superpotentiel est permis parles symétries de la théorie.7.2 Brisure spontanée de la supersymétrieOn a vu que si la supersymétrie n'est pas brisée dans l'état de vide de lathéorie, le vide a l'énergie zéro. Si par contre la supersymétrie est spontané-ment brisée dans l'état de vide, le vide a une énergie positive. Le potentielscalaire (6.111) permet de briser spontanément la supersymétrie si Fi ou Dane sont pas nuls dans l'état de vide, par exemple en ajoutant des termes au1. On ne va pas considérer ici la possibilité d'un terme
−1
2
cjki φ
∗iφjφk + c.c.qui est souple (il ne génère pas des divergences quadratiques) sous certaines conditions.La raison pour ne pas l'inclure est que ce terme est complètement négligeable dans lesmodèles de brisure spontanée de la supersymétrie qu'on va étudier.139
lagrangien qui ne permettent pas aux équations du mouvement Fi = 0 et
Da = 0 d'être simultanément satisfaites.7.2.1 Mécanisme de FayetIliopoulosLa première possibilité est de considérer le mécanisme de FayetIliopoulos.Si la symétrie de jauge de la théorie contient un facteur U(1), le champ auxi-liaire du multiplet de jauge est à lui seul invariant de jauge et de supersymé-trie :
LF−I = κD (7.2)où κ est une constante avec la dimension d'une masse au carré. Cette possi-bilité existe seulement pour une symétrie de jauge Abélienne parce que pourdes groupes non Abéliens l'équivalent du terme de FayetIliopoulos n'est pasinvariant de jauge. Dans le cas du groupe U(1) la transformation δD de laformule (6.103) est une dérivée totale. Le terme (7.2) peut donner une valeurnon nulle dans le vide à cause des autres interactions du champ scalaire quisont chargées sous la transformation du groupe de jauge U(1). Le potentielprend la forme
V =
1
2
D2 − κD + gD∑
i
Qiφ
∗iφi (7.3)où Qi sont les charges des champs φi sous le groupe de jauge U(1). L'équationdu mouvement pour le champ D devient
D = κ− g∑
i
Qiφ
∗iφi (7.4)Si les champs φi ont une valeur dans le vide nulle, le champ auxiliaire obtientune valeur dans le vide
〈D〉 = κ (7.5)et la supersymétrie est spontanément brisée. Dans le cas d'une extensionsupersymétrique du modèle standard l'utilisation du groupe U(1)Y impliquela brisure de la couleur et de l'électromagnétisme pour certaines particulessupersymétriques, donc on ne va pas utiliser cette méthode dans la suite.Il est possible par contre d'ajouter des nouveaux groupes U(1), mais dansle cadre du modèle standard supersymétrique il est diﬃcile de donner unemasse compatible avec les limites expérimentales à toutes les particules.140
7.2.2 Mécanisme de O'RaifeartaighUne deuxième possibilité est la brisure spontanée de la supersymétrie avecun terme de type F non nul. L'idée consiste à choisir des supermultipletschiraux et le superpotentiel W (modèle de O'Raifeartaigh) de façon à ne pasavoir des solutions simultanées pour les équations
Fi = 0 et − δW
∗
δφ∗i
= 0 . (7.6)Le potentiel V sera donc
V =
∑
i
|Fi|2 (7.7)avec un minimum positif pour assurer la brisure spontanée de la supersy-métrie. L'exemple le plus simple consiste de trois supermultiplets chiraux
Φi ≡ (φi, ψi, Fi) avec un superpotentiel
W = −kΦ1 +mΦ2Φ3 + y
2
Φ1Φ
2
3 (7.8)qui contient un terme linéaire qui est compatible avec l'invariance de la théo-rie seulement s'il est un singulet de jauge. Le potentiel scalaire qu'on obtientà partir de la formule précédente est
V = |F1|2 + |F2|2 + |F3|2 (7.9)avec
F1 = k − y
2
φ∗23 , F2 = −mφ∗3 , F3 = −mφ∗2 − yφ∗1φ∗3 (7.10)Le terme linéaire du superpotentiel est nécessaire dans la brisure de la su-persymétrie parce qu'il élimine la possibilité d'avoir un vide d'énergie nulle(qui ne brise pas la supersymétrie) avec le choix φi = 0. Les Fi de l'équation(7.10) permettent de vériﬁer que les conditions F1 = 0 et F2 = 0 sont incom-patibles et donc que la supersymétrie doit être brisée. En prenantm2 > yk onpeut montrer que le minimum absolu du potentiel est donné par φ2 = φ3 = 0avec φ1 quelconque. On a donc toute une vallée de minima équivalents, qu'onappelle une direction plate du potentiel. Un développement autour du mini-mum du potentiel avec le choix φ1 = 0 donne 6 scalaires avec les masses auniveau de l'arbre
0 , 0 , m , m ,
√
m2 − yk ,
√
m2 + yk . (7.11)141
Les trois fermions de Weyl ont les masses
0 , m , m . (7.12)Le fermion sans masse est le goldstino, la particule sans masse du théorème deGoldstone. Dans le cas de la supersymétrie le générateur brisé est fermioniqueet on a donc un fermion de Goldstone. Les deux scalaires réels sans massesont les composantes du scalaire complexe φ1. Leur masse est nulle à causede la direction plate du potentiel. Ce résultat est modiﬁé par les correctionsquantiques. Un calcul de ces corrections avec le potentiel eﬀectif à une boucledonne
m2φ1 =
1
32pi2
{(
ym4
k
+ y3k
)
ln
(
m2 + yk
m2 − yk
)
+ 2y2m2
[
ln
(
1− y
2k2
m4
)
− 1
]}(7.13)L'échelle de masse de la brisure de la supersymétrie est donnée par √k. Dansle modèle standard supersymétrique cette échelle est beaucoup plus petiteque l'échelle de Planck pour donner les masses des particules. Pour résoudrele problème de générer de façon naturelle l'échelle électrofaible à partir del'échelle de Planck il faut utiliser d'autres méthodes. Une possibilité est labrisure dynamique de la supersymétrie. On peut penser à l'analogie avec laQCD, qui génère une échelle de basse énergie Λ ∼ e−1/g23MP (g3 étant laconstante de couplage du groupe SU(3) de couleur) parce que la théorie estlibre asymptotiquement et perturbative à l'échelle de Planck. Il est clair, surles exemples qu'on a examiné, qu'un modèle de brisure de la supersymétriene peut pas être seulement une version supersymétrique du modèle standard,mais doit inclure d'autres ingrédients.7.3 Les fermions de GoldstoneOn a vu que dans le cas de la supersymétrie le générateur brisé est fer-mionique et on a un fermion de Goldstone, le goldstino. En général on peutconsidérer un modèle avec des multiplets chiraux et vecteurs. Les fermionsde la théorie sont des gauginos λa et des fermions chiraux ψi. Quand certainsdes scalaires de la théorie prennent une valeur dans le vide non nulles, dansla base (λa, ψi) la matrice de masse des fermions a la forme
mfermions =
(
0
√
2ga(T
a〈φ∗〉)i√
2ga(T
a〈φ∗〉)j 〈W ij〉
)
. (7.14)142
On peut vériﬁer que l'action de la matrice fermionique sur le vecteur
G˜ =
(
1√
2
〈Da〉
〈Fi〉
) (7.15)donne zéro. Pour le prouver pour la première ligne de la matrice de masseon peut utiliser l'identité
W i(T a)jiφj = 0 , (7.16)pour la deuxième ligne on peut utiliser la condition
〈∂V
∂φi
〉 = 0 (7.17)qui est valable au minimum du potentiel scalaire. Le vecteur (7.15) est pro-portionnel à la fonction d'onde du goldstino. Si au moins un des champsauxiliaires a une valeur dans le vide non nulle, la fonction d'onde est nonbanale et sa masse est zéro. On a ainsi démontré le théorème de Goldstonedans le cas supersymétrique.7.4 Le supercourantLe théorème de Noether indique que l'invariance par rapport à une sy-métrie implique l'existence d'un courant conservé. Dans le cas de la supersy-métrie, la variation par rapport aux champs Φ = φ, φ∗, ψ, ψ†, F , F ∗ donne
²Jµ + ²
†J†µ =
∑
Φ
δΦ
δL
δ(∂µΦ)
−Kµ (7.18)où ∂µKµ = δL. Les courants supersymétriques sont conservées
∂µJ
µ
α = 0 ∂µJ
µ†
α˙ = 0 (7.19)les charges correspondantes étant
Qα =
√
2
∫
d3xJ0α Q
†
α˙ =
√
2
∫
d3xJ0†α˙ . (7.20)L'expression explicite du supercourant conservé avec des multiplets chirauxet vecteurs s'écrit
Jµα = (σ
ν σ¯µψi)αDνφ
∗i−i(σµψi†)αW ∗i −
1
2
√
2
(σν σ¯ρσµλa†)αF aνρ−
i√
2
gφ∗T aφ(σµλa†)α .(7.21)143
L'équation précédente permet d'obtenir d'autres propriétés importantes pourle goldstino. Supposons que la brisure spontanée de la supersymétrie soit dueà une valeur non nulle dans le vide du champ auxiliaire F . La conservationdu supercourant est
0 = ∂µJ
µ
α = i〈F 〉(σµ∂µG˜†)α + . . . (7.22)où la partie qu'on a indiquée explicitement est due au deuxième terme del'équation (7.21) en utilisant l'équation du mouvement Fi = −W ∗i . Pour legoldstino on peut écrire un lagrangien eﬀectif
Lgoldstino = −iG˜†σ¯µ∂µG˜− 1〈F 〉(G˜∂µj
µ + c.c.) (7.23)où jµ est la partie du supercourant qui concerne tous les autres supermulti-plets :
jµα = (σ
ν σ¯µψi)α∂νφ
∗i − 1
2
√
2
σν σ¯ρσµλa†F aνρ + . . . (7.24)Le goldstino interagit avec les autres particules par des vertex avec un scalaireet un fermion ou avec un gaugino et un boson de jauge. L'équation (7.23)diverge en apparence dans la limite 〈F 〉 → 0. En réalité la limite est zéroà cause des deux dérivées dans ce terme qui sont proportionnelles à desdiﬀérences de masses qui sont nulles dans la limite de supersymétrie nonbrisée. Ces résultats dépendent seulement de la conservation du supercourantet sont donc valables en général indépendamment des détails du mécanismede transmission de la brisure de la supersymétrie au secteur visible de lathéorie.7.5 Mécanisme de superHiggsLe théorème de Goldstone s'applique dans le cas d'une symétrie globale.Quand on considère la gravité, la supersymétrie est une symétrie locale. Lesparamètres ²α de la transformation de la supersymétrie sont des fonctions del'espacetemps. Le multiplet qui contient le graviton (spin 2) contient aussiune particule fermionique de spin 3/2, le gravitino. Quand la supersymétrien'est pas brisée, ces deux particules ont une masse nulle. Dans la brisurespontanée de la supersymétrie on a l'analogue du mécanisme de Higgs et legravitino obtient une masse en absorbant les degrés de liberté du goldstino.144
Dans le cas de la supergravité et de la brisure spontanée par les termes Fides formules (6.134) et (6.135) la masse du gravitino est
m23/2 =
1
3m2p
〈KijFiF ∗j〉 . (7.25)La valeur de m3/2 dépend en général du modèle de brisure considéré. Lavaleur du potentiel scalaire au minimum n'est pas forcément plus grandeque zéro dans le cas de la brisure de la supersymétrie locale. Souvent onimpose 〈V 〉 = 0 même s'il n'est pas clair si ce choix particulier a ou nonune importance phénoménologique et la masse du gravitino a une forme plussimple
m23/2 = m
2
P e
〈G〉 . (7.26)7.6 Brisure avec un secteur cachéUne contrainte à considérer dans la construction d'un modèle supersymé-trique est l'existence de règles de somme pour les masses qui sont valablesnon seulement si la supersymétrie est exacte, mais aussi si la supersymétrieest spontanément brisée quand on néglige les corrections dues aux boucles
Tr[m2(scalaires complexes)] = Tr[m2(fermions de Weyl)] . (7.27)L'équation précédente est vériﬁée par exemple dans le modèle de O'Raifear-taigh avec la brisure spontanée induite par les termes F . Du point de vue dela phénoménologie les fermions chiraux ont des masses petites (sauf le quarktop et les higgsinos) et on aurait déjà dû observer des scalaires supersymé-triques légers. Cette remarque indique que les masses doivent leur origineplutôt aux corrections radiatives ou à des méthodes indirectes. Dans cettedeuxième hypothèse on parle d'un secteur visible de la supersymétrie et d'unsecteur caché qui est là pour donner la brisure spontanée de la symétrie. Laformule (7.27) ne s'applique pas au secteur visible mais au spectre completet des masses en accord avec la phénoménologie peuvent être ainsi générées.Des interactions entre les deux secteurs sont nécessaires pour communiquer labrisure de la supersymétrie à la partie visible. Les interactions entre les deuxsecteurs peuvent être de diﬀérentes sortes. Les deux modèles les plus utilisésconsidèrent des interactions gravitationnelles ou de jauge pour communiquerla brisure de la supersymétrie entre les deux secteurs.145
7.6.1 Médiation par la gravitéUne possibilité pour communiquer la brisure de la supersymétrie au sec-teur visible consiste à utiliser les interactions gravitationnelles. On va consi-dérer une forme particulière pour le superpotentiel et le potentiel de Kähler,avec une partie visible et une partie cachée
W = Wv(φi) +Wc(X) (7.28)
K = φ∗iφi +X∗X (7.29)avec des valeurs dans le vide
〈Wc〉 = xm2P , 〈
∂Wc
∂X
〉 = x′mP , 〈X〉 = wmP . (7.30)Si on impose 〈V 〉 = 0 on obtient
|x′ + xw∗|2 = 3|x|2 (7.31)
m3/2 =
|〈FX〉|√
3mP
= |x|e|w|2/2 . (7.32)Ce calcul peut se faire comme cas particulier des formules (6.134), (6.135) et(7.25). A l'ordre le plus bas en 1/mP et avec une redéﬁnitionWv → Wve−|w|2/2pour garder la normalisation usuelle, on obtient le potentiel
V = (W ∗v )i(Wv)
i +m23/2φ
∗iφi (7.33)
+ e|w|
2/2
[
x∗φi(Wv)i + (x′∗w∗ + |w|2x∗ − 3x∗)Wv + c.c.
]
.Le premier terme est la contribution usuelle de la supersymétrie globale, ledeuxième est un terme scalaire souple
m20 =
|〈FX〉|2
3m2P
= m23/2 . (7.34)Les termes suivants sont de la forme
A0 = −〈FX〉
mP
w∗ , B0 =
〈FX〉
mP
(
−w∗ + 1
x′∗/x∗ + w
) (7.35)puisque pour la partie cubique φiWv = 3Wv et pour la partie quadratique
φiWv = 2Wv. À l'ordre le plus bas en 1/mP , la masse du gravitino est
mλa =
1
2mP
<(f ia)〈Fi〉 (7.36)146
où les f ia sont des paramètres sans dimension pour les gauginos.On va utiliser cet exemple simpliﬁé pour justiﬁer l'introduction d'un la-grangien eﬀectif non renormalisable de basse énergie qui n'est même passupersymétrique (il faut le considérer comme une partie d'un lagrangien su-persymétrique) :
Lnr = − 1
mP
FX
1
2
∑
a
faλ
aλa + c.c.− 1
m2P
FXF
∗
Xk
i
jφiφ
∗j (7.37)
− 1
mP
FX
(
1
6
y′ijkφiφjφk +
1
2
µ′ijφiφj
)
+ c.c. (7.38)où FX est le champ auxiliaire d'un supermultiplet chiral dans la partie cachéede la théorie. Si 〈FX〉 ∼ 1010 GeV le lagrangien eﬀectif va produire destermes souples de l'ordre de quelques centaines de GeV. Les paramètres dulagrangien peuvent être déterminés à partir d'une théorie plus fondamentale.Notre exemple pour cette théorie nous indique que des simpliﬁcations sontpossibles, notamment celles des paramètres fa = f , kij = kδij. Pour les autrescouplages on peut aussi considérer la proportionnalité avec les paramètrescorrespondants du superpotentiel : y′ijk = αyijk et µ′ij = βµij.Ce choix particulier va nous permettre de traiter tous les termes souplesavec quatre paramètres
m1/2 = f
〈FX〉
mP
, m0 = k
|〈FX〉|2
m2P
, A0 = α
〈FX〉
mP
, B0 = β
〈FX〉
mP
. (7.39)Cette réduction du nombre des paramètres a une justiﬁcation principalementphénoménologique et constitue une paramétrisation simple pour traiter lemécanisme de brisure de la supersymétrie dont on ne connaît pas les détails.7.6.2 Médiation par les interactions de jaugeUne alternative pour le mécanisme de brisure de la supersymétrie est don-née par les interactions de jauge. Il faut faire appel à de nouveaux multipletschiraux, les messagers, qui communiquent la brisure de la supersymétrie ausecteur visible par les interactions de jauge. De cette façon les interactions dejauge génèrent les termes souples de basse énergie. Un modèle simple consisteen un ensemble de multiplets chiraux chargés sous les interactions de jaugedu modèle standard (SU(3), SU(2), U(1)) :
q ∼ (3, 1, − 1/3) , q¯ ∼ (3¯, 1, 1/3) , ` ∼ (1, 2, 1/2) , ¯`∼ (1, 2, − 1/2) .(7.40)147
Ces nouveaux fermions (et sfermions) doivent être de masse élevée pour nepas donner des eﬀets visibles à basse énergie. On peut introduire un terme decouplage avec un multiplet chiral singulet de jauge S dans le superpotentielpour leur donner une masse
Wm = y`S`¯`+ yqSqq¯ (7.41)où S et son champ auxiliaire FS ont une valeur dans le vide non nulle. Onsuppose aussi que S participe dans un autre terme du superpotentiel à labrisure de la supersymétrie. Comme résultat on obtient des termes de massepour les fermions messagers ψq, ψq¯, ψ`, ψ¯`
Lm = −y`〈S〉ψ`ψ¯`− yq〈S〉ψqψq¯ + c.c. (7.42)et pour les scalaires messagers q, q¯, `, ¯`
Vm = |y`〈S〉|2
(
|`|2 + |¯`|2
)
+ |yq〈S〉|2
(
|q|2 + |q¯|2
)
−
(
y`〈FS〉`¯`+ yq〈FS〉qq¯ + c.c.
)
. (7.43)La deuxième ligne de l'équation (7.43) représente des termes souples quidonnent une diﬀérence de masse dans le multiplet chiral. Pour les sleptonset les squarks on a des matrices de masse
M` =
( |y`〈S〉|2 −y∗` 〈F ∗S〉
−y`〈FS〉 |y`〈S〉|2
)
Mq =
( |yq〈S〉|2 −y∗q〈F ∗S〉
−yq〈FS〉 |yq〈S〉|2
) (7.44)avec des valeurs propres
m2sleptons = |y`〈S〉|2 ± |y`〈FS〉| , m2squarks = |yq〈S〉|2 ± |yq〈FS〉| , (7.45)pour les masses des scalaires du multiplet chiral, à comparer avec les massesdes fermions du même multiplet
m2leptons = |y`〈S〉|2 , m2quarks = |yq〈S〉|2 . (7.46)Cette brisure de la supersymétrie, dans le spectre du multiplet messager, estcommuniquée aux particules usuelles par des corrections dues aux bouclesqui font intervenir les couplages de jauge. Les masses des gauginos sont
ma =
αa
4pi
〈FS〉
〈S〉 , (7.47)148
par contre les scalaires du secteur visible n'ont aucune correction à une boucleet la première contribution aux masses est à deux boucles. Le calcul desdiagrammes à deux boucles donne le résultat suivant
m2φ = 2
(〈FS〉
〈S〉
)2 [(
α1
4pi
)2
Cφ1 +
(
α2
4pi
)2
Cφ2 +
(
α3
4pi
)2
Cφ3
] (7.48)où
Cφa δ
i
j = (T
aT a)ij (7.49)sont les invariants de Casimir du groupe de jauge considéré et T a les généra-teurs correspondants. Le modèle minimal qu'on a considéré peut se générali-ser au cas de plusieurs superchamps chiraux Φi avec Φ¯i dans la représentationcomplexe conjuguée :
Wm =
∑
i
yiSΦiΦ¯i . (7.50)D'autres généralisations sont possibles, mais le point fondamental pour laphénoménologie est que la masse des squarks et des sleptons dépend unique-ment de leurs nombres quantiques de jauge et les dégénérescences en masseque cela implique donnent automatiquement une suppression des eﬀets in-désirables comme la présence de courants neutres qui changent la saveur.Une autre implication générale de ces modèles est que les particules avecinteractions fortes (squarks, gluinos) sont plus lourdes que les particules avecinteractions faibles (sleptons, higgsinos).7.7 BibliographieCours disponibles sur Internet:G.L. KaneThe Supersymmetry Soft-breaking Lagrangianhttp://arxiv.org/abs/hep-ph/0008190R.S. ChivukulaModels of Electroweak Symmetry Breakinghttp://arxiv.org/abs/hep-ph/9803219J.F. Gunion 149
Searching for Low-Energy Supersymmetryhttp://arxiv.org/abs/hep-ph/9801417
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Chapitre 8Le modèle standard supersymétriqueL'idée d'une version supersymétrique du modèle standard à été motivéepar des considérations de naturalité de l'échelle électrofaible par rapportà l'échelle de Planck dans une théorie des champs à quatre dimensions del'espacetemps lors de l'introduction de la supersymétrie. L'étude de la bri-sure spontanée de la supersymétrie montre que de nouveaux ingrédients sontnécessaires pour une description détaillée et qu'un modèle minimal ne peutêtre qu'une description eﬀective. Le modèle standard supersymétrique mini-mal (MSSM) constitue cette description eﬀective. Chaque particule du mo-dèle standard a un partenaire supersymétrique puisque l'élément fondamentalde construction du lagrangien est le supermultiplet.Une bonne partie des ingrédients pour la construction du MSSM sontdans le modèle standard. On a aussi des diﬀérences importantes. La pre-mière est que les bosons de jauge de spin 1 ont des partenaires fermioniquesde spin 1/2 qui sont des spineurs de Weyl (ou de Majorana dans une notationà quatre composantes), tandis que le modèle standard contenait seulementdes spineurs de Dirac. Une autre diﬀérence est que le contenu scalaire de lathéorie se trouve élargi non seulement à cause des partenaires scalaires desfermions mais aussi dans sa partie de Higgs. Une analyse des anomalies parles diagrammes triangles (comme déjà vu dans le cas du modèle standard)montre que deux doublets de Higgs (et deux doublets de higgsinos) d'hyper-charges opposées sont nécessaires pour construire une théorie sans anomalie.La conséquence de ce secteur de Higgs élargi est la présence dans le spectrephysique de la théorie de 5 bosons de Higgs, trois neutres et deux chargés.Deux doublets de Higgs sont aussi nécessaires pour donner une masse auxquarks. Dans le modèle standard le doublet de Higgs est utilisé pour donner151
une masse aux fermions chargés et aux quarks de type down. Les quarks detype up obtiennent leur masse en utilisant le conjugué de charge du mêmedoublet. Dans le cas supersymétrique le conjugué de charge ne peut pas êtreutilisé dans le superpotentiel, qui est une fonction holomorphe des super-multiplets Φi. La solution la plus simple est donc d'introduire un deuxièmedoublet avec hypercharge opposée.8.1 Les particulesLes fermions du modèle standard ont la propriété que la partie gaucheet la partie droite se transforment diﬀéremment sous le groupe de jauge.Seuls les multiplets chiraux ont la propriété de contenir des fermions avecdes composantes gauches et droites qui peuvent se transformer diﬀéremmentsous le groupe de jauge. Les partenaires scalaires des fermions sont les sfer-mions (squarks, sleptons). Les parties gauches et droites des fermions sontdes spineurs de Weyl diﬀérents avec chacun un partenaire scalaire complexe.On va les désigner avec un tilde et un indice L ou R qui indique la chiralitéde son partenaire fermionique (les sfermions sont des scalaires et il n'ont pasd'hélicité).Multiplet scalaire fermion (SU(3), SU(2), U(1))
L (ν˜ e˜L) (ν eL) (1, 2, − 1/2)
e¯ e˜∗R e
†
R (1, 1, 1)
Q (u˜L d˜L) (uL dL) (3, 2, 1/6)
u¯ u˜∗R u
†
R (3¯, 1, − 2/3)
d¯ d˜∗R d
†
R (3¯, 1, 1/3)
Hu (H
+
u H
0
u) (H˜
+
u H˜
0
u) (1, 2, 1/2)
Hd (H
0
d H
−
d ) (H˜
0
d H˜
−
d ) (1, 2, − 1/2)Tab. 8.1  Multiplets chiraux du MSSM.Pour le secteur de Higgs on a discuté la nécessité d'introduire deux dou-blets avec leurs partenaires fermioniques, dans deux multiplets chiraux. Onva indiquer les deux doublets avec Hu et Hd et les higgsinos correspondantspar H˜u et H˜d. 152
Pour les bosons vecteurs on utilise des multiplets vecteurs et les parte-naires fermioniques correspondants sont les gauginos.Particules fermion vecteur (SU(3), SU(2), U(1))gluino, gluon g˜ g (8, 1, 0)winos, W i W˜± W˜ 0 W± W 0 (1, 3, 0)bino, B B˜0 B0 (1, 1, 0)Tab. 8.2  Multiplets vecteurs du MSSM.Les particules indiqués dans les tables (8.1) et (8.1) constituent le spectredu MSSM mais ne sont pas les états propres de masse de la théorie. Aprèsbrisure de la symétrie électrofaible et de la supersymétrie on a des mélangesentre les gauginos et les higgsinos et entre les scalaires de Higgs et les sfer-mions.8.2 Le superpotentielLe superpotentiel du MSSM fait intervenir les multiplets chiraux
WMSSM = µHuHd − yee¯LHd − ydd¯QHd + yuu¯QHu . (8.1)Les paramètres de Yukawa ye, yd, yu sont des matrices 3 × 3. On a éliminétous les indices de jauge et de famille dans l'équation précédente. Par exemple
µHuHd signiﬁe µ(Hu)α(Hd)β²αβ avec α, β = 1, 2 indices de SU(2)L d'isospinfaible; ydd¯QHd signiﬁe (yd) ji d¯iaQajα(Hd)β²αβ avec i = 1, 2, 3 indices de familleet a = 1, 2, 3 indices de couleur de SU(3)c.La formule (8.1) ne contient pas de termes avec H∗d ou H∗u en accord avecle fait que le superpotentiel est une fonction holomorphe des supermultiplets
Φi. Des termes de Yukawa du type u¯QH∗d qui seraient présents en généraldans un modèle non supersymétrique, sont exclus par l'invariance sous latransformation de supersymétrie. Pour cette raison deux doublets de Higgssont nécessaires dans les modèles supersymétriques pour donner une masseaux fermions.Le paramètre µ a la dimension d'une masse au carré, c'est l'équivalentsupersymétrique d'un terme de masse pour le boson de Higgs dans le modèlestandard. D'autres termes de dimension de masse deux sont donnés par lestermes de brisure souple de la supersymétrie.153
8.3 Brisure souple de la supersymétrieDans le MSSM on traite la brisure de la supersymétrie de façon eﬀectiveavec des termes souples. Dans le cas du MSSM on a
Lsouple = −1
2
(
m1B˜B˜ +m2W˜W˜ +m3g˜g˜
)
+ c.c. (8.2)
+
(
me˜¯eL˜Hd +md
˜¯dQ˜Hd −mu ˜¯uQ˜Hu
)
+ c.c.
− Q˜†m2QQ˜− L˜†m2LL˜− ˜¯um2u¯ ˜¯u† − ˜¯dm2d¯˜¯d
† − ˜¯em2e¯˜¯e†
− m2HuH∗uHu −m2HdH∗dHd − (bHuHd + c.c.) .Les paramètres me, mu, md, m2Q, m2L, m2u¯, m2d¯, m2e¯ sont des matrices 3 × 3dans l'espace des familles. Les paramètres dans les deux premières lignes de laformule précédente ont une dimension de masse ∼ msouple, les deux dernièreslignes contiennent des paramètres avec une dimension ∼ m2souple. La masse
msouple ne peut pas être beaucoup plus grande que ∼ 1000 GeV. La formule(8.2) est la plus générale pour des termes souples dans le MSSM qui soitrenormalisable et compatible avec l'invariance de jauge. Cette description ef-fective de la brisure de la supersymétrie nous oblige à introduire un nombreélevé de nouveaux paramètres par rapport au modèle standard. Après redé-ﬁnition des champs par des rotations de phase, on reste avec 105 paramètresde masses, phases et angles de mélange. Avec un modèle plus fondamental dela brisure spontanée de la supersymétrie, le nombre de paramètres indépen-dants peut se réduire énormément. Une autre possibilité consiste à utiliserles données expérimentales disponibles pour déterminer des relations et deshiérarchies entre les paramètres du lagrangien eﬀectif.Un exemple est la conservation du nombre leptonique, qui est vériﬁéeexpérimentalement avec une grande précision, surtout pour la première et ladeuxième famille. La désintégration µ→ eγ est
BR(µ→ eγ) < 1.2× 10−11 (8.3)et cette limite donne une contrainte sur les mélanges des sleptons qui in-terviennent dans les diagrammes à boucles pour cette désintégration. Si leséléments des matrices m2L ou m2e¯ sont pris tous du même ordre, la prédic-tion théorique serait environ 6 ordres de grandeur plus grande que la limiteexpérimentale.Pour les quarks on a des contraintes similaires. En général on peut éli-miner les contributions dues à la violation des nombres leptoniques et aux154
courants neutres qui modiﬁent la saveur par un choix diagonal des matrices
m2Q, m2L, m2u¯, m2d¯, m2e¯ :
m2i =
 m
2
i1 0 0
0 m2i2 0
0 0 m2i3
 . (8.4)Une simpliﬁcation supplémentaire s'obtient en prenant les matrices me, mu,
md proportionnelles aux matrices des couplages de Yukawa
me = aeye , mu = auyu , md = adyd . (8.5)De cette façon on reproduit pour les squarks et sleptons la même hiérarchiedes couplages que pour les quarks et leptons avec des couplages grands pourla troisième famille. Pour éliminer des violations de CP supplémentaires parrapport au modèle standard on peut choisir des phases réelles
arg(m1) = arg(m2) = arg(m3) = arg(au) = arg(ad) = arg(ae) = 0, pi . (8.6)Ces contraintes sont appelées brisure souple universelle. Des versions plusou moins fortes de ce genre de contraintes sont souvent utilisées dans lesmodèles supersymétriques à une échelle d'énergie élevée et les couplages àbasse énergie sont obtenus par évolution avec le groupe de renormalisation.À l'échelle électrofaible les relations (8.4-8.6) ne sont pas respectées à causede l'évolution entre l'échelle de haute énergie et l'échelle électrofaible, maisles corrections à ces relations sont en général petites à part les couplages dela troisième famille. En tout cas les contributions à la violation de CP et auxcourants faibles qui changent la saveur restent petites.8.4 Le secteur de HiggsLe secteur de Higgs du MSSM est constitué par deux doublets complexesavec des couplages déterminés par la supersymétrie (modèle à deux doubletsde type II). Le potentiel scalaire classique est
V = (|µ|2 +m2Hu) (|H+u |2 + |H0u|2) + (|µ|2 +m2Hd) (|H0d |2 + |H−d |2)
+ b (H+u H
−
d −H0uH0d) + c.c.+
1
2
g22 |H+u H0∗d +H0uH−∗d |2
+
1
8
(g22 + g
2
1) (|H0u|2 + |H+u |2 − |H0d |2 − |H−d |2)2 . (8.7)155
Les termes proportionnels à |µ|2 ont leur origine dans les termes F , parcontre les termes proportionnels aux couplages de jauges g1 de U(1) et g2de SU(2) proviennent des termes D. Le potentiel (8.7) n'est pas complet,il faudrait écrire aussi les contributions des sfermions, qu'on va négliger icipuisque leur valeur dans le vide reste nulle. Une transformation de SU(2)permet de mettre une composante à zéro sans perdre de généralité. On vachoisir H+u = 0 au minimum : ∂V/∂H+u = 0 ce qui entraîne aussi H−d = 0.Ces conditions impliquent qu'on a un vide qui est électriquement neutre etqui ne brise donc pas l'électromagnétisme. Avec ce choix H+u = H−d = 0, ona
V = (|µ|2 +m2Hu) |H0u|2 + (|µ|2 +m2Hd) |H0d |2 − b (H0uH0d + c.c.)
+
1
8
(g22 + g
2
1) (|H0u|2 − |H0d |2)2 . (8.8)Le seul terme qui peut contenir une phase est b. Cette phase peut s'éliminerpar une redéﬁnition des champsHu etHd. Les valeurs dans le vide des champsde Higgs peuvent être choisies réelles et positives et donc la symétrie CP n'estpas brisée par le potentiel de Higgs. Pour la brisure spontanée de la symétrieélectrofaible on doit obtenir une combinaison linéaire des champs de Higgsneutres avec une masse carrée négative. Cette condition est vériﬁée si
b2 > (|µ|2 +m2Hu) (|µ|2 +m2Hd) . (8.9)On peut noter que m2Hu < 0 n'est pas une condition suﬃsante pour la brisurespontanée de la symétrie si |µ| est trop grand ou si b est trop petit. Il fautaussi s'assurer que le potentiel est limité inférieurement puisqu'on a introduitdes termes de brisure de la supersymétrie et que les résultats de positivitédu potentiel dans le cas supersymétrique ne sont plus valables. La conditioncorrespondante est
2b < 2|µ|2 +m2Hu +m2Hd . (8.10)Par exemple le choix m2Hu = m2Hd n'est pas compatible simultanément avecles conditions (8.9) et (8.10). Dans les modèles minimaux de supergravité ouavec médiation de jauge, la condition m2Hu = m2Hd est valable au niveau del'arbre à haute énergie mais l'évolution à l'échelle électrofaible (basse énergie)modiﬁe cette relation et permet de satisfaire aux deux conditions (8.9) et(8.10). L'étude de la brisure de la symétrie électrofaible dans le MSSM estun cas particulier de l'étude d'un modèle à deux doublets de Higgs. On a156
deux valeurs dans le vide
〈H0u〉 = vu 〈H0d〉 = vd (8.11)avec la relation suivante entre ces valeurs et la valeur v du modèle standard
v =
√
v2u + v
2
d . (8.12)La contribution relative des deux valeurs dans le vide est donnée en termesd'un angle
tan β =
vu
vd
, 0 < β <
pi
2
. (8.13)On peut écrire
|µ|2 +m2Hd = b tan β −
mZ
2
cos 2β (8.14)
|µ|2 +m2Hu = b cot β +
mZ
2
cos 2β , (8.15)qui satisfont les conditions (8.9) et (8.10). On peut noter que les paramètres
b, m2Hd , m2Hu ont une origine liée à l'échelle de brisure de la supersymétrie,par contre µ a son origine dans un terme qui respecte la supersymétrie etqui en principe peut être d'une échelle plus grande. Par contre les équations(8.14) et (8.15) indiquent des paramètres de l'ordre de la masse du boson Z.C'est l'origine du problème du terme µ qui, dans un modèle plus fondamentalque le MSSM, doit être lié à l'échelle de brisure de la supersymétrie.Les deux doublet complexes donnent 8 dégrées de liberté scalaires réels.La brisure de la symétrie électrofaible, avec le mécanisme de Higgs en utilisetrois, G0 et G± pour donner une masse à Z et W±. Cinq bosons de Higgsrestent dans le spectre physique du MSSM : deux bosons neutres et pairs soustransformations de CP, h0 et H0; un scalaire neutre et impair sous CP, A0;deux scalaires chargés H±. La relation entre les états de masse et les champsdes deux doublets est donnée en termes de deux angles, un angle de mélangepour le secteur neutre(
h0
H0
)
=
√
2
(
cosα − sinα
sinα cosα
)( <H0u − vu
<H0d − vd
) (8.16)et un angle de mélange β lié par l'équation (8.13) aux valeurs dans le vide(
G0
A0
)
=
√
2
(
sin β − cos β
cos β sin β
)( =H0u
=H0d
)
, (8.17)157
(
G+
H+
)
=
(
sin β − cos β
cos β sin β
)(
H+u
=H−∗d
)
, (8.18)avec G− = G+∗ et H− = H+∗. Un développement du lagrangien autour duminimum donne les masses au niveau de l'arbre
m2h0, H0 =
1
2
(
m2A0 +m
2
Z ∓
√
(m2A0 +m
2
Z)
2 − 4m2A0m2Z cos2 2β
)(8.19)
m2A0 =
2b
sin 2β
(8.20)
m2H± = m
2
A0 +m
2
W . (8.21)L'angle de mélange α peut s'écrire au niveau de l'arbre en termes des masses
m2A0 , m2Z et de β
tan 2α = tan 2β
m2A0 +m
2
Z
m2A0 −m2Z
. (8.22)La masse du h0 est limitée supérieurement au niveau de l'arbre par
mh0 < | cos 2β|mZ ; . (8.23)Les corrections radiatives modiﬁent ce résultat. En particulier en supposantque les masses des sparticules sont plus petites que 1 TeV et que les couplagesrestent dans la région perturbative jusqu'à l'échelle de l'uniﬁcation (∼ 105GeV) on obtient
mh0 < 150 GeV . (8.24)Cette limite peut être modiﬁée par des masses souples plus grandes que unTeV, mais la variation est logarithmique, donc la prédiction d'un boson deHiggs léger et accessible aux collisionneurs des particules comme le TeVatron,le LHC ou un collisionneur linéaire e+e− est un test fondamental de la su-persymétrie à basse énergie. Les propriétés de ce boson de Higgs dépendentdu choix des paramètres du modèle et dans plusieurs cas sont semblables àcelles du boson de Higgs du modèle standard. Il faut donc dans ce cas trouverd'autres déviations par rapport au modèle standard dans les données pourvériﬁer l'hypothèse d'un modèle supersymétrique minimal.Le paramètre tan β est un paramètre libre du MSSM, mais les recherchesdirectes de la supersymétrie aux collisionneurs ont exclu une partie des va-leurs à petit tan β. Les modèles d'uniﬁcation avec un groupe SO(10) prédisentune valeur de tan β grand et de l'ordre de mt/mb.158
8.5 Le spectre de masseUn point essentiel pour l'étude du spectre de masse réside dans les hy-pothèses à haute énergie sur les couplages et leur évolution jusqu'à l'échelleélectrofaible. L'outil pour étudier cette évolution est le groupe de renormali-sation. Au niveau des équations d'évolution à une boucle pour les constantesde couplage 1 √5/3g1, g2, g3
dgi
dt
=
1
16pi2
big
3
i (8.25)où t = ln(Q/Q0) on a une diﬀérence importante par rapport au modèle stan-dard. Les coeﬃcients bi sont bMSi = (41/10, − 19/6, − 7) pour le modèlestandard et des valeurs plus grandes dans le MSSM à cause des particulessupersymétriques dans les boucles : bMSSMi = (33/5, 1, − 3). Avec les coeﬃ-cients bi du modèle standard les trois couplages n'ont jamais la même valeur.Par contre dans le MSSM ils s'uniﬁent à une échelle de l'ordre de 2×106 GeV.Ce résultat est souvent considéré comme une évidence partielle en faveur desmodèles supersymétriques d'uniﬁcation.Les masses des particules ont aussi une évolution avec l'échelle. Par exempledans les cas des gauginos les mêmes coeﬃcients que pour les couplages inter-viennent dans l'évolution des masses
dmi
dt
=
1
8pi2
big
2
imi . (8.26)8.5.1 Charginos et neutralinosLa brisure de la symétrie électrofaible mélange les higgsinos et les gaugi-nos. Dans la partie neutre les higgsinos H˜0u et H˜0d et les gauginos B˜ et W˜ 0se combinent pour former quatre états de masse qu'on appelle les neutrali-nos χ˜0i avec (i = 1, 2, 3, 4). Dans le secteur chargé les higgsinos H˜+u et H˜−det les gauginos W˜+ et W˜− se combinent pour former les charginos χ˜±i avec(i = 1, 2). D'habitude les charginos et neutralinos sont indiqués en ordre demasse croissante avec l'indice i.Dans le MSSM on suppose l'existence d'une parité discrète R
R = (−1)3(B−L)+2s (8.27)1. Cette normalisation de g1 est choisie pour être en accord avec celle des théoriesd'uniﬁcation 159
B étant le nombre baryonique, L le nombre leptonique et s le spin. On peutvériﬁer que toutes les particules du modèle standard ont la parité R = +1 etles partenaires supersymétriques la parité R = −1. La parité R impose auxparticules supersymétriques d'être en nombre pair dans un vertex d'interac-tion. La première conséquence de cette règle est que dans les collisions desparticules usuelles (R = +1) les particules supersymétriques sont produitespar couples. L'autre conséquence est que la désintégration d'une particulesupersymétrique (R = −1) contient toujours un nombre impair de parti-cules supersymétriques et donc la particule supersymétrique la plus légèreest stable.Souvent dans le spectre des particules du MSSM le neutralino le plus légerest la particule supersymétrique stable comme indiqué par la discussion sur laparité R et constitue un candidat idéal pour la matière noire non baryonique.Le lagrangien du MSSM contient un terme de masse pour les neutralinos
− 1
2
NTMχ˜0N + c.c. (8.28)avec N = (b˜, W˜ 0, H˜0d , H˜0u) et la matrice de masse m1 0 − cos β sin θwmZ sin β sin θwmZ0 m2 cos β cos θwmZ − sin β cos θwmZ− cos β sin θwmZ cos β cos θwmZ 0 −µ
sin β sin θwmZ − sin β cos θwmZ −µ 0
 .(8.29)La matrice de masse se diagonalise par une transformation unitaire et on peutextraire les valeurs et vecteurs propres de masse. Les formules sont compli-quées et pour cette raison on va considérer la limite dans laquelle les eﬀetsde la brisure de la symétrie électrofaible donnent de petites perturbations dela masse des neutralinos
mZ ¿ |µ±m1|, |µ±m2| . (8.30)Dans cette limite on obtient les valeurs propres
mχ˜01 ' m1 −
m2Z sin
2 θw(m1 + µ sin 2β)
µ2 −m21
(8.31)
mχ˜02 ' m2 −
m2W (m2 + µ sin 2β)
µ2 −m22
(8.32)160
mχ˜03 ' |µ|+
m2Z(1− ² sin 2β)(|µ|+m1 cos2 θw +m2 sin2 θw)
2(|µ|+m1) (|µ|+m2) (8.33)
mχ˜04 ' |µ|+
m2Z(1 + ² sin 2β)(|µ| −m1 cos2 θw −m2 sin2 θw)
2(|µ| −m1) (|µ| −m2) (8.34)où on a pris µ réel avec ² = ±1. On a aussi considéré les massesm1 < m2 < |µ|pour mettre les neutralinos dans l'ordre de masse croissante. Cet ordre peutêtre modiﬁé si les paramètres sont choisis diﬀéremment.Pour les charginos le terme de masse dans le lagrangien est donné par
− 1
2
CTMχ˜±C + c.c. (8.35)avec C = (W˜+, H˜+u , W˜−, H˜−d ) et la matrice de masse
Mχ˜± =
(
0 XT
X 0
)
, X =
(
m2
√
2 sin βmW√
2 cos βmW µ
)
. (8.36)Les valeurs propres de masse, dans la limite de l'équation (8.30), sont
mχ˜±1 = m2 −
m2W (m2 + µ sin 2β)
µ2 −m22
+ . . . (8.37)
mχ˜±2
= |µ|+ m
2
W (|µ|+ ²m2 sin 2β)
µ2 −m22
+ . . . (8.38)où pour l'ordre croissant des masses on a supposé m2 < |µ|.8.5.2 Le gluinoLe gluino est un fermion octet de couleur (le gaugino de SU(3)c). L'équa-tion d'évolution pour les masses des gauginos est donnée par la formule (8.26).Cette équation montre que le rapport mi/g2i est constant et indépendant del'échelle (à part de petites corrections à deux boucles). Dans les modèles desupergravité les masses mi à l'échelle de Planck QP sont données par m1/2.On peut donc écrire
mi(Q)
g2i (Q)
=
m1/2
g2i (QP )
(8.39)ce qui implique
m1(Q)
g21(Q)
=
m2(Q)
g22(Q)
=
m3(Q)
g23(Q)
. (8.40)161
Avec les valeurs des couplages mesurés à l'échelle électrofaible on a la prédic-tion
m1 : m2 : m3 ' 1 : 2 : 7 . (8.41)8.5.3 SfermionsSi on néglige les couplages de Yukawa des deux premières familles parrapport à la troisième, les squarks et sleptons des ces familles ont seulementdes interactions de jauge. Si donc on suppose des matrices de masse dia-gonales à échelle élevée, elles vont rester diagonales après évolution à uneautre échelle. Les équations d'évolution pour les squarks et sleptons des deuxpremières familles sont
16pi2
dm2φ
dt
= −∑
i
8g2iC
φ
i |mi|2 (8.42)où les mi sont les masses des gauginos et les Cφi les invariants de Casimirdu groupe de jauge correspondant. On peut noter le signe dans l'équationd'évolution qui implique que les masses augmentent quand l'échelle diminue.Même si à échelle élevée les masses sont petites ou nulles, les masses sontlarges et positives à l'échelle électrofaible à cause des masses des gauginos.Pour la troisième famille l'eﬀet des couplages de Yukawa ne peut pas êtrenégligé.Pour calculer le spectre de masse il faut en principe considérer tous lesmélanges possibles entre les scalaires avec les mêmes charges et parité Rsi les termes souples sont complètement arbitraires. L'hypothèse des termessouples diagonaux dans la saveur simpliﬁe énormément cette tâche, puisquela majorité des angles de mélange sont très petits.8.6 BibliographieCours disponibles sur Internet:H.E. HaberIntroductory Low-Energy Supersymmetryhttp://arxiv.org/abs/hep-ph/9306207162
M.E. PeskinSupersymmetry: the Next Spectroscopyhttp://arxiv.org/abs/hep-ph/0212204Livres:M. Drees, R. Godbole, P. RoyTheory and Phenomenology of SparticlesWorld Scientiﬁc 2004
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Chapitre 9Les modèles de grande uniﬁcation
9.1 IntroductionLa structure des fermions du modèle standard n'est pas symétrique, enparticulier les chiralités gauches et droites ont des lois de transformations dif-férentes sous les symétries de jauge. Dans le cadre du modèle standard cettepropriété implique l'absence des termes de masse de Dirac dans le lagran-gien (qui ne seraient pas invariants de jauge). La masse des fermions n'estpas donnée par des termes du lagrangien mais par le mécanisme de Higgs.Dans le cadre d'une théorie capable d'inclure tous les interactions ceci est unavantage, puisque l'échelle de masse des fermions est liée à celle de la brisurede la symétrie électrofaible plutôt qu'à l'échelle de l'uniﬁcation ou à celle dePlanck pour la gravitation.D'autre part cette particularité des interactions du modèle standard nesemble pas indiquer, à première vue, une régularité sous-jacente. Pourtantd'autres indices, comme la compensation des anomalies (qui est imposée parun choix ad hoc des valeurs de l'hypercharge dans le cadre du modèle stan-dard) ou la quantiﬁcation de la charge, laissent supposer qu'une organisationplus simple, capable de mettre en valeur les analogies entre quarks et leptons,soit possible.Un autre point insatisfaisant dans le modèle standard est l'existence detrois couplages de jauge indépendants. Pour avoir une théorie uniﬁée il fau-drait avoir un seul couplage à haute énergie et obtenir les forces à basseénergie, avec leurs intensités diﬀérentes, comme conséquence de ce couplageunique. Un couplage unique peut s'obtenir à partir d'un groupe de jauge164
simple capable d'inclure les groupes de jauge SU(3), SU(2) et U(1) du mo-dèle standard. On peut espérer d'obtenir l'uniﬁcation sans inclure la gravitési l'échelle de l'uniﬁcation est beaucoup plus petite que l'échelle de Planck.Pour avoir une idée de l'échelle de grande uniﬁcation on peut considérerl'évolution des couplages de jauge α3 et α2 du modèle standard à une boucle:
α2(Q) =
12pi
(22− 2nq − nH/2) log(Q
2/Λ22) (9.1)
α3(Q) =
12pi
(33− 2nq) log(Q
2/Λ2QCD) (9.2)où nH est le nombre de doublets de Higgs et on a supposé d'avoir un nombreégal de quarks et leptons. On peut calculer la diﬀérence
1
α3(Q)
− 1
α2(Q)
=
(
11 + nH/2
12pi
)
log
(
Q2
M2X
) (9.3)en utilisant la relation α3(MX) = α2(MX) à l'échelle MX de l'uniﬁcation. Àl'échelle électrofaible α3(MW )À α2(MW ) et la formule (9.3) donne
MX
MW
' exp
(
α−12
)
. (9.4)Cette dépendance exponentielle de l'échelle de grande uniﬁcation donne unevaleur de l'ordre de 1014 GeV pour l'échelleMX . Cette estimation ne garantitpas l'uniﬁcation, il faudra vériﬁer en détail l'uniﬁcation des trois couplages.L'échelle calculée indique la possibilité d'obtenir une uniﬁcation des forcesfortes, faibles et électromagnétiques sans inclure la gravité.9.1.1 Le choix du groupe d'uniﬁcationDans une théorie de jauge uniﬁée, le choix du groupe de jauge est contraintpar la nécessité d'avoir un seul couplage à l'échelle d'uniﬁcation. Le groupede jauge doit être simple (un seul couplage) ou le produit de groupes simplesidentiques (avec le même couplage à cause d'une symétrie discrète) et com-pact 1 (pour garantir aux bosons de jauge une énergie cinétique positive).1. D'importance particulière pour les applications qu'on va considérer sont les groupesde Lie. Un groupe de Lie est un groupe continu (ses éléments dépendent d'un ensemblecontinu de paramètres). Si l'ensemble de ces paramètres est compact, le groupe est ditcompact. Un groupe de Lie est dit simple s'il n'a pas de sousgroupe de Lie invariant.165
Le groupe doit contenir le groupe du modèle standard comme sousgroupe, donc son rang doit être 4 ou plus élevé. Le rang est le nombre degénérateurs qui peuvent être simultanément diagonalisés, dans le cas du mo-dèle standard on a deux générateurs diagonaux dans SU(3) de couleur etdeux dans SU(2)⊗ U(1), la troisième composante de l'isospin faible et l'hy-percharge. Une liste complète des groupes de Lie de rang r est donnée dansla table. Si on se limite au choix minimal de rang 4 on a seulement deuxalgèbre groupe dimension rang
An SU(r + 1) r(r + 2) r
Bn SO(2r + 1) r(2r + 1) r
Cn Sp(2r) r(2r + 1) r
Dn SO(2r) r(2r − 1) r
E6 E6 78 6
E7 E7 133 7
E8 E8 248 8
F4 F4 52 4
G2 G2 14 2Tab. 9.1  Liste des groupes de Lie. Le première partie de la table est constituépar des familles inﬁnies. La deuxième partie : E6, E7, E8, F4 et G2 sont les 5groupes de Lie exceptionnels.groupes avec des représentations complexes : SU(5) et SU(3) ⊗ SU(3). Lesreprésentations complexes sont nécessaires puisque dans le modèle standardles fermions ne sont pas équivalents à leur conjugués complexes. Les repré-sentations complexes permettent d'obtenir des fermions gauches et droits quitransforment diﬀéremment sous le groupe de jauge.Le groupe SU(3)⊗ SU(3) ne permet pas d'introduire simultanément desfermions de charge entière (leptons) et fractionnaire (quarks). Le choix mini-mal est donc unique, le groupe SU(5). L'inclusion du modèle standard dans
SU(5) peut se faire avec une représentation en termes des matrices 5 × 5diagonales à blocs : (
SU(3) 02×2
02×2 SU(2)
) (9.5)On obtient ainsi les 3 × 8 = 24 générateurs de SU(5), les matrices de GellMann généralisées, qui sont par construction hermitiennes et à trace nulle166
(puisque les sous matrices de SU(3) et SU(2) qu'on utilise ont ces propriétés).9.2 SU(5)Pour construire un modèle de grande uniﬁcation basé sur le groupe SU(5)il faut examiner les représentations du groupe et leur faire correspondre lesmultiplets des fermions. Les multiplets de SU(5) sont identiﬁés par 4 valeursentières non négatives : (λ1 , λ2 , λ3 , λ4). La dimension N de ces multiplets (lenombre de particules qu'ils peuvent contenir) est donnée par
N = (1 + λ1) (1 + λ2) (1 + λ3) (1 + λ4)
(
1 +
λ1 + λ2
2
)
×
(
1 +
λ2 + λ3
2
) (
1 +
λ3 + λ4
2
) (
1 +
λ1 + λ2 + λ3
3
)
×
(
1 +
λ2 + λ3 + λ4
3
) (
1 +
λ1 + λ2 + λ3 + λ4
4
) (9.6)Une étude détaillée demande l'utilisation des méthodes tensoriels, ici on vase limiter à une correspondance graphique en termes des tableaux de Young.Un tableau de Young est constitué par des lignes de carrés alignés à gauche.Un diagramme de SU(5) a au plus 5 lignes. La première ligne a λ1 carrés deplus que la deuxième. La deuxième ligne a λ2 carrés de plus que la troisièmeet ainsi de suite. Pour SU(5) on a la correspondance suivante pour les pluspetits multiplets :
(1,0,0,0) ≡ 5 (0,0,0,1) ≡ 5¯ (0,1,0,0) ≡ 10 (0,0,1,0) ≡ 10
La représentation 5 est la fondamentale. Pour placer les fermions dans lesmultiplets de SU(5) il faut rappeler le contenu de SU(3)⊗SU(2) pour chaquemultiplet
5 = (3, 1) + (1, 2) (9.7)
5¯ = (3¯, 1) + (1, 2¯) (9.8)
10 = (3¯, 1) + (3, 2) + (1, 1) . (9.9)167
9.2.1 Exercice ALe contenu SU(3)× SU(2) de la représentation 5 de SU(5)
5 = (3, 1) + (1, 2) (9.10)peut se comprendre facilement comme un vecteur à 5 composantes dont lestrois premières sont un vecteur de SU(3) et les autres deux constituent unvecteur de SU(2). Le contenu SU(3) × SU(2) des autres représentationsde SU(5) peut se calculer à partir de la précédente par un produit commeindiqué dans la suite.Montrer que pour la représentation 10
10 = (3¯, 1) + (3, 2) + (1, 1) (9.11)en utilisant les identités suivantes
10 = (5× 5)A
3¯ = (3× 3)A (9.12)
1 = (2× 2)Aoù A indique la partie antisymétrique du tenseur.9.2.2 FermionsDans le modèle standard, pour une génération et en fonction des chiralitésgauches, on a :
Li =
(
νi
ei
)
L
: (1, 2) e¯iL : (1, 1) (9.13)
Qi =
(
ui
di
)
L
: (3, 2) u¯iL : (3¯, 1) d¯iL : (3¯, 1) (9.14)Une famille de fermions peut prendre place dans les multiplets de SU(5) dela façon suivante
5 : (ψi)R =

d1
d2
d3
e+
−ν¯e

R
5¯ : (ψi)L =

d¯1
d¯2
d¯3
e−
−νe

L
(9.15)168
10 : (ψij)L =
1√
2

0 u¯3 −u¯2 u1 d1
−u¯3 0 u¯1 u2 d2
u¯2 −u¯1 0 u3 d3
−u1 −u2 −u3 0 e+
−d1 −d2 −d3 −e+ 0
 (9.16)où les premiers 3 indices indiquent la couleur et les 2 derniers sont des indicesde SU(2). On a une famille complète de fermions dans la représentation ré-ductible de SU(5) dans les multiplets 5¯ et 10. Le choix des phases (signes)des fermions est en accord avec le choix du modèle standard et avec la conju-gaison complexe des antiparticules. Dans l'uniﬁcation avec le groupe SU(5)les diﬀérentes familles de fermions sont des copies des multiplets pour la pre-mière famille. En conséquence on ne peut pas donner une explication de laprésence de trois familles dans SU(5).9.2.3 Quantiﬁcation de la charge et angle de WeinbergUne conséquence importante de l'uniﬁcation est la quantiﬁcation de lacharge Q. Pour un groupe nonabélien simple les valeurs propres des géné-rateurs sont discrets. Puisque la charge électrique est un nombre quantiqueadditif, elle s'obtient comme combinaison linéaire des générateurs diagonauxde SU(5). Par conséquence ses valeurs propres sont discrets et la charge estdonc quantiﬁée. Dans le modèle standard le groupe de l'électromagnétisme estun groupe U(1) (groupe abélien) et les valeurs propres sont continus. SU(5)à 4 générateurs diagonaux, mais 2 sont les générateurs de SU(3) de couleuret Q ne peut pas contenir ces générateurs puisque la charge électrique doitcommuter avec la couleur. La seule possibilité qui reste est une combinaisondes générateurs de SU(2) et U(1) comme dans le modèle standard :
Q = T3 +
Y
2
= T3 + cT0 . (9.17)Pour la représentation fondamentale de SU(5) (seuls les éléments diagonauxdes matrices diagonales sont indiqués, les éléments hors diagonale étant nuls)
T3 =
λ3
2
=

0
0
0
1/2
−1/2
 (9.18)169
T0 =
λ0
2
=
1√
15

1
1
1
−3/2
−3/2
 . (9.19)Une comparaison avec les valeurs de l'hypercharge du multiplet 5, Y (5) =
(−2/3, − 2/3, − 2/3, 1, 1) permet de choisir le coeﬃcient de la combinaisonlinéaire (9.17)
c = −
√
5
3
. (9.20)L'action de l'opérateur Q sur le multiplet 5 donne les valeurs des charges dumultiplet
Q(ψi)R =

−1/3
−1/3
−1/3
1
0
 . (9.21)L'aspect le plus intéressant de la quantiﬁcation de la charge est la possi-bilité d'expliquer les charges des quarks. La condition de trace nulle pourl'opérateur Q implique, pour trois couleurs
3Qd +Qe+ = 0 (9.22)donc la charge 1/3 des quarks de type down est due à la présence de troiscouleurs.Il reste a vériﬁer que le choix des multiplets des fermions ne donne pasd'anomalies. La formule pour les anomalies fait intervenir les constantes to-talement symétriques dabc de la représentation R
Tr
[
{T a(R), T b(R)}T c(R)
]
=
1
2
A(R) dabc (9.23)la quantité A(R) qui caractérise l'anomalie est indépendante des générateurs,donc il suﬃt de choisir un des générateurs pour la calculer, par exemple
T a(R) = T b(R) = T c(R) = Q. On peut facilement vériﬁer que l'anomalies'annule entre les représentations fermioniques 10 et 5¯ :
A(10) + A(5¯) = TrQ3(ψij) + TrQ
3(ψi) = 0 . (9.24)170
Une autre prédiction importante du modèle est l'angle de Weinberg àl'échelle d'uniﬁcation MX . Pour le calculer il faut comparer les constantes decouplages de SU(3) ⊗ SU(2) ⊗ U(1) avec le couplage unique de SU(5). Onva considérer l'action de la dérivée covariante en SU(5) sur la représentationfondamentale 5 :
Dµ = ∂µ + ig5
23∑
a=0
Aaµ
λa
2
(9.25)et dans SU(3)⊗ SU(2)⊗ U(1)
Dµ = ∂µ + igs
8∑
α=0
Gαµ
λα
2
+ ig
3∑
m=1
Wmµ
τm
2
+ ig′Bµ
Y
2
. (9.26)La déﬁnition des couplages dépende de la normalisation des générateurs.Pour les groupes nonabéliens la normalisation est ﬁxée par les relations decommutations non-linéaires de l'algèbre de Lie:
g5 = g3 = g2 = g1 avec g3 ≡ gs , g2 ≡ g (9.27)Pour le groupe Abélien U(1) la normalisation n'est pas ﬁxée par l'algèbre etil faut comparer la normalisation de U(1) à celle de SU(5)
ig1A
0
µ
λ0
2
= ig′Bµ
Y
2
. (9.28)Ceci est équivalent à déterminer le facteur c de l'équation (9.17). Le résultatde la formule (9.20) se traduit ici dans la relation suivante entre les couplages
Y = −
√
5
3
λ0 , g′ = −
√
3
5
g1 (9.29)et la prédiction pour l'angle de Weinberg à l'échelle d'uniﬁcation est
sin2 θw ≡ g
′2
g′2 + g2
=
3/5 g25
3/5 g25 + g
2
5
=
3
8
. (9.30)Pour déterminer la prédiction de l'angle de Weinberg à basse énergie il fautétudier l'évolution des couplages avec l'énergie. La théorie d'uniﬁcation adeux échelles très diﬀérentes, l'échelle électrofaibleO(mW ) et l'échelle d'uniﬁ-cation O(mX). Pour des valeurs d'énergie inférieurs à l'échelle d'uniﬁcation ilsuﬃt de considérer la théorie eﬀective de basse énergie SU(3)⊗SU(2)⊗U(1).171
Si on néglige la contribution des scalaires, les équations de groupe de renor-malisation pour les couplages sont donnés par
dα1
dt
= −α
2
1
2pi
(
2
3
Nf
)
dα2
dt
=
α22
2pi
(
22
3
− 2
3
Nf
) (9.31)
dα3
dt
= −α
2
3
2pi
(
11− 2
3
Nf
)où t = lnµ avec µ échelle d'énergie et Nf le nombre de saveurs des quarks.La solution des ces équations est de la forme
1
αi(µ)
=
1
αi(mX)
+
bi
2pi
ln
mX
µ
(9.32)où bi est le coeﬃcient numérique entre parenthèses dans l'équation (9.31). Àl'échelle d'uniﬁcation on impose
α1(mX) = α2(mX) = α3(mX) . (9.33)La diﬀérence entre les deux équations de type (9.32) pour α1 et α2 donne
1
α2(µ)
− 1
α1(µ)
= − 1
2pi
22
3
ln
mX
µ
. (9.34)Si on prend comme échelle µ l'échelle électrofaible mW et on utilise les rela-tions
3
5
α1(µ) =
g′2(µ)
4pi
, α2(µ) =
g2(µ)
4pi
(9.35)on peut calculer la valeur de l'angle de Weinberg à l'échelle électrofaible
sin2 θw(mW ) ' 3
8
(
1− 55α1(mW )
24pi
ln
mX
mW
)
. (9.36)Pour une valeur de l'échelle d'uniﬁcation de l'ordre de MX ' 2.1× 1014 GeV(qu'on peut obtenir en utilisant les équations de groupe de renormalisationpour α1 et alpha3) et avec l'inclusion des contributions des scalaires on a
sin2 θw(mW ) = 0.214± 0.003 . (9.37)172
La valeur mesurée est
sin2 θw(mW ) = 0.23161± 0.00018 . (9.38)en désaccord avec le modèle. Si on procède de façon inverse à partir des don-nées de basse énergie pour déterminer l'échelle d'uniﬁcation on peut mon-trer que les trois couplages ne s'uniﬁent pas dans le modèle SU(5) minimal.D'autres ingrédients, comme la supersymétrie vont permettre d'obtenir desmodèles en accord avec les données de précision et l'uniﬁcation des couplagesà haute énergie.9.2.4 Exercice BCalculer les valeurs des charges pour les multiplets 5¯ et 10 de SU(5).9.2.5 Bosons de jaugeLa représentation adjointe de SU(5) a dimension 24 et en fonction de
(SU(3)c,SU(2)) sa décomposition est donnée par
24 = (8,1) + (1,3) + (1,1) + (3,2) + (3¯,2) (9.39)ce qui nous va permettre d'individuer les gluons G dans (8,1), les bosons dejauge W de SU(2) dans (1,3), le boson B de U(1) dans (1,1) et 12 bosonsde jauge X, Y de (3,2) et (3¯,2) chargés sous SU(2) et SU(3). En notationmatricielle 5× 5 les bosons de jauge du modèle SU(5) sont
G3 + G
8√
3
−
√
2
5
B G1 − iG2 G4 − iG5 X1 Y1
G1 + iG2 −G3 + G8√
3
−
√
2
5
B G6 − iG7 X2 Y2
G4 + iG5 G6 + iG7 − 2√
3
G8 −
√
2
5
B X3 Y3
X1 X2 X3 W
3√
2
+
√
3
10
B W+
Y 1 Y 2 Y 3 W− −W 3√
2
+
√
3
10
B

.(9.40)Les bosons X et Y ont une charge de couleur fractionnaire, QX = 4/3 et
QY = 1/3. Leur présence donne lieu à des couplages entre quarks et leptonset à la violation du nombre baryonique et leptonique. Les contraintes sur lesdésintégrations de ce type indiquent que l'échelle de masse de ces bosons est173
de plusieurs ordres de grandeur plus large que l'échelle électrofaible. Il y adonc une hiérarchie de brisure de la symétrie
SU(5)
v1−→ SU(3)⊗ SU(2)⊗ U(1) v2−→ SU(3)⊗ U(1)em (9.41)avec v1 À v2.9.2.6 Secteur de Higgs et brisure spontanée de symétrieLe choix du secteur de Higgs doit se faire de façon à donner une brisurespontanée de symétrie qui respecte cette hiérarchie. Pour la première étapede brisure de la symétrie on utilise un multiplet de Higgs φ qui appartient àla représentation irréductible 24
〈φ〉 = v1

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −3/2 0
0 0 0 0 −3/2
 (9.42)et qui brise SU(5) à SU(3)⊗SU(2)⊗U(1). La brisure à l'échelle électrofaibleest réalisé par un multiplet de Higgs 5
〈ϕ〉 = v2

0
0
0
0
1√
2
 . (9.43)Si on suppose v1 À v2 on peut traiter les deux parties du potentiel de Higgscomme indépendantes, les minimiser séparément et déduire des valeurs rap-prochés pour les masses des bosons de jauge
m2X ' m2Y '
25
8
g2v21 (9.44)
m2W '
g2v22
4
(9.45)
m2Z '
g2v22
4 cos2 θw
. (9.46)174
En réalité un traitement exact de la brisure est nécessaire pour mettre enévidence les problèmes de hiérarchie de jauge du modèle. Le potentiel deHiggs complet avec les deux multiplets est
V = −1
2
µ2TrΦ2 +
1
4
a
(
TrΦ2
)2
+
1
2
bTrΦ4 − 1
2
ν2ϕ†ϕ+
λ
4
(
ϕ†ϕ
)2
+ αϕ†ϕTrΦ2 + βϕ†Φ2ϕ . (9.47)et le minimum du potentiel complet est donné par 〈ϕ〉 de l'équation (9.43)et par
〈φ〉 = v1

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −3/2− ²/2 0
0 0 0 0 −3/2− ²/2
 (9.48)avec
² ' 3
20b
β
(
v2
v1
)2 (9.49)si on se limite au premier ordre en (v2/v1)2.9.2.7 Désintégration du protonUne conséquence phénoménologique importante des modèles de grandeuniﬁcation est la désintégration du proton, due à la nonconservation dunombre baryonique. En particulier le modèle minimal SU(5), mais aussid'autres modèles de grande uniﬁcation, sont exclus à cause d'une désinté-gration du proton trop rapide et incompatible avec les limites sur le tempsde vie du proton.La partie du Lagrangien du modèle qui est responsable de la désinté-gration du proton est celle qui contient les interactions des bosons lourds
X et Y avec les fermions. Ces interactions sont contenues dans les dérivéescovariantes des fermions
g ψiγµ(Aji )
T
µψj + Tr gψ
ijγµ{(Aki )µ , ψjk} = −
1√
2
gW †µ (ν¯γ
µe+ u¯αγµdα)
+ − 1√
2
gXaµα
[
²αβδu¯cδγ
µqβa + ²
ab
(
q¯αbγ
µe¯− l¯bγµdcα + . . .
)] (9.50)où A est la matrice (9.40) des bosons de jauge, g est le couplage de SU(5),
a, b des indices de SU(2), αβδ des indices de SU(3). Par exemple le doublet175
de SU(2) Xaα ≡ (Xα, Yα). Dans la formule (9.50) nous avons considéré uneseule famille de fermions. Le traitement complet des trois familles demandeaussi une analyse des angles de mélange et de la violation de CP . Les masses

qc
q
X 
q
lc
XTab. 9.2  Exemples d'interactions qui changent le nombre baryonique etparticipent à la désintégration du proton au niveau de l'arbredes bosons X et Y sont très grandes par rapport à celles des fermions etaux énergies dans la désintégration du proton. À basse énergie il est possibled'écrire une lagrangien eﬀectif d'interaction à quatre fermions
L = g
2
2M2X
²αβδ (u¯cδγ
µqβa) ²
ab
(
d¯cαγµlb + e¯γµqαb
)
. (9.51)Ce lagrangien conserve la diﬀérence du nombre baryonique et leptonique
B−L. Une désintégration qui conserve B−L est p→ e+pi0. Pour obtenir letemps de vie du proton il faut d'abord déterminer le corrections de QCD etfaibles au lagrangien (9.51) dans l'évolution entre l'échelle d'uniﬁcation MXet l'échelle de basse énergie ∼ 1 GeV du proton. Ensuite il faut passer de ladescription en fonction des champs des quarks aux mésons et baryons. Lescalculs détaillés donnent
τp ∼ 1028 − 1030 ans (9.52)à comparer avec le résultat expérimental
τp > 6.1× 1033 ans . (9.53)Le modèle SU(5) minimal est donc exclu. Dans la formule (9.50) et (9.51)nous avons négligé l'interaction du secteur de Higgs avec les fermions, quidonne des termes eﬀectifs à quatre fermions qui interviennent aussi dans ladésintégration du proton. Si le secteur de Higgs est étendu on peut modiﬁerla durée de vie du proton et obtenir un résultat compatible avec les limites176
expérimentales. L'introduction d'un secteur de Higgs étendu a la conséquenced'aﬀecter d'autres mesures, en particulier le nombre de triplets de Higgs mo-diﬁent les moments dipolaires des fermions. Une solution réaliste au problèmede la désintégration trop rapide du proton demande l'introduction de la su-persymétrie et/ou des modèles nonminimaux de la grande uniﬁcation.9.3 Solution des exercicesExercice AOn peut utiliser la représentation 5 de SU(5)
5 = (3, 1) + (1, 2) (9.54)pour construire le produit
5× 5 = [(3, 1) + (1, 2)]× [(3, 1) + (1, 2)]
= (3× 3, 1) + (3, 2) + (1, 2× 2) . (9.55)La partie antisymétrique de ce produit nous donne le résultat
10 = (5× 5)A
= (3¯, 1) + (3, 2) + (1, 1) (9.56)Exercice BL'hypercharge des leptons et quarks de chiralité gauche est donnée par
Y (lL) = −1, Y (qL) = 1/3 , (9.57)la troisième composante de l'isospin faible par
T3(uL) = T3(νL) = 1/2 T3(dL) = T3(e
−
L) = −1/2 . (9.58)Pour les antiparticules le signe de l'hypercharge est opposé et celui de latroisième composante de l'isospin faible aussi, par exemple:(
ν
e−
)
L
−→
(
e+
ν¯
)
L
. (9.59)177
La charge électrique est donnée par la relation (9.17)
Q = T3 +
Y
2
(9.60)Pour le multiplet 5¯,
T3(5¯) =

1/2
1/2
1/2
−1/2
1/2
 (9.61)
Y (5¯) =

−1/3
−1/3
−1/3
−1
−1
 (9.62)et les charges du multiplet sont
Q(5¯) =

1/3
1/3
1/3
−1
0
 . (9.63)Pour le multiplet 10,
T3(10) =

0 −1/2 −1/2 1/2 −1/2
−1/2 0 −1/2 1/2 −1/2
−1/2 −1/2 0 1/2 −1/2
1/2 1/2 1/2 0 1/2
−1/2 −1/2 −1/2 1/2 0
 (9.64)
Y (10) =

0 −1/3 −1/3 1/3 1/3
−1/3 0 −1/3 1/3 1/3
−1/3 −1/3 0 1/3 1/3
1/3 1/3 1/3 0 1
1/3 1/3 1/3 1 0
 (9.65)
178
et les charges du multiplet sont
Q(10) =

0 −2/3 −2/3 2/3 −1/3
−2/3 0 −2/3 2/3 −1/3
−2/3 −2/3 0 2/3 −1/3
2/3 2/3 2/3 0 1
−1/3 −1/3 −1/3 1 0
 (9.66)en accord avec les charges des quarks et leptons du modèle standard.9.4 BibliographieCours disponibles sur Internet:E. WittenQuest for Uniﬁcationhttp://xxx.lanl.gov/abs/hep-ph/0207124J. EllisBeyond the Standard Model for HillwalkersChapitre 4 - Grand Uniﬁcationhttp://xxx.lanl.gov/abs/hep-ph/9812235Livres:R.N. MohapatraUniﬁcation and SupersymmetryThird edition 2003Springer
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Chapitre 10Appendice
10.1 Spin 1/210.1.1 WeylPour les champs de spin 1/2 on a deux représentation non équivalentesde SL(2,C):
ξa ∈ (1/2, 0) a = 1,2 ξ¯a˙ ∈ (0, 1/2) a˙ = 1,2 (10.1)Une représentation du groupe SL(2, C) est donnée par les matrices(
α β
γ δ
)
∈ SL(2, C) αδ − βγ = 1 (10.2)avec α, β, γ, δ ∈ C (les nombres complexes). Si ξ1, ξ2 sont les deux com-posantes d'un spineur (1/2,0) et ξ¯1˙, ξ¯2˙ les deux composantes 1 d'un spineur
(0,1/2), les transformations sous SL(2,C) sont données par
ξ′1 = αξ1 + βξ2 ξ¯′1˙ = α∗ξ¯1˙ + β∗ξ¯2˙
ξ′2 = γξ1 + δξ2 ξ¯′2˙ = γ∗ξ¯1˙ + δ∗ξ¯2˙avec α∗ complexe conjugué de α. On peut donc déﬁnir
ψ¯α˙ ≡ (ψα)∗ χα ≡ (χ¯α˙)∗ (10.3)1. La barre sur les spineurs (0,1/2) n'est pas en principe nécessaire, puisque le pointsur l'indice du spineur permet déjà de distinguer les deux types de spineurs. Néanmoinsen supersymétrie les indices des spineurs ne sont souvent pas explicitement indiqués et labarre reste le seul moyen de distinguer les deux types de spineurs.180
La matrice
²αβ =
(
0 1
−1 0
) (10.4)avec ²αβ = ²α˙β˙ et ²αβ = ²α˙β˙ = −²αβ, relie les spineurs covariants ξa etcontravariants ξa par les formules
χα = ²αβχ
β χα = ²αβχβ (10.5)
ψ¯α˙ = ²α˙β˙ψ¯β˙ ψ¯α˙ = ²α˙β˙ψ¯
β˙ (10.6)L'équation de Dirac avec masse m en fonction des spineurs η¯b˙ ∈ (0,1/2)et ξa ∈ (1/2,0) est dans la représentation des impulsions
pab˙η¯b˙ = mξ
a (10.7)
pb˙aξ
a = mη¯b˙ (10.8)avec
pab˙ = (~p · ~σ + p0 · σ0)ab˙ pb˙a = (−~p · ~σ + p0 · σ0)b˙a (10.9)où ~σ ≡ (σ1,σ2,σ3) les matrices de Pauli:
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
σ0 =
(
1 0
0 1
)(10.10)Si m = 0 les deux équations (10.7) et (10.8) se découplent. À l'aide desmatrices de Pauli on peut déﬁnir des vecteurs de matrices
σµ ≡ (σ0, σ1, σ2, σ3) (10.11)
σ¯µ ≡ (σ0, − σ1, − σ2, − σ3) = σµ (10.12)et des tenseurs
σµν ≡ 1
4
(σµσ¯ν − σν σ¯µ) (10.13)
σ¯µν ≡ 1
4
(σ¯µσν − σ¯νσµ) . (10.14)Ces matrices sont liées aux transformations de Lorentz des spineurs et onpeut montrer qu'elles ont des indices de SL(2, C) :
(σµ)αα˙ (σ¯
µ)α˙α (σ
µν) βα (σ¯
µν)α˙
β˙
(10.15)181
Les champs des spineurs anticommutent entre eux (variables de Grass-mann) et on peut par exemple vériﬁer que
χαψα = −ψαχα = ψαχα (10.16)
χ¯α˙ψ¯
α˙ = −ψ¯α˙χ¯α˙ = ψ¯α˙χ¯α˙ . (10.17)Souvent en supersymétrie les indices sommés des spineurs ne sont pas indi-qués et la déﬁnition utilisée est la suivante :
χψ ≡ χαψα = ψχ (10.18)
χ¯ψ¯ ≡ χ¯α˙ψ¯α˙ = ψ¯χ¯ . (10.19)Une conséquence de l'anticommutation est que les polynômes complexesd'une variable de Grassmann η sont limités, puisque η2 = η¯2 = 0 et ηη¯ =
−η¯η :
P (η, η¯) = a0 + a1η + a2η¯ + a3ηη¯ (10.20)où ai sont des coeﬃcients complexes.10.1.2 DiracEn utilisant les matrices de Dirac, par exemple en représentation deWeyl 2 :
γµ =
(
0 σµ
σ¯µ 0
)
γ5 = iγ
0γ1γ2γ3 =
( −σ0 0
0 σ0
) (10.21)et le spineur de Dirac à quatre composantes
ψ =
(
ψα
χ¯β˙
)
∈ (1/2,0)⊕ (0,1/2) (10.22)de SL(2,C) c'est à dire en utilisant une représentation réductible, on peutécrire les équations de Dirac comme
(γµpµ −m)ψ = 0 . (10.23)2. Les matrices de Dirac peuvent s'écrire sous diﬀérentes formes. La représentation deWeyl qu'on utilise ici va être utile pour mettre en évidence les propriétés de chiralité desspineurs. 182
L'équation (10.23) peut s'obtenir comme équation du mouvement à partirdu lagrangien
L = iψ¯∂/ψ −mψ¯ψ (10.24)avec ψ¯ = ψ†γ0. Le lagrangien est invariant sous les transformations de U(1):
ψ → eiθψ ψ¯ → e−iθψ¯ . (10.25)Le courant conservé qui correspond à cette invariance est
jµ(x) = ψ¯(x)γµψ(x) (10.26)qui implique la conservation du nombre fermionique. Seulement dans la repré-sentation réductible ψ il est possible d'écrire un terme de masse qui conservele nombre fermionique. Si on renonce à la conservation du nombre fermio-nique il est possible d'écrire le terme de masse de Majorana:
mξαξα + h.c. (10.27)invariant sous SL(2, C).Les spineurs de Dirac peuvent s'écrire en fonction des spineurs avec chi-ralité déﬁnie gauche L et droite R
ψD = ψL + ψR (10.28)où
ψL =
1− γ5
2
ψD (10.29)
ψR =
1 + γ5
2
ψD . (10.30)Dans la représentation de Weyl des matrices de Dirac, les deux composantessupérieures du spineur de Dirac ont la chiralité gauche et les deux compo-santes inférieures ont la chiralité droite. On peut donc écrire
ψL =
(
ψα
0
)
ψR =
(
0
χ¯α˙
) (10.31)Les spineurs de chiralité déﬁnie interviennent dans la construction du mo-dèle standard. On peut facilement vériﬁer que la conjugaison complexe et lamatrice σ2 de Pauli permettent d'écrire une chiralité en termes de l'autre :
ψ¯L ∼ σ2ψ∗R ψ¯R ∼ σ2ψ∗L . (10.32)183
Cette propriété est utilisée dans les chapitres précédents pour écrire les spi-neurs droits en termes des spineurs gauches.Avec les spineurs de Dirac on peut construire de formes bilinéaires cova-riantes. Ces formes bilinéaires peuvent s'écrire aussi en fonction de spineursde Weyl. On va utiliser les deux spineurs de Dirac
Ψ =
(
ψα
χ¯α˙
)
Φ =
(
φα
η¯α˙
)
. (10.33)Les bilinéaires sont :
Ψ¯Φ = ψ¯η¯ + χφ = (Φ¯Ψ)† (10.34)
Ψ¯γ5Φ = ψ¯η¯ − χφ = −(Φ¯γ5Ψ)† (10.35)
Ψ¯γµΦ = χσµη¯ + ψ¯σ¯µφ = (Φ¯γµΨ)† (10.36)
Ψ¯γµγ5Φ = χσ
µη¯ − ψ¯σ¯µφ = (Φ¯γµγ5Ψ)† . (10.37)10.1.3 MajoranaLa conjugaison de charge pour un spineur de Dirac est donnée par
ψcD ≡ C ψ¯TD . (10.38)La forme de la matrice de conjugaison de charge C dépend de la représenta-tion. En fonction des spineurs de Weyl on a
ψD =
(
ψα
χ¯β˙
)
ψcD =
(
χα
ψ¯β˙
)
. (10.39)Un spineur de Majorana est déﬁni comme le spineur à quatre composantesqui est égal à son conjugué de charge
ψM = ψ
c
M . (10.40)Ceci est possible seulement si
ψα = χα ψ¯
α˙ = χ¯α˙ . (10.41)On peut construire un spineur de Majorana à partir d'un spineur de Weyl
ΨM =
(
ψα
ψ¯α˙
)
. (10.42)184
Avec les spineurs de Majorana
ΨM =
(
ψα
ψ¯α˙
)
ΦM =
(
φα
φ¯α˙
) (10.43)on peut construire des formes bilinéaires et les exprimer en termes des spi-neurs de Weyl :
Ψ¯MΦM = ψ¯φ¯+ ψφ = Φ¯MΨM = (Ψ¯MΦM)
† (10.44)
Ψ¯Mγ5ΦM = ψ¯φ¯− ψφ = Φ¯Mγ5ΨM = −(Ψ¯Mγ5ΦM)† (10.45)
Ψ¯Mγ
µΦM = ψσ
µφ¯+ ψ¯σ¯µφ = −Φ¯MγµΨM = −(Ψ¯MγµΦM)† (10.46)
Ψ¯Mγ
µγ5ΦM = ψσ
µφ¯− ψ¯σ¯µφ = Φ¯Mγµγ5ΨM = (Ψ¯Mγµγ5ΦM)† .(10.47)10.2 Équation de DiracL'équation de Dirac s'obtient en généralisant l'équation de Schrödingerdans le cas relativiste en imposant à l'équation d'être linéaire dans les dérivées
i
∂ψ
∂t
= −i α · ∇ψ + β mψ (10.48)ou (en termes de l'impulsion)
Hψ = (α · p + β m)ψ (10.49)de satisfaire à la relation relativiste entre l'énergie et l'impulsion:
H2ψ = (p2 +m2)ψ . (10.50)On a
H2ψ = (αipi + β m) (αjpj + β m)ψ (10.51)
= (α2i p
2
i + (αiαj + αjαi) pipj + (αiβ + βαi)pim+ β
2m2)ψ .(10.52)Les contraintes sur les αi et β ne sont pas compatibles avec des nombres quicommutent et la solution la plus simple consiste à prendre des matrices 4×4.Une représentation possible est
α =
(
0 σ
σ 0
)
β =
(
I 0
0 −I
) (10.53)avec I la matrice identité 2×2 et σ = (σ1, σ2, σ3) les matrices 2×2 de Pauli.185
10.2.1 Matrices de DiracEn multipliant l'équation (10.48) par β à gauche on peut écrire l'équationde Dirac sous forme covariante :
(iγµ∂µ −m)ψ = 0 (10.54)où γµ est un vecteur de Lorentz à 4 composantes avec comme éléments lesmatrices de Dirac :
γµ ≡ (β, βα1, βα2, βα3) . (10.55)L'équation de Dirac (10.54) est écrite en une notation compacte. Il s'agiten réalité de 4 équations diﬀérentielles couplées pour les 4 composantes duspineur ψ:
4∑
k=1
(∑
µ
i(γµ)jk∂µ −mδjk
)
ψk = 0 . (10.56)Une représentation des matrices γµ de Dirac est la suivante
γ0 =
(
I 0
0 −I
)
, γ =
(
0 σ
−σ 0
) (10.57)avec γ = (γ1,γ2,γ3). Pour simpliﬁer la notation on introduit aussi la matrice
γ5 ≡ iγ0γ1γ2γ3 . (10.58)Les matrices de Dirac anticommutent
{γµ , γν} = 2gµν {γµ , γ5} = 0 (10.59)Les propriétés des matrices de Dirac sont les suivantes
γ0† = γ0 (γ0)2 = I
γi† = −γi (γi)2 = −I
γ†5 = γ5 γ
2
5 = I
(10.60)où l'indice i = 1,2,3. Les propriétés par rapport à la conjugaison Hermitiennepeuvent se résumer
γµ† = γ0γµγ0 , γ†5 = −γ0γ5γ0 . (10.61)186
Souvent dans le calcul de diagrammes de Feynman il est nécessaire d'évaluerdes traces de produits de matrices de Dirac :
Tr(I) = 4
Tr(γµγν) = 4gµν
Tr(γµγνγργσ) = 4(gµνgρσ − gµρgνσ + gµσgνρ)
Tr(γ5) = 0
Tr(γµγνγ5) = 0
Tr(γµγνγργσγ5) = 4i²
µνρσ (10.62)et la trace d'un nombre impair de matrices γµ est toujours zéro. Les contrac-tions entre matrices de Dirac sont aussi souvent utiles
γλγλ = 4
γλγµγλ = −2γµ
γλγµγνγλ = 4g
µν
γλγµγνγργλ = −2γργνγµ
γλγµγνγργσγλ = 2(γ
ργνγµγσ + γσγµγνγρ)
γλσµνγλ = 0
γλσµνγργλ = 2γ
ρσµν (10.63)L'équation pour le spineur adjoint ψ¯ ≡ ψ†γ0 est
i∂µψ¯γ
µ +mψ¯ = 0 (10.64)Pour une particule libre les solutions de l'équation de Dirac sont de la forme
ψ = u(p,s) e−ip·x ψ = v(p,s) eip·x (10.65)avec v(p,s) ≡ u(−p,s) pour décrire les antiparticules. En introduisant cessolutions dans l'équation de Dirac on obtient
(γµpµ −m)u(p,s) = 0 (γµpµ +m) v(p,s) = 0 , (10.66)souvent la notation abrégée p/ = γµpµ est utilisée
(p/−m)u = 0 (p/+m) v = 0 . (10.67)187
On donne sans démonstration les résultats suivants
u¯(p,s)u(p,s′) = 2mδs,s′ v¯(p,s)v(p,s′) = −2mδs,s′ (10.68)où u¯ = u†γ0, v¯ = v†γ0 et s vaut 1 ou 2 (indice de spin). La somme sur lesspins est ∑
s=1,2
uα(p,s) u¯β(p,s) = (p/+m)αβ (10.69)∑
s=1,2
vα(p,s) v¯β(p,s) = (p/−m)αβ . (10.70)10.2.2 Solutions de l'équation de DiracLes vecteurs propres de l'équation de Dirac sont plus faciles à trouver àpartir de l'équation (10.49)
H u(p,s) = (α · p + β m)u(p,s) = E u(p,s) (10.71)et en utilisant la forme explicite des matrices
H u(p,s) =
(
m σ · p
σ · p −m
) (
ua(p,s)
ub(p,s)
)
= E
(
ua(p,s)
ub(p,s)
) (10.72)où le spineur à 4 composantes u est écrit sous la forme u = (ua,ub) en termesde spineurs à deux composantes. On a
σ · pub(p,s) = (E −m)ua(p,s) (10.73)
σ · pua(p,s) = (E +m)ub(p,s) (10.74)Pour les deux solutions à énergie positive on peut choisir ua(p,s) = χ(s) avec
χ(1) =
(
1
0
)
χ(2) =
(
0
1
)
. (10.75)
ub peut se déterminer à partir de (10.74) :
ub(p,s) =
σ · p
E +m
χ(s) . (10.76)Pour les deux solutions à énergie négative on peut choisir ub(p,s) = χ(s) etdéterminer ua(p,s) avec (10.73) . 188
10.2.3 HélicitéPour une impulsion et une énergie données l'équation de Dirac a unedégénérescence de degré deux. Il reste donc à trouver un opérateur pourdistinguer ces deux solutions.L'équation (10.72) montre aussi qu'il y a une autre observable qui com-mute avec H et p
Σ · pˆ ≡
(
0 σ · p
σ · p 0
) (10.77)avec pˆ = p/|p| le vecteur unité dans la direction de p. σ · pˆ est la composantedu spin dans la direction de p et s'appelle hélicité. Les valeurs propres del'opérateur σ · pˆ sont λ = ±1 :
λ = +1 λ = −1
p
⇒−→ p ⇐−→
(10.78)10.2.4 Particules de masse nulleDans le cas d'une particule de masse nulle, l'équation de Dirac (10.49)s'écrit :
Hψ = α · pψ (10.79)et la seule contrainte pour les coeﬃcients αi est
αiαj + αjαi = 2δij , αi = α
†
i . (10.80)Dans ce cas particulier la solution la plus simple est donnée par des matrices
2×2, les matrices de Pauli, avec αi = ∓σi et l'équation de Dirac peut s'écrireen termes de spineurs à deux composantes
Eχ = −σ · pχ (10.81)
Eφ = +σ · pφ . (10.82)Dans le cas de masse nulle la relation énergieimpulsion est E2 = p2. Lasolution à énergie positive a E = |p| et donc (10.81) devient
σ · pˆχ = −χ (10.83)189
et χ décrit une particule d'hélicité λ = −1 (particule lévogyre ou left).L'équation (10.81) admet aussi une solution à énergie négative −E et impul-sion −p :
σ · (−pˆ)χ = χ (10.84)qui peut s'interpréter comme une antiparticule d'hélicité λ = +1 (antiparticule dextrogyre ou right). Pour (10.82) on peut montrer que l'équationdécrit une particule d'hélicité λ = +1 et une antiparticule d'hélicité λ = −1.En termes du formalisme des spineurs à 4 composantes on peut écrire
u =
(
χ
φ
) (10.85)10.3 Règles de Feynman et amplitudes de transitionLe calcul des amplitudes de transition en théorie des perturbations peutse faire à l'aide des diagrammes de Feynman qui permettent d'avoir uneaide visuelle pour les calculs des termes du développement perturbatif. Ilest possible de déduire les règles de Feynman à partir de l'action pour unethéorie donnée. On va voir en détail le cas de l'électrodynamique quantique(QED). Un diagramme est constitué de lignes et de vertex d'interaction.Les lignes externes d'un diagramme sont les particules initiales et ﬁnales quiinterviennent dans la réaction. Dans le cas des fermions (spin 1/2) à chaqueligne externe correspond un spineur, pour les champs vectoriels (spin 1) unvecteur de polarisation comme indiqué dans la table:10.3.1 QEDLe lagrangien de QED est
LQED = −1
4
FµνF
µν − 1
2ξ
(∂µAµ)
2 + ψ¯ [iγµ(∂µ + iQeAµ)−m] ψ (10.86)avec F µν = ∂µAν − ∂νAµ, ψ le fermion de charge Qe et masse m, ξ le pa-ramètre de jauge. Les règles de Feynman pour l'électrodynamique quantiquesont données dans la table :
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fermion sortant  →p u¯(p,s)antifermion sortant  →p v(p,s)fermion entrant →p u(p,s)antifermion entrant →p v¯(p,s)vecteur sortant  →k ²µλ(k)vecteur entrant →k ²µλ(k)10.3.2 Exemple : e+e− → µ+µ−Pour comprendre comment utiliser les règles de Feynman on va considérerl'exemple de e+e− → µ+µ−.
γ
e+(q)
e−(p)
µ+(q′)
µ−(p′)
=⇒ M = e2v¯α(q)(γµ)αβuβ(p) i
k2
u¯λ(p
′)(γµ)λσvσ(q′)(10.87)où les indices αβλσ étiquettent les éléments de matrices et les vecteurs. Sou-vent ces indices ne sont pas indiqués dans les calculs, mais ils sont nécessairespour les comprendre en détail. Dans la formule (10.87) on a déjà utilisé le gµνdu propagateur pour faire la contraction des deux matrices γ. Pour simpli-ﬁer ultérieurement la formule on a choisi le paramètre de jauge ξ = 1. Dansles dénominateurs des propagateurs la prescription de calcul i² n'a pas étéindiquée. Il est entendu qu'il faut l'utiliser pour les intégrales dans le plancomplexe.Pour obtenir une section eﬃcace de diﬀusion, il faut calculer le modulecarré de M . Le conjugué complexe d'un spineur de Dirac peut s'exprimer191
propagateur du photon kµ ν i[gµν − (1− ξ) kµkν/k2]/k2propagateur du fermion pβ α i/(p/−m+ i²)αβvertex fermionphoton 
β
α
µ −iQe(γµ)αβboucle fermionphoton  (2pi)−4 ∫ d4kboucle fermion  −(2pi)−4 ∫ d4pcomme conjugué de Dirac en utilisant les propriétés de la matrice γ0, parexemple (se rappeler que pour des matrices (AB)† = B†A† avec A† le com-plexe conjugué transposé de A) :
v¯(q)γµu(p) = v†(q)γ0γµu(p) C−→ u†(p)γµ†γ0†v(q) (10.88)et en utilisant γ0 = γ0†, γ0γ0 = 1 on obtient
u†(p)γ0γ0γµ†γ0v(q) = u¯(p)γ0γµ†γ0v(q) = u¯(p)γµv(q) . (10.89)On peut faire la même chose pour tous les termes et on a
M∗ = e2u¯β′(p)(γν)β′α′vα′(q)
−i
k2
v¯σ′(q
′)(γν)σ′λ′uλ′(p′) (10.90)ensuite on construit |M |2 = MM∗ et on place les termes avec les mêmesindices les uns à coté des autres
|M |2 = e
4
k4
v¯α(q)(γ
µ)αβuβ(p)u¯β′(p)(γ
ν)β′α′vα′(q)
u¯λ(p
′)(γµ)λσvσ(q′)v¯σ′(q′)(γν)σ′λ′uλ′(p′) (10.91)192
une séquence d'indices du type ααβββ′β′α′α′ constitue une trace Tr sur leproduit de matrices concerné. On peut donc écrire
|M |2 = e
4
k4
Tr[v¯(q)γµu(p)u¯(p)γνv(q)] Tr[u¯(p′)γµv(q′)v¯(q′)γνu(p′)] . (10.92)Il faut remarquer la propriété de cyclicité de la trace Tr[abcd] = Tr[bcda] =
Tr[cdab] = Tr[dabc] et que notre notation pour les spineurs est incomplète
u(p) signiﬁe en réalité u(p,s) avec s indice de spin. Si on ne mesure pas l'orien-tation du spin des particules ﬁnales et si on utilise au départ des particulesnon polarisées, il faut prendre la moyenne sur les spins initiaux et la sommedes spin ﬁnals (la moyenne s'obtient en faisant la somme sur le spin et endivisant par 2 pour chaque particule avec spin dans l'état initial à cause desdeux orientations possibles du spin). Donc dans notre notation abrégée :
u(p)u¯(p)→ ∑
s=1,2
u(p,s)u¯(p,s) = p/+m (10.93)et
v(q)v¯(q)→ ∑
s=1,2
v(q,s)v¯(q,s) = q/−m (10.94)où l'on a utilisé les formules (10.69) et (10.70). Pour notre exemple on vasupposer les masses de l'électron et du muon nulles. Cette approximation estvalable dans la limite de diﬀusion à très haute énergie. On a donc
|M¯ |2 = 1
4
e4
k4
Tr[q/γµp/γν ] Tr[p/′γµq/′γν ] . (10.95)où M¯ indique qu'on moyenne sur les spins ﬁnals. Il ne reste qu'à calculer lestraces à l'aide des formules (10.62):
|M¯ |2 = 1
4
e4
k4
pαqβq
′σp′τ 4(gµαgνβ − gµνgαβ + gµβgαν)×
4(gµσgντ − gµνgστ + gµτgσν)
=
8e4
k4
(p · q′ p′ · q + p · p′ q · q′) . (10.96)On peut ensuite exprimer les produits scalaires des impulsions dans un ré-férentiel particulier, par exemple celui du laboratoire, ou essayer de les ex-primer en termes de quantités invariantes de Lorentz, comme les variablesde Mandelstam (voir l'appendice sur le calcul de la section eﬃcace). Cette193
deuxième possibilité est particulièrement simple dans notre cas, puisqu'onest dans l'approximation de masse nulle:
s = (p+ q)2 = (p′ + q′)2 = k2 = 2p · q = 2p′ · q′ (10.97)
t = (p− p′)2 = (q − q′)2 = −2p · p′ = −2q · q′ (10.98)
u = (p− q′)2 = (q − p′)2 = −2p · q′ = −2q · p′ (10.99)on a donc
|M¯ |2 = 2e
4
s2
(u2 + t2) , (10.100)la section eﬃcace diﬀérentielle est
dσ
dt
=
1
64pis
|M¯ |2
|p1cm|2 (10.101)avec p1cm = √s/2 dans la limite de masse nulle.La section eﬃcace diﬀérentielle dans la variable de Mandelstam t s'intègreentre les bornes t1 = −s et t0 = 0 :
σ =
e4
8pi
∫ 0
−s
dt
u2 + t2
s4
=
e4
8pis4
∫ 0
−s
dt (s2 + 2st+ 2t2) =
e4
12pis
=
4piα2
3s(10.102)où α = e2/(4pi) est la constante de structure ﬁne. Dans le calcul de la formule(10.102) on a exprimé une des variables de Mandelstam en fonction des autres
u = −s − t. Ceci est nécessaire pour obtenir un résultat correct puisque lestrois variables ne sont pas indépendantes à cause de la relation s+ t+ u = 0valable dans la limite de masse nulle.10.3.3 Exemple : e−µ− → e−µ−De façon semblable on peut calculer la diﬀusion e−µ− → e−µ−
γ
µ−(p)
e−(k)
µ−(p′)
e−(k′)
=⇒ M = −e2u¯(k′)γµu(k) 1
q2
u¯(p′)γµu(p) . (10.103)
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Le résultat pour le module carré de l'élément de matrice est
|M |2 = e
4
(k − k′)4 u¯(k
′)γµu(k)u¯(k)γνu(k′)u¯(p′)γµu(p)u¯(p)γνu(p′) (10.104)si on calcule les traces et la somme sur les spins comme dans le cas précédent :
|M¯ |2 = 8 e
4
(k − k′)4 (k ·p k
′ ·p′+k′ ·p k ·p′−m2ep′ ·p−m2µk ·k′+2m2em2µ) (10.105)où l'on a gardé aussi les termes qui contiennent la masse de l'électron et celledu muon. À haute énergie on peut négliger les termes de masse et obtenir enfonction des variables de Mandelstam
|M¯ |2 = 2e
4
t2
(u2 + s2) (10.106)on peut remarquer que la formule précédente peut s'obtenir à partir de laformule (10.100) par échange de s avec t (symétrie de croisement ou cros-sing).Pour le calcul de la section eﬃcace on va choisir le repère dans lequel lemuon initial est au repos
p = (mµ, 0), k = (E, k), k
′ = (E ′, k′), q = k − k′ = (ν, q) (10.107)en négligeant la masse de l'électron (k2 = k′2 = 0):
|M¯ |2 = 8 e
4
(k − k′)4 (k · p k
′ · p′ + k′ · p k · p′ −m2µk · k′)
=
4 e4
q4
[
−q2(k · p− k′ · p) + 4k · p k′ · p+m2µq2
]
. (10.108)Il ne reste qu'à calculer les produits scalaires en utilisant l'angle θ entre ladirection de k et celle de k′ comme indiqué dans la ﬁgure
q2 = −2k · k′ = −2EE ′(1− cos θ) = −4EE ′ sin2 θ
2
(10.109)
195
qk
p′
k′
θ
p
|M¯ |2 = 16 e
4
q4
m2µE
′E
(
cos2
θ
2
− q
2
2m2µ
sin2
θ
2
)
(10.110)À partir de la formule (10.135) on obtient la section eﬃcace diﬀérentielle
dσ =
1
4mµE
|M |2
4pi2
E ′
2
dE ′dΩ
d3p′
2p′0
δ(4)(p+ q − p′) (10.111)après avoir utilisé les propriétés de la distribution δ de Dirac et intégré parrapport à E ′ on obtient la formule pour la section eﬃcace diﬀérentielle dansle repère du muon initial au repos:
dσ
dΩ
=
α2
4E2 sin4(θ/2)
E ′
E
(
cos2
θ
2
− q
2
2M2
sin2
θ
2
)
. (10.112)Le passage de la formule (10.111) à la formule (10.112) utilise les proprié-tés de la distribution δ de Dirac :
δ(ax) =
1
|a|δ(x)
δ(p′20 − c2) =
1
2|c| [δ(p
′
0 − c) + δ(p′0 + c)] (10.113)où p′2 = p′20 − p′2. En utilisant les relations cinématiques (10.109) et lessuivantes
q2 = −2p · q = −2νM ν ≡ E − E ′ = − q
2
2M
(10.114)on a aussi
δ
(
(p+ q)2 −M2
)
= δ(2p · q + q2) = 1
2M
δ
(
ν +
q2
2M
)
. (10.115)196
Les propriétés (10.113) nous permettent d'obtenir l'identité:∫
dp′0 2p
′
0 θ(p
′
0) δ(p
′2 −M2) = 1 (10.116)où θ(x) est la fonction de Heavyside égale à 1 si x > 0 et zéro autrement. Enutilisant ces résultats on arrive à la formule :∫ d3p′
2p′0
δ(4)(p+ q − p′) =
∫
d3p′dp′0 δ
(4)(p+ q − p′) θ(p′0) δ(p′2 −M2)
=
1
2M
δ
(
ν +
q2
2M
)
. (10.117)
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10.4 Largeur de désintégrationUne particule de masse M au repos qui se désintègre est caractérisée parun temps de vie moyenne τ = 1/Γ, où Γ est appelée largeur de désintégration.Dans le système d'unités h¯ = c = 1 on exprime τ en secondes et Γ en
MeV (1 MeV = 106 electronVolts) en utilisant h¯ = 6.582 × 10−22 MeV scomme facteur de conversion. Par exemple les méson pi+ et pi− ont une viemoyenne de 2.6× 10−8 s. La largeur est Γ = 2.53× 10−14 MeV.10.4.1 Désintégration à deux corpsLa largeur d'une particule est calculée à partir d'un élément de matrice
M invariant de Lorentz. Pour la désintégration d'une particule au repos,de masse M , en deux particules d'impulsion p1 = (m1,p1) et p2 = (m2,p2)(désintégration à deux corps) on a :
P
p1
p2 (10.118)
|p1| = |p2| = 1
2M
√
[M2 − (m1 −m2)2][M2 − (m1 +m2)2] (10.119)et la formule pour la largeur est:
dΓ =
1
32pi2
|M|2 |p1|
M2
dΩ (10.120)avec dΩ = dφ1d cos θ1 l'angle solide de la particule 1. Si l'élément de matrice
M est indépendant des angles la largeur diﬀérentielle (10.120) peut s'intégrersur les angles sans connaître la forme explicite deM:
Γ =
1
8pi
|M|2 |p1|
M2
(10.121)10.5 Section eﬃcace de diﬀusion à deux corpsDeux particules d'impulsion p1 et p2 et masses m1 et m2 interagissentet donnent lieu à deux particules d'impulsion p3 et p4 et masses m3 et m4198
comme indiqué dans la ﬁgure :

p1
p2
p3
p4 (10.122)On utilise des quantités invariantes sous les transformations de Lorentz, lesvariables de Mandelstam :
s = (p1 + p2)
2 = (p3 + p4)
2 = m21 + 2E1E2 − 2p1 · p2 +m22 (10.123)
t = (p1 − p3)2 = (p2 − p4)2 = m21 − 2E1E3 + 2p1 · p3 +m23 (10.124)
u = (p1 − p4)2 = (p2 − p3)2 = m21 − 2E1E4 + 2p1 · p4 +m24 .(10.125)Ces variables ne sont pas indépendantes, il existe une relation entre elles
s+ t+ u = m21 +m
2
2 +m
2
3 +m
2
4 . (10.126)La section eﬃcace diﬀérentielle dans le centre de masse de la réaction estdonnée par
dσ
dt
=
1
64pis
|M |2
|p1cm|2 (10.127)par rapport à la variable de Mandelstam t et par
dσ
dΩcm
=
1
64pi2s
|p3cm|2
|p1cm|2 |M |
2 (10.128)par rapport à l'angle solide dΩ de la particule 3 par rapport à la direction dela particule 1 dans le centre de masse.Dans le référentiel du centre de masse, la variable t est
t = (E1cm − E3cm)2 − (p1cm − p3cm)2 − 4p1cm p3cm sin2(θcm/2) (10.129)où θcm est l'angle entre la particule 1 et la particule 3. Ici p1cm = |p1cm| et
p3cm = |p3cm|. Les valeurs des bornes pour l'intégrale dans la variable t sont
t1 (θcm = pi) et t0 (θcm = 0):
t1 =
(
m21 −m22 −m23 +m24
2
√
s
)2
− (p1cm + p3cm)2 (10.130)
t0 =
(
m21 −m22 −m23 +m24
2
√
s
)2
− (p1cm − p3cm)2 (10.131)199
avec
pi cm =
√
E2i cm −m2i (10.132)et
E1cm =
s+m21 −m22
2
√
s
E2cm =
s+m22 −m21
2
√
s
(10.133)
E3cm =
s+m23 −m23
2
√
s
E4cm =
s+m24 −m23
2
√
s
. (10.134)Plus généralement, sans référence à un repère particulier, la section eﬃcacede diﬀusion diﬀérentielle, s'écrit
dσ =
1
4E1E2|v1|
|M |2
(2pi)2
δ(4)(p3 + p4 − p1 − p2)d
3p3
2E3
d3p4
2E4
(10.135)où v1 = p1/E1.
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