ABSTRACT A novel algorithm is proposed to estimate the relative state, including position, attitude, linear velocity, angular velocity, and inertia parameters of an unknown tumbling spacecraft, by stereo vision. Feature points of the target are selected in situ, and their positions and velocities are estimated by the measurements of perspective projection and optical flow. Then, the relative attitude and angular velocity of the spacecraft are estimated by a unit quaternion method and least square method, respectively. After that, the relative position and translational velocity of the spacecraft, together with the relative positions of the detected feature points, are estimated simultaneously based on the relative translational motion model of the target by successive images. Finally, inertia parameters of the spacecraft are estimated by a quadratic optimization method based on angular momentum conservation subject to physical constraints. The performance of the newly proposed algorithm is verified by comparing with an existing case in the literature. Moreover, the performance is validated by Monte-Carlo simulations in different cases.
I. INTRODUCTION
On-orbit servicing, such as spacecraft rescuing, repairing, and refueling, has attracted great interests in recent years [1] , [2] . Among them, active debris removal is considered as an urgent task for their potential threat of collisions to the safe operation of satellites. The precise estimation of relative state (position, attitude, translational and rotational velocities) and inertia parameters of the debris is important for a safe and successful debris removal [3] , [4] . For example, the knowledge about the center of mass (CM) and inertia parameters of the debris is necessary to plan a proper path to dock to and/or grasp them. However, unlike the cooperative spacecraft (targets), most space debris, like defunct satellite and abandoned rocket, are usually unknown and out of control, i.e. there is no prior knowledge about the targets' geometrical and inertia parameters and/or available markers, and the target is tumbling. Hence, the estimation algorithms for cooperative targets are no longer applicable [5] , [6] .
For the advances of the non-intrusive nature of visual sensor, it is appealing to estimate the relative state and/or inertia parameters of an unknown target based on vision [7] - [10] .
Dehann et al. [11] developed an algorithm to approximate the CM of an uncooperative target by estimating its geometry center using stereo vision. Biondi et al. [12] estimated the CM of an uncooperative target by intersecting two screw axes at two sample intervals, which is much applicable for a target with low translational and fast rotational motion. Dong and Zhu [13] , [14] developed a nonlinear least square algorithm to estimate the relative pose and motion of an unknown target, and used optical flow method to increase the tracking speed and accuracy of some available feature points on the target. Terui et al. [15] proposed a model matching method to estimate the relative state, with the target's geometry model known in advance. Peng et al. [16] developed an efficient method to determinate the position and attitude of an uncooperative target by recognizing the geometry property of circular or near-circular features. These above methods either approximated the CM of an unknown target or estimated the relative state effectively with some known feature points, or geometry property.
Considering the problem of the inertia parameters estimation, a maximum a posteriori identification scheme was adopted to determine the inertia tensor of the target from a set of available inertia tensors [17] , [18] . Aghili [19] estimated the state and inertia parameters of unknown tumbling targets using a LIDAR system, which consumed much power and requires much computational ability. Lichter and Dubowsky [20] estimated the relative state and inertia parameters of an unknown target based on the measurement of 3D point cloud. Tweddle [21] estimated the relative state of a spinning uncooperative target using the simultaneous localization and mapping method with a smart inertia parametrization, which is suffered from high computational load and can only be implemented offline. Pesce et al. [22] used a similar inertia parameterization method to estimate the relative state and inertia ratio of an uncooperative target by stereo vision, with the target's initial relative attitude known.
However, until now, the problem of simultaneously estimating the relative state and inertia parameters of an unknown tumbling target by stereo vision is not fully investigated yet. In this paper, a novel algorithm is proposed to simultaneously estimate the relative state and inertia parameters of an unknown target. Feature points of the target are firstly selected in-situ and their velocities are estimated by optical flow. Then, the CM and the constellation of feature points on the target are estimated simultaneously based on the relative kinematics of the target by successive images. Finally, the inertia parameters are estimated by the interior-point-convex algorithm subject to physical constraints. The rest of this paper is outlined as follows. The relative motion model of the target, and the stereo measurement model are given in Section II. Section III provides the detail design of the proposed algorithm. In Section IV, the newly proposed algorithm is validated by numerical simulation. Finally, Section V concludes the paper.
II. RELATIVE DYNAMICAL AND OBSERVATION MODEL A. RELATIVE TRANSLATIONAL KINEMATICS
In this paper, the unknown tumbling spacecraft to be inspected is considered as the target, and the spacecraft equipped with visual sensors is considered as the chaser. Some reference frames are recalled as follows: I is an inertial frame fixed to the center of the Earth, where x I axis points towards the Earth's vernal equinox, z I axis points towards the North pole, and y I axis completes the setup; H is the chaser's orbit frame centered at the chaser's CM, where x H axis directs from the chaser radially outward, z H axis is parallel to the chaser' orbit momentum vector, and y H axis completes the setup; C is the chaser's body frame centered at the chaser's CM and has the coordinate axes parallel to its principal axes of inertia; T is the target's body frame centered at the target's CM and has the coordinate axes parallel to the initial instantaneous axes of the frame C; C is the camera frame centered at the center-of-projection (COP) of the right camera, where y C axis is parallel to the optical axis of the right camera towards the target, x C axis directs from the COP of the left camera to that of the right camera, and z C completes the setup.
The chaser is assumed to be three-axis stabilized about its orbit frame, i.e., the frame H is aligned with the frame C, which is reasonable in practice. Besides, the camera frame C is aligned with the chaser body frame C, which is not essential but facilitates the mathematical formulation. In this paper, the relative position is denoted by ρ 0 , directing from the origin of the frame C to the target's CM. The relative attitude is expressed by unit quaternion q tc =
T tc q tc4
T with the vector component tc = q tc1 q tc2 q tc3 T =ê sin (ϑ/2) and scalar component q tc4 =ê cos (ϑ/2), where ϑ andê are the rotation angle and rotation axis respectively. The quaternion satisfies the constraint given by q tc = 1.
If the chaser's orbit is circular or near circular, the relative motion of the target can be expressed by the following Clohessy-Wiltshire equation:
where ρ 0 = x 0 y 0 z 0 T is coordinates of the relative position ρ 0 resolved in the H frame, n is the chaser's mean orbit angular velocity, and = x , y , z T is the process noise modeled as zero-mean Gaussian white-noise with covariance matrix σ 2 I 3 . Here, I n denotes an n × n identity matrix. Equation (1) can be rewritten aṡ
where
B. ROTATIONAL DYNAMICS OF THE TARGET
The rotational dynamics of the target is expressed as
where I t and ω t ti are the inertia tensor and inertial angular velocity of the unknown target, respectively, and N t is the external torque applied on the target.
If the unknown tumbling target is out of control and there are no active external torques applying on the target. By modeling all the external disturbance torques caused by the gravity gradient, solar pressure, aerodynamic torque et al as noise, (3) can be rewritten aṡ
where σ t is the disturbance torques. 
C. OBSERVATION MODEL
For an arbitrary detected feature point
relative to the CM of the chaser resolved in the frame C, and its corresponding image coordinates are expressed by
and left image frames, respectively, as depicted in Fig. 1 . Here, the 2-D image frame is centered at the center of the image plane and parallel to the image plane. The perspective projection is modeled as
and f is the focal length. The disparity is defined as
The image velocity is defined by the time derivative of (5) [23] , such that
In this paper, the image velocities are approximated by the optical flow information from image sequence.
Considering the disturbance noise, the image coordinates can be expressed asη
whereη i = ũ iRṽiRũiLṽiL T is the measurement image coordinates and ε i is the image noise modeled as white noise with zero-mean and covariance matrix σ 2 ε I 4 , i.e., ε i ∼ N 0, σ 2 ε I 4 . Then the noisy disparity and image velocities and are given byd
III. RELATIVE STATE AND INERTIA PARAMETERS ESTIMATION A. ESTIMATES OF THE POSITIONS AND VELOCITIES OF FEATURE POINTS
According to (5) , the positions of feature points can be estimated bŷ
According to (7) , the velocities of feature points can be estimated byρ
where the superscript ''+'' represents the pseudoinverse of a matrix [24] .
B. ESTIMATES OF THE RELATIVE ANGULAR VELOCITY AND ATTITUDE
As depicted in Fig. 2 , at time instant, the relationship of the position vectors of one feature point in different frames is formulated as:
where r i is the constant position vector of P i relative to the target's CM resolved in the frame T ,
T is the rotation matrix of the frame T relative to the frame C. Taking the time derivative of (13) yieldṡ
Here, ρ i (t) andρ i (t) are supposed to be the known measurements estimated by (11) and (12), respectively, and ρ 0 (t), ρ 0 (t), ω c tc (t), R c t (t) and r i are the unknowns. It is noted that there are only three independent variables in the rotation matrix R c t (t). Defining δρ i (t) = ρ i (t) − ρ 1 (t) and δr i = r i − r 1 , and yield
where ω c tc (t) is the relative angular velocity of the target resolved in the frame T , and [a×] is the cross-product matrix satisfying
with a and b are both 3D column vectors. It is clear to see that a minimum of three feature points is required to solve ω c tc (t) in (16) . When the chaser tracks N (N ≥ 3) feature points, the target's relative angular velocity can be estimated bŷ
From (13), the following relationship holds, (19) where t k = t 0 + k t, with the sample interval time t and k ∈ N + .
Defining δR
T and eliminating r i in (19) gives
Unit quaternions method is adopted to solve (20) [25] . The centroids of the measurements are defined bȳ
Then the new measurements are given by
Define a matrix such that
such that (24) , as shown at the top of the next page, where E ij , i = 1, 2, 3; j = 1, 2, 3 is the element of matrix E. The optimal estimation δq ct t k,0 is the eigenvector related to the largest eigenvalue of L, which is the quaternion expression of δR c t t k,0 . Given the initial relative attitude q ct (t 0 ), the relative attitude quaternionq ct (t k ) can be calculated. The corresponding rotation matrixR c t (t k ) can be obtained by
By the operation of conjugate quaternion, the estimated relative quaternionq tc (t k ) iŝ
C. ESTIMATES OF THE POSITION AND VELOCITY OF THE CM AND POSITIONS OF FEATURE POINTS
Expanding (2) into Taylor series and ignoring the third and higher order terms, the discretized relative motion of the target is formulated as
Define
with
According to (13) and (14), we have
where Y (t k ), as shown at the top of the next page. Hereω c tc (t k ) andR c t (t k ) has been calculated from (18) and (25) , then (30) is a set of linear equations. Since the rank of C (t k ) is 3N + 3, which is less than the dimension of the state 3N + 6, X 1 cannot be solved by (30) directly. Therefore, measurements from successive time instants are requested to estimate X 1 . According to (29), we have
where j ∈ N + and c(c ∈ N + , c ≥ 2) is a predefined observation period. The measurement equation can be rewritten as
. . .
Solving (32) by LS method yieldŝ
It should be noted that when the target has no rotational motion, i.e., ω c tc (t) = 0, the algorithm will be invalid. This is because the rank of H in (32) is 3N + 3 in this situation, which is less than the state dimension of X 1 , 3N + 6.
D. ESTIMATION OF INERTIA PARAMETERS
The unknown tumbling target assumed to be free from external torques, then its angular momentum keeps constant in the inertial frame, which is denoted as h I . At time instant t, we have
where 
with the measurements number of the attitudes and angular velocities K , and
Solving (36) in the least square sense means to minimize
where 2 is the 2-norm of a vector. Obviously, f (x) has the minimum when
where B = A T A ∈ R 9×9 is a positive-definite matrix. Rewriting B as
with b 11 ∈ R + , b 1 ∈ R 8×1 , and B r ∈ R 8×8 . Since the solution of the homogeneous equation (36) has a scaling factor, first variable in x I can be set to 1, i.e. Moreover, there exist some physical constraints between the components of the inertia tensor, such that As one leading principal minor of positive-definite matrix B, B r is also a positive-definite matrix. Therefore, it is a convex quadratic programming problem to solve (40), with the convex quadratic function q (x r ) = x r and the inequality constraints (41) by setting I txx to 1. The MATLAB function quadprog using interior-point-convex algorithm is adopted here to solve (40).
IV. RESULTS AND DISCUSSION
Define the following relative estimation errors in dimensionless form: 
where ''•'' denotes the estimated value, | | means the absolute value of a real number. D is the reference dimension of the target, and I ii , i = x, y, z is the normalized principal moments of inertia of the target. Here the principal moments of inertia are calculated by the singular value decomposition of the inertia tensor estimated from (40), which remains the same in different initial relative attitude of the target. Thus, it is not required about the prior information about the initial attitude of the target. Define the relative attitude error as
where q e4 is the scalar part of the error quaternion, which is defined by q e = q tc ⊗q −1
tc . First, the proposed algorithm is verified by comparing with the photogrammetric method using six known feature points. Then, another four cases are tested by different numbers of feature points, reference dimensions of the target, measurement noise levels, and initial relative angular velocities of the target. Root mean square errors (RSME) in 100 Monte Carlo runs is adopted as the metric, given by
where e m and M are the estimation errors in the m-th Monte Carlo run defined by (42)- (45) and the total number of the Monte Carlo runs, respectively. The simulation parameters are listed in Table 1 . Note that the measurement noise level given in Table 1 is the angular resolution, which depends on the configuration of the camera, i.e. the baseline, focal length, and image noise. Except for the case IV, the noise level has the zero-mean and standard deviation of σ ε = 2 × 10 −5 rad, similar to the setup of Pesce et al. [17] and Segal et al. [22] . For a stereo vision system with the configuration of 1 m baseline, 90 mm focal length, 0.6 pixel image noise and 3 µm pixel size, its corresponding angular resolution is σ ε = 2 × 10 −5 rad.
A. CASE I: COMPARISON WITH A SIMILAR ALGORITHM
In this case, a comparison with Segal and Gurfil's work [26] is executed to verify the designed algorithm. In Segal and Gurfil's work, the CM of the target was estimated by the VOLUME 6, 2018 average of the feature points, such that
The relative position of each feature point was approximated byr
wherer c i (t) is the relative position of feature point P i resolved in the frame C. According to (13) , we can obtain
where R c t (t 0 ) is the given initial relative attitude. Then a singular value decomposition method was used to estimate the relative attitude.
The relative linear and rotational velocities were estimated by the least square method and readers can find the details in [26] . In the simulation, there are six feature points spreading over the target ranging from −1.5 m to 1.5 m, i.e., the reference dimension of the target is Since the inertia parameters are not included in Segal and Gurfil's work, the comparison results of the RMSE of the relative state are listed in Table 2 , which are based on 100 Monte Carlo runs. From the comparisons, the proposed algorithm obtains better accuracy than Segal and Gurfil's algorithm, especially about the relative position and linear velocity of the CM of the target. This is because the proposed algorithm uses the relative translational information in a period c = 50.
B. CASE II: INFLUENCE ABOUT THE FEATURE POINTS' NUMBER
In this case, the reference dimensions of the target, measurement noise level, and initial relative angular velocity are The number of the attitudes and angular velocities used to estimate the inertia parameters is K = 200. By varying the number of feature points from 3, 4, 6, 9 to 12, the corresponding results are shown in Figs. 3-10 . The simulation shows that the estimation accuracy improves significantly by raising N from three to four. Beyond that, there is slight improvement about the estimation accuracy as the increase of N , but with more computational load. This is because that the relative angular velocity and attitude are estimated by (18) and (24) VOLUME 6, 2018 in the least square sense, and three is the minimum number to estimate the relative state. Thus, it is commended that four feature points is an appropriate choice with a relative high estimation accuracy and a reasonable computation cost.
C. CASE III: INFLUENCE ABOUT THE TARGET' REFERENCE DIMENSION
In this case, the measurement noise level, initial relative angular velocity of the target and the number of the attitudes and angular velocities used to estimate the inertia of the target's CM is influenced slightly because the feature points are assumed uniform distributed around the CM of the target. The measurement noise levels varies from 0.5 × 10 −5 rad, 10 −5 rad, 2 × 10 −5 rad, 4 × 10 −5 rad to 6 × 10 −5 rad. As shown in Figs. 19-26 , the estimation accuracy becomes worse by increasing of the measurement noise level. Moreover, an acceptable estimation accuracy is obtained when the measurement noise level is no more than 4 × 10 −5 rad, which is reasonable in practice.
E. CASE V: INFLUENCE ABOUT THE TARGET' ANGULAR VELOCITIES
In this case, the reference dimensions of the target, the measurement noise level, and the number of feature points are quantities are estimated by the successive images. While the estimation accuracy of the relative attitude is influenced little as shown in Fig. 27 , for it is estimated using one frame image directly. Though the angular velocity estimation improves as the increase of the angular velocity, Fig. 28 shows minor difference because it gives the relative error. From Figs. 32-34, it demonstrates that the estimation accuracy of the inertia parameters improves as the increase of the angular velocity. 
V. CONCLUSIONS AND FUTURE WORK
This paper presents a novel algorithm to estimate the relative state and inertia parameters of an unknown tumbling target by successive images using stereo vision. The algorithm is validated by compared with a similar algorithm. The main advantages of this algorithm are: i) the target's CM, as well as the relative positions of the features points, are estimated simultaneously; ii) the inertia parameters are optimally estimated based on the angular momentum conservation subject to constraints; iii) the initial attitude of the target is not required. Simulation results demonstrate the effectiveness of the proposed algorithm by comparing with Segal and Gurfil's work in Case I. Through Case II, it is concluded that four feature points is a desirable choice to obtain a good estimation accuracy under reasonable computation burden. Cases III and V reveal that the proposed algorithm is more applicable for the target with larger reference dimension and angular velocity. In addition, the developed algorithm becomes invalid when the target has no rotational motion. Case IV suggests that the measurement noise should be suppressed to improve the estimation accuracy.
