Evaluation algorithms for multivariate polynomials in Bernstein–Bézier form  by Mainar, Esmeralda & Peña, J.M.
Journal of Approximation Theory 143 (2006) 44–61
www.elsevier.com/locate/jat
Evaluation algorithms for multivariate polynomials in
Bernstein–Bézier form
Esmeralda Mainara,∗,1, J.M. Peñab,2
aDpto. de Matemáticas, Estadística y Computación, Universidad de Cantabria, Spain
bDpto. de Matemática Aplicada, Universidad de Zaragoza, Spain
Received 29 September 2005; received in revised form 19 May 2006; accepted 24 May 2006
Communicated by Martin Buhmann
Available online 1 September 2006
Abstract
The evaluation of multivariate polynomials of n variables in Bernstein–Bézier form is considered. A
forward error analysis for the corresponding de Casteljau algorithm and the VS algorithm is performed. We
also include algorithms that simultaneously evaluate the polynomial and provide “a posteriori” error bounds,
without increasing signiﬁcantly the computational cost. The sharpness of our running error bounds is shown
in the case of trivariate polynomials.
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1. Introduction
Many properties of the Bernstein basis of bivariate polynomials deﬁned on a triangle have
been studied in Approximation Theory. In particular, shape preserving and stability properties
as well as properties of evaluation algorithms associated to this basis. For instance, in [5] the
authors analyzed monotonicity preservation and it was shown that, for quadratic polynomials,
this basis is the unique (up to trivial extensions of it) satisfying a strong monotonicity preserving
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property introduced in that paper. Sufﬁcient conditions for the convexity of the corresponding
surface can be found, for instance, in [2–4] or [1]. In [7] it was proved that this basis is optimally
stable, in the sense that there does not exist (up to permutation and scaling) another basis of its
space with a smaller condition number for the evaluation for every function and at any point.
Efﬁcient evaluation algorithms have also been provided: in addition to the de Casteljau algorithm,
Schumaker and Volk presented in [13] a nested algorithm (called VS algorithm) with lower
computational cost. An “a priori” error analysis of both algorithms was performed in [10], and
the running error analysis was carried out in [9]. On the other hand, as remarked in [13], there
is interest in the use of polynomials deﬁned on tetrahedral tesselations. However, there has been
less research activity on the study of the properties of the corresponding multivariate Bernstein
basis, although we can mention [7] about optimal stability properties, and [13], where efﬁcient
evaluation algorithms were presented. In [12] other efﬁcient evaluation algorithms (mostly on
regular grids) are analyzed.
This paper will focus on the evaluation of multivariate polynomials in Bernstein–Bézier form.
Section 3 contains “a priori” and running error analysis of the de Casteljau algorithm, and we also
include an algorithm that simultaneously evaluates the polynomial and provides “a posteriori”
error bound, without increasing signiﬁcantly the computational cost. Similar tasks are performed
in Section 4 for the VS algorithm. Section 5 contains numerical experiments by considering a
trivariate polynomial which generalizes the univariateWilkinson polynomial (frequently used as a
test polynomial due to its ill-conditioning close to the roots). The numerical experiments conﬁrm
the theoretical analysis and show the accuracy of the error bounds calculated by the proposed
algorithms.
In contrast to the results obtained in [9] for the evaluation of polynomials deﬁned on triangles,
where the de Casteljau algorithm presented better stability properties, the results of this paper
show that the de Casteljau algorithm and the VS algorithm present similar nice stability properties
in the trivariate case and, when increasing the number of variables, the VS algorithm presents
better properties than the de Casteljau algorithm. Taking into account the lower complexity of the
VS algorithm, we conclude that, for three or more variables, it has several advantages over the de
Casteljau algorithm.
2. Auxiliary results
Let us now introduce some standard notations in error analysis. Given a ∈ R, the computed
element in ﬂoating point arithmetic will be denoted by either ﬂ(a) or by â. As usual, to investigate
the effect of rounding errors when working with ﬂoating point arithmetic we use the model
ﬂ(a op b) = (a op b)(1 + ), ||u, (1)
although we can also use
ﬂ(a op b) = (a op b)
(1 + ) , ||u, (2)
with u the unit roundoff and op any of the elementary operations +, −, ×, / (see [6, pp. 44–45]
for more details). Given k ∈ N0 such that ku < 1, let us deﬁne
k:=
ku
1 − ku .
46 E. Mainar, J.M. Peña / Journal of Approximation Theory 143 (2006) 44–61
In our error analysis we shall deal with quantities whose absolute value is bounded above by k .
Following [6] we denote by k such quantities and taking into account Lemmas 3.3 and 3.1 of
[6], the following properties hold:
(a) (1 + k)(1 + j ) = 1 + k+j ,
(b) k + j + kj k+j ,
(c) k + uk+1,
(d) if i = ±1, |i |u (i = 1, . . . , k)
then
k∏
i=1
(1 + i )i = 1 + k. (3)
In considering the computed solution of a problem, one can try to ﬁnd the data for which this
computed solution is the exact solution. Backward error analysis measures how far these data
are from the original data of the problem. So, backward error analysis interprets rounding errors
as perturbations in the data. In contrast, forward error analysis measures how far the computed
solution is from the exact solution. Therefore, in our evaluation problem, if f̂ (x) = ∑ni=0 ĉiui(x)
is the computed evaluation (instead of the exact evaluation f (x) = ∑ni=0 ciui(x)), we say that
the relative backward error is bounded above by  if
|̂ci − ci |
|ci | , i = 0, . . . , n.
Then we can bound the forward error by
|f̂ (x) − f (x)|
n∑
i=0
|ciui(x)|.
The number
Cu
(
f (x)
):= n∑
i=0
|ciui(x)|, (4)
measures the stability in the evaluation of a function with respect to perturbations of the co-
efﬁcients, and is called the condition number for the evaluation of f (x) with the basis u =
(u0, . . . , un). Let us observe that Cu
(
f (x)
)
depends on the basis u, on the function f , and on the
point x. If we assume that the basis is formed by nonnegative functions, (4) can be written as
Cu
(
f (x)
):= n∑
i=0
|ci |ui(x).
In conclusion, we can bound the forward error by
|f̂ (x) − f (x)|Cu
(
f (x)
)
,
which is a particular case of the classical formula
Forward errorBackward error × Condition number.
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3. De Casteljau algorithm for evaluation
Let V = [p0, . . . ,pn] be a nondegenerate n-simplex formed by pi = (xi1, . . . , xin) ∈ Rn
for i = 0, . . . , n. An arbitrary point p = (x1, . . . , xn) ∈ Rn, may be speciﬁed by barycentric
coordinates  = (0, . . . , n) with respect to V :
p = 0p0 + · · · + npn, where
n∑
i=0
i = 1,
so that only n of (0, . . . , n) are linearly independent. Geometrically, in the trivariate case, i are
the (signed) ratios of the volumes of the tetrahedra subtended by the sides of V at the point p =
(x1, x2, x3) to the volume of V itself. In general, the barycentric coordinates of p = (x1, . . . , xn)
are given by
0 = 1
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x1 x
1
1 · · · xn1
...
...
...
xn x
1
n · · · xnn
∣∣∣∣∣∣∣∣∣ , 1 =
1

∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x01 x1 · · · xn1
...
...
...
x0n xn · · · xnn
∣∣∣∣∣∣∣∣∣ , . . . ,
n−1 = 1
∣∣∣∣∣∣∣∣∣
1 · · · 1 1
x01 · · · x1 xn1
...
...
...
x0n · · · xn xnn
∣∣∣∣∣∣∣∣∣ , n =
1

∣∣∣∣∣∣∣∣∣
1 · · · 1 1
x01 · · · xn−11 x1
...
...
...
x0n · · · xn−1n xn
∣∣∣∣∣∣∣∣∣ ,
where
 =
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x01 x
1
1 · · · xn1
...
...
...
x0n x
1
n · · · xnn
∣∣∣∣∣∣∣∣∣ .
Thus, 0 is positive or negative according to whether p is on the same side or the opposite
side of the (n − 1)-simplex determined by the vertices p1p2 · · ·pn as the vertex p0. Similarly for
1, 2, . . . , n. Hence, all n + 1 barycentric coordinates  are simultaneously positive only for
points inside V .
We shall use the standard multiindex notation for  ∈ Zn+1+ :
:=(0, . . . , n), ||:=0 + · · · + n,
(||

)
:= ||!
ni=0 i !
, :=00 · · · nn
and denote the j th unit vector ej for j = 0, . . . , n.
The homogeneous polynomials of degree d in  = (0, . . . , n):
Bd ():=
(||

)
, || = d
span the spaced of polynomials of total degree d in x1, . . . , xn, and are called theBernstein basis
of degree d with respect to the simplex V . The n-variate Bernstein polynomials in barycentric
Bernstein form have properties (evaluation, subdivision and degree elevation algorithms, convex
hull conﬁnement, etc.) analogous to their univariate counterparts.
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Let us present the de Casteljau algorithm to evaluate the polynomial
p() =
∑
||=d
bB
d
 () (5)
at a given  = (0, . . . , n) inside V (|| = d denotes ∀ = (0, . . . , n) ∈ Zn+1+ such that
|| = d).
de Casteljau algorithm
for || = d
b0:=b
end
for h = 1 to d
for || = d − h
bh :=
∑n
i=0 ib
h−1
+ei
end
end
The de Casteljau algorithm generates the point bd(0,...,0) = p().
The statement for || = d − h 0hd can be implemented as a sequence of nested loops,
one for each of 0 to n. The summation in the inner loop of the de Casteljau algorithm uses n
additions and n + 1 multiplications. Since
(
d+n
n+1
)
such sums are computed, the theoretical time
complexity for the evaluation per point by de Casteljau is
(2n + 1)
(
d + n
n + 1
)
.
Each step of the algorithm is a convex combination of values computed at the previous iteration,
such as with univariate corner cutting algorithms (cf. [8]). This property will imply good stability
properties.
Let us remark that the bounds provided in this paper have been derived assuming that the sums
are performed by the unusual recursive summation. Using the summation methods described in
Chapter 4 of [6] can lead to smaller bounds. The following result provides a forward error analysis
of the de Casteljau algorithm for the evaluation of n-variate polynomials.
Theorem 3.1. Let us consider the de Casteljau algorithm for the evaluation of (5) and let us
assume that (n+ 1)du < 1, where u denotes the unit roundoff. Then the computed value satisﬁes
|p() − p̂()| (n+1)dCB(p()), (6)
where B is the Bernstein basis.
Proof. By (1), for each h ∈ {1, . . . , d}
b̂h =
(
ﬂ
(
0b
h−1
+e0
)+ ﬂ( n∑
i=1
ib
h−1
+ei
))
(1 + 0)
= 0b̂h−1+e0(1 + 0)(1 + 1) + ﬂ
( n∑
i=1
ib
h−1
+ei
)
(1 + 0)
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= 0b̂h−1+e0(1 + 0)(1 + 1) + 1b̂h−1+e1(1 + 0)(1 + 2)(1 + 3)
+ﬂ
(
n∑
i=2
ib
h−1
+ei
)
(1 + 2)(1 + 0), (7)
where |i |, i = 0, . . . , 3, are real values less than or equal to the unit roundoff u. Using (1) and
(7) it can be easily proved by induction that
b̂h =
n−1∑
i=0
i b̂
h−1
+ei
i

j=0
(
1 + 2j
)
(1 + 2i+1) + nb̂h−1+en
n

j=0
(
1 + 2j
)
,
where |i |, i = 0, . . . , 2n, are values less than or equal to the unit roundoff u. Then by (3) we can
write
b̂h =
n−1∑
i=0
i b̂
h−1
+ei (1 + i+2) + nb̂h−1+en (1 + n+1) .
Iterating the previous argument for h = d, d − 1, . . . , 1, we can deduce (6). 
In practical computations it is desirable to obtain an error bound at the same time as the
computed value p̂() = b̂d(0,...,0). For this purpose, we shall perform a running error analysis of
the de Casteljau algorithm which will provide us a posteriori error bounds.
At the hth step of the algorithm we obtain the elements b̂h , the computed values of bh for all
 = (0, . . . , n) ∈ Zn+1+ such that || = d − h. Let
Fh :=b̂h − bh . (8)
Our goal is to obtain upper bounds for the absolute value of the elements (8).
Using (1), (2) and the deﬁnition of bh , we deduce that
b̂h =
(
n−1∑
i=0
i b̂
h−1
+ei 
i
j=1
(
1 + 2j
)
(1 + 2i+1) + nb̂h−1+en nj=1
(
1 + 2j
))
/(1 + ), (9)
where |i |, i = 1, . . . , 2n, and || are values less than or equal to the unit roundoff u.
From (8) and (9) we obtain
bh + Fh + ̂bh =
n−1∑
i=0
i b̂
h−1
+ei 
i
j=1
(
1 + 2j
)
(1 + 2i+1) + nb̂h−1+en nj=1
(
1 + 2j
)
and so
bh + Fh + ̂bh =
n∑
i=0
i b̂
h−1
+ei +
n−1∑
i=0
i b̂
h−1
+ei
⎛⎝ i∑
j=1
2j + 2i+1
⎞⎠
+nb̂h−1+en
n∑
j=1
2j + O(u2).
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By (8) and the expression of bh given in the algorithm, we get
Fh =,
n∑
i=0
iF
h−1
+ei +
n−1∑
i=0
i b̂
h−1
+ei
⎛⎝ i∑
j=1
2j+2i+1
⎞⎠+ nb̂h−1+en n∑
j=1
2j − ̂bh + O(u2).
(10)
Hence∣∣∣Fh ∣∣∣  n∑
i=0
i
∣∣∣Fh−1+ei ∣∣∣+ nu n∑
i=0
i
∣∣∣̂bh−1+ei ∣∣∣+ u ∣∣∣̂bh∣∣∣+ O(u2).
Taking into account that F 0 = 0 for all  = (0, . . . , n) ∈ Zn+1+ such that || = d, one easily
proves, by induction on h, that∣∣∣Fh ∣∣∣ uh + O(u2)
with
0 := 0,
h :=
n∑
i=0
i
h−1
+ei + n
n∑
i=0
i
∣∣∣̂bh−1+ei ∣∣∣+ ∣∣∣̂bh∣∣∣ (11)
for all  = (0, . . . , n) ∈ Zn+1+ such that || = d − h and h = 0, . . . , d.
In order to get an algorithmwith the error bound,we can slightly reduce the number of operations
for calculating the sequence (11) if we deﬁne a new sequence
M0 := n
∣∣∣̂b0∣∣∣ /(n + 1),
Mh :=
(
h + n
∣∣∣̂bh∣∣∣) /(n + 1),
for all  = (0, . . . , n) ∈ Zn+1+ such that || = d − h and h = 0, . . . , d.
Taking into account that, by (11),
Mh =
n∑
i=0
iM
h−1
+ei +
∣∣∣̂bh∣∣∣ ,
we can now deﬁne the following algorithm with a running error bound:
de Casteljau algorithm with error bound
for || = d
b̂0:=b
M0 :=n
∣∣̂b0∣∣ /(n + 1)
end
for h = 1 to d
for || = d − h
b̂h :=
∑n
i=0 ib
h−1
+ei
Mh :=
∑n
i=0 iM
h−1
+ei +
∣∣̂bh∣∣
end
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end
	:=u
(
(n + 1)Md(0,...,0) − n
∣∣∣̂bd(0,...,0)∣∣∣)
Now we have∣∣∣p() − b̂d(0,...,0)∣∣∣ u ((n + 1)Md(0,...,0) − n ∣∣∣̂bd(0,...,0)∣∣∣)+ O(u2) = 	 + O(u2),
and therefore the value 	 obtained in the algorithm can be used as a running error bound.
4. VS algorithm for evaluation
Given a polynomial as in (5), it is clear that it can be rewritten in the form
p() =
∑
||=d
c
, (12)
where the new coefﬁcients are related with those of the Bernstein form by c:=
( ||

)
b for all
 = (0, . . . , n) ∈ Zn+1+ such that || = d .
We shall refer (12) as the modiﬁed Bernstein–Bézier (MBB) representation of the polynomialp,
and the corresponding basis B¯ the MBB basis (this basis can be obtained from the Bernstein basis
by scaling the basis functions). Schumaker and Volk showed that the MMB representation can
also be evaluated efﬁciently. The key of the Volk–Schumaker (VS) algorithm is the observation
that p can be written in nested form. Assuming that n is the biggest barycentric coordinate, and
deﬁning 
i :=i/n for i = 0, . . . , n − 1 we can write
p() = dn
∑
||=d
c

0
0 · · · 
n−1n−1 = dn
d∑
0=0
q0(
)

0
0 ,
where 
 = (
0, . . . , 
n−1) and
q0(
):=
∑
||=d−0
c(0,)

,  = (1, . . . , n) ∈ Zn+.
Then we deduce the following algorithm for the evaluation of (12) on  = (0, . . . , n):
VS algorithm
for i = 0 to n − 1

i :=i/n
end
A00:=c(d,0,...,0)
for i0 = 1 to d
A10:=c(d−i0,i0,0,...,0)
for i1 = 1 to i0
. . .
An−20 :=c(d−i0,i0−i1,...,in−4−in−3,in−3,0,0)
for in−2 = 1 to in−3
An−10 :=c(d−i0,i0−i1,...,in−3−in−2,in−2,0)
for in−1 = 1 to in−2
An−1in−1 :=An−1in−1−1
n−1 + c(d−i0,i0−i1,...,in−2−in−1,in−1)
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end in−1
An−2in−2 :=An−2in−2−1
n−2 + An−1in−2
end in−2
.
.
.
A1i1 :=A1i1−1
1 + A2i1
end i1
A0i0 :=A0i0−1
0 + A1i0
end i0
p() = dnA0d
The VS algorithm requires 2
((
d
1
)
+
(
d+1
2
)
+ · · · +
(
d+n−1
n
))
+d +n arithmetic operations
for the evaluation per point, counting n and d for the calculation of 
i , i = 0, . . . , n−1, and dnA0d ,
respectively. Thus this algorithm has lower computational cost than the de Casteljau algorithm.
The following result provides the forward error corresponding to the VS algorithm.
Theorem 4.1. Consider the VS algorithm in (12), and assume that (4d + n − 1)u < 1, where u
denotes the unit roundoff. Then the computed value p̂() = ﬂ(p()) satisﬁes
|p() − p̂()|4d+n−1CB¯(p()) = 4d+n−1CB(p()),
where B¯ is the modiﬁed Bernstein–Bézier basis and B is the Bernstein basis.
Proof. The VS algorithm consists of a Horner-type algorithm that calculates p()/dn and a last
step which multiplies by dn. From (12) we can write
p()
dn
=
∑
||=d
c
,
with c = b/dn. Since by (1) ﬂ(i/n) = (i/n)(1 + 1), for i = 0, . . . , n − 1 we can apply
Theorem 3.1 of [11] to the Horner-type part of the VS-algorithm, and get
ﬂ
(
p()
dn
)
=
∑
||=d
c¯
,
where
c¯ = c(1 + 3d+n−1).
Finally, in the last step we have to multiply by dn, and then by applying d times (1), we can obtain
p̂() =
∑
||=d
ĉ
,
with ĉ = ﬂ(dnc¯) = dnc¯(1 + d). Taking into account the previous formulas and the property
(a) of the quantities j , we derive
ĉ = dnc(1 + 3d+n−1)(1 + d) = dnc(1 + 4d+n−1) = b(1 + 4d+n−1)
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and then we can deduce the result, taking also into account that
CB¯(p()) = CB(p()), ∀p,∀ ∈ V
because the modiﬁed Bernstein–Bézier basis B¯ can be obtained from the Bernstein basis B by
scaling the basis functions. 
Analogously as in Section 4, we can perform the running error analysis of the VS algorithm.
For a given in−2, let
f n−1k :=Ân−1k − An−1k , k = 1, . . . , in−2. (13)
Our ﬁrst goal is to bound the absolute value of the elements (13).
Using (1) and (2) we deduce that
Ân−1k =
(
Ân−1k−1 
̂n−1(1 + n−1k ) + c
) 1
1 + n−1k
=
(
Ân−1k−1
n−1(1 + 
n−1)(1 + n−1k ) + c
) 1
1 + n−1k
, (14)
where c = c(d−i0,i0−i1,...,in−2−in−1,in−1) and |n−1k |, |
n−1 |, |n−1k | are numbers less than or equal
to the unit roundoff u.
From (13) and (14) we obtain(
1 + n−1k
)
Ân−1k = An−1k + f n−1k + n−1k Ân−1k = Ân−1k−1
n−1(1 + 
n−1)(1 + n−1k ) + c
and so
An−1k + f n−1k + n−1k Ân−1k = Ân−1k−1
n−1 + Ân−1k−1
n−1
(

n−1 + n−1k
)
+ c + O(u2).
Using now (13) and that An−1k = 
n−1An−1k−1 + c, k = 1, . . . , in−2, we get
f n−1k = 
n−1f n−1k−1 + 
n−1Ân−1k−1(
n−1 + n−1k ) − n−1k Ân−1k + O(u2)
and so∣∣∣f n−1k ∣∣∣ 
n−1 ∣∣∣f n−1k−1 ∣∣∣+ u (2
n−1 ∣∣∣Ân−1k−1∣∣∣+ ∣∣∣Ân−1k ∣∣∣)+ O(u2).
Taking into account that f n−10 = 0, one easily proves, by induction on k, that∣∣∣f n−1k ∣∣∣ un−1k + O(u2) (15)
with
n−10 := 0,
n−1k := 
n−1n−1k−1 + 2
n−1
∣∣∣Ân−1k−1∣∣∣+ ∣∣∣Ân−1k ∣∣∣ = 
n−1 (n−1k−1 + 2 ∣∣∣Ân−1k−1∣∣∣)+ ∣∣∣Ân−1k ∣∣∣ (16)
for all k = 1, . . . , in−2.
In order to get an algorithmwith the error bound,we can slightly reduce the number of operations
for calculating the sequence (16) if we deﬁne a new sequence
n−10 := 2|Ân−10 |/3,
n−1k :=
(
n−1k + 2
∣∣∣Ân−1k ∣∣∣) /3 (17)
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for all k = 1, . . . , in−2, since, from (15) and (16), we derive
n−1k = 
n−1n−1k−1 +
∣∣∣Ân−1k ∣∣∣
for all k = 1, . . . , in−2.
Observe that, if
n−1:=3n−1in−2 − 2
∣∣∣Ân−1in−2 ∣∣∣ ,
according to (15) and (17) we have∣∣∣f n−1in−2 ∣∣∣ = ∣∣∣An−1in−2 − Ân−1in−2 ∣∣∣ u (3n−1in−2 − 2 ∣∣∣Ân−1in−2 ∣∣∣)+ O (u2) = un−1 + O (u2) . (18)
Let j < n−1 and let us now suppose that n−1, . . . , j+1, are error bounds of the computation
of An−1in−2 , . . . , A
j+1
ij
, respectively, and we shall deduce that
j :=3jij−1 − 2
∣∣∣Âj−1ij−1 ∣∣∣
with
j0 := 2|Âj0|/3,
jk := 
j jk−1 +
∣∣∣Âjk ∣∣∣+ j+1/3, k = 0, . . . , ij−1,
is the corresponding error bound in the computation of Ajij .
Now for any ij−1, let
f
j
k :=Âjk − Ajk, k = 1, . . . , ij−1 (19)
and let us derive bounds for the absolute values of the elements (19).
Using (1) and (2), we deduce from Ajk = 
jAjk−1 + Aj+1ij , k = 1, . . . , ij−1, that
Â
j
k =
(̂

j Â
j
k−1
(
1 + jk
)
+ Âj+1ij
) 1
1 + k
=
(

j Â
j
k−1
(
1 + 
j
) (
1 + jk
)
+ Âj+1ij
) 1
1 + k , (20)
where |jk |, |k| and |
j | are real numbers less than or equal to the unit roundoff u. From (19)
and (20), we obtain
f
j
k + Ajk + kÂjk = 
j Âjk−1
(
1 + 
j
) (
1 + jk
)
+ Âj+1ij . (21)
Using (21) and (19), we get
f
j
k = 
j f jk−1 + 
j Âjk−1
(

j + jk
)
+ f j+1ij − kÂ
j
k + O
(
u2
)
. (22)
From (18) and (22) we derive∣∣∣f jk ∣∣∣ 
j ∣∣∣f jk−1∣∣∣+ u (2
j ∣∣∣Âjk−1∣∣∣+ j+1 + ∣∣∣Âjk ∣∣∣)+ O (u2)
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and then, one can easily prove by induction on j that∣∣∣f jk ∣∣∣ u	jk + O (u2) , (23)
with
	0 := 0,
	jk := 
j	jk−1+2
j
∣∣∣Âjk−1∣∣∣+j+1 + ∣∣∣Âjk ∣∣∣ = 
j (	jk−1+2 ∣∣∣Âjk−1∣∣∣)+j+1+ ∣∣∣Âjk ∣∣∣ . (24)
We can slightly reduce the number of operations for calculating the sequence 	jk of (24) if we
deﬁne a new sequence jk with
j0 := 2|Âj0|/3,
jk :=
(
	jk + 2
∣∣∣Âjk ∣∣∣) /3 (25)
for all k = 0, . . . , ij−1. From (24) and (25) we can derive
jk = 
j jk−1 +
∣∣∣Âjk ∣∣∣+ j+1/3, k = 0, . . . , ij−1.
Observe that, if
j :=3jij−1 − 2
∣∣∣Âjij−1 ∣∣∣ ,
according to (23) and (25) we have∣∣∣f jij−1 ∣∣∣ = ∣∣∣Ajij−1 − Âjij−1 ∣∣∣ u (3jij−1 − 2 ∣∣∣Âjij−1 ∣∣∣)+ O (u2) = uj + O (u2) .
Finally, at the end of this process we obtain (for j = 0) the upper bound 0 for the linear
approximation (in u) of ∣∣A0d − Â0d ∣∣.
Since p() = dnA0d , we derive from (1) p̂() = dnÂ0d(1 + d) and so
|p̂() − p()| dn0 + dudn
∣∣∣Â0d ∣∣∣+ O(u2) =  + O(u2),
where :=dn
(
0 + du
∣∣Â0d ∣∣) is the running error bound.
Now, we can give the following algorithm for the simultaneous computation of the value p()
and the running error bound  for |p̂() − p()|:
VS algorithm with error bound
for i = 0 to n − 1

i :=i/n
end i
A00:=c(d,0,...,0)
00:=2
∣∣A00∣∣ /3
for i0 = 1 to d
. . .
An−20 :=c(d−i0,i0−i1,...,in−4−in−3,in−3,0,0)
n−20 :=2
∣∣∣An−20 ∣∣∣ /3
for in−2 = 1 to in−3
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An−10 :=c(d−i0,i0−i1,...,in−3−in−2,in−2,0)
n−10 :=2
∣∣∣An−10 ∣∣∣ /3
for in−1 = 1 to in−2
An−1in−1 :=An−1in−1−1
n−1 + c(d−i0,i0−i1,...,in−2−in−1,in−1)
n−1in−1 :=n−1in−1−1
n−1 +
∣∣∣An−1in−1 ∣∣∣
end in−1
n−1:=3n−1in−2 − 2
∣∣∣An−1in−2 ∣∣∣
An−2in−2 :=An−2in−2−1
n−2 + An−1in−2
n−2in−2 :=n−2in−2−1
n−2 +
∣∣∣An−2in−2 ∣∣∣+ n−1/3
end in−2
.
.
.
1:=31i0 − 2
∣∣∣A1i0 ∣∣∣
A0i0 :=A0i0−1
0 + A1i0
0i0 :=0i0−1
0 +
∣∣∣A0i0 ∣∣∣+ 1/3
end i0
p():=dnA0d
0:=30d − 2
∣∣A0d ∣∣
:=dn
(
0 + du
∣∣A0d ∣∣)
5. Comparisons, numerical experiments and conclusions
In this section we include the conclusions and numerical experiments with trivariate polyno-
mials in Bernstein–Bézier form which conﬁrm the theoretical analysis and show the accuracy of
the error bounds calculated by the proposed algorithms. Since we shall compare the algorithms
used in the previous sections with the corresponding multivariate Horner algorithm, we start by
relating the Bernstein basis and the power basis.
Consider the Bernstein basis of degree d on the tetrahedron T with vertices (1, 0, 0), (0, 1, 0),
(0, 0, 1), (0, 0, 0) and the power basis of degree d about the origin. The barycentric coordinates
with respect to T are (r, s, t, v) = (x, y, z, 1 − x − y − z), and the Bernstein basis for trivariate
polynomials of total degree d in x, y and z is thus:
Bdi,j,k,h(x, y, z) =
(
d
i, j, k
)
xiyj zk(1 − x − y − z)h, h:=d − i − j − k (26)
for i = 0, . . . , d, j = 0, . . . , d − i, k = 0, . . . , d − i − j where(
d
i, j, k
)
:= d!
i!j !k!h! .
The corresponding power basis functions of total degree d in x, y, z about the origin are
pdi,j,k(x, y, z):=xiyj zk, (27)
for i = 0, . . . , d, j = 0, . . . , d − i, k = 0, . . . , d − i − j .
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To derive the transformations between the bases (26) and (27) and express each power basis
function pdi,j,k in terms of the Bernstein basis functions B
d
i,j,k,h on T , we note that
1 = ((1 − x − y − z) + x + y + z)h
=
h∑
r=0
h−r∑
s=0
h−r−s∑
p=0
(
h
r, s, p
)
xryszp(1 − x − y − z)h−r−s−p, (28)
where(
h
r, s, p
)
= h!
r!s!p!(h − r − s − p)! .
Multiplying pdi,j,k by (28) we obtain
pdi,j,k(x, y, z) =
h∑
r=0
h−r∑
s=0
h−r−s∑
p=0
(
h
r, s, p
)
xr+iys+j zp+k(1 − x − y − z)h−r−s−p
and changing the summation indices from r , s and p to r + i, s + j and p + k, respectively, we
ﬁnd that
pdi,j,k(x, y, z) =
d−j−k∑
r=i
d−k−r∑
s=j
d−r−s∑
p=k
(
r
i
)(
s
j
)(
p
k
)(
d
i,j,k
) Bdr,s,p,d−r−s−p(x, y, z). (29)
Any polynomial p ∈ d can be written as
d∑
i=0
d−i∑
j=0
d−i−j∑
k=0
bi,j,kB
d
i,j,k,h(x, y, z) =
d∑
i=0
d−i∑
j=0
d−i−j∑
k=0
ai,j,kp
d
i,j,k(x, y, z), (30)
where
br,s,p =
d∑
i=0
d−i∑
j=0
d−i−j∑
k=0
(
r
i
)(
s
j
)(
p
k
)(
d
i,j,k
) ai,j,k (31)
for r = 0, . . . , d, s = 0, . . . , d − r and p = 0, . . . , d − r − s.
It is known and easy to prove that, if u = (u0, . . . , un), v = (v0, . . . , vn) are two bases
of nonnegative functions and the matrix A of the change of basis such that (v0, . . . , vn) =
(u0, . . . , un)A is nonnegative, then cu
(
f (x)
)
cv
(
f (x)
)
, for each function f of the generated
space evaluated at every x in the domain. Let us observe that by (29) the power basis functions
of total degree d about the origin are nonnegative combinations of Bernstein basis functions with
respect to the tetrahedron T . Since the Bernstein basis and the power basis are positive inside T ,
we conclude that the condition number for the evaluation of a polynomial in its Bernstein–Bézier
form is always smaller than the condition number for the evaluation in its power form. In addition,
let us recall that in [7] it was proved that the multivariate Bernstein basis is optimally stable in the
sense that there does not exist (up to permutation and scaling) another basis of d with smaller
condition number than the Bernstein basis for each function f ∈ d evaluated at every point.
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Table 1
Barycentric coordinates of data and the polynomial values
Pi (r, s, t, v) Q(Pi)
P1 (0.24, 0.19, 0.15667, 0.41333) −7.5681535050746803348 × 10−11
P2 (0.23, 0.18, 0.14667, 0.44333) −8.1647846735928004760 × 10−10
P3 (0.22, 0.17, 0.13667, 0.47333) −3.6814814091867896589 × 10−9
P4 (0.21, 0.16, 0.12667, 0.50333) −1.1557864711268535347 × 10−8
P5 (0.2, 0.15, 0.11667, 0.53333) −2.9658006121107172852 × 10−8
Table 2
Multivariate Horner, de Casteljau and VS algorithms using single precision
Pi QH (Pi) QC(Pi) QVS(Pi)
P1 5.6186 × 10−10 −7.56449 × 10−11 −7.568154 × 10−11
P2 1.0438 × 10−9 −8.16473 × 10−10 −8.164785 × 10−10
P3 −1.5929 × 10−9 −3.68144 × 10−9 −3.681481 × 10−9
P4 −1.0516 × 10−8 −1.15577 × 10−8 −1.155786 × 10−8
P5 −2.8874 × 10−8 −2.96578 × 10−8 −2.965801 × 10−8
In order to show the stability of the de Casteljau and the VS algorithm and the accuracy of the
obtained error bounds let us present some illustrative examples. Let
Q(x, y, z) =
4∏
i=0
(x − i/4)
5∏
j=0
(y − j/5)
6∏
k=0
(z − k/6) . (32)
Q(x, y, z) generalizes to the trivariate case the polynomial which was originally studied by
Wilkinson (see [14,15], where he showed ill-conditioning properties of the roots). Using (31),
we have obtained its Bernstein–Bézier and MBB representations in order to evaluate it by means
of the de Casteljau and the VS algorithms. We have also evaluated this polynomial by means
of the multivariate Horner algorithm and compared our results with those corresponding to the
multivariate Horner algorithm.
By using the Computer Algebra System Maple, we have evaluated the polynomial (32) at ﬁve
points near the root ( 14 ,
1
5 ,
1
6 ). The barycentric coordinates of these points and the corresponding
ﬁrst 20 digits of the value the polynomial takes can be seen in Table 1.
Table 2 shows the values QH(Pi), QC(Pi) and QVS(Pi), i = 1, . . . , 5 obtained by means of
the multivariate Horner, the de Casteljau and the VS algorithm, respectively, using a compiler
with single precision (again with Maple). We have underlined the number of correct digits for a
quick comparison.
Observe that at P1 and P2 the multivariate Horner algorithm does not even reach the sign of
the values Q(Pi) and at the points P4 and P5, the furthest from the root, it only reaches the ﬁrst
signiﬁcant digit of Q(P4) and Q(P5). However, the results obtained by means of the de Casteljau
and the VS algorithm are much better. In spite of the ill-conditioning properties of the roots of the
polynomial and the precision we are using, both algorithms reach at least 3 signiﬁcant digits of
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Table 3
Absolute error bounds of the de Casteljau algorithm with single precision
Pi |Q(Pi) − QC(Pi)| 	 4dCB(Q(Pi))
P1 3.663505 × 10−14 2.064700 × 10−11 7.184671 × 10−11
P2 5.467359 × 10−15 2.575660 × 10−11 8.470004 × 10−11
P3 4.140919 × 10−14 3.291100 × 10−11 1.014615 × 10−10
P4 1.647113 × 10−13 4.319480 × 10−11 1.236070 × 10−10
P5 2.061211 × 10−13 5.836000 × 10−11 1.532186 × 10−10
Table 4
Absolute error bounds of the VS algorithm with simple precision
Pi |Q(Pi) − QVS(Pi)|  4d+1CB¯(Q(Pi))
P1 6.486495 × 10−14 2.022900 × 10−13 7.663802 × 10−11
P2 7.253264 × 10−14 3.098750 × 10−13 9.034851 × 10−11
P3 7.859081 × 10−14 7.522410 × 10−13 1.082277 × 10−10
P4 1.352887 × 10−13 1.799720 × 10−12 1.318502 × 10−10
P5 2.061211 × 10−13 3.941390 × 10−12 1.634364 × 10−10
Q(Pi), i = 1, . . . , 5. We can also check that the values obtained by means of the VS algorithm
are slightly more accurate than those corresponding to the de Casteljau algorithm.
Table 3 contains the absolute error of the evaluations, the computed running error bounds
obtained by the de Casteljau algorithm with error estimate and ﬁnally, the theoretical error bounds
of Theorem 3.1.
Table 4 contains the absolute error of the evaluations, the computed running error bounds
obtained by the VS algorithm with error estimate and ﬁnally, the theoretical error bounds of
Theorem 4.1.
Observe thatwith a single precision the behavior of both algorithms is quite similar. The running
error bounds obtained are, in general and specially for the VS algorithm, more accurate than the
theoretical error bounds obtained in Theorems 3.1 and 4.1.
We have also studied the behavior of the considered algorithms when working with a compiler
with double precision. Table 5 shows the values QH(Pi), QC(Pi) and QVS(Pi), i = 1, . . . , 5
obtained by means of the multivariate Horner, the de Casteljau and the VS algorithm, respectively,
using a compiler with double precision. We have underlined the number of correct digits for a
quick comparison.
Observe that by working with a double precision the results obtained by the three algorithms
are much better. We can see again that the de Casteljau and the VS algorithms get more signiﬁcant
digits of the values of the evaluations. Again, we can also check that the values obtained by means
of the VS algorithm are slightly more accurate than those corresponding to the de Casteljau
algorithm.
Table 6 contains the absolute error of the evaluations, the computed running error bounds
obtained by the de Casteljau algorithm with error estimate and ﬁnally, the theoretical error bounds
of Theorem 3.1.
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Table 5
Multivariate Horner, de Casteljau and VS algorithms using double precision
Pi QH (Pi) QC(Pi) QVS(Pi)
P1 −7.568127940 × 10−11 −7.56815350032 × 10−11 −7.56815350461 × 10−11
P2 −8.164774574 × 10−10 −8.16478467246 × 10−10 −8.16478467371 × 10−10
P3 −3.6814820427 × 10−9 −3.6814814093 × 10−9 −3.68148140933 × 10−9
P4 −1.1557864116 × 10−8 −1.15578647113 × 10−8 −1.15578647114 × 10−8
P5 −2.9658006425 × 10−8 −2.96580061209 × 10−8 −2.96580061211 × 10−8
Table 6
Absolute error bounds of the de Casteljau algorithm with double precision
Pi |Q(Pi) − QC(Pi)| 	 4dCB(Q(Pi))
P1 4.7546803348 × 10−20 2.06470311138 × 10−17 7.182515446021 × 10−17
P2 1.1328004760 × 10−19 2.57565377176 × 10−17 8.467462628148 × 10−17
P3 1.1321034110 × 10−19 3.29111161396 × 10−17 1.014310341361 × 10−16
P4 3.1464653000 × 10−20 4.31952359216 × 10−17 1.235699615437 × 10−16
P5 2.0717285200 × 10−19 5.83605556010 × 10−17 1.531725930669 × 10−16
Table 7
Absolute error bounds of the VS algorithm with double precision
Pi |Q(Pi) − QVS(Pi)|  4d+1CB¯(Q(Pi))
P1 4.646803348000 × 10−21 2.022824523570 × 10−19 7.661349807540 × 10−17
P2 1.171995240000 × 10−20 3.098621448590 × 10−19 9.031960134700 × 10−17
P3 1.432103411000 × 10−19 7.522282322480 × 10−19 1.081931030530 × 10−16
P4 1.314646530000 × 10−19 1.799702720970 × 10−18 1.318079589460 × 10−16
P5 7.172852000000 × 10−21 3.941409365940 × 10−18 1.633840992260 × 10−16
Table 7 contains the absolute error of the evaluations, the computed running error bounds
obtained by the VS algorithm with error estimate and ﬁnally, the theoretical error bounds of
Theorem 4.1.
Notice that with a double precision the running error bounds obtained are, in general and spe-
cially for the VS algorithm, more accurate than the theoretical error bounds obtained in Theorems
3.1 and 4.1. Both algorithms present good stability properties near the roots, according to the
corresponding forward error analysis. Let us also observe the high accuracy of the running error
bounds obtained with both of them, specially for the VS algorithm.
The de Casteljau algorithm does not only produce the value of a polynomial p in its Bernstein–
Bézier representation at a point (r, s, t, v), but as an intermediate calculation it also computes
the gradient vector (Drp,Dsp,Dtp) at the same point. If p is written in its modiﬁed Bernstein–
Bézier form, the vector gradient is not automatically produced in the course of the VS algorithm.
On the other hand, it is cheap and easy to get the coefﬁcients of the gradient from those of p. Since
Drp, Dsp and Dtp are all polynomials of degree d − 1 and the VS algorithm for a polynomial
of degree d requires (d3 + 6d2 + 17d)/3 + 3 arithmetic operations, the value of the polynomial
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and the gradient can be all gotten at the cost of (4d3 + 15d2 + 29d + 9)/3 operations. For d4
this is cheaper than de Casteljau.
The previous considerations and our numerical experiments suggest that, for the evaluation of
a trivariate polynomial, a modiﬁed form of Bernstein–Bézier (VS algorithm) may be preferable
for CAGD applications (as well as in applications of piecewise polynomials in data ﬁtting and
numerical solution of boundary-value problems). When increasing the number n of variables, the
bound 4d+n−1CB(p()) of Theorem 4.1 (corresponding to the VS algorithm) becomes clearly
smaller than the bound (n+1)dCB(p()) of Theorem 3.1 (corresponding to the de Casteljau
algorithm). Moreover, the error bound of the VS algorithm is small compared to the dimension of
the polynomial space. On regular grids, algorithms with low complexity were presented in [12].
These algorithms have a cost of evaluation per point that is linear in the degree regardless of the
number of variables, a similar phenomenon to the one observed here with the error bound of the
VS algorithm.
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