(1.1). Basic dilation factors different from 2 are possible: there exist orthonormal bases in which this factor is any rational p/q > 1 [5] ; in more than one dimension we may even choose a dilation matrix instead of an isotropic dilation factor. In these more general cases, it may be necessary to introduce more than one (but always a finite number). We shall restrict ourselves to one dimension here, and to the dilation factor 2, as in (1.1). Bases with factor 2 are by far the easiest to implement for numerical computations.
c,,(2x n).
In order to have a complete description of L2(), we also impose (1.5) fq V {0}, U L().
jZ jZ
For every multiresolution analysis as described above, there exists a corresponding ohonormal basis of wavelets defined by (1.6) (x) Z (-1)"c_,+6(2x-n), where c, are the coefficients in (1.4) . We can prove [6] , [7] (see also below) that the 4o, are then an orthonormal basis for the orthogonal complement Wo of Vo in V_I.
This phenomenon repeats itself at every resolution level j. It follows that, for every j, the (f, qgk) determine the difference in information between the approximations Pf P-lf at resolutions 2j, 2j-, respectively:
Pj-lf--Pf+ E (f, q'jk)qgk.
Consequently, by (1.3) and (1.5) , the (jk' j, k 7/) constitute an orthonormal basis for ().
One advantage of the "nested" structure of a multiresolution analysis is that it leads to an efficient tree-structured algorithm for the decomposition and reconstruction of functions (given either in continuous or sampled form). Instead of computing all the inner products (f, ltjk directly, we proceed in a hierarchic way: mcompute (f, (jk) for the finest resolution level j wanted (if the data are given in a discrete fashion, then these discrete data can just be taken to be (f --then compute (f q-k) and (f b-k) at the next finest resolution level by applying (1.4) and (1.7), 1 (f, qg-,k)
,( --1)"C-,,+2k+l(f 6j,,), --iterate until the coarsest desired resolution level is attained.
The total complexity of this calculation is lower, despite the computation of the seemingly unnecessary (f, b2k), than if the (f, q%) were computed directly.
This brief review shows how to construct an orthonormal basis of wavelets from any "decent" function b satisfying an equation of type (1.4 ). An example of such a construction is given by the Battle-Lemari6 wavelets, consisting of spline functions [8] , [9] , [10] . In general, constructions starting from a choice of 4 lead to 4, q, which are not compactly supported (see, e.g., [15] , [25] for a more detailed discussion). The construction can, however, also be viewed differently. The Fourier transform of (1.4) with mo()= 1 / 2 . c,, e i", so that, up to normalization, b is completely determined by the c.. Fixing the c., therefore, also defines a multiresolution analysis. The c. have to satisfy certain conditions. Combining (bok, 4o)= 6k with (1.4) immediately leads to (1.8) C,,C.-2k 26k0, where we have assumed, as we shall do in the sequel, that the c. are real. In terms of too(sO), (1.8) can be rewritten as (1.9) Imo()l+ Imo(:+ r)l 2= 1. To ensure that b is well defined, the infinite product in (1.7) must converge, which implies too(0)--1 or (1.10) c=2.
It follows that 4 is uniquely determined by (1.4), up to normalization, which we fix by requiring dx 4(x)= 1. One can show (see, e.g., [12] ) that (1.9) [22] .
If we exclude these thin sets of "bad" choices for the c (which can be done by various means [6] , [7] , [12] [13], [15] [lla] , [14] ). In [15] this method was used to construct orthonormal bases of wavelets with compact support, and arbitrarily high preassigned regularity (the size of the support increases linearly with the number of continuous derivatives).
These orthonormal basis functions and the associated multiresolution analysis have 502 INGRID DAUBECHIES been tried out for several applications, ranging from image processing to numerical analysis [16] . For some of these applications, variations on the scheme of [15] were requested, emphasizing other properties. The goal of this and the next paper is to present a number of these variations.
The construction in [15] 
where Q is a trigonometric polynomial with real coefficients such that (1.14) IQ(e')l ---j=o j 2
By (1.12), any such mo will satisfy (1.9). To determine 0, we have to extract the "square root" of the right-hand side of (1.5) . This can be done by using a lemma of Riesz [17] .
Denote the right-hand side of (1.14) by Pc(ei), and extend PN to all of C. We have PN(Z)--PN() and Pc(z-1) PN(Z). Consequently, the zeros of Pn come either in real duplets, rk and r{ or in complex quadruplets, Zl l, z-f and
It follows that PN(e') [Q(e't)[ , with
This gives a recipe for the construction of mo: (1) [18] and numerical analysis applications [19] .
The regularity of the PN constructed in 15] increases linearly with their support width, qN C a(N), with limu_ N-la(N) .2075 [23] , [24] , [25] . Plots of and q for various values of N can be found in [15] , [25] .
Depending on the application they had in mind, several scientists (mathematicians or engineers) have requested possible variations on the construction in [15] . The following are the most recurrent wish items.
(1) More symmetry: the functions , 0 in [15] are very asymmetric. Complete symmetry is incompatible with the orthonormal basis condition (see [15, p. [15] ). This number can be reduced by another factor of 2: for every choice, the complementary choice (choosing all the other zeros) leads to the complex conjugate mo (up to a phase shift), and, therefore, to the mirror image of b. phase. It turns our that the net effect of a change of choice from zt, to z -1, -i is most significant if RI is close to 1, and if at is close to either zero or 7r. In Fig. 1 we show the graphs for ot() for N =4 and 10, both for the original construction in [15] and for the case with flattest tot. The "least asymmetric" b and q, associated with the flattest possible ,ot, are plotted in Fig. 2 (1) In this discussion we have restricted ourselves to the case where mo and QI 2 are given by (1.13) and (1.14), respectively. This means that the b in Fig. 2 [15] to control the regularity of bN, $N involved constructing mo(:) so that it contained the factor 1/2(1 + ei) with as high multiplicity as possible, (1.4) . Unlike the methods in [15] , the method of [llb] does not use the Fourier transform. Instead, two N-dimensional matrices To, T are defined, To)d ce__, T). c_, 1 <= i, j <= N, where we assume c, 0 for n < 0 or n > N. Divisibility of m0 by (1 + e i) with multiplicity L is equivalent to This approach can be used to study the regularity of compactly supported basis wavelets, which all correspond to an equation of type (1.4) with finitely many coefficients. For the examples of [15] , this analysis was carried out in [11b] for N 2, 3, 4 (for higher N, checking (3.3) becomes very complicated). In these three cases, the best possible H/Slder exponent for the highest order well-defined derivative of bN was determined; these results were significantly better than what had been obtained in [15] via Fourier analysis. Table 1 compares the regularity results of [15] and 1 lb].
The optimal estimates obtained in [11] illustrate again that some of the factors
(1 + ei) of mo, or, equivalently, some of the sum rules (3.2), which we impose in order to obtain regularity, are "wasted" in the final construction. N sum rules can deliver up to N-1 continuous derivatives if everything else cooperates; because of the other constraints on the cn (i.e., (1.8)), wavelets do not achieve this optimal number. We can, therefore, drop some of the sum rules, and use the additional degrees offreedom Figure 3 shows the function 4' for a few choices of u (, .75, .5 and .25). In each case 4, is continuous, and we can compute its H61der exponent from our estimate for A. Even with our less than optimal estimate h =<.666, the case , .5 leads to a better H61der exponent than the "standard" example , 1/x/. This might be surprising: the graph of d for ,-.5 seems more jagged than for u-1/x/. However, the peaks in the , .5 example are "less sharp"" the steepest slope of the peak around x 1, e.g., is 
where a can be chosen freely, subject to the constraint that the right-hand side of (3 .6) is nonnegative for all .T he example of [15] with support width 5 corresponds to mo with a zero of order 3 at s c =r, hence to P with a zero at x =-1, which gives a 3.
If we impose that P has a zero close to x =-1, e.g., at x =-1-6 (where a _-> 0, since otherwise the positivity constraint would be violated), then a 4(a + 3)! (a + 1 )(a + 2)2, and P(x)=(x+ 1 + a)/(a+ 1)(a+2)2[x2(a+3)-x(a+3)2+2 (a+2) In order to obtain e <.01, we already have to consider a large number of building blocks Ta,''" Ta,,, the longest of which has dj 1 for j 1,..., m, and m->_ 700! It seems likely that arbitrarily small e can be attained by more work. Figure 4 shows both the standard example of [15] and the most regular b obtained here for [support b -5. It is apparent that the present example is much more regular; both functions are C (even though the function of [15] The need for orthonormal bases with this property first came up in the application of wavelet bases to numerical analysis in the work of Beylkin, Coifman, and Rokhlin [19] . The desirability of vanishing moments for b is explained in the introduction" if (4.1) is satisfied, then the inner product of 4jk with a smooth function f only depends on f(2Jk) and derivatives off of order =>L. (In a later version of their work, Beylkin, Coifman, and Rokhlin did not require (4.1), however.) Imposing such vanishing moments on b also increases its symmetry. Because these orthonormal wavelet bases with vanishing moments for both b and p were requested by Coifman, I have named these wavelets coiflets. Condition IQ(e'e)l:
and R is an odd polynomial [15] . On the other hand (4.3) implies (4.6)
Together, (4.4) and (4.6) lead to L independent linear constraints on the coefficients of S. Imposing that Q be of the form (4. It follows that only the first term in the left-hand side of (4.10), which is independent off, contains terms in s with j -< K 1. Founately, these terms cancel the corresponding terms in s in the right-hand side of (4.10) because of the identity Using s2
=-e-e(1-ee)2, we find that the f, and g, are related through 4-g, (4.13) f=(-1) 4-g fork0.
In practice we will determine the g and then calculate the f and f via (4.13).
Identification of the terms in s, j K,..., 2K 1 on both sides of (4.10) gives
Using (4.11) again, and substituting j K + l, =0,..., K-1, we can reduce this to It follows that K'>= 2K 1 (no miraculous cancellations occur). In the examples worked out here, K'= 2K- 1. In these examples a solution has to be found for a system of K quadratic equations in K unknowns; every such solution corresponds to a coiflet of order 2K, with support width 3K-1.
The system of K equations to be solved can be written out a little more explicitly. [25] . Graphs for the corresponding b, q can be found in [25, Fig. 8.3 ].
Remarks.
(1) The functions 4 and q corresponding to The resulting set of equations reduces to two linear and two quadratic equations. All this can be reduced to one equation for a of degree 4, which has 2 real and 2 complex solutions. One of the real roots leads to a twice continuously differentiable 4, .010862015621, The function b is plotted in Fig. 7 
