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RESPONSE SURFACE MODELLING AND PERFORMANCE OPTIMISATION OF
ENERGY HARVESTER-POWERED SENSOR NODES
by Mansour E. Alou
The emerging technologies of harvesting the energy from the environment surrounding
the application have recently attracted intensive attention of design automation re-
searchers. Due to the universal presence of vibrations on machines, among the dierent
mechanisms available to obtain electrical power from ambient energy, the vibration-
based harvesters have been the subject of particularly extensive development.
A vibration-based (kinetic) harvester simply converts vibrations in the environment sur-
rounding a wireless sensor node into electrical energy. This enables the wireless sensor
node to be placed anywhere in the environment with no need for access to facilitate bat-
tery replacement. The basic structure of vibration-based energy harvester is composed
of multi-domain components, it contains electrical, mechanical, and magnetic in the
case of electromagnetic harvester. In addition, many design parameters from dierent
domains need to be optimised in a holistic manner (i.e. treating all the system compo-
nents as a connected unit); all these requirements besides the traditional approaches of
optimisation, complicate the hardware description language for analog and mixed sys-
tem (HDL-AMS) simulation and makes central processor unit (CPU) takes prohibitive
time, even with today's multi-physics simulation tools. This research develops, a novel
optimisation technique, which enables ecient optimisation and design exploration for
such a complex system and reduce CPU computation time for optimisation purposes.
The proposed methodology accelerates the optimisation by approximately two orders
of magnitude due to the utilisation of the design of experiment (DoE) approach and
response surface modelling (RSM).
The contributions of this research can be summarised as follows: Firstly, a novel, re-
sponse surface based design space exploration approach to energy harvester powered
systems has been developed. The proposed technique enables designers to gain insight
into the details of design parameters trade-os and quanties each design parameter
eect on performance indicators via the response surface mathematical model. The
method has been applied to a linear micro-electromagnetic cantilevered harvester.
Secondly, a novel, fast performance optimisation technique for a wireless sensor node
powered by a tunable kinetic energy harvester has been developed. The result of apply-
ing this technique reduces the total CPU optimisation time by two orders of magnitude
compared with the classical approach, i.e. through multiple full simulations.
Thirdly, a software tool set has been created, based on MATLAB and VHDL-AMS, for
fast, multi-dimensional design space exploration and optimisation of a kinetic harvester.Contents
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Introduction
1.1 Background and Motivation
In recent years an attractive idea has emerged based on harvesting the energy from
the environment that surround wireless sensor nodes. This would enable placing sensor
nodes in places that were not accessible before [89] and will make it easier to deploy
and maintain sensor nodes because no further access is required to replace batteries.
Following the conception of the idea to harvest energy locally and replace the classical
power source (i.e. batteries), which have a negative disposal impact on the environment,
a great deal of research, based on dierent energy sources, has received a considerable
amount of attention. Energy supply sources vary from large scale sources such as wind-
mills, and sea waves to small-scale ones such as kinetic energy. The densities of power
harvested from these sources depend on many parameters and conditions. Table 1.1
[31], [109] shows some examples of dierent energy sources and their corresponding en-
ergy densities. However, due to the universal presence of vibrations on machines, the
vibration-based harvester has attracted a particular interest. The transduction mecha-
nism that converts vibrations into electrical energy is easy to implement in practice as a
kinetic (or vibration-based) electro-mechanical generator. Even though, the converted
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Table 1.1: Comparisons of power densities [109] of dierent energy sources.
Energy Source Power / Energy Energy Obtained
Density over Ten Years
Vibrations 10.0   250 W/cm3 3.15   78.8 kJ/cm3
Solar (Outdoors: Direct Sun) 15.0 mW/cm2 4.73 MJ/cm2
Solar (Outdoors: Cloudy) 0.15 mW/cm2 47.3 kJ/cm2
Solar (Indoors: Oce Desk) 6.00 W/cm2 1.89 kJ/cm2
Solar (Indoors: Desk Lamp) 570 W/cm2 180 kJ/cm2
Air Flow (5% Ecient at 5m/s) 0.38 mW/cm3 120 kJ/cm3
Acoustic Noise (75-100dB) 3.00   960 nW/cm3 0.0946   303 J/cm3
Human Powered Systems (Shoe Inserts) 330 W/cm3 104 kJ/cm3
Temperature (10C Dierential) 15.0 W/cm3 4.73 kJ/cm3
energy is small, with contemporary advancements in embedded systems and mobile elec-
tronics the power consumed by modern devices is very small as well.
The design of vibration-based harvesters requires models of sub-components from dier-
ent technology domains, which include electrical, mechanical, and magnetic in the case
of electromagnetic. This multiple nature of the kinetic harvester makes advancements in
design automation approaches to this type of heterogenous systems a complex matter.
Moreover, each domain contributing to the main structure of a kinetic energy device has
many parameters that need to be optimised to achieve an optimal design. There haveChapter 1 Introduction 3
been a number of reported eorts [48], [26], [55] in modelling and optimisation of energy
harvesters which used the Analogue and Mixed Signal Hardware Description Language
(HDL-AMS) such as VHDL-AMS and Verilog-AMS [54]. Although these tools have
succeeded in modelling, they consume prohibitive CPU time even for a single simula-
tion run, while in optimisation thousands of simulation runs are needed, taking several
days to complete. As a result, implementing optimisation algorithms such as genetic,
simulated annealing, tabu search and other stochastic optimisation algorithms to search
design space for optimality, using HDL-base simulations looks to be a very expensive
method in terms of CPU times required. To address this issue and to help in the ad-
vancement of design automation in this eld, this research investigated the possibility
of implementing the optimisation part in a third-party tool rather than executing it
through HDL-AMS simulation, by utilising the idea of meta-modelling from the elds of
mathematics and statistics, and combining the power of the response surface modelling
(RSM) and the design of experiment (DoE). The investigation resulted in an excellent
and powerful technique where HDL-AMS simulations and MATLAB are used to com-
bine modelling with fast RSM-based optimisation. It is expected that this approach will
lead to further contributions to the eld of design automation of vibration-based energy
harvester systems and complex electronic systems generally.
1.2 Kinetic Energy Harvesting System and Sensor Nodes
The popularity of energy harvesting is evidenced by the high number of publications,
product prototypes, and spin-o companies originating in research centres. This atten-
tion and focus is due to the potential applications of energy harvesting, either in the civil
or defence eld. Examples of these applications include structural health monitoring,
low power wireless transceivers, condition and status monitoring, the Global Positioning
System (GPS) for tracking applications, and medical implants [104]. Energy harvesting
is the process of converting the energy existing in the environment (i.e. ambient energy)
into electrical energy that can power a target load or application. As a result, the device4 Chapter 1 Introduction
will be self powered and battery independent, i.e. a 'perpetual' device. This will enable
application to be placed anywhere in the environment with no need for access to facil-
litate battery replacement, thereby reducing the cost of periodic maintenance and hard
wiring. However, as there are various sources that can be exploited by energy harvesting
(i.e. kinetic, solar, temperature gradients, electromagnetic radiation, etc.) there are also,
dierent transduction mechanisms, namely, piezoelectric, electromagnetic, electrostatic,
voltaic cells and thermoelectric, for the conversion process. Among these technologies,
vibration-based energy harvesting attracts signicant research, due to the presence of
mechanical vibrations in most industrial environments [33]. The main challenge in this
type of energy harvesting is the small amount of power harvested using this technol-
ogy. As a result the eorts reported in the literature of kinetic energy harvesting, have
focused on maximising the power harvested, while keeping the the dimensions of the
harvesting system as small as possible. To summarise the research trends reported in
the literature, kinetic energy harvesting technologies can be classied into three main
categories [68]. The rst category of these eorts involves designing and developing op-
timally miniaturised micro-generators that could deliver the maximum power possible
to the target load, so eorts focus [73] on material selection, structure, and analysing
the eect of design parameters on the optimality of the generated power. The second
approach focuses on designing an optimal electrical interface circuit that enables the
maximum ow of energy between the producer (i.e. micro-generator) and the storage
element (i.e. super-capacitor or rechargeable battery), so the focus was on designing
and choosing optimal electrical components and a circuit topologies that achieve the
goal of maximum energy ow [95], [94] and [100]. However, fewer eorts have been
devoted to the nal category, which focused on a systematic modelling, simulation and
performance optimisation of the vibration-based energy harvesters. Most research in
this approach exploits dierent hardware description languages such as VHDL-AMS
[50], SystemC-AMS [28] and Verilog-AMS [81] as ecient languages for modelling and
simulation to capture the energy harvester's behavioural characteristics. For example,
L. Wang et al. [145] showed that by using the VHDL-AMS, to model energy harvestingChapter 1 Introduction 5
micro-generator, was able to capture the characteristics of the model and it was highly
correlated with the practical measurements of the real model. However, since the energy
harvesting system is a multi-nature system, i.e. it contains parts from mechanical, mag-
netic, electrical (analogue and digital) domains, direct use of HDL-AMS for optimisation
purposes is very expensive with respect to computation resources. To improve optimi-
sation and comprehensively study all interactions eects between dierent domains of
energy harvesting, a dierent optimisation technique will be the subject of this research
eort. More specically, this research will exploit the power of VHDL-AMS in modelling
and the power of the RSM to study and optimise the energy harvesting system in a very
ecient and accurate manner.
1.2.1 Sensor Nodes Powered by Energy Harvester
Traditional sensors for wireless monitoring contain a processor, sensing element, data
storage and transmitter to transmit these data to a remote unit. Wireless nodes will play
important roles in most aspects of lifestyles [154]. However, powering these systems by
either a battery or a power cable limits the potential applications that can be provided by
a wireless sensor node, since this sensor node can not be placed just anywhere due to the
requirements of periodic battery replacements or providing power supply by wire. The
solution to this problem is utilising the environment that surrounds the sensor node to
provide a local power source, i.e. to harvest [11] and store energy from the environment
using vibrations, light and motion to generate the energy for sensing and communicating
elements of wireless sensor nodes. Utilising this type of technology is going to increase
the potential applications of wireless sensor nodes and ease the deployment of such
technology. Nevertheless, the magnitude of harvested power of the energy harvester
system is small but advancements in the eld of semiconductors which minimise the
power consumption besides the power management algorithms implemented in wireless
sensor nodes will eventually minimise the total power requirement of sensor units. On6 Chapter 1 Introduction
the other hand, research eorts, such as this work, in design automation of vibration-
based energy harvester maximise the generated power via design optimisation. For the
work in this research, operating scenarios involving a wireless sensor node powered by a
tunable micro-generator have been modeled in VHDL-AMS and optimised for ecient
power consumption besides maximising power generation of micro-generator. This will
be detailed in chapter 7.
1.3 Research Justication and Contributions
New modelling and optimisation techniques are necessary for energy harvesting sys-
tems to establish a clear understanding and gain deep insight into the relationships
involved in energy harvesting performance and the factors contributing to the optimal-
ity of the performance. The main aim of this research is to develop an ecient model
and optimisation technique, based on statistical modelling, that can be used by design-
ers to study and optimise kinetic energy harvester systems. This approach exploits DoE
techniques and surface modelling to model the kinetic energy harvester performance
behaviour in a pure mathematical model that can be used to explore design parame-
ters and optimise the performance behaviour in terms of the parameters aecting this
performance. This approach, has been veried using a linear harvester, namely, a micro-
electromagnetic cantilever-based harvester and its success and eectiveness has already
been documented [5]. This will be shown in detail in chapter 5. However, this statistical
optimisation and modelling approach when applied to kinetic (inertial) linear generators
showed some signicant benets, such as, quantifying each design factor's contribution
to the performance under study, introducing a massive reduction in CPU time compared
to the classical reported optimisation approach such as genetic algorithms, and exploring
design space parameters very quickly. To date, this approach has looked very promis-
ing when intended to be applied in a linear kinetic harvester system, as it succeeded
in representing harvester behaviour with a second-order multi-variate polynomial, and
then this polynomial was optimised using maximisation algorithms, such as simulatedChapter 1 Introduction 7
annealing or sequential quadratic programming, to nd the optimal combination of de-
sign parameters that lead to optimal performance. This research aims to investigate a
Figure 1.1: Summary of research outcomes
method to reduce CPU computation time for optimisation purposes, to provide a tool
for design space exploration of vibration-based energy harvesters and nally to opti-
mise the performance of kinetic energy harvester tools. The targeted cases studied were
electromagnetic micro-generators, of either the xed resonant or the adaptive (i.e. the
tunable) type.
1.4 RSM and D-Optimal DoE
Applying RSM in system analysis is a powerful approach [90], moreover, combining the
RSM with DoE methods to select carefully planned design points will result in a very
eective technique, which can express the system behaviour and response variability in
a mathematical model, that relates system design parameters to system response. This
mathematical model will eventually lead to excellent explorations of design parameters
and design trade-os. This approach will lead to a powerful tool for a complex system of
vibration-based energy harvesters. The work in this research implemented this idea by
mixing the VHDL-AMS modelling language and the MATLAB software package, and
discovered its powerful capability using an electromagnetic based kinetic energy har-
vester.8 Chapter 1 Introduction
On the other hand, in the literature of statistical and numerical science there are dif-
ferent techniques used in DoE to sample design space such as central composite design
(CCD), Box Behnken designs (BBD) and and a computer generated design, such as
D-optimal design. CCD is a two-level, full or fractional factorial design with some cen-
ter points; BBD is similar to CCD but with 3-level of factors. However, even though
CCD and BBD [35], [60] may produce small number of design points, but D-optimal
design enables accurate model construction [103] with minimum design points as well.
As a result, it has been used in this research to sample vibration-based energy harvester
design space.
In general, DoE used to be employed as an eective tool of experimentation to ex-
plore some measured responses with eective experimental runs, and initially it was
intended to be used with real experimentation, although more recently it has been used
for computer simulations. This is especially so given with advancements in analogue
mixed signal hardware description languages (HDL-AMS) such as VHDL-AMS which
can mimic the real system behaviour, if the model is developed accurately.
In brief, RSM produces precise maps based on mathematical models [7] and DoE is a
technique used to conduct eective and controlled experiments and simulations, which
help in reducing the number of simulation runs. This will be very helpful in hetero-
geneous systems, since simulating such systems take a lot of CPU resources and com-
putations, which leads to prohibitive simulation time. The energy harvesting system is
one of these heterogeneous (multi-physics) systems that contains components from dif-
ferent domains such as electrical, both analogue and digital, mechanical, magnetic and
thermal; simulating this type of system will result in prohibitive cost unless the power
of DoE is utilised. In addition, DoE combined with the RSM enables mathematical
modelling to study the behaviour of these systems and enable the performance of these
complex systems to be optimised eciently.Chapter 1 Introduction 9
1.5 VHDL-AMS simulations and MATLAB optimisation
VHDL-AMS is a superset of VHDL and has been designed to model general physical
systems of a mixed-signal nature, not only analogue and digital electrical systems. The
power of VHDL-AMS lies in that it allows a digital VHDL model to be simulated
concurrently with an analogue model [160]. On the other hand, as outlined earlier,
the vibration-based energy harvesting system is a multi-domain system and it can be
described accurately by such a powerful modeling language. A recent study, Boussetta,
H. et al. [26] and Leran Wang et al. [79], proved the capability of VHDL-AMS to
capture the practical behaviour of vibration-based energy harvester. However, despite
the accuracy and capability of VHDL-AMS in modeling kinetic harvester, optimising
such as a system using classical approach, i.e. through multiple VHDL-AMS simulations
turned out to be very time consuming. Consequently, the work in this research suggests
a dierent approach where a very fast computation tool (i.e. MATLAB) is used to
build RSMs from a moderately small number of VHDL-AMS sumulations, executes
fast optimisation and then selected designs are validated using VHDL-AMS simulations
again. The advantage of combining MATLAB, as fast computation software, and VHDL-
AMS, as a powerful analogue mixed signal hardware description language, to model the
complex behaviour of a mixed domain kinetic energy harvester is that this combination
leads to a global and fast optimisation tool that resolves the expensive computation
issues involved in such a complex process.
1.5.1 MATLAB optimisation algorithms
MATLAB provides several optimisation algorithms. For the purpose of global optimisa-
tion within RSM models, simulated annealing (SA) and sequential quadratic program-
ming (SQP) algorithms, have been tried to nd the optimality set in the objective func-
tion based on signicant terms in the tted RSM. The primary optimisation algorithm
used in this research is simulated annealing due to its recognition in the literature as a10 Chapter 1 Introduction
reliable means of nding a global optimal solution set; however, for validation purposes,
the MATLAB SQP algorithm has been applied as well. Section 2.6.1 elaborates on the
background of simulated annealing and sequential quadratic programming algorithms.
1.6 Selected case studies for validation
There are three main mechanisms in vibration-based energy harvesting systems, that
may be utilised to convert ambient vibrations to electrical energy: electrostatic, piezo-
electric and electromagnetic. They all share the working principle with the use of dif-
ferent transduction technologies. The electromagnetic mechanism has gained a lot of
attention recently and some working devices are reported to produce power with high
eciency [156]. As a result the case studies focus on using two types of electromagnetic
energy harvesting devices, namely, the single resonant devices and the adaptive energy
harvesting devices. The case studies used in this research were based on the two types
of electromagnetic devices to validate the new method of exploration and optimisation,
however, the approach can be easily extended to other mechanisms of vibration-based
energy harvesting systems (i.e. electrostatic and piezoelectric). Figure 1.2 shows the
components involved in tunable vibration-based energy harvesting systems.
1.7 Research Contributions
The contributions of this research are:
 First, a novel, response surface based design space exploration approach to en-
ergy harvester powered systems has been developed. The proposed technique
enables designers to gain insight into the details of design parameters trade-osChapter 1 Introduction 11
Figure 1.2: Blocks level holistic view [57] shows the multi-domains components
involved in a tunable vibration-based energy harvesting system.
and quanties each design parameter eect on performance indicators via the re-
sponse surface mathematical model. The method has been applied to a linear
micro-electromagnetic cantilevered harvester.
 Second, a novel, fast performance optimisation technique for a wireless sensor node
powered by a tunable kinetic energy harvester has been developed. The result of
apply-ing this technique reduces the total CPU optimisation time by two orders
of magnitude compared with the classical approach, i.e. through multiple full
simulations.
 Third, a software tool set has been created, based on MATLAB and VHDL-AMS,
for fast, multi-dimensional design space exploration and optimisation of a kinetic
harvester
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1.9 Thesis Structure
The work in this thesis is divided into three phases subdivided into nine chapters. The
rst phase comprises Chapter 2 which discuss the state of the art developments and
some essential background to facilitate the understanding of the contributions achieved
by this research. The second phase is composed of chapters 3 and 4, which explain
the novelty of this work from a generic framework point of view followed by HDL-AMS
modelling of vibration-based harvesters. The third phase is made up of chapters 5, 6
and 7, which apply the novel method using case studies. The following description will
highlight the contents and contribution of each chapter in more detail.
Chapter 2 highlights the core structure of the vibration-based of energy harvesting sys-
tem and its principle of work. In addition it presents the eorts of the literature onChapter 1 Introduction 13
vibration-based harvesters, which have added to the improvement in design optimisa-
tion for kinetic energy harvesting systems.
Chapter 3 describes the main themes involved in the optimisation method introduced
by this research and describes each component in a brief manner with brief description
RSM and how it is used with vibration-based energy harvesters. Chapter 4 presents the
VHDL-AMS model which has been developed to form a database-based simulation of
these models. Subsequently, this database has been used for regression analysis.
Chapter 5 explains how a new response surface model has been developed for xed
resonant kinetic harvester systems based on the database built from VHDL-AMS sim-
ulations at DoE design points selected based on D-optimal algorithm. This ecient
modelling method is used to explore the design space of vibration-based harvesters with
minimum simulation runs.
Chapter 6 explains in detail the method of mixing the modelling language (i.e.VHDL-
AMS) with the computation language (i.e. MATLAB).
Chapter 7 present a novel response surface model combined with a simulated annealing
optimisation algorithm to generate fast optimal design of the tunable micro-generator
in a wireless sensor node, which lead to optimal power generation by the micro-generator,
including all power consumption models, namely, tuning the frequency of micro-generator
scenarios as well as power consumed under dierent operation modes of wireless sensor
nodes. It used simulated annealing in RSM instead of optimisation through HDL-AMS
modelling and saved days of CPU time.
Chapter 8 will sum up the thesis as well as discuss the potential of the continuation
of the same research topic to advance design automation and optimisation in the eld
of energy harvesting or analogue and mixed signal systems in general.Chapter 2
Literature Review
Since the work in this thesis is focused on design and performance optimisation of
vibration-based energy harvesting systems, the state-of-the art research in academia or
industry relevant to thesis work need to be presented rst. Then at the end of the
chapter a discussion based on the previous eorts and the need for the work in this
thesis will presented. The sections of this chapter are organised as follows: kinetic
energy harvester generic models and dierent transduction mechanisms presented in
section 2.1 and 2.2, followed by recent eorts on developing optimal micro-generator
for each mechanism presented in section 2.3. Section 2.4 will explore eorts devoted
to designing optimal electrical processing converter circuits. Up to date modelling and
performance optimisations development on kinetic energy harvesting techniques will be
introduced and discussed in section 2.5. Section 2.6 will introduce response surface
modelling (RSM). Finally, section 2.7 will conclude and discuss the literature review.
2.1 Energy Harvesting
Energy harvesting is the process scavenging ambient energy from potential sources
present in the environment such light, temperature gradient, vibration, movement etc.,
see table 1.1 [31]. These energy sources are converted to electrical energy suitable for a
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wide range of applications, such as installed applications where no wired energy infras-
tructure present and also for placing sensor nodes into machinery to keep monitoring
certain conditions such temperature or current etc. Some important applications and
projects would not be possible to be implemented without using energy harvesting, for
example, the ZebraNet project, which tracks and propagates animal migrations [155]
has mounted solar cells on a zebra to power the GPS and radio transceiver units. Such
important project would not be possible without energy harvesting, because a battery
weighing around 10Kg is required which can not be mounted to zebra.
2.2 Kinetic Energy Harvesting System Components
Exploiting ambient energy by converting it to a suitable power that can provide an
autonomous solution to power small scale electronic devices is aimed by a lot of re-
search eorts recently. Among dierent types of energy sources available (solar power,
thermal energy, wind energy, kinetic energy in all forms, etc.) that can be exploited,
vibrational energy sources, particularly in industrial environment look very promising
[120]. Moreover, the universal presence of vibration in most applications environment
[34] suggests this type of technology (i.e. kinetic energy harvesting or vibration-based
harvester) as a potential localized power supply for many applications [113]. Typically,
kinetic energy harvesters are inertial spring-mass systems, electrical power is extracted
by dierent transduction mechanisms such as piezoelectric, electromagnetic and elec-
trostatic. All dierent type of mechanism contains components from dierent physical
domains such as mechanical, electrical (digital and analogue), magnetic, etc. Figure 2.1
shows blocks representation of energy harvesting system; each block does a specic task.
For instance, the rst block which is the micro-generator or transducer which convert
ambient available energy to electrical form, normally, the generated electrical energy
from vibration-based micro-generators is in the form of alternating current (AC) or un-
rectied power which needs to be rectied using the second block (i.e. power processingChapter 2 Literature Review 17
circuit). Since these two blocks (i.e. micro-generator and power processing circuit) con-
tain design parameters that aects the performance of energy harvesting system, most
of previous work on the literature focused on optimising these two major components
separately. As a result, in literature review chapter, the research eorts done on vibra-
tional micro-generator side or power processing circuit side for the purpose of optimising
the generated power, will be presented. However, before describing the research eorts
in this eld, a general and brief description about the work principle of dierent types
of kinetic micro-generator will be presented.
Figure 2.1: Block diagram shows crucial parts included in vibration-based en-
ergy harvesting system
2.3 Resonance and Kinetic Energy Harvesting
Vibration energy-harvesting principle is based on using a spring with a mass on the
end, to produce what is called resonance phenomenon. Therefore, the inertial system
(spring-mass system) will be exposed to a large vibration as a direct result of a relatively
small vibration coming from a vibrating environment. So amplifying small vibrations
enable useful amount of energy to be extracted for powering small electronic devices.
Due to a large mass oscillation relative to initial vibration a damping force will be
developed to reduce this oscillation; therefore the damping force will absorb the kinetic
energy produced by initial vibration. This absorbed energy will be converted to electrical
form via magnetic eld (electromagnetic), electric eld (electrostatic) or via piezoelectric
(stress on a piezoelectric material) [142].18 Chapter 2 Literature Review
2.3.1 General Model for Vibration Conversion
All types of inertial based kinetic energy micro-generators can be modeled as a second
order spring-mass system. The original development for the generic model of kinetic
energy harvesting was developed by Williams and Yates [151]. The generic model of
kinetic harvesting micro-generator; which include a seismic mass (for storing kinetic
energy) and a spring (for storing potential energy) with the spring constant of k. When
the micro-generator is placed in a vibrating environment, the seismic mass moves out
of phase with the generator housing, causing continuous relative movement between the
seismic mass and the housing. This displacement z(t) between the mass and the housing
is sinusoidal in amplitude which can be used by dierent transduction mechanisms to
generate usable electrical energy, bm and be in gure 2.1 are mechanical induced damping
and electrical induced damping respectively.. The second order linear model describe
the behaviour of this system is shown in equation 2.1.
m z(t) + (bm + be)_ z(t) + kz(t) =  m y(t) (2.1)
Where z is the net displacement between the mass and the frame, y the input displace-
ment, m the proof-mass, be is electrical induced damping coecient, bm mechanical
damping coecient, and k is the spring constant. This means the idea of energy conver-
sion from the oscillating mass to electricity (regardless the type of conversion) is similar
to a linear damperin the mass spring system [118].
2.3.2 Common Vibration Harvesters's Operating Principal
In this section the general operating principles that vibration-based harvesters (piezo-
electric, electromagnetic, capacitive electrostatic) have in common will be described.
Typical components of these harvesters are inertial load, resonant device, and a housing
which hosts all these parts [93]. The resonant device in most cases is either spring or
cantilevered beam, making a "spring-mass" system when the inertial load is attached toChapter 2 Literature Review 19
the housing. When the housing is placed in a vibration medium the inertial load will ex-
perience a relative displacement with respect to the housing. This relative displacement
will be the driving force for harvesters' elements; stressing a piezoelectric active material;
displacing the electromagnetic system's coil which will vary the magnet exposed to that
coil; forcing apart the capacitor's electrodes. Although inertial harvesters(piezoelectric,
electromagnetic, capacitive) use dierent mechanisms to convert vibration into electric-
ity, they use a common inertia approach as mentioned above, this allow researchers to
analyze the common parameters aecting devices' performance [93]. If the vibrating
medium assumed to be an innite source of power and the inertial load is smaller than
its housing, then a spring-mass system can be modeled as a linear second-order system.
The researchers dene ideal design goals for generating high power by such systems [93]:
 Within the available volume of the device, the mass should be as large as possible.
 The maximum mass's displacement should be as large as possible.
 The resonant frequency of the device should match the vibration frequency.
 To increase mass oscillation, the electrical load impedance has to give a low enough
damping factor.
The damping factor is controlling the selectivity of the device, since the operating fre-
quency and ultimate generated power is highly aected (see gure 2.2) by damping factor
[93]. Anyhow, the damping factor can be controlled; for example in electromagnetic har-
vesters the damping factor can be changed by changing the load resistance connected
to the coil, in case of electrostatic harvesters the damping factor can be controlled via
electric eld between the capacitor electrodes, while in piezoelectric harvester the damp-
ing force can be changed by altering the impedance between piezoelectric cell terminals
[87])20 Chapter 2 Literature Review
Figure 2.2: Power generation around the resonant frequency [151] of the gener-
ator for various damping factors.
2.3.3 Conversion Mechanisms
There are three transduction mechanisms which are widely used to convert vibration
to electrical energy. Namely, piezoelectric, electro-magnetic and electrostatic. In gen-
eral all of these mechanisms use the relative displacement of proof-mass to convert
energy to electrical form. Subsections below explain in more details each transduction
mechanisms. Table 2.1 below shows common qualitative comparison between dierent
transduction mechanisms of kinetic energy harvesters [137]. In the following subsections
previous attempts made by researchers on energy harvesting technologies which have in
common a target of maximising power generation, device miniaturisation, and develop-
ing as ecient system as possible [93] will be discussed. Dierent approaches have been
used to achieve these goals. The majority of presented works will mention the research
which focused on harvesting power from kinetic energy in vibration form, with its three
transduction mechanisms, namely, piezoelectric, electromagnetic(inductive), and elec-
trostatic(capacitive). Previous work will be divided to two main sections namely, works
which focused on developing a vibrational transducers and works which focused on de-
signing optimal harvesting electronic circuit for optimal energy transfer from transducerChapter 2 Literature Review 21
Table 2.1: Summary of qualitative comparisons between dierent type of kinetic
conversions [110].
Type Advantage Disadvantage
No external voltage required Poor performance in small scale
Electromagnetic High output current Low output voltage
No mechanical constraints Not compatible with
MEMS fabrication process
Mechanical constraints needed to
ensure the capacitor electrodes
do not touch each other.
Electrostatic Easy to fabricate with micro-scale process High output impedance
High output voltage Low output current
External power needed or initial
pre-charged electret needed
Simple structure High output impedence
Piezoelectric No external power required Poor mechanical property
Compatible with MEMS Current leakage
High output voltage Low output current
to load.
There are several works have been published on the mechanical energy harvesting cover-
ing wide range of mechanism and techniques developed to convert mechanical movement
or vibration to electricity. This covered dierent transducer types including electromag-
netic, electrostatic and piezoelectric transducers. In the following paragraphs important
aspects and examples of such harvesters will be mentioned. First of all, Roundy [110]
came up with an idea to compare the overall performance of dierent harvesters type,
and proposed a general approach which described power outputs as a function of some
parameters such as system coupling coecients, system density, transmission coecient
as well as load. All these factors [110] incorporated and expressed the output power in
term of vibration amplitude and frequency. Applying this nding showed that systems'
coupling coecients and energy stored to energy removed from the system were primary
factors aecting the output power for dierent transduction methods [93]. So if the abil-
ity of harvesting electrical energy from mechanical energy is comparable irrespective of
harvesting method used, then there should be common design goals to harvest maximum
power [93].22 Chapter 2 Literature Review
2.3.3.1 Piezoelectric Energy Harvester
This technology utilises piezoelectricity characteristic, when a piezoelectric material ex-
posed to strain or pressure it produces a charge. So piezoelectric harvester produces
an AC power source when it is placed on vibration structure, since this vibration will
produce a stress on piezoelectric material which will result in electric charge that will be
used to power the electronic parts after electrical conditioning. Similarly, if a voltage is
applied across the piezoelectric material, a mechanical stress develops in the material.
In addition, piezoelectric material can be used in two dierent mode, namely, 33 mode
and 31 mode as in gure 2.3. In 33 mode, both the voltage and stress act in the same
direction. While in 31 mode, the mechanical stress acts in the 1 direction and the voltage
acts perpendicular to it(i.e. in the 3 direction). However, piezoelectric harvester work
principal is as follow:
piezoelectric harvester work principal Piezoelectric harvester has similar work prin-
cipal as other vibration harvesters; the inertial load is connected to harvester
housing through a cantilever beam, diaphragm, or anchored plate. Piezoelectric
is attached to the linkage medium(which link inertial load to harvester housing).
When the harvester placed in a vibration medium the inertial load start to vi-
brate out of phase with the harvester housing causing stress on active piezoelectric
material which will result in a charge which will be extracted via piezoelectric
electrodes. Anyhow this charge, as researchers reported, is function of many pa-
rameters, these parameters will be discussed in the next section which will discuss
the previous research attempts on piezoelectric harvester. One of main charac-
teristic of piezoelectric harvesting device is its low damping factor and its quick
response regardless the operating frequency [93].Chapter 2 Literature Review 23
Figure 2.3: Operation mode of piezoelectric material [118]
2.3.3.2 Researches Attempts Using Piezoelectric Harvester
The last ve years literature showed that Piezoelectric harvesting mechanism has re-
ceived a great attention from researchers who are interested in vibration-to-electricity
conversion [120]; The reported piezoelectric harvesting power in literature range from
3 W [150] and 60 W [42]. Jeon et al.[64] and Choi et al.[32] at MIT have suc-
Figure 2.4: Piezoelectric harvester example [86]
cessfully developed a piezoelectric micro-generator using a 3-3 operation mode with a
thin PZT beam (170mX260mX1m), a 3V DC voltage has been measured across of
10.1M
. Moreover, the energy density of the generator was estimated to 0.74mW. Fang
et al.(2006) fabricated a microscale micro-generator using a PZT thick lm to harvest
the ambient vibration energy using a 3-1 mode, they found that the natural frequency
reduced to 609Hz but the maximum AC voltage was 0.6V, which too small to overcome
bridge rectier forward bias for AC/DC conversion. In addition Roundy [108] developed
a thin PZT structures with target volume power density of 80uW/cm324 Chapter 2 Literature Review
Elvin et al.(2006) [43] documented the feasibility of harvesting electrical energy from
the vibration of typical civil structures such as bridge and buildings. Similar work and
ideas for using PZT material as a conversion mechanism from vibration to electricity
either in MEMS scale or larger scale has been found in the literature [40], [101], [63] and
[153] etc.
2.3.3.3 Electrostatic Energy Harvester
Electrostatic(capacitive) harvester is based on varying the distance between pre-charged
capacitor electrodes to produce power for the electronic node. When the two electrodes
separate at constant charge, this separation allows the volume of the electric eld to
increase, thus causing an increase in stored electric potential energy. Because this kind
of harvester is inertial type, it consist of a proof-mass, parallel plate capacitor, and har-
vester housing, gure 2.5 shows two possible ways to implement such a variable capacitor.
The vibrating mass is suspended via spring elements. In response to mass vibrations,
the plates of the charged capacitor separate, or their overlap area decreases,the volume
of the electric eld will change, thus conversion of vibration energy into electrical form
achieved [84]. The capacitor must be pre-charged at its maximum capacitance point
(that is, minimum plate separation or maximum overlap area) to initiate the harvesting
cycle. Figures 2.6 shows two possible ways to implement such a variable capacitor, so
when charge is held constant, as the plates separate and the capacitance C decreases, the
voltage and energy stored in the capacitor increase according to the following equation:
Qconstant = CV (2.2)
Where:
Q : charge in coulombs (C)
C : capacitance in farads (F)
V : potential dierence in volts (V)Chapter 2 Literature Review 25
Figure 2.5: Design of a variable overlap capacitor and fabricated silicon mi-
crostructure [97] . The capacitor electrodes are fabricated on the substrate and
the movable mass. The capacitance changes with mass displacement.
Figure 2.6: Variable plate capacitors adapted from [20].
Electrostatic harvester work principal : Basic parts of electrostatic harvester are:
a proof-mass, parallel plate capacitor, and harvester housing. Electrostatic con-
version is based on varying the capacitor conguration(plate separation or plate
overlap area), using the vibration introduced by inertial load. However, electro-
static harvester need initial charge before it uses the inertial load vibration to
generate the power by varying a pre-charged capacitor conguration. Most of the
researchers considered one of the main drawback of electrostatic harvester is its
need to be pre-charged but this is could be overcome by using integrated electrets
[75]. However, electrostatic harvester meant to be used for MEMS applications.26 Chapter 2 Literature Review
2.3.3.4 Previous Attempts on Electrostatic Harvester
From a fabrication process point of view, the electrostatic piezoelectric harvesters are
easy to manufacture and devices with lateral sizes between 1 and 10 mm have been
reported in literature [105]. Power generated by electrostatic harvesters started from
initial reported work 12nW for 2mm3 device [130], to 2.4W for a 3 cm3 harvester [85],
in addition a recent and higher power achieved (12W, 1 cm2) [36]. Representative
devices of electrostatic harvester is shown in gure 2.7. [129] designed and fabricated
Figure 2.7: Example of Electrostatic Device [85]
capacitive micro-generator and conclude several design factors to be considered:
 High load impedance give voltage that will ease post process.
 The larger the polarization voltage the better.
 Resonance is desirable
 The proof-mass and its travel distance should as large as possible.
[129] used an electret to polarize the capacitor instead of pre-charging circuit. Moreover,
Sterken et al. [129] achieved 2nW at the following conditions (frequency between 200
and 1000 Hz, polarization voltage 10V and vibrated velocity 3 mm/s), when polarization
voltage has been increased to 100V, an electret 5uW was achieved. Sterken et al. [129]
concluded that polarization voltage the rate of capacitance change were the two factorsChapter 2 Literature Review 27
aecting the performance. Using a circuit simulator Tvedt et al. [143] modeled and
simulated an electrostatic in plane overlap varying energy harvester, and to emulate a
dierent vibrating medium, large signal amplitude and wide and narrow band frequency
used. The mechanical characteristic of the system were modeled based on a second order
"spring-mass" structure, with the proof-mass connected to the harvester's housing via
a spring and damper.
2.3.3.5 Electromagnetic Energy Harvester
An electromagnetic (inductive) harvester is composed of a permanent magnet, a wound
coil and a proof mass; when the harvester placed in vibration environment the wound
coil start to oscillate, or vice versa (i.e. the permanent magnet may oscillate while wound
coil is xed) which will expose the coil to varying magnetic eld, then a current will ow
in the coil. This current will be conditioned and used to power the electronic unit.
Electromagnetic Harvester Work Principal The electromagnetic generator has three
basic parts: spring or cantilevered arm, proof mass, wire coil, permanent magnet
and housing. When the harvester housing placed in vibration medium, the inertial
load (proof-mass with permanent magnet or proof-mass with coil) start to vibrate
out of phase of the harvester; this relative displacement between the harvester
and inertial load exposes the coil to varying magnetic ux which induce a voltage
in the coil according to Faraday's law. However, the overall power generated by
electromagnetic harvester is comparable to that of piezoelectric [107].
2.3.3.6 Electromagnetic Harvester in the Literature
Electromagnetic harvester have been fabricated using a combination of micro-machining
and mechanical tooling because winding the coils compatible with planar micro-fabrication
[105]. As a consequence the electromagnetic energy harvesting devices are larger in size28 Chapter 2 Literature Review
Figure 2.8: Schematic of Electromagnetic Harvester Model
than electrostatic and piezoelectric harvesters and generate more power as well, so the re-
ported harvested power by this type (electromagnetic harvesters) with harvesting range
17.8 W at 60 Hz (size 150 mm3 [138]) and 2.5 mW which excited by human body
motion [115]. Now some of reported works on electromagnetic harvesters will be men-
tioned in more detailed. For example, Kulkarni et al [77] presented two electromagnetic
prototypes, fabricated on a silicon paddle, one prototype used wire wound and one used
electro-deposited coils. Power generated by each prototype was 148nW and 23nW at
8.08kHz and 9.83kHz respectively. Kulkarni et al [77] reported the low power by sec-
ond prototype was due to low vibration amplitude and parasitic damping. Moreover,
Torah et al [139] developed an electromagnetic generator based on cantilevered inertial
load. when connected to a vibration medium tungsten proof-mass and magnet expe-
rienced a relative displacement which in turn induced a voltage in a coil; an output
power of 17.8uW was measured at a resonant frequency of 56.6Hz. Torah et al [139]
concluded that even the level of power generated was impressive considering the mod-
est vibration, it can be increased by increasing the number of coils and decreasing the
distance between magnets. Another work reported by the same researchers of previous
work, they developed autonomous microsystems powered by the generator described by
Torah et al [141]; which consist of electromagnetic harvester and radio frequency linked
accelerometer. The system was energy self-sucient and capable of handling measure-
ment and transmission duty cycle. The power micro-generator had a 2300 turn,12m
coil diameter, 1.6k
 of a copper coil resistance and was capable of producing 45 uWrms.Chapter 2 Literature Review 29
Coa and Lee [30] presented a complete vibration powered energy harvester which in-
tegrates an electromagnetic energy harvester and harvesting circuit. The system was
capable of providing 35mW. Using feedback and feed-forward control, the voltage pro-
duced by the harvester stepped up and stored in a super-capacitor. Table 2.2 sum-
marises major eorts and developments reported in the literature for electromagnetic
energy harvester [20].
2.3.3.7 Adaptive Kinetic Energy Harvesting
All prior discussions are about the type of kinetic harvesters that work at particular
frequency or at the same frequency present in applications environment. The power
generated by these type of harvesters decrease dramatically if the resonant frequency of
harvester deviate from surrounded vibration frequency [20]; hence, limiting the practical
application of these harvesters to those environments where the frequency stay constant
such that the harvester resonance does not change over time [15]. Researchers came up
with tunable harvester to overcome the limitation (i.e. operating at single frequency)
in classical harvesters. Tunable harvesters are capable to change their resonance fre-
quency to match the frequency of vibrating media; this resonance adjustment can be
achieved via electrical or mechanical means; hence, enable maximum power harvesting.
The typical subsystems involved in tunable energy harvesting system are shown in g-
ure 2.9. First of these subsystems is micro-generator to convert environmental energy to
electrical form, the second and third subsystems is power processing circuit to regulate
the generated voltage and storage element, the nal subsystem is the control subsystem
which consists of microcontroller to decide wether a tuning is needed, and linear actuator
to perform the movement of the movable tuning magnet [15], [146].
The tuning mechanisms is carried out by applying a non contact magnetic force to a
micro-generator [37] as shown in schematic representation and photo of tuning mecha-
nism setup in gures 2.10 and 2.11. Since the practical tunable harvester system [37] is
complete and the most recent reported in the literature [158], hence, it will be considered30 Chapter 2 Literature Review
Table 2.2: Summary of major eorts reported in developing electromagnetic
generator
Reference P(W) F(Hz) A(m s 2) Mass (g) Volume Material
Shearwood [152] 0.3 4400 382 0.0023 5.4 mm3 GaAs
Sheeld Univer-
sity (UK)
Amarithajah [6] 400 94 Not available 0.5 Discrete
MIT (US) components
El-hami [1] 530 322 Not available Not available 0.24 cm3 Steel
Southampton
University (UK)
Mizuno 2003 [88] 0.4 nW 700 12.4 Not available 2.1 cm3 Silicon
Warwick Univer-
sity (UK)
Glynne-Jones [3] 180 322 2.7 Not available 0.84 cm3 Steel
Southampton
University (UK)
Kulah [76] 2.5 11400 Not available Not available 4 mm3 Silicon
Michigan Uni-
versity (US)
4 nW 25 2 cm3 /parylene
Ching [2] 830 110 95.5 Not available 1 cm3 Copper
Hong Kong Uni-
versity (China)
/brass
Torah [140] 58 50 0.589 Not available 570 mm3 BeCu
Wang [98] 17.2 280 10 Not available 315 mm3 NickelChapter 2 Literature Review 31
Figure 2.9: Components of tunable energy harvesting system [146]
as case study for the proposed optimisation approach in this research. Figure 2.12 shows
the whole system of tunable harvester integrated together (i.e. microgenerator, linear
actuator and tuning magnets). The dynamic of the tunable microgenerator is [146]:
m z(t) + cp _ z(t) + ksz(t) + Fem + Ftz = Fa (2.3)
where m is the proof mass, z(t) is the relative displacement between the mass and the
base, cp is the parasitic damping factor, ks is the eective spring stiness, Fem is the
electromagnetic force, Ftz is the z component of tuning force Ft and Fa is the input
acceleration force.
On other type of harvester that was recently reported in the literature and has potential
applications due to a wide operating bandwidth is the non-linear harvester; the non-
linearity is innate (embedded) in the micro-generator itself; unlike the tunable harvester
which has a linear micro-generator, which has a narrow bandwidth, but it can adapt its
resonant frequency to match frequency of ambient vibration using tuning mechanism.
The non-linear harvester can be modeled by Dung's equation 2.4 instead of conven-
tional second order model [137] as in equation 2.1. Moreover, this non-linear system
may need a more complex mathematical meta-model instead of a multivariate second
order model to represent the system's behaviour.
m z(t) + (bm + be)_ z(t) + kz(t) + kn[z(t)]
3 =  m y(t) (2.4)32 Chapter 2 Literature Review
Where the spring force is the combination of linear force, kn is the spring factor, z(t) is
the relative displacement, m is the proof of mass and bm, be are mechanical and electrical
damping respectively.
Figure 2.10: Schematic diagram of tuning mechanism [37]
Figure 2.11: Photo of tuning mechanism setup [70]
Zhu et al [13] presents generic model and detailed analysis into the parameters inter-
actions and eects for electrically tunable electromagnetic vibration energy harvesters
(see gure 2.13 [13]), also performance in terms of average output power and root meanChapter 2 Literature Review 33
Figure 2.12: Integrated tunable harvester system ((1) Linear actuator; (2) slider;
(3) tuning magnet 1; (4) tuning magnet 2; (5) microgenerator [37]
square (RMS) voltage for both tuned and un-tuned electromagnetic (see gure 2.14) has
been studied by Zhu et al.
2.4 Power Processing Interface Circuit
The output of an energy harvesting device is not suitable as a direct power supply for
an application. This is because of a big uctuations in power magnitude and output
voltage of harvesting device over time, therefore a power harvesting management circuit
is required between the harvester and the load. This circuit should be capable of adapt-
ing its input to the harvester and its output to the intended load; as well as capable
of self starting if required [105]. However, if the generated power from the harvester is
in the range of milliwatt, then designing such circuit(the harvesting circuit) should be34 Chapter 2 Literature Review
Figure 2.13: (a) Structure prole of Micro-scale Electrically Tunable Electro
Magnetic energy harvester [157], (b) Cross-sectional view [157]
Figure 2.14: Performance of untuned Micro-scale Electrically Tunable Electro
Magnetic energy harvester. (a) Average output power at the optimum load. (b)
Open circuit output RMS voltage [157]
.
much easier than designing harvesting circuit for power in the range of 100W. More-
over, vibration harvester inherently produce AC-output voltage (unlike thermoelectric
harvester and photovoltaic cell harvesters which produce a DC-output), consequently,
rectication is required initially before any further processing.This requires more atten-
tion when design the harvesting circuit for vibration harvesters, because of power losses
in the rectier components. Figure 2.1 illustrated the main building blocks of energy
harvesting device including harvesting circuit. In literature review section, dierent
topologies of harvesting management circuit for vibration harvester proposed by recentChapter 2 Literature Review 35
researches will be presented.
2.4.1 Previous Work on Power Processing Interface Circuit
The main purpose for the electric interface between the harvester and the power consum-
ing load is a highly ecient energy transfer. The typical output power of a miniaturized
energy harvester is in the W range [100], this mean the developer should try to avoid
the circuit design which involve large losses. However, since the electrical load require a
stable and regulated DC voltage while a vibrating harvesters produces an AC voltage,
then most if not all harvesting circuits require some form of rectication; which make
the rectier an essential building block in that circuit [93]. In addition, converter circuit
could perform an adjustment for the DC-level of rectier output. In literature of har-
vesting circuit design, DC-DC converters can be boost converter or charge pumps. Boost
converter has a exible conversion factor and high eciency. However, when external
inductors is integrated with boost converter, it reduce its eciency [105]. So as an alter-
native solution is a charge pumps converter with switched capacitors [44], this converter
allow ecient DC-DC conversion for very low power in a small volume. Moreover, dier-
ent congurations of DC-DC conversion exist such as voltage doubler, the ring converter
and the Dickson charge pump [38], [119]. Even though, the charge pump converter has
higher eciency, but it has less exible conversion factor than booster converter. On
the other hand, in their original work Shenck, et al. [121] a complete harvesting cir-
cuit power management developed to manage maximum power ow from piezoelectric
harvester, a regular diodes and linear regulator were used for rectication and voltage
regulation respectively, the control circuit consumes only 15A. Further more, Guyomar,
et al. [53] showed that reversing the potential across the piezoelectric cantilever when
it is at its maximum can increase mechanical power which need to delivered in the next
cycle which leads to higher output power, this conrm the benet of doing joint me-
chanical and electrical system optimisation. The overall increase in harvested power is
150%. Most AC-DC rectiers use diodes for rectication process, these diodes introduce36 Chapter 2 Literature Review
Figure 2.15: An interface circuit that recties the piezoelectric output, plus
a control circuit that reverses the potential across piezoelectric cantilever to
increase mechanical power [53].
forward voltage drops. To achieve higher eciency, a recent work [100] developed a fully
CMOS integrated active AC/DC converter to replace conventional rectier, the series
voltage drop over the rectier is less than 20 mV compared to convectional one which
has series voltage drop about 0.6 V. Cao et al. [29] developed an integrated energy
harvesting system, which consist of electromagnetic harvester and its harvesting circuit;
which incorporated a boost converter. This is used to boost up the rectier output; the
system used feed-forward and feedback to control the system duty cycle. The circuit
discrete components are inductor, MOSFET, diode, and capacitor. When the MOSFET
is o the inductor will de-energise through the diode and the capacitor will charge; when
MOSFET is ON reverse process will cause the capacitor to charge the load and inductor
start to energise again.
Seeman et al. [117] presented a power interface circuit that was used to power a wireless
tire pressure monitoring device. This circuit used switch-mode capacitors and a syn-
chronous rectier. Output power from transducer was directly rectied and fed directly
to the battery. A feedback module used the battery's reference current and voltage to
provide input voltage to linear regulator and the synchronous rectier. The linear regu-
lator provide power to the system's radio and the convertor was used to provide power
to the system's microcontroller and sensor.Chapter 2 Literature Review 37
Ottman et al [94] developed an energy harvesting circuit for a piezoelectric energy har-
vester device. Since the piezoelectric typically produces large AC voltage an optimized
step-down DC-DC converter has been used to charge a battery. Initially the AC out-
put rectied by a full-wave bridge rectier, battery charging pulses are regulated via a
dedicated module [94], which enable the device to operate even when the battery has
no charge. To summarize all research eorts in this particular area of energy harvesting
(i.e. power management and converter circuit) are concentrated on designing highly
ecient circuits that allow optimal energy transfer between the harvester and the power
consuming load. Another important role that these circuit may play is to keep the
transducer operating with optimal damping force that achieve highest power density
[87]. The gure 2.16 below shows the interaction between harvester elements.
Figure 2.16: Block level representation [87] showing energy harvesting subsys-
tems interactions.
2.5 Eorts on Energy Harvesting Performance Optimisa-
tion
Beside previous works done on designing and developing ecient harvesters, which con-
vert available ambient energy to electrical form with maximum eciency, and works
which focused on designing optimal harvesting circuit which capable of achieving maxi-
mum energy transfer from the transducer toward the electrical load. Some researchers,
devoted their works on design, modelling and performance optimisation for vibration-
based energy harvesters [125] and [10]. For example, Sodano, H.A. et al [126], [127]38 Chapter 2 Literature Review
quantify the amount of harvested power and capability of charging re-chargeable bat-
teries. Other researchers considered optimisation of vibration harvesters by studying
parameters that aect harvested power such as electromechanical coupling or impedance
matching [107], [41], and [128]. A more recent work in this regard is developing a unied
method for obtaining optimal power for electromagnetic and piezoelectric harvesters
[92].
However, less attention paid to systematic modelling and optimisation of energy har-
vesting devices [147]. Here are some example of these eorts on modelling and optimiz-
ing of vibration harvesters (piezoelectric, electromagnetic, electrostatic) using hardware
description languages such as VHDL-AMS [25], Verilog-AMS [82], System-C etc. In
addition, Wang et al [79] showed the impracticality of modelling energy transducer as
an ideal voltage source or an equivalent circuit model and compared the result with
more realistic one using multi-domain HDL modelling for electromagnetic harvester;
they also suggested a holistic approach to model and optimize energy harvesting sys-
tem, their approach was based on modelling the whole physical domain of the energy
harvesting system (harvester, harvester circuit, load) and optimisation algorithm, which
may adjust the parameters of both transducer and harvester circuit, in a single HDL
model; the optimisation routine will run until optimal parameters achieved [79]. On the
other hand, and due to the fact that simulating multi-domains systems such as energy
harvesting system consume a lot of CPU time for single run, Wang, L. et al [146] pro-
pose a method to overcome this issue by accelerating the simulation process of complex
harvester system (tunable harvester) using linearised state space technique, this work
saves a lot of CPU time compared with classical method.
2.5.1 Response Surface Model and Previous Reported Eorts
First of all, the original intention of using RSM was to use it with real, non-simulated
models [56], [21] and [17]. However, RSM treats real systems or simulated systems as
black boxes [49] and [136].Chapter 2 Literature Review 39
Generally speaking, complex computer simulation models of a real existing system or
a system intended to be developed or manufactured are normally used by developers
to study trade-os in the system design parameters for optimal design. Designers use
these simulation models as surrogates, due to the impracticality involved in developing
multiple prototype versions of the real system. Moreover, sometimes the simulation
models themselves are quite complex, which may suggest a need to construct simpler
approximations model for original simulation models (i.e.metamodels) [16]. However,
simulation models of multi-physics domains such as vibration-based energy harvesting
systems are very complex models which consume a lot of computation and CPU time.
This makes using the meta-modelling concept very promising when dealing with perfor-
mance optimisation issues. In statistical modelling, one of the well known techniques
that exploit the idea of meta-modelling is called the response surface method or model.
In this section, a brief introduction to the response surface model will be presented to
pave the road to understanding the proposed optimisation approach that will be dis-
cussed in detail in next chapter. In this section response surface modelling (RSM) will
be introduced for the purpose of understanding its application to the proposed approach
of optimising the performance of energy harvesting systems. Originally, Box and Wilson
proposed the response surface method for real physical experiments [8]. Later on, RSM
was also employed in simulation models [9]
There are some reported eorts which used response surface method for global approx-
imation for some applications in some discipline like aerospace engineering, structural
design [124], and a very recent some reported work using the RSM in system design of
multiprocessor systems-on-chip [96]. For the details of of using response surface model
in these disciplines can be found [124], [123]. However, to the author's knowledge there
is no reported work in using such approximations for systematic modelling and perfor-
mance optimisation in energy harvesting systems. In section 2.6 a very brief description
on the concept of meta-modelling based RSM will be given, while in section 3.2 the RSM
and DoE in terms of this research approach will be detailed.40 Chapter 2 Literature Review
2.6 Meta-modelling and RSM
Textbooks describe RSM as a sequential process, which starts by tting a rst-order
polynomial to the observed value of a random response; this t uses a linear regression.
Then, the tted rst-order polynomial is tested for tness; if it shows inadequacy, a
second-order polynomial is tted and assessed statistically. Furthermore, canonical and
ridge analysis is performed to determine the nature of the tted objective function (i.e.
convex, concave, indenite) and the nature of the estimated optimum (single optimum
or multiple optima).
However, in some disciplines RSM is considered a one-shot approach [9] that ts a single
response surface, which could be a second-order polynomial or higher, to the sample of
a random or determined simulation model over the whole design region. The work in
this thesis considers the latter approach of applying RSM. Then, at the end, the tted
polynomial is optimised using a global optimisation procedure. More specically, RSM
is postulated as [122] a model of the form:
y(x) = f(x) + " (2.5)
where y(x) is the unknown function of interest, f(x) is the polynomial approximation of
x, and  is random error that is assumed to have a normal distribution with mean zero
and variance 2. The error, i of each observation is assumed to be independent and
identically distributed. The polynomial function f(x), used to approximate y(x) is typ-
ically rst or second-order polynomial. The coecients of the polynomial are calculated
using the ordinary least squares (OLS) method to minimise the error between observed
value and tted value for each observation. More details of the mathematical model of
response surface method will be discussed in 3.2.1.
On the other hand, building response surface model help in exploring the space of design
parameters and can quantify the eect of each design parameters and their interactions;Chapter 2 Literature Review 41
but to nd the optimal set the optimise the performance or minimise undesirable ef-
fect we need to apply numerical optimisation algorithms, such as genetic, simulated
annealing, and sequential quadratic programming etc. Even though, the gradient based
optimisation method ,i.e. steepest descent [18], [47] or adaptive steepest descent are
usually used in the literature of the RSM, but in this research the simulated annealing is
used due its popularity in nding global optimality, and sequential quadratic program-
ming algorithm has been used as well.
2.6.1 Simulated Annealing
Simulated annealing is a well known [74] search algorithm in optimisation problems either
in maximisation or minimisation. The idea of this algorithm in maximisation problem
for example is to accept all uphill improving moves, but sometimes accept also downhill
moves, where the probability of downhill moves decreases to zero at convincing rate,
this is the cooling schedule from which the name of algorithm has been derived, [52] in
analogy with the physical annealing process, where the system search the lowest energy
state. The power of simulated annealing is when it accepts downhill moves with certain
acceptance rate, it avoids the trap of local maxima, in the case of maximisation, which
increases the probability of global maximum. Another attractive property of simulated
annealing over other optimisation such as genetic algorithm and tabu search for example
is that the convergence can be clearly proved in many settings. Simulated annealing has
been found to coverage slightly slower to a good solution points compared to genetic
algorithms [46]. The pseudo code of simulated annealing is shown in the Listing 2.1 [106]:
1 Simulated Annealing ( J fog , T fog)f
2 / Given an i n i t i a l state J fog and an i n i t i a l value T fog for T./
3 n=0;
4 k=0;
5 X fog = J fo g;
6 while ( outer loop c r i t e r i o n is not s a t i s f i e d ) f
7 while ( inner loop c r i t e r i o n is not s a t i s f i e d ) f
8 j = generate (X fkg) ;
9 i f ( accept ( j , X fkg ,T fng) )f
10 X fk+1g = j ;
11 g
12 else42 Chapter 2 Literature Review
13 f
14 X fk+1g=X fk g;
15 g
16 k=k+l ; g
17 T fn+1g=update (T fng) ;
18 n= n+1
19 g
20 g
Listing 2.1: Simulated annealing pseudo code structure
2.7 Discussion on the Literature
This chapter has covered an extensive literature review, with the focus on research ef-
forts devoted to maximising generated power from kinetic energy harvesting devices.
These eorts took dierent directions or focus to maximise the amount of harvested
power, either by designing or fabricating optimal micro-generators or by designing opti-
mal electrical processing circuits which allow maximum energy ow to storage element.
However, little attention is devoted to systematic modelling for optimising energy har-
vester performance. Moreover, since energy harvesting system are multi-domain, the
interactions between the design parameters of one domain with respect to other should
be considered at optimisation stage. Optimising one block of the energy harvester at a
time may come at the price of less performance of other blocks or sub-components, so
the price gained at one level may be lost at others. Namely, energy harvester systems
should be treated in a holistic view, which means dealing with the system as a single
or connected unit. Even though, as it has been discussed, most designs in literature
focused on maximising the generated power, most of approaches focus was based on
treating each component separately. Nevertheless, there as well, little work treated the
energy harvesting systems holistically with expensive simulations and with less insights
into design parameters trade-os. As a result, to improve the performance of energy
harvester and provide clear insights into design parameters trade-os as well as solving
the issue of expensive optimisations, a new optimisation technique based on response
surface modelling (will be discussed in chapter 3) and VHDL-AMS modelling (will beChapter 2 Literature Review 43
discussed in chapter 4) which treats the whole sub-components of vibration-based energy
harvester as one single unit, to enable optimising the whole components together, so the
price gained at one sub-component will no be at the expense of other sub-components.Chapter 3
Generic Framework of Modelling
and Optimisation System
This chapter presents the generic framework for the proposed performance optimisation
method. In addition to that, a more detailed description of each component that form
this method will be presented as well. It is important to start rst with introducing the
DoE and D-optimal techniques since they are essential step in the proposed optimisation
approach.
3.1 DoE Techniques
In circuit optimisation, simulation design points can be represented by a matrix, called
a design matrix, such that each row represents a particular simulation run and each
column represents a specic design parameter. Thus, the size of the design matrix is
nxp, where, n is number of simulation runs and p is number of design parameters. Many
techniques in the eld of DoE can choose design points from a larger design space such as
central composite design (CCD) [35], Box-Behnken (BBD) [60], and computer generated
design. The D-optimal design [62] is based on computer algorithm that choose optimised
design points from a larger set called candidate set, which basically contains all feasible
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design points in the range of design space. In this research the D-optimal has been used
to generate optimised simulation points for VHDL-AMS of kinetic energy harvester.
The choice of D-optimal over other sampling techniques available in the DoE is due to
many reasons, namely, the D-optimal design algorithm is able to span the design space
with the minimum number of design points, and in the same time, since it maximises
the determinant of the FIM, it will enable an ecient and accurate model construction
[134], which means an accurate response surface model.
3.1.1 D-Optimality Criteria
The DoE approach represents a sequence of experiments (physical or simulation) to
be carried out, to explore the design parameters aecting the response under study.
These predened levels of design points are chosen based on what is called design of
experiments method. The dierent types of designs of experiments; these types include,
full factorial, fraction factorial, central composite design (CCD), Box Behnken designs
(BBD), and a computer generated design, such as D-optimal design. DoE in a mathe-
matic representation, is expressed by a matrix where each row represents a particular
run and each column represents a particular design parameter. For example, in circuit
optimisation, each specic run is represented by a single row and each column contains
a specic circuit parameter that varies in each row based on predened designed points.
On the other hand, the circuit measured response is stored in a column vector of size n,
where nx1 is the number of simulations that has been carried out. However, each type of
DoE has a dierent method to choose samples (design points) from design parameters'
space as well as producing dierent simulations run for that exploration. Designers or
experimenters must gain as much information as possible about the response and its
relationship with design parameters as well as the eciency measured in the number
of simulations [134]. One of the main purposes of this research is to optimise energy
harvester performance while avoiding the prohibitive CPU time normally encountered
when trying to optimise energy harvester systems. For this reason (i.e. minimising CPUChapter 3 Generic Framework of Modelling and Optimisation System 47
time), a D-optimal design approach has been used, since it explores design parameters'
space eciently with a minimum number of runs that enable model construction with
excellent accuracy [103]. In general, the D-optimal design is provided by a computer
algorithm that depends on a pre-specied model and results in minimizing the gener-
alized variance of the parameter estimates (0s). As a result, the D-optimal design is
model dependant. More specically, the designer must specify the model intended to be
used in describing response surface behaviour before invoking the D-optimal algorithm
to generate the specic design points.
In the D-optimal design procedure the design points for each simulation are selected
from a larger set called a candidate set which includes all possible practical combina-
tions of various design parameters, gure 3.1 shows an example of feasible candidate
design points for two design parameters, x1 and x2. The algorithm of the D-optimal
Figure 3.1: Two dimensional candidate points: (1) extreme vertices, (2) centeres
of edges, (3) overall centroid, for k=2
criterion optimises the candidate set to form a subset of D-optimal points that will be
used in simulation runs. This optimisation is based on minimising the determinant of
(X
0
X) 1 or, equivalently, maximising the determinant of (X
0
X) [7], where X
0
X is called
the information matrix, X is an nxp design matrix that depend on a pre-specied model
with p coecients and n runs, X0 is its transpose. The accuracy of measurement of
the estimated coecients for the model 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matrix [103] using the following equation:
V () = 2(X
0
X) 1 (3.1)
where V () is the variance associated with the estimates of the coecients  in the
model, 2 is the variance of the error, X is the D-optimal design matrix, X0 is its
transpose and (X
0
X) is the information matrix. Equation 3.1 above suggests that the
best set of design points is the one that minimises (X
0
X) 1 or equivalently, maximize the
determinant of X
0
X. The simulation points selected using these criteria will improve the
quality of the t [103]. An added advantage of the D-optimal design approach over other
DoE methods is that, design parameters' space with irregular shapes can be considered
[111].
3.1.1.1 Selection of Simulation Points Based on D-optimal Criteria
To build an ecient and reliable response surface model that is capable of representing
the response of interest (i.e. harvester's performance) in terms of design parameters,
the design range of each design parameter should be sampled eciently. These chosen
samples, i.e. design points or simulation points can be chosen by D-optimal design, this
would provide ecient model construction with minimum samples. Using the DoE tech-
nique has achieved signicant results in reducing CPU time. Since the idea of DoE is
to run ecient experiments without redundancy and while avoiding unnecessary exper-
imental runs or conducting an experiment that may not add any signicant value, the
same idea can be extended to the simulation process of a hardware description language
for an energy harvester model. This is because running one simulation using a VHDL-
AMS energy harvester model is computationally expensive due to the multi-domain
nature of kinetic energy harvesters. This is one of the main contributions achieved by
this research. The next section will discuss this concept in more detail.
The simulation points are selected from a larger set (i.e. candidate set, which containsChapter 3 Generic Framework of Modelling and Optimisation System 49
all feasible design points). This selection is based on maximisation of the determi-
nant of the information matrix (X
0
X), or equivalently minimisation the determinant of
(X
0
X) 1 [7]. The block diagram in gure 3.2 shows the ow of the D-optimal algorithm
to generate simulation design points. As gure 3.2 indicates, there are two paths to
maximise the determinant of the information matrix (X
0
X) by either row exchange or
point exchange algorithm, row exchange algorithm is used in this work. However, the
two approaches yield approximately similar design points.
Figure 3.2: Block diagram showing the procedure to generate D-optimal design
points for the proposed optimisation frame work.50 Chapter 3 Generic Framework of Modelling and Optimisation System
In general, the number of simulation runs n, in case of D-optimal design, can be deter-
mined using equation 3.2, where P is the number of design parameters, in the case of
second order multi-variate polynomial.
n = 1 + 2P + P(P   1)=2 (3.2)
3.2 Response Surface Model and DoE
Scientic applications of the response surface model take two dierent approaches. One
approach uses sequential steps to apply RSM and the alternative approach uses a one-
shot approach. The latter approach ts a single response surface to a second-order
polynomial or a higher order one if the tting fails, while the former approach uses a
sequential approach [90], [60] and [114]. In the sequential process, rst of all, the design
parameters contributing to the response under study need to be dened, and then tted
to the data using a rst-order polynomial. After that, this rst-order model needs to be
assessed statistically for accuracy and tness; if the rst order succeeds then it will be
used for a further process; otherwise, a higher-order model is assessed and the accuracy
test is repeated.
In general, a response surface model can be constructed from a data set extracted from
either physical experiments or computer experiments (i.e. simulations) [62]. The ap-
proximated model is constructed based on the experimental results, then this model is
tested against many statistical criteria to prove its eectiveness and accuracy in repre-
senting the output behaviour in terms of design parameters. Applying response surface
methodology involves major steps. First, a series of experiments (design points) is de-
signed for experimental runs, either physical experiments or computer simulations. To
build a reliable model out of these experiments as well as explore and span design pa-
rameters space eectively, the chosen deign points are based on what is called design of
experiment (DoE). For the work in this thesis, the DoE chosen is based on D-optimality
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be able to represent the behaviour of the model eectively and accurately. Finally, op-
timising the model built in step two for maximum performance of energy harvesters
device; this can be achieved without further experiments or simulations, which will lead
to optimised parameters for maximum performance with massive reduction in simula-
tion time. The following subsection will discuss mathematical modelling of the RSM
approach.
3.2.1 Building Mathematical Model of RSM
Supposing you have a dependant variable(s) (y 2 Rn) where n is the number of observa-
tions, believed to be aected by a vector of independent variables (a 2 Rk) where k is the
number of independent variables; in this case, the relationship between the dependent
variable(s) and independent variables can be expressed as:
y = f(a1;a2;:::;ak) +  (3.3)
where  represents the model errors, a1, a2,...,ak are independent variables and f()
is called a system function that relates dependant variable to independent variables.
In most cases, the exact behaviour of the system function is unknown especially in
engineering problems, so the experimenter may approximate the system function f() by
an empirical model [27] expressed as:
y = ^ y(a1;a2;:::;ak) +  (3.4)
where ^ y is a low order polynomial or a multi-dimensional spline. This is what is called
the empirical or response surface model. The independent variables or design parame-
ters in equation 3.4 (i.e a1, a2,...,ak) are expressed in their corresponding physical units
and must be converted to dimensionless quantities with zero mean and the same stan-
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new quantities are called coded variables (i.e x1, x2,...,xk ) of original design variables
(parameters). The transformation of design variables from their natural representation
to their coded representation is achieved through equation 3.5.
x =
a   [amax + amin]=2
[amax + amin]=2
(3.5)
where amax and amin are the maximum and minimum value in the range of that specic
design parameter. So now the approximated function ^ y is expressed in terms of coded
variables ( x1, x2,...,xk). However, choosing an appropriate model ^ y determines the
success of applying RSM methodology. Typically, in most engineering problems ^ y can
be approximated by a quadratic multi-variable polynomials [131] as follows:
^ y = 0 +
k X
i=1
ixi +
k X
i=1
ix2
i +
XX
i<j
ijxixj (3.6)
where 0, i, ii and ij are the coecients of the intercept, linear, quadratic and
interaction in the regression model respectively, and xi, xj are the design parameters in
their coded format. The coecients of the polynomial in equation 3.6 are determined
through n simulation runs for the VHDL-AMS energy harvester model. The design
points of the n runs are determined using the DoE technique, specically being based
on D-optimality criteria. In the matrix notation equation 3.5 can be written as:
^ y = X (3.7)
where Xnxp is the nxp design matrix, p is the number of coecients in the approximated
polynomial, n is the number of simulation runs. px1 are the unknowns parameters that
need to be solved. By substituting equation 3.7 into equation 3.4, then the actual
observations can be expressed in terms of the approximated model as follows:
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The dierence between the observed values (y) and tted values (^ y) for the ith obser-
vation i = yi   ^ yi is called the residual for that specic observation. The sum of the
squares of the residuals errors (SEE) is dened as:
SSE =
n X
k=1
2 =
n X
k=1
(yi   ^ yi)2 (3.9)
Using equation 3.8, the residuals may be written as:
 = X   y (3.10)
However, the criteria of choosing the i coecients in equation 3.7, is based on the least
squares method that minimises the (SSE) in equation 3.9. As a result, the best t (most
accurate) model, which then represents the response surface model. More precisely, the
coecients  in equation 3.6 are calculated by dierentiating equation 3.9. with respect
to each parameter () and equating it to zero as shown in the following equation:
@SSE
@
=
n X
i=1

@
@i
(yi   X)
2
= 0 (3.11)
Solving equation 3.11 for each i leads to an accurate model (^ y) that satises the con-
dition of minimum residuals (i.e best t). Finally, the response model will be:
^ y = X; = y   ^ y (3.12)
where  is the vector of minimised residual errors of the model, X is design matrix and
 is the vector of model coecients. For the work in this research study the MATLAB
has been used to nd all involved computations. The following section will discuss in
detail the benet of using D-Optimal design of experiment, used in choosing the design
points for simulation runs of the VHDL-AMS energy harvester model.54 Chapter 3 Generic Framework of Modelling and Optimisation System
3.3 Generic Framework of Proposed Optimisation Method
For accurate optimisation of a complex kinetic energy harvester, the designer should
take into account the interactions eects between design parameters from dierent do-
mains (i.e. mechanical, electrical, magnetics) beside the eect of each design parameters
alone. To nd the optimal design parameters' settings that lead to the desired response,
and by using the proposed method the designer just needs to dene design parameters
with their ranges. Then, uses the D-optimal algorithm [62] to sample design space and
select ecient design points for simulation purposes. Based on D-optimal design algo-
rithm calculation, the design space will generate feasible and ecient design points that
could be fed to the integrated VHDL-AMS model of energy harvester system for sim-
ulations. The results of simulations corresponding to these D-optimal designed points
will form the database that could be used by MATLAB for regression analysis, and
for building a mathematical model called a response surface mathematical model. This
model will be tested against some statistical standard criteria such as determination
of coecient, adjusted deamination of coecient, and root mean squares to validate
its accuracy and goodness of t. If this model passed these statistical assessments and
proved its eectiveness in replacing the actual hardware model; then it could be used for
further processing, i.e. optimisation for maximum performance. Since, we end up now
by a pure mathematical model that could express the intended performance in terms of
design parameters aecting that performance, then to nd parameters set values that
lead to optimal performance can be done easily by using maximisation or minimisation
algorithm. However, more than one optimisation algorithms have been used in this re-
search to nd optimality set of design parameters for maximum performance, namely,
simulated annealing and sequential quadratic programming (SQP).
Generally speaking the process in the proposed optimisation method uses two well know
programming languages, i.e., VHDL-AMS and MATLAB. The ability of VHDL-AMS in
accurate modeling and its power to capture the practical behaviour of energy harvesting
device has been utilised for ecient modeling and simulations to build the database. OnChapter 3 Generic Framework of Modelling and Optimisation System 55
the other hand, the power of MATLAB in computation has been exploited in nding op-
timal settings for optimal performance using powerful maximisation algorithms such as
simulated annealing. The block diagram showing the sequential steps used in this opti-
misation method is shown in gure 3.3. Figure 3.3(b) shows the sequences in extracting
mathematical models from VHDL-AMS simulations and the matrix representation of
this model based on a second order multivariate polynomial.
(a) Framework of the proposed optimisation approach for Vibration-based harvester
(b) Sequence of extracting mathematical model from VHDL-AMS simulation responses at DoE
designed points
Figure 3.3: Generic frame work of optimisation system and mathematical model
extraction from VHDL-AMS.
3.3.1 Generation of D-optimal Points via MATLAB
Mathematically, the D-optimal algorithm maximises the determinant of the Fisher In-
formation Matrix (FIM) [90], [7] (X
0
X) 1, where the D stands for the determinant.56 Chapter 3 Generic Framework of Modelling and Optimisation System
Statistically, this criterion (i.e. maximising the determinant) means minimising the
volume of the ellipsoid condence of coecients, i.e. minimise the volume of the con-
dence region for the response surface model parameter estimates or in other words
minimise the determinant of the variance-covariance matrix of the estimated parame-
ters [72]. The smaller the area, the more accurate the estimation of coecients ('s)
in the chosen model. However, to generate the D-optimal design set for ecient use
of the design space, some crucial steps should be taken. First of all, a candidate set
must be generated that contains all feasible experimental points based on the response
surface mathematical model intended to be tted to represent the response under study
in terms of design parameters. This generation has been executed in MATLAB. After
generating the candidate set the exchange algorithm that maximises the determinant of
the FIM is to be used. The procedure is based on taking one set of the design points out
of the candidate set and replacing it with a new set. If the determinant increases, this
new set is added to the whole; otherwise another designed point set should be added
and check if it increases the determinant, the process continues until no improvement is
achieved in the determinant value. The pseudo code in Listing 3.1 shows the procedure
of generating D-optimal design points from the candidate set, to be used in VHDL-AMS
simulation.
1 SELECT design parameters xi , i =1, , k and their ranges
2 CALCULATE the candidate set
3 / Select i n i t i a l p design points from the candidate set by
4 maximising the determinant of ($X^f 'gX$) fDET($X^f 'gX$)g as follows : /
5 SET i=1
6 REPEAT
7 ADD i points from candidate set that increase the
8 DET($X^f 'gX$) the most
9 DELETE i points from candidate set that decrease the
10 DET($X^f 'gX$) the most
11 IF there is an improvement ( i . e . DET($X^f 'gX$) increases )
12 SET i=1
13 ELSE
14 SET i=i+1
15 UNTIL i> p
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3.3.2 Extracting RSM Mathematics from VHDL-AMS Simulations
After generating the simulation points based on D-optimal, these design points are in-
serted into the VHDL-AMS model of the kinetic energy harvester for simulation purposes
and then to build the database for the tted mathematical model. Figure 7.5(b) shows
a generic block representation for the procedure of extracting the mathematical model.
In matrix representation the nal structure of response surface mathematical model is:
y = X +  (3.13)
where:
y =
2
6
6 6
6 6
6 6
6 6
6 6
6
4
y1
y2
:
:
yn
3
7
7 7
7 7
7 7
7 7
7 7
7
5
(3.14)
X =
2
6 6
6 6
6 6
6 6
6 6
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4
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:: :: :: :: :: ::
:: :: :: :: :: ::
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(3.17)
y is a vector which contains the simulation responses, X is a matrix which contains the
level of the design parameters,  is a vector contains the regression coecients and  is
a vector of residuals or the dierence between the measured response and approximated
ones.
Figure 3.4 below summarises the steps taken to generate the response surface mathe-
matical model.
Figure 3.4: Steps involved in generating response surface mathematical model
3.3.3 Objective Function Formulation
The case of studies used in this research to check and validate the success of applying the
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energy harvester system. The rst type was xed energy harvesting micro-generator,
which is designed to have a single (xed) resonant frequency that match the frequency
of ambient vibration. The second type of vibration-based energy harvesting was a tun-
able (adaptive) microgenerator which adapts its resonant frequency whenever there is
a change in ambient vibration frequency. This tunable harvester is more complex unit
than xed harvester, due to adding tuning components to the crucial parts as well.
Moreover, to apply the method suggested in this research in optimising the performance
of kinetic energy harvesting systems, we need to dene the performance metric need-
ing to be optimised, and based on this, the optimisation objective function needs to
be dened. The generic objective function used to optimise the performance of both
xed harvester type and the adaptive one was to charge the super-capacitor as fast as
possible. Mathematically, it can be expressed as follows:
Maximise VSup:Cap:(X) (3.18)
where:
VSup:Cap: is a vector containing the simulation responses at DoE d-optimal based designed
points of the tted model.
X2 Rk is the vector of the k input design parameters, such that:
l  X  u (3.19)
l and u are lower and upper bounds (ranges) of the design parameters. These design
parameters are from dierent-domains in the system, the objective of design optimisation
here is to nd the optimum spot from all dierent sub-components that may lead to
optimal performance requirement. However, for the purpose of nding global optimum
in the RSM function a well known maximisation algorithm has been used with response
surface mathematical model, this algorithm is called simulated annealing, and it has
been explained briey in section 2.6.1.60 Chapter 3 Generic Framework of Modelling and Optimisation System
3.4 Concluding Remarks
This chapter covered the fundamental concepts of DoE, D-optimality criteria and the
method of building response surface mathematical model. It also presented the generic
frame work of optimising the performance of vibration-based energy harvester system.
These concepts are essential to the understanding when applying the proposed optimi-
sation method to a selected case studies in next chapters.Chapter 4
VHDL-AMS Modelling of Kinetic
Energy Harvester Components to
Build RSM Database
This chapter introduces a vibration-based (or kinetic) energy harvesting system and its
components with the model of each component in a well known mixed system hard-
ware description language, i.e. VHDL-AMS. In general, the vibration-based or kinetic
harvesting device can be classied into two main type from frequency or bandwidth op-
eration point of view, i.e. single or xed harvester and adaptive (tunable) harvester. The
main dierence between xed harvester and tunable is that the xed harvester is working
at a single resonant frequency, while the tunable can change its resonant frequency to
match the change in environmental frequency. Typically, the kinetic energy harvesters
or generators are inertial spring mass system that generate maximum power when the
resonant frequency of the generator matches the ambient frequency. When the ambient
frequency changes and mismatches the resonant frequency of the micro-generator, the
generated power deteriorates enormously, that is why the researchers developed a tun-
able or adaptive micro-generators. So this chapter will discuss the micro-generator from
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the operational frequency point of view not from transduction mechanism point of view,
then the VHDL-AMS model will be presented for each component in details.
4.1 Generic Components of Kinetic Energy Harvester
The generic structure of an electromagnetic energy harvester system for both xed (single
resonant) resonant and adaptive harvester contains multi-domain subsystems. However,
the xed resonant harvester is less complex than the adaptive one and has less compo-
nents. The VHDL-AMS modeled the main components shown in gure 4.1 as dierent
entity for each component. These components are transducer to convert the mechanical
vibration into an AC electrical power, an interface circuit to convert the harvested AC
electrical power into DC form, this DC power is accumulated in a supercapacitor (see
gure 4.2). The VHDL-AMS model for these main components is shown in Listing 4.1.
Figure 4.1: Block diagram shows main building components of xed harvester
system
1 component vibration is
2 port ( terminal v : translational ) ;
3 end component vibration ;
4 component Transducer is
5 generic (
6 ) ;
7 port ( terminal T : translational ;
8 terminal AC : e l e c t r i c a l ) ;
9 end component Transducer ;
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11 generic (
12 ) ;
13 port ( terminal Vinput , Vout : e l e c t r i c a l ) ;
14 end component InterfaceCircuit ;
15 component Supercapacitor is
16 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
17 end component Supercapacitor ;
18
Listing 4.1: Generic components in single resonant harvester VHDL-AMS model
Figure 4.2: Interface circuit connected the supercapacitor element
Figure 4.3: Block representation showing components involved in tunable har-
vester
On the other hand, the adaptive kinetic harvester system (see gure 4.3) has additional
components beside the core structure, for tuning purposes. The core structure is the
same structure as the xed resonant harvester, but there are additional components
for the purpose of the tuning, to make sure that the harvester work at its resonant
frequency. But at the same time these components consume considerable amount of
harvested power. As shown in the gure 4.3, the tuning components are: accelerometer,
microcontroller, linear actuator. The microcontroller reads accelerometer signal to de-
tect frequency of ambient vibration and compare it with the harvested signal frequency,
if any mismatch between the two frequencies detected it switch on the driver circuit to
start moving stepper motor closer or further from transducer. The VHDL-AMS generic64
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components of tunable (adaptive) harvester is shown in Listing 4.2.
1 component vibration is
2 port ( terminal v : translational ) ;
3 end component vibration ;
4 component Transducer is
5 generic (
6 ) ;
7 port ( terminal T : translational ;
8 terminal AC : e l e c t r i c a l
9 quantity Fin : in force ;    22june
10 quantity Ks : out STIFFNESS
11 ) ;
12 end component Transducer ;
13 component InterfaceCircuit is
14 generic (
15 ) ;
16 port ( terminal Vinput , Vout : e l e c t r i c a l ) ;
17 end component InterfaceCircuit ;
18
19 component Supercapacitor is
20 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
21 end component Supercapacitor ;
22 component microcontroller is
23 port( terminal Vc : e l e c t r i c a l ;
24 signal desiredPosition : out bit vector (7 downto 0) ;
25 quantity Freq : in real ;
26 ) ;
27 end component microcontroller ;
28 component LinearActuator is
29 port( signal desiredPos : in bit vector (7 downto 0) ;
30 quantity Fout : out force ;
31 quantity Ks : in STIFFNESS
32 ) ;
33 end component LinearActuator ;
34
Listing 4.2: Generic components in adaptive harvester included in VHDL-AMS
4.1.1 VHDL-AMS Model of Fixed Harvester Components
VHDL-AMS was used to describe and model the dierent components of the xed har-
vester system at dierent levels of abstraction. The transducer or micro-generator that
converts the ambient vibration to an electrical signal has been described as a series
of analytical equations implemented in VHDL-AMS while the interface circuit has been
modeled based on basic electrical components dened in the library of VHDL-AMS stan-
dardised by the IEEE. More details of each component will be presented in the following
subsections.Chapter 4 VHDL-AMS Modelling of Kinetic Energy Harvester Components to Build
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4.1.1.1 Environmental Mechanical Vibration VHDL-AMS Model
The source of ambient vibration could be found in dierent aspect including natural
source such as common household goods (microwave oven, fans etc), industrial plant
equipments, moving structures (automobiles and aeroplanes) and other structures such
as building and bridge. The characteristics of the vibration (vibration levels, vibration
frequencies etc) are dierent and source dependant, for example, the frequency of hu-
man body movement is very low about 10 Hz or even less while vibrational frequency
from machinery source is above 30 Hz [20]. In practical plant vibration level is very
low at frequencies nearby the frequency of main electricity supply which power this
plant [20]. However, since vibration characteristics are highly dependant on the type of
source, a sinusoidal signal with small magnitude has been modelled by VHDL-AMS to
mimic machine-based application vibration source that excite an electromagnetic micro-
generator. VHDL-AMS code in Listing 4.3 shows the implementation of sinusoidal
vibration that used to excite the electromagnetic micro-generator (transducer).
1 library IEEE;
2 use IEEE. mechanical systems . all ;
3 use IEEE. math real . all ;
4 use work . EnergyHarvester . all ;
5 entity vibration is
6 port ( terminal vib : translational ) ;
7 end entity vibration ;
8 architecture ideal of vibration is
9 quantity p across F through vib to t r a n s l a t i o n a l r e f ;
10 constant omega : ANGULAR VELOCITY := 45.0MATH 2 PI ;    vibration frequency [ rad/s ]
11 constant Yam: DISPLACEMENT := 8.43 e  6;    amplitude of vibration [m]
12 begin
13 p == Yam sin (omeganow) ;
14 end architecture ideal ;
15
Listing 4.3: Generating sinusoidal vibration in VHDL-AMS to excite the
transducer
4.1.1.2 VHDL-AMS Model of Electromagnetic Transducer
To exploit vibration generated in section 4.1.1.1 and convert it to a usable electrical en-
ergy, a vibration-based transducer has been used. In vibration energy harvesters, there66
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are dierent mechanisms that can be utilised to extract electrical energy from vibration
or motion,i.e electrostatic, piezoelectric and electromagnetic micro-generator [12]. The
electromagnetic micro-generator has been exposed to extensive study in energy harvest-
ing research eld and proved its capability to deliver considerable amount of power.
However, it is one of the most complicated system among other micro-generator since
it contains subsystems from dierent domains (electrical, mechanical and magnetic).
As a result it has been used in this research to validate the concept of design optimi-
sation based optimum performance. An electromagnetic micro-generator uses Michael
Farady's principle which states that an electrical current will be induced in a coil when
the magnetic ux through a surface bounded by the conductor changes. In an electro-
magnetic micro-generator permanent magnets are used to generate magnetic ux and
a coil is used to carry the current. Vibrations cause the permanent magnets and the
coil to move with respect to each other. In the electromagnetic the permanent magnets
are used to generate magnetic ux and a coil is used to carry the current, when the
vibration start either the permanent magnets or the coil are moving with respect to the
other. This relative displacement inside the magnetic eld are causing the current to
ow in the coil. The design of this micro-generator uses four neodymium iron boron
(NdFeB) magnets bonded to the top and bottom surfaces of a cantilever beam and vi-
brated with the same frequency of ambient vibration, and a large coil xed at the free
end. The vibration causes a relative displacement, z(t), between the magnets and the
xed coil which will induce a current in the coil. The single resonant micro-generator
can be modelled using second-order, spring-mass system [156]
m z(t) + cp _ z(t) + ksz(t) + Fem =  m y(t) (4.1)
where m is the proof mass, z(t) is the relative displacement between the mass and the
base, cp is the parasitic damping factor, ks is the spring stiness, y(t) is the displacement
of the base and Fem is the electromagnetic force dened by equation 4.3, z(t) is the
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law this relative displacement will induce current in the coil. The amount of induced
voltage (vem) is changing with magnetic ux B, the number of turns of the coil N, the
coil length l and the relative displacement z(t), i.e.
vem =  NlB _ z(t) (4.2)
Hence, the electromagnetic force Fem included in dynamic equation 4.3 is:
Fem =  NlB  i(t) (4.3)
Where i(t) is the current through the coil. The electrical output voltage of the micro-
generator is:
v(t) = vem   Rc  i(t)   Lc  i(t) (4.4)
where Rc, Lc are the resistance and the inductance of the coil. Figure 4.4 shows block
representation of this VHDL-AMS model, the VHDL-AMS that implements the behavoir
of electromagnetic micro-generator is shown in Listing 4.4:
Figure 4.4: Block representation of transducer VHDL-AMS model
1 entity Transducer is
2 generic (Rout : real ;    radius of outer turn [m] added
3 diameter : real ;    wire diameter [m]
4 thickness : real    c o i l thickness [m]
5 ) ;
6 port(
7 terminal HOUSE : translational ;
8 terminal LOAD : e l e c t r i c a l ) ;
9 end entity Transducer ;
10
11 architecture Behaviour of Transducer is
12 quantity yt across HOUSE to t r a n s l a t i o n a l r e f ;
13 quantity zt : DISPLACEMENT;
14 quantity emv : VOLTAGE;
15 quantity vt across i t through LOAD to e l e c t r i c a l r e f ;
16 quantity Fem, abszt , Phi : real ;68
Chapter 4 VHDL-AMS Modelling of Kinetic Energy Harvester Components to Build
RSM Database
17 constant Rin : real := 0.5 e  3;    radius of inner turn [m]
18 constant Rw: real := Rout Rin ;   1.95 e 3 width of c o i l [m]
19 constant AveR: real := Rin+Rw/2.0;   1.475 e 3 average radius [m]
20 constant f i l l f : real := 0.457;    f i l l factor
21 constant length : real := 4.0 f i l l f  thickness (Rout2 Rin2)/diameter 2;
22 constant N: real := length /(2.0MATH PIAveR) ;
23 constant Rc :RESISTANCE := 4.0 copperlength /(MATH PIdiameter 2) ;
24 begin
25 abszt == abs( zt ) ;
26 mpzt 'DOT'DOT + Cpzt 'DOT + Kszt + Fem ==  mpyt 'DOT'DOT;
27 i f 0.0<=abszt and abszt<Rin use
28 Phi == ( sqrt (abs(Rout2 zt 2) ) + sqrt (abs(Rin2 zt 2) ) ) 2.0BN;
29 e l s i f Rin<=abszt and abszt <(Htm Rout) use
30 Phi == sqrt (abs(Rout2 zt 2) ) 2.0BN(Rout abszt )/Rw;
31 e l s i f (Htm Rout)<=abszt and abszt<Rout use
32 Phi == sqrt (abs(Rout2 zt 2) )BN(Rout abszt )/Rw +
33 ( sqrt (abs(Rout2 zt 2) ) sqrt (abs(Rout2 (Htm abszt ) 2) ) )BN(Rout 
Htm+abszt )/Rw;
34 e l s i f Rout<=abszt and abszt <(Htm Rin) use
35 Phi ==  sqrt (abs(Rout2 (Htm abszt ) 2) )BN(Rout Htm+abszt )/Rw;
36 e l s i f (Htm Rin)<=abszt and abszt<Htm use
37 Phi ==  (sqrt (abs(Rout2 (Htm abszt ) 2) ) + sqrt (abs(Rin2 (Htm abszt ) 2) ) )BN;
38 e l s i f Htm <=abszt and abszt <(Htm+Rin) use
39 Phi ==  (sqrt (abs(Rout2 (abszt Htm) 2) ) + sqrt (abs(Rin2 (abszt Htm) 2) ) )BN;
40 e l s i f (Htm+Rin)<=abszt and abszt <(Htm+Rout) use
41 Phi ==  sqrt (abs(Rout2 (abszt Htm) 2) )BN(Rout abszt+Htm)/Rw;
42 else
43 Phi == 0 . 0 ;
44 end use ;
45  Phizt 'DOT == emv;
46 emv == vt   Rc i t   Lc it 'DOT;
47 Fem == Phi i t ;
48   Pout ==  vt i t ;
49 end architecture Behaviour ;
Listing 4.4: Transducer VHDL-AMS implementation model
4.1.1.3 VHDL-AMS Model of Electrical Power Harvesting Circuit
Electrical power harvesting circuit forms key component or subsystem in vibration-
based energy harvesting systems. The main function of electrical power harvesting
circuit in kinetic energy harvester systems is to convert the AC electrical signal to
DC signal as well as to allow maximum power ow from harvesting device to storage
element. Consequently, it participates in maximising the eciency of kinetic energy
harvesting system in general. As discussed in section 2.4 the published techniques [133]
for power harvesting circuit ranges from simple passive electrical components to active
converter circuits with controller. For the case study presented in this research two type
of electrical interface circuit have been considered, namely, a voltage multiplier with
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gure 4.5) which uses cascade of diodes and capacitors thatChapter 4 VHDL-AMS Modelling of Kinetic Energy Harvester Components to Build
RSM Database 69
enable maximum ow from transducer to the storage element and the second type is
bridge rectiers. The conguration used here is 3-stage conguration or voltage tripler
[45], its operation can be described as follows: On the positive half-cycle, C1 charges to
peak voltage since D1 is forward bias in this case. During the next positive half-cycle, C3
charges to 2 peak voltage through D3, the voltage across C1 and C3. The VHDL-AMS
implementation of this 3-stage Dickson conguration is presented in Listing 4.5.
Figure 4.5: Tripler Dickson Interface circuit and its block representation of
VHDL-AMS model
1 entity CircuitTest is
2 generic (n1 : capacitance ;
3 n2 : capacitance ;
4 n3 : capacitance
5 ) ;
6 port ( terminal Vin , Vout : e l e c t r i c a l ) ;
7 end entity InterfaceCircuit ;
8 architecture behav of InterfaceCircuit is
9 component capacitor is
10 generic ( cap : capacitance ;    Capacitance [F]
11 v ic : real := real ' low ) ;
12 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
13 end component capacitor ;
14 component Diode is
15 generic ( i s s : real := 2.117 e 7;
16 n : real := 1.016;
17 cj0 : real := 1.114 e  11;
18 vj : real := 0.2013;
19 rs : real := 2.637;
20 tt : real := 0.0) ;
21 port ( terminal anode , cathode : e l e c t r i c a l ) ;
22 end component Diode ;
23 terminal A, B : e l e c t r i c a l ;
24 begin
25 C1: capacitor generic map ( cap= >n1) port map (p1= >e l e c t r i c a l r e f , p2= >A) ;
26 C2: capacitor generic map ( cap= >n2) port map (p1= >VIN, p2= >B) ;
27 C3: capacitor generic map ( cap= >n3) port map (p1= >e l e c t r i c a l r e f , p2= > VOUT) ;
28 D1: Diode port map ( anode= >VIN, cathode= >A) ;
29 D2: Diode port map ( anode= >A, cathode= >B) ;
30 D3: Diode port map ( anode= >B, cathode= > VOUT) ;
31 end architecture behav ;
32
Listing 4.5: Interface circuit 3-stages conguration VHDL-AMS implementation
model70
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Moreover, the other type of interface circuit used in this research is a bridge rectier
interface circuit as shown in gure 4.6, the VHDL-AMS model is shown in Listing 4.6.
Figure 4.6: Rectier Interface circuit and its block representation of VHDL-
AMS model
1 library IEEE;
2 use IEEE. math real . all ;
3 use IEEE. e le ct ri c al sy s te ms . all ;
4 use IEEE.FUNDAMENTAL CONSTANTS. all ;
5 library EDULIB;
6 use EDULIB. all ;
7 entity R e c t i f i e r I n t e r f a c e C i r c u i t is
8 port ( terminal VIN, VOUT : e l e c t r i c a l ) ;
9 end entity R e c t i f i e r I n t e r f a c e C i r c u i t ;
10 architecture behav of R e c t i f i e r I n t e r f a c e C i r c u i t is
11 component capacitor is
12 generic ( cap : capacitance ;    Capacitance [F]
13 v ic : real := real ' low ) ;    I n i t i a l voltage ( activated by
IF statement below )
14 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
15 end component capacitor ;
16 component Diode is
17 generic ( i s s : real := 2.117 e 7;
18 n : real := 1.015;
19 cj0 : real := 1.114 e  11;
20 vj : real := 0.2013;
21 rs : real := 2.637;
22 tt : real := 0.0) ;
23 port ( terminal anode , cathode : e l e c t r i c a l ) ;
24 end component Diode ;
25 component r e s i s t o r is
26 generic ( res : resistance ) ;    resistance (no i n i t i a l
value )
27 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
28 end component r e s i s t o r ;
29 component supercap is
30 generic (   cap : capacitance ;
31 v ic : real := real ' low ) ;
32 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
33 end component supercap ;
34 terminal A,B : e l e c t r i c a l ;
35 begin
36 D1: Diode port map ( anode= >A, cathode= >VIN) ;
37 D2: Diode port map ( anode= >A, cathode= >VIN) ;
38 D3: Diode port map ( anode= >VIN, cathode= > VOUT) ;           here we considered  Vi as
e l e c t r i c a l r e f
39 D4: Diode port map ( anode= >VIN, cathode= > VOUT) ;
40 R1: r e s i s t o r generic map ( res =>10.0e6 ) port map (p1= >VIN, p2= >A) ;
41 R2: r e s i s t o r generic map ( res =>10.0e6 ) port map (p1= >A, p2= >VIN) ;
42 C6: supercap port map (p1= > VOUT, p2= >e l e c t r i c a l r e f ) ;
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Listing 4.6: VHDL-AMS implementation model of interface circuit bridge
rectier based
4.1.1.4 Supercapacitor Model VHDL-AMS Model
One of the main component of energy harvesting system is the energy storage element
either a rechargeable battery or a supercapacitor, it accumulates the harvested energy
for the use by application or by any other component in the energy harvesting system
itself such as in the case of tuning component in adaptive or tunable harvester. However,
supercapacitors are attractive more than rechargeable batteries because of their higher
power density [149] than batteries as well as it charged and discharge more quickly.
Dierent attempts have been reported in the literature to capture the true behaviour
of supercapacitor, some of theses attempts succeeded in capturing short term (i.e.  <
10 second) but the most thorough attempt which considered longer term behaviour of
supercapacitor is carried out by Zubieta, L. et al. [159] since it capture both short term
behaviour of supercapacitor, medium term, and long term. This model suits the case in
energy harvesting application, since charge accumulation achieved in a longer term not
only in a short term. Figure 4.2 shows the capacitor proposed by Zubieta, L. et al. [159].
The VHDL-AMS model has been developed to model the supercapacitor behaviour is
shown in Listing 4.7.
1 entity supercap is
2 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
3 end entity supercap ;
4 architecture ideal of supercap is
5 terminal M, M1, M2, M3 : e l e c t r i c a l ;
6 component cap ini is
7 generic ( cap : capacitance ;
8 v ic : real := real ' low ) ;
9 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
10 end component cap ini ;
11 component VarCap is
12 generic ( capini : capacitance ;
13 v ic : real := real ' low ) ;
14 port (
15 terminal p1 , p2 : e l e c t r i c a l ) ;
16 end component VarCap ;
17 component capacitor is
18 generic ( cap : capacitance ;72
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19 v ic : real := real ' low ) ;
20 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
21 end component capacitor ;
22 component r e s i s t o r is
23 generic ( res : resistance ) ;
24 port ( terminal p1 , p2 : e l e c t r i c a l ) ;
25 end component r e s i s t o r ;
26 begin
27 R1: r e s i s t o r generic map ( res =>0.204) port map (p1= >p1 , p2= > M) ;
28 C1: cap ini generic map ( cap=>0.35, v ic =>2.81) port map (p1= > M, p2= >e l e c t r i c a l r e f ) ;
29 C2: VarCap generic map ( capini =>0.21, v ic =>2.81) port map (p1= > M, p2= >e l e c t r i c a l r e f ) ;
30 R3: r e s i s t o r generic map ( res =>84.0) port map (p1= >p1 , p2= >M1) ;
31 C3: cap ini generic map ( cap=>0.21, v ic =>2.81) port map (p1= >M1, p2= >e l e c t r i c a l r e f ) ;
32 R4: r e s i s t o r generic map ( res =>4375.0) port map (p1= >p1 , p2= >M2) ;
33 C4: cap ini generic map ( cap=>0.06, v ic =>2.81) port map (p1= >M2, p2= >e l e c t r i c a l r e f ) ;
34 R5: r e s i s t o r generic map ( res =>34375.0) port map (p1= >p1 , p2= >M3) ;
35 C5: cap ini generic map ( cap=>0.0167, v ic =>2.81) port map (p1= >M3, p2= >e l e c t r i c a l r e f ) ;
36 end architecture ideal ;
Listing 4.7: Supercapacitor VHDL-AMS implementation model
4.1.2 VHDL-AMS Model of Adaptive Harvester Components
The limitation in single or xed resonant harvester or harvesting device is that, it is
designed to work at a single frequency that match the ambient frequency. When the am-
bient frequency deviates from transducer resonant frequency the power harvested will be
degraded signicantly due to this mismatch. To overcome this limitation the researcher
in the eld of energy harvesting come up with adaptive or tunable harvester, which has
the capability to change its resonant frequency to match the change in environmental
vibrational frequency. However, introducing this type of harvester add complexity to the
system because of tuning mechanism added for adapting the resonant frequency of the
transducer, such added components are: accelerometer to read the ambient frequency
periodically, the microcontroller to decide upon changing the resonant frequency of the
transducer based on harvested power and accelerometer reading and a linear ( see g-
ure 4.3) stepper motor that is commanded by the microcontroller to move closer to the
transducer or away based on microcontroller command. Figure 4.7 [15] shows the forces
included in VHDL-AMS modeling of adaptive or tunable harvester, detailed description
of tunable harvester will be presented in chapter 7. Here just a brief description for some
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model will be presented. Since the tuning force aects the stiness of the cantilever,
ksnew, will be changed each time the tuning force changes (see equation 4.5) and the
generic dynamic equation can be represented shown in equation 4.7.
Ksnew = Ks  (1:0 + Fin=Fb); (4.5)
where Fin and Fb are: the tuning force and the axial load required to buckle the cantilever
beam respectively, refer to equation 7.7. and Ks is the stiness of the cantilever beam
and is dened by equation 4.6:
Ks = Y  Wb  (Thb  3)=4:0  (Lb  3); (4.6)
mp z(t) + Cp_ z(t) + Ksnew  z(t) + Fem + Fin  sin(zt=Lb) =  mp y(t); (4.7)
The rest of the tunable micro-generator is similar to the model described for single
resonant micro-generator, see section 4.1.1.2.
Figure 4.7: Forces included in tunable harvester and linear actuator
4.1.2.1 Microcontroller VHDL-AMS Model
As it can be seen from gure 4.3, that the microcontroller receives input (frequency
measurement) of ambient vibration from vibration sensor (accelerometer) and compare74
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it with frequency of harvested signal, and based on that it make the decision wether
to trigger the driving circuit of linear actuator to move the tuning magnet further or
closer to the transducer. Also, the microcontroller is powered from the supercapacitor.
The VHDL-AMS that implement the functionality of the microcontroller is presented
below. Listing 4.8 shows VHDL-AMS for digital implementation for microcontroller
functionality, gure 4.8 shows block representation of the model.
Figure 4.8: Block diagram representation of microcontroller VHDL-AMS
1 entity control is
2 port(
3 terminal Vc : e l e c t r i c a l ;
4 quantity Freq : in real ;
5 signal desiredPos : out bit vector (7 downto 0) :=( others=>'0') ;
6 signal checking : inout boolean:=FALSE;
7 signal SensorNode1 , SensorNode2 , SensorNode3 : out boolean :=FALSE
8 ) ;
9 end entity control ;
10 architecture Behaviour of control is
11 function adc ( x : real ) return bit vector is
12 variable result : bit vector (7 downto 0) ;
13 variable thresh : real :=256.0;
14 variable bit cnt : integer :=7;
15 variable Vtmp : real ;
16 begin
17 Vtmp:=x ;
18 for bit cnt in 7 downto 0 loop
19 thresh := thresh / 2 . 0 ;    Get value of MSB
20 i f Vtmp >= thresh then
21 result ( bit cnt ) := '1 ';     threshold i s the refrence voltage
22 Vtmp := Vtmp   thresh ;    thres 10000000
23 else
24 result ( bit cnt ) := '0 ';
25 end i f ;
26 end loop ;
27 return result ;
28 end function adc ;
29 signal clk , clk1 , clk2 , clk3 : boolean:=TRUE
30 quantity Vdd across Vc to e l e c t r i c a l r e f ;
31 begin
32 process ( clk )
33 begin
34 i f clk= TRUE then
35 clk<=FALSE after 160.0 sec ,TRUE after 320.0 sec ;    W D T for microcontroller
36 end i f ;
37 end process ;
38
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4.1.2.2 Linear Actuator VHDL-AMS Model
While the literature reported dierent attempts to increase the bandwidth of operating
frequency of the kinetic transducers (piezoelectric, electrostatic and electromagnetic),
the mechanical non-contact method introduced by Zhu, D. et al. [156] which applied to
electromagnetic transducer received more attention. The principle is based on applying
an axial tensile magnetic force to the cantilever beam of electromagnetic transducer
which nally could change the stiness (Kseff) of the cantilever beam. This is achieved
by moving the linear actuator that carry a permanent magnet (i.e. magnet2 in gure
4.7) closer to magnet1 in the same gure, which is attached to the free end of the
transducer, when the two tuning magnets (i.e. magnet1 and magnet2 in gure 4.7) get
closer or further from each other, the tuning force between them aects the cantilever
stiness which results in changing the resonant frequency of the device accordingly.
Each actuator step is equivalent to 20 m and this represented in VHDL-AMS as one
bit position, so the time taken to tune two dierent frequencies is dependant on how
many steps is needed to move the movable tuning magnet from its current position to
the desired or optimal one. Figure 4.9 shows block level representation of this setup.
More details will be on how the force between the two tuning magnets can change the
resonance of the transducer will be presented in section 7.4.1. The VHDL-AMS model
that mimic the operation of linear actuator (stepper motor) when it moves the movable
tuning magnet is presented below in Listing 4.9.
Figure 4.9: Block diagram representation of linear actuator VHDL-AMS model
1 entity Actuator is
2 port(
3 signal desiredPos : in bit vector (7 downto 0) :=( others=>'0') ;
4 quantity Ks : in STIFFNESS;
5 signal moving : out boolean:= f a l s e ;
6   quantity Mp : in MASS;
7 quantity Fout : out force :=0.3192
8 ) ;76
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9 end entity Actuator ;
10 architecture Behaviour of Actuator is
11 function dac (x : bit vector (7 downto 0) ) return real is
12 variable result : real :=0.0;
13 variable thresh : real :=256.0;     100000000=256=9 bits
14 variable bit cnt : integer :=7;
15 begin
16 for bit cnt in 7 downto 0 loop    Perform the conversions
17 thresh := thresh / 2 . 0 ;   10000000=128=8 bits
18 i f x( bit cnt ) = '1 ' then
19 result := result + thresh ;
20 end i f ;
21 end loop ;
22 return result ;
23 end function dac ;
24 signal clk : boolean:=FALSE;
25 signal settedPos : real :=0.0;
26 signal currentPos : real :=0.0;
27 signal tempF : real :=0.3192;
28 begin
29 process ( clk )
30 begin
31 i f clk=FALSE then
32 clk<= TRUE after 0.5 ms, FALSE after 1.0 ms;
33 end i f ;
34 end process ;
35 process ( clk )
36 begin
37 i f clk ' event and clk= TRUE then
38 settedPos<=dac ( desiredPos ) /256.0;    from the microcontroller I /Os
39 i f abs( currentPos settedPos )>motorStep then
40 moving<= TRUE;
41 i f settedPos>currentPos then
42 currentPos<=currentPos+motorSpeed ;   
instantanous position
43 else
44 currentPos<=currentPos motorSpeed ;
45 end i f ;
46 tempF<=(MpMATH 2 PIMATH 2 PI(64.0+ currentPos 32.0) (64.0+ currentPos
32.0) /Ks 1.0)Fb;
47 else
48 moving<=FALSE;
49 end i f ;
50 end i f ;
51 end process ;
52 Fout==tempF ;
53 end architecture Behaviour ;
54
Listing 4.9: Linear actuator model in VHDL-AMS
4.2 Concluding Remarks
This chapter covered the generic description of the crucial components that form the ba-
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the VHDL-AMS implementation models for these components, all component's VHDL-
AMS models are integrated together and simulated at specic design points (i.e. at D-
optimal) to build the database that used in regression analysis, to t a response surface
model. So this part is a crucial component in the proposed optimisation technique, af-
ter developing these hardware models, a MATLAB code is using the simulation results
of integrated VHDL-AMS model to generate response surface model and does further
processing such as statistical accuracy test and optimisation based on performance in-
dicators requirements.Chapter 5
D-Optimal for Ecient
VHDL-AMS Simulations of
Energy Harvester
The nature of kinetic energy harvesting system is multi-domains, its core structure
contains mechanical, magnetic and electrical components (digital and analogue). This
structure complicate the HDL simulation and consume prohibitive CPU time to make
one simulation, even with today's multi-physics simulation tools. On the other hand,
for optimisation purpose thousands of simulations are needed which cost CPU massive
time. In addition to that, due to the complex structure of vibration-based energy har-
vester, many parameters that may contribute to the system performance which require
thousand of simulations to account for this and simultaneously consider design trad-os
between these parameters. The contribution of this chapter is to minimise the number
of simulation runs required to be used by response surface model, and consequently,
reduces CPU time required by the VHDL-AMS simulations. Utilising design of experi-
ment (DoE) based on D-optimal algorithm, the design space of kinetic energy harvester
parameters can be sampled eciently with minimum design points that span the design
space eciently. Consequently, minimise the number of HDL simulations and enable
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optimal use of CPU time. The case study which will be used in this chapter to val-
idate the concept is a xed resonant harvester which contains three main component
(i.e. electromagnetic transducer, three stage Dickson conguration interface circuit and
supercapacitor).
As discussed in literature review chapter, that, the state-of-the-art in literature of
vibration-based energy harvesting system, researchers devoted little eorts to systematic
modeling and optimal design of energy harvester as a whole. This approach requires
specialised tools able to simulate the system modeled in multi-physic domains for perfor-
mance optimisation purpose. This type of approach (i.e performance optimisation based
on simulation of the model) is computationally very expensive and lead to prohibitive
CPU times [79]. The work presented in this chapter, propose a new approach to reduce
CPU time of VHDL-AMS simulation required for optimising the performance of kinetic
energy harvesting system. Its main feature is to use a statistical technique called DoE
with response surface modeling (RSM) [58], [22] and [24],to vastly reduce CPU times
and explore eciently design space for optimal performance with minimum simulation
runs. As it will be explained the proposed method takes advantage of the power of
VHDL-AMS in the modeling of multi-domain system and then it utilize the power of
RSM in computation and optimisation.
5.1 Response Surface Model
Response surface model can be constructed from a data set extracted from either phys-
ical experiments or computer experiments (simulations) [62]. The approximated model
will be constructed based on the experimental results, then this model is tested against
many statistical criteria (i.e. the coecient of determination R2, adjusted coecient of
determination R2
adj and the root mean square error RMSE) to prove its eectiveness and
accuracy in representing the output behavior in terms of design parameters. Applying
response surface methodology involves major steps. First, is to design a series of exper-
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simulations. To build a reliable model out of these experiments as well as exploring and
spanning design parameters space eectively, the chosen deign points are based on what
is called design of experiment (DoE). For the work in this research, the DoE chosen is
based on D-optimality criteria, for vital reasons that will be explained in section 3.1.1.
The second step in applying RSM is choosing a mathematical model that will be able to
represent the behavior of the model eectively and accurately, this step will be discussed
in section 3.2.1. Final major step in applying RSM technique is optimizing the model
built in step two for maximum performance of energy harvesters device, this can be
achieved without further experiments or simulations which will lead to optimized pa-
rameters for maximum performance with massive reduction in simulation time. Section
3.2.1 discussed the method of building mathematical model.
5.2 Kinetic Energy Harvester Model
A kinetic energy harvester system components are a micro-generator, an electrical power
conditioning circuit and a storage element either rechargeable battery or super-capacitor.
These components forming energy harvester system are from dierent domain (i.e me-
chanical, magnetic and electrical components). VHDL-AMS proved its ability to model
multi-domain system's characteristic eectively [54], so this multidisciplinary system be-
havior will be model in this hardware description language (VHDL-AMS). For the case
study presented in this chapter to validate the proposed method of energy harvester per-
formance optimization a practical electromagnetic micro-generator which harvest elec-
trical energy from the mechanical vibration exist in the environment [19] has been used.
More specically, the generator's design uses four neodymium iron boron (NdFeB) mag-
nets bonded to the top and bottom surfaces of a cantilever, and a large coil winding
incorporated at the end of the cantilever beam.This is a resonant generator which can
be modeled as a second-order spring-mass-damping system with base excitation which
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m z(t) + cp _ z(t) + ksz(t) + Fem =  m y(t) (5.1)
where m is the proof mass, z(t) is the relative displacement between the mass and the
base, cp is the parasitic damping factor, ks is the spring stiness, y(t) is the displacement
of the base and Fem is the electromagnetic force dened by the following equation:
Fem =   i(t) (5.2)
where  is the magnetic ux linkage and i(t) is the current through the coil. The
electrical output voltage of the micro generator is:
v(t) = vem   Rc  i(t)   Lc  i(t) (5.3)
where Rc, Lc are are the resistance and the inductance of the coil respectively, and vem
is the electromagnetic voltage generated in the coil given by:
vem =   _ z(t) (5.4)
such that  is the total magnetic ux linkage [102] of the N turn coil with eective
length l, and  could be calculated by:
 = NBl (5.5)
The coil parameters can be expressed in terms of the wire diameter d, inner radius (r),
outer radius (rout) and coil thickness (ct). For example, the coil length l can be expressed
in term of the following parameters:
l = 4  F  ct  (rout
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where F (the ratio of the volume of conductor to the volume of the coil) is the ll factor
and dened by,
F = Lw2=[4(rout
2   r2)ct] (5.7)
where Lw is the wire length.
The interface unit (voltage booster) between the micro-generator and the storage element
(super-capacitor) is a 3-stage Dickson's conguration circuit. This units (i.e voltage
booster circuit and super-capacitor) were modelled by VHDL-AMS on the circuit level
using standard electrical components. Figure 5.1 shows these components connected
together. The parameters which were subject to the proposed optimization process are
from micro-generator as well as electrical interface circuit (voltage booster). In more
details the parameters are coil thickness (ct), coil radius (rout) and wire diameter (d) from
micro-generator unit, and capacitors values C1, C2, C3 from 3-stage Dickson circuit.
Figure 5.1: Kinetic energy harvester system under optimization
5.3 Response Surface Database Generation
The developed VHDL-AMS model for the system shown in gure 5.1 has been simulated
64 times, each time with a dierent set of design parameters selected based on the
algorithm of D-optimal design criteria described in Listing 3.1. Each simulation point
and its corresponding output voltage is stored in a database which is used to build an
RSM model and subsequent optimisation. A sample data points used in the simulation
runs are shown in table 5.1. However, prior to constructing the database table, the
coded variable for each design parameter has been calculated according to equation 3.5.84 Chapter 5 D-Optimal for Ecient VHDL-AMS Simulations of Energy Harvester
The coecients of the representative RSM model 's terms (in equation 3.6) were then
Table 5.1: Samples of simulation runs at D-optimal points designed experiments
Runs ct (mm) rout(mm) d(mm) C1(F) C2 (F) C3 (F) Vout(mV )
1 1.3 2 25 150 100 100 845.8
2 1.3 2 25 150 47 100 845.1
3 1.3 2 12 100 47 150 225.6
: : : : : : : :
64 1.3 2 16 100 47 150 386.1
calculated by equating equation 3.11 to zero and solving for  using least square method
which satisfy the condition of minimum residual errors, i.e. the dierence between the
predicted value and actual value is minimized. The full RSM model equation which
maps the input design parameters space to the output response is:.
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,
Where 236.82 is the average value in equation 3.6 and X is column vector matrix that
contains design parameters, A is the gradient matrix, and H is a square matrix that
contains second order partial derivatives coecients and is known as the Hessian ma-
trix. The X is containing x1;x2;x3;x4;x5;x6 which are the coded variables of the design86 Chapter 5 D-Optimal for Ecient VHDL-AMS Simulations of Energy Harvester
parameters, namely, the coil thickness (ct), coil radius (rout), capacitor values (C1,C2,
C3) and wire diameter (d) respectively. This model was then assessed statistically for
accuracy and adequacy before using it in optimisation.
However, before using response surface model in equation 5.8 for further investigations
and optimisation, the model should be subjected to some statistical test, for validation,
accuracy, adequacy and reliability of the tted model. These results of statistical test
applied on model equation 5.8 will discussed in details in the following subsection.
5.3.1 Validation and Accuracy of the Fitted Model
Typically, any model is only an approximation for system's reality; thus whenever a
model is tted to data, then it must be checked critically against standard statistical
criteria, especially if this model will be used for further analysis or investigations [61].
Knowing that the response surface model is an approximation model and intended to be
used for further process such as optimization process, it should be examined rst against
statistical criteria to examine its validity and accuracy in representing the response
behavior. The statistical measurements which may be used to check the tted model
validity and assess the goodness of t include the coecient of determination (R2),
adjusted coecient of determination (R2
adj) which indicate the eect of independent
variables or design parameters on performance indicator, the ideal value of R2
adj is one,
the other indicator of good model tness is the root mean square error (RMSE); graphical
tool such as the plot of actual observations versus the tted observations may be used
as well in conjunction with previous statistical indices for model tness assessment and
validation.
Formally, the determination coecient (R2) is the ratio of the sum of the squares of
residuals explained by the tted model and the total sum of square around the mean,
so it is a gure that can give some information about the goodness of t of a model, the
closer value to unity of this index (i.e R2) the better of 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following equation:
R2 = 1  
SSerror
SStotal
(5.12)
where
SSerror =
n X
k=1
(yi   ^ yi)2 (5.13)
is the sum of square error from the regression model (residuals) and
SStotal =
n X
k=1
(yi   y)2 (5.14)
is the sum of square dierence around the mean, yi, ^ yi and y are the 'ith' actual value, the
tted 'ith' value and mean of actual values respectively. The other important statistical
index which give good indication about the goodness of t is adjusted R2 (R2
adj) which
measure the proportion of the variation in the response variable accounted for by the
exploratory variables (i.e design parameters) and is calculated by:
R2
adj = 1  
MSE
MST
(5.15)
where
MSE =
SSerror
n   p
(5.16)
is mean square error, and mean square total is
MST =
SStotal
n   1
(5.17)
where n for the number of simulation runs p is the number of the coecients in the
tted model. Both R2 and R2
adj range from 0 to unity, where unity represent perfect
t. Practically R2
adj has a close value to the R2; however, R2
adj is considered to be more
accurate measurement for model tness validation. In our case study, as shown in table
5.2 both indices (i.e R2 and R2
adj) are close to unity value, which could be considered as a
good indication of the tted model adequacy. The third important statistical assessment
gure is the root mean square error (RMSE) which indicate how close the observed data88 Chapter 5 D-Optimal for Ecient VHDL-AMS Simulations of Energy Harvester
points are to the model's predicted values [60], lower value of RMSE indicate better t
and better prediction to the measured response, The equation used to calculate RMSE
is:
RMSE =
sPn
k=1(yi   ^ yi)2
n   p
(5.18)
where yi, ^ yi are the 'ith' actual value, the tted 'ith' value respectively and n for the
number of simulation runs p is the number of the coecients in the tted model. How-
ever, just to clarify the indications of these statistical assessment indicators (i.e. R2,
R2
adj and RMSE) which assess the goodness of the tted model [116], the following brief
description is presented:
 R2 can take any value from 0 to 1, with a value of 1 indicating a greater proportion
of variance is accounted by the tted model, for example if R2=0.78 means that the
tted model can explain 78% of variation in data. However, one drawback of R2 is
that if the number of tted model coecients increase R2 will increase regardless
the improvement in model tness, which necessitate using R2
adj in conjunction with
R2 metric.
 R2
adj is dened as the proportion of variance explained by the tted model, it is
considered a better indicator compared to R2 and it can take any value less than
one, with a value closer to one is indicating a better t. However, it may have
negative value when the model contains terms that do not help in predicting the
response.
 RMSE is estimating the standard deviation of the random component in the data,
a closer value to zero indicating a model t that is more useful for prediction.
The values of these statistical assessment gures for the response tted model are shown
in table 5.2, the statistical dened ranges for the R2 and R2
adj are between unity and zero
[91] where one represents an ideal t, as the table 5.2 shows the tted response surface
model was accurate since the calculated R2 and R2
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highly tted model. In addition to that the RMSE is very small, which also indicates a
better t [7].
Table 5.2: Statistical Indices Used to Assess Model Fitness
Statistical Index Value Pass/Fail
R2 0.9988 Pass
R2
adj 0.9984 Pass
RMSE 1.7276 Pass
5.3.2 Response Surface Mathematical Model and Performance Opti-
misation
In general, the purpose of tting response surface model is that the designer would be
able to locate the optimum settings of the design parameters or at least to nd the
optimal design region (space) of these design parameters [60], based on optimization
objective, either maximization, minimization. On the other hand, as has been shown
in section 5.3.1 that the tted response surface model was accurate and reliable to rep-
resent energy harvester's output voltage in terms of design parameters; therefore, this
model can be used as an objective function during optimization process. The optimiza-
tion objective in the current case is to have maximum voltage across super-capacitor
element within the shortest time (i.e maximum charging rate). So the requirement is to
nd the optimal combination of design parameters (i.e.the coil thickness (ct), coil radius
(rout), capacitor values (C1,C2, C3) and wire diameter (d)) that maximize the response
surface model in equation 5.8 within the design space limit. Since the model relies on90 Chapter 5 D-Optimal for Ecient VHDL-AMS Simulations of Energy Harvester
second order multivariate polynomial the process of nding the maximum output re-
sponse is very fast. Moreover, optimization process could be carried out automatically
using a gradient based numerical search for the response model (or objective function)
as well as with the help of graphical of output (see for example gures (5.2 and 5.3))
response against design parameters that have dominant eects on the response on can
dene optimal region; the dominant design parameters can be seen from an interactive
graphical interface that plot each design parameter against the response under study
and the designer can interactively vary each design parameter and see response value
against each design point of that particular design parameter. However, for the work
in this chapter, Design Expert tool [59] has been used to help in optimization process.
In next chapter, all steps involved in implementing RSM optimization procedure such
generating D-optimal design points, regression analysis, statistical test for the model as
well as optimization process will be developed in MATLAB. The optimal design pa-
Figure 5.2: Overlay plot shows output voltage with respect to most dominant
design parameters (coil thickness and coil radius)
rameters settings archived using proposed method are tabulated in table 5.3. Moreover,
simulating VHDL-AMS electromagnetic energy harvester model using RSM optimised
design parameters give higher charging rate than a recent reported technique which used
genetic approach [80] to optimize the same harvester system, by a 22% as shown in gure
5.4. In addition to that, the proposed RSM technique turned out to be superior in termChapter 5 D-Optimal for Ecient VHDL-AMS Simulations of Energy Harvester 91
Figure 5.3: Output voltage plot Vs. two dominant design parameters
Table 5.3: Optimization results of response surface methodology for electro-
magnetic energy harvester system simulated at vibration frequency=45Hz and
amplitude=8.43m.
Micro-generator Parameters Power Conditioning Circuit Parameters
rout(mm)= 2:0 C1(F)=47
d (m)=25 C2(F)=100
ct(mm)=1.0 C3(F)=100
of minimizing the prohibitive CPU time normally encountered when simulating complex
system of dierent physical domain such as energy harvesting system.
5.4 Concluding Remarks
This chapter proposed a method to reduce number of simulations required to explore
design space eciently through using the DoE based on D-optimal algorithm to sample92 Chapter 5 D-Optimal for Ecient VHDL-AMS Simulations of Energy Harvester
Figure 5.4: Two dierent outputs of supercapacitor voltage show the improve-
ment gained in energy harvester's performance when using RSM over reported
genetic optimization
design space of vibration-based energy harvester. The advantage of using the D-optimal
sampling technique is spanning design space of vibration-based energy harvester pa-
rameters with minimum design points. These minimal design points have been used in
VHDL-AMS simulations to build a database for constructing response surface mathe-
matical model. This mathematical model is used to explore design parameters quickly.
Using this method reduces the CPU simulation time by 76% if compared with tradi-
tional exploration method, which uses thousands of HDL simulations, i.e. prohibitive
CPU time.Chapter 6
VHDL-AMS / MATLAB
Implementation
The standard approach used in simulating systems modeled in a variety of physical do-
mains, electrical (analogue and digital), magnetic, mechanical and thermal, is to use a
specialised integrated environment tools for optimisation purpose. However, the internal
solver of these tools is based on the Newton-Raphson iterative model [146], this approach
consumes a lot of simulator resources which cost CPU a lot of time to execute a single
simulation run, moreover, to simulate for design optimisation, a large number of simula-
tions is needed. As a result, this approach may be unsuitable approach when simulating
for the purpose of performance optimisation, especially, with a complex system such as
kinetic energy harvesting system, since it contains in its essential parts multi-domains
components.
The focus of this chapter is to incorporate VHDL-AMS and MATLAB to build a tool set
that could be used to explore design holistically, i.e. to consider all parts of the system
simultaneously.
In more specic, MATLAB is used to run algorithms related to sampling design space
and generating response surface transformed model, while VHDL-AMS is used to cap-
ture practical behaviour of vibration-based energy harvesting systems, gure 6.1 shows
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block representation for the steps used in chapter to build the tool. The case study used
in this chapter is a cantilevered-based electromagnetic harvester with xed resonant
frequency.
6.1 The Proposed Performance Optimisation Method
Figure 6.1: Major steps involved in using MATLAB and VHDL-AMS to imple-
ment RSM approach
All steps involved in the proposed response surface optimization method are shown in
Figure 6.2. First of all, the design parameters aect the response intended to be max-
imized are dened and their operating regions (design space) should be determined as
well. Table 6.1 shows design parameters subjected to optimization in this study and their
design ranges. After that, to be able to generate design points based on D-optimality
criterion, a candidate model with their coecients number (p) should be specied rst.
Then after generating the D-optimal design points using MATLAB, these points are
read by a small C++ code to generate corresponding components instantiations for en-
ergy harvester VHDL-AMS model, so that the simulation for each design can be carried
out (see gure 6.1). However, the simulation response for each run is stored with their
corresponding design parameters settings, so that MATLAB can use these data set for
regression analysis. The result of regression analysis is a model that supposed to be
able to represent the simulation response behavior in terms of the design parameters.
However, this model will be tested statistically to prove its eectiveness and accuracy in
mapping the input design parameters to the output response. If this model t well (i.e
describe the response behavior accurately), then this model will be used in optimizationChapter 6 VHDL-AMS / MATLAB Implementation 95
process to search design parameters' space for optimal settings that give highest perfor-
mance, otherwise, the representative model should be changed for better accuracy and
better representation for the response behavior.
Table 6.1: Design parameters subject to optimization
Design Parameters Ranges
C1 (F) [47,100,150]
C2 (F) [47,100,150]
C3 (F) [47,100,150]
ct (mm) 1.0-1.3
rout (mm) 2.0-2.45
d (m) [12, 16, 25]
6.2 Experimental Procedure
6.2.1 D-optimal Design Points and Simulations Results
Table 6.2 summarize all type of inputs should be available, prior using MATLAB code
for generation of D-optimal designed points, described in section 3.1.1. In more spe-
cic, candgen() function uses number of design parameters and the candidate model
as an input parameters to generate design points that include all potentially feasible
experimental design points as described in section 3.1.1. After dening candidate set
either cordexch or rowexh functions will be used to generate D-optimal points. These
functions choose an initial design points (design matrix (X)) out of candidate set, then96 Chapter 6 VHDL-AMS / MATLAB Implementation
Figure 6.2: Flow chart of steps involved in the proposed approach
based on other input parameters such as candidature model, it will use iterative search
algorithm to change the initial design points in order to increase the determinant of
information matrix (X
0
X), the number of iteration and comparison can be specied.
However, even though cordexch and rowexh produce an optimised D-optimal design
points set but they use dierent algorithm two maximise the determinant of design
matrix. For example cordexch maximise the determinant by by replacing one design
point each iteration, while rowexh maximise the determinant by replacing one completeChapter 6 VHDL-AMS / MATLAB Implementation 97
design row; the process in both cases continue until the determinant of design matrix
stop increasing. After generating these D-optimal designed points, a C++ program has
been developed to read these designed points from MATLAB and generate a components
instantiations for each D-optimal designed point, so that it will be incorporated in the
VHDL-AMS code for simultaneous runs of all design points.
Table 6.2: Summary of input parameters required by MATLAB functions to
generate D-optimal points
No.of Design Discrete Variable Candidature
Parameter(K) Parameters Parameters RS mode MATLAB functions
C1(F) ct(mm) full quadratic candgen()
K=6 C2(F) rout(mm) polynomial fcordexch(),rowexch()g
C3(F) d(um)
6.2.2 Regression Analysis and Construction of RSM
Now the simulation results for each D-optimal design points as explained in section
3.1.1 are available, and the next step is to t the predetermined model, i.e multivariate
quadratic polynomial including interactions eects (equation 3.6), to data (simulation
results) using least square method approach described in section 3.2.1. First of all,
all design parameters should be converted from their natural representation to their
coded format using equation 3.5, before any regression process. Then by passing these
coded D-optimal design points (independent parameters matrix) and their corresponding
response value with predened model (i.e multivariate quadratic polynomial), to some
built in functions in MATLAB such as regstats() and stepwisefit(), one can nd optimal
estimates for beta terms ('s) in equation 3.6, so that, the empirical response surface
model can be constructed, which will be able to represent the response behavior (i.e
the charging voltage waveform across the storage element of energy harvester system)
in terms of design parameters. So the tted model in terms of coded format of design98 Chapter 6 VHDL-AMS / MATLAB Implementation
parameters will take the following form:
Vout(x1;x2;x3;x4;x5;x6) = 352:4   387:07x1 + 58:53x2
 284:07x3 + 0:05x4 + 0:086x5   0:022x6   16:4x1x2
+87:2x1x3   0:03x1x4 + 0:004x1x5 + 0:055x1x6
 14:53x2x3 + 0:001x2x4   0:001x2x5   0:004x2x6
 0:013x3x4   0:045x3x5 + 0:054x3x6 + 0:0001x4x5
 0:0003x4x6   0:0002x5x6 + 91:71x2
1 + 0:4x2
2
+86:14x2
3 + 0:0002x2
4   0:0001x2
5   0:0002x2
6
(6.1)
Where 352.4 is the average value (0) in equation 3.6 and x1;x2;x3;x4;x5;x6 are the
design parameters in their coded format, namely, coil radius (rout), wire diameter (d), coil
thickness (ct) and capacitor values (C1, C2, C3) respectively. Using above tted model
the designer can clearly dened each design parameters eects on output response, as well
as the interactions eects between design parameters can be specied. For example, each
sub gure in 6.3, plots a single design parameter against output voltage across super-
capacitor while holding other design parameters constant. The gure shows clearly the
design parameters eecting energy harvesting performance, for example, it shows that
the wire diameter (x2) has the dominant eect on energy harvester system performance,
this is clear from the RSM tted model since its linear and squared coecients are
58.53, +0.4 respectively. The coil radius (x1) has a signicant eect as well, but less
than wire diameter as gure 6.3 shows and also the RSM tted model which has a
coecients for linear and squared term -387.07, +91.71 respectively, the magnitude of
the coecient look higher than wire diameter but it has dierent sign and this agree
with gure 6.3 indication as well as agree with practical measurements. This clarity
will give the designer clear insights into the relationships between design parameters
and output response, when optimizing harvester's performance. This is one of the mainChapter 6 VHDL-AMS / MATLAB Implementation 99
advantages of the proposed approach.
Figure 6.3: The eect of each design parameter on output voltage
6.2.3 Validation and Accuracy of the Fitted Model
All statistical criteria used to test the tted model are generated using MATLAB cod-
ing, these criteria include the coecient of determination (R2), adjusted coecient of
determination (R2
adj) which indicate the eect of independent variables or design param-
eters on performance indicator, the value of R2
adj is ranging from [1,0] with one is ideal,
another statistical criteria is the root mean square error (RMSE); these coecients and
their interpretation are described in section 5.3.1. However, another important indic-
tion for the goodness of t is a graphical plot of actual simulation responses or observed
output versus the values predicted by the tted model, a linear relation between the two
indicates good model tness; gure 6.4 shows excellent tness accuracy. So the result
of statistical assessments in table 6.3 and the graphical plot in gure 6.4 give the total100 Chapter 6 VHDL-AMS / MATLAB Implementation
condence to use this model for further analysis in regard to energy harvester system
performance optimization.
Table 6.3: Statistical Indices Used to Assess Model Fitness
Statistical
Index
Value Pass/Fail
R2 0.998 Pass
R2
adj 0.997 Pass
RMSE 1.7276 Pass
Figure 6.4: VHDL-AMS simulation responses and the predicted responses by
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6.3 RSM and Energy Harvester Performance Optimiza-
tion
In general, the purpose of response surface model is to nd optimal parameter settings
that achieve maximum performance as well as to give the designer a clear picture of de-
sign parameters eects on the response under optimisation process.On the other hand,
as has been shown in section 5.3.1 that the tted response surface model was accurate
and reliable to represent energy harvester's output voltage in terms of design param-
eters; therefore, this model can be used as an objective function during optimization
process. The optimization objective in the current work is to have 2.6 volt across super-
capacitor element within the shortest time (i.e maximum charging rate). However, by
inspecting the tted response surface model, it can be seen clearly that, there are some
interaction terms which have a magnitude of a very small coecients, which means
that these terms have almost negligible eects of the response behavior. As a result,
one can optimize the tted response model of electromagnetic energy harvester system
without using these terms. The optimization purpose will be maximizing the objective
function Vout(x1;x2;x3;x4;x5;x6) or Vout(X) where X2 Rk ; is the vector of k input
design parameters. Vout is a simulation response, specically, the output voltage across
super-capacitor at the specic values of x1;x2;x3;x4;x5;x6. This means:
Maximize Vout(X) or Minimize - Vout(X)
subject to l  (X)  u
Where l and u are lower and upper bounds (ranges) of design parameters as dened in
table 6.1.
By dening the function intended to be optimized (i.e the tted response surface model)
in separate m-le, and dening each design parameter ranges; then, the built in optimiza-
tion function in MATLAB can be used to nd the optimal design parameters combina-
tions which attempt to maximize the simulation response (output voltage across energy
harvester storage element). Two dierent optimization functions have been used to max-
imize the tted response surface function, namely, fmincon() and simulannealbnd().102 Chapter 6 VHDL-AMS / MATLAB Implementation
These two functions use dierent algorithm to optimize response surface function. How-
ever, since fmincon() attempts to nd the combinations of design parameters that min-
imize the response surface function (RSM), in order to maximize instead of minimize,
then a negative sign (-) should be inserted in front of response surface function before
using it with fmincon() so that the result of optimization will be maximization instead
of minimization. Moreover, the internal algorithm used by fmincon() function for opti-
mization is called Sequential Quadratic Programming (SQP), which basically, it models
the objective problem at a initial approximate solution, by a quadratic programming
subfunction and then it uses the solution of this subproblem or function to construct a
better approximation [23], it is an iterative approach which may lead to local optimum,
however, to avoid this problem (i.e. local optimum), many dierent initial design points
have been tested.
On the other hand, for validation purpose only, another optimization function used to
maximize the response surface function is simulannealbnd(), which uses simulated an-
nealing approach. Simulated annealing optimization algorithm nds a global optimum,
it accept all downhill improvement and some times it also permits uphill moves under
the control of certain probability acceptance criteria that diminish nally to zero [112],
this will prevent the trap of local optimum. Table 6.4 shows the result of applying two
dierent optimization on the dened objective function, i.e. the response surface func-
tion built using regression analysis.
As it can be seen from the table 6.4 above that the optimization result using SQP and
simulated annealing give the same values with respect to design parameters that have
dominant eects on energy harvester's performance, namely, design parameters asso-
ciated with the micro-generator only (rout;d;thickness), while it diers slightly with
capacitor values, but, from gure 6.3 and the analysis of response surface tted model
discussed in section 6.2.2, it is clear that the capacitors values have tiny eects on the
performance of energy harvester system. Therefore, we can say that the two dierent
optimization algorithms (i.e simulated annealing and SQP) give the same combinations
of design parameters that give maximum performance for the energy harvester systemChapter 6 VHDL-AMS / MATLAB Implementation 103
Table 6.4: Optimization results of response surface function using two dierent
algorithm
Design Variable Real Design Sequential Quadratic Simulated
(coded form) Parameter Programming (SQP) Annealing
x1 rout(mm) 2.0 2.0
x2 d (m) 25 25
x3 ct(mm) 1.0 1.0
x4 C1(F) 150 150
x5 C2(F) 150 47
x6 C3(F) 47 47
under study. Figure 6.5 shows a plot of output voltage across super-capacitor of energy
harvester system described in section 5.2, these wave form produced by using dierent
design parameters combinations which found using dierent optimization approach, i.e.
RSM optimization and genetic optimization. The combinations of design parameters
which lead to higher charging rate is the one found by using the proposed optimization
technique (i.e. RSM) which use SQP and simulated annealing to optimize the objective
function or response surface tted model. For example, the gure shows that proposed
optimization approach was capable to search design parameters' space more eectively
than the genetic algorithm approach. More precisely, the design parameters found using
RSM approach was able to charge super-capacitor to two (2V) in 1230 seconds while the
design settings found by genetic algorithm charged super-capacitor to two (2V) in 1500
seconds. However, the main advantage of using the proposed approach in optimizing
energy harvester system's performance, is the huge reduction in CPU time (simulation104 Chapter 6 VHDL-AMS / MATLAB Implementation
Figure 6.5: Two dierent output wave form across super-capacitor prove the
improvement in energy harvester's performance achieved by using RSM over
reported genetic optimization
time), in more details, the whole process of using the RSM method for optimization
purpose took only 6 hour and 20 minutes (this time include HDL model simulations
and MATLAB computations), and this is a massive reduction in CPU time,if com-
pared with recent reported techniques used for the same purpose (i.e. optimizing energy
harvester system for best performance) found in the literature, for example, using ge-
netic algorithm took 26 hours [80]; this prohibitive time consumption is because energy
harvester system is a complex system which contains parts from dierent domain (i.e
mechanical, magnetics, electrical either digital or analogue) which use a lot of simulator
resources which nally lead to this expensive CPU time. The power of the proposed
approach is that it minimize the use of complex HDL model accept for very ecient
design points chosen by using D-optimal criteria which span parameters design space
with minimum design points. Then using these educated choices of design points in
HDL model. To summarize, three main advantages gained by using RSM method op-
timization, namely, the proposed method give the designer clear and deep insight into
the relationships between design parameters and the investigated response (simulationChapter 6 VHDL-AMS / MATLAB Implementation 105
response), the second obvious advantage of RSM better and eective search for design
parameters combinations that give optimal response (i.e. output voltage) and the -
nal and the most important benet, is that it reduces the prohibitive CPU time which
usually encountered when simulating multi-domain system. Table 6.5 summarizes some
gained benets, in numbers, of using the proposed RSM method by comparing it with
some reported technique found in the literature.
Table 6.5: Statistical gure shows the benets in number gained by using RSM
RSM Genetic % Improvement
optimization optimization achieved
Optimal design
achieve a charging 1.5 1.25 20%
rate for the supercapacitor
CPU time used by
simulator to nd 6.20 (hour) 26.0 (hour) 403%
optimal performance
6.4 Conclusion
The work in this chapter integrates two powereful languages, i.e. VHDL-AMS and
MATLAB, to build a fast design exploration tool set. The implementation of this set
used MATLAB for sampling design space and costructing response surface mathemati-
cal model, and SystemVision multi-discipline environment has been used to implement
VHDL-AMS modeling of vibration-based energy harvesting system. This method en-
abled ecient and a quick search through the design parameters space. Using the case
of xed kinetic harvester to validate the concept, an increase in performance by 20%
has been reported comparing with classical approach, namely, optimising using genetic
algorithm through multiple VHDL-AMS simulations.Chapter 7
Fast RSM-based Optimisation of
Adaptive Kinetic Energy
Harvesting Micro-generator
Powered a Wireless Sensor Nodes
7.1 Introduction
This chapter introduces a new concept to optimise the performance of a tunable kinetic
energy harvesting micro-generator system in a wireless sensor node (see gure 7.1), af-
ter that, the optimised tunable micro-generator will be used to power sensor node and
then a power consumption model will be implemented. The technique used was based
on meta-modelling technique by replacing the VHDL-AMS model using a mathematical
model for the purpose of fast optimisation. More specically, the response surface model
(RSM) is built from a minimum number of simulation runs for the VHDL-AMS model
of tunable kinetic micro-generator system. The multi-domains nature of kinetic tun-
able micro-generator system imposes costly computations eorts and CPU time when
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simulating the system to nd optimal performance. This work exploits the simplicity
and accuracy of RSM to replace the VHDL-AMS model in optimisation computation.
The approach was adapted to a practical tunable electromagnetic energy harvesting sys-
tem and turned out to be fast in optimisation process. If a robust optimisation such
as simulated annealing used through VHDL-AMS simulation, this will cost huge CPU
time which may take days to achieve robust optimisation. But, our approach requires
a small number of HDL simulations, if compared to thousands of simulations required
by classical approaches, this leads to a huge reduction in CPU time. More specically,
our case study accomplished reduction in CPU time by 2 orders of magnitude. This
Figure 7.1: Key components of the tunable harvester powered sensor node used
in the case study of this chapter [69].
chapter is organised as follows: section 7.3 describes the general frame of work for the
proposed strategy to optimise the electromagnetic energy harvesting micro-generator in
a wireless sensor node. Section 7.4 describes system intended to be optimised, followed
by the implementation of the proposed RSM approach applied on a tunable harvester,
which include generating RSM, test RSM accuracy and nding optimal performance.
Finally conclusion and the possibility of further work is discussed.Chapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
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7.2 RSM and Simulated Annealing To Optimise Tunable
Energy Harvesting Transducer
The universal existence of vibration may be exploited and converted to usable electrical
energy that can power wireless sensors, invited large attention of researchers to develop
ecient harvesting devices that are miniaturised with high eciency in performance.
The technique that utilises vibration and convert it to a usable electrical power is based
on the resonance phenomena, which means that the micro-generator device which con-
verts this mechanical vibration into electrical energy that can power wireless sensor node,
should work at the ambient vibration frequency. Otherwise, the harvested power of mi-
crogenerator will decrease signicantly, because the micro-generator is designed to work
at its resonant frequency. This means if frequency of the ambient vibration changes,
the generated power will be signicantly dropped. This drawback (i.e working at single
frequency), encourages researchers to develop a broadband [78], [156] micro-generator
that work at dierent frequencies without noticeable degradation in output power of
the micro-generator. However, this leads to a more complex system that requires tun-
ing mechanism [156], [4] which result in a system that is not easy to be optimised in
convectional approach as well as costs the CPU a huge amount of time to search for op-
timal design parameters. Here, where one can utilise mathematical and approximation
modelling such as response surface model and Kriging model [99], [144] to approximate
the multiphysics system behaviour. Nevertheless, Kriging modeling is popular and used
polynomial based model to predict the value of unknown using stochastic process, it
models complex function at the expense of computation time [65], while the RSM proved
to be less expensive and more ecient [5], [67]. As a result, we decide to use the RSM
model as a surrogate model that can be used to map design parameters of the tunable
micro-generator harvesting system to the response under study (i.e. the performance of
harvesting microgenerator system). The focus on the micro-generator optimisation in
a complex application which includes three tuning scenarios, power conditioning, stor-
age element and wireless sensor node. The main contribution is to demonstrate that110
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the DoE-based RSM technique can accomplish the optimisation of a complex harvester
system with maximum reduction in CPU time, more specic by at least 2 order of mag-
nitude. For example, our case study cost CPU only 11 hours and 37 minutes to nd
optimal performance, that achieve optimal performance, while if the same case study
optimised using traditional approach it needs about 1698 hours of CPU time.
In this chapter, the design points for VHDL-AMS simulations have been selected based
on the D-optimal design algorithm, the selection based on this techniques provide excel-
lent span for the design space with minimum number of design points. The VHDL-AMS
modelling language has been developed to capture the practical behaviour of the tun-
able micro-generator system and then simulated at the D-optimal selected design points.
The VHDL-AMS simulation response to these designed points used to build an accurate
mathematical model that was easily optimised using MATLAB optimisation built in
functions. The optimisation algorithm has found best combination of design parameters
that lead to optimal micro-generator's performance. This approach was able to optimise
this complex system with minimum computation eorts and minimum CPU time.
7.3 Framework of Proposed Optimisation Strategy
For accurate optimisation of an autonomous broadband tunable energy micro-generator
system (see section 7.4), the interactions between parameters from dierent domains (i.e.
mechanical, electrical and magnetics) were considered. To optimise this autonomous sys-
tem using the proposed optimisation method, all design parameters from these dierent
domains that may contribute to the magnitude of the generated power should be identi-
ed with their approximate working range. Based on these design ranges, the D-optimal
DoE algorithm was used to select an ecient and controlled simulation points from a
larger set, a set that contains all feasible and possible combinations from design param-
eters' space. Using n simulation responses for the VHDL-AMS of the tunable energy
harvester model at the D-optimal designed points, the coecients (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model can be determined. The number of simulation runs n, in case of D-optimal de-
sign, can be determined using equation 3.2.
These simulation points was fed to the VHDL-AMS characteristic model of the broad-
band tunable harvester system. The simulation results would be stored in a database,
which then used by MATLAB for regression analysis, build the tted RSM and test the
adequacy and accuracy of this model. If statistical assessments proved the adequacy
and accuracy of the tted RSM, then the objective function was dened based on based
on optimal performance and then optimised via simulated annealing algorithm to nd
optimal set for desired performance. Figure 3.3 shows the ow and sequential steps
involved in this optimisation approach.
7.4 System Description
The components of a typical tunable kinetic energy harvester system are a micro-
generator or transducer which converts ambient kinetic energy to electrical energy, an
electrical power conditioning circuit which recties the AC generated power and enable
ecient energy transfer to be accumulated in a supercapacitor. For autonomous work
the supercapacitor provides the power to the application node (in this work is wireless
sensor node) as well as it provides the power to tuning components (i.e. accelerometer,
microcontroller, actuator). The microgenerator reads the output of the comparator sig-
nal and use its internal timer to generate a square wave that help in deciding on the
frequency of the harvester output signal. Then, the microcontroller periodically reads
the output of the accelerometer to compare it with the micro-generator harvested sig-
nal frequency, to check for any mismatch between the ambient frequency and harvested
signal frequency, and based on that it controls the actuator to move the tuning mag-
net to the desired position or it takes no action if no change discovered in the ambient
frequency. Beside powering tuning components, the supercapacitor powers the compo-
nents of wireless sensor node which consist of microcontroller, temperature sensor and
RF transceiver. In the following sections more details on the components of autonomous112
Chapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
Micro-generator Powered a Wireless Sensor Nodes
tunable harvester will be presented with wireless sensor node as load. However, since our
focus is to optimise the performance of the micro-generator in a wireless sensor node, it
will be presented in more details than other components of the harvester system. Figure
7.2 illustrates the tunable micro-generator model connected to the wireless sensor node.
The 4.7 F is used to remove small ripples in the output signal of the comparator to
avoid triggering the internal timer falsely, while a 10 M
 resistors connected between
each of harvester terminals and ground to have a common ground with the comparator
[14].
Figure 7.2: System diagram detailed the connections of the wireless sensor node
powered by adaptive (tunable) energy harvester
7.4.1 Electromagnetic Tunable Micro-generator
We applied our optimisation approach on a practical electromagnetic tunable micro-
generator presented by Zhu, D. et al. [156]. This micro-generator and its tuning tool
is shown in Fig. 7.3. The design of this micro-generator used four neodymium iron
boron (NdFeB) magnets bonded to the top and bottom surfaces of a cantilever beam
and vibrated with the same frequency of ambient vibration, and a large coil xed at
the free end. The vibration causes a relative displacement, z(t), between the magnets
and the xed coil which will induce a current in the coil. Moreover, for tuning purpose
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force to change the stiness features of the cantilever beam which produced a change
in the micro-generator's resonant frequency. The axial tensile force was controlled by a
nearby tuning magnet (i.e.magnet2 in Fig. 7.3), which was attached to a linear actuator
powered by the supercapacitor and controlled by microcontroller. For the purpose of
showing the design parameters that may be considered in the optimisation process, some
dynamic and characteristic equations will be presented in brief. This micro-generator
can be modelled using second-order, spring-mass system [156]
m z(t) + cp _ z(t) + kseffz(t) + Fem + Ftz =  m y(t) (7.1)
Figure 7.3: Diagram represents the tunable micro-generater connected to tuning
components.
where m is the proof mass, cp is the damping coecient, kseff is the spring stiness
constant, y(t) is the displacement of the base exciting the micro-generator, Ftz is the
z component of the magnetic force caused by the two tuning magnets (i.e. magnet1
and magnet2 in Fig.7.3), z(t) is the relative displacement between the power magnets
and the coil, according to Faraday's law this relative displacement will induce current
in the coil. The amount of induced voltage (vem) is changing with magnetic ux B, the
number of turns of the coil N, the coil length l and the relative displacement z(t), i.e.
vem =  NlB _ z(t) (7.2)114
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Hence, the electromagnetic force Fem included in dynamic equation 7.1 is
Fem =  NlB  i(t) (7.3)
Where i(t) is the current through the coil. The electrical output voltage of the micro-
generator is
v(t) = vem   Rc  i(t)   Lc  i(t) (7.4)
where Rc, Lc are the resistance and the inductance of the coil respectively. The z
component of the tuning force is
Ftz = Ft
z(t)
Lb
(7.5)
where Lb is the length of the cantilever beam. For micro-generator based cantilever the
resonant can be calculated as
fr = 1=2
p
ks=m (7.6)
Where, ks is the cantilever beam stiness and m is the proof mass (i.e. power magnets
in our case). To tune the micro-generator at dierent frequencies to match the ambient
frequency and then generate maximum power; the cantilever beam has to change its
stiness. This could be achieved by applying axial load via tuning magnets (see gure
7.3). The relation between axial load and the new resonance could be approximated by
the following equation [156]:
f0
r=fr =
r
1 +
Ft
Fb
(7.7)
Where f0
r=fr is the ratio of new resonant to old resonant, Ft is the tuning force, Fb is
the axial force required to buckle the cantilever beam, [156] presented more details on
the calculations of Ft and Fb. By manipulating equations 7.6 an 7.7 we can calculate
the new cantilever stiness in terms of tuning force Ft and buckling force Fb, i.e.
ks = kseff(1 +
Ft
Fb
) (7.8)
Where, ks is the current beam sti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spring stiness depends on the geometry of the cantilever beam as well as the material
stiness (Young's modulus) of the beam, the formula relating these together [83] is
ks =
Y WbT3
b
4L3
b
(7.9)
Where, Y is cantilever material Young's modulus, Wb, Tb, Lb, is cantilever beam width,
thickness, and length respectively. Looking carefully at above equations especially equa-
tion 7.2, 7.8 and 7.9, one can deduce the importance of choosing optimal beam dimen-
sions upon generated energy of micro-generator. For this reason, we decide to include
cantilever beam dimensions as design parameters that need to be optimised. On the
other hand, and based on Faraday's law of induction and equations 7.2, the induced
voltage in the coil is signicantly aected by the number of coil turns (N) and the mag-
netic ux gradient through a coil placed in magnetic eld B. The number of coil turns
can be calculated using the following formula
N =
4Fc:(Ro   Ri):Cthick
:dcoil
(7.10)
where Fc is ll factor of the coil, Ro, Ri and tcoil are the outer radius, inner radius,
and the thickness of the coil, respectively. dcoil is the wire diameter. This necessitate to
include coil parameters in optimisation process for nding optimal power within available
constraints such as micro-generator dimensions. Equations 7.2 and 7.4 indicates that,
increasing the strength of magnetic eld will increase the generated power. So a small
air gap between power magnets is desired for larger magnetic ux but that leads to
a reduction in the coil thickness, this design tradeo between the coil thickness and
the air gap, suggest strongly to consider these two factors in the optimisation process.
Figure 7.4 illustrates the power magnets and the coil arrangement in the harvesting
micro-generator.116
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Figure 7.4: Figure (a) shows inner and outer coil, gure (b) shows power mag-
nets (P.M1, P.M2, P.M3, P.M4) and coil arrangement in micro-generator.
7.4.2 Integrated VHDL-AMS Model of Autonomous Tunable Har-
vester
All system components (see gures 7.2 and 7.3) required to implement the autonomous
operation of wireless sensor node powered by a tunable electromagnetic micro-generator
have been modeled as a single model using accurate hardware description language,
i.e. VHDL-AMS, which proved its capability and accuracy in capturing the practical
behaviour of multiphysics systems (such as the tunable energy harvester) as reported
in the literature [26]. The system's major components have been modeled at dierent
level of abstractions. For example, the micro-generator was modelled based on dynamic
and characteristic equations that describe the output power in terms of micro-generator
physical dimensions and the features of ambient vibration. Likewise, among dierent
topologies found in the literature [133], [132] of energy harvesting electrical power con-
ditioning circuits, the bridge rectier shown in gure 7.2 has been selected due to its
eciency and has been modeled based on basic electrical components levels. In addition,
the digital process required to implement the tuning mechanism which involves reading
ambient frequency from accelerometer and based on that it actuates the stepper motor
to move the movable tuning magnet (i.e. magnet2 in gure 7.3) to the desired posi-
tion, so that the micro-generator will change its resonant frequency to match ambientChapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
Micro-generator Powered a Wireless Sensor Nodes 117
frequency. Finally, as shown in gure 7.2, the supercapacitor (i.e. 0.55F) was modelled
using basic electrical component level according to accurate model structure [159] that
can model the practical behaviour of the supercapacitor, table 7.1 presents parameter's
values that have been used in the VHDL-AMS model.
Where v in the equation of calculating the value of the voltage dependant capacitor Civ,
Table 7.1: Parameters values used in supercapacitor model
Parameter Value Parameter Value
Ci 350 mF Ri 0.204

Civ 0:35 + v  0:21 (F=V )
Cd 210 mF Rd 84.0

Cl 60.0 mF Rl 4375

Cl1 16.7 mF Rl1 34375

is the voltage across the parallel capacitance Ci. The purpose of (Ri, Ci, Civ), (Cd, Rd)
and (Cl, Rl, Cl1, Rl1) is to model the immediate, delayed and long term behaviour [159]
respectively of the supercapacitor when charged by electromagnetic energy harvesting
micro-generator.
The dierent modes of wireless sensor node operations and the dierent scenarios of
tuning mechanism has been represented by equivalent load resistance (Req), such that
Req = V dd=is(t) (7.11)
Where V dd and is(t) are the instantaneous voltage and consumed current respectively,
as shown in gure 4.2.118
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Req =
8
> > > > <
> > > > :
186
 when wireless sensor node transmits
5:6M
 when no activities
33
 when microcontroller wakes up
16:7
 when tuning actuator moves
7.5 Design Parameters Analysis Using Splines
Before optimising the design parameters, it is very important to analyse inuences of
design parameters on the performance metrics, so we make sure that we include in our
optimisation algorithm the right design parameters that have signicant contribution
to the performance of energy harvester. In this analysis we utilized the power of spline
functions, specically cubic spline interpolation, to accurately t the simulation response
under a study to the corresponding design parameter. Thus we had rough indication of
the amount of inuence for each design variable.
Spline functions (splines) are now well known in diverse domains such as interpolation,
data smoothing, computer aided design, numerical solution [39]. Splines interpolation
has some advantage over classical polynomial interpolation in that it divides the data
into subintervals and trying to t a polynomial with suitable degree to these subintervals
which ease and precise the tting process. These points or subintervals which are part
of a larger interval (i.e. design parameter's space) are both derivable and continuable
at each subinterval breaks (knots) over the whole range. For example, a cubic spline
was constructed by tting a cubic polynomial with coecients (aj;bj;cj;dj) to each
subinterval [xj 1;xj] that passes via the nodes (xj)
Sj = aj + bj(x   xj) + cj(x   xj)2 + dj(x   xj)3 (7.12)
where:
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Sj = Sj+1(xj) (7.14)
_ Sj = _ Sj+1(xj) (7.15)
 Sj =  Sj+1(xj) (7.16)
To analyse and study the eects of design parameters on the performance metrics under
investigation (i.e. supercapacitor voltage), a cubic spline was tted between each design
parameter and performance under study (see sub-gures in Fig. 7.5 and Fig. 7.6). The
tting technique is done using MATLAB spline toolbox.
The focus of optimisation in this chapter will be based on nding optimal design
(a) Air Gap Vs. Vsupercap. (b) Beam length Vs. Vsupercap.
(c) Beam width Vs. Vsupercap. (d) Beam thickness Vs. Vsupercap.
Figure 7.5: Design parameters (beam dimensions and air gap) and their ap-
proximate eects tted using cubic splines with their error in tness
parameters from the micro-generator that aect the performance metric which will be the
a mount of voltage in supercapacitor. Refereing to section 7.5.1, the design parameters120
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are beam dimensions, coil dimensions, air gap between power magnets. These design
parameters will be analysed against the supercapacitor voltage, to indicate each design
parameter eect on this performance indication. Figures 7.5 and 7.6 shows tted cubic
spline interpolation based on data extracted from VHDL-AMS simulation responses to
the sampled designed points generated by the D-optimal DoE algorithm, and error in
spline tness is shown as well. These gures indicate the importance of including these
design parameters in optimisation process of the tunable micro-generator that powers a
wireless sensor node.
7.5.1 Optimise Damping Factor Using Proposed Method
Consistent analysis in literature of vibration-based micro-generator [4], [135], showed
that the optimal condition for maximum power delivered to electrical domain was achiev-
able with minimal mechanical damping value, m, as shown in the following equation:
Pmax =
m:a2
v
16:!r:m
(7.17)
where m is the proof of mass, wr is the resonant frequency, av is the acceleration level
and Pmax maximum power delivered to the electrical domain. Thus, in order to minimise
the eect of mechanical damping, we should optimise design parameters that contribute
to the amount of damping, equation 7.18 shows these parameters which are:
 =
cp
2
p
mkseff
(7.18)
where cp is parasitic damping, m is the proof of mass and kseff is beam stiness. Since
beam stiness is controlled by beam dimensions as shown in equation 7.9. Figure 7.6
indicates the contribution of damping factor to the average power generated by tunable
vibration harvester, and by utilising the fact that the RSM method can be used to
optimise multiple responses simultaneously, it is a good idea to analyse and optimise the
damping factor rst before optimising the whole system performance. The D-optimalChapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
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(a) Coil radius Vs. Vsupercap. (b) Wire diameter Vs. Vsupercap.
(c) Coil thickness Vs. Vsupercap. (d) Damping factor Vs. Vsupercap.
Figure 7.6: Design parameters (coil dimensions and damping factor) and their
approximate eects using cubic splines with their error of tness
design points have been generated and then simulated by the VHDL-AMS model of
tunable harvester. Using MATLAB, the RSM was built which expressed damping factor
m in terms of relevant input parameters. According to the literature of vibration energy
harvester system, the quantity that aect damping coecient are proof of mass m (but
it has been kept constant for the work in this chapter) and the spring or cantilever
beam stiness, which is controlled by beam dimensions (see equation 7.9). The response
surface model has been assessed statistically to validate the goodness of t, so that we
can use this model to obtain optimal cantilever beam dimensions that produce minimal
damping eect during transduction conversion from vibration to electrical energy. This
response surface model has been used as an objective function to be optimised, so we
end up with minimal damping eect when converting kinetic energy to electrical energy.
In mathematical representation122
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Minimise  such that :
7:0  x1  15
4:0  x2  10:0
70  x3  160
(7.19)
where  represents mechanical damping factor and (x1;x2;x3) are cantilever dimensions
(beam length, beam width, and beam thickness, respectively) in coded format.
(x1;x2;x3) = 0:0023 + 3:93e   4x1   2:983e   4x2
 3:94e 5x3   1:263e 5x1x2   2e 6x1x3
+1:2e 6x2x3 + 4:13e 6x2
1 + 1:43e 5x2
2
+1:61e 7x2
3
(7.20)
Figure 7.7 shows the variation of damping factor with design parameters or cantilever
beam dimensions, based on tted response surface model. The optimal design parame-
Figure 7.7: Graphical representation of damping factor variations with can-
tilever beam dimensions, RSM based.
ters combination that lead to minimal damping eect is tabulated in 7.2. This result is
based on simulated annealing optimisation applied to the objective function.Chapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
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Table 7.2: Optimal beam dimensions setting for optimum damping factor
No. Key parameter Optimal value (based on simulated annealing)
1 Lb(mm) 135
2 Wb(mm) 10.0
3 Tb(um) 7.0
7.5.2 Design Parameters Selected for Performance Optimisation
From previous discussions and discussion, a conclusion about the key design parameters
that need to be optimised for optimal performance of tunable micro-generator can be
deduced. Seven design parameters are considered: air gap between power magnets, beam
length, beam width, beam thickness, coil outer radius, wire diameter, coil thickness.
Table 7.3 shows these design parameters with their ranges. The D-optimal algorithm
used the information in Table 7.3 to generate an ecient design points simulated by
VHDL-AMS model to build the RSM database.
7.6 Generating Response Surface Model of System Perfor-
mance
After dening design parameters' bounds and applying D-optimal algorithm to generate
design points, these design points have been fed to VHDL-AMS model for simulation
purpose. All simulation responses and its corresponding design points were used to form
a database for regression analysis to construct the mathematical model, i.e. response
surface model (RSM). Least square method was used to calculate the RSM coecients,
so theses coecients satisfy the minimum residuals error, hence achieve the best tting
conditions. The values of RSM coecients (i.e. 0s terms in equation 3.6) that express124
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Table 7.3: Key design parameters with their ranges
Design parameter Lower limit Upper limit
AirGap(mm) 1.0 5.0
Lb(mm) 5.0 15.0
Wb(mm) 2.0 10.0
Tb(um) 50.0 160.0
Crout(mm) 2.0 2.45
Cthick(mm) 1.0 1.3
Wdiameter(um) 12.0 25.0
the supercapacitor voltage in millivolts in terms of design parameters are shown in table
7.4.
Table 7.4: RSM coecients (ij) estimation refer to equation 3.2.1
HHHHH H j
i
0 1 2 3 4 5 6 7
0 2686.7 -2.70 1.20 0.12 0.11 -1.50 1.20 -161.3
1 -3.13e-2 3.83e-2 0.104 -1.02e-3 -0.51 5.50e-02 2.70
2 -4.76e-2 1.8e -2 -1.7e-2 -3.8e-2 -2.1e-2 0.40
3 1.8e-2 -3.86e-3 -0.52 -2.6e-2 1.20
4 2.94e-4 2.94e-4 -7.63e-04 N=A
5 2.94 -.68 2.64
6 2.38e-2 1.89e-3
7 62.40
Where 1;2;3;4;5;6; and 7 represent the coecients of the tted response sur-
face model expressed in the form of second order multivariate polynomial. In more
specic, they estimate the coecients of air gap between power magnets, cantilever
length (Lb), cantilever width Wb, cantilever thickness Tb, coil radius (Crout), wire diam-
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them. Using above tted model the designer can clearly dened each design parameters
eects on output response.
Figure 7.8 shows the variations in simulation response per design parameter, based on
the tted response surface model. Figure 7.8 is produced based by MATLAB, it is an
interactive gure that plot the performance indicator (i.e. supercapacitor voltage in this
case) agianst each design parameter. So the system designer can see how supercapacitor
voltage change over the entire range of one design while keeping other design parameters
xed. This enable the designer to see how impact of each design parametr on perfor-
mance indicator, and then he can easily take descision about signifcance of each design
parameter and see design trade-os.
Figure 7.8: The variations in simulation response over the design parameters'
space, based on the tted RSM, dashed lines are 95% condence intervals for
new observations.
7.6.1 Accuracy Assessment of RSM
This tted RSM has been inspected and tested against signicant statistical indexes to
prove its reliability and accuracy for further process. Table 7.5 shows the result of this
statistical assessment.
The lower value of R2
adj=0.7084 in this case compared with the example in table 5.2126
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can be explianed by the complexity of the tunable harvester. Also, when R2 and R2
adj
dier signicantly, which is the case here, there is a good chance that the non-signicant
terms have been included in the model [91]. Possibly, a non D-optimal choice of design
points will lead to a better t and a higher value of R2
adj.
Table 7.5: Statistical indices to assess the RSM model
No. Statistical Index Value Pass/Fail
1 R2 = 1   SSerror
SStotal 0.9167 Pass
2 R2
adj = 1   MSE
MST 0.7084 Pass
3 RMSE =
qPn
k=1(yi ^ yi)2
n p 1.9078 Pass
R2, R2
adj, and RMSE are coecient of determination, adjusted coecient of determina-
tion, and the root mean square error, respectively.
SSerror, SStotal, MSE and MST which are included in the assessment equations in the
TABLE 7.5 are dened as follows:
SSerror =
n X
k=1
(yi   ^ yi)2 (7.21)
is the sum of square error from the regression model (residuals),
SStotal =
n X
k=1
(yi   y)2 (7.22)
is the sum of square dierence around the mean,
MSE =
SSerror
n   p
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and
MST =
SStotal
n   1
(7.24)
are the mean square error, and the mean square total, respectively. n is the number of
simulation runs and p is the number of the coecients in the tted model, yi, ^ yi and y
are the 'ith' actual value, the tted 'ith' value and mean of actual values, respectively.
However, for ideal and accurate model tness, both R2 and R2
adj should be close to
unity, while a lower value of RMSE indicates better model tness and better prediction
to unobserved responses [66]. These statistical indications are vital statistical metrics
that measure the accuracy and the validity of the tted model. From the table (i.e. Table
7.5), the statistical assessment results for the tted RSM looks promising which give us
the condence to use this model in further process, i.e. optimising the performance of
the tunable harvesting micro-generator based on this mathematical model (RSM).
7.7 Tunable Microgenerator's Performance Optimisation
Using RSM
The proposed optimisation framework in gure 3.3, suggests that you dene the range of
all design parameters need to be optimised to obtain optimal performance. Section 7.5.1
discussed the parameters that have signicant contributions to the total power generated
by the micro-generator. These parameters in brief are cantilever beam and coil dimen-
sions as well as the air gap between power magnets and the design tradeo between these
parameters. The study presented by Mansour E. et al. [5] which has been applied on
xed (i.e. single) resonant electromagnetic harvesting micro-generator showed that the
signicant parameters are the parameters from micro-generator's physical dimensions
such as coil dimensions while the external components' parameters such as interface
circuit and supercapacitor have much less eects on the total output power, if compared128
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to the eect of micro-generator's physical parameters. As a result, seven design param-
eters from the physical structure of the micro-generator are considered to be optimised,
which has immediate impact on electrical and magnetic properties, and thus immediate
eect on the total output power generated by the harvester system. More specically,
these design parameters are air gap between power magnets, cantilever length, cantilever
beam width, cantilever beam thickness, coil radius, coil thickness and wire diameter. To
search the design spaces of these parameters and nd optimal combination set directly
by simulating the VHDL-AMS model would cost the CPU a prohibitive time due to the
large number of simulation runs needed. As a result using a meta-model or surrogate
model such as response surface to represent the performance metric (needed to be op-
timised) in terms of design parameters will ease the process of optimisation as well as
reduce the number of simulation runs. Using the proposed framework of optimisation,
the embedded complexity in behaviour and the close interactions between dierent phys-
ical domains that form the basic structure of the tunable harvesting micro-generator can
be simplied with a mathematical model that can express and lumped all design param-
eters interactions in one mathematical equation that can be optimised according to the
desired objective function using a robust global optimisation algorithm, i.e. simulated
annealing algorithm.
Furthermore, to enable ecient RSM construction with minimum simulation runs, the
design points have been selected by the D-optimal algorithm. The optimisation objec-
tive is to have a maximum voltage across the supercapacitor element within the shortest
time. The amount of voltage in the supercapacitor drops when the microcontroller wake
up to check the change in the ambient frequency, a larger current consumed when the
linear actuator move the movable tuning magnet to apply axial force on the cantilever
beam and hence changes the stiness of the cantilever beam which result in changing
the micro-generator's resonant frequency accordingly. Another power consumption hap-
pened when the sensor node start transmission.
The optimisation objective could be expressed according to the generic form of equation
3.18 with the constraints expressed in equation 3.19.Chapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
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Table 7.6: Optimisation results of objective function based on simulated an-
nealing algorithm
Design Optimum Design Optimum
parameter design point parameter design point
AirGap 1.9 mm Lb 7.0 mm
Wb 4.0 mm Tb 160.0 m
Crout 2.0 mm Wdiameter 25.0 m
Cthick 1.3 mm
Applying simulated annealing on the objective function ( see Listing in 7.1 ) to nd
optimal combinations (see gure 7.9) that lead to optimal performance resulted in a
design parameters set shown in table 7.6. Figures 7.10 shows number of iteration used
in MATLAB to evaluate objective to nd maximum via simulated annealing algorithm.
1 /Procedure of optimising objective function via simulated annealing /
2 I n i t i a l solution := S f i n i g , Neighbor solution : =S fnig
3 Current solution := S fcur g , Control parameter :=C fprg
4 Objective function value:=V fSup . Cap.g( S fcur g)
5 I n i t i a l i s a t i o n ( S f i n i g , C fpr g)
6 S fcurg n gets S f i n i g
7 LOOP
8 i := 0; TO i fmaxg
9 FOR i =0 0 TO 10
10 Generate random neighbor =S f rni g
11 Calculate V fSup . Cap.g( S f rni g)
12 Calculate difference (V fSup . Cap.g( S fcur g) )   (V fSup . Cap.g( S f rni g) ) < 0
13 T H E N
14 IF difference (V fSup . Cap.g( S fcur g) V fSup . Cap.g( S f rni g) ) < 0
15 T H E N S fcurg=S f rni g
16 ELSE
17 difference = (V fSup . Cap.g( S fcur g) V fSup . Cap.g( S f rni g) ) /(C fpr g) )
18 ENDIF
19 ENDFOR
20 Decrease it e ra t i on for a fixed C fprg
21 Decrease C fprg
22 Exit when Stop c r i t e r i a
23 ENDLOOP
Listing 7.1: Caculating optimal design set for maximum performance using
simulated annealing algorithm
To validate the result of optimisation, the optimal combination of design parameters
have been simulated via VHDL-AMS model at three dierent frequencies (65Hz, 70Hz130
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Figure 7.9: Formulation and optimisation of objective function.
Figure 7.10: Objective function values Vs number of iterations used to evaluate
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and 65Hz) to include three tuning actions. The simulation time was 2600 seconds (43.3
minutes), the two curves, shown in gure 7.11, which represent the change in superca-
pacitor voltage over simulation time show the improvement gained in the RSM optimised
design over original one.
Figure 7.11: VHDL-AMS simulation for supercapacitor voltage of two dierent
designs to verify RSM optimisation eectiveness.132
Chapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
Micro-generator Powered a Wireless Sensor Nodes
7.7.1 Wireless Node Powered by the Optimised Micro-generator
After optimising the tunable harvester for optimum performance using RSM method as
discussed in section 7.7, we used this optimum design with inclusion of wireless sensor
node as a case study to represent a practical load, so that we end up with a com-
plete autonomous system powered by kinetic energy tunable harvester system. The
wireless sensor node consists of subsystems such as temperature sensor, microcontroller
and 2.4GHz radio transceiver. To represent the power consumed by dierent operation
modes the may happen during autonomous operation of tunable harvester powering sen-
sor node (i.e. when microcontroller wake up to check the change in ambient frequency
or during actuator movement) as well as the dierent operation modes of wireless sensor
node such as dierent transmission cycles based on power level in the supercapacitor,
see gure 7.12 which shows two main sources of power consumption (i.e. tuning scenario
and sensor node transmission cycles).
Figure 7.12: Power consumption units in the case study of this chapter
7.7.1.1 Sensor Node Transmission Senario
The sensor node behaviour is based on transmitting via radio transceiver information
such as environment temperature and monitor supercapacitor voltage. Once activated
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the transmission is controlled by the amount of energy in the supercapacitor (see table
7.7). When the supercapacitor voltage is above 2.8V, which means more energy available
in the supercapacitor the transmission interval has been executed each 5 seconds, this
parameter has been considered as one of the parameters to be optimised.
The current consumption [148] at dierent states of wireless sensor operation is tabu-
Table 7.7: Sensor Node Operation Based On Supercapacitor Voltage
Supercapacitor voltage Wireless transmission cycle
Below 2.7V No transmission
Between 2.7V and 2.8V Every one minute
Above 2.8V Every 5 seconds
lated in 7.8 At 2.8V of supercapacitor each transmission lasting 4.5 ms, the sensor node
Table 7.8: Amount of current drawn at dierent states of sensor node operations
Operation Time Consumed current
Sleep mode N/A 0.5 A
Wake-up 1 ms 4.5 mA
Sensing 1.5 ms 13.4 mA
Transmission 2 ms 26.8 mA
consumes 227J of energy, the equivalent load consumption for the sensor node is:
RWSN =
8
<
:
167
 when transmission mode
5:6M
 when sleep mode134
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7.7.2 Micro-generator Tuning Algorithm Scenario
In order to run tuning process at optimal conguration, i.e. not leaving the micro-
generator's resonant frequency mismatch the frequency of ambient vibration for long
time, an optimal control algorithm should be developed. The objective of control algo-
rithm is to compromise between regular period of checking the need for re-tuning and
ecient use of supercapacitor voltage. The digital control process was developed in
VHDL-AMS language. For example, the watchdog timer wakes up the microcontroller
periodically, the microcontroller rst check if there is enough power in the superca-
pacitor, if not it goes directly back to sleep mode. If there is enough energy in the
supercapacitor then the microcontroller will compare the harvested signal frequency
with the input frequency from the accelerometer (the ambient vibration frequency). If a
dierence is detected between the resonant frequency of the micro-generator and the vi-
bration frequency, then the microcontroller read the pre-calculated position of actuator
that match the ambient frequency from a stored look up table and begin commanding
the actuator to move the tuning magnet a desired distance based on the stored look
up table. Dierent subsystems or components are involved in the tuning process such
as the microcontroller, the linear actuator and accelerometer, the power consumption
model for tuning process, including tuning activities is shown in table [71].
According to the current and voltage values of tuning components beside their oper-
ation time, the equivalent resistance RTuning for the tuning process shown in table 7.9
the equivalent resistance is:
RTuning =
8
> > > > > <
> > > > > :
509
 Accelerometer on
8:33
 Actuator at 1 step
16:7
 Actuator at 100 steps
1:38k
 Microcontroller
The supercapacitor behaviour when including the wireless node as well as dierent op-
eration mode of tunable harvester system is shown in Fig. 7.13, the transmission cyclesChapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
Micro-generator Powered a Wireless Sensor Nodes 135
Table 7.9: Amount of current drawn at dierent states of sensor node operations
Subsystem(component) Operation Time(ms) Consumed current (mA) Power (mW)
Accelerometer 153 5.1 13.2
Actuator
(1 step) 5 312 811
(100 steps) 500 156 405
Microcontroller 149 1.9 5.0
varies with the level of voltage in the supercapacitor, as expected.
Figure 7.13: Detailed graph of the supercapacitor waveform for the optimised
design showing wireless node and tuning activities
Figure 7.13 shows details activities going on when the optimised tunable micro-generator
is powering a wireless sensor node, at dierent tuning scenarios as well as dierent
operating modes of wireless sensor node. The wireless sensor node transmissions is based
on the voltage level in the supercapacitor, so the number of transmission is controlled136
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according to supercapacitor voltage's value as shown in table 7.7. The gure shows
the periodical period of microcontroller wake up (every 320 second) to check for any
mismatch between ambient vibration frequency and harvester resonant frequency, the
gure shows as well the voltage drop at each activity (microcontroller wake up, actuator
movement, and wireless sensor transmission). Finally, to show the benets gained using
the proposed optimisation method in numbers, table 7.10 shows a comparison between
optimising tunable kinetic energy harvesting micro-generator in a wireless node using
the RSM method and optimising the same system through the full VHDL-AMS model.
It is clear from the table how large reduction gained in the magnitude of CPU time.
Although, the simulated annealing algorithm for optimisation is robust and converges to
the global optimum, but, it nds this optimum with dierent number of iterations each
time is being used, because the search is based on assuming random neighbor solution
each time and then applying the acceptance criteria. Hence, it has been run many times
using MATLAB and the average number of iteration has been calculated and used in
the table 7.10.
Table 7.10: CPU Times consumed during optimisation process using two dif-
ferent approaches
Optimisation through Optimisation via
full VHDL-AMS simu-
lation
RSM approach
CPU time for one T = 19:3 minutes T = 487:6 s
simulation
CPU time required to
generate RSM 694.8 minutes
e.g. (P=7 see equation 3:2)
Total Optimisation time 19.3*5281 487.6s*5281+(36x19.3)
=1698 hours (i.e. 70
days and 1hour)
=11hours and 37 minutes
IF parallel VHDL-AMS simu-
lation considered: Total CPU
time will be:
19.2 minutesChapter 7 Fast RSM-based Optimisation of Adaptive Kinetic Energy Harvesting
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7.8 Conclusion
The work in this chapter presents a reliable and ecient method that can optimise a tun-
able vibration-based energy harvesting micro-generator powers a wireless sensor node.
The proposed framework utilises the RSM to analyse and search design space for op-
timum performance. The typical core structure of tunable harvesting micro-generator
consists of components from multi-physics domains (i.e. magnetics, mechanics, ana-
logue and digital electric components), this variety of physical domains and the close
interactions between them complicate the optimisation process and leads to excessive
computation time. The proposed RSM optimisation framework could give the following
benets:
 A clear insight into relationships between performance metrics and given design
parameters and their eects.
 Save a huge amount of CPU time and resources.
 Span design space of design parameters eciently with minimum design points.
 Quantify how each design parameters eects and design tradeo clearly.
As shown the proposed framework lead to a massive reduction in computing time,
namely, it reduced the CPU time by 2 order of magnitude. If this framework incor-
porated in an integrated development environment (IDE) design tool will speed up the
process of optimisation of complex system, such as tunable kinetic energy harvesting
system.Chapter 8
Conclusions and Future Research
8.1 Conclusion
The integrated multi-physics nature and the many design parameters involved in dier-
ent physical domains of vibration-based energy harvester powering sensor nodes com-
plicates the process of analysis and design optimisation for such a system. This thesis
presents a novel, generic performance and design exploration method with high accu-
racy, fast and inexpensive to run. This methodology has been applied to a linear and
adaptive electromagnetic vibration-based energy harvesters to validate the concept. The
methodology integrated VHDL-AMS simulations with MATLAB computations to gen-
erate the proposed RSM exploration and optimisation technique. The contributions of
this research can help in the design automation of vibration-based energy harvesters in
dierent ways:
1. The developed mathematical response surface model enables designers to gain
insight into the details of design parameters trade-os and quanties each design
parameter eect on performance indicators.
2. Provides fast performance optimisation technique for a wireless sensor node pow-
ered by a tunable kinetic energy harvester. Specically, the total CPU optimisation
time reduced by two orders of magnitude compared with the classical approach,
i.e. through multiple full simulations.
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3. A software tool set has been developed, based on MATLAB and VHDL-AMS,
for fast, multi-dimensional design space exploration and optimisation of a kinetic
harvester.
In the rst part of the thesis the response surface mathematical model of a linear single
resonant harvester has been generated from VHDL-AMS simulations. The VHDL-AMS
model was built and simulated at controlled simulation points generated using the D-
optimal algorithm, which has the capability to span design space with minimum simula-
tion runs. This RSM model was optimised and caused an increase in the performance of
the system by 25%, when compared to the genetic optimisation approach for the same
system.
The applied RSM technique proved its capability to accelerate the performance design
optimisation of the vibration-based energy harvesters. To investigate the speed of opti-
misation and the eectiveness of proposed techniques in a non-linear system, a complex
tunable micro-generater in a wireless sensor node was used as a case study. The method
combined the generated RSM model with simulated annealing to achieve a global op-
timisation for the tunable micro-generator parameters. Besides the success achieved in
performance optimisation for the adaptive harvester, the algorithm was substantially
faster, by two orders of magnitude compared to the classical approach which optimise
through HDL-AMS language. Moreover, even though the tool set developed and investi-
gated in this research was applied to a linear (xed resonant) and non-linear (adaptive)
electromagnetic vibration-based energy harvesters to validate the concept, it could be
used with other types of kinetic harvesters ( i.e. piezoelectric and electrostatic).Chapter 8 Conclusions and Future Research 141
8.2 Further Work
This research investigated and established a powerful technique that could add to the
eld of design automation of vibration-based harvesters. However, additional work could
be made to fully automate the combination of MATLAB and VHDL-AMS proposed in
this research. For example SystemVision developed recently a tool called SVX, it enables
real time communication between dierent leading software packages (see gure 8.1 [51])
such as MATLAB, SystemC and their multi-discipline simulation tool. Utilising this,
can fully automate proposed method.
Figure 8.1: Real time communication between dierent modelling languages
facilitated by SystemVision EDA [51]
Moreover, vibration-based energy harvesters has contradiction in design requirements
such as maximum generated power with minimum housing size; this conict in design
requirements could be solved using the power of RSM by utilising multiple-response
optimisation to reach a common optimum design specication. Likewise, this technique
could be used with other transduction mechanisms such as piezoelectric and electrostatic,
which mainly meant for MEMS applications.Appendix A
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Abstract: This paper introduces a new approach to optimal design 
of  kinetic  energy  harvesting  systems  by  combining  a  complex 
hardware  description  language  (HDL)  model  with  a  response 
surface model (RSM). The HDL model provides simulation data to 
build the RSM approximation which is then used to optimise the 
harvester system performance very fast, without resorting to further 
simulations. This approach can also form the basis of specialised 
software  tools  which  can  be  used  by  designers  in  an  interactive 
manner  to  quickly  quantify  effects  of  design  parameters  on  the 
system’s characteristics and relationships between parameters. The 
proposed  technique  has  been  verified  by  a  case  study  of  an 
electromagnetic harvester which has been optimised using the RSM 
technique and the achieved performance compares favourably with  
a recent reported energy harvester optimisation technique, showing 
super-capacitor charge rates faster by more than 22%. 
  
Keywords:  HDL,  RSM,  energy  harvester,  performance, 
optimisation, D-optimal design. 
 
1.  Introduction 
Energy harvesting techniques have received much attention 
in recent years due to their numerous potential applications 
in the development of autonomous systems which otherwise 
would have to be powered by batteries.  These applications 
include  structural  health  monitoring,  low  power  wireless 
sensor nodes, remote monitoring of system conditions and 
system status, global positioning based tracking and medical 
implants  [1]-[4].  Energy  harvesting  enables  autonomous 
systems  to  power  themselves  from  the  surrounding 
environment  by  converting  ambient  energy  e.g.  solar, 
mechanical vibration, thermal etc. to usable electrical energy. 
Devices powered entirely by energy  harvesters are battery 
independent, thus can be placed anywhere without the need 
for  wiring  or  for  future  access  to  provide  periodical 
maintenance.  As  there  are  different  sources  of  available 
ambient  energy,  there  are  also  different  corresponding 
mechanisms to transform this energy into electrical power. In 
the  state-of-the-art  literature  on  energy  harvesting, 
researchers focus on the following main areas. One area is 
the  development,  optimisation  and  fabrication  of  efficient 
micro-generators  [5]-[10].  The  challenges  involved  are 
mainly  maximisation  of  generated  power  and  device 
miniaturisation [11], [7]. Another area is the optimal design 
of the electrical circuitry required to transfer the harvested 
energy from the micro generator to the storage element [12], 
[13].    However,  although  many  researchers  devoted  their 
efforts  to  the  design  and  performance  optimisation  of 
individual parts of an energy harvester system [14]-[19], less 
attention is paid to systematic modeling and optimal design 
of the energy harvester as a whole [20]. The latter approach 
requires  specialised  tools  able  to  simulate  and  optimise 
systems modeled in a variety of physical domains, electrical 
(analogue  and  digital),  magnetic,  mechanical,  thermal  etc. 
Simulation-based  approaches  to  performance  optimisation 
using such tools are computationally very intensive and often 
lead to prohibitive CPU times [5].  
This  paper  proposes  a  new  approach  to  optimising  the 
performance  of  a  holistic  energy  harvesting  system.  Its 
salient  feature  is  to  use  a  statistical  technique,  called  the 
response  surface  modelling  (RSM)  [21]-[23],  to  vastly 
reduce required CPU times.  The proposed approach utilizes 
the  power  of  VHDL-AMS  in  the  modelling  of  a  multi-
domain system and then it takes advantage of the power of 
RSM in the optimisation. Statistical techniques are  widely 
used  in  many  areas  of  engineering  design  to  construct 
approximation models from a limited number of simulations 
and then to use these models in analysis and optimal design. 
Software  tools  based  on  this  approach  provide  numerous 
benefits. They can, for example, yield instantaneous insight 
into relationships between output responses and input design 
parameters, enable fast analysis for optimisation and design 
space  exploration,  as  well  as  facilitate  the  integration  of 
multi-discipline analyses [15]. In the case study of kinetic 
vibration energy harvester design discussed in this paper the 
RSM is used to express the output response of the energy 
harvester, which is the voltage waveform across the energy 
storage element, in terms of design parameters affecting the 
energy  transfer  rate  to  the  storage  element.  In  addition  to 
automated performance optimisation, the proposed approach 
also enables the designer to study all interactions and design 
trade-offs amongst the energy harvester design parameters. 
To validate the proposed technique, its speed and accuracy 
are  compared  with  those  of  a  recently  reported  technique 
used for energy harvester system performance optimisation 
[5]. The paper is organised as follows. Section 2 presents the 
most important aspects of the RSM technique relevant to the 
proposed  methodology  of  energy  harvester  modelling  and 
performance  optimisation.  Section  3  presents  the 
mathematical  model  of  the  multi-domain  kinetic  harvester 
used as a case study.  Section 4 presents the proposed RSM-
based performance optimisation technique and optimisation 
results. Finally, Section 5 concludes the paper. 
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2.  Response surface modelling 
In any engineering design problem, finding the conditions 
under which a certain process or system attains the optimal 
behaviour is a desirable goal for many design engineers. 
Designers strive to find values of the design parameters at 
which the system response reaches its optimal performance. 
Response surface modelling (RSM) is a well-known 
approach to constructing approximation models based on 
either physical experiments, experimented observations or 
computer experiments (simulations) [6,25,26]. These 
approximated models need to be assessed statistically for 
their adequacy, and then they can be utilised for an 
optimisation of the initial model.  Response surface 
methodology also quantifies relationships between the 
controllable input parameters and the obtained response 
surfaces [6]. The major steps in the application of the 
response surface methodology are as follows. Firstly, a series 
of physical experiments or computer simulations is designed 
for adequate and reliable measurement of the response of 
interest. Secondly, a simple and easy to evaluate 
mathematical model is developed from the measurement 
statistics to relate the input parameters to the response with 
the best fit. Finally, an optimal set of the input parameters 
that produce an optimal value of response is found from the 
statistical model without resorting to further experiments or 
simulations.   Additionally, the RSM model can easily be 
used interactively for fast graphical presentation of the direct 
effects of the design parameters on the system’s performance 
through two or three dimensional plots. The mathematical 
backgroung of the RSM technique is summarised below. 
 
   2.1   Construction of the approximation model 
The relationship between the response of interest (      ) 
where     is  the  number  of  observations,  and  a  vector  of 
independent  variables  (      )  where     is  the  number  of 
independent variables, believed to influence y, can be written 
as: 
   
                                (1) 
 
 Where  ε  represents  the  model  errors  (with  normal 
distribution,  zero  mean  and  variance ),  12 , ,..., k      are 
independent  variables  influencing  y  and     is  a  set  of  the 
process functions. In general the experimenter approximates 
the system or process functions f() with an empirical model 
of the form [28]:  
 
                                  (2) 
 
 Where       are  a  low-order  polynomials,  typically  second 
order, or multi-dimensional splines.  This is the empirical or 
response surface model. The independent variables   (design 
parameters), also called natural variables,  are expressed in 
their  corresponding  physical  units.  In  RSM,  before 
regression analysis is applied, the natural variables should be 
transformed  into  coded  variables    ,    ,  ...  ,    which  are 
dimensionless,  zero  mean,  and  of  the  same  standard 
deviation.  The  equation  used  for  transforming  the  natural 
variables into coded variables is:   
 
 
   
               
                      (3) 
 
 The response function now becomes   
 
                                 (4) 
 
 The  successful  application  of  RSM  relies  on  defining  a 
suitable approximation model for      , then testing this model 
statistically  for  its  efficiency  and  fitting  accuracy.  The 
commonly used approximation is to represent the response 
surface  by  a  quadratic  form  using  multi-variable  second 
order polynomials [27]: 
 
                       
                
        
                      (5)      
 
where    ,  ,     and      are  the  intercept,  linear,  quadratic 
and  interaction    coefficients  of  the  regression  model 
respectively and    and    
are coded independent variables  
that influence the response.  
The coefficients of the polynomial  equation (5)  are 
estimated from the data collected during   experimental 
runs. The matrix notation form for the above model as 
follows: 
  
                  (6) 
 
Where      is the response vector,    is the number of 
observations,      is the design matrix,    is the number of  
coefficients in the approximated model,        are unknown 
parameters in the approximation model ( eq.(5)).  Equation 
(6) above can be solved using the least square method to find 
the unknown vector   .It is assumed that random errors are 
identically distributed with a zero mean and unknown 
variance, and that they are independent of each other. The 
difference between the observed and the fitted values (   ) for 
the      observation                is called the residual and is 
an estimate of the corresponding    . The criteria for 
choosing the     estimates, is that they should minimise the 
sum of the squares of the residuals, i.e. the sum of the 
squares of the errors  (SSE)  defined as follows: 
 
           
                               (7) 
 
From equation (6), the residual may be written as:   
 
                   (8) 
 
 and hence SSE is: 
  
                               (9) 
 
Because  the  least-squares  fitting  process  minimizes  the 
summed  square  of  the  residuals,  the  coefficients     in 
equation (5) are determined by differentiating equation (7) 
(SSE)  with  respect  to  each  parameter  (    and  equating  to 
zero as shown in equation (10): 
 
    
        
 
   
             
                                         (10) 
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Then solving equation (10) for   leads to the values of      
satisfy the condition of minimum residual errors (i.e best fit) 
The analytic solution for   is: 
  
                (11) 
 
where,   is the design matrix and     is its transpose.  The 
fitted regression model is:   
 
                          (12) 
 
where    is the vector of miminised residual errors of the 
model. 
   The  following  subsection  describes  the  procedure  of 
choosing  the  design  points  by  means  of  the  D-optimal 
approach  [28]  which  is  the  approach  adopted  in  the  case 
study described below  in Section 4.   
 
 
2.2 Design of experiment and D-optimality criteria 
    Formally,  experimental  designs  represent  a  sequence  of 
experiments to be carried out, expressed in terms of design 
parameters set at specified levels (predefined values) [29]. 
Mathematically,  experiment  design  can  be  expressed  by  a 
matrix where each row denotes a particular experimental run, 
and each column denotes a specific design parameter.  For 
example,  in  circuit  optimisation,  each  row  represents  a 
simulation run, and each column contain a specific circuit 
parameter  that  varies  in  each  run.  The  circuit’s  measured 
response is stored in a column vector of size n where n is the 
number of simulation runs. The design matrix   has the size 
  x     ,where    the number of coefficients in approximated 
model.  Several design choices are available to explore the 
design  space.  Examples  of  these  design  choices  are:    full 
factorial  design,  central  composite  design  (CCD),  Box-
Behnken (BBD), and a computer generated design, such as 
D-optimal  design  [26].  While  each  of  these  design 
techniques have different approaches to choose samples from 
the  design  space,  they  also  require  different  numbers  of 
experimental  runs.  Experimenters  must  therefore  maintain 
balance  between  gaining  as  much  information  as  possible 
about  the  response-factor  relationship  and  the  efficiency 
measured as the number of runs [17]. The D-optimal design 
techniqe may be utilized to generate a minimum number of 
points  that  enable    model  construction  of  a  given 
accuracy[30].  In  the  D-optimal  design  procedure  design 
point sets (simulation runs) are selected from a larger set of 
candidate points, based on minimisation of the determinant 
of the matrix         or,  equivalently, maximisation of the 
determinant of       [11]. This approach will minimize the 
volume of the confidence ellipsoid for the model coefficients 
thereby  providing  coefficients  for  the  most  precise 
approximation  possible  [11].  Therefore  the  design  points 
based on the D-optimal echnique lead to minimisation of  the 
variance associated with the estimates of model coefficients 
(i.e.  ).  
 
                  (13) 
 
Where      is the variance associated with the estimates of 
the coefficients    in the  model,     is the variance of  the 
error,   is the D-optimal design matrix,    is its transpose 
and       is called the information matrix. Since      is a 
function of          hence minimisation of          will 
improve  the  fitting  quality  [4].    Different  algorithms  for 
obtaining D-optimal designs have been developed [28] using 
mathematical  programming  methods.  In  general,  for 
computer-based  algorithm  design  such  as  a  D-optimal 
design,  firstly  a  candidate  set  must  be  generated  typically 
comprising  all  potentially  feasible  experimental  design 
points and then the D-optimality criteria are used to select  a 
subset of design points from this candidate se [32]. A good 
selection of the candidate set usually consists of: the extreme 
vertices, the centers of edges, the averages of vertices, and 
the  overall  centroid.    Figure  1    illustrates  some  of  these 
candidate points for a two dimensional problem (k=2).  
 
                  
Figure1:  Sample candidate points: (1) extreme vertices,  
(2) centers of edges, (3) overall centroid, for k=2. 
 
The algorithm in Figure 2 shows the procedure of generating 
D-optimal design points from the set of candidate points. 
 
 
SELECT design parameters xi, i=1,…,k  and their ranges 
CALCULATE the candidate set 
/* Select initial    design points from the candidate set by 
 maximising the determinant of (   ) {DET(   )} as 
follows: */ 
SET  i=1 
REPEAT 
    ADD i points from candidate set that increase the 
              DET(   ) the most   
    DELETE i points from candidate set that decrease the  
           DET(   ) the most 
    IF there is an improvement (i.e. DET(   ) increases) 
                SET i=1 
 ELSE  
               SET i=i+1 
UNTIL    i>   
 
Figure2: Algorithm of selecting D-optimal design points in 
the design space. 
 
2.3 General optimisation approach 
 
 In its most basic sense, the inputs to optimisation are: the 
design objective (in the case study discussed below it is the 
highest  possible  voltage  across  the  super-capacitor  at 
t=1500s),  the  design  parameters  which  are  believed  to 
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influence  this  design  objective,  as  well  as  the  ranges  and 
constraints of these parameters. In our experiment we used 
the  HDL  model  of  the  energy  harvesting  system  for  the 
simulation  runs.  So  that  the  database  which  relates  output 
response  behaviour  to  different  design  points  could  be 
formed  from  a  limited  number  of  simulations.  The  design 
points used to sample design space was based on D-optimal 
design  approach    discussed  above  in  section  2.2..In  the 
energy harvester case study the HDL model was simulated 
sixty four times to build the database table (which relates the  
measured  responses  to  each  design  point),  then,  the  least 
square  method and  multiple  regression analysis have been 
utilized  to  form  a  second  order  polynomial  model  that 
estimates the functional relationship between the measured 
response  and  design  parameters.  Finally,  the  model  was 
assessed statistically for its preciseness and adequacy (this 
process is discussed in section 4.2 below) and then used in 
performance optimization process. 
 
3.  Energy harvester model 
A vibration-based harvester system with a micro 
electromagnetic generator, a power conditioning circuit and a 
supercapacitor [20]  has been modelled in VHDL-AMS as 
described below. .The micro electromagnetic generator is 
based on a cantilever structure, the coil is fixed to the base 
and four magnets, which are located on both sides of the coil 
forming the proof-mass. It  can be modeled as a second order 
spring damping system as:   
 
                                                              (14)  
                  
 where   is the proof mass,      is the relative displacement 
between the mass and the base,    is the parasitic damping 
factor,    is the spring stiffness,      is the displacement of 
the base and     is the electromagnetic force defined by the 
following equation:   
 
                           (15) 
 
where   is the magnetic flux and       is the current through 
the coil. The electrical output voltage of the micro generator 
is:   
 
                                               (16) 
 
 where       are are the resistance and the inductance of the 
coil respectively, and      is the electromagnetic voltage 
generated in the coil given by:   
 
                                                                                 (17) 
  
                                                                                   (18) 
 
 where:   is the magnetic flux through the coil placed in 
magnetic field B. The coil has an effective length l and 
number of turns  .   The coil parameters can be expressed in  
terms of the wire diameter  , inner radius (  , outer  radius 
     ) and coil thickness     . These parameters are related 
as follows:   
 
                        
                                            (19) 
 
where   is the coil length, and   is the fill factor which can 
be calculated using equation (20):   
 
     
    
                                                                (20) 
 
 where    is the wire length. 
The power coditioning circuit (booster circuit) used in this 
experimeng is the 3-stage Dickson's configuration and the 
storage element is a super-capacitor [10]. The booster circuit 
(3-stage Dickson) is modeled by VHDL-AMS on the circuit 
level of abstraction using standard electrical components. 
Likewise, the storage element has been  modeled at circuit 
level in VHDL_AMS where          and      represent the 
leakage resistance and the equivalent series' resistance 
respectively. Figure 3 shows all the components of the 
energy harvester system connected together. 
 
 
 
Figure 3. Energy harvester system. 
4.  Performance optimisation 
The  parameters  that  are  considered  in  the  optimization 
process are from both the micro generator and the voltage 
booster circuit. Due to the fact that all parts of the energy 
harvester (i.e. micro generator, voltage booster and storage 
element) have been modeled  together using VHDL-AMS, 
the  system  can  be  optimized  holistically.  Specifically,  the 
parameters that are varied in the optimisation process are the 
coil thickness (  ), coil radius (    ) and wire diameter ( )in 
the micro generator and  the capacitor values of the booster 
circuit.    These  ranges  of  the  optimisation  parameters  are 
shown in Table 1. The optimisation objective is to maximise 
the voltage across the super-capacitor at t=1500s.  
 
            Table 1.  Design parameters subject to  
                                     optimization                                                                 
Design Parameters  Ranges 
C1 (µF)  [47,100,150] 
C2 (µF)  [47,100,150] 
C3 (µF)  [47,100,150] 
   (mm)  1.0-1.3 
     (mm)  2.0-2.45 
  (µm)  [12, 16, 25] 
 
        
4.1  Generation of response surface data 
 
The VHDL-AMS  model of  the system presented in Figure 
3 has been run 64 times, each time with a different set of 
design  parameters  selected  by  the  algorithm  in  Figure  2. 
Each simulation point and its crresponding output voltage is 
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stored  to form a database which is used to build an RSM 
model and subsequent optimisation.  Sample data sets in the 
simulation runs are shown in Table 2. Prior to constructing 
the  database  table,  the  coded  variable  for  each  design 
parameter has been calculated according to equation (3).  
 
Table2:  Partial  runs  at  different  experimental  settings  and 
measured response. Vout is measured at t=1500s. 
Runs 
   
(mm) 
     
(mm) 
  
(µm) 
C1 
(µF) 
C2 
(µF) 
C3 
(µF) 
Vout 
(mV) 
1  1.3  2  25  150  100  100  845.8 
2  1.3  2  25  150  47  100  845.1 
3  1.3  2  12  100  47  150  225.6 
⁞  ⁞  ⁞  ⁞  ⁞  ⁞  ⁞  ⁞ 
64  1.3  2  16  100  47  150  386.1 
 
 
The coefficients of the RSM model    were thene calculated 
according to eqn.(11) to satisfy the condition of minimum  
residual  errors,  i.e.  the  difference  between  the  predicted 
value and actual value. Based on the data set in table 2, a 
regression  analysis  was  then  performed  to  obtain  the 
coefficients for the response surface model using eqn (21). 
This equation minimises the least-square of residuals error   
. 
                                                              (21) 
 
The full RSM model equation which maps the input design 
parameters space to the output reponse is:.  
 
                                            
              (22) 
 
Where:   =
 
 
 
 
 
  
  
  
  
  
  
 
 
 
 
 
 ,       =
 
   
 
     
     
    
   
   
        
   
 
 
 
0.0 5.1 .8 4.9 3.0 15.5
5.1 0.0 0.9 4.7 0.1 24.6
0.0 0.9 0.0 4.1 3.8 0.56
4.9 4.7 4.1 0.0 5.3 2.3
3.0 0.1 3.8 5.3 0.0 1.6
15.5 24.6 0.6 2.3 1.6 0.7
 
  
   

 
   
   
H  
 
Where  236.82  is  the  average  value  0   in eqn (6) 
and                   are the coded variables of the design 
parameters, namely, the coil thickness (  ), coil radius (    ), 
capacitor  values  (C1,C2,  C3)  and  wire  diameter  ( ) 
respectively. This model was then assessed statistically for 
accuracy and adequacy before using it in optimisation. The 
statistical parameters were calculated using eqns (23), (24), 
(25)  and (26) [9]. 
 
 
Table 3: Statistical Parameters Used to Assess  
Approximated  Model 
Statistical criteria  Value  Pass/Fail 
    0.9998    
  
     0.9984    
  
      0.9582    
 
 
The first statistical assessment parameter is the coefficient of 
determination   : 
 
        
     
              
     
          
                                          
(23) 
 
where   ,      and   are the 'ith' actual value, the fitted 'ith' 
value and mean of actual values respectively. This parameter  
(  )  indicates  how  well  the  model  fits  the  data.  Another 
statistical assessment parameter is the predicted    (  
    ) 
 
                   
          
     
             
                                    (24) 
                             
 
Where,     is Total Sum of Squares defined as: 
                    
                          
                                                   (25) 
 
   
     measures how well the model predicts responses for 
new observations,   
     ranges between 0 and 1.  A larger 
value of   
     suggest a model of greater predictive ability 
(this is the case of our model as shown in the table 3). The  
second  term in table 3 is the adjusted    (  
   )  
 
                      
         
   
           
                            
(26) 
 
where   ,   and   are coefficient of determination, number 
of  observations  and  number  of  independent  design 
parameters respectively.  
  
    measures  the  proportion  of  the  variation  in  the 
response variable (i.e Vout) accounted for by the explanatory 
variables (i.e design parameters). However, even though this 
term,   
   , normally has a value close to that of   , it is 
considered to be a more accurate measure for the accuracy of 
the fitted model.  The scatter diagram  in Figure 4 shows that 
the fit of predicted versus actual (i.e simulation) data is very 
accurate.  
 
150 Appendix A Publications6 
International Journal                                                                                          Vol. 2, No. 1, April 2010 
 
 
Figure 4. Scatter diagram shows the relation between actual 
response and the predicted one by response surface model 
 
 
4.3 Performance optimisation based on RSM 
 
Once the approximated RSM  model given by eqn (21) was 
tested and analyzed statistically and proved able to represent 
the  funtional  relationships  between  design  parameters  (i.e. 
  ,     , C1,C2, C3,  ) and output response (i.e. Vout across 
the super-capacitor) accurately, it can be used to optimise the 
energy harverster design.. The first step is to define the upper 
limit (desired value) and lower limit of the output voltage. 
The next step is to searchthe response surface model given 
by eqn (21) within the design space limits. Since the model 
relies on  second order polynomials the process of finding 
the maximim output response is very fast.   However, there 
may be two or more maximums because of curvature in the 
response  surfaces,  so  trying  several  starting  points  in  the 
design  space    improves  the  chances  of  finding  the  global 
maximum  and  its  corresponding  design  parameter 
combination. Optimisation can be carried out automatically, 
by a gradient-based numerical search or interactively. Both 
automatic  optimisation  and  interactive  analysis  of  RSM 
models can be carried out with the help of a commercial tool, 
eg.  Design Expert [31], which produces plots ot the response 
variable against selected parameters in the design space as 
illustrated in Figures (5) and (6). These plots strongly agree 
with  the  Design  Expert  automated  search  for  an  optimum 
design. The optimal design parameters are tabulated in table 
4. The validity and effectivness of the proposed approach has 
been verified by comparing the results with those reported 
recently [5] where a genetic algorithm was used to optimise 
the  same  electromagnetic  energy  harvester.  The  RSM 
technique turned out to be superior both in terms of the best 
performance found and the required CPU time. The  reported 
genetic-based technique [5] can charge the super capacitor to 
2.0V in 1500 seconds while the optimized energy harvester 
based on the proposed RSM shows a charege rate faster by 
22%  as  shown  in  Figure  5.  CPU  figures  in  Table  5 
demonstrate that the RSM approach reduced the CPU time 
required for optimisation by a factor of more than 2.5 times.  
 
 
Figure 5: Overlay plot shows output voltage with 
respect to most dominant design parameters (coil thickness 
& coil radius) 
 
 
 
 
 
 
Figure 6: Harvester output voltage with RSM 
optimal parameters settings 
 
 
Table 4: Optimal settings for design parameters using RSM 
optimization appraoch which yield maximim output voltage 
 
Micro generator 
parameters 
Power conditioning 
circuit parameters 
   [mm] =1.0  C1 [µF] =47.0 
     [mm]=2.0  C2 [µF] =100.0 
         25  C3 [µF] =100.0 
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Figure 7: Two different output voltage waveforms    
using different optimization approaches (RSM based and 
Genetic based approach) 
 
 
Table 5: Comparison between RSM optimization approach 
and genetic algorithm approach 
  RSM approach  Genetic Algoritm 
CPU time  9.6 hours  26 hours 
Charging time 
up to 2 volt 
19.5 minutes  25 minutes 
 
Most of the CPU time consumed in the RSM optimisation 
approach involves  the simulations carried out to build the 
database. Once the RSM model was built, the time consumed 
to search the design space for the optimum design was only a 
fraction of a minute.  
5.  Conclusion 
This paper presented a new statistical optimisation approach 
based  on  the  RSM  technique  that  can    maximise  energy 
harvesting  performance  faster  than  the  fastest  recently 
reported  genetic  optimisation  method.    In  addition,  the 
performance of the best design found by the RSM model was 
22%  better  than  that  of  the  optimium  design  obtained  by 
genetic algorith. The effectiveness of this approach has been 
proven  by  optimizing  a  practical  micro  electromagnetic 
harvester where a holistic, multi-physical-domain model was 
used  to  predict  performance.  The  RSM  model  offers  the 
additional benefit of being able to interactively explore the 
design space and obtain  insight into relationships between 
various design parameters and performance in real time very 
fast. A complex VDHL-AMS model is difficult to use for the 
purpose of fast design exploration due to prohibitive CPU 
times.. 
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Abstract—This paper introduces a new concept to optimise
the performance of a complex tunable kinetic energy harvesting
micro-generator system. It is based on meta-modeling technique
by approximating the VHDL-AMS model by a mathematical
model for the purpose of fast optimisation. More speciﬁcally,
the response surface model (RSM) is built from a small and an
efﬁcient simulation runs for the VHDL-AMS model of tunable
kinetic micro-generator system. The multi-domains nature of
kinetic tunable micro-generator system imposes a costly com-
putations efforts and CPU time when simulating the system to
ﬁnd optimal performance. This work exploits the simplicity and
accuracy of RSM to replace the VHDL-AMS model in opti-
misation computation.The proposed approach has been applied
to a practical tunable electromagnetic energy harvesting system
and turned out to be fast in optimisation process. If a robust
optimisation such as simulated annealing done through VHDL-
AMS simulation will cost huge CPU time which may take days
to achieve robust optimisation. But, our approach requires a
small number of HDL simulations, if compared by thousands
of simulations required by classical approaches, this leads to a
huge reduction in CPU time, more speciﬁcally, our case study
accomplished reduction in CPU time by 2 order of magnitude.
I. INTRODUCTION
One of the main design concern of low power mobile
systems is power consumption, traditionally for such a system
the power source is battery, but battery is impracticable and
has serious environmental impact when disposed. As a result
a large body of research recently focused on developing an
alternative source, i.e. harvesting environmental energy that
surround the application node. The universal existence of vi-
bration that may be exploited and converted to usable electrical
energy that can power low electrical load such as wireless
sensors, condition and failure monitoring, medical implants,
and global positioning-based tracking systems [1], [2] invited
large attention of researchers to develop efﬁcient harvesting
devices that are miniaturised with high efﬁciency in perfor-
mance. The technique that utilises vibration and convert it to a
usable electrical power is called kinetic energy harvesting. This
technique is based on the resonance phenomena, which means
that the energy micro-generator device or the micro-generator
that convert the mechanical energy to electrical should work at
the ambient vibration frequency. This drawback (i.e working at
single frequency), encourage researchers to develop a broad-
band [3], [4] micro-generator that work at different frequencies
without noticeable degradation in output power of the micro-
generator. However, this led to a more complex system that
require tuning mechanism [4], [5] which result in a system
that is not easy to be optimised in convectional approach as
well as costs CPU huge amount of time to search for optimal
design parameters. Here, where one can utilise mathematical
and approximation modeling such as response surface model
and Kriging model [6], [7] to approximate the multiphysics
system behavior. The RSM in literature proved to be very
efﬁcient in such a case [8], [9]. As a result, we decide to use
the RSM model as a surrogate model that can be used to map
design parameters of the tunable micro-generator harvesting
system to the response under study, i.e. the performance of
harvesting microgenerator system. We focus on the micro-
generator optimisation in a high application which includes
three tuning scenarios, power conditioning, storage element
and wireless sensor node. The main contribution is to demon-
strate that the DoE-based RSM technique can accomplish the
optimisation of a complex harvester system with minimum
reduction in CPU time, more speciﬁc by at least 141 order
of magnitude.For example, our case study cost CPU only 11
hours and 37 minuets to ﬁnd optimal performance, that achieve
optimal performance.
In this paper, the design points for VHDL-AMS simulations
have been selected based on the D-optimal design algorithm,
the selection based on this techniques provide excellent span
for the design space with minimum number of design points.
The VHDL-AMS modeling language has been developed to
capture the practical behavior of the tunable micro-generator
system and then simulated at the D-optimal selected design
points. The VHDL-AMS simulation response to these de-
signed points used to build an accurate mathematical model
that was easily optimised using MATLAB optimisation built in
functions. The optimisation algorithm found best combination
of design parameters that lead to optimal micro-generator’s
performance. This approach was able to optimise this complex
system with minimum computation efforts and minimum CPU
time. The paper is organised as follows: section II describes
the general frame of work for the proposed strategy. Section III
introduces basic description of the RSM and D-optimal DoE.
Section IV describes system intended to be optimised, fol-
lowed by the implementation of the proposed RSM approach
applied on a tunable harvester, which include generating RSM,
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test RSM accuracy and ﬁnding optimal performance. Finally
conclusion and the possibility of further work is discussed.
II. FRAMEWORK OF PROPOSED OPTIMISATION STRATEGY
For accurate optimisation of an autonomous broadband
tunable energy micro-generator system (see section IV), the
interactions between parameters from different domains (i.e.
mechanical, electrical and magnetics) are considered. To opti-
mise this autonomous system using the proposed optimisation
method, all design parameters from these different domains
that may contribute to the magnitude of the generated power
should be identiﬁed with their approximate working range.
Based on these design ranges, the D-optimal DoE algorithm
is used to select an efﬁcient and controlled simulation points
from a larger set, a set that contains all feasible and possible
combinations from design parameters’ space. These simulation
points is fed to the VHDL-AMS characteristic model of the
broadband tunable harvester system. The simulation results
will be stored in a database, which then used by MATLAB for
regression analysis, build the ﬁtted RSM and test the adequacy
and accuracy of this model. If statistical assessments proved
the adequacy and accuracy of the ﬁtted RSM, then the objec-
tive function is deﬁned based on based on optimal performance
and then optimised via simulated annealing algorithm to ﬁnd
optimal set for desired performance. Figure 1 shows the ﬂow
and sequential steps involved in this optimisation approach.
Fig. 1: Framework of the proposed optimisation approach for
the multiresonant tunable harvester
III. BASIC CONCEPT OF RESPONSE SURFACE MODELLING
Response surface model produces precise maps based on
mathematical models, it can map all interested response(s) to
their design variables and ultimately lead to a desired spot
that meet all optimal design requirements [10]. However, there
are some steps required to be carried out before building an
accurate RSM, such as some experimentations or simulations,
regression analysis, statistical assessments and validation and
ﬁnally implement optimisation based on objective function
deﬁnition. To help the reader understand the proposed ap-
proach, RSM will be introduced in its basic form. Consider the
relationships between dependant variable(s) and independent
variables (design parameters) can be expressed as follows:
y = f(1,2,...,k) +  (1)
Where 1, 2,...,k are independent variables,  represents
the model errors, and f() is a function that relate dependant
variable to independent variables. However, since in our case
the f() is unknown, it will be approximated by empirical
(approximated) model.
y = ˆ y(1,2,...,k) +  (2)
where ˆ y are multivariate polynomials or a spline functions that
represent empirical or response surface model. However, the
independent variables should be converted to dimensionless
quantities for regression analysis. The success of applying
RSM largely determined by the type of approximation model
chosen. Typically Multi-variate quadratic polynomial can ﬁt
most engineering approximation model; so it will be chosen
to complete the generic description of construction the RSM
mathematical model, the same principle can be extended to
multidimensional spline function. For full quadratic polyno-
mial the following approximation is considered.
ˆ y = 0 +
k X
i=1
ixi +
k X
i=1
iix2
i +
XX
i<j
ijxixj (3)
where 0, i, ii, ij are the coefﬁcients of the full multivari-
ate quadratic polynomial in the regression model and xi, xj
are the coded (i.e. dimensionless) design parameters. Using
n simulation responses for the VHDL-AMS of the tunable
energy harvester model at the D-optimal designed points, the
coefﬁcients (’s) of regression model can be determined. The
number of simulation runs n, in case of D-optimal design,
can be determined using equation 4, where P is the number
of design parameters.
n = 1 + 2P + P(P − 1)/2 (4)
To ﬁnd the value of model coefﬁcients that satisfy the mini-
mum residual error between the true simulation response and
the corresponding ﬁtted response, the least squared method has
been used. So the values of ’s achieve the best ﬁt condition
and is calculated by:
 = (XTX)
−1
XTy (5)
where, X is the design matrix of size (nxp), n is the number
of simulation runs, p is the number of design parameters, and
XT is the design matrix transpose.
IV. SYSTEM DESCRIPTION
The components of a typical tunable kinetic energy har-
vester system are: a micro-generator or transducer which con-
vert ambient kinetic energy to electrical energy, an electrical
power conditioning circuit which rectiﬁes the AC generated
power and enable efﬁcient energy transfer to be accumulated
in a supercapacitor. For autonomous work the supercapacitor
provides the power to the application node (in this work is
wireless sensor node) as well as it provides the power to
tuning components (i.e. accelerometer, microcontroller, actu-
ator). The microcontroller periodically reads the output of
the accelerometer to check for any change in the ambient
frequency and based on that it commands the actuator to
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move the tuning magnet to the desired position or it takes
no action if no change discovered in the ambient frequency.
Beside powering tuning components, the supercapacitor pow-
ers the components of wireless sensor node which consist
microcontroller, temperature sensor and RF transceiver. In
the following sections a more details on the components of
autonomous tunable harvester will be presented with wireless
sensor node as load. However, since our focus is optimising the
micro-generator, it will be presented in more details than other
components of the harvester system. Figure 2 illustrates the
tunable micro-generator model connected to the supercapacitor
and the application load which is the wireless sensor node.
Fig. 2: System components modeled in VHDL-AMS.
A. Electromagnetic Tunable micro-generator
We applied our optimisation approach on a practical elec-
tromagnetic tunable micro-generator presented in [4]. This
micro-generator and its tuning tool is shown in Fig. 3. The
design of this micro-generator uses four neodymium iron
boron (NdFeB) magnets bonded to the top and bottom surfaces
of a cantilever beam and vibrated with the same frequency
of ambient vibration, and a large coil ﬁxed at the free end.
The vibration causes a relative displacement, z(t), between
the magnets and the ﬁxed coil which will induce a current in
the coil. Moreover, for tuning purpose additional magnet is
attached to this end, the tuning mechanism use axial tensile
force to change the stiffness features of the cantilever beam
which produce a change in the micro-generator’s resonant
frequency. The axial tensile force is controlled by a nearby
tuning magnet (i.e.magnet2 in Fig. 3), which is attached to a
linear actuator powered by the supercapacitor and controlled
by microcontroller. For the purpose of showing the design
parameters that may be considered in the optimisation process,
some dynamic and characteristic equations will be presented
in brief. This micro-generator can be modelled using second-
order, spring-mass system [4]
m¨ z(t) + cp ˙ z(t) + kseffz(t) + Fem + Ftz = −m¨ y(t) (6)
Fig. 3: Block diagram of tunable micro-generater and its
interaction during tuning action1.
where m is the proof mass, cp is the damping coefﬁcient,
kseff is the spring stiffness constant, y(t) is the displace-
ment of the base exciting the micro-generator, Ftz is the z
component of the magnetic force caused by the two tuning
magnets (i.e. magnet1 and magnet2 in Fig.3), z(t) is the
relative displacement between the power magnets and the
coil, according to Faraday’s law this relative displacement will
induce current in the coil. The amount of induced voltage
(vem) is changing with magnetic ﬂux B, the number of turns
of the coil N, the coil length l and the relative displacement
z(t), i.e.
vem = −NlB ˙ z(t) (7)
Hence, the electromagnetic force Fem included in dynamic
equation 6 is:
Fem = −NlB ∗ i(t) (8)
Where i(t) is the current through the coil. The electrical output
voltage of the micro-generator is:
v(t) = vem − Rc ∗ i(t) − Lc ∗ i(t) (9)
where Rc, Lc are the resistance and the inductance of the coil.
The z component of the tuning force is
Ftz = Ft
z(t)
Lb
(10)
where Lb is the length of the cantilever beam. For micro-
generator based cantilever the resonant can be calculated as:
fr = 1/2
p
ks/m (11)
Where, ks is the cantilever beam stiffness and m is the
proof mass (i.e. power magnets in our case). To tune the
micro-generator at different frequencies to match the ambient
frequency and then generate maximum power; the cantilever
beam has to change its stiffness. This could be achieved by
applying axial load via tuning magnets (see ﬁgure 3). The
relation between axial load and the new resonance could be
approximated by [4]:
f′
r/fr =
r
1 +
Ft
Fb
(12)
Where f′
r/fr is the ratio of new resonant to old resonant, Ft
is the tuning force, Fb is the axial force required to buckle the
cantilever beam, [4] presented more details on the calculations
of Ft and Fb.
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By manipulating equations 11 an 12 we can calculate the
new cantilever stiffness in terms of tuning force Ft and
buckling force Fb, i.e.
kseff = ks(1 +
Ft
Fb
) (13)
Where, ks is the current beam stiffness before applying a
new tuning force. Note that the spring stiffness depends on
the geometry of the cantilever beam as well as the material
stiffness (Young’s modulus) of the beam, the formula relating
these together [11] is:
ks =
EWbT3
b
4L3
b
(14)
Where, E is cantilever material Young’s modulus, Wb, Tb, Lb,
is cantilever beam width, thickness, and length respectively.
Looking carefully at above equations especially equation 6, 13
and 14, one can deduce the importance of choosing optimal
beam dimensions upon generated energy of micro-generator.
For this reason, we decide to include cantilever beam dimen-
sions as design parameters that need to be optimised. On
the other hand, and based on Faraday’s law of induction and
equations 7, the induced voltage in the coil is signiﬁcantly
affected by the number of coil turns (N) and the magnetic
ﬂux gradient through a coil placed in magnetic ﬁeld B. The
number of coil turns can be calculated using the following
formula:
N =
4Fc.(Ro − Ri).Ctℎick
.dcoil
(15)
where Fc is ﬁll factor of the coil, Ro, Ri and tcoil are the
outer radius, inner radius, and the thickness of the coil respec-
tively. dcoil is the wire diameter. This necessitate to include
coil parameters in optimisation process for ﬁnding optimal
power within available constraints such as micro-generator
dimensions. Equations 7 and 9 indicates that, increasing the
strength of magnetic ﬁeld will increase the generated power.
So a small air gap between power magnets is desired for
larger magnetic ﬂux but that leads to a reduction in the coil
thickness, this design tradeoff between the coil thickness and
the air gap, suggest strongly to consider these two factors in the
optimisation process. Figure 4 illustrates the power magnets
and the coil arrangement in the harvesting micro-generator.
Fig. 4: Power magnets (P.M1,..,4) and coil arrangement in
micro-generator.
B. Design parameters selected for performance optimisation
Consistent analysis in literature of vibration based micro-
generator [5], [12], showed that the optimal condition for
maximum power delivered to electrical domain is achievable
with minimal mechanical damping value, m, as shown in the
following equation:
Pmax =
m.a2
v
16.!r.m
(16)
where m is the proof of mass, wr is the resonant frequency, av
is the acceleration level and Pmax maximum power delivered
to the electrical domain. Thus, in order to minimise the effect
of mechanical damping, we should optimise design parameters
that contribute to the amount of damping, equation 17 shows
these parameters which are:
 =
cp
2
√
mks
(17)
where cp is parasitic damping, m is the proof of mass and
ks is beam stiffness. Since beam stiffness is controlled by
beam dimensions as shown in equation 14. Thus, from the
discussions in this section and section IV-A we can draw a
conclusion about the key design parameters that need to be
optimised for optimal performance of tunable micro-generator
within the given constraints, i.e. system dimensions. Seven
design parameters are considered: air gap between power
magnets, beam length, beam width, beam thickness, coil outer
radius, wire diameter, coil thickness. Table I shows these
design parameters with their ranges. The D-optimal algorithm
used the information in Table I to generate an efﬁcient design
points simulated by VHDL-AMS model to build the RSM
database.
TABLE I
KEY DESIGN PARAMETERS WITH THEIR RANGES
Design parameter Lower limit Upper limit
AirGap(mm) 0.0 5.0
Lb(mm) 5.0 15.0
Wb(mm) 2.0 10.0
Tb(um) 50.0 160.0
Crout(mm) 2.0 2.45
Ctℎick(mm) 1.0 1.3
Wdiameter(um) 12.0 25.0
C. Integrated VHDL-AMS model of autonomous tunable har-
vester
All system components (see ﬁgures 2 and 3) required to
implement the autonomous operation of wireless sensor node
powered by a tunable electromagnetic micro-generator have
been modeled as a single model using accurate hardware
description language, i.e. VHDL-AMS, which proved its ca-
pability and accuracy in capturing the practical behavior of
multiphysics systems (such as the tunable energy harvester) as
reported in the literature [13]. The system’s major components
have been modeled at different level of abstractions. For
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example, the micro-generator was modelled based on dynamic
and characteristic equations (see section IV-A for details) that
describe the output power in terms of micro-generator physical
dimensions and the features of ambient vibration. Likewise,
among different topologies found in the literature [14], [15]
of energy harvesting electrical power conditioning circuits, the
bridge rectiﬁer shown in ﬁgure 2 has been selected due to
its efﬁciency and has been modeled based on basic electrical
components levels. In addition, the digital process required
to implement the tuning mechanism which involve reading
ambient frequency from accelerometer and based on that it
actuates the stepper motor to move the movable tuning magnet
(i.e. magnet2 in ﬁgure 3) to the desired position, so that the
micro-generator will change its resonant frequency to match
ambient frequency. Finally, and as shown in ﬁgure 2, the
supercapacitor is modelled using basic electrical component
level according to accurate model structure [16] that can model
the practical behaviour of the supercapacitor, table II presents
parameter’s values that have been used in the VHDL-AMS
model.
TABLE II
PARAMETERS VALUES USED IN SUPERCAPACITOR MODEL
Parameter Value Parameter Value
Ci 350 mF Rd 0.204Ω
Civ 0.35 + v ∗ 0.21 (F/V )
Cd 210 mF Rd 84.0Ω
Cl 60.0 mF Rl 4375Ω
Cl1 16.7 mF Rl1 34375Ω
Where v in the equation of calculating the value of the
voltage dependant capacitor Civ, is the voltage across the
parallel capacitance Ci. The purpose of (Ri, Ci, Civ), (Cd,
Rd) and (Cl, Rl, Cl1, Rl1) is to model the immediate, delayed
and long term behavior [16] respectively of the supercapacitor
when charged by electromagnetic energy harvesting micro-
generator.
The different modes of wireless sensor node operations and the
different scenarios of tuning mechanism has been represented
by equivalent load resistance (Req), such that:
Req = V dd/is(t) (18)
Where V dd and is(t) are the instantaneous voltage and
consumed current respectively, as shown in ﬁgure 2.
Req =
⎧
  ⎨
  ⎩
186Ω when wireless sensor node transmits
5.6MΩ when no activities
33Ω when microcontroller wakes up
16.7Ω when tuning actuator moves
V. GENERATING RESPONSE SURFACE MODEL
After deﬁning design parameters’ bounds and applying D-
optimal algorithm to generate design points, these design
points have been fed to VHDL-AMS model for simulation
purpose. All simulation responses and its corresponding design
points were used to form a database for regression analysis
to construct the mathematical model, i.e. response surface
model (RSM). Least square method was used to calculate the
RSM coefﬁcients, so theses coefﬁcients satisfy the minimum
residuals error, hence achieve the best ﬁtting conditions. The
values of RSM coefﬁcients (i.e. ′s terms in equation 3) that
express the supercapacitor voltage in millivolts in terms of
design parameters are shown in table III.
Where 1,2,3,4,5,6,7 represent the coefﬁcients of
the ﬁtted response surface model expressed in the form of
equation 3. In more speciﬁc, they estimate the coefﬁcients of
air gap between power magnets, cantilever length (Lb), can-
tilever width Wb, cantilever thickness Tb, coil radius (Crout),
wire diameter (Wdiameter) and coil thickness (Ctℎickness)
respectively and the interactions between them. Using above
ﬁtted model the designer can clearly deﬁned each design
parameters effects on output response.
Figure 5 shows the variations in simulation response per design
parameter, based on the ﬁtted response surface model.
Fig. 5: The variations in simulation response over the design
parameters’ space, based on the ﬁtted RSM, dashed lines are
95% conﬁdence intervals for new observations.
A. Accuracy Assessment of RSM
This ﬁtted RSM has been inspected and tested against
signiﬁcant statistical indexes to prove its reliability and
accuracy for further process. The table below (TABLE IV)
shows the result of this statistical assessment.
TABLE IV
STATISTICAL INDICES TO ASSESS THE RSM MODEL
No. Statistical Index Value Pass/Fail
1 R2 = 1 − SSerror
SStotal 0.9167 Pass
2 R2
adj = 1 − MSE
MST 0.7084 Pass
3 RMSE =
r Pn
k=1(yi−ˆ yi)2
n−p 1.9078 Pass
Where R2,R2
adj,RMSE are coefﬁcient of determination,
adjusted coefﬁcient of determination, and the root mean square
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TABLE III
RSM COEFFICIENTS (ij) ESTIMATION REFER TO EQUATION 3
HHH H j
i 0 1 2 3 4 5 6 7
0 2686.7 -2.70 1.20 0.12 0.11 -1.50 1.20 -161.3
1 -3.13e-2 3.83e-2 0.104 -1.02e-3 -0.51 5.50e-02 2.70
2 -4.76e-2 1.8e -2 -1.7e-2 -3.8e-2 -2.1e-2 0.40
3 1.8e-2 -3.86e-3 -0.52 -2.6e-2 1.20
4 2.94e-4 2.94e-4 -7.63e-04 N/A
5 2.94 -.68 2.64
6 2.38e-2 1.89e-3
7 62.40
error respectively.
SSerror, SStotal, MSE and MST which are included in the
assessment equations in the TABLE IV are deﬁned as follows:
SSerror =
n X
k=1
(yi − ˆ yi)2
is the sum of square error from the regression model (residu-
als),
SStotal =
n X
k=1
(yi − y)2
is the sum of square difference around the mean,
MSE =
SSerror
n − p
and
MST =
SStotal
n − 1
are the mean square error, and the mean square total respec-
tively. n is the number of simulation runs and p is the number
of the coefﬁcients in the ﬁtted model, yi, ˆ yi and y are the ’ith’
actual value, the ﬁtted ’ith’ value and mean of actual values
respectively.
However, for ideal and accurate model ﬁtness, both R2 and
R2
adj should be close to unity, while a lower value of RMSE
indicates better model ﬁtness and better prediction to unob-
served responses [17]. These statistical indications are vital
statistical metrics that measure the accuracy and the validity
of the ﬁtted model. From the table (i.e. Table IV), the statistical
assessment results for the ﬁtted RSM looks promising which
give us the conﬁdence to use this model in further process, i.e.
optimising the performance of the tunable harvesting micro-
generator based on this mathematical model (RSM).
VI. TUNABLE MICROGENERATOR’S PERFORMANCE
OPTIMISATION USING RSM
The proposed optimisation framework in ﬁgure 1, suggests
that you deﬁne the range of all design parameters need to
be optimised to obtain optimal performance. Section IV-B
discussed the parameters that have signiﬁcant contributions
to the total power generated by the micro-generator. These
parameters in brief are cantilever beam and coil dimensions
as well as the air gap between power magnets and the
design tradeoff between these parameters. The study in
[8] which has been applied on ﬁxed (i.e. single) resonant
electromagnetic harvesting micro-generator showed that
the signiﬁcant parameters are the parameters from micro-
generator’s physical dimensions such as coil dimensions
while the external components’ parameters such as interface
circuit and supercapacitor have much less effects on the total
output power, if compared to the effect of micro-generator’s
physical parameters. As a result, seven design parameters
from the physical structure of the micro-generator are
considered to be optimised, which has immediate impact
on electrical and magnetic properties, and thus immediate
effect on the total output power generated by the harvester
system. More speciﬁcally, these design parameters are air
gap between power magnets, cantilever length, cantilever
beam width, cantilever beam thickness, coil radius, coil
thickness and wire diameter. To search the design spaces of
these parameters and ﬁnd optimal combination set directly
by simulating the VHDL-AMS model would cost the CPU
a prohibitive time due to the large number of simulation
runs needed. As a result using a meta-model or surrogate
model such as response surface to represent the performance
metric (needed to be optimised) in terms of design parameters
will ease the process of optimisation as well as reduce the
number of simulation runs. Using the proposed framework
of optimisation, the embedded complexity in behavior and
the close interactions between different physical domains
that form the basic structure of the tunable harvesting micro-
generator can be simpliﬁed with a mathematical model that
can express and lumped all design parameters interactions in
one mathematical equation that can be optimised according
to the desired objective function using a robust global
optimisation algorithm,i.e. simulated annealing algorithm.
Furthermore, to enable efﬁcient RSM construction with
minimum simulation runs, the design points have been selected
by the D-optimal algorithm. The optimisation objective is to
have a maximum voltage across the supercapacitor element
within the shortest time. The amount of voltage in the
supercapacitor drops when the microcontroller wake up to
check the change in the ambient frequency, a larger voltage
consumed when the linear actuator move the movable tuning
magnet to apply axial force on the cantilever beam and
hence changes the stiffness of the cantilever beam which
result in changing the micro-generator’s resonant frequency
accordingly. Another power consumption happened when the
sensor node start transmission.
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Fig. 6: VHDL-AMS simulation for supercapacitor waveform
of different designs to verify RSM optimisation effectiveness.
The optimisation objective could be expressed as:
Maximise VSup.Cap.(X)
where X∈ Rk is the vector of the k input design parameters,
such that:
l ≥ X ≤ u
where l and u are lower and upper bounds (ranges) of the
design parameters, respectively, as deﬁned in Table I.
Applying simulated annealing on the objective function to
ﬁnd optimal combinations that lead to optimal performance
resulted in a design parameters set shown in table V.
TABLE V
OPTIMISATION RESULTS OF OBJECTIVE FUNCTION BASED ON SIMULATED
ANNEALING ALGORITHM
Design Optimum Design Optimum
parameter design point parameter design point
AirGap 1.9 mm Lb 7.0 mm
Wb 4.0 mm Tb 160.0 m
Crout 2.0 mm Wdiameter 25.0 m
Ctℎick 1.3 mm
To validate the result of optimisation, the optimal combi-
nation of design parameters have been simulated via VHDL-
AMS model and compared to the original design, the result
of this validation is shown in (Fig. 6), it is very clear how far
the performance of optimal design improved over the original
design.
Figure 7 shows details activities going on when the opti-
mised tunable micro-generator is powering a wireless sensor
node, at different tuning scenarios as well as different operat-
ing modes of wireless sensor node. The wireless sensor node
transmissions is based on the voltage level in the supercapac-
itor. Finally, to show the beneﬁts gained using the proposed
Fig. 7: Detailed graph of the supercapacitor waveform for the
optimised design
optimisation method in numbers, table VI shows a comparison
between optimising tunable kinetic energy harvesting micro-
generator in a wireless node using the RSM method and
optimising the same system through the full VHDL-AMS
model. It is clear from the table how large reduction gained in
the magnitude of CPU time. Although, the simulated annealing
algorithm for optimisation is robust and converges to the global
optimum, but, it ﬁnds this optimum with different number of
iterations each time is being used, because the search is based
on assuming random neighbor solution each time and then
applying the acceptance criteria. Hence, it has been run many
times using MATLAB and the average number of iteration has
been calculated and used in the table VI.
TABLE VI
CPU TIMES CONSUMED DURING OPTIMISATION PROCESS USING TWO
DIFFERENT APPROACHES
Optimisation through Optimisation via
full VHDL-AMS sim-
ulation
RSM approach
CPU time for one T = 19.3 minuets T = 487.6 s
simulation
CPU time required to
generate RSM 694.8 minuets
e.g. (P=7 see equa-
tion 4)
Total Optimisation
time
19.3*5281 487.6s*5281+(36x19.3)
=1698 hours (i.e. 70
days and 1 hour)
=11hours and 37 min-
uets
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VII. CONCLUSION
The work in this paper presents a reliable and efﬁcient
method that can optimise a tunable kinetic electromagnetic
energy harvesting micro-generator that power a wireless sensor
node. The proposed framework utilises the RSM for analysis
and search for optimum performance design based. The typical
core structure of tunable harvesting micro-generator consists
of components from multi-physics domains (i.e. magnetics,
mechanics, analogue and digital electric components), this
variety of physical domains and the close interactions between
them complicate the optimisation process for such a system
and lead to expensive computation time. The proposed RSM
optimisation framework could give the following beneﬁts:
∙ A clear insight into relationships between performance
metrics and given design parameters and their effects.
∙ Save a huge amount of CPU time and resources.
∙ Span design space of design parameters efﬁciently with
minimum design points.
∙ Quantify each design parameters effects and design trade-
off clearly.
As shown the proposed framework lead to a massive reduction
in computing time, namely, it reduced the CPU time by 141
order of magnitude. If this framework incorporated in an
integrated development environment (IDE) design tool will
speed up the process of optimisation of complex system, such
as tunable kinetic energy harvesting system.
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Abstract—In an energy harvester powered wireless sensor node 
system, as the energy harvester is the only energy source, it is 
crucial to configure the microcontroller and the sensor node so 
that the harvested energy is used efficiently. This  paper outlines 
modelling,  performance  optimisation  and  design  exploration  of 
the  complete,  complex  system  which  includes  the  analogue 
mechanical  model  of  a  tunable  kinetic  microgenerator,  its 
magnetic  coupling  with  the  electrical  blocks,  electrical  power 
storage  and  processing  parts,  the  digital  control  of  the 
microgenerator tuning system, as well as the power consumption 
models of sensor node. Therefore not only the energy harvester 
design parameters but also the sensor node operation parameters 
can be optimised in order to achieve the best system performance. 
The  power  consumption  models  of  the  microcontroller  and  the 
sensor node are built based on their operation scenarios so that 
the  parameters  of  the  digital  algorithms  can  be  optimised  to 
achieve the best energy efficiency. In the proposed approach, two 
Hardware Description Languages, VHDL-AMS and SystemC-A 
is used to model the system's analogue components as well as the 
digital  control  algorithms  which  are  implemented  in  the 
microcontroller and the sensor node. Simulation and performance 
optimisation  results  are  verified  experimentally.  In  the 
development  of  the  fast  design  exploration  tool  based  on  the 
response surface technique, the response surface model (RSM) is 
constructed by carrying out a series of simulations. The RSM is 
then  optimised  using  MATLAB's  optimisation  toolbox  and  the 
optimisation results are presented. 
 
Index  Terms—Wireless  sensor  node,  Energy  harvesting, 
Performance optimisation, Simulation. 
 
I.  INTRODUCTION 
IRELESS  sensor  networks  (WSNs)  have  attracted  a 
great  research  interest  in  recent  years.  Since  wireless 
sensor  nodes  can  provide  information  from  previously 
inaccessible  locations  and  from  previously  unachievable 
number  of  locations,  many  new  application  areas  are 
emerging,  such  as  environmental  sensing  [1],  structural 
monitoring  [2]  and  human  body  monitoring  [3].  Although
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wireless sensor nodes are easy to deploy, the lack of physical 
connection  means  they  must  have  their  own  energy  supply. 
Because  batteries  have  limited  lifetime  and  are 
environmentally hazardous, it has become widely agreed that 
energy  harvesters  are  needed  for  long-lasting  sensor  nodes 
[4]–[6]. The idea is to use energy harvester to capture small 
amounts of energy from the environment and use the generated 
energy  to  power  the  nodes  in  wireless  sensor  networks. 
Vibration-based  energy  harvesters  are  used  in  many 
commercial  applications  since  mechanical  vibrations  are 
widely present. Most of the reported vibration energy harvester 
designs  are  based  on  a  spring-mass-damper  system  with  a 
characteristic  resonant  frequency.  These  devices  normally 
have a high Q-factor and generate maximum power when their 
resonant  frequency  matches  the  dominant  frequency  of  the 
input ambient vibration [7]. Consequently, the output power 
generated  by  the  microgenerator  drops  dramatically  when 
there is a difference between the dominant ambient frequency 
and  the  microgenerator's  resonant  frequency.  Tunable 
microgenerators,  which  can  adjust  their  own  resonant 
frequency through mechanical or electrical methods to match 
the input frequency, are therefore more desirable than the fixed 
frequency  microgenerators  [8].  A  wireless  sensor  node 
powered  by  tunable  energy  harvester  typically  has  the 
following key components (Fig. 1) [9]: a microgenerator which 
converts ambient environment vibration into electrical energy, 
a  power  processing  circuit  which  regulates  and  stores  the 
generated energy, an actuator used for the frequency tuning 
mechanism, a digital controller that monitors and retunes the 
tunable  energy  harvesting  system  based  on  vibration 
Energy Efficient Sensor Nodes Powered by 
Kinetic Energy Harvesters – Design for 
Optimum Performance 
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W  
Fig. 1.  Components of a energy harvester powered sensor node system [9]. 
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measurements  from  an  accelerometer,  and  the  wireless 
transceiver or transmitter. 
Hardware description languages, such as VHDL-AMS and 
SystemC-A,  have  been  used  to  model  energy  harvesters  in 
recent years [10], [11]. HDLs with mixed signal and multi-
domain capabilities are suitable for energy harvester modelling 
because  an  energy  harvester  is  naturally  a  mixed-physical-
domain  system.  The  technique  outlined  below  models  the 
complete system including the analogue mechanical, magnetic 
and electrical power storage and processing parts, the digital 
control  of  the  microgenerator  tuning  system,  as  well  as  the 
power consumption models of sensor node. Additionally, the 
paper  proposes  a  response  surface  based  design  space 
exploration  and  optimisation  technique  so  that  not  only  the 
energy harvester design parameters but also the sensor node 
operation parameters can be optimised in order to achieve the 
best system performance 
II.  PERFORMANCE OPTIMISATION 
An  automated  energy  harvester  design  flow  must  be 
implemented  holistically  and  based  on  a  single  software 
platform that can be used to model, simulate, configure and 
optimise  an  entire  energy  harvester  systems.  Such  a  design 
flow is outlined in the pseudo-code of Algorithm 1 and also 
shown in Fig. 2. Naturally, the process starts with initial design 
specification, such as the available energy source (light, heat, 
vibration,  etc),  environmental  energy  density,  device  size, 
minimum  voltage  level/power  output.  According  to  these 
specifications, HDL models are constructed from component 
cells  available  in  the  component  library.  The  component 
library  contains  parameterised  models  of  different  kind  of 
micro-generator  structures  (solar  cell,  electromagnetic, 
piezoelectric,  etc),  various  booster  circuit  topologies  and 
storage elements. The outer loop in the algorithm represents 
this structure configuration process, which involves examining 
and comparing those HDL models from the library with the 
aim of identifying a set of components that meet specific user 
requirements. The inner design flow loop will then find the 
best  performance  of  each  candidate  design  by  adjusting 
electrical and non-electrical parameters of the design's mixed-
technology  HDL  model.  The  parametric  optimisation  of  the 
generated structure will further improve the energy harvester 
efficiency by employing suitable optimisation algorithms. The 
design flow ends with the best performing design subject to 
user-defined performance characteristics. 
Requirements for energy harvester component models are: 
1)  models  need  to  be  computationally  efficient  for  fast 
performance  optimisation  when  used  in  complete 
energy-harvester  systems  and  yet  accurate;  these  are 
conflicting  requirements,  2)  models  need  to  capture  both 
theoretical equations and practical non-idealities required for 
accurate performance estimation. The models should support 
different mechanical-electrical structures and will be expressed 
in terms of HDL descriptions. They will be able to predict the 
behaviour  of  the  actual  device  accurately  while  remaining 
reconfigurable. 
A small HDL model library of energy harvester components 
has been built. It contains two types of micro-generator, each 
of which can be configured with different coils (wire diameter 
of  12/16/25  µm),  and  two  types  of  voltage  multipliers  that 
have three to six stages. The voltage transformer has not been 
included because it cannot be made and tested with available 
resources.  But  the  simulation  based  optimisation  of  energy 
harvester  with  voltage  transformer  has  been  performed  and 
will be discussed in Section II-A2. The configuration target 
has been set to find the set of components that can charge the 
0.047F super capacitor to 2V in shortest time. These values 
were chosen because there has been reported energy harvester 
systems  that  use  0.047F  storage  capacitor  and  2V  working 
voltage [12]. Simulations of every available energy harvester   
 
Fig. 2.  Energy harvester design flow. 
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configuration were carried out simultaneously and a process 
has  been  developed  to  automatically  track  the  best  model. 
SystemVision  VHDL-AMS  simulator  [13] has been used as 
the single software platform. The outcome design is listed in 
Table I. 
It is no surprise that the micro-generator II has been chosen 
because it is larger and stores more kinetic energy. However, it 
is quite interesting that the coil with the largest wire diameter, 
which leads to the fewest number of turns, and the VM with 
the fewest stages have been chosen. To further investigate this 
result,  more  simulations  have  been  done  and  an  important 
trade-off between the electromagnetic micro-generator and the 
VM voltage booster has been found as explained below. 
Fig.  3  shows  the  charging  waveforms  of  Type  I 
micro-generator  connected  to  the  same  5-stage  VM  but 
configured with different coils. At the beginning, the energy 
harvester with 25 µm wire diameter charges the quickest and 
the 12 µm configuration charges the slowest while the 16 µm 
one is in between. But the 25 µm configuration also saturates 
quickly and reaches the 2V mark slower than the 16 µm energy 
harvester. Due to simulation time limitation, the figure does 
not show how the other two waveforms end. But it could be 
foreseen  that  the  16  µm  configuration  will  also  saturate  at 
some point while the 12 µm one reaches highest voltage. 
Similar results have been obtained from the voltage booster 
end.  Fig.  4  shows  the  charging  waveforms  of  Type  II 
micro-generator with 25 µm coil connecting with 3, 4 and 5 
stages Dickson VMs. It can be seen that the energy harvester 
with the 3-stage VM charges the super capacitor to 2V first 
and the one with the 5-stage VM can reach the highest voltage. 
The above results prove that when different components of 
an energy harvester are combined, the gain at one part may 
come  at  the  price  of  efficiency  loss  elsewhere,  rending  the 
whole system less efficient than expected. This observation is 
very useful for the development of future, more complicated 
systems  and  model  libraries.  Below  we  evaluate  the 
performance  loss  due  to  the  close  mechanical-electrical 
interaction  (micro-generator  and  voltage  booster)  that  takes 
place in the energy harvester system. 
A.  Performance Optimisation 
The loss expressed in terms of energy harvesting efficiency 
is: 
Harvested Delivered
Loss
Harvested
E E
E
η
−
=   (1) 
In the proposed design flow, the generated energy harvester 
design  should  be  parameterised  such  that  automated 
performance optimisation will be able to further improve the 
energy harvester efficiency by employing suitable optimisation 
algorithms. The optimisation objective investigated in the case 
study  below  is  to  maximise  the  charging  rate  of  the  super 
capacitor. 
1)  Exhaustive  search:  The  micro-generator  parameters 
that  can  be  optimised  are  related  to  the  coil  size,  i.e  the 
thickness (t) and the outer radius (R). Other components such 
as  the  magnets  and  cantilever  determine  the  resonant 
frequency  of  the  micro-generator  and  thus  should  be 
determined from the application requirements. The optimised 
parameters of the voltage booster are the capacitor values of 
each VM stage. The entire energy harvester is optimised as an 
integrated  model  and  the  parameter  search  space  is 
summarised in Table II. 
The optimisation is based on the concurrent simulations of 
design instances from uniformly sample the search space and 
track  the  best  result  (Fig.  5).  Other  optimisation  algorithms 
may also be employed and we show in Section II-A2 how a 
VHDL-AMS  based  genetic  optimisation  was  successfully 
applied to the integrated optimisation of an energy harvester 
system. 
To validate the effectiveness of the proposed approach, the 
 
Fig. 3.  Simulation of Type I micro-generator with different coils. 
  
 
Fig. 4.  Simulation of Type II micro-generator with different VMs. 
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following  simulations  and  experimental  measurements  have 
been carried out. 
Original design: combines Type II micro-generator with a 5 
stage Dickson VM. This VM has been reported in literature as 
the optimal configuration [14]. However, in the original design 
these  two  parts  are  optimised  separately,  which  is  quite 
common  in  existing  energy  harvester  design  approaches. 
Parameters of the original design are listed in Table III. 
Optimised  design:  has  been  obtained  using  the  proposed 
design flow (Fig. 5). Table IV gives the new micro-generator 
and voltage booster parameters. 
The  impact  of  these  values  on  improving  the  energy 
harvester performance has been validated in both simulation 
and experimental measurements. According to the optimisation 
result, a new coil has been manufactured by Recoil Ltd, UK 
[15]  which  replaced  the  original  one  in  the  validation  (see 
Fig. 6). 
Simulation and experimental waveforms of the original and 
optimised design are shown in Fig. 7. As can be seen from the 
figure, there is good a correlation between the simulation and 
experimental  waveforms  in  both  of  the  energy  harvester 
designs, which validates the effectiveness and accuracy of the 
proposed  design  flow.  The  energy  harvester  from  original 
design can charge the super capacitor to 2V in 6000 seconds 
while  the  optimised  design  only  uses  1500  seconds,  which 
represents a 75% improvement. 
2)  Genetic  optimization:  This  section  demonstrates 
another possible optimisation method to improve the energy 
harvester  efficiency.  Fig.  8  shows  that  in  the  proposed 
approach,  not  only  the  energy  harvester  model  but  also  the 
optimisation  algorithm  is  implemented  in  a  single 
VHDL-AMS  testbench.  The  parameters  used  for  the 
optimisation are from both the micro generator and the voltage 
booster.  The  optimisation  object  is  to  increase the charging 
rate  of  the  super  capacitor.  The  optimisation  algorithm 
generates  design  parameters  to  the  model  and  obtains  the 
charging rate through simulation. The optimisation loop runs 
continuously until the design parameters reach an optimum. 
A  super  capacitor  of  0.22F  has  been  used  in  the 
performance  optimisation  experiment.  The  micro-generator 
parameters that can be optimised are the number of coil turns 
(N), the internal resistance (Rc) and the outer radius (R). The 
voltage  booster  circuit  here  is  a  voltage  transformer.  The 
optimisation  parameters  are  the  number  of  turns  and  the 
resistance  of  the  transformer's  primary  and  secondary 
windings. For proof of concept, a genetic algorithm (GA) [16] 
has  been  employed  to  optimise  the  energy  harvester  with  a 
voltage  transformer  booster.  The  implemented  GA  has  a 
population size of 100 chromosomes. Each chromosome has 7 
parameters (3 from the micro-generator and 4 from the voltage 
booster).  The  crossover  and  mutation  rate  are  0.8  and  0.02 
respectively.  Other  optimisation  algorithms  may  also  be 
applied  based  on  the  proposed  integrated  model.  The 
“un-optimised” model parameters are given in Table V. 
Applying  the  proposed  modelling  and  performance 
optimisation,  Table  XIV gives the new micro-generator and 
voltage  booster  parameters  which  are  referred  to  as  the 
“optimized” design. The impact of these values on improving 
the charging of the super is shown in Fig. 9. As can be seen 
from the simulation results, in 150 minutes the un-optimised 
energy harvester charges the super capacitor to 1.5V and the 
optimised energy harvester reaches 1.95V, which represents a 
30% improvement. 
Performance  of  the  developed  GA  has  been  further 
investigated by comparing the power transfer efficiency before 
and after optimisation. The maximum average power that can 
 
Fig.  5.    Implementation  of  the  proposed  energy  harvester  design flow in 
VHDL-AMS. 
  
 
Fig.  6.    New  coil  according  to  optimisation  result  (R=2.0mm,  r=0.5mm, 
t=1.3mm, d=25µm). 
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be  delivered  to  the  electrical  domain  is  about  144  µW. 
Table VII lists the average electrical power output from the 
micro generator and the voltage transformer. It can be seen 
that the optimisation improves the efficiency of both the micro 
generator  and  voltage  booster,  which  validates  the 
effectiveness of the developed genetic optimisation. 
III.  COMPLETE WIRELESS SENSOR NODE 
Fig.  10  shows  the  diagram  of  the  wireless  sensor  node 
system  powered  by  tunable  energy  harvester.  The  wireless 
sensor  node  has  a  temperature  sensor  and  a  2.4GHz  radio 
transceiver. Once activated, the measured data are transmitted 
to another transceiver which is connected to a PC’s USB port. 
The microgenerator converts the input vibration into electrical 
energy.  The  generated  AC  voltage  is  rectified  by  a  diode 
bridge  and  stored  in  a  0.55F  supercapacitor.  The 
supercapacitor  acts  as  the  energy  source  for  the 
microcontroller  that  controls  the  frequency  tuning  of  the 
microgenerator and for the sensor node. In order to tune the 
resonant  frequency  of  the  microgenerator  to  match  the 
frequency of the vibration source, the microcontroller uses two 
input signals, one from the microgenerator and one from the 
accelerometer. The operational amplifier acts as a comparator 
to generate square waves from the microgenerator output so 
that  it  is  easy  for  the  microcontroller  to  calculate  the 
frequency.  The  detailed  tuning  algorithms  are  presented  in 
Section III-A3. The microcontroller also provides energy for 
the accelerometer, the operational amplifier and the actuator so 
that these devices can be turned off when not in use. Table 
VIII lists the type and make of the system components. 
A.  System Component Models 
1)  Tunable microgenerator: Fig. 11(a) shows a diagram 
of the electromagnetic microgenerator together with its tuning 
mechanism.  The  microgenerator  is  based  on  a  cantilever 
structure.  The  coil  is  fixed  to  the  base,  and  four  magnets 
(which are located on both sides of the coil) form the proof 
mass. The tuning mechanism uses magnetic force to change 
the effective stiffness of the cantilever which leads to a change 
of resonant frequency. One tuning magnet is attached to the 
end  of  the  cantilever  beam  and  the  other  tuning  magnet  is 
connected to a linear actuator. The linear actuator moves the 
magnet to the calculated desired position so that the resonant 
frequency of the microgenerator matches the frequency of the 
ambient  vibration.  The  control  algorithm  is  modelled  as  a 
SystemC  digital  process  described  in  Section  III-A3. 
Fig. 11(b) shows a photo of the microgenerator which is used 
to validate the proposed technique [17]. 
The dynamic model of the microgenerator is [18]: 
2
_ 2
( ) ( )
( ) p s em t z a
d z t dz t
m c k z t F F F
dt dt
+ + + + =   (2) 
where m is the proof mass, z(t) is the relative displacement 
between  the  mass  and  the  base,  cp  is  the  parasitic damping 
factor,  ks  is  the  effective  spring  stiffness,  Fem  is  the 
electromagnetic force, Ft_z is the z component of tuning force 
Ft and Fa is the input acceleration force. The z component of 
tuning force is: 
_
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Fig. 8.  Integrated performance optimisation in VHDL-AMS testbench. 
  
 
Fig. 7.  Simulation and experimental waveforms of original and optimized 
energy harvesters. 
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where lc is the length of the cantilever. The resonant frequency 
ω0 and damping coefficient ζ are: 
0
s k
m
ω =   (4) 
2
p
s
c
mk
ζ = .  (5) 
The resonant frequency of the tuned microgenerator (fr’) is: 
' 1 t
r r
b
F
f f
F
= +   (6) 
where fr is the un-tuned resonant frequency, Ft is the tuning 
force between two magnets and Fb is the buckling load of the 
cantilever. The electromagnetic voltage generated in the coil 
is: 
( )
em
dz t
V
dt
= −Φ   (7) 
where Φ=NBl is the transformation factor and N is the number 
of  coil  turns,  B  is  the  magnetic  flux  density  and  l  is  the 
effective length. The output voltage is: 
( )
( ) ( ) L
m em c c c
di t
V t V R i t L
dt
= − −   (8) 
where Rc and Lc are the resistance and inductance of the coil 
respectively  and  ic(t)  is  the  current  through  the  coil.  The 
electromagnetic force is calculated as: 
( ) em c F i t = Φ .  (9) 
2)  Energy-aware  sensor  node  behavior  and  power 
consumption model: The eZ430-RF2500 wireless sensor node 
from Texas Instruments has been used in the system. The on-
board controller is the MSP430F2274 and is paired with the 
CC2500 multi-channel RF transceiver, both of which are based 
on low-power design. The sensor node (Fig. 12) monitors the 
environment temperature as well as the supercapacitor voltage. 
Once activated, it transmits the temperature and voltage values 
through the radio link. Transmissions do not involve receiving 
acknowledgements.  A  program  has  been  developed  for  the 
sensor  control  module  to  configure  the  sensor  node  in  an 
energy-aware  manner,  namely  that  its  transmission  interval 
should depend on the available energy on the supercapacitor.  
The sensor node behaviour is summarised in Table IX. The 
transmission interval when the supercapacitor voltage is above 
2.8V,  i.e  more  energy  stored,  has  been  chosen  as  one 
parameter for optimisation. Although it is desirable to have as 
many transmissions as possible during a fixed time period, it 
may  not  always  be  the  case  that  the  transmission  interval 
should  be  set  as  small  as  possible.  This  is  because  if  the 
transmission is so frequency that the sensor node uses more 
energy  than  the  harvester  can  generate,  the  supercapacitor 
 
Fig. 10.  System diagram of a tunable energy harvester powered wireless 
sensor node. 
  
 
Fig.  9.    Simulation  waveforms  of  super  capacitor  charging  by  different 
energy harvester models. 
  
TABLE VIII 
SYSTEM COMPONENTS POWERED BY THE ENERGY HARVESTER 
 
 
(a) Mechanical part 
 
(b) Photo of tunable microgenerator 
Fig. 11.  Tunable electromagnetic microgenerator. 
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voltage will drop below 2.8V and the transmission interval will 
increase  in  order  for  the  energy  storage  to  recover.  Other 
factors such as frequency tuning also uses stored energy and 
therefore  will  affect  how  much  energy  is  available  for  the 
sensor node. 
In order to characterise the power consumption model of the 
sensor  node,  the  current  draw  of  the  sensor  node  has  been 
measured during each transmission. The results are listed in 
Table X. 
The  supply  voltage  was  kept  at  2.9V.  So  during  each 
transmission lasting 4.5 ms, the sensor node consumes 227 µJ 
of  energy  and  the  equivalent  resistance  of  its  energy 
consumption model is: 
167  when in transmission
5.8 M when in sleep
node R
Ω 
= 
Ω 
  (10) 
3)  Tuning algorithms and power consumption models: In 
order  for  a  energy  harvester  powered  wireless  sensor  node 
(Fig. 1)  to  work  autonomously,  all  the  system  components 
need to be powered by the harvested energy. The pseudo code 
of  the  tuning  algorithm  is  shown  in  Algorithm  2.  Standard 
SystemC  modules  were  used  to  model  the  digital  control 
process  and  in  the  experimental  verification  the  control 
algorithm was implemented in a PIC16F884 microcontroller. 
As can be seen in Algorithm 2, a watchdog timer wakes the 
microcontroller  periodically  and  the  microcontroller  first 
detects if there is enough energy stored in the supercapacitor. 
If there is not enough energy, the microcontroller goes back to 
sleep  and  waits  for  the  watchdog  timer  again.  If  there  is 
enough  energy,  the  microcontroller  will  then  compare  the 
frequency of the microgenerator signal, which is close to the 
input  vibration  frequency,  to  the  microgenerator's  resonant 
frequency. When a difference is detected between the vibration 
frequency  and  the  resonant  frequency,  the  microcontroller 
retrieves the new desired position of the tuning magnet from a 
look-up table and begins a tuning process by controlling the 
actuator  to  move  the  tuning  magnet  to  the  new  position 
(Fig. 11(a)).  The  watchdog  timer  and  the  microcontroller's 
clock  frequency  have  been  chosen  as  parameters  for 
optimisation.  Because  these  two  parameters  determine  how 
much energy the microcontroller consumes and how quickly 
the  system  can  response  to  the  input  vibration  frequency 
change. 
Algorithm  2  contains  two  subroutines:  rough  tuning 
(Algorithm 3) and fine tuning (Algorithm 4). The rough tuning 
measures  the  frequency  of  the  microgenerator  output  and 
moves  the  actuator  to  the  optimum  position  according  to  a 
predefined  lookup  table.  However,  the  rough  tuning  alone 
cannot  generate  the  best  performance  and  a  fine  tuning 
algorithm is needed. This is because the measurement of the 
frequency of the microgenerator signal does not represent the 
input vibration frequency accurately enough and, in addition, 
there  may  also  be  a  phase  difference  between  the  input 
vibration  and  the  microgenerator  motion  that  prevents  the 
microgenerator from working at the resonance. The fine tuning 
takes  another  input,  the  raw  vibration  data  from  the 
accelerometer and moves the actuator to minimize the phase 
 
Fig. 12.  Block diagram of the sensor node. 
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difference  between  the  microgenerator  signal  and  the 
accelerometer signal so that the microgenerator is working as 
resonance.  It  can  be  seen  that  the  fine  tuning  algorithm 
requires more calculation (thus more energy) than the rough 
tuning and additional energy is consumed by the accelerometer 
(see Table XI). Therefore it is not so energy efficient to use 
only the fine tuning algorithm as the proposed two-subroutine 
method. In the two-subroutine method, the rough tuning moves 
the actuator to the approximate resonant position and the fine 
tuning finds the exact resonance. 
To  tune  the  resonant  frequency  of  the  microgenerator 
effectively, the system incorporates a microcontroller, a linear 
actuator and an accelerometer. These three components need 
to be powered by the energy harvester in order to make an 
autonomous system. To characterise the power consumption 
models of these components, current measurements have been 
taken  and  power/energy  consumptions  have  been  calculated 
(Table  XI).  According  to  the  current  and  voltage  values 
together with their operational times, the equivalent resistances 
for the power consumption models of these devices have been 
obtained. 
IV.  HDL IMPLEMENTATION 
A.  Analogue Part 
The SystemC-A language [19] is used to build the system 
models.  It  is  an  extension  to  the  SystemC  language  with 
analogue  and  mixed-signal  (AMS)  capabilities.  The  digital 
part  is  modeled  using  standard  SystemC  modules.  The 
analogue  part,  consisting  of  non-linear  differential  and 
algebraic  equations,  is  handled  using  the  extended  syntax 
where  the  user  defines  the  behaviour  of  each  analogue 
component by specifying the build methods that contribute to 
the analogue equation set of whole system. In Systemc-A, the 
build  method  is  provided  to support the automatic equation 
formulation of the user-defined system models. It is a virtual 
method in the abstract component base class and inherited by 
all derived components. It consists of two functions, BuildM() 
and BuildRhs(). SystemC-A uses the BuildM() method to add 
the  Jacobian  entries  to  the  analogue  equation  set  and 
BuildRhs() method to build the equations, i.e. the right hand 
side  of  the  Newton-Raphson  linearized  equation  set.  The 
microgenerator equations and corresponding Jacobian matrix 
entries to be included in the SystemC-A model are listed in 
Table XII. 
The SystemC-A code of the tunable microgenerator model, 
which is according to Table XII, is listed below: 
generator::generator(){} //constructor 
generator::generator(char nameC[5],TerminalVariable 
*node_a,TerminalVariable *node_b,double value,double 
Freq): //node_a is Vm, node_b is Im, value is the 
tuning force, Freq is the input frequency 
component(nameC,node_a,node_b,value){ 
ztQ = new Quantity("ztQ"); 
//quantity zt is relative displacement 
ytQ = new Quantity("ytQ"); 
//quantity yt is velocity 
itQ = new Quantity("itQ"); 
//quantity it is inductor current 
Fin=value; //tuning force 
omega=Freq*2*3.14159;} 
 
void generator::build(){ //model equations 
t=TS->get_time(); //current time point 
S=TS->get_S(); 
//time derivative, S=2/h for trapezoidal integration 
mpytdotdot=-Mp*Yam*omega*omega*sin(omega*t); 
//input acceleration force 
 
zt=X(ztQ); 
yt=X(ytQ); //X() return previous value 
it=X(itQ); 
 
ztdot=Xdot(ztQ); //Xdot() return previous time 
derivative 
ytdot=Xdot(ytQ); 
itdot=Xdot(itQ); 
 
BuildM(ztQ,ztQ,-Ks); //Jacobian of equation (2) 
BuildM(ztQ,ytQ,-Cp-Mp*S); 
BuildM(ztQ,itQ,-Phi); 
BuildRhs(ztQ,mpytdotdot+Mp*ytdot+Cp*yt+Ks*zt+Phi*it)
; 
//Right hand side of equation (2) 
 
BuildM(ytQ,ztQ,S); 
BuildM(ytQ,ytQ,-1); 
BuildM(ytQ,itQ,0); 
BuildRhs(ytQ,yt-ztdot); 
 
BuildM(itQ,ztQ,0); //Jacobian of equation (8) 
BuildM(itQ,ytQ,-Phi); 
BuildM(itQ,itQ,Rc); 
BuildRhs(itQ,-Rc*it-Lc*itdot-vt+Phi*yt); 
//Right hand side of equation (8) 
} 
 
 
TABLE XI 
POWER CONSUMPTION MODELS OF THE SYSTEM COMPONENTS 
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B.  Digital Part 
The  pseudo  code  of  the  tuning  algorithm  is  shown  in 
Algorithm 2. Standard SystemC modules were used to model 
the digital control process and in the experimental verification 
the  control  algorithm  was  implemented  in  a  PIC16F884 
microcontroller. As can be seen in Algorithm 2, a watchdog 
timer  wakes  the  microcontroller  periodically  and  the 
microcontroller first detects if there is enough energy stored in 
the  supercapacitor.  If  there  is  not  enough  energy,  the 
microcontroller goes back to sleep and waits for the watchdog 
timer again. If there is enough energy, the microcontroller will 
then  compare  the  frequency  of  the  microgenerator  signal, 
which  is  close  to  the  input  vibration  frequency,  to  the 
microgenerator's  resonant  frequency.  When  a  difference  is 
detected  between  the  vibration  frequency  and  the  resonant 
frequency,  the  microcontroller  retrieves  the  new  desired 
position of the tuning magnet from a look-up table and begins 
a tuning process by controlling the actuator to move the tuning 
magnet to the new position (Fig. 11(a)). 
Algorithm  2  contains  two  subroutines:  rough  tuning 
(Algorithm 3) and fine tuning (Algorithm 4). The rough tuning 
measures  the  frequency  of  the  microgenerator  output  and 
moves  the  actuator  to  the  optimum  position  according  to  a 
predefined  lookup  table.  However,  the  rough  tuning  alone 
cannot  generate  the  best  performance  and  a  fine  tuning 
algorithm is needed. This is because the measurement of the 
frequency of the microgenerator signal does not represent the 
input vibration frequency accurately enough and, in addition, 
there  may  also  be  a  phase  difference  between  the  input 
vibration  and  the  microgenerator  motion  that  prevents  the 
microgenerator from working at the resonance. The fine tuning 
takes  another  input,  the  raw  vibration  data  from  the 
accelerometer and moves the actuator to minimize the phase 
difference  between  the  microgenerator  signal  and  the 
accelerometer signal so that the microgenerator is working as 
resonance.  It  can  be  seen  that  the  fine  tuning  algorithm 
requires more calculation (thus more energy) than the rough 
tuning and additional energy is consumed by the accelerometer 
(see Table XI). Therefore it is not so energy efficient to use 
only the fine tuning algorithm as the proposed two-subroutine 
method. In the two-subroutine method, the rough tuning moves 
the actuator to the approximate resonant position and the fine 
tuning finds the exact resonance. 
V.  SIMULATION RESULTS AND EXPERIMENTAL VERIFICATION 
A SystemC-A model of the complete system has been built 
and simulated. The SystemC-A code of the top-level testbench 
is  listed  below.  The  system  components  include  the 
microgenerator, the diode bridge, the supercapacitor and the 
equivalent  variable  resistances  of  the  actuator,  the 
accelerometer, the microcontroller and the sensor node. 
void testbench::system(){ 
 
ACT=new actuator; 
ACM=new accelerometer; 
uC=new control; 
NODE=new sensor; 
n0 = new Node("0");//don’t write n0 
n1 = new Node("n1"); 
n2 = new Node("n2"); 
n3 = new Node("n3"); 
n4 = new Node("n4"); 
n5 = new Node("n5"); 
n6 = new Node("n6"); 
//microgenerator generator *G1 =new 
generator("G1",n1,n2,0.3192,64); 
//diode bridge 
diode *D1 =new diode("D1",n0,n1,2.117e-7,1.015); 
diode *D2 =new diode("D2",n0,n2,2.117e-7,1.015); 
diode *D3 =new diode("D3",n2,n3,2.117e-7,1.015); 
diode *D4 =new diode("D4",n1,n3,2.117e-7,1.015); 
resistor *R1 =new resistor("R1",n1,n0,10e6); 
resistor *R2 =new resistor("R2",n2,n0,10e6); 
//super capacitor model 
resistor *Ri =new resistor("Ri",n3,n4,0.204); 
resistor *Rd =new resistor("Rd",n3,n5,84.0); 
resistor *Rl =new resistor("Rl",n3,n6,4375.0); 
cap_ini *Ci0 =new cap_ini("Ci0",n4,n0,0.35,1.65); 
cap_vary *Ci1 =new cap_vary("Ci1",n4,n0,0.21,1.65); 
cap_ini *Cd =new cap_ini("Cd",n5,n0,0.21,1.65); 
cap_ini *Cl =new cap_ini("Cl",n6,n0,0.06,1.65); 
//power consumption models for actuator, 
accelerometer, microcontroller and sensor node 
res_vary *RAct =new res_vary("RAct",n3,n0,1.0e9); 
res_vary *RAcc =new res_vary("RAcc",n3,n0,1.0e9); 
res_vary *RuC =new res_vary("RuC",n3,n0,1.0e9); 
res_vary *RNode =new res_vary("RNode",n3,n0,1.0e9); 
} 
The test scenario has been divided into two parts. During 
the first half of the test, the input vibration frequency changes 
by 5Hz every 25 minutes (Fig. 13(a)). The main objective of 
this  part  of  the  test  is  to  demonstrate  the  frequency  tuning 
capability of the microgenerator. It can be seen that after the 
input  frequency  changes,  the  supercapacitor  voltage  drops 
because the generated voltage is not high enough to charge the 
supercapacitor. Then the microcontroller wakes up and tunes 
the  resonant  frequency  of  the  microgenerator,  which  uses 
much of the energy stored on supercapacitor but the retuned 
microgenerator  starts  to  charge  the  supercapacitor  again. 
During the second half, the input frequency is fixed and the 
performance of the sensor node is being tested (Fig. 13(b)). 
The sensor node transmits at different time intervals according 
to  the  different  voltage  levels  on  the  supercapacitor 
(Table IX).  The  transmission  interval  is  reflected  on  the 
supercapacitor  charging  slope.  The  shorter  transmission 
interval is, the more gradual charging slope gets. Experimental 
measurements have been carried out and the waveforms are 
also shown in Fig. 13. The comparison between the simulation 
and  experimental  waveforms  of  the  supercapacitor  voltage 
represents both the energy generation and consumption of the 
system.  In  both  figures  the  simulation  results  correlate  well 
with  the  experimental  measurements  which  validate  the 
presented technique. 
TABLE XII 
EQUATION FORMULATION OF THE MICROGENERATOR MODEL 
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VI.  FAST DESIGN EXPLORATION USING A RESPONSE SURFACE 
MODEL 
Response  surface  models  are  constructed  from  a  data  set 
extracted  from  either  physical  experiments  or  computer 
experiments (simulations) [20]. Due to space limitations, only 
two major steps of the methodology are given below, namely 
the  formation  of  an  approximated  mathematical  model  by 
fitting the response under study in terms of design parameters 
using regression analysis (Section VI-A) and the design of a 
series  of  experiments  or  simulations  based  on  design  of 
experiments (DOE) methodology (Section VI-B). Discussions 
of the statistical assessment of the goodness of fit and the fitted 
model reliability are omitted in this paper. 
A.  Response Surface Mathematical Model 
Suppose there is a dependant variable(s) (yϵR
n) where n is 
the number of observations, believed to be affected by a vector 
of  independent  variables  (aϵR
k)  where  k  is  the  number  of 
independent  variables,  then  the  relationship  between  the 
dependent  variable(s)  and  independent  variables  can  be 
expressed as: 
1 2 ( , ,..., ) k y f a a a ε = +   (11) 
where  ε  represents  the  model  errors,  a1,  a2,  ...  ,  ak  are 
independent  variables  and  f()  is  called  system  function  that 
relates dependant variable to independent variables. In most 
cases, the exact behavior of the system function is unknown 
especially in engineering problems, so the system function f() 
may be approximated by an empirical model as: 
1 2 ˆ( , ,..., ) k y y a a a ε = +   (12) 
where ŷ are a low order polynomials or a multi-dimensional 
splines,  and  this  is  called  the  response  surface  model.  The 
independent variables or design parameters in equation (12) 
(i.e a1, a2, ... , ak) are expressed in their corresponding physical 
units and must be converted to a dimensionless quantities with 
zero mean and the same standard deviation before proceeding 
with  further  RSM  analysis  such  as  regression.  These  new 
quantities  are  called  coded  variables  (i.e  x1,  x2,  ...  ,  xk)  of 
original  design  variables  (parameters).  The  transformation 
process  between  natural  representations  and  coded 
representations is achieved via equation (13): 
max min
max min
/ 2
/ 2
a a a
x
a a
− +     =
+    
  (13) 
where amax and amin are the maximum and minimum value in 
the  range  of  that  specific  design  parameter.  Now  the 
approximated  function  ŷ  is  expressed  in  term  of  coded 
variables (x1, x2, ... , xk) and how to choose such a model ŷ 
determines  the  success  of  applying  RSM  methodology. 
Typically, most engineering problems ŷ can be approximated 
by a quadratic multi-variable polynomials as follows: 
2
0
1 1
ˆ
k k
i i ii i ij i j
i i i j
y x x x x β β β β
= = <
= + + + ∑ ∑ ∑∑   (14) 
where β0, βi, βii, βij are the coefficients of the intercept, linear, 
quadratic and interaction in the regression model respectively, 
xi,  xj  are  the  design  parameters  in  their  coded  format.  The 
coefficients of the polynomial in equation (14) are determined 
through n simulation runs for the SystemC-A energy harvester 
model. The design points of the $n$ runs are determined using 
DOE  technique  based  on  D-Optimal  criteria.  Using  matrix 
notation, equation (14) can be written as: 
ˆ β = y X   (15) 
where  Xn×p  is  n×p  design  matrix,  p  is  the  number  of 
coefficients in the approximated polynomial, n is the number 
of simulation runs. βp×1 are the unknowns parameters need to 
be solved. The difference between the observed values y and 
fitted  values  ŷ  for  the  ith  observation  εi=yi–ŷi  is  called  the 
residual for that specific observation. The sum of the squares 
of the residuals (SSE) is defined as: 
2 2
1 1
ˆ ( )
n n
i i
i i
SSE y y ε
= =
= = − ∑ ∑ .  (16) 
Combining equations (15) and (16) and differentiating with 
respect to β lead to: 
2
1
( )
n
i
i i
SSE
y β
β β =
  ∂ ∂
= −  
∂ ∂   ∑ X .  (17) 
Solving equation (17) for each βi using least square method 
 
 
(a) Frequency timing 
 
(b) Node beahvior 
Fig. 13.  Simulations and experimental measurements of the supercapacitor 
voltages. 
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(LSM)  will  lead  to  an  accurate  model  ŷ  that  satisfy  the 
condition of minimum residuals (i.e best fit). 
B.  D-Optimal Experimental Design 
In the design matrix Xn×p, each specific run is represented 
by a single row and each column contains a specific design 
parameter  that  varies  in  each  row  based  on  predefined 
designed points. How to choose the predefined design points 
efficiently  is  called  design  of  experiments  (DOE) 
methodology.  There  are  different  types  of  design  of 
experiments,  such as full factorial, central composite design 
(CCD), Box Behnken designs (BBD) and computer generated 
designs,  such  as  D-optimal  design  [20].  Because  D-optimal 
DOE  explores  design  parameters  space  efficiently  with 
minimum number of run that enable model construction with 
good accuracy [21], it has be used for the study in this paper. 
The  algorithm  of  D-optimal  criterion  optimise  the  feasible 
potential design points to form a subset of D-optimal points 
that will be used in simulation runs. This optimisation is based 
on maximizing the determinant of XX’, where XX’ is called 
information matrix [21]. 
C.  RSM Optimisation Results 
As described in Section III-A, three parameters which affect 
the energy generation and consumption of the wireless sensor 
node system have been chosen for optimisation. Their value 
ranges and coded variable symbols are listed in Table XIII. 
Each of the three coded variables has three values [-1 0 1] 
which is the minimum number required to generate a quadratic 
approximation [20]. The full factorial design requires 27 (3
3) 
simulations  while  the  D-optimal  design  only  requires  10 
simulations.  As  explained  in  Section  VI-B,  the  D-optimal 
design  points  are  obtained  and  10  simulations  have  been 
carried  out  with  the  corresponding  parameters.  The 
acceleration level of the input vibration is fixed as 60 mg and 
the input frequency changes by 5 Hz every 25 minutes. The 
optimisation aim has been chosen as to maximise the number 
of  transmissions  during  one  hour.  The  MATLAB  response 
surface  toolbox  has  been  used  to  generate  the  quadratic 
equation and the response surface model is: 
1 2 3 1 2 3
2 2 2
1 2 3
1 2 1 3 2 3
ˆ( , , ) 469.167 108.833 18.833 209.5
71.833 90.5 39.0
32.333 71.333 43.333
y x x x x x x
x x x
x x x x x x
= − − −
+ + −
− − +
  (18) 
The fitted model in equation (18) reflects the effects of each 
design parameters as well as the interactions effects between 
design parameters. Fig. 14 plots each single design parameter 
against the total number of transmissions while holding other 
design parameters constant. 
Two  algorithms  from  the  MATLAB  optimisation  toolbox 
have been used to maximise the number of transmission, i.e 
maximise equation (18). The chosen algorithms are Simulated 
Annealing and Genetic Algorithm, both of which are capable 
of global searching. The optimisation results, together with the 
original design, are listed in Table XIV. It can be seen that 
both of the optimised design improved the system performance 
massively. The total number of transmissions doubled with the 
optimised design, which validates our proposed technique. 
VII.  CONCLUSION 
Wireless  sensor  networks  are  fast  developing  and  energy 
harvester powered sensor nodes have attracted great research 
interest.  In  order  to  design  energy  efficient  wireless  sensor 
nodes,  it  is  crucial  to  consider  all  the  components  in  the 
context  of  energy  consumption  in  a  complete,  autonomous 
wireless  system.  This  paper  presents  such  an  HDL  based 
modeling approach that links the system's energy generation 
and  consumption  with  its  analogue  parts  as  well  as  digital 
processes.  Simulation  and  optimisation  results  of  the 
developed  HDL  models  match  well  with  the  experimental 
measurements and correctly reflect the changing energy flow 
when  the  digital  processes  are  carrying  out  different 
operations. Future work will focus on the optimisation of both 
the energy harvester and digital control algorithms so that the 
system's overall energy efficiency can be improved. This paper 
also  presents  an  approach  to  fast  design  space  exploration 
based on a response surface model. The RSM has been used to 
optimise  a  complete  wireless  sensor  node  syste  using 
SystemC-A  and  MATLAB.  SystemC-A  has  been  used  to 
TABLE XIII 
SYSTEM PARAMETERS FOR OPTIMISATION 
   
Fig. 14.  The effect of each design parameter on system performance (total 
number of transmissions during one hour). 
  
TABLE XIV 
OPTIMISATION RESULTS 
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model the system's analogue components as well as the digital 
processes and MATLAB to generate and optimise the response 
surface  model.  As demonstrated by the optimisation results, 
the  proposed  technique  leads  to  an  efficient  optimisation 
process by combining the power of SystemC-A in modelling 
multi-domain  systems  and  the  power  of  MATLAB  in 
computation. 
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Abstract—An energy-harvester-powered wireless sensor node 1
is a complicated system with many design parameters. To 2
investigate the various trade-offs among these parameters, it is 3
desirable to explore the multi-dimensional design space quickly. 4
However, due to the large number of parameters and costly 5
simulation CPU times, it is often difﬁcult or even impossible 6
to explore the design space via simulation. This paper presents 7
a response surface model (RSM) based technique for fast design 8
space exploration of a complete wireless sensor node powered 9
by a tunable energy harvester. As a proof of concept, a software 10
toolkit has been developed which implements the proposed design 11
ﬂow and incorporates either real data or parametrized models of 12
the vibration source, the energy harvester, tuning controller and 13
wireless sensor node. Several test scenarios are considered, which 14
illustrate how the proposed approach permits the designer to 15
adjust a wide range of system parameters and evaluate the effect 16
almost instantly but still with high accuracy. In the developed 17
toolkit, the estimated CPU time of one RSM estimation is 25µs 18
and the average RSM estimation error is less than 16.5 19
Index Terms—Tunable energy harvester, wireless sensor node, 20
hardware description language, response surface model, simula- 21
tion. 22
I. INTRODUCTION 23
Wireless sensors powered by kinetic energy harvesters 24
are extremely complex systems, operating in multiple tech- 25
nology domains: analog electrical, digital, mechanical and 26
magnetic. Energy harvesters, speciﬁcally tunable energy har- 27
vesters, which can adjust their own resonant frequency to 28
match the input frequency, are deemed to be a suitable power 29
source for wireless sensor nodes [1]. Energy supply issues 30
in wireless sensor networks (WSNs) are becoming more and 31
more important to both industry and academia, due to many 32
emerging applications such as environmental sensing [2], 33
structural monitoring [3] and pervasive healthcare [4]. Optimal 34
design of such systems is a difﬁcult problem due to the need to 35
optimize the entire sensor node holistically [5] and prohibitive 36
simulation times resulting from the complexity. 37
To simulate energy harvester sensor nodes efﬁciently, mod- 38
els based on hardware description languages (HDL), such as 39
VHDL-AMS and SystemC-A have recently been proposed 40
[5, 6]. However, these solutions have not fully solved the 41
main challenge of the traditional analog simulation approach 42
based on Newton-Raphson iterations which lead to long CPU 43
times. Even though we have developed a linearized state-space 44
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technique which can reduce the CPU time of one simulation 45
by two orders of magnitude [7], it is still not feasible to 46
optimize the energy performance of a complete wireless sensor 47
node where many thousands of simulations are required. 48
Also, although classical multi-variable optimization methods 49
based on gradient searches and various heuristic algorithms, 50
such as genetic optimization or simulated annealing, allow 51
improvements to an initial design, they do not lend themselves 52
easily to fast design space exploration and investigation of 53
possible trade-offs. This paper addresses the issue of fast 54
design exploration in a complex design space and proposes a 55
technique which is based on response surface models (RSM), a 56
common design of experiments (DoE) approach in other ﬁelds 57
of science and engineering. After corresponding RSM models 58
of each performance characteristic are built, the search of the 59
design space is almost instant. We have developed a toolkit to 60
demonstrate the efﬁciency of this technique. 61
DoE was ﬁrst adopted as a formal approach in the early 62
1920s in agricultural, experimental research [8]. Nowadays, 63
DoE approaches are common practice in industrial and sci- 64
entiﬁc experimentation. This research has focused on com- 65
bining DoE with HDL-based modeling of a complex energy- 66
harvesting sensor node to enable designers to explore the 67
available design space very quickly, without the need for costly 68
simulations. A moderate number of simulations is required 69
initially to build the RSMs, but once the design space is 70
approximated and captured, its exploration is very fast. 71
In this paper we propose to use a set of RSMs as a means of 72
fast exploration of the design space where a number of sensor 73
node performance indicators can be evaluated very quickly 74
as functions of selected design parameters. To maximize the 75
accuracy of the response surface models, we have adopted 76
the D-optimality criterion [9] in calculating the design points 77
on which the RSMs are built. Full simulations are carried 78
out for each of the design points to obtain the performance 79
indicator values from which the RSM coefﬁcients are obtained. 80
Although the number of the design points is moderate, from 81
21 to 78 in our test scenarios, the use of the fast linearized 82
state-space technique [7] allows the RSMs to be built in less 83
than 5 hours. Once the RSMs are built, exploration of the 84
design space and investigation of trade-offs between the design 85
parameters and performance indicators is instantaneous. 86
The paper is organized as follows. Section II outlines the 87
principles of our approach. Section III describes the proposed 88
design space exploration technique while Section IV presents 89
the developed toolkit. Section V shows the results from several 90
test scenarios and Section VI draws conclusions and identiﬁes 91
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areas of future work. 92
II. PROPOSED DESIGN FLOW 93
Fig. 1(b) outlines the design ﬂow proposed in this paper. 94
Firstly, an HDL model of the entire, energy-harvester powered 95
wireless sensor node is created. Secondly, once the design 96
parameters and their ranges are determined, a number of 97
simulations are run at the design points determined by the D- 98
optimal algorithm (Section III) to build a set of the response 99
surface models for the desired performance parameters. 100
Choose design points to explore
Run multiple simulations of 
chosen design points
Best design meet 
requirements?
Passed
Failed
Best design selected
Create HDL model of energy-
harvester powered sensor node
(a)
Run HDL simulations for D-optimal 
design points
Build DoE transformed model 
(RSM) for performance exploration
Explore design space with fast 
exploration tool
Verify  selected designs by full 
simulation using HDL model
Check estimation errors
Passed
Results within error range ?
Failed
Failed
Passed
Best design selected
Create HDL model of energy-
harvester powered sensor node
(b)
Fig. 1. Comparison of work ﬂows for design exploration of energy harvesting
sensor nodes; (a) Traditional design ﬂow using multiple simulations; (b)
Proposed design ﬂow using RSM based fast design exploration.
This method provides detailed relationships between the 101
design parameters and performance indicators. The process of 102
building an RSM removes the detail by approximating these 103
relationships with multivariate polynomials. Typical design 104
parameters in the complete wireless sensor node shown in 105
Fig. 2 may include the mechanical microgenerator proof mass, 106
its Q-factor, storage size, power processing circuit conﬁgura- 107
tions, etc. A suitable set of performance parameters, calculated 108
from simulation results, is selected to provide quality metrics 109
of the design. For example, it is desirable to maximize the 110
power generated by the microgenerator, while minimizing the 111
enery lost at the power processing circuit. At the energy 112
consumption end, it is crucial to adjust the duty cycles of 113
the sensor node according to the available energy so that 114
the maximum amount of information can be gathered and 115
transmitted without depleting the energy source. A number of 116
trade-offs exist between the design parameters and the extent 117
to which they affect performance. It is clear that for such a 118
complicated system to work efﬁciently, many design param- 119
eters need to be chosen collectively due to these trade-offs. 120
For example, the tuning controller wakes up periodically to 121
check if the microgenerator’s resonant frequency matches the 122
input vibration frequency. An increase in the tuning controller 123
duty cycle will reduce the energy consumption but the longer 124
duty cycle means that the response to input frequency change 125
will be slower and therefore less energy can be generated. 126
For a designer, it is necessary to investigate these trade- 127
offs and to explore the design space. Hardware description 128
languages have been employed for this purpose in recent 129
years. However, HDL-based design space exploration for the 130
application discussed here is inefﬁcient due to prohibitive CPU 131
times. Table I illustrates this problem. If the CPU time T 132
required for one simulation is say, 3 hours, and the number 133
of simulations N required to explore the design space in 134
sufﬁcient detail is 500, the whole process would take 1500 135
hours. On the other hand, with k = 8 design parameters, the 136
number of simulations required to build a set of RSMs is only 137
n = 45 and, additionally, the simulations can be carried out 138
in parallel on a computer cluster as the design points at which 139
the design is simulated are reselected in advance by the D- 140
optimal algorithm. Once the RSMs are built, arbitrary designs 141
can be explored within the design space covered by the RSM 142
and their performance evaluated instantly. 143
A. System model 144
To model a complete wireless sensor node system powered 145
by a tunable energy harvester (Fig. 2) we have incorporated 146
both physical, i.e. mechanical and magnetic, as well as geo- 147
metric parameters of the microgenerator, circuit-level parame- 148
ters of the analog electronic components, digital processes that 149
implement the underlying control algorithms, and interactions 150
between the different physical domains. Additionally, the en- 151
ergy consumption of the system components has been modeled 152
as equivalent variable resistors, whose values are dynamically 153
changing and linked with the control scenarios executed by the 154
digital processes. To demonstrate the proposed approach, we 155
use the available HDL set of models that describe a complete 156
wireless sensor node which exhibits complex interactions be- 157
tween blocks and is modeled on a variety abstraction levels in 158
the electrical, magnetic and mechanical physical domains [5]. 159
To illustrate the model’s complexity and demonstrate the 160
proposed design space exploration approach, below we present 161
the model of the tunable microgenerator as an example. 162
Micro-
generator
Frequency 
Tuning Actuator Tuning 
Controller 
Accelerometer
Power Processing and 
Energy Storage
Vibration
Source
Sensor
Node 
Microcontroller
ADC
Wireless 
Transceiver
Sensor Node Tunable energy harvester
Fig. 2. Key components of a wireless sensor node with a tunable energy
harvester.
Fig. 3 shows the arrangement of the electromagnetic mi- 163
crogenerator and its tuning mechanism. The microgenerator is 164
based on a cantilever structure. The coil is ﬁxed to the base, 165
and four magnets (which are located on both sides of the coil) 166
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TABLE I
CPU TIMES OF THE TRADITIONAL AND PROPOSED DESIGN SPACE EXPLORATION TECHNIQUE
System CPU time of No of No of simulations CPU time of CPU time of evaluating
model one simulation parameters to build RSM RSM estimation N design points
Traditional design T N ∗ T space exploration
Proposed design T k n = 1 + 2k + C2
k 25 µs n ∗ T+N∗25µs space exploration (Section III)
Sample scenario: Ferry vibrations with T = 292 mins k = 8 n = 45 25 µs Traditional: N∗292mins
SBC power processing (Section V) Proposed: 45∗292mins+N∗25µs
form the proof mass. The tuning mechanism uses magnetic 167
force to change the effective stiffness of the cantilever which 168
leads to a change of resonant frequency. One tuning magnet 169
is attached to the end of the cantilever beam and the other 170
tuning magnet is connected to a linear actuator. The linear 171
actuator moves the magnet to the calculated desired position 172
so that the resonant frequency of the microgenerator matches 173
the dominant frequency of the ambient vibration. 174
Cantilever
Tuning magnets
Moving direction
Linear 
actuator N   S NS
Magnet
Magnet
Coil
(a) Top view.
Cantilever
Generator 
magnets
Coil
Vibration 
(64~78Hz 60mg)
z(t)
N  S
Tuning magnets
N  S
Linear 
actuator
Moving direction
Ft
Fa
Fem
Ft_x
Ft_z
(b) Side view.
Fig. 3. Diagram of the tunable electromagnetic microgenerator showing its
components and tuning forces.
The dynamic model of the microgenerator is [10]: 175
m
d2z(t)
dt2 + cp
dz(t)
dt
+ ksz(t) + Fem + Ft,z = Fa (1)
where m is the vibrating mass, z(t) is the relative displacement 176
between the mass and the base, cp is the parasitic damping 177
factor, ks is the effective spring stiffness, Fem is the electro- 178
magnetic force, Ft,z is the z component of tuning force Ft, 179
and Fa is the input acceleration force. The z component of 180
tuning force is: 181
Ft,z = Ft
z(t)
lc
(2)
where lc is the length of the cantilever. 182
The resonant frequency ω0 and damping coefﬁcient ζ are: 183
ω0 =
r
ks
m
(3)
ζ =
cp
2
√
mks
(4)
Fig. 3 also shows all the forces acting on the generator. 184
Ft,z represents the z component of the tuning force. It is 185
typically omitted in the dynamic equation of the tunable 186
microgenerator [10]. It is normally assumed that when the two 187
tuning magnets are far apart, the tuning force is small and its z 188
component is negligible. However, we found that simulation 189
results obtained without Ft,z differ from experimental mea- 190
surements when the two tuning magnets are closing together, 191
i.e. the tuned resonant frequency is increasing, because the 192
tuning force is becoming larger and its z component begins 193
to affect the microgenerator’s behavior. The z component of 194
the tuning force has therefore been included in equation (1) 195
to ensure the accuracy of the model. 196
As the two tuning magnets can be approximately treated
as regular cuboids, the method developed by Akoun and
Yonnet [11] can be adopted here to calculate Ft. For two
cuboid magnets sharing the same central line along their
thickness and with the area where these two magnets face
each other, as shown in Fig. 4, the magnetic force between
them is [10]:
Ft =
M1 · M2
4πµ0
1 X
i=0
1 X
j=0
1 X
k=0
1 X
l=0
1 X
p=0
1 X
q=0
(−1)i+j+k+l+p+qφ(uij,vkl,wpq,r) (5)
where M1 and M2 are the magnetization of these two mag-
nets, µ0 is the magnetic constant and φ(uij,vkl,wpq,r) is a
function of dimensions of the two magnets and their relative
position. For the magnet conﬁguration shown in Fig. 4, the
interactive force between the two magnets is parallel with their
polarization and φ is given by:
φ(uij,vkl,wpq,r) = −uij · wpq · ln(r − uij) − vkl · wpq
· ln(r − vkl) + uij · vkl · tan−1uij · vkl
r · wpq
− r · wpq (6)
where uij = (−1)j · H − (−1)i · h, vkl = (−1)l · W − 197
(−1)k · w, wpq = d + L+l
2 + (−1)q · L − (−1)p · l and 198
r =
q
u2
ij + v2
kl + w2
pq. 199
Appendix A Publications 1794
h H
w
W
l L
Ft
M1
M2
d
Tuning 
magnet 1
Tuning 
magnet 2
Moving direction
Moving 
direction
Fig. 4. Conﬁguration and parameters of the two tuning magnets.
The resonant frequency of the tuned microgenerator (f0
r) is: 200
f0
r = fr
r
1 +
Ft
Fb
(7)
where fr is the un-tuned resonant frequency, Ft is the tuning 201
force between two magnets and Fb is the buckling load of the 202
cantilever. 203
The electromagnetic voltage generated in the coil is: 204
Vem = −Φ
dz(t)
dt
(8)
where Φ = NBl is the transformation factor and N is the 205
number of coil turns, B is the magnetic ﬂux density and l is 206
the effective length. The output voltage is: 207
Vm(t) = Vem − Rcic(t) − Lc
diL(t)
dt
(9)
where Rc and Lc are the resistance and inductance of the 208
coil respectively and ic(t) is the current through the coil. The 209
electromagnetic force is calculated as: 210
Fem = Φic(t) (10)
Typical design parameters of the microgenerator presented 211
and the associated tuning control algorithm can be: the proof 212
mass M, number of coil turns N, mechanical Q-factor and 213
tuning control duty cycle Dt. Associated performance indica- 214
tors are calculated from the accurate model which uses the 215
above equations (1- 10) but once corresponding RSMs are 216
built, they can be estimated very fast from exploration of the 217
approximation design space. Suitable performance indicators 218
may include: the generated power, maximum displacement of 219
the vibrating magnet and power consumption of the tuning 220
control. In addition, design parameters associated with the 221
other components of the sensor node, i.e. the power processing 222
circuit, storage element and sensor node, as well as their 223
corresponding performance indicators, can be added to the fast 224
design space exploration model as explained in the following 225
sections. 226
III. FAST DESIGN SPACE EXPLORATION 227
We have adopted the response surface modeling (RSM) 228
methodology [9] to build multi-variable polynomial approx- 229
imations of the relationships between the energy harvester 230
design parameters and required performance indicators. Once 231
RSM models are constructed, they can be evaluated very 232
fast, in real time, such that designers can obtain instant 233
answers concerning trade-offs between design parameters and 234
performance characteristics. The formation of an approximated 235
mathematical model is carried out by ﬁtting the results ob- 236
tained from a series of simulations that cover the design space 237
of interest with the polynomial coefﬁcients of the RSM model 238
using regression analysis. It has to be acknowledged that the 239
RSM model represents only an approximation and the ﬁnal 240
set of energy harvester parameters selected by the designer 241
should be veriﬁed by a full simulation. However, the value 242
of the RSM approach lies in its speed and ease of use thus 243
allowing designers to develop knowledge and understanding of 244
complex relationships between design parameters and perfor- 245
mance which would otherwise be either impossible to obtain, 246
or take a very long time. 247
Brieﬂy, the RSM technique can be outlined as follows. 248
Suppose performance indicators y ∈ Rr, where r is the 249
number of performance indicators, is affected by k design 250
parameters a ∈ Rk. Let the relationship between y and a 251
be approximated as: 252
y = f(a1,a2,...,ak) +  (11)
where  represents the approximation errors, a1,a2,...,ak are 253
the design parameters and f() are the approximation func- 254
tions that relate the design parameters with the performance 255
indicator. 256
In most practical applications the approximation functions 257
f() are low-order polynomials or multi-dimensional splines. 258
The design parameters a1,a2,...,ak, which are expressed 259
in their corresponding physical units, must be converted to 260
dimensionless, normalized quantities with zero mean and the 261
same standard deviation for the purpose of RSM analysis and 262
regression. The new quantities are called coded variables (i.e 263
x1,x2,...,xk) and the transformation process is achieved by 264
normalizing ak between [-1,1] with zero mean. 265
Now the approximation functions are expressed in terms of 266
the coded variables (x1,x2,...,xk) as follows: 267
ˆ y = β0 +
k X
i=1
βixi +
k X
i=1
βiix2
i +
XX
i<j
βijxixj (12)
where β0,βi,βii,βij are the coefﬁcients of the intercept, lin- 268
ear, quadratic and interaction in the regression model respec- 269
tively, xi,xj are the design parameters in their coded format. 270
This is called the response surface model. The coefﬁcients 271
of the polynomial in equation (12) are determined through n 272
simulation runs of the detailed, energy harvester model in an 273
HDL. The number of simulation runs n necessary to obtain the 274
polynomial coefﬁcients in equation (12) is n = 1 + 2k + C2
k, 275
where C2
k =
k(k−1)
2 . The design points of the n runs are 276
determined using the D-Optimal criterion as explained later 277
in this section. Using matrix notation, equation (12) can be 278
written as: 279
ˆ y = Xβ (13)
where Xr×p is r×p design matrix. The difference between the 280
observed values y and ﬁtted values ˆ y for the ith observation 281
i = yi−ˆ yi is called the residual for that speciﬁc observation. 282
The coefﬁcients β are chosen such that the resulted sum of 283
the residual squares (SSE) is minimised. 284
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It may seem strange that such a simple, polynomial ap- 285
proximation should be sufﬁcient to represent the behavior of 286
a very complex energy-harvester-powered sensor node whose 287
detailed, circuit-level model is constructed using physical 288
equations from different technology domains combined with 289
algorithms executed by microcontrollers. However, for the 290
purpose of performance exploration, much of the inner detail 291
is lost when it comes to the relationships between design 292
parameters and typical performance indicators, such as the 293
generated power or number of data transmissions. This loss 294
of inner detail is taken advantage of when constructing the 295
RSM approximation. 296
The choice of design points at which the system is simulated 297
for the purpose of building the RSM is selected by the D- 298
Optimal strategy [9] 299
IV. DESIGN EXPLORATION TOOL 300
The design space of the system in Fig. 2 contains design 301
parameters from each building block. Some of the parameters 302
are continuous and some are discrete (such as the different 303
circuit topologies). In each block, we listed below the design 304
parameters and the performance indicators included in the 305
developed design exploration tool. Fig. 5 shows a screenshot 306
of the developed tool which is a front-end providing easy 307
exploration of the RSM. 308
a) Vibration source: The vibration source can be con- 309
sidered as either real vibration data (obtained from practical 310
experiments), or a sine wave. The user parameters are: 311
• Sine wave vibration with varying frequency and ampli- 312
tude (5-10m/s2). The frequency jumps between 50Hz and 313
55Hz. The user can set the time between each frequency 314
change (30-50mins). 315
• Real vibration data collected from a ferry [12]. The ferry 316
travels between two locations back and forth. Fig. 6(a) 317
shows the vibration characteristics over 200 minutes (the 318
time taken for an outward and return voyage). When 319
the ferry is traveling, the vibration level is high and 320
the dominant frequency is almost constant with slight 321
variations around 50Hz. When the ferry is docking, there 322
is no signiﬁcant amount of vibration and there is no 323
dominant frequency. 324
• Real vibration data collected from a car engine [12]. 325
The 45-minute drive covers both city center roads and 326
motorways. Unlike the ferry boat which runs a ﬁxed- 327
speed engine, the car engine generates a much wider 328
frequency spectrum and the dominant frequency also 329
varies rapidly (Fig. 6(b)). Both narrow-band and wide- 330
band real vibration data are included in our tool to 331
investigate their effects on energy harvester designs. 332
b) Microgenerator: The microgenerator is a tunable elec- 333
tromagnetic system.Although the general theories behind elec- 334
tromagnetic microgenerators are the same, the actual device 335
structures are varying. We have included some most common 336
and important user parameters in the tool and these are: 337
• Proof mass (5-15g) 338
• Mechanical Q factor (100-300) 339
• Number of turns in the coil (1000-5,000) 340
(a) Ferry vibration
(b) Car engine vibration
Fig. 6. Frequency characteristics of real vibration data.
The performance indicators are the generated power and 341
maximum displacement of the proof mass. 342
Actuator
Tuning 
magnets
Cantilever
Coil & 
proof mass
Accelerometer
Fig. 7. Photo of a prototype tunable energy harvester.
c) Power processing: Three types of power processing 343
circuits have been chosen as: 344
• Bridge rectiﬁer (BR) (Fig. 8(a)) 345
• 4-stage voltage multiplier (VM) (Fig. 8(b)) 346
• Switching boost converter (SBC) with varying inductor 347
value (1-10mH), switching frequency (10-50kHz) and 348
switching duty cycle (20%-90%) (Fig. 8(c)) 349
The performance indicators are energy consumption and 350
transfer efﬁciency. 351
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Fig. 5. Screenshot of the design exploration tool showing the performance metrics in the top half of the screen (e.g. transfer efﬁciency and number of
transmissions) and design parameters at the bottom of the screen (e.g. proof mass, inductor size etc)..
(a) Bridge rectiﬁer (b) 4-stage VM
(c) Switching boost converter
Fig. 8. Power processing circuit topologies.
d) Energy storage: The design parameter is the superca- 352
pacitor value (100-1000mF) and the performance indicator is 353
the supercapacitor voltage. 354
e) Sensor node: Software on the sensor node’s microcon- 355
troller conﬁgures the node in an energy-aware manner, by ad- 356
justing its transmission interval (Ttr) in response to the energy 357
available in the supercapacitor. This operation is summarized 358
in Table II. The design parameter is the transmission interval. 359
The performance indicator is the number of transmissions per 360
minute. 361
f) Tuning control: The tuning control includes the tuning 362
controller, the accelerometer and the tuning actuator. The 363
TABLE II
SENSOR NODE BEHAVIOR AS A FUNCTION OF SUPERCAPACITOR VOLTAGE
Supercapacitor voltage Node behavior
Below 2.0V Wake up every 1 minute, no transmission
Between 2.0 and 5.5V Wake up and transmit every Ttr seconds
Above 5.5V Wake up and transmit every 3ms
design parameter here is the tuning controller duty cycle (10- 364
30mins) and the performance indicator is the energy consump- 365
tion. As frequency tuning control in real-life applications is 366
still a major challenge at the forefront of research in energy 367
harvesting [13], the tuning control was omitted from the 368
simulation model for real vibration input and only used for 369
the sine wave input. 370
Fig. 7 shows the photo of a hardware prototype that we 371
have built and tested. The parameter values of microgenerator 372
in the prototype harvester are listed in Table III. The prototype 373
uses a bridge rectiﬁer as the power processing circuit, a 0.55F 374
supercapacitor, model GS206 from CAP-XX, which powers 375
a eZ430-RF2500 wireless sensor node from Texas Instru- 376
ments. The on-board MSP430F2274 microcontroller of the 377
sensor node was programmed to execute the data transmission 378
scenario deﬁned in Table II. The maximum RSM estimation 379
errors for the prototype did not exceed 8.4% for the sine wave 380
vibrations and 6.1% for the ferry boat engine vibrations. 381
Table IV summarizes the design parameters and perfor- 382
mance indicators. 383
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TABLE III
NUMERICAL VALUES OF MICROGENERATOR PARAMETERS
Symbol Value Unit Symbol Value Unit
m 2.4e-3 kg l 1.3e-3 m
cp 1.3e-3 Nm−1s−1 Rc 4500 Ω
N 6000 Lc 0.58 H
B 0.45 T Fb 0.5 N
TABLE IV
SUMMARY OF THE DESIGN PARAMETERS AND PERFORMANCE
INDICATORS INCLUDED IN THE DESIGN EXPLORATION TOOL.
Design Performance
parameters indicators
Vibration
source
Sine
wave
Amplitude(A)
Time between
frequency changes(Tf)
Real vibration from ferry
Real vibration from car engine
Micro-
generator
Proof mass(M) Generated power
Number of coil turns(N) Maximum
Mechanical Q factor(Q) displacement
Power
processing
Bridge rectiﬁer Power consumption 4-stage VM
Boost
converter
Inductor value(L)
Transfer efﬁciency Switching Frequency(Fs)
Switching duty cycle(Ds)
Storage Super-capacitor value(C) Super-cap voltage
Sensor Time interval between Number of
node transmissions(Tr) transmissions
Tuning Tuning controller duty cycle(Dt) Power consumption control (not for real vibration input)
V. RESULTS AND DISCUSSION 384
The design exploration tool enables the user to change the 385
design parameters of a system and to get the performance 386
indicators instantly, as shown in Table V. The CPU times 387
shown in the table illustrate the massive acceleration achieved 388
by the proposed technique of fast design space exploration. 389
Results were obtained for several test scenarios. Table V also 390
lists the number of parameters for each model and the number 391
of simulations needed to build the RSM. As the RSM build 392
process is not interactive, parallel simulations were carried 393
out by Southampton University’s high performance computing 394
cluster [14] to obtain the required RSM. 395
The signiﬁcance of the prosed technique lies mainly in 396
its capability to permit the designer to look for interesting 397
properties in the design by a quick investigation of a large 398
number of possible tradeoffs between the design parameters 399
and performance indicators. The best selected designs may 400
need to be checked for the performance prediction accuracy 401
by running full HDL simulations. 402
A. Effect of coil turns on output power 403
For an electromagnetic microgenerator, more coil turns lead 404
to higher generated energy within the coils. However, due to 405
the internal resistance of the coil, more coil turns also mean 406
higher internal resistance and hence more internal loss. The 407
microgenerator generates maximum output power when the 408
internal resistance matches the external resistance [1]. For 409
a speciﬁc power processing circuit, the design exploration 410
tool can ﬁnd the optimal number of coil turns of the energy 411
harvester. Fig. 9 shows the microgenerator output power versus 412
number of coil turns for three different power processing 413
circuits where all the other design parameters are ﬁxed. 414
0 
1 
2 
3 
4 
5 
6 
1000  1500  2000  2500  3000  3500  4000  4500  5000 
Power(mW) 
Number of coil turns 
BR 
VM 
SBC 
Fig. 9. Microgenerator output power vs. number of coil turns (Ferry vibration,
M=5g, Q=100, C=0.1F, Tr=1sec).
B. Effect of switching frequency on SBC’s performance 415
The inductor value, the switching frequency and the duty 416
cycle determine the performance of a switching boost con- 417
verter. Fig. 10 shows the SBC’s transfer efﬁciency and power 418
delivered to the supercapacitor, i.e the useful power, plotted 419
against the switching frequency. All the other design parame- 420
ters are the same. For validation, a number of design points are 421
simulated and the results are plotted as dots on Fig. 10. It can 422
be seen that the difference between estimated and simulated 423
values are generally less that 10%. Also note that the best 424
transfer efﬁciency does not necessarily leads to the highest 425
useful power. 426
0.5
0.7
0.9
1.1
1.3
1.5
1.7
1.9
2.1
2.3
2.5
10%
15%
20%
25%
30%
35%
40%
45%
50%
10 15 20 25 30 35 40 45 50
Power 
delivered to 
storage(mW) 
Transfer 
efficiency 
Switching Frequency(kHz) 
Estimated Efficiency(%)
Simulated Efficiency(%)
Estimated Power(mW)
Simulated Power(mW)
Fig. 10. Transfer efﬁciency and delivered power vs. switching frequency
(Car vibration, M=10g, N=3000, Q=200, C=0.55F, Tr=30sec, L=5mH,
Ds=50%).
C. Effect of tuning duty cycle on number of transmissions 427
The tuning controller wakes up periodically to check if the 428
microgenerator’s resonant frequency matches the input fre- 429
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TABLE V
CPU TIMES OF THE HDL MODEL SIMULATION COMPARING TO THE RSM MODEL ESTIMATION
Vibration Power CPU time of one No of parameters No of simulations CPU time of Average error of
Source processing simulation (parameters included) to build RSM RSM estimation RSM estimation
Sine
wave
BR 0 hours 46 mins 8(A,Tf,M,N,Q,C,Tr,Dt) 45
25 µs
16.2%
VM 0 hours 50 mins 8(A,Tf,M,N,Q,C,Tr,Dt) 45 12.6%
SBC 13 hours 21 mins 11(A,Tf,M,N,Q,L,Fs,Ds,C,Tr,Dt) 78 14.0%
Ferry
vibration
BR 1 hours 5 mins 5(M,N,Q,C,Tr) 21 10.8%
VM 1 hours 14 mins 5(M,N,Q,C,Tr) 21 11.1%
SBC 4 hours 52 mins 8(M,N,Q,L,Fs,Ds,C,Tr) 45 13.4%
Car
vibration
BR 0 hours 33 mins 5(M,N,Q,C,Tr) 21 6.4%
VM 0 hours 37 mins 5(M,N,Q,C,Tr) 21 7.2%
SBC 2 hours 19 mins 8(M,N,Q,L,Fs,Ds,C,Tr) 45 14.7%
quency. As the tuning controller consumes energy when wake 430
up, its duty cycle needs to be chosen carefully according to the 431
input vibration. A short duty cycle can detect the frequency 432
change quickly but may consume energy unnecessarily. A long 433
duty cycle can save energy of the tuning controller but the gen- 434
erated energy from the microgenerator will drop dramatically 435
when there is a difference between the input frequency and the 436
resonant frequency. Fig. 11 shows the number of transmissions 437
per minute plotted against both the tuning duty cycle and 438
the time between frequency changes. It can be seen that the 439
tuning duty cycle can greatly affect the system performance. 440
For the ﬁxed time between frequency change, there are two 441
good values for the tuning duty cycle. This is because the total 442
number of transmissions can be increased by either tuning 443
frequently to match the input frequency change or by tuning 444
less frequently to save energy on tuning. For the ﬁxed tuning 445
duty cycle, the number of transmissions increase from left 446
to right. This is due to the longer time between frequency 447
changes, the less tuning needed. 448
Fig. 11. Number of transmissions per minute vs. tuning duty cycle and
time between frequency changes (Sine wave vibration, VM power processing
circuit, A=750mg, M=10g, N=3000, Q=200, C=0.55F, Tr=1sec).
VI. CONCLUSION 449
This paper highlights the beneﬁts of fast design space 450
exploration in the design of energy-harvester-powered wireless 451
sensor nodes. The identiﬁed design parameters are investigated 452
using the RSM based technique. We use SystemC-A to model 453
the system and developed a toolkit to demonstrate the effec- 454
tiveness of our approach. 455
As pointed out in the discussion above, the sets of results 456
obtained in the test scenarios show the power of the RSM 457
technique in exploring the designs, where essential knowl- 458
edge about the interaction between design parameters and 459
performance can be obtained near-instantly, without costly 460
simulations. Future work will focus on the optimization of 461
the RSM models so that designers can be guided by the tool 462
in searching the areas in the design space where one should 463
look for systems exhibiting the best performance. 464
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