This paper presents a partitioning-based, timing-driven placement algorithm. The partitioning step itself is timing-driven and based on solving a quadratic programming problem iteratively. The placement algorithm does not rely on interleaved timing calculations, which tend to be inaccurate. Instead, it achieves the desired result by controlling the number of times that a path in the circuit can be cut. In addition to the cutting constraint, a pre-locking mechanism and timing-aware terminal propagation are developed and integrated into the flow. The detailed placement step is formulated as a constrained quadratic program and solved efficiently. Results show improvements of 23.41% on average compared to another timingdriven placement system Timing-QUAD and significant improvements over Eisenmann's placement algorithm.
The authors of [10] implement the timing-driven placement by repeatedly performing quadrisectioning on the circuit. The topdown quadrisectioning is driven by net cost vectors which is updated during the timing-analysis steps. Top-down partitioningbased timing-driven placements avoid the problems mentioned above. However, the timing information available during the partitioning stages is incomplete until the final placement layout is reached. A partitioning-based placement may thus make irreversible, incorrect decisions during early partitioning stages due to the incomplete timing information.
A timing-driven placement algorithm based on simulated annealing is presented in [11] . It is a path-based approach. However, because it is impossible to enumerate all the paths, the authors of [11] compute the first twenty longest paths of the circuit. The difference of user-specified upper bounds and critical path delays are added to the cost function as a timing penalty. However, in many cases, the path delay of the most critical paths may differ from the delays of hundreds or thousands of the other paths in the circuit by only a small amount. Considering a small number of such paths is not very helpful. The ideal situation is to take all such nearly-critical paths into account simultaneously. This however significantly increases the computational complexity.
In this paper, we present a partitioning-based timing-driven placement algorithm TPIQ_P which is implemented based on the principle that the number of cuts on paths in the circuits must be carefully controlled. A path which is cut earlier has a higher probability to assume a longer wire length. So a critical path must either not be cut in the early partitioning stages or restricted to have fewer cuts in the subsequent partitioning stages. To achieve this goal, simply updating the weights of critical nets is not of much help since there is no way to estimate the net weights exactly. Controlling the number of cuts on paths in any given partitioning stage is also not helpful because a net may be cut several times during different partitioning stages. Our approach borrows from both net-based and path-based algorithms. More precisely, critical nets are given large weights exactly like what the net-based algorithms do. Paths are also given an upper limit on the maximum number of cuts they can tolerate. Imposing this limit on a path helps achieve the goal of making the path as geometrically "straight" as possible. Note that when the number of cuts along a path is decreased, the path delay is reduced. Our experimental results on a number of benchmark circuits show that TPIQ_P outperforms the best published results of any timing-driven placement algorithm.
The remainder of the paper is organized as follows: Section 2 describes of our timing-driven placement. Section 3 is the formulation. The experimental results are given in section 4. Section 5 is the conclusion.
Description
Partitioning-based placement determines the locations of gates on the layout area by repeatedly partitioning the given circuit into two or more sub-circuits. The available layout area is also partitioned into subsections. Each of the sub-circuits is assigned to a subsection. This process is carried out until each sub-circuits consists of a small number of cells as Figure 1 shows.
Traditionally, the objective of dividing a given circuit in a partitioning-based placement algorithm is to minimize the number of cut nets among sub-circuits. However, min-cut is a poor model of the real placement objective, especially because it ignores the circuit delay. Although static timing analysis can help calculate the critical path delays, this timing information is not accurate unless the final partitioning step is executed. Because of this intrinsic inaccuracy, in TPIQ_P, we do not rely on performing timing recalculation after each partitioning step. Instead, we predict the critical paths from the beginning and then enforce cutting constraints (i.e., maximum number of times the path can be cut during the iterative partitioning steps) on these paths. As recursive partitioning steps take place, critical paths in the circuit change. Intrinsic delays are fixed throughout the whole partitioning steps. It is the extrinsic edge delays that change and cause non-critical paths to become critical or vise versa. The main task of a timing-driven placement is to control the lengths of nets along the critical paths.
Timing-driven
In our approach, the extrinsic delay is calculated from a lumped Elmore delay model [12] .
Let's consider the path which has the longest intrinsic delay first. The path with maximum logic delay (sum of intrinsic and extrinsic delays when R net = C net = 0) is obtained by performing a timing analysis. Let the logic delay of that path be denoted as d longest . The remaining M-1 longest paths may have logic delays very close to d longest . Minimizing only one longest path may cause another long path to become more critical immediately. Hence, it is necessary to take the M longest paths into account simultaneously. These M longest paths are defined as the critical path set η in TPIQ_P. A path L which is not in the critical path set η may become critical if it contains either a large net or receives many cutnets. A large net tends to have longer net length and, thus contributes more to the path delay. Similarly, a path that has already been cut a large number of times has a high probability of becoming critical if the number of future cuts is not controlled. To prevent such nets from generating new critical paths, the large nets and the cut nets must also be considered as critical nets.
Here we describe the critical net set. Let Γ denote the critical net set, n k the kth net, |n k | the number of nodes that n k connects, and w k the weight of net n k . Initially, every net has a unit weight. β(n k ) is a flag that indicates whether n k has been cut or not.
We define the critical net set Γ as the union of nets in η, large nets, and cut nets.
, where the size threshold is a user-specified value. All critical nets in a part p i are assigned the same weight W i . W i must be large enough so that the cells of a critical net are forced to remain in the same part. We set W i to be equal to the summation of the weights of noncritical nets in a part p i .
If a non-critical net is cut in the current partitioning stage, it becomes critical in the remaining partitioning stages and its weight is updated. Appending the cut nets to the critical net set prevents the cut nets from being cut further and only allows the uncut, non-critical nets to be possibly cut in the subsequent partitioning stages.
Concentrating on handling critical nets only does not ensure a reduction in circuit delay. The delay of a non-critical path may increase rapidly if it is cut many times during an early partitioning stage. So, it is necessary to set an upper-bound on the number of allowed cuts on each path. We adopt TPIQ [13] as the partitioner for the placement tool TPIQ_P to achieve this goal.
We illustrate the processing procedure of TPIQ_P in Figure 2 . Before the partitioning stage begins, the set of paths which have longer logic delays are identified. The critical nets are thus determined and the corresponding weights are updated. The updated netlist is passed as input to a partitioner whose responsibility is to minimize the cut-size. A simple calculation follows to check which nodes violate the cutting poicy. The cutting policy is a set of constraints which restrict the number of cuts allowed for each path. The cutting policy is comprised of the restrictions for the paths in the circuits. Because an output node can be the output of both critical paths and non-critical paths, the constraints for general paths and the constraints for critical paths must be formulated separately. Thus, the cutting policy constraints consist of two categories, one for general paths and the other for critical paths. Let PC denote the cutting policy. PC={PC G , PC L } where PC L denotes the maximum number of cuts allowed for a critical path L and PC G refers to the maximum number of cuts allowed for a general path.
In general, PC L is more strict (i.e. smaller) than PC G . If there are paths whose cuts exceed the related PCs, TPIQ Phase II is applied to satisfy the cutting policy while trying to minimize the cut-size.
We have extended the 2-way partitioning of TPIQ to a quadrisection partitioning to reflect the two dimensional characteristics of the circuit placement. The solution of a quadratic programming in Figure 2 . Flow of TPIQ_P.
(1, 0), (0, 1), and (1, 1) respectively. Figure 3 shows the parts P 0 , P 1 , P 2 , and P 3 and the corresponding (x, y) pairs of fixed nodes.
As TPIQ phase II proceeds, nodes are gradually anchored to one of the fixed nodes. If the final solution of TPIQ Phase II contains values that do not converge to 0 or 1 in either x-coordinate or y-coordinate, the corresponding nodes will be pre-locked to the part which contains the corresponding nodes. Pre-locking a node to a specific sub-part prevents subsequent partitioning steps from generating a longer path delay for paths that go through the pre-locked node (please see below for detail).The partitioning and pre-locking procedure are iteratively executed until the numbers of nodes in all parts are below a threshold value τ.
The position of a node v i is represented by two position vectors V i x and V i y : ) is determined by either the partitioning process itself or by the pre-locking procedure. The solution pair (x i , y i ) of TPIQ Phase II indicates which part v i should be assigned to. If both x i and y i converge to binary values 0 or 1, the part is immediately determined. Otherwise, v i is a floating node. A floating node is critical to the paths which come from (or go to) different parts and pass through that node. Replicating floating nodes as TPIQ does, is not practical in this application because the cost of replicating nodes is too high for placement (also, the node replication may not be allowed). Instead of replicating nodes, we pre-lock the floating nodes to specific parts for the remaining partitioning stages. Figure 4 depicts the assignments for floating nodes that have different connections to the nodes in different parts. Notice that if a node v j is assigned to P 0 at the i th partitioning level, its coordinates (v i xj , v i yj ) will be (0, 0). Similarly a P 1 assignment implies (v i xj , v i yj ) will be (1, 0) and so on. Shaded grids are the sub-parts to which the floating nodes must be fixed during the remaining partitioning stages. A floating node may have more than one choice of sub-part to be fixed to. The selection of sub-parts is then based on the criterion of maintaining the size balance.To better understand the purpose of pre-locking, we provide an example which is depicted in Figure 5 . Suppose that after the first three levels of partitioning, node v i has been assigned to the part that is shown in Figure 6 . The detailed placement after the partitioning stages is determined by solving a quadratic optimization procedure as will be detailed later.
Formulation
The objective function f(X, Y) for the partitioning process is modified by mapping the variables in TPIQ from one-dimensional space to two-dimensional space:
x and c ij y are the edge weights for the edge (v i , v j ) in x-coordinate and y-coordinate respectively. c max x and c max y are the edge weights between a circuit node and a fixed dummy node when the circuit node is anchored to that fixed node. The method for calculating the edge weights is the same as in [13] .
The constraints are formulated as follows. Cutting Policy Constraints These constraints attempt to limit from above the number of times a path is cut.
For every node in the circuit, we formulate the timing relation by using the block-oriented timing analysis algorithm of [14] . The arrival time b i is defined as the maximum number of cuts for all paths from a primary input (or an output of a register) to the node v i .
∈ {primary inputs or output of registers}, b j = PC G , if v j ∈ {primary outputs or input of registers}, where PC G is a user-defined value which specifies the maximum number of cuts allowed for paths from any input node to the output node v j .
The cutting policy for a critical path L is formulated as
The PC L of a critical path depends on the I/O pin positions of that path, which is specified by the user. Also note that the left hand side of the above inequality is not necessary an integer. It will however converge to an integer as the optimization process progresses. 
• v i Figure 5 . Explanation of the position vector. 
Pre-locking Constraints
In addition to the primary input nodes and the primary output nodes whose pin locations are specified, the position vector V i x or V i y of some floating nodes have to be determined and locked. The pre-locked values in V i
x and V i y of primary I/O nodes and floating nodes are transformed into constraints by setting x i = 1 (or 0) if v i is pre-locked to sub-parts P 1 or P 3 (P 0 or P 2 ), or it is fixed to the right (or left) side of a part, y i = 1 (or 0) if v i is pre-locked to sub-parts P 2 or P 3 (P 0 or P 1 ), or it is fixed to the top (or bottom) of a part, x i = 1 (or 0) and y i = 1 (or 0) if v i is pre-locked to a specific part.
Detailed Placement
The final implementation of the partitioning process is a global allocation of circuit components. if v i is pre-locked to bottom side of part p k (sub-parts P 0 or P 1 of p k ).
if v i is pre-locked to right side of part p k (sub-parts P 1 or P 3 of p k ).
if v i is pre-locked to top side of part p k (sub-parts P 2 or P 3 of p k ). where µ is a user-specified values.
The adjacency matrix Q in the objective function is obtained by setting the edge weight of a net n j as . A linear assignment is applied row by row to eliminate the overlap based on the solutions of the quadratic programming.
Terminal Propagation
Terminal propagation is an important operation in all partitioningbased placement algorithms because it allows for the effect of placing components in same part to influence the placement of components in the subsequently processed parts. A terminal propagation solution obtained at the earlier partitioning stage tends to bias the solution of the succeeding partitioning stages. The traditional terminal propagation deals with the problem of wire-length minimization only. It does not consider the problem of delay minimization. Terminal propagation without considering path delays may however result in a longer circuit delay in the quadrisection placement context. In TPIQ_P, the positions of terminal propagation pins are calculated immediately after a partitioning step is finished. If a critical path L ∈ η is cut, we identify the nodes which belong to the path L. We then compute the center of mass of these nodes and let the terminal propagation pins be locked to a sub-part which is close to this center. To better illustrate the process, let's consider the example in Figure 6 . In Figure 7-a, a partitioning step assigns nodes a, b , and c to parts P 3 , P 1 , and P 0 , respectively. Since the critical path <a-b-c> is cut, we calculate the center of mass of these three nodes, which happens to be the center of the chip. Now consider terminal propagation of node a. This node is placed in part P 3 which itself has four sub-parts P 0 , P 1 , P 2 and P 3 . Sub-part P 0 of part P 3 is closest to the center of mass of <a-b-c>, hence node a will be propagated to the middle of the bottom face of sub-part P 0 of part P 3 . Similarly, node c will be propagated to the middle of the right face of sub-part P 3 of part P 0 . In fact, we pre-lock the terminal propagation pin of (a, b) and the terminal propagation pin of (b, c) to subparts P 0 and P 3 , respectively in all subsequent partitioning stages.
Experimental Results
TPIQ_P was implemented on a Sun Ultra Sparc II machine. In our experimental simulation, we first ran timing analysis and sought out the first 250 longest paths by using Dreyfus's method [15] to produce the longest path set. Then the paths whose path delays were smaller than 0.9d longest were deleted from the longest path set. All nets in the critical path set along with those nets whose fanout count exceeded 30 pins formed the initial critical net set. As the partitioning stages proceeded, the newest cut nets were added into the critical net set. TPIQ Phase I was replaced by hMeTis [16] in the simulation to reduce the run time. We adopted the same parameters used by Timing-QUAD [10] which is a partitioning-based timingdriven placement system. We ignored nets which have 200 or more output pins. From our experience with TPIQ, setting PC G to 2 for general paths in sequential circuits is a good choice for circuit bipartitioning. Similarly, a reasonable PC G is 4 for the quadrisection partitioning. Our experiments showed that when PC G was decreased to 3, a large number of floating nodes were generated and the size balance between parts became difficult to maintain. The cutting policy for critical paths was the same for all the benchmarks. The maximum number of edge-cuts allowed for a critical path depends on its I/O pin positions. If both the input and output pins are fixed on the top or bottom side, we set PC L of the path to 3. If one I/O pin is on top and one is on bottom, then PC L =1. For other situations, we used PC L =2. The capacitance per wire length is 242 pF/m and the resistance per wire length is 25.5kΩ/m in our simulation. The threshold value τ was 64 and µ is 0.1. Table 1 shows results of comparing our approach with Timing-QUAD. The values in parentheses are the longest logic path delay in the circuit. Because there may have some differences between Timing-QUAD and TPIQ_P in transforming benchmarks, the maximum logic path delays were somewhat different. However, the difference does not affect the comparison. From the table we can see that our approach has smaller circuit delays for all tested benchmarks. Although TPIQ_P does not run timing analysis iteratively, it still outperforms Timing-QUAD by an average of 23.41% in terms of circuit delay. The runtimes of TPIQ_P are reasonable, for example, the runtime for biomed is 2016 second and 12970 second for avq.small on a Sun Ultra Sparc II.
We also report the results of TPIQ_P for different PC G 's in Table 2 . The PC G in column 5 is ∞, which means that we updated the weights of critical nets but did not run TPIQ Phase II in this case. As we can see, smaller PC G always results in better performance. However, PC G cannot be reduced indefinitely. A value of 4 appears to be reasonable.
We also compare the performance of our approach (PC G =4) to that of Eisenmann's method [9] . In order to coincide with the delay calculation method used in [9] , we measured the net length with Steiner tree as [9] did and calculate the exploitation rate E which is defined as follows: E = (delay without timing-driven feature -delay with timingdriven feature) / (delay without timing-driven feature -longest intrinsic path delay feature)
The exploitation rate E indicates how close the results of a timing-driven placement is to its the best possible solution for the placement problem. The comparisons are shown in Table 3 . TPIQ_P is superior to Eisenmann's method in all testing cases.
Conclusion
We presented TPIQ_P, a new timing-driven placement algorithm based on iterative timing-driven partitioning with dynamic control of the number of times a set of potentially critical paths are cut. The proposed algorithm does not rely on interleaved timing calculations which tend to be inaccurate. Instead it maintains timing-aware placement by paying attention to how many times a path is cut by the cut-lines. Experimental results showed the effectiveness of the proposed approach in improving the delays of MCNC benchmarks compared to the other timing-driven placement algorithms.
Future work will focus on incorporation of partitioning algorithms that account for other objectives such as congestion and routability in addition to timing. This is specially important during the early partitioning steps. The later partitioning may remain as they are now. 
