Modelo de Predicción de la Morosidad en el otorgamiento de Crédito Financiero Aplicando Metodología CRISP-DM by Carpio Ticona, Julio Cesar
 
UNIVERSIDAD ANDINA “NÉSTOR CÁCERES VELÁSQUEZ” 
FACULTAD DE INGENIERÍA DE SISTEMAS 
ESCUELA PROFESIONAL DE INGENIERÍA DE SISTEMAS 
 
 
 
 
 
 
 
TESIS 
“MODELO DE PREDICCIÓN DE LA MOROSIDAD EN EL 
OTORGAMIENTO DE CRÉDITO FINANCIERO APLICANDO 
METODOLOGÍA CRISP-DM” 
 
 
Presentado por: 
BACH. JULIO CESAR CARPIO TICONA 
 
PARA OPTAR EL TÍTULO PROFESIONAL DE: 
 
INGENIERO DE SISTEMAS 
 
JULIACA – PERÚ 
2016 
 
UNIVERSIDAD ANDINA “NÉSTOR CÁCERES VELÁSQUEZ” 
FACULTAD DE INGENIERÍA DE SISTEMAS 
ESCUELA PROFESIONAL DE INGENIERÍA DE SISTEMAS 
 
 
 
 
 
 
 
 
 
TESIS 
“MODELO DE PREDICCIÓN DE LA MOROSIDAD EN EL OTORGAMIENTO 
DE CRÉDITO FINANCIERO APLICANDO METODOLOGÍA CRISP-DM” 
 
 
Presentado por el Bachiller: 
 
JULIO CESAR CARPIO TICONA 
 
 
APROBADO POR LOS JURADOS: 
 
 
 
 
Presidente Jurado: ……………………………………….. 
          MSc. Lucas Coaquira Cano 
 
 
 
 
Primer Miembro:  ……………………………………….. 
       Dr. Rodolfo Fredy Arpasi Chura 
 
 
 
 
Segundo Miembro: ………………………………………… 
            MSc. Juan Benites Noriega 
 
 
 
JULIACA – PERÚ 
2016 
i 
 
 
 
 
 
 
 
 
DEDICATORIA 
 
 
 
 
A la memoria de mi padre que siempre me inculcó 
seguir con el estudio. 
 
A mi hermana que siempre llevo en mi corazón. 
 
A mi madre por todo su apoyo brindado durante mi 
formación profesional. 
 
A mi hermano por todos sus conocimientos brindados. 
 
 
Julio Carpio Ticoona 
 
 
 
  
ii 
 
 
 
 
 
 
 
 
AGRADECIMIENTOS 
 
 
 
 
Agradezco a Dios, por estar al lado de mi familia y el mío 
propio brindándonos salud que es lo más importante. 
 
A los docentes de la Facultad de Ingeniería de Sistemas, 
gracias por la enseñanza prestada. 
 
A mis jurados por sus consejos y sugerencias gracias MSc. 
Lucas Coaquira Cano, Dr. Fredy Arpasi Chura y MSc. 
Juan Benites Noriega. 
 
A mis amigos, gracias por su apoyo. 
 
 
Julio Carpio Ticona 
 
iii 
 
CONTENIDO 
ÍNDICE DE TABLAS .......................................................................................................... vi 
ÍNDICE DE FIGURAS ....................................................................................................... vii 
ÍNDICE DE ANEXOS ......................................................................................................... ix 
RESUMEN ............................................................................................................................ x 
ABSTRACT ......................................................................................................................... xi 
INTRODUCCIÓN ............................................................................................................... xii 
PROBLEMÁTICA DE LA INVESTIGACIÓN ................................................................... 1 
1.1. PLANTEAMIENTO DE LA REALIDAD PROBLEMÁTICA ........................... 1 
1.2. FORMULACIÓN DEL PROBLEMA .................................................................. 5 
1.2.1. Problema General ............................................................................................. 5 
1.2.2. Problemas Específicos ...................................................................................... 5 
1.3. JUSTIFICACIÓN ................................................................................................. 5 
1.4. OBJETIVOS ......................................................................................................... 6 
1.4.1. Objetivo General .............................................................................................. 6 
1.4.2. Objetivos Específicos ....................................................................................... 6 
1.5. HIPÓTESIS ........................................................................................................... 6 
1.5.1. Hipótesis General ............................................................................................. 6 
1.5.2. Hipótesis Específicos ....................................................................................... 7 
1.6. PROPUESTA DE SOLUCIÓN ............................................................................ 7 
CAPÍTULO II ........................................................................................................................ 8 
MARCO TEÓRICO .............................................................................................................. 8 
2.1. ANTECEDENTES................................................................................................ 8 
2.2. MARCO TEÓRICO ............................................................................................ 10 
2.2.1 El microcrédito en el Perú .............................................................................. 10 
iv 
 
2.2.2 Proceso de microcrédito ................................................................................. 11 
2.2.3 Tipos de crédito .............................................................................................. 13 
2.2.4 Riesgo de crédito ............................................................................................ 14 
2.2.5 Análisis Predictivo ......................................................................................... 15 
2.2.6 Modelo de credit scoring ................................................................................ 16 
2.2.7 Modelos tradicionales de Credit Scoring ....................................................... 18 
2.2.8 Modelos computacionales para credit scoring ............................................... 20 
2.2.9 Técnicas para evaluar el desempeño de los algoritmos computacionales en la 
predicción del riesgo de morosidad ................................................................ 31 
2.2.10 Minería de datos (Data Mining) ..................................................................... 37 
2.2.11 Aprendizaje automático .................................................................................. 42 
2.2.12 Metodologías de desarrollo de proyectos de software ................................... 43 
2.2.13 Metodología CRISP-DM ................................................................................ 47 
2.2.14 Aplicaciones Web........................................................................................... 49 
2.2.15 Desarrollo de aplicaciones web con el patrón MVC ...................................... 50 
2.3. MARCO CONCEPTUAL................................................................................... 52 
CAPÍTULO III .................................................................................................................... 55 
METODOLOGÍA DE LA INVESTIGACIÓN ................................................................... 55 
3.1. MÉTODO DE INVESTIGACIÓN ..................................................................... 55 
3.2. DISEÑO DE INVESTIGACIÓN........................................................................ 55 
3.2.1. Tipo de investigación ..................................................................................... 55 
3.2.2. Nivel de investigación .................................................................................... 55 
3.3. TÉCNICAS E INSTRUMENTOS DE INVESTIGACIÓN ............................... 55 
3.4. POBLACIÓN Y MUESTRA .............................................................................. 56 
3.5. DETERMINACIÓN DE REQUERIMIENTOS DE HARDWARE Y 
SOFTWARE ....................................................................................................... 57 
v 
 
3.5.1. Hardware ........................................................................................................ 57 
3.5.2. Software ......................................................................................................... 57 
3.6.  MATRIZ DE CONSISTENCIA .................................................................................. 58 
CAPÍTULO IV .................................................................................................................... 61 
PRUEBAS, DISCUSIÓN Y RESULTADOS ..................................................................... 61 
4.1. INGENIERÍA DEL PROYECTO CON CRISP-DM ......................................... 61 
4.1.1. Comprensión del negocio ............................................................................... 62 
4.1.2. Comprensión de los datos .............................................................................. 64 
4.1.3. Preparación de los datos ................................................................................. 67 
4.1.4. Modelos desarrollados .................................................................................... 70 
4.1.5. Evaluación de los modelos ............................................................................. 82 
4.1.6. Despliegue del modelo ................................................................................... 85 
4.1.7. Implementación del Sistema de Predicción.................................................... 86 
4.1.8. Arquitectura del Sistema SISMO ................................................................... 86 
4.1.9. Prototipo del sistema web de predicción de morosidad en el otorgamiento de 
crédito financiero ............................................................................................ 88 
4.2. CONTRASTACIÓN DE HIPÓTESIS................................................................ 96 
4.3. DISCUSIÓN DE RESULTADOS ...................................................................... 97 
CONCLUSIONES ............................................................................................................... 99 
RECOMENDACIONES ................................................................................................... 100 
REFERENCIAS BIBLIOGRÁFICAS .............................................................................. 101 
ANEXOS ........................................................................................................................... 106 
 
vi 
 
ÍNDICE DE TABLAS 
 
Tabla N° 1: Sistema Financiero Peruano ............................................................................. 11 
Tabla N° 2: Matriz de Confusión o de errores..................................................................... 34 
Tabla N° 3: Comparación de Metodologías de desarrollo de software ............................... 48 
Tabla N° 4: Variables Objetivo del modelo ........................................................................ 65 
Tabla N° 5: Importancia de las variables............................................................................. 71 
Tabla N° 6: Matriz de error Árboles de Decisión ................................................................ 71 
Tabla N° 7: Matriz de error Bosques Aleatorios ................................................................. 75 
Tabla N° 8: Matriz de error Red Neuronal .......................................................................... 78 
Tabla N° 9: Matriz de error SVM ........................................................................................ 80 
Tabla N° 10: Resumen comparativo de la matriz de confusión de los modelos desarrollados.
 ............................................................................................................................................. 83 
Tabla N° 11: Perspectiva modelo web de SISMO .............................................................. 87 
 
  
vii 
 
 
ÍNDICE DE FIGURAS 
 
Figura N°  1: Créditos Colocados a Nivel Nacional .............................................................. 2 
Figura N°  2: Cartera Morosa a nivel Nacional ..................................................................... 3 
Figura N°  3: Créditos Directos en la Región Puno ............................................................... 3 
Figura N°  4: Composición porcentual del Sistema Financiero .......................................... 10 
Figura N° 5: Proceso de microcrédito ................................................................................. 12 
Figura N° 6: Estructura de un árbol de decisión .................................................................. 21 
Figura N° 7: Random Forest ................................................................................................ 24 
Figura N° 8: Perceptron OR ................................................................................................ 27 
Figura N° 9: Funciones de Activación de una Red Neural ................................................. 28 
Figura N° 10: Perceptron multicapa .................................................................................... 29 
Figura N° 11: Hiperplano de SVM ...................................................................................... 30 
Figura N° 12: Cross Validation ........................................................................................... 32 
Figura N° 13: Cross validation con K grupos...................................................................... 33 
Figura N° 14: Curva ROC ................................................................................................... 36 
Figura N° 15: Relación entre datos, información y conocimiento ...................................... 37 
Figura N° 16: Proceso de Data Mining ............................................................................... 38 
Figura N° 17: Fases de desarrollo de RUP .......................................................................... 44 
Figura N° 18: Proceso de CRISP-DM ................................................................................. 47 
Figura N° 19: Modelo Cliente-Servidor .............................................................................. 50 
Figura N° 20: Patron MVC .................................................................................................. 51 
Figura N° 21: Outlier de la variable edad de los clientes. ................................................... 68 
Figura N°  22: Outlier de Sexo y monto de crédito ............................................................. 68 
Figura N°  23: Detección salario y edad del cliente ............................................................ 69 
Figura N° 24: Datos procesados en RapidMiner ................................................................. 70 
Figura N°  25: Curva ROC Árbol de Decisión. ................................................................... 73 
viii 
 
Figura N° 26: Importancia de las variables Modelo Bosque Aleatorio ............................... 74 
Figura N° 27: Curva ROC de Bosques Aleatorios .............................................................. 76 
Figura N°  28: Detección de los clientes morosos ............................................................... 79 
Figura N° 29: Curva ROC Redes Neuronales ..................................................................... 80 
Figura N° 30: Curva ROC de SVM ..................................................................................... 82 
Figura N° 31: Cross Validation de los Clientes morosos .................................................... 84 
Figura N°  32: Cross Validation de los errores en los Modelos .......................................... 85 
Figura N° 33: Modelo general de aprendizaje ..................................................................... 86 
Figura N° 34: Arquitectura del sistema SISMO .................................................................. 87 
Figura N° 35: Pantalla Principal del sistema SISMO .......................................................... 88 
Figura N° 36: Menu Principal del Sistema SISMO ............................................................. 88 
Figura N°  37 : Tabla de datos de los clientes generado por el Sistema .............................. 89 
Figura N° 38: Pantalla de Gráficos generado de la tabla de clientes de SISMO ................. 89 
Figura N° 39: Pantalla para seleccionar un archivo de Excel de los clientes ...................... 90 
Figura N° 40: Pantalla que muestra datos de los clientes desde un archivo Excel.............. 90 
Figura N° 41: Pantalla de Selección de Gráficos de los clientes desde un archivo Excel... 91 
Figura N°  42: Pantalla de Ingreso de Clientes Nuevos ...................................................... 92 
Figura N°  43: Pantalla de Tabla del nuevo cliente ............................................................. 92 
Figura N°  44: Pantalla de Cálculo de Morosidad del nuevo cliente ................................... 92 
Figura N°  45: Pantalla que muestra la tabla de los nuevos clientes ................................... 93 
Figura N° 46: Pantalla de resultado del Cálculo de la Morosidad de los nuevos clientes... 93 
Figura N°  47: Pantalla de selección de archivo Excel de los clientes nuevos. ................... 94 
Figura N° 48: Pantalla de la tabla de los nuevos clientes desde un archivo Excel. ............. 94 
Figura N° 49: Pantalla del Cálculo de la morosidad de los nuevos clientes desde un archivo 
Excel .................................................................................................................................... 95 
Figura N° 50: Pantalla que muestra información del sistema SISMO ................................ 95 
 
  
ix 
 
 
ÍNDICE DE ANEXOS 
 
ANEXO N° 1: Cuadros Estadísticos ................................................................................. 106 
ANEXO N° 2: Detección de datos Outlier ........................................................................ 107 
ANEXO N° 3: Árbol de Decisión ..................................................................................... 111 
ANEXO N° 4: Random Forest (Bosques Aleatorios) ....................................................... 117 
ANEXO N° 5: Redes Neuronales ...................................................................................... 122 
ANEXO N° 6: Máquinas de Soporte Vectorial (SVM) .................................................... 125 
ANEXO N° 7: Validación de los modelos aplicando Cross Validation............................ 127 
ANEXO N° 8: Modelado del sistema de predicción (casos de uso) ................................. 129 
ANEXO N° 9: Código fuente del sistema SISMO ............................................................ 135 
 
 
 
  
x 
 
 
 
 
RESUMEN 
 
En los últimos años el Perú tiene un crecimiento económico sostenible, lo que posibilitó que 
las instituciones microfinancieras tengan un crecimiento en cuanto a la colocación de crédito 
en los usuarios que la banca formal no toma en cuenta. Este crecimiento también conlleva a 
riesgos de morosidad e impago por parte de los clientes que pueden producir insolvencia o 
hasta en el peor de los casos el cierre de las instituciones financieras; es por ello que se 
necesita sistemas automatizados confiables que ayuden a los administradores de riesgo a 
tomar decisiones adecuadas para disminuir la morosidad de crédito y así reducir gastos de 
operación de cobranza. 
En este panorama se desarrolló un modelo de predicción de la morosidad en el otorgamiento 
de crédito aplicando técnicas de minería de datos, utilizando para ello información histórica 
recabada de la CRAC Los Andes, identificando las principales variables que se tomaron para 
el desarrollo de esta investigación. Se usaron técnicas avanzadas para la calibración de los 
modelos de credit scoring como la validación cruzada, matrices de errores y curvas ROCs 
respectivamente. 
Se evaluó cuatro algoritmos de credit scoring para la predicción de la morosidad de crédito, 
destacando a Bosques aleatorios como el que presentó mejores resultados, puesto que su 
grado de certeza global fue del 82%, el uso de la metodología ágil en conjunción con la 
metodología CRISP-DM fue importante para lograr el desarrollo del sistema web de 
predicción de morosidad de crédito denominado SISMO. 
Palabras clave: Predicción de crédito, morosidad de crédito, metodología CRISP-DM, 
bosques aleatorios, sistema web. 
 
 
xi 
 
 
ABSTRACT 
 
In recent years Peru has been taking sustainable economic growth, which allowed 
microfinance institutions have growth in terms of placement credit in the formal banking 
users does not take into account. This growth also leads to risks of default by customers that 
may cause insolvency or in the worst case the closure of financial institutions; which it is 
why we need reliable automated systems to help risk managers to take appropriate measures 
to reduce the default credit decisions and reduce operating costs regain. 
In this scenario a model of credit default prediction was developed applying data mining 
techniques, using historical information gathered from the CRAC Los Andes, identifying the 
main variables that were taken for the development of this research was conducted. 
Advanced for the calibration of credit scoring models such as cross-validation and ROCs 
curves techniques were used respectively. 
Four credit scoring algorithms were evaluated for credit default prediction, highlighting 
random forest as that presented better results, since the degree of overall accuracy was 82%, 
the use of agile methodology in conjunction with the CRISP-DM methodology was 
important for development of web system SISMO credit default prediction. 
 
Keywords: Predicting credit, Credit Default, CRISP-DM methodology, random forests, 
web system. 
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INTRODUCCIÓN 
 
La predicción es la acción y efecto de predecir algo que puede suceder, la predicción es parte 
importante del método científico pues es una declaración precisa de lo que puede ocurrir en 
determinadas condiciones específicas, esto se logra generalmente a través de experimentos 
rigurosos. El análisis predictivo es la unión de técnicas estadísticas, aprendizaje automático 
y minería de datos con el propósito de analizar los datos actuales o históricos para realizar 
predicciones acerca del futuro comportamiento de la información. 
 
Tanto el crédito financiero como la morosidad o retraso en el pago, están íntimamente 
ligados pues mientras más crédito financiero se otorga la morosidad tiende a aumentar, lo 
que conlleva a serios problemas de liquidez de las instituciones financieras; estudios se han 
desarrollado para determinar y reducir la morosidad, técnicas econométricas de credit 
scoring se desarrollaron tratando de predecirla, siendo por ello un tema de mucho interés 
para la banca formal y las entidades financieras. 
 
La presente investigación fue realizada con el propósito de desarrollar un modelo de 
predicción de la morosidad en el otorgamiento de crédito aplicando técnicas de minería de 
datos; se aplicó la metodología CRISP-DM para el desarrollo de la propuesta de solución a 
implementarse. 
 
Se desarrollaron y evaluaron cuatro algoritmos: árboles de decisión, redes neuronales, 
bosques aleatorios y máquinas de soporte vectorial con el propósito de determinar el mejor 
algoritmo de predicción, siendo el de Bosques Aleatorios el que mejor resultado presento 
con respecto a los demás, los modelos fueron validados mediante validación cruzada, 
matrices de confusión y curvas ROCs respectivamente. 
xiii 
 
Se implementó un sistema web de análisis predictivo de morosidad de crédito denominado 
SISMO, para ser utilizado por los analistas de crédito en la toma de decisión concerniente al 
otorgamiento de crédito financiero. 
 
Esta investigación está dividida en cuatro capítulos. El capítulo I presenta la definición de la 
problemática de la investigación, considerando la realidad problemática, formulación del 
problema, la determinación de los objetivos, justificación y planteamiento de las hipótesis 
de estudio. 
 
En el capítulo II se plantea la fundamentación teórica estableciendo los antecedentes del 
caso, las bases teóricas necesarias para poder determinar la estructura del documento. 
 
En el capítulo III se establece la metodología que es aplicada en el proceso de la 
investigación, considerando el método, el diseño, la población y muestra; los instrumentos a 
utilizar para la recolección de la información, requerimientos de hardware y software que 
son importantes para el desarrollo de la investigación. 
 
En el capítulo IV se presentan las pruebas y los resultados de la investigación. Se desarrolla 
la metodología CRISP-DM aplicada para el desarrollo del modelo de predicción de 
morosidad de crédito, así como el desarrollo de cada uno de los algoritmos haciéndolos 
competir para elegir el que mejor resultado presenta y finalmente se desarrolla el sistema 
web de predicción denominado SISMO. 
 
Finalmente se presenta las conclusiones a la que se llegó en el desarrollo de la investigación 
así como se plantea algunas recomendaciones importantes para ser tomadas en cuenta. Esta 
investigación incluye varios anexos que son importantes, pues en ellos se detallan las 
técnicas y algoritmos desarrollados en la presente investigación y su aplicación para 
desarrollar el sistema web SISMO. 
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CAPÍTULO I 
PROBLEMÁTICA DE LA INVESTIGACIÓN 
 
1.1. PLANTEAMIENTO DE LA REALIDAD PROBLEMÁTICA 
En el contexto económico actual de nuestro país en el que se está viviendo un constante 
crecimiento en cuanto al comercio, la industria y otros sectores, como menciona el Banco 
Mundial [1] (2015) en la última década el Perú destacó como una de las economías de más 
rápido crecimiento en América Latina y el Caribe, entre 2005 y 2015 la tasa de crecimiento 
promedio del PBI fue de 6,1% en un entorno de baja inflación (2,9% en promedio). 
 
Ante esto se hace imprescindible que aparezcan o surjan entidades que les brinde los recursos 
económicos que la banca formal no brinda, es por ello que las Cajas Municipales, Cajas 
Rurales y EDPYMES (Entidades de Desarrollo para la Pequeña y Microempresa) toman un 
nivel de importancia muy grande para el sector microempresario. Estas instituciones 
financieras con el correr del tiempo aumentaron su presencia en el mercado financiero 
aumentando sus colocaciones de crédito. 
 
Este incremento de colocaciones de crédito se debe al crecimiento económico que viene 
aconteciendo en el Perú en los últimos años y daba la estabilidad económica es que el 
ciudadano común y corriente, micro y pequeñas empresas están accediendo a créditos 
financieros para aumento de capital de producción, comercialización, consumo y crédito 
hipotecario para vivienda. 
 
El otorgamiento de créditos es una de las principales operaciones de las Entidades 
Financieras, representa no sólo la fuente principal de ingresos, también puede representar la 
fuente de múltiples y significativos problemas. Como se puede ver en la Figura N° 1 el 
crédito otorgado a nivel nacional por las Microfinancieras fue en aumento, esto debido a 
estabilidad y crecimiento económico que se vive en el país. 
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Figura N°  1: Créditos Colocados a Nivel Nacional 
Fuente: SBS (Superintendencia de Banca Seguros y AFP) 
Elaboración Propia 
*Las cifras del 2015 corresponde de Enero - Octubre 
 
 
Cuando el crédito concedido no se recupera en tiempo y forma, la morosidad se incrementa, 
por lo que se requiere de mayores gastos para su recuperación así como un control más 
estricto de la cartera morosa. El impacto que provoca la falta de recuperación de los créditos, 
es un problema serio que podría derivar en el cierre de la entidad financiera. 
 
La falta de pago de los créditos concedidos provoca falta de liquidez, en estas circunstancias, 
las entidades financieras dejarán de funcionar de forma adecuada al dejar de percibir ingresos 
que estaban contemplados, no contará con recursos para enfrentar tanto los gastos de 
operación como los compromisos de pago, además de que aumentan los gastos operativos 
por concepto de recuperación de créditos morosos (gastos de cobranza), así como por las 
provisiones para cuentas de cobranza dudosa, afectando con ello los resultados de la 
organización que no llegará a ver beneficio alguno en esta situación. 
 
La Figura N° 2 nos muestra como el nivel de morosidad fue en aumento en los últimos 6 
años, al 2010 la cartera morosa fue de 14,82% con respecto al año anterior, y así la tendencia 
a la suba siempre fue creciendo, en el año 2012 fue de 14,24% con respecto al 2011 y al año 
2014 esta cartera tubo un aumento de 22,54% y en lo que lleva a Octubre del año 2015 la 
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morosidad creció en 20.98% siendo por ende un tema muy delicado para las entidades 
Microfinancieras. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura N°  2: Cartera Morosa a nivel Nacional 
Fuente: SBS (Superintendencia de Banca Seguros y AFP) 
Elaboración propia 
*Las cifras del 2015 corresponde de Enero - Octubre 
 
 
En cuanto a la Región de Puno podemos observar que el otorgamiento de crédito fue 
incrementándose con el correr de los años (Ver Figura N° 3) y por ende el incremento de 
morosidad también se hace presente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura N°  3: Créditos Directos en la Región Puno 
Fuente: SBS (Superintendencia de Banca Seguros y AFP) 
Elaboración propia 
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Aguilar y Camargo [2] (2004) al respecto dice: Un elevado número de créditos en condición 
de retraso o de no pago constituyen una de las principales causas de la insolvencia y 
descapitalización; lo que finalmente atenta contra la solidez y sostenimiento de la institución 
en el largo plazo. Esto es evidente puesto que la debilidad de una institución financiera 
debido a altos índices de morosidad conlleva inicialmente a un problema de liquidez que a 
largo plazo, si es recurrente, se convierte en uno de insolvencia que determina, 
probablemente, la liquidación de la institución. 
 
En tal panorama, la importancia de contar con sistemas automáticos de concesión de 
créditos, que pronostiquen a tiempo la probabilidad de impago por parte del prestatario, es 
elemental para una buena colocación que garantice la recuperación del préstamo, 
permitiendo una operación adecuada que genere utilidades en lugar de pérdidas. 
 
La implementación de modelos de medición de riesgo representa una buena opción para 
evaluar a los clientes, distinguiendo a los “buenos” de los “morosos”, pronosticando y 
previniendo pérdidas futuras por una mala colocación. 
 
Sin embargo, la construcción de este tipo de modelos trae consigo limitaciones importantes 
ya que deben ser abordadas de forma distinta a los de la banca tradicional, principalmente 
por la falta de información y por las características de los usuarios de las Entidades 
Financieras. 
 
Es por ello que este trabajo de investigación se centró en el desarrollo de un modelo de 
predicción de morosidad en el otorgamiento de crédito financiero. El uso de técnicas 
avanzadas de data mining o minería de datos nos permitió elegir el mejor algoritmo que nos 
ayudó en el desarrollo e implementación del sistema propuesto. Las redes neuronales, 
árboles de decisión o máquinas de soporte vectorial son algunos algoritmos avanzados que 
utilizamos para el aprendizaje del sistema. 
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1.2. FORMULACIÓN DEL PROBLEMA 
1.2.1.  Problema General 
¿Qué modelo de predicción de la morosidad de crédito aplicando la metodología CRISP-
DM será el más idóneo para garantizar una futura toma de decisión adecuada por parte 
de los administradores de riesgo respecto a brindar crédito a los clientes? 
 
1.2.2.  Problemas Específicos 
a. ¿Qué algoritmos computacionales serán los más idóneos para el desarrollo del 
modelo de predicción de la morosidad en el otorgamiento de crédito? 
b. ¿De qué manera se puede validar el modelo de predicción  de la morosidad en 
el otorgamiento de crédito para así conocer su nivel de certeza en la predicción? 
c. ¿Es posible implementar el sistema web de predicción de la morosidad en el 
otorgamiento de crédito haciendo uso de los lenguajes de programación de 
última generación? 
 
1.3.  JUSTIFICACIÓN 
Las instituciones Microfinancieras son las más dinámicas en el otorgamiento de créditos y 
servicios financieros para los agentes económicos que no son atendidos en el sistema 
financiero de la Banca Múltiple. El problema de morosidad que conlleva el otorgamiento del 
crédito tiene un elevado nivel de crecimiento, en lo que va del año 2015 (Enero a Octubre) 
fue de 20.98%. 
 
La importancia de estas instituciones dentro del entorno de servicios financieros es relevante, 
ya que cubren necesidades que permiten el desarrollo de individuos y comunidades sobre 
todo de escasos recursos. Las familias de bajos ingresos quieren, pueden y necesitan obtener 
créditos y ahorrar, y lo hacen cuando tienen a su alcance instituciones que les proporcionen 
esta clase de servicios. 
 
La contribución del trabajo de investigación radica en el uso de modelos algorítmicos que 
sean beneficiosos en los servicios Microfinancieros de la Banca Peruana, el modelo que se 
desarrolló predice el comportamiento futuro de la morosidad de los nuevos clientes para su 
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respectivo análisis en la toma de decisiones en tiempo real con elevada eficiencia para 
otorgar crédito o no. Las Entidades Financieras necesitan predecir el comportamiento de los 
potenciales clientes según sus perfiles, por lo tanto se requiere de controles precisos para 
predecir la morosidad, que se apoyen en la tecnología. 
 
Es por ello que este trabajo de investigación brinda un excelente criterio de análisis de 
futuros clientes y su respectivo otorgamiento de crédito, que con el modelo planteado se 
reducirá las perdidas en gastos de operación de cobranza de los clientes morosos, además de 
brindar el score más adecuado para la determinación de la tasa de interés del crédito a 
otorgarse al cliente. 
 
1.4. OBJETIVOS 
1.4.1.  Objetivo General 
Desarrollar un modelo de predicción de la morosidad en el otorgamiento de crédito 
aplicando la metodología CRISP-DM para una futura toma de decisión respecto al 
otorgamiento de crédito financiero. 
 
1.4.2.  Objetivos Específicos 
Los objetivos específicos para la presente investigación son los siguientes: 
a. Describir y aplicar los algoritmos computacionales más idóneos para el desarrollo 
del modelo de predicción de la morosidad en el otorgamiento de crédito. 
b. Validar el modelo de predicción  de la morosidad en el otorgamiento de crédito 
para conocer su nivel de certeza. 
c. Implementar un sistema web de predicción de la morosidad en el otorgamiento de 
crédito haciendo uso de los lenguajes de programación de última generación. 
 
1.5. HIPÓTESIS 
1.5.1.  Hipótesis General 
La aplicación de un modelo de aprendizaje automático para la predicción de la 
morosidad en el otorgamiento de crédito aplicando la metodología CRISP-DM mejora 
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la automatización y consecuentemente beneficiará en una futura toma de decisión 
respecto al otorgamiento de crédito ahorrando tiempo, dinero y esfuerzo. 
 
1.5.2.  Hipótesis Específicos 
a. Redes Neuronales y Árboles de Decisión son los algoritmos con mejor resultado 
presentan en el desarrollo del modelo de predicción de la morosidad en el 
otorgamiento de crédito. 
b. El modelo de predicción  de la morosidad en el otorgamiento de crédito tiene un 
grado de certeza superior al 75%. 
c. El uso de los lenguajes de programación de última generación facilita la 
implementación del sistema web de predicción de la morosidad en el 
otorgamiento de crédito. 
 
1.6.  PROPUESTA DE SOLUCIÓN 
Este trabajo de investigación no solo se limita a mostrar los modelos computacionales 
adecuados para la predicción de la morosidad en el otorgamiento de crédito, clasificando a 
los clientes buenos o morosos, sino también en comparar sus capacidades funcionales de 
cada modelo desarrollado y a partir de allí decidir qué modelo es mejor. 
 
En este trabajo además se muestran las pruebas comparativas, entre los distintos modelos 
utilizando software específicos como RapidMiner y Rattle (ambos software libre 
especializados en algoritmos de data mining). 
 
Es decir se incluye un Modelo riguroso de solución donde un módulo fundamental del 
mismo es la comprobación, estadísticamente fundamentada, de los datos comparativos que 
evidencian su superioridad sobre las soluciones presentadas por los distintos algoritmos 
usados. 
 
Al obtener el mejor algoritmo de predicción de morosidad de crédito, este será implementado 
en un sistema web de predicción de morosidad en el otorgamiento de crédito financiero. 
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CAPÍTULO II 
MARCO TEÓRICO 
 
2.1. ANTECEDENTES 
a) Diseño de Credit Scoring para evaluar el riesgo crediticio en una entidad de 
ahorro y crédito popular 
Cabrera [3] (2014) en su tesis de maestría diseña un modelo de credit scoring para 
detectar las variables explicativas que mejor nivel de interpretación y predicción 
resultaron en la validación de su modelo. Las variables que se incluyeron en el modelo 
son propias de la institución y probablemente no sean útiles para otro modelo de credit 
scoring, para ello se requerirán de un análisis posterior, puesto lo que es significativo 
para una entidad no lo es para otra. Por lo anterior, el modelo que se obtiene depende 
exclusivamente de los datos que la institución obtenga del cliente, mismo a través de 
sus investigaciones económicas, sociales y demográficas antes de otorgar un préstamo. 
 
b) Credit Scoring: Evaluación del riesgo crediticio de la cartera de microcrédito 
de una institución financiera en Uruguay 
En la tesis de Arenas y otros [4] (2012) define como su objetivo fundamental desarrollar 
una técnica de credit scoring para estimar la probabilidad de incumplimiento de solicitantes 
de crédito. En su trabajo confecciono dos modelos estadísticos como son los árboles de 
decisión y el modelo de regresión logística. Es importante señalar que los modelos fueron 
confeccionados con una muestra pequeña y que sólo incluye información de créditos 
aprobados, por lo que el mismo sólo podría aplicarse a microempresarios que cumplan 
ciertos requisitos mínimos de aprobación establecidos por la institución. Su trabajo se 
focaliza en analizar si las herramientas estadísticas contribuyen a clasificar entre 
“buenos” y “malos” créditos. 
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c) Uso de los modelos de Credit Scoring en microfinanzas 
En la tesis de maestría de Escalona [5] (2013) se plantea el desarrollo y la 
implementación de un modelo credit scoring que sea adecuado al sector de micro 
finanzas aplicando modelos de regresión logística. Al usar este tipo de modelos las 
variables utilizadas se redujeron solo a cinco siendo la más significativa el ingreso del 
cliente, al tener un mayor ingreso tiene mayores probabilidades de pagar eficientemente 
el préstamo otorgado. Para validar su modelo uso el método de la curva ROC (Receiver 
Operating Characteristic o Característica Operativa del Receptor) cuyo resultado fue 
de 0.69 o 69% de certeza siendo muy aceptable para su implementación. 
 
d) Evaluación crediticia aplicando un modelo de Credit Scoring en el ámbito micro 
empresarial: Caso CMAC Paita 
Herrán [6] (2009) en su trabajo de investigación utilizo modelos logit y probit para 
comparar cual de ambos modelos resulto ser más eficiente al momento de la predicción, 
siendo el modelo logit el que mejor resultado brindo. En concreto el trabajo se orientó 
a estimar la probabilidad de incumplimiento de pago de un cliente en función a una serie 
de características, utilizando la metodología del Credit Scoring; la cual se emplea 
mayormente para evaluar individuos y, pequeñas y medianas empresas; ya que las 
grandes se analizan con sistemas de rating. Una buena aproximación de estas 
probabilidades resulta muy importante para que la CMAC Paita reduzca sus pérdidas de 
morosidad. 
 
e) Modelo de RNA para predecir la morosidad de microcrédito en la Banca Estatal 
Peruana 
Palacios [7]  (2014) en su tesis de maestría plantea determinar un modelo que sea 
apropiado para predecir la morosidad de los clientes en el servicio de microcrédito del 
Banco de la Nación. Desarrollo un modelo RNA (Red neuronal artificial) demostrando 
ser una solución superior sobre los modelos económicos convencionales siendo mejor 
predictor del comportamiento de pagos futuros de los clientes. Palacios uso para ello 
herramientas como Easy NN Plus para el cálculo del algoritmo de red neuronal 
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demostrando ser muy superior en capacidad de predicción. En el trabajo se sugiere el 
estudio de otros algoritmos para ver los futuros resultados. 
 
f) Modelos de elección binaria en la decisión de conceder créditos en la Financiera 
EDYFICAR, Agencia Bellavista-Puno 
Castro [8] (2015) en su trabajo de investigación plantea dos modelos econométricos 
desarrollados logit y probit, si bien en su trabajo brinda buenos resultados para la toma 
de decisión en conceder créditos esta sólo utiliza seis variables codificadas para generar 
la recta de ajuste con  máxima verosimilitud. Ello es una limitante como bien indica el 
autor; por lo tanto es necesario ampliar el rango de estudio de las variables para una 
mejor estimación y mejorar los resultados futuros. 
 
2.2. MARCO TEÓRICO 
2.2.1 El microcrédito en el Perú 
El sistema financiero peruano actualmente cuenta con 56 instituciones reguladas por la 
SBS [9] (Superintendencia de Banca, Seguros y AFP), como se observa en la tabla N° 
1 y Figura N° 4. La primera institución micro financiera de Perú fue creada en 1982 
(CMAC Piura). Mi Banco es el primer banco privado, especializado en micro finanzas 
del Perú creado en 1998. El acceso a las entidades formales resulta más restringido para 
los más pobres y aquellos con menor educación. En esas condiciones, los agentes 
informales logran una mayor presencia entre la población con menores recursos. 
 
 
 
 
 
 
 
 
Figura N°  4: Composición porcentual del Sistema Financiero 
Fuente: SBS (Superintendencia de Banca Seguros y AFP) 
Elaboración Propia 
Bancos
29%
Financieras
14%
Cajas 
Municipales
21%
Cajas Rurales
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EDPYME
20%
Composición del Sistema Financiero 
Peruano - Febrero 2016
Bancos
Financieras
Cajas Municipales
Cajas Rurales
EDPYME
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Tabla N° 1: Sistema Financiero Peruano 
 
 
 
 
 
 
Fuente: Superintendencia de Banca Seguros y AFP (SBS) 
Elaboración Propia 
 
2.2.2 Proceso de microcrédito 
Según Lara y otros [10] (2013) el proceso crediticio en las entidades financieras cuando 
se quiere captar clientes nuevos pasa por las fases de: promoción (en una agencia o en 
el campo), evaluación, aprobación y desembolso. Posteriormente viene la fase de 
recuperación del crédito, según el periodo pactado con el cliente (Ver figura N° 5). 
Cuando un cliente ha tenido créditos anteriores, tiene un historial y ya no pasa por la 
fase de promoción. 
 
a. Fase 1 Investigación de mercado y promoción del crédito: El proceso 
comienza con la identificación de la sucursal o agencia a partir de la cual se 
realizará la investigación de mercado y posterior promoción del crédito. La 
entidad establece como objetivo determinar el procedimiento para informar a las 
personas naturales y jurídicas sobre los créditos que la Entidad Financiera brinda 
con el propósito de ofertar una financiación que satisfaga las necesidades del 
cliente. 
 
b. Fase 2 Informes de créditos para clientes nuevos o recurrentes: La entidad 
financiera representada por el analista de crédito determina el procedimiento 
para informar y orientar al cliente sobre los productos y servicios de créditos que 
Composición del Sistema Financiero 
Peruano – Febrero 2016 
Entidades 
Nro. de 
Empresas 
% 
Bancos 16 28,57 
Financieras 8 14,29 
Cajas Municipales 12 21,43 
Cajas Rurales 9 16,07 
EDPYME 11 19,64 
TOTAL 56 100,00 
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ofrece la institución. Debido al desconocimiento que numerosos clientes 
manifiestan sobre el acceso al crédito, la entidad financiera realiza labores de 
asesoría financiera para el cliente. Todo esto se ofrece, junto con la información 
sobre los productos ofertados, con el objeto de que los analistas de crédito 
presenten al cliente el producto financiero más conveniente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura N° 5: Proceso de microcrédito 
Fuente: Lara y otros (2013) 
 
 
c. Fase 3 Evaluación del expediente de crédito: La actividad de esta fase del 
proceso la desarrolla el analista de crédito, quien determina un procedimiento 
para la evaluación de los expedientes de créditos a ser presentados al Comité de 
Créditos, que aprueba o rechaza la solicitud. 
 
d. Fase 4 Evaluación de las garantías: Como último paso previo a la entrega del 
expediente al comité de créditos correspondiente el analista de crédito determina 
el procedimiento para evaluar las garantías que el solicitante ofrece. 
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e. Fase 5 Aprobación del crédito: En este paso el analista de crédito y la gerencia 
de la entidad deciden aprobar o rechazar los expedientes de crédito presentados. 
 
f. Fase 6 Variables macroeconómicas: Para la elaboración de un modelo de credit 
scoring se debe tomar en cuenta la influencia del ciclo económico considerando 
las variables macroeconómicas como PBI, inflación, etc. 
 
2.2.3 Tipos de crédito 
Según la SBS [9] (2016) la cartera de créditos se clasifica en: 
2.2.3.1 Créditos corporativos 
Son créditos otorgados a personas jurídicas que han registrado un nivel de ventas 
anuales mayor a S/. 200 millones en los dos últimos años, de acuerdo a los estados 
financieros anuales auditados más recientes del deudor. 
 
2.2.3.2 Créditos a grandes empresas 
Créditos otorgados a personas jurídicas que poseen al menos ventas anuales 
mayores a S/. 20 millones pero no mayores a S/. 200 millones en los dos últimos 
años, de acuerdo a los estados financieros más recientes del deudor. 
 
2.2.3.3 Créditos a medianas empresas 
Créditos a personas jurídicas y/o personas naturales con endeudamiento total en 
el sistema financiero superior a S/. 300.000 en los últimos seis meses y no cumplen 
con las características para ser clasificados como créditos corporativos o a grandes 
empresas. 
 
2.2.3.4 Créditos a pequeñas empresas 
Créditos destinados a financiar actividades de producción, comercialización o 
prestación de servicios, otorgados a personas naturales o jurídicas, cuyo 
endeudamiento total en el sistema financiero es superior a S/. 20,000 pero no 
mayor a S/. 300,000 en los últimos seis meses. 
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2.2.3.5 Créditos a microempresas 
Son créditos destinados a financiar actividades de producción, comercialización o 
prestación de servicios, otorgados a personas naturales o jurídicas, cuyo 
endeudamiento total en el sistema financiero (sin incluir los créditos hipotecarios 
para vivienda) es no mayor a S/. 20,000 en los últimos seis meses. 
 
2.2.3.6 Créditos de consumo 
Son aquellos créditos otorgados a personas naturales, con la finalidad de atender 
el pago de bienes, servicios o gastos no relacionados con la actividad empresarial. 
 
2.2.3.7 Créditos hipotecarios para vivienda 
Son créditos otorgados a personas naturales para la adquisición, construcción, 
refacción, remodelación, ampliación, mejoramiento y subdivisión de vivienda 
propia, siempre que tales créditos se otorguen amparados con hipotecas 
debidamente inscritas; sea que estos créditos se otorguen por el sistema 
convencional de préstamo hipotecario, de letras hipotecarias o por cualquier otro 
sistema de similares características. 
 
2.2.4 Riesgo de crédito 
El riesgo es la condición en que existe la posibilidad de que un evento ocurra e impacte 
negativamente sobre los objetivos de la empresa. El riesgo de crédito se define como la 
posibilidad de incurrir en pérdidas como consecuencia del incumplimiento por parte del 
deudor de sus obligaciones en las operaciones de intermediación crediticia. 
 
El riesgo crediticio como menciona Saavedra [11] (2010) es la probabilidad de que a su 
vencimiento una entidad no haga frente en parte o en su totalidad a su obligación de 
devolver una deuda o rendimiento acordado sobre un instrumento financiero debido a 
quiebra, iliquidez o alguna otra razón. El más grave de los incumplimientos es el 
impago. 
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El riesgo de crédito se puede dividir en dos tipos: el riesgo de insolvencia y el riesgo-
país. El riesgo de insolvencia o contrapartida surge como consecuencia de la situación 
económica financiera del deudor y de la incapacidad de atender al pago de sus 
obligaciones. El riesgo-país es provocado por el grado de solvencia (o insolvencia) del 
total de contrapartidas que pertenecen a un área geopolítica legalmente definida como 
Estado. 
 
El riesgo de crédito es el más importante al que está sujeta la actividad de la entidad 
bancaria. Es el causante de la mayor parte de las crisis bancarias y ha llevado a 
numerosos bancos a la quiebra, poniendo en peligro al sistema bancario y al mismo 
sistema financiero de muchos países, de distintos niveles de desarrollo. 
 
2.2.5 Análisis Predictivo 
El Análisis predictivo utiliza técnicas estadísticas de modelización, aprendizaje 
automático junto con algoritmos de minería de datos y se basan en el análisis de los 
datos actuales o históricos para hacer predicciones sobre futuros eventos. Dichas 
predicciones raramente suelen ser afirmaciones absolutas, pareciéndose más a eventos 
y su probabilidad de que suceda en el futuro (Wikipedia [12]). 
 
En el mundo de los negocios los modelos predictivos explotan los patrones de 
comportamiento encontrados en el pasado para poder identificar riesgos y 
oportunidades. Los modelos capturan las relaciones entre muchos factores permitiendo 
capturar riesgos potenciales asociados a un conjunto de condiciones, guiando así a la 
toma de decisiones. 
 
En la banca, típicamente, antes de conceder un crédito, préstamo o hipoteca, evalúan el 
perfil de riesgo de la persona usando un modelo de puntuación o modelo de credit 
scoring. El análisis predictivo se utiliza en multitud de campos, aseguradoras, 
telecomunicaciones, agencias de viaje, farmacéuticas, médicas, etc. 
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2.2.6 Modelo de credit scoring 
El Credit Scoring es una herramienta que sirve para calificar o filtrar clientes de 
cualquier entidad que otorga crédito en base a su probabilidad de default o 
incumplimiento de pago (riesgo crediticio). 
 
Esta metodología crediticia determina dicha probabilidad a partir de las características 
personales del individuo, de su empresa y del tipo de crédito que solicita; para lo cual 
utiliza como información inicial el comportamiento de otros clientes que han recibido 
un crédito previamente en condiciones similares. 
 
Como menciona Rayo y otros [13] (2010) el credit scoring estima cómo será el 
comportamiento crediticio de un sujeto desde el momento de la solicitud hasta el 
momento de su vencimiento, y atiende el riesgo del cliente. Se evalúa a través de un 
modelo predictivo de comportamiento de pago o reembolso, mediante una puntuación 
que mide el riesgo de un prestatario y/o de la operación. 
 
2.2.6.1 Ventajas del Credit Scoring en las instituciones financieras 
Aunque el Credit Scoring no es capaz de sustituir por completo a los analistas de 
créditos individuales, sí tiene la suficiente capacidad de pronóstico para realizar una 
mejora importante en el proceso de evaluación crediticia. Schreiner [14] (2012) 
mencionas las siguientes ventajas: 
a. Cuantifica el riesgo como una probabilidad: Asigna una probabilidad bastante 
cercana, a diferencia del subjetivo que la expresa en relación al promedio. 
b. Es consistente: Trata de igual manera a dos solicitudes idénticas. El subjetivo 
varía de acuerdo al analista y su estado de ánimo inclusive. 
c. Es explícito: Se puede conocer y explicar el proceso exacto utilizado para el 
pronóstico del riesgo. En el subjetivo, aún a los usuarios, les resulta difícil 
explicar. 
d. Considera una amplia gama de factores: Toma en cuenta muchas más 
características que el subjetivo; y de manera simultánea. 
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e. Puede probarse antes de usarlo: Es posible probarlo con los préstamos 
vigentes para pronosticar el riesgo, y compararlo con el observado en la 
práctica hasta la fecha. 
f. Revela concesiones mutuas: Mejora la administración del riesgo al mostrar lo 
que el prestamista puede esperar como consecuencia de diferentes opciones 
de política. 
g. Revela las relaciones entre el riesgo y las características del prestatario, el 
préstamo y prestamista: Indica precisamente qué tan fuertes son estas 
relaciones. 
h. No requiere cambios en el proceso de evaluación actual en las etapas 
anteriores a la etapa de análisis del comité de crédito. 
i. Reduce el tiempo gastado en la gestión de cobranza. 
j. Se puede estimar el efecto de scoring en la rentabilidad. 
k. Supera a la nota automática; asignada por cualquier tipo de sistema 
implementado. 
 
2.2.6.2 Desventajas del Credit Scoring 
Pero también presenta varias desventajas como señala Schreiner [14] (2012); y 
quién no sea consciente de ellas corre el riesgo de un proyecto fracasado por no 
utilizar ficha de calificación o peor aún utilizarla mal. Como el scoring es una 
herramienta poderosa, su mal uso puede ser muy perjudicial. 
a. Requiere de numerosos préstamos y muchos datos de cada préstamo. 
b. Requiere de un consultor; capaz de monitorear el sistema y hacer cambios 
sensibles. 
c. Parece arreglar lo que no está defectuoso. El subjetivo es imprescindible para 
valorar elementos del riesgo no registrados o cuantificados en la base de 
datos. 
d. Puede denegar solicitudes, pero no puede aprobarlas o modificarlas: Todas 
las solicitudes actuales se comparan con las históricas; también aprobadas. 
e. Supone que el futuro será como el pasado. 
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2.2.7 Modelos tradicionales de Credit Scoring 
A continuación presentamos los modelos tradicionales que se usan en el sistema 
financiero, tomado de Rayo y otros [13] (2010). 
 
2.2.7.1 Análisis Discriminante 
El análisis discriminante consiste en una técnica multivariante que permite 
estudiar simultáneamente el comportamiento de un grupo de variables indepen-
dientes con la intención de clasificar una serie de casos en grupos previamente 
definidos y excluyentes entre sí. La principal ventaja de esta técnica está en la 
diferenciación de las características que definen cada grupo, así como las 
interacciones que existen entre ellas. Se trata de un modelo apropiado para 
clasificar buenos y malos pagadores a la hora de reembolsar un crédito. 
 
Entre los inconvenientes que presenta el análisis discriminante está la rigidez 
para cumplir las hipótesis de partida (linealidad, normalidad, homocedasticidad 
e independencia) y, sobre todo, la incapacidad para el cálculo de las 
probabilidades de impago. 
 
2.2.7.2 Modelo de probabilidad lineal 
Los modelos de probabilidad lineal utilizan un enfoque de regresión por 
cuadrados mínimos modificado, donde la variable dependiente (variable 
dummy) toma el valor de uno (1) si un cliente es fallido, o el valor de cero (0) si 
el cliente cumple con su obligación de pago. La ecuación de regresión es una 
función lineal de las variables explicativas.  Probit se efectúa a través de la 
ecuación de la distribución normal: 
 
𝑌𝑖 = ∫
1
2𝜋
1
2⁄
∝+𝛽𝑋𝑖
−∞
𝑒
−𝑠2
2  𝑑𝑠 +  𝜇𝑖 
 
Donde: 
α + βXi : Es el índice que define el modelo Probit 
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S: Es una variable muda de integración con media cero y varianza 
uno. 
 
De forma compacta, el modelo se puede escribir como: 
𝑌𝑖 =  ∅(𝛽𝑋𝑖) + 𝜇𝑖   
 
Si conocidos los valores de las características Xi se asigna una probabilidad, por 
ejemplo Pi para que la variable Yi valga la unidad, se tiene: 
 
𝑃𝑟𝑜𝑏 (𝑌𝑖 =
1
𝑋𝑖
⁄ ) = 𝑃𝑖 
 
Para los mismos valores de las variables 𝑋𝑖, la probabilidad de que la variable 𝑌𝑖 
valga cero es (1 - 𝑃𝑖 ), puesto que la suma de ambas probabilidades debe ser igual 
a la unidad. 
 
Estos modelos pertenecen a los modelos de respuesta binaria tal como el modelo 
logit, es decir la variable dependiente es una variable dicotómica. La estimación 
no es con mínimos cuadrados ordinarios simple ya que la variable dependiente 
es inobservable, por lo que se recurre al uso de Máxima Verosimilitud, cuando 
los errores se consideran distribuidos de manera normal, entonces se obtiene un 
modelo Probit. 
 
2.2.7.3 Modelo Logit 
Los modelos de regresión logística permiten calcular la probabilidad que tiene 
un cliente para pertenecer a uno de los grupos establecidos a priori (no pagador 
o pagador). La clasificación se realiza de acuerdo con el comportamiento de una 
serie de variables independientes de cada observación o individuo. 
 
La principal ventaja del modelo de regresión logística radica en que no es 
necesario plantear hipótesis de partida, como por ejemplo la normalidad de la 
distribución de las variables, mejorando el tratamiento de las variables 
cualitativas o categóricas. Además, este modelo presenta la ventaja de medir la 
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probabilidad de incumplimiento al mantener la variable explicada siempre 
dentro de un rango de variación entre cero y uno. Su función viene definido por: 
 
𝑌𝑖 =
1
1+𝑒−𝛼−𝛽1−𝛽2𝑋2
+ 𝜇𝑖   (a) 
 
Desarrollando el modelo general planteado en (a), obtenemos: 
 
𝑌𝑖 =
𝑒𝛼+𝛽𝑖𝑋𝑖
1+ 𝑒𝛼+𝛽𝑖𝑋𝑖
+  𝜇𝑖   (b) 
Al aplicar logaritmos neperianos a la ecuación (b) se linealiza y obtiene la 
siguiente ecuación general del modelo Logit: 
 
𝑌𝑖 =  𝛼 + 𝛽𝑖𝑋𝑖 +  𝜇𝑖  (c) 
Donde: 
𝑌𝑖 : Variable Dependiente o endógena que toma valor 0 o 1 
𝛼  : Es el intercepto de la recta del modelo logit 
𝛽 : Vector de parámetros a estimar (pendiente del modelo logit) 
𝑋𝑖 : Matriz de variable o variables independientes o explicativas 
𝜇𝑖 : Error estocástico del modelo logit 
 
2.2.8 Modelos computacionales para credit scoring 
Como menciona Lahsasna y otros [15] (2010) en los últimos años, han atraído mucha 
curiosidad la aplicación de técnicas de computación en el modelado de sistemas de 
control de créditos. Algunos modelos se han desarrollado utilizando métodos como las 
redes neuronales, árboles de decisión, los algoritmos genéticos o los métodos híbridos 
como la neuronal difusa o la genética difusa, es pues que algunos de estos modelos 
utilizaremos para calibrar nuestro modelo de predicción de la morosidad de crédito. 
 
2.2.8.1 Árboles de decisión 
Vizcaino [16] (2008) afirma que un árbol de decisión es un conjunto de 
condiciones o reglas organizadas en una estructura jerárquica, de tal manera 
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que la decisión final se puede determinar siguiendo las condiciones que se 
cumplen desde la raíz hasta alguna de sus hojas. 
 
Un árbol de decisión tiene unas entradas las cuales pueden ser un objeto o una 
situación descrita por medio de un conjunto de atributos y a partir de esto 
devuelve una respuesta la cual en últimas es una decisión que es tomada a partir 
de las entradas. 
 
Los valores que pueden tomar las entradas y las salidas pueden ser valores 
discretos o continuos. Se utilizan más los valores discretos por simplicidad. 
Cuando se utilizan valores discretos en las funciones de una aplicación se 
denomina clasificación y cuando se utilizan los continuos se denomina 
regresión. Un árbol de decisión es un modelo de predicción utilizado en el 
ámbito de la inteligencia artificial. 
 
Dada una base de datos se construyen diagramas de construcciones lógicas, 
muy similares a los sistemas de predicción basados en reglas, que sirven para 
representar y categorizar una serie de condiciones que ocurren de forma 
sucesiva, para la resolución de un problema. 
 
 
 
 
 
 
 
 
 
Figura N° 6: Estructura de un árbol de decisión 
Fuente: Vizcaino (2008) 
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Un árbol gráficamente se representa por un conjunto de nodos, hojas y ramas 
(Ver Figura N° 6). El nodo principal o raíz es el atributo a partir del cual se 
inicia el proceso de clasificación; los nodos internos corresponden a cada una 
de las preguntas acerca del atributo en particular del problema, cada posible 
respuesta se representa mediante un nodo hijo, las ramas que salen de cada uno 
de estos nodos se etiquetan con posibles valores del atributo, los nodos finales 
corresponden a una decisión. 
 
En el diseño de aplicaciones informáticas, un árbol de decisión indica las 
acciones a realizar en función del valor de una o varias variables. Es una 
representación en forma de árbol cuyas ramas se bifurcan en función de los 
valores tomados por las variables y que terminan en una acción concreta. 
 
2.2.8.1.1. Elección del mejor atributo en un árbol 
Un aspecto esencial de los algoritmos basado en árboles de decisión es 
la elección del mejor criterio para la división de los datos, es decir que 
atributo debe de ser la raíz del árbol. Una de las mejores opciones es 
realizar esta selección basándose en el concepto de entropía, cuya 
fórmula es: 
𝐸𝑛𝑡𝑟𝑜𝑝𝑖𝑎 (𝑡) =  − ∑ 𝑝(𝑗|𝑡) 𝑙𝑜𝑔2  𝑝(𝑗|𝑡)
𝑡
𝑗
 
 
Donde: 
p( j | t ) = La probabilidad de pertenecer a la clase “j” 
estando en el nodo “t”. 
 
Otro método para calcular el mejor atributo es usando el error de 
clasificación cuya fórmula es: 
 
𝐸𝑟𝑟𝑜𝑟(𝑡) = 1 − 𝑚𝑎𝑥𝑗[𝑝(𝑗|𝑡)] 
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2.2.8.1.2. Algoritmo CART 
CART (Classification and regression trees) es un algoritmo no 
paramétrico de segmentación binaria donde el árbol es construido 
dividiendo repetidamente los datos, fue desarrollado por Breiman. El 
algoritmo básico es: 
Inicio: 
Para cada nodo v del árbol hacer los pasos 1 y 2. 
1. Para j=1,2,…, p calcular: (p=número de variables) 
Todas las divisiones binarias correspondientes a la variable 
discriminante Y. 
La división binaria optima d (j) correspondiente a la variable Y, 
es decir la división binaria maximiza el descenso de la impureza. 
2. Recursivamente calcular la mejor división binaria para d(1), 
d(2), … , d(p). 
Fin. 
 
2.2.8.2 Bosques Aleatorios (Random Forest) 
Bosques Aleatorios también conocidos como Random Forest es una 
combinación de árboles predictores tal que cada árbol depende de los valores 
de un vector aleatorio probado independientemente y con la misma distribución 
para cada uno de estos. El algoritmo para inducir un Random Forest fue 
desarrollado por Leo Breiman y Adele Cutler. 
 
El método combina la idea de bagging de Breiman y la selección aleatoria de 
atributos, introducida independientemente por Ho, Amit y Geman, para 
construir una colección de árboles de decisión con variación controlada (Ver 
Figura N° 7). En muchos problemas el rendimiento del algoritmo Random 
Forest es muy similar a la del boosting, y es más simple de entrenar y ajustar. 
Como una consecuencia el Random Forests es popular y es muy ampliamente 
utilizado. 
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Figura N° 7: Random Forest 
Fuente: Cardenas (2015) 
 
2.2.8.2.1. Algoritmo de Random Forest 
La idea esencial es promediar muchos modelos ruidosos pero 
aproximadamente imparciales, y por tanto reducir la variación. 
Producto de que los árboles son notoriamente ruidosos, ellos se 
benefician grandemente al promediar. Cada árbol es construido 
usando el siguiente algoritmo tomado de Cardenas [17] (2015): 
 Sea N el número de casos de prueba, M es el número de variables 
en el clasificador. 
 Sea m el número de variables de entrada a ser usado para 
determinar la decisión en un nodo dado; m debe ser mucho menor 
que M. 
 Elegir un conjunto de entrenamiento para este árbol y usar el resto 
de los casos de prueba para estimar el error. 
 Para cada nodo del árbol, elegir aleatoriamente m variables en las 
cuales basar la decisión. Calcular la mejor partición a partir de 
las m variables del conjunto de entrenamiento. 
 
Hidalgo [18] (2014) propone el siguiente seudocódigo para generar 
random forests: 
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Entradas: 
Conjunto L: 
𝐿 = {(𝑋𝑛 , 𝑌𝑛) | 𝑛 = 1,2, … , 𝑁, 𝑋𝑛 ∈  𝑅
𝑑, 𝑌𝑛  ∈ {1,2}} 
Número de árboles T 
Número de variables a seleccionar en cada nodo F 
for t = 1 to T do 
Lb t = Muestreo Bootstrap (L) 
Ct = Construye árbol aleatorio (Lb t, F) 
Salida: C(x) = arg maxy  ∑ 𝐼(𝐶𝑡(𝑥)) = 𝑦
𝑇
𝑡=1  
 
Para la predicción un nuevo caso es empujado hacia abajo por el árbol. 
Luego se le asigna la etiqueta del nodo terminal donde termina. Este 
proceso es iterado por todos los árboles en el ensamblado, y la etiqueta 
que obtenga la mayor cantidad de incidencias es reportada como la 
predicción. 
 
2.2.8.2.2. Ventajas y desventajas de Random Forest 
Como menciona Hidalgo [18] (2014), las ventajas de Random 
forests son: 
 Es uno de los algoritmos de aprendizaje más certeros que hay 
disponible. Para un set de datos lo suficientemente grande 
produce un clasificador muy certero. 
 Corre eficientemente en bases de datos grandes. 
 Puede manejar cientos de variables de entrada sin excluir 
ninguna. 
 Da estimados de qué variables son importantes en la 
clasificación. 
 Tiene un método eficaz para estimar datos perdidos y mantener 
la exactitud cuando una gran proporción de los datos está 
perdida. 
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 Computa los prototipos que dan información sobre la relación 
entre las variables y la clasificación. 
 Computa las proximidades entre los pares de casos que pueden 
usarse en los grupos, localizando valores atípicos, o 
(ascendiendo) dando vistas interesantes de los datos. 
 Ofrece un método experimental para detectar las interacciones 
de las variables. 
 
En cuanto a sus desventajas: 
 Se ha observado que Random Forests sobreajusta en ciertos 
grupos de datos con tareas de clasificación/regresiones ruidosas. 
 A diferencia de los árboles de decisión, la clasificación hecha 
por Random Forests es difícil de interpretar por el hombre. 
 Para los datos que incluyen variables categóricas con diferente 
número de niveles, el Random Forests se parcializa a favor de 
esos atributos con más niveles. Por consiguiente, la posición que 
marca la variable no es fiable para este tipo de datos. Métodos 
como las permutaciones parciales se han usado para resolver el 
problema. 
 Si los datos contienen grupos de atributos correlacionados con 
similar relevancia para el rendimiento, entonces los grupos más 
pequeños están favorecidos sobre los grupos más grandes. 
 
2.2.8.3 Redes Neuronales artificiales 
Lahsasna y otros [15] (2010) menciona que las redes neuronales son un 
conjunto de algoritmos matemáticos inspirados en el razonamiento del cerebro 
humano. Están compuestos por un número de procesadores simples (neuronas) 
que trabajan en paralelo sin ningún tipo de control centralizado. 
 
La red neuronal más simple es el perceptron (ver Figura N° 8), el perceptron 
usa una matriz para representar las redes neuronales y es un discriminador 
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terciario que traza su entrada X (vector binario) a un único valor de salida I(z) 
a través de dicha matriz. 
 
 
 
 
 
Figura N° 8: Perceptron OR 
Fuente: Lahsasna y otros (2010) 
 
𝑌 = 𝐼(𝑊1𝑋1 + 𝑊2𝑋2) > ∅ 
 
𝐷𝑜𝑛𝑑𝑒 𝐼(𝑧) = {  
1      𝑆𝑖 𝑧 𝑒𝑠 𝑣𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜
0               𝐸𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
 
 
Siendo X1 y X2 son variables de entrada, W1 y W2 son los pesos, 
∅ es el umbral, I(z) es la función de activación y Y es la función 
de salida. 
 
La función de activación de una red neuronal utiliza las siguientes funciones 
matemáticas (Ver Figura N° 9): 
 Identidad 
 Escalon 
 Sigmoides 
 Gaussiana 
 Sinusoidal 
 
Luego de ver las unidades elementales la cuestión es cómo deberían ser 
conectadas entre sí. 
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Figura N° 9: Funciones de Activación de una Red Neural 
Fuente: Adaptado de Lahsasna y otros (2010) 
 
 
El perceptron multicapa es una red neuronal artificial formada por múltiples 
capas de neuronas, agregadas a fin de superar la linealidad del perceptron 
simple y resolver los problemas que no son linealmente separables, lo cual es 
su principal limitación (Ver Figura N° 10). 
 
Las capas se clasifican en tres tipos: 
 Capa de entrada: Constituida por aquellas neuronas que introducen los 
patrones de entrada en la red. En estas neuronas no se produce 
procesamiento. 
 Capas ocultas: Formada por aquellas neuronas cuyas entradas provienen 
de capas anteriores y cuyas salidas pasan a neuronas de capas posteriores. 
 Capa de salida: Neuronas cuyos valores de salida se corresponden con las 
salidas de toda la red. 
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Figura N° 10: Perceptron multicapa 
Fuente: Lahsasna y otros (2010) 
 
El algoritmo general de una red neural de aprendizaje viene dado por: 
Paso 1: Inicializar los pesos de la red neural (W0, W1,…, Wk) 
Paso 2: Ajustar los pesos de tal manera que la salidad de la red neural 
sea consistente con etiquetas de clase de ejemplos de entrenamiento. 
Paso 3: Determinar la función objetivo tal que se debe de minimizar el 
error cuadrático definido por: 
𝐸 = ∑ [𝑌𝑖 − 𝐹(𝑤𝑖 , 𝑋𝑖)]𝑖
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2.2.8.4 Máquinas de Soporte Vectorial (SVM) 
Las máquinas de soporte vectorial (Support Vector Machines) surgieron como 
un método de clasificación basado en la teoría de minimización del riesgo 
estructural de Vapnik. En la actualidad, tienen numerosas aplicaciones debido 
a su versatilidad y a sus prestaciones. 
 
Las SVM se han utilizado con éxito en campos como la recuperación de 
información, la categorización de textos, el reconocimiento de escritura o la 
clasificación de imágenes. Ribadas [19] (2012) dice: Una máquina de soporte 
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vectorial es una nueva técnica de clasificación, esta técnica es utilizada para 
clasificar dos clases distintas que son evaluadas y separadas por vectores. 
 
Las máquinas de soporte vectorial tratan de encontrar el hiperplano que separe 
a las clases con el mayor margen posible (Ver Figura N° 11). Una SVM 
primero mapea los puntos de entrada a un espacio de características de una 
dimensión mayor y encuentra un hiperplano que los separe y maximice el 
margen entre las clases. 
 
 
 
 
 
 
 
 
Figura N° 11: Hiperplano de SVM 
Fuente: Ribadas (2012) 
 
El hiperplano tomado de Ribadas [19] (2012) viene definido por: 
 
𝑤𝑥 + 𝑏 = 0 
 
Definido por el par (w, b), tal que se pueda separar el punto xi de acuerdo a la 
función signo: 
𝑓(𝑥𝑖) = 𝑠𝑖𝑔𝑛(𝑤𝑧𝑖 + 𝑏) = {
1
−1
𝑦𝑖 = 1
𝑦𝑖 = −1
 
 
Maximizar el margen es un problema de programación cuadrática y puede ser 
resuelto usando multiplicadores de Lagrange. El margen se puede calcular 
como: 
𝑚𝑎𝑟𝑔𝑒𝑛 =  
2
‖𝑤‖
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Además se debe de minimizar el margen, para ello se debe de usar Lagrange: 
 
𝐿𝑝(𝑤, 𝑏, 𝛿𝑖) =  
‖𝑤‖2
2
−  ∑ 𝛿𝑖(𝑦𝑖(𝑤𝑥𝑖 + 𝑏) − 1)
𝑛
𝑖=1
 
 
Con 𝛿 ≥ 0  (los 𝛿 se llaman multiplicadores de Lagrange). 
 
La mayoría de los problemas reales no son linealmente separables, como 
menciona Ribadas [19] (2012) es necesario el uso de kernel adecuada para que 
el algoritmo se pueda expresar en productos escalares sobre su espacio de 
entrada. Algunos de estos núcleos o kernel son: 
 Kernel lineal 
 Kernel polinómico 
 Kernel gaussiano 
 Kernel sigmoidal 
 
2.2.9 Técnicas para evaluar el desempeño de los algoritmos computacionales en la 
predicción del riesgo de morosidad 
Para validar un modelo de predicción y ver su grado de certeza se usan distintos métodos 
como menciona Berzal [20] (2015); en cuanto al grado de confiabilidad o certeza se usa: 
Curvas ROC y Matriz de errores. Para la validación del modelo se utiliza validación 
cruzada. 
2.2.9.1 Validación cruzada (Cross-Validations) 
La validación cruzada o cross-validation es una técnica utilizada 
para evaluar los resultados de un análisis estadístico y garantizar que 
son independientes de la partición entre datos de entrenamiento y prueba. 
 
Consiste en repetir y calcular la media aritmética obtenida de las medidas 
de evaluación sobre diferentes particiones. Se utiliza en entornos donde el 
objetivo principal es la predicción y se quiere estimar cómo de preciso es un 
modelo que se llevará a cabo a la práctica. 
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Es una técnica muy utilizada en proyectos de inteligencia artificial para validar 
modelos generados. Berzal [20] (2015) nos dice: que para evaluar el modelo 
de clasificación nunca se debe utilizar el conjunto de datos de entrenamiento, 
sino un conjunto de prueba independiente. 
 
La validación cruzada o cross-validation consiste en dividir en 
dos conjuntos complementarios los datos (Ver Figura N° 12), realizar el 
análisis de un subconjunto (denominado datos de entrenamiento o training set), 
y validar el análisis en el otro subconjunto (denominado datos de prueba 
o testing), de forma que la función de aproximación sólo se ajusta con 
el conjunto de datos de entrenamiento y a partir de aquí calcula los valores de 
salida para el conjunto de datos de prueba (valores que no ha analizado antes).  
 
 
 
 
 
 
Figura N° 12: Cross Validation 
Fuente: Adaptado de Berzal (2015) 
Elaboración Propia 
 
La ventaja de este método es que es muy rápido a la hora de computar. Una 
técnica más confiable es la de validación cruzada usando varios grupos (K 
grupos). 
 
2.2.9.2 Validación cruzada usando K grupos 
En la validación cruzada de K iteraciones o K-fold cross-validation los datos 
de muestra se dividen en K subconjuntos. Uno de los subconjuntos se utiliza 
como datos de prueba y el resto (K-1) como datos de entrenamiento. 
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El proceso de validación cruzada es repetido durante k iteraciones (Ver Figura 
N° 13), con cada uno de los posibles subconjuntos de datos de prueba. 
Finalmente se realiza la media aritmética de los resultados de cada iteración 
para obtener un único resultado. 
 
 
 
 
 
 
 
Figura N° 13: Cross validation con K grupos 
Fuente: Adaptado de Berzal (2015) 
Elaboración Propia 
 
Este método es muy preciso puesto que evaluamos a partir de K combinaciones 
de datos de entrenamiento y de prueba, pero aun así tiene una desventaja, y es 
que es lento desde el punto de vista computacional. En la práctica, la elección 
del número de iteraciones depende de la medida del conjunto de datos. Lo más 
común es utilizar la validación cruzada de 10 iteraciones (10-fold cross-
validation). 
 
El error en cross validation se calcula como la media aritmética de los errores 
de cada iteración para obtener un único resultado, y está dado por la siguiente 
formula: 
𝐶𝑉(𝑘) =  
1
𝑘
 ∑ 𝐸𝑖
𝑘
𝑖=1
 
 
Donde: 
Ei denota el error en la iteración i-ésima. 
K: Número de grupos 
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2.2.9.3 Matriz de Confusión o Matriz de error 
Es una herramienta de visualización del desempeño de un algoritmo que se 
emplea en aprendizaje supervisado. Cada columna de la matriz representa el 
número de predicciones de cada clase, mientras que cada fila representa a las 
instancias en la clase real, como se muestra en la tabla N° 2. Tal como 
menciona Berzal [20] (2015): La matriz de clasificación es una herramienta 
importante para evaluar los resultados de la predicción, ya que hace que resulte 
fácil entender y explicar los efectos de las predicciones erróneas. 
 
Contiene información acerca de las predicciones realizadas por un método o 
sistema de clasificación, comparando para el conjunto de individuos de la tabla 
de aprendizaje o de prueba, la predicción dada versus la clase a la que estos 
realmente pertenecen. 
 
Tabla N° 2: Matriz de Confusión o de errores 
 
 
 
 
Fuente: Adaptado de Berzal (2015) 
Elaboración Propia 
 
Siendo la precisión global del modelo: Una proporción del modelo en general 
sea en probabilidad como en cantidad y viene dado por: 
𝑃𝐺 =
𝑎 + 𝑑
𝑎 + 𝑏 + 𝑐 + 𝑑
 
 
Precisión Positiva: Es la proporción de casos positivos que fueron identificados 
correctamente, se calcula usando la siguiente ecuación: 
𝑃𝑃 =
𝑑
𝑐 + 𝑑
 
 
 
 PREDICCIÓN 
  Negativo Positivo 
VALOR Negativo a b 
REAL Positivo c d 
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Precisión Negativa: Proporción de casos negativos que fueron identificados 
correctamente, tal como se calcula mediante: 
𝑃𝑁 =
𝑎
𝑎 + 𝑏
 
 
Falsos Positivos: Proporción de casos negativos que fueron clasificados 
incorrectamente como positivos, se calcula mediante: 
𝐹𝑃 =
𝑏
𝑎 + 𝑏
 
 
Falsos Negativos: Es la proporción de casos positivos que fueron clasificados 
incorrectamente como negativos, viene dado por: 
𝐹𝑁 =
𝑐
𝑐 + 𝑑
 
 
2.2.9.4 Curva ROC (Receiver Operating Characteristic) 
La Curva ROC (Característica Operativa del Receptor) es una representación 
gráfica de la sensibilidad frente a (1 – especificidad) para un sistema 
clasificador binario según se varía el umbral de discriminación. 
 
La sensibilidad es la probabilidad de clasificar correctamente a un individuo 
cuyo estado real sea el definido como positivo respecto a la condición que 
estudia la prueba, razón por la que también es denominada fracción de 
verdaderos positivos (FVP). 
 
La especificidad es la probabilidad de clasificar correctamente a un individuo 
cuyo estado real sea el definido como negativo. Es igual al resultado de restar 
a uno la fracción de falsos positivos (FFP). Para interpretar una curva ROC se 
usan los siguientes criterios: 
 El punto de inserción de la curva ROC con la línea convexa a la línea de 
discriminación. 
 El área entre la curva ROC y la línea de convexo-paralela discriminación. 
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 El área bajo la curva ROC, llamada comúnmente AUC (Área Bajo la 
Curva). 
 
El indicador más utilizado en muchos contextos es el área bajo la curva ROC 
o AUC. Este índice se puede interpretar como la probabilidad de que un 
clasificador ordenará o puntuará una instancia positiva elegida aleatoriamente 
más alta que una negativa (Ver figura N° 14). 
 
 
 
 
 
 
 
Figura N° 14: Curva ROC 
Fuente: Berzal (2015) 
 
La elección se realiza mediante la comparación del área bajo la curva (AUC) 
de distintas pruebas. Esta área posee un valor comprendido entre 0,5 y 1, donde 
1 representa un valor de clasificación perfecto y 0,5 es una prueba sin capacidad 
discriminatoria. Es decir, si AUC para una prueba de predicción es 0,8 significa 
que existe un 80% de probabilidad de que el valor de predicción realizado a un 
nuevo cliente sea más correcto que el de un cliente escogido al azar. 
 
Es por ello que para una adecuada interpretación de las curvas ROC se han 
establecido los siguientes intervalos para los valores de AUC tal como propone 
Berzal [18] (2015): 
 
 AUC inferior a 0.5: Curva ROC sin capacidad discriminatoria. 
 [0.5, 0.6): Test malo. 
 [0.6, 0.70): Test regular. 
 [0.70, 0.8): Test bueno. 
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 [0.8, 0.95): Test muy bueno. 
 [0.95, 1): Test excelente. 
 
2.2.10 Minería de datos (Data Mining) 
Los datos son individualmente características, atributos o hechos sin ninguna 
información relevante, estos no tienen mayor significado individualmente, pero si su 
volumen es grande se puede interpretar como información (Liew [21], 2010). Para el 
proceso de Data Mining los datos son esenciales, ya que son la fuente de hechos de los 
cuales se puede llegar a obtener información analizándolos detalladamente. 
 
La información siempre tiene algún significado o interpretación que se puede sacar de 
la enorme cantidad de datos. El resultado del procesamiento de información en conjunto 
con la experiencia humana es el conocimiento, este tiene mayor valor para el negocio; 
del conocimiento del pasado y presente se puede predecir futuros comportamientos del 
entorno (Liew [21], 2007). 
 
 
 
 
 
 
 
 
 
Figura N° 15: Relación entre datos, información y conocimiento 
Fuente: Adaptado de Liew (2007) 
Elaboración Propia 
 
La Figura N° 15 presenta claramente la relación entre estos tres componentes; en primer 
lugar los datos se reúnen para formar información, luego proceden a generar 
conocimiento a través de la mente humana; y el proceso inverso es generar información 
Datos 
Información 
Conocimiento 
Procesado y 
analizado 
Capturado 
y guardado 
Absorbido y 
entendido por el 
cerebro humano 
Conocimiento 
para futuros 
proyectos 
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a partir de la experiencia, el conocimiento y finalmente se extraen datos relevantes de 
cualquier información. 
 
Molina [22] menciona que aunque desde un punto de vista académico el término data 
mining es una etapa dentro de un proceso mayor llamado extracción de conocimiento 
en bases de datos, en el entorno comercial, así como en este trabajo, ambos términos se 
usan de manera indistinta. 
 
Lo que en verdad hace el data mining es reunir las ventajas de varias áreas como la 
Estadística, la Inteligencia artificial, la computación gráfica, las bases de datos y el 
procesamiento masivo, principalmente usando como materia prima las bases de datos. 
Una definición tradicional es la siguiente: Un proceso no trivial de identificación válida, 
novedosa, potencialmente útil y entendible de patrones comprensibles que se encuentran 
ocultos en los datos. 
 
 
 
 
 
 
 
 
 
Figura N° 16: Proceso de Data Mining 
Fuente: Fayyad y otros (1996) 
 
Desde el punto de vista empresarial, lo definimos como: La integración de un conjunto 
de áreas que tienen como propósito la identificación de un conocimiento obtenido a 
partir de las bases de datos que aporten un sesgo hacia la toma de decisión (Ver figura 
N° 16). 
El data mining es una tecnología compuesta por etapas que integra varias áreas y que 
no se debe confundir con un gran software. 
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Durante el desarrollo de un proyecto de este tipo se usan diferentes aplicaciones 
software en cada etapa que pueden ser estadísticas, de visualización de datos o de 
inteligencia artificial, principalmente. 
 
El proceso de Data Mining utiliza algoritmos; y es comparado con KDD (Knowledge 
Discovery in Databases o Descubrimiento de conocimiento en Base de Datos), muchas 
de estas comparaciones establecen que ambos términos son lo mismo y otros establecen 
que son diferentes (Fayyad y otros [23], 1996). Actualmente existen aplicaciones o 
herramientas comerciales de data mining muy poderosas que contienen un sinfín de 
utilerías que facilitan el desarrollo de un proyecto. Sin embargo, casi siempre acaban 
complementándose con otra herramienta. 
 
2.2.10.1 Herramientas de Data Mining 
Hoy en día existen diversas herramientas para realizar el proceso de Data Mining 
en todo su potencial, entre las que se encuentran herramientas de código abierto y 
herramientas de pago con licencia. 
a) dVelox Enterprise 
Permite automatizar los procesos de toma de decisiones de sus procesos 
críticos, ofrece a los usuarios de negocio predicciones precisas de forma 
sencilla (Apara [24], 2015); a continuación se presentan algunas de sus 
características: 
 
 Analiza escenarios complejos como la prevención de fraude, retención 
de clientes y encuentra patrones de comportamiento y determina 
probabilísticamente la mejor opción para dicho escenario. 
 No requiere conocimientos avanzados de matemáticas, ni estadística para 
obtener el máximo rendimiento. 
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b) MicroStrategy Data Mining Services 
Es una componente de la plataforma MicroStrategy BI que brinda resultados 
de modelos predictivos; además, brinda reportes dinámicos (Microstrategy 
[25], 2015); a continuación se detallan algunas características de esta 
solución: 
 
 Predice cálculos usando funciones analíticas, las cuales incluyen: 
Regresión lineal, Regresión lógica, árbol de decisiones, reglas de 
modelos asociados y modelo de series. 
 Crea reportes predictivos, flexibles, organizados para que el usuario los 
pueda entender fácilmente y también para que las presentaciones sean 
profesionales. 
 Implementa un esquema de seguridad estricta para los usuarios que se 
encuentran dentro y fuera de la organización. 
 
c) SQLServer Data Mining 2012 
La familia de SQLServer es una de las más usadas en la actualidad y en la 
familia de productos para Inteligencia de negocios se integró una herramienta 
para Data Mining (Microsoft [26], 2015), a continuación se presentan algunas 
de sus más resaltantes características: 
 
 Posee una amplia gama de algoritmos tales como: Árbol de decisiones, 
redes neuronales, regresión lineal, regresión logística, etc. 
 Permite visualizar los modelos de Data Mining para optimizar la 
representación de datos.  
 Provee herramientas ETL para la limpieza y transformación de datos. 
 Permite una interacción con la interfaz gráfica agradable para el usuario, 
de modo que pueda entender la información procesada de manera rápida. 
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d) SAS Enterprise Miner 
Solución de minería de datos que proporciona gran cantidad de modelos y de 
alternativas. Permite determinar pautas y tendencias, explica resultados 
conocidos e identifica factores que permiten asegurar efectos deseados. (SAS 
[27], 2015). Además, compara los resultados de las distintas técnicas de 
modelización, tanto en términos estadísticos como de negocio, dentro de un 
marco sencillo y fácil de interpretar. 
 
e) RapidMiner 
Programa para el análisis y minería de datos, permite el desarrollo de procesos 
de análisis de datos mediante el encadenamiento de operadores a través de un 
entorno gráfico. Se usa en investigación educación, capacitación, creación 
rápida de prototipos y en aplicaciones empresariales (RAPIDMINER [28], 
2015), algunas características son: 
 
 Desarrollado en Java y Multiplataforma. 
 Representación interna de los procesos de análisis de datos en 
ficheros XML. 
 Permite el desarrollo de programas a través de un lenguaje de script. 
 Puede usarse de diversas maneras: A través de un GUI, en línea de 
comandos, en batch (lotes), desde otros programas a través de llamadas 
a sus bibliotecas. 
 Incluye gráficos y herramientas de visualización de datos. 
 
f) Pentaho Data Mining 
Esta herramienta se integra con las otras soluciones de la plataforma Pentaho, 
lo que la hace aún más inteligente (PENTAHO [29], 2015); también posee 
soporte para integración de datos, análisis, dashboards y reportes; a 
continuación se detallan algunas características: 
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 Motor poderoso para manejo de grandes volúmenes de datos.  Posee 
una gran colección de algoritmos confiables y robustos.  
 Relaciones eficientes y capacidad de descubrir patrones de datos.  
 Integración simple y acelerada de datos. 
 
2.2.11 Aprendizaje automático 
El aprendizaje automático se enfrenta con el desafío de la construcción de programas 
computacionales que automáticamente mejoren con la experiencia, estos programas 
computacionales son sistemas de aprendizaje capaces de adquirir conocimientos de alto 
nivel para la resolución de problemas en forma análoga a la mente humana. (Servente 
[30], 2012). Existen dos tipos de aprendizaje: el supervisado y el no supervisado. 
 
2.2.11.1 Aprendizaje supervisado 
El aprendizaje supervisado es una técnica para deducir una función a partir de 
datos de entrenamiento. Los datos de entrenamiento consisten de pares de 
objetos (normalmente vectores): una componente del par son los datos de entrada 
y el otro, los resultados deseados. La salida de la función puede ser un valor 
numérico (como en los problemas de regresión) o una etiqueta de clase (como 
en los de clasificación). 
 
El objetivo del aprendizaje supervisado es el de crear una función capaz de 
predecir el valor correspondiente a cualquier objeto de entrada válida después de 
haber visto una serie de ejemplos, los datos de entrenamiento (Servente [30], 
2012). Para ello, tiene que generalizar a partir de los datos presentados a las 
situaciones no vistas previamente. 
 
Como menciona Jasso [31] (2008) para desarrollar aprendizaje supervisado es 
necesario dos conjuntos de datos que son extraídos de registros o de bases de 
datos: 
a. Conjunto de entrenamiento: Es el grupo de instancias, tuplas, casos o 
registros históricos de una fuente de datos los cuales cuentan con una 
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clase deﬁnida y son usados para construir un clasiﬁcador a partir del 
análisis de los mismos. 
 
b. Conjunto de prueba: Es el conjunto de instancias, tuplas, casos o registros 
históricos  de una fuente de datos que cuentan con una clase definida y 
son seleccionados de manera aleatoria del conjunto de datos general. Este 
conjunto de prueba es independiente del conjunto de entrenamiento, de 
manera que no participan en la construcción del clasificador. Es usado 
para medir la exactitud del clasificador general. 
 
2.2.11.2 Aprendizaje no supervisado 
El aprendizaje no supervisado es un método de aprendizaje automático donde un 
modelo es ajustado a las observaciones. Se distingue del Aprendizaje 
supervisado por el hecho de que no hay un conocimiento a priori. 
 
En el aprendizaje no supervisado típicamente trata los objetos de entrada como 
un conjunto de variables aleatorias, siendo construido un modelo de densidad 
para el conjunto de datos. 
 
El aprendizaje no supervisado puede ser usado en conjunto con la Inferencia 
bayesiana para producir probabilidades condicionales (es decir, aprendizaje 
supervisado) para cualquiera de las variables aleatorias dadas. 
 
El aprendizaje no supervisado también es útil para la compresión de datos: 
fundamentalmente, todos los algoritmos de compresión dependen tanto explícita 
como implícitamente de una distribución de probabilidad sobre un conjunto de 
entrada. 
 
2.2.12 Metodologías de desarrollo de proyectos de software 
Existen principalmente dos metodologías importantes para el desarrollo de software 
como son: Metodología RUP y metodologías ágiles. 
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2.2.12.1 Metodología RUP (Rational Unified Process) 
Durante los últimos años, una de las metodologías más populares para el ciclo 
de vida de desarrollo de un software, ha sido el RUP (Rational Unified Process), 
es un proceso de ingeniería de software que ofrece un enfoque disciplinado para 
asignar tareas y responsabilidades a los roles participantes, fue desarrollado por 
Philippe Kruchten, Ivar Jacobson. Permite modelar el software a desarrollar 
visualmente usando el Unified Modeling Language (UML). 
 
El proceso Unificado de Rational, como menciona Lopez y otros [32] (2004) es 
un proceso de ingeniería de software que proporciona un acercamiento 
disciplinado a la asignación de tareas y responsabilidades en una organización 
de desarrollo. Su propósito es asegurar la producción de software de alta calidad 
que se ajuste a las necesidades de los usuarios finales con unos costos y 
calendarios predecibles. 
 
Esta guía metodológica cubre seis flujos de trabajo principales: modelado del 
negocio, captura de requisitos, análisis y diseño, implementación, pruebas y 
distribución (Ver Figura N° 17). Además de tres flujos de soporte: 
administración de configuración y cambios, administración del proyecto y 
administración del entorno. 
 
Figura N° 17: Fases de desarrollo de RUP 
Fuente: Lopez y otros (2004) 
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RUP define la gestión de proyectos de software como el arte de balancear los 
objetivos, administrar riesgos y superar restricciones para entregar un producto 
que cumpla con las necesidades de los clientes y usuarios, sin embargo están 
fuera del alcance de RUP los siguientes temas de gestión de proyectos: 
 Administración de Recursos Humanos (Contrataciones, capacitación, 
entrenamiento) 
 Administración de presupuestos (definición, destinos y otros)  
 Administración de Contratos (con proveedores y clientes)  
 
Para una correcta utilización de RUP, primero se debe determinar los 
requerimientos del entorno de gestión de proyectos de la organización, y luego 
decidir los cambios posibles de realizar. 
 
2.2.12.2 Metodologías Ágiles 
El desarrollo ágil de software envuelve un nuevo enfoque radical para la toma 
de decisiones en los proyectos de software, refiere a métodos de ingeniería del 
software basados en el desarrollo iterativo e incremental, donde los requisitos y 
soluciones evolucionan con el tiempo según la necesidad del proyecto, así el 
trabajo es realizado mediante la colaboración de equipos auto-organizados y 
multidisciplinarios, inmersos en un proceso de toma de decisiones a corto plazo 
compartido. Existen muchos métodos de desarrollo ágil; la mayoría minimiza 
riesgos desarrollando software en lapsos cortos. 
 
La definición moderna del desarrollo ágil de software evoluciono a mediados de 
los años 1990 como parte de una reacción contra los métodos muy estructurado 
y estricto (Manifiesto ágil [33]). Su objetivo fue esbozar los valores y principios 
que deberían permitir a los equipos desarrollar software rápidamente y 
respondiendo a los cambios que puedan surgir a lo largo del proyecto. 
 
El software desarrollado en una unidad de tiempo es llamado una iteración, la 
cual debe durar de una a cuatro semanas. Cada iteración del ciclo de vida incluye: 
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planificación, análisis de requisitos, diseño, codificación, revisión y 
documentación. 
 
Una iteración no debe agregar demasiada funcionalidad para justificar el 
lanzamiento del producto al mercado, sino que la meta es tener una «demo» (sin 
errores) al final de cada iteración. Al final de cada iteración el equipo vuelve a 
evaluar las prioridades del proyecto. 
 
Los métodos ágiles enfatizan las comunicaciones cara a cara en vez de la 
documentación. La mayoría de los equipos ágiles están localizados en una 
simple oficina abierta, a veces llamadas "plataformas de lanzamiento" 
(bullpen en inglés). La oficina debe incluir revisores, escritores de 
documentación y ayuda, diseñadores de iteración y directores de proyecto. 
 
Los métodos ágiles también enfatizan que el software funcional es la primera 
medida del progreso. Combinado con la preferencia por las comunicaciones cara 
a cara, generalmente los métodos ágiles son criticados y tratados como 
"indisciplinados" por la falta de documentación técnica. Algunas metodologías 
ágiles tomadas de Letelier y Sánchez [34] (2009) son: 
 
a) Programación Extrema: Metodología ágil centrada en potenciar las 
relaciones interpersonales como clave para el éxito en desarrollo de 
software, promoviendo el trabajo en equipo, preocupándose por el 
aprendizaje de los desarrolladores y propiciando un buen clima de trabajo, 
se basa en retroalimentación continua entre el cliente y el equipo de 
desarrollo. 
 
b) SCRUM: Define un marco para la gestión de proyectos con un rápido 
cambio de requisitos, el desarrollo de software se realiza mediante 
iteraciones, denominadas sprints con duración de 30 días, las reuniones son 
constantes a lo largo del proyecto para coordinación e integración. 
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2.2.13 Metodología CRISP-DM 
La metodología CRISP-DM (Cross Industry Standard Process for Data Mining) o 
Modelo de Proceso Estándar para Minería de Datos, estructura el ciclo de vida de un 
proyecto de explotación de datos en seis fases cuya sucesión no es rígida e interactúan 
entre ellas de forma iterativa durante el desarrollo del proyecto. 
 
 
 
 
 
 
 
 
 
 
Figura N° 18: Proceso de CRISP-DM 
Fuente: Cobos y otros (2010) 
 
Tal como menciona Cobos y otros [35] (2010) el método CRISP-DM es el más usado 
en el desarrollo de la minería de datos, y se aplica como guía metodológica para el 
desarrollo y selección del mejor algoritmo que se utilizara en esta investigación. El 
proyecto de explotación de datos se divide en seis fases que no es rígida y que 
interactúan entre ellas (Ver Figura N° 18). 
 
A continuación se explican las fases en que se divide CRIP-DM: 
 
Fase 1 Comprensión del negocio o problema: Se centra en la comprensión de los 
objetivos y requisitos del proyecto. 
Fase 2 Comprensión de los datos: Comienza con una recopilación inicial de datos 
para familiarizarse con ellos, identificar la calidad de los datos y establecer 
relaciones evidentes que permitan definir la hipótesis de información oculta. 
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Fase 3 Preparación de los datos: Competen las actividades de preparación de los 
datos iniciales para adaptarlos a las técnicas de DM. 
Fase 4 Modelado de datos: Diversas técnicas de modelado son seleccionadas y 
aplicadas y sus parámetros son calibrados a valores óptimos, por ejemplo análisis 
de regresión, redes neuronales, etc. 
Fase 5 Evaluación del modelo: Una evaluación detallada del modelo y la revisión 
de los pasos ejecutados para construir el modelo para asegurar que se han alcanzado 
los objetivos de negocio. 
Fase 6 Despliegue o implementación: El conocimiento o resultado adquirido debe 
ser documentada y presentada para que el cliente pueda usarla, se debe de elaborar 
el plan de implantación, monitoreo y mantenimiento. Sin embargo, dependiendo de 
la cantidad de requerimientos, esta fase puede ser sencilla o compleja. 
 
En la siguiente tabla (Tabla N° 3) se muestra las respectivas comparaciones de las tres 
metodologías que se desarrollaron. 
 
Tabla N° 3: Comparación de Metodologías de desarrollo de software 
Característica Metodologías Ágiles Metodología RUP CRIPS-DM 
Formalidad Metodologías 
descriptivas. Las 
metodologías son 
más flexibles y 
abiertas al cambio 
Metodologías 
prescriptivas. 
Generalmente requiere 
documentación formal 
para licitación de 
requisitos, diseño, 
codificación y pruebas 
para cada fase del 
proceso 
Enfoque ágil: 
Metodologías 
descriptivas. Las 
metodologías son 
flexibles y abiertas al 
cambio 
Tamaño del 
proyecto 
Para proyectos 
pequeños y 
medianos. Algunas 
metodologías son 
aplicables a 
proyectos grandes, 
pero no están bien 
documentados 
Para proyectos medianos 
y grandes. Puede resultar 
difícil de adaptar en 
pequeños proyectos 
Enfoque Ágil: Para 
proyectos pequeños y 
medianos. Difícil de 
gestionar grandes 
proyectos 
Criticidad del 
Proyecto 
Aplicable a proyectos 
de baja criticidad 
Para proyectos de baja a 
alta criticidad 
Enfoque Ágil: Para 
proyectos de baja 
criticidad 
Ciclo de Vida Sigue un modelo 
iterativo 
Sigue un modelo de 
cascada 
Enfoque ágil: Sigue 
un modelo iterativo 
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Fuente: Elaboración Propia 
 
En nuestro trabajo de investigación utilizamos la metodología CRISP-DM, porque es 
la más adecuada para el nivel de desarrollo en el que estamos inmersos además de 
tener similitudes con la metodología ágil. 
 
2.2.14 Aplicaciones Web 
Son aquellas aplicaciones que los usuarios usan accediendo a un servidor Web a través 
de Internet o de una intranet, las mismas son populares debido a la practicidad del 
navegador Web como cliente de poco consumo de recursos de hardware. 
 
Una aplicación Web es un Sistema de Información, donde una gran cantidad de datos 
volátiles altamente estructurados van a ser consultados, procesados y analizados 
mediante navegadores (Minguez y García [36], 2010). 
 
En las aplicaciones Web que tienen acceso a bases de datos, se producen dos funciones 
de servidor: el servidor Web trata las peticiones de páginas y el servidor de base de datos 
o software equivalente controla el acceso a la base de datos. Aunque estas dos funciones 
de servidor forman parte de la misma aplicación, cada una de ellas funciona 
independientemente. 
 
2.2.14.1 Web Estándar 
Se refiere a aplicaciones diseñadas para trabajar en los navegadores de 
computadoras de escritorio que utiliza un navegador, también pueden trabajar en 
Volatilidad de los 
Requisitos 
Considera requisitos 
volátiles o no 
definidos 
Considera requisitos 
estables 
Enfoque ágil: 
Considera requisitos 
volátiles o no 
definidos 
Participación del 
Cliente 
El cliente es parte del 
proceso de desarrollo 
El cliente interactúa con 
el equipo de desarrollo 
sin formar parte integra 
de él. 
Enfoque ágil: El 
cliente y el experto 
del dominio son parte 
del proceso de 
desarrollo 
Experiencia 
Desarrolladores 
Ágiles, 
experimentados, 
estables, 
colaborativos 
Capacidades adecuadas 
orientadas al plan, 
acceso a conocimiento 
externo 
Enfoque ágil: Ágiles, 
experimentados, 
estables, 
colaborativos 
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los dispositivos móviles, con la condición de que no se basan en las 
características específicas del navegador que no están disponibles en la mayoría 
de los dispositivos móviles (como por ejemplo el Adobe Flash Player). 
 
2.2.14.2 Web responsiva o adaptable 
Las webs con un diseño responsivo aplican un estilo diferente (o un conjunto de 
estilos, dependiendo del tamaño del dispositivo) basado principalmente en las 
hojas de estilo en cascada (CSS), cuyo objetivo es adaptar la apariencia de las 
páginas web al dispositivo que se esté utilizando para visualizarla. 
 
 
 
 
 
 
 
Figura N° 19: Modelo Cliente-Servidor 
Fuente: Wikipedia 
 
El diseño se puede aplicar a nivel de cliente-servidor (Ver figura N° 19), o ambas 
cosas pueden ocurrir. La idea es tener una sola fuente de contenido que hace 
diferente en función de las características de un dispositivo. Además de ser una 
solución para aplicaciones Web móviles, también es útil para otros tipos de 
dispositivos como tabletas, consolas de videojuegos y televisores. 
 
2.2.15 Desarrollo de aplicaciones web con el patrón MVC 
Muchos de los problemas que aparecen en la ingeniería del software son similares en su 
estructura. Y, por tanto, se resuelven de manera parecida. A lo largo de la historia de 
esta disciplina se han elaborado un buen número de esquemas resolutivos que son 
conocidos con el nombre de patrones de diseño y cuyo conocimiento y aplicación son 
de una inestimable ayuda a la hora de diseñar y construir una aplicación informática.  
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Posiblemente uno de los más conocidos y utilizados sea el patrón Modelo, Vista, 
Controlador (MVC), que propone organizar una aplicación en tres partes bien 
diferenciadas y débilmente acopladas entre sí (Ver figura N° 20), de manera que los 
cambios que se produzcan en una no afecten demasiado a las otras (idealmente nada). 
El modelo vista controlador es un patrón de arquitectura de software que separa los datos 
y la lógica de negocio de una aplicación de la interfaz de usuario y el modulo encargado 
de gestionar los eventos y las comunicaciones (Bustamante y Lozano [37], 2015). 
 
 
 
 
 
 
 
 
 
Figura N° 20: Patron MVC 
Fuente: Adaptado de Bustamante y Lozano (2015) 
 
El nombre del patrón enumera cada una de las partes: 
 
El Modelo. Donde se implementa todo lo relativo a la lógica de negocio, es decir, los 
aspectos particulares del problema que la aplicación resuelve. Si, por ejemplo estamos 
desarrollando un sistema web de predicción de resultados, un ejemplo sería el uso de 
librerías de funciones estadísticas y matemáticas para la gestión de los resultados. 
 
La Vista. Aquí se ubica el código encargado de “pintar” el resultado de los procesos de 
la aplicación. En una aplicación web la vista se encarga de producir 
documentos HTML, XML, JSON, etcétera, con los datos que se hayan calculado 
previamente en la aplicación. 
 
USUARIO CONTROLADOR MODELO 
VISTA 
Solicitud Parámetros 
de ejecución 
Respuesta 
Información 
Resultante 
Representación 
Visual 
Información 
Resultante 
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El Controlador. Se incluye todo lo referente a la lógica de control de la aplicación, que 
no tiene nada que ver con las características propias del negocio para el que se está 
construyendo la aplicación. En el caso de una aplicación web, un ejemplo sería la 
manipulación de la request HTTP. 
 
2.3. MARCO CONCEPTUAL 
 
2.3.1 Aprendizaje automático 
Rama de la inteligencia artificial cuyo objetivo es desarrollar técnicas que permitan a 
las computadoras aprender. Se trata de crear programas capaces de generalizar 
comportamientos a partir de una información no estructurada suministrada en forma 
de ejemplos. Es por lo tanto un proceso de inducción del conocimiento (Magdalena 
Servente, 2014, pág. 6). 
 
2.3.2 Credit Scoring 
Es un sistema  de calificación de créditos que intenta automatizar la toma de decisiones 
en cuanto a conceder o no una determinada operación de riesgo, normalmente es un 
sistema de crédito (Arturo Escalona, 2013, pág. 12). 
 
2.3.3 Entropía 
En el ámbito de la teoría de la información la entropía, también llamada entropía de la 
información y entropía de Shannon (en honor a Claude E. Shannon), mide la 
incertidumbre de una fuente de información (Fernando Berzal, 2015, pág. 25). 
 
2.3.1 Matriz de error 
Es una herramienta que permite la visualización del desempeño de un algoritmo que 
se emplea en aprendizaje supervisado. Cada columna de la matriz representa el número 
de predicciones de cada clase, mientras que cada fila representa a las instancias en la 
clase real (Magdalena Servente, 2012, pág. 40). 
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2.3.2 Microcrédito 
Préstamos  muy pequeños a prestatarios pobres que típicamente carecen de 
un colateral, un empleo fijo o un historial de crédito verificable. Está diseñado no sólo 
para apoyar a emprendedores y reducir la pobreza, sino también en muchos casos para 
empoderar a las mujeres y estimular comunidades enteras por su extensión 
(Superintendencia de Banca Seguros y AFP, 2015). 
 
2.3.3 Minería de datos 
Campo de las ciencias de la computación referido al proceso que intenta descubrir 
patrones en grandes volúmenes de conjuntos de datos. Utiliza los métodos de 
la inteligencia artificial, aprendizaje automático, estadística y sistemas de bases de 
datos (Magdalena Servente, 2012, pág. 14). 
 
2.3.4 Modelo Logit 
Modelo de regresión donde la variable dependiente es binaria o dummy, expresando 
el modelo explícitamente en términos de probabilidad, sigue una distribución normal 
(Arcelia Cabrera, 2014, pág. 18). 
2.3.5 Modelo Probit 
Modelo de regresión probabilístico donde la variable dependiente es binaria, es similar 
al logit pero se basa en la distribución normal acumulada (Arcelia Cabrera, 2014, pág. 
19). 
2.3.6 Predicción 
Es el proceso de estimación en situaciones de incertidumbre utilizando datos históricos 
como base para estimar resultados futuros, haciendo uso de tecnologías de información 
(Magdalena Servente, 2012, pág. 17). 
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2.3.7 Riesgo de crédito 
Es la posible pérdida que asume un agente económico como consecuencia del 
incumplimiento de las obligaciones contractuales que incumben a las contrapartes con 
las que se relaciona (María Luisa Saavedra, 2010, pág. 297). 
 
2.3.8 Validación cruzada 
Es una herramienta estándar de análisis que resulta muy útil a la hora de desarrollar y 
ajustar los modelos de minería de datos. La validación cruzada se usa después de crear 
una estructura de minería de datos y los modelos de minería de datos relacionados para 
determinar la validez del modelo (Magdalena Servente, 2012, pág. 38). 
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CAPÍTULO III 
METODOLOGÍA DE LA INVESTIGACIÓN 
 
En toda investigación tecnológica o científica, es absolutamente fundamental la prueba, 
hasta un nivel prefijado de confianza, para cumplir con las proposiciones presentadas en la 
tesis. A continuación se indican los pasos metodológicos que se siguieron para desarrollar el 
sistema de predicción de la morosidad en el otorgamiento de crédito. 
 
3.1. MÉTODO DE INVESTIGACIÓN 
El método que se aplicó a la presente investigación fue el método de análisis y síntesis. 
 
3.2. DISEÑO DE INVESTIGACIÓN 
El presente trabajo de investigación se adecuó al diseño Experimental de tipo longitudinal. 
3.2.1. Tipo de investigación 
El presente trabajo de investigación está enmarcado dentro del tipo de investigación 
aplicada porque utiliza conocimientos previos y los aplica a una realidad concreta. 
3.2.2. Nivel de investigación 
El presente trabajo de investigación está dentro del nivel explicativo. 
 
3.3. TÉCNICAS E INSTRUMENTOS DE INVESTIGACIÓN 
 
Una técnica es un procedimiento o conjunto de reglas, protocolos, que tienen como objetivo 
obtener un resultado determinado. Es decir es un elemento de la investigación, más preciso, 
especifico y concreto para la ejecución de la investigación. Cabe señalar, que para cada 
objetivo propuesto en el presente trabajo de investigación,  tiene su propia técnica para la 
recopilación de la información correspondiente, el mismo que se detalla a continuación: 
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 Se procedió a la revisión documental con el propósito de elaborar el marco teórico 
necesario para la descripción de los algoritmos necesarios. 
 Se usara el método de validación cruzada para escoger el mejor algoritmo a 
implementar en la solución del problema. 
 Recopilación de información sobre los clientes en la base de datos de la institución 
y recojo de información sobre aplicaciones web. 
 
3.3.1. Ámbito de estudio 
Desde el punto de vista geográfico, la investigación se realizó en la ciudad de Puno. 
 
3.3.2. Unidad de análisis 
La unidad básica principal de esta investigación fue la Caja Rural de ahorro y crédito 
Los Andes. 
 
3.4. POBLACIÓN Y MUESTRA 
 
3.4.1. Población 
Se consideró como universo del problema al conjunto total de registros existentes de 
los clientes de la caja rural los Andes – oficina Puno, siendo en total de 846 registros 
vigentes al 20 de Noviembre del 2015, ello será nuestra población total. 
 
3.4.2. Muestra 
Para el desarrollo de la investigación se usó la totalidad de la población, por ende la 
muestra no se calculará, sin embargo al momento de realizar la validación cruzada del 
modelo utilizamos el método de grupos, es por ello que se usamos grupos de 10 del 
total de la población como así lo recomiendan los autores cuando se utiliza validación 
cruzada. 
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3.5. DETERMINACIÓN DE REQUERIMIENTOS DE HARDWARE Y 
SOFTWARE 
 
3.5.1. Hardware 
Se utilizó una Laptop, para las pruebas correspondientes así como para la codificación 
computacional, ya que los registros de los clientes en las tablas de Base de Datos no 
pasaran de 1000 registros efectivos por lo que los requisitos de memoria y disco son 
suficientes. 
 
A pesar de ello se tuvo especial cuidado en asegurarse de la capacidad (tipo de 
procesador, memoria asignada, tipo de disco y espaciamiento), lo que eliminaba 
perturbaciones exógenas sobre las comparaciones que habrán de realizarse. 
 
El modelo del equipo es una Lenovo ThinkPad con procesador Core i3 de 32 bits, 
memoria RAM de 4 gigas y disco duro de 500 gigas. 
 
3.5.2. Software 
En cuanto al software utilizado para el desarrollo de la presente investigación se usó 
de preferencia software libre para no tener inconvenientes con las licencias del 
software privativo, lo cual detallamos a continuación: 
a. Sistema operativo: No hubo especial requerimiento del sistema operativo, ya 
que los programas involucrados necesarios para la prueba corrían 
perfectamente en Windows 7, Windows 8 y Windows 10 y Sistemas operativos 
libres respectivamente. 
b. Software estadístico: Para la validación de pruebas de los distintos algoritmos 
computacionales se hizo uso del programa Rattle [37] que es software libre. 
c. Software aplicativo de data minig: Para ejecutar los distintos algoritmos 
computacionales se utilizó el software libre RapidMiner [28] siendo del mismo 
modo software libre. 
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d. Software de base de datos: Se utilizó MySql para el registro de las tablas de los 
clientes. 
e. Para la facilidad del desarrollo del sistema se usó el framework bootstrap. 
 
3.6.  MATRIZ DE CONSISTENCIA 
TÍTULO: Desarrollo de un modelo de predicción de la morosidad en el otorgamiento de 
crédito financiero aplicando metodología CRISP-DM.
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Problema 
General 
Objetivo  
general 
Justificación 
Hipótesis 
general 
Variable 
Independiente 
Indicadores Índice 
Diseño 
metodológico 
 
¿Qué modelo de 
predicción de la 
morosidad de 
crédito aplicando 
la metodología 
CRISP-DM será el 
más idóneo para 
garantizar una 
futura toma de 
decisión adecuada 
por parte de los 
administradores de 
riesgo respecto a 
brindar crédito a 
los clientes? 
 
Desarrollar un 
modelo de 
predicción de la 
morosidad en el 
otorgamiento de 
crédito aplicando 
la metodología 
CRISP-DM para 
una adecuada 
toma de 
decisiones 
respecto al 
otorgamiento de 
crédito 
financiero. 
 
 
Es importante 
porque 
contribuye a la 
toma de 
decisiones en el 
otorgamiento de 
crédito bancario. 
La aplicación de 
un modelo de 
aprendizaje 
automático para 
la predicción de 
la morosidad en 
el otorgamiento 
de crédito 
aplicando la 
metodología 
CRISP-DM 
mejora la 
automatización y 
consecuentement
e beneficiará en 
una futura toma 
de decisión 
respecto al 
otorgamiento de 
crédito ahorrando 
tiempo, dinero y 
esfuerzo. 
 
 
 
Metodología 
CRISP-DM. 
 
 Aprendizaje del 
algoritmo para 
predicción de 
resultados. 
 
 Accesibilidad a la 
información de 
los clientes de 
forma eficaz. 
 
 
 Eficiencia de los 
algoritmos a 
desarrollar. 
 Adecuado 
 No 
adecuado. 
 
 
 Adecuado 
 No 
Adecuado 
 
 
 Muy 
eficiente 
 Eficiente 
 Poco 
eficiente 
Método de estudio: 
Análisis y síntesis. 
 
 
Diseño: 
Tipo longitudinal 
 
 
Tipo: 
Aplicada. 
Nivel: 
Explicativo 
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Sub Problemas Objetivos  
específicos 
Justificación Hipótesis específicas Variable 
dependiente 
Indicador Índice Diseño 
metodológico 
¿Qué algoritmos 
computacionales serán 
los más idóneos para el 
desarrollo del modelo 
de predicción de la 
morosidad en el 
otorgamiento de 
crédito? 
 
¿De qué manera se 
puede validar el modelo 
de predicción  de la 
morosidad en el 
otorgamiento de crédito 
para conocer su nivel de 
certeza en la 
predicción? 
 
¿Es posible 
implementar el sistema 
web de predicción de la 
morosidad en el 
otorgamiento de crédito 
haciendo uso de los 
lenguajes de 
programación de última 
generación? 
Describir y aplicar los 
algoritmos 
computacionales más 
idóneos para el 
desarrollo del modelo 
de predicción de la 
morosidad en el 
otorgamiento de 
crédito. 
 
Validar el modelo de 
predicción  de la 
morosidad en el 
otorgamiento de 
crédito para conocer 
su nivel de certeza. 
 
 
Implementar un 
sistema web de 
predicción de la 
morosidad en el 
otorgamiento de 
crédito haciendo uso 
de los lenguajes de 
programación de 
última generación. 
 
 
 
Es importante 
porque el 
sistema 
predecirá si un 
cliente al 
solicitar un 
crédito será  
cliente moroso 
o no lo será. 
 
Redes Neuronales y 
Árboles de Decisión son 
los algoritmos con 
mejor resultado 
presentan en el 
desarrollo del modelo 
de predicción de la 
morosidad en el 
otorgamiento de 
crédito. 
 
El modelo de predicción  
de la morosidad en el 
otorgamiento de crédito 
tiene un grado de 
certeza superior al 75%. 
 
 
El uso de los lenguajes 
de programación de 
última generación 
facilita el desarrollo del 
sistema web de 
predicción de la 
morosidad en el 
otorgamiento de 
crédito. 
 
 
 
 
Predicción de la 
morosidad de 
crédito. 
 
Matriz de 
error y curva 
ROC. 
 
 
 
 
 
 
 
Validación 
cruzada. 
 
 
 
 
 
 
Eficiencia 
de desarrollo 
del sistema. 
 
Adecuado 
No 
adecuado 
 
 
 
 
 
 
 
Adecuado 
No 
Adecuado 
 
 
 
 
Muy 
eficiente 
Eficiente 
Poco 
eficiente 
 
Población: 
Clientes. 
 
 
Técnica: 
Entrevista y 
observación 
 
 
Instrumentos 
Registro de 
clientes en base 
de datos y tablas 
de Excel. 
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CAPÍTULO IV 
PRUEBAS, DISCUSIÓN Y RESULTADOS 
 
El significado de los resultados y la adecuación del modelo al mundo real consensual es el 
objetivo prioritario a ser alcanzado por el constructor de un modelo. Por tales razones las 
fases de Calibración y Validación son de extrema importancia para garantizar una buena 
calidad del modelo construido. La calibración de los parámetros del modelo nos permite 
ajustar a las condiciones reales existentes. Es por eso que existe la necesidad de la validación 
del modelo a través de una comparación de los resultados obtenidos por el modelo y de los 
datos y registros históricos que se tiene, comparación que se realza usando estadísticos. 
 
La calibración y validación en nuestro caso será distribuido en los modelos planteados. La 
validación de un modelo nos permite evaluar la confiabilidad de los resultados globales 
principalmente en relación a los parámetros estadísticos en los modelos como porcentajes 
de acierto, curva ROC y sobre todo el método de validación cruzada. 
 
En términos generales se tiene una Validación conceptual, Validación algorítmica, 
Validación funcional. Es importante resaltar que los datos utilizados para la calibración y 
validación del modelo son registros históricos pertenecientes a los clientes de la CRAC “Los 
Andes” que fueron acreedores de crédito. 
 
4.1. INGENIERÍA DEL PROYECTO CON CRISP-DM 
En el trabajo de investigación se ha utilizado la Metodología CRISP-DM, como guía para el 
desarrollo del modelo de predicción de morosidad en el otorgamiento de crédito. Nos ayudó 
a modelar nuestro mejor modelo, durante las fases de: comprensión del negocio del 
microcrédito, la comprensión de los datos de entrada y salida, y su preparación, en el 
modelamiento respectivo, el entrenamiento de los modelos, su evaluación y el despliegue 
final. 
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4.1.1. Comprensión del negocio 
La calificación para un crédito requiere de la intervención de un analista de crédito en 
la recopilación y captación de información para el historial de crédito. La información 
es de tipo personal y cualitativo sobre el cliente, información que podría indicar 
factores de riesgo para la devolución del crédito concedido. El procedimiento para el 
otorgamiento del crédito pasa por las siguientes fases: Promoción, evaluación, 
aprobación, desembolso y recuperación del crédito. 
 
4.1.1.1. Promoción 
La fase comienza cuando se quiere captar clientes nuevos en una agencia o 
en el campo, para realizar una investigación de mercado y posteriormente la 
promoción del crédito. El analista de crédito determina el procedimiento para 
informar y orientar al cliente sobre el crédito. Debido al desconocimiento por 
parte de los clientes al acceso al crédito, la CRAC Los Andes realiza labores 
de asesoría financiera. 
 
Si el cliente ha tenido créditos anteriores y tiene un historial, ya no pasa por 
esta fase. Las variables a tener en cuenta son: Tiempo como cliente de la 
financiera y créditos concedidos con anterioridad. 
 
Para los clientes nuevos (sin créditos anteriores) su historial de pagos 
dependerá de la evaluación del analista de crédito, respecto a la ganancia 
mensual que tenga el cliente con su negocio (en caso de poseerla), la cual 
debe ser verificada visitando al cliente y con referencias de otros 
entrevistados. 
 
4.1.1.2. Evaluación 
En esta fase el analista de crédito determina un procedimiento para la 
evaluación de los expedientes de créditos a ser presentados al evaluador de 
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créditos, que se encarga de aprobar o rechazar la solicitud. Las actividades 
que el analista de crédito realiza son tres: 
 Análisis de la actividad económica que desarrolla el cliente. Las 
variables a tener en cuenta son: Sector de actividad de la microempresa 
(comercio, agricultura, producción, servicios, etc.) y destino del 
microcrédito (capital de trabajo, activo fijo, etc.). 
 Revisa y comprueba el comportamiento de pago del cliente en centrales 
de riesgo e historiales de crédito (si las tuviese). 
 Inspección económico-financiera de la microempresa. En la mayoría de 
los créditos, el entorno macro económico que el cliente desarrolla la 
actividad principal es en el seno de la unidad familiar, donde se 
comprueba si posee un patrimonio. 
 
El analista de crédito verifica la información patrimonial (ratios económicos 
y financieros), datos personales como: sexo, edad, estado civil y situación 
laboral y el tipo de garantía (declaración jurada, garantía real, aval, prenda, 
hipoteca, etc.). 
 
4.1.1.3. Aprobación 
En esta fase el analista de crédito y el Evaluador de la CRAC Los Andes 
deciden aprobar o rechazar los expedientes de crédito presentados por el 
cliente. Si la solicitud del préstamo termina por aprobarse, las variables a 
tener en cuenta serán: Tipo de operación, moneda, número de cuotas del 
crédito, interés mensual y monto. 
 
4.1.1.4. Desembolso 
El área de operaciones, revisa la carpeta de créditos aprobados, genera el 
cronograma de pagos, elabora el contrato para la forma del cliente. A su vez 
genera una cuenta para el abono respectivo. El cliente retirara el efectivo en 
la caja de la CRAC Los Andes. 
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4.1.1.5. Recuperación del crédito 
El área de cobranzas de la financiera, según el periodo pactado con el cliente, 
efectuara un seguimiento de pagos a través de: Información de control, visitas 
del analista de crédito, acciones de cobranzas, etc. 
 
4.1.2. Comprensión de los datos 
Esta etapa fue la más laboriosa de aplicar, ya que en la CRAC Los Andes recién 
estaba en proceso de implementación de su sistema de Data Warehouse y sus Data 
Marts correspondientes, si bien disponía de información en sus Base de datos ello no 
tenía un registro histórico detallado, en cambio lo que los analistas de crédito si 
disponían eran de tablas de registro detallado en MS Excel. 
 
Como es comprensible esta data estaba dispersa, ello complico de sobremanera el 
trabajo de recolección de información ya que no todos usan los mismos campos o 
nombres de variables. La data utilizada en este trabajo ha sido extraída del total de 
expedientes de crédito de la Caja Rural los Andes – Oficina principal de Puno, 
vigentes al 20 de Noviembre del 2015. 
 
4.1.2.1. Clasificación de variables 
Las variables a considerar para el desarrollo del modelo de predicción son 
los factores objetivos (Ver tabla N° 4) con los que se evalúa a un cliente y 
son los siguientes: 
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Tabla N° 4: Variables Objetivo del modelo 
VARIABLE DEFINICIÓN 
 
 
Salario promedio 
Expresado en S/. y clasificado en: 
a) <1: Menor a 1000 soles. 
b) 1<=X<2: Entre 1000 y menor a 2000 soles. 
c) >2: mayor a 2000 soles. 
d) Sin Información 
 
Sexo 
Sexo del cliente: 
a) Femenino. 
b) Masculino. 
 
 
 
Estado Civil 
Estado civil del cliente: 
a) Soltero. 
b) Casado. 
c) Conviviente. 
d) Viudo. 
e) Divorciado/Separado. 
f) No indica. 
Edad Años de edad del cliente. 
 
Vivienda 
Tipo de vivienda del cliente: 
a) Propio. 
b) Alquilado. 
 
 
Tiempo de empleo 
Años que viene laborando el cliente: 
a) Desempleado. 
b) <1: Menor a 1 año. 
c) 1<=X<4: Entre 1 y 4 años. 
d) 4<=X<7: Entre 4 y 7 años. 
e) >=7: Mayor a 7 años. 
 
 
Tiempo de 
Residencia 
Años de residencia en promedio del cliente: 
a) 1: 10 años 
b) 2: 20 años. 
c) 3: 30 años. 
d) 4: Superior de 40 años. 
 
 
Agua 
Monto promedio del recibo de agua del cliente: 
a) Sin servicio. 
b) <1: Inferior a 10 soles. 
c) 1<=X<2: Entre 10 y 20 soles. 
d) >2: Superior a 20 soles. 
 
 
 
Luz 
Monto promedio del recibo de luz del cliente: 
a) Sin servicio. 
b) <1: Inferior a 10 soles. 
c) 1<=X<2: Entre 10 y 20 soles. 
d) 2<=X<4: Entre 20 y 40 soles 
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e) 4<=X<6: Entre 40 y 60 soles. 
f) >=6: Superior a 60 soles. 
 
Teléfono 
Si el cliente cuenta con el servicio telefónico fijo: 
a) Si cuenta con teléfono. 
b) No cuenta con teléfono. 
 
 
Ocupación 
Ocupación del cliente: 
a) Desempleado. 
b) Empleado. 
c) Obrero/Agricultor. 
d) Profesional. 
 
 
Historial de crédito 
Historia crediticia del cliente: 
a) Sin créditos. 
b) Créditos pagados. 
c) Créditos existentes. 
d) Créditos pagados con retraso. 
 
 
Propósito 
Propósito para cual solicito crédito el cliente: 
a) Electrodoméstico. 
b) Educación. 
c) Reparaciones. 
d) Aumento de capital. 
e) Automóvil. 
f) Otros. 
Monto Monto de crédito en Soles. 
Cuotas Numero de cuotas del crédito. 
Interés Tasa de interés anual del crédito. 
 
 
 
Cuenta de ahorro 
Cuenta de ahorro del cliente: 
a) No dispone de ahorro. 
b) <1: Cuenta inferior a mil soles. 
c) 1<=X<5: Cuenta entre mil y cinco mil soles. 
d) 5<=X<10: Cuenta entre cinco mil y diez mil 
soles. 
e) >=10: Cuenta superior a diez mil soles. 
 
 
Propiedades 
Otras propiedades que dispone el cliente: 
a) Ninguna. 
b) Casa. 
c) Terreno-Construcción. 
d) Automóvil. 
 
Número de Créditos 
Otros créditos que el cliente tiene con otras 
instituciones financieras, expresado en números 
enteros. 
 
Fiador 
Si el cliente es garante de otros créditos. 
a) Ninguno. 
b) Garante. 
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c) Co-solicitante. 
 
Familiares 
Número de personas dentro de la familia que trabajan 
y aportan con la canasta familiar. 
Resultado Probabilidad de otorgamiento de crédito al cliente. 
 
Fuente: Base de datos de la CRAC Los Andes 
Elaboración Propia 
 
 
4.1.2.2. Determinación de variables de entrada y salida 
A continuación se listan las variables de entrada y salida determinadas para 
la data a cargar en los modelos a utilizar. 
 
4.1.2.2.1. Variables de entrada 
Las variables de entrada determinadas son: Salario promedio, estado 
civil, sexo, edad, vivienda, tiempo de empleo, tiempo de residencia, 
agua, luz, teléfono, ocupación, historial de crédito, propósito, monto, 
cuotas, interés, cuenta de ahorro, propiedades, número de créditos, 
fiador y familiares. 
 
4.1.2.2.2. Variables de salida 
La variable de salida determinada es: Resultado. 
 
4.1.3. Preparación de los datos 
El objetivo de esta actividad es realizar un proceso de limpieza para descubrir 
comportamiento inadecuado en las variables de entrada y/o salida. En nuestro caso 
se afinaron las variables (factores objetivos) con el apoyo del experto de Microcrédito 
y del software libre RapidMiner [24]. 
 
Por ello nos ayudamos con el uso de diagramas de caja que son muy buenos en la 
detección de Datos Outlier (ver el Anexo N° 02 Datos Outlier). 
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En la figura N° 21 se presenta el diagrama de caja de la edad de los clientes, se puede 
observar datos outlier fuera de los rangos minimo y maximo lo que puede evidenciar 
datos mal ingresados por parte de los analistas. 
 
 
 
 
 
 
 
Figura N° 21: Outlier de la variable edad de los clientes. 
Fuente: Elaboración Propia 
 
Tambien podemos observar en la relación entre el sexo del cliente y el monto 
de credito solicitado (Ver Figura N° 22). Del mismo modo se siguio la misma 
metodología para observar cada variable, asi como relaciones de variables 
para detectar datos anómalos (ver Figura N° 23). 
 
 
 
 
 
 
 
 
Figura N°  22: Outlier de Sexo y monto de crédito 
Fuente: Elaboración Propia 
 
Se disponía inicialmente de 1210 registros de clientes en los registros 
almacenados en tablas de Excel y bases de datos. Al finalizar la depuración 
de toda la data solo nos quedamos con 846 registros (Ver Anexo N° 02 Data 
final del modelo). 
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Figura N°  23: Detección salario y edad del cliente 
Fuente: Elaboración Propia 
 
Por políticas de confiabilidad y protección de datos personales se obvian los 
nombres y apellidos de los clientes esto enmarcado en la Ley N° 29733 Ley 
de protección de datos personales y su reglamento aprobado mediante 
Decreto Supremo N° 003-2013-JUS. 
 
A continuación en la figura N° 24 se muestra parte de la data preparada para 
el entrenamiento de los modelos. 
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Figura N° 24: Datos procesados en RapidMiner 
Fuente: Elaboración Propia 
 
4.1.4. Modelos desarrollados 
Para cada uno de los modelos desarrollados se usó el software Rattle [36] (Para 
mayor información sobre los modelos desarrollados vea el Anexo N° 03 al Anexo 
N° 06). 
4.1.4.1. Árboles de Decisión 
Se procedió a ejecutar el modelo de árboles decisión (Ver Anexo N° 03), del 
total de variables incluidas en el modelo de acuerdo a su importancia fueron 
tomadas por el modelo para generar el árbol las siguientes: 
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Tabla N° 5: Importancia de las variables 
 
 
 
 
 
 
Fuente: Desarrollo del modelo de Árbol de Decisión 
Elaboración Propia 
 
Al ejecutar el modelo de árboles de decisión podemos ver que la variable Salario 
Promedio es la que tiene mayor importancia (44%) (Ver tabla N° 5), es natural 
puesto que si uno posee un salario fijo tendrá mejores posibilidades de acceder 
al crédito. Si el cliente tiene un buen historial de crédito (11%) será pues también 
un excelente cliente a futuro. Con todas las variables que se detallan es que se 
elabora el árbol de predicción de clientes buenos o clientes morosos (Ver Anexo 
N° 03 Árboles de Decisión). 
La matriz de confusión o matriz de errores generada por el árbol es el siguiente: 
 
Tabla N° 6: Matriz de error Árboles de Decisión 
 
 
 
Elaboración Propia 
 
Precisión Global viene dado por:  
𝑃𝐺 =
0.58 + 0.21
0.58 + 0.12 + 0.09 + 0.21
 = 0,79 
Variable Importancia (%) 
Salario.Promedio  
Historia.de.Credito 
Monto.de.Credito 
Edad 
Creditos.Existentes 
Cta.de.ahorro 
Otros.Bienes 
Estado.civil 
Garante 
Otros.Planes.de.Pago 
Plazo en.meses                  
44 
11 
10 
7 
7 
5 
4 
4 
3 
3 
2 
Árbol (%) BUENO MALO 
BUENO 0,58 0,12 
MALO 0,09 0,21 
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Tasa de Error Global está dado por: 
 
𝐸𝐺 =  
0,09 + 0,12
0,58 + 0,12 + 0,09 + 0,21
 = 0,21 
 
Precisión Positiva: 
𝑃𝑃 =
0,58
0,58 + 0,12
= 0,83  
 
Precisión Negativa: 
𝑃𝑁 =
0,21
0,09 + 0,21
=  0,70 
Falsos Positivos: 
𝐹𝑃 =
0,09
0,09 + 0,21
= 0,30  
Falsos Negativos: 
𝐹𝑁 =
0,12
0,58 + 0,12
= 0,17  
 
En el Cuadro de la matriz de error (ver tabla N° 6) se puede observar que el grado 
de predicción es bastante bueno mostrando un 79% de precisión global del 
modelo de Árboles de decisión. En cuanto al error global del modelo este nos 
presente un error del 21% (Ver Anexo N° 03 Árbol de Decisión para mayor 
detalle). Observamos que los verdaderos valores detectados representan el 87% 
siendo un resultado muy bueno. 
 
La precisión en la detección de los buenos clientes fue del 83% y de los clientes 
morosos fue del 70%. El modelo detecto un 30% como cliente bueno siendo un 
cliente moroso, de la misma forma el modelo erró en 17% al detectar un cliente 
moroso siendo en este caso un cliente bueno. 
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Realizamos el análisis del modelo mediante el uso de la Curva ROC (Ver Figura 
N° 25), en la que podemos apreciar que el modelo tiene un grado de certeza del 
78% lo que es muy bueno, recordemos que un valor superior al 70% es bastante 
aceptable. 
 
 
 
 
 
 
 
 
 
 
 
Figura N°  25: Curva ROC Árbol de Decisión. 
Fuente: Elaboración Propia 
 
Al generar el modelo de árboles de decisión se obtuvieron sus respectivas 
reglas de decisión (Ver Anexo N° 03 Arboles de Decisión: Reglas de decisión), 
algunas de ellas detallamos a continuación: 
----------------------------------------------------------------- 
Rule 2 Decisión Bueno 
  
1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", 
"Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("5<=X<10") 
5: edad <= 53.5 
6: historialcredito IN ("creditos pagados", "creditos pagados con retraso", "sin 
creditos") 
----------------------------------------------------------------- 
 
Rule 3 Decisión Malo 
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 1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", 
"Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("5<=X<10") 
5: edad > 53.5 
----------------------------------------------------------------- 
 
Concluimos que el modelo de predicción de la morosidad de crédito usando 
árboles de decisión es muy bueno para la predicción acerca de otorgar créditos 
a nuevos clientes. 
 
4.1.4.2. Bosques Aleatorios (Random Forest) 
Un modelo más ampliado de los árboles de decisión son los bosques aleatorios, 
al ejecutar el modelo en Rattle (Ver Anexo N° 04 Bosques Aleatorios) nos 
brindó los siguientes resultados a cerca de las variables utilizadas y su 
prioridad, como se aprecia en la figura N° 26 la variable Salario Promedio es 
la que tiene mayor importancia al elaborar el modelo de bosques aleatorios, es 
lógico pues como sabemos si uno posee un salario estable será propenso a ser 
un excelente cliente al momento de pagar sus créditos. 
 
 
 
 
 
 
 
 
Figura N° 26: Importancia de las variables Modelo Bosque Aleatorio 
Fuente: Modelo generado con Bosques aleatorios 
Elaboración Propia 
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En cuanto a la matriz de error generada por el modelo de Random Forest nos 
brinda estos resultados: 
 
Tabla N° 7: Matriz de error Bosques Aleatorios 
 
 
 
 
Elaboración Propia 
 
Precisión Global viene dado por: 
𝑃𝐺 =
0.59 + 0.23
0.59 + 0.11 + 0.07 + 0.23
 = 0,82 
Tasa de Error Global está dado por: 
 
𝐸𝐺 =  
0,07 + 0,11
0,59 + 0,11 + 0,07 + 0,23
 = 0,18 
 
Precisión Positiva: 
𝑃𝑃 =
0,59
0,59 + 0,11
= 0,84  
 
Precisión Negativa: 
𝑃𝑁 =
0,23
0,07 + 0,23
=  0,77 
 
Falsos Positivos: 
𝐹𝑃 =
0,07
0,07 + 0,23
= 0,23  
Falsos Negativos: 
𝐹𝑁 =
0,11
0,59 + 0,11
= 0,16  
Bosque (%) BUENO MALO 
BUENO 0,59 0,11 
MALO 0,07 0,23 
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Observamos que la matriz de confusión (Ver tabla N° 7) el grado de acierto o 
de precisión global es del 82% siendo un resultado muy bueno y aceptable, el 
error general al aplicar el modelo es del 18%. La precisión del grado de 
predicción de los buenos clientes fue del 84% y de los clientes morosos fue del 
77%. 
 
En cuanto a la curva ROC (Ver Figura N° 27) podemos apreciar que su grado 
de precisión del 82% siendo también muy aceptable para la predicción de 
acierto de morosidad para futuros clientes a los que se les otorgara crédito. 
 
 
 
 
 
 
 
 
 
 
Figura N° 27: Curva ROC de Bosques Aleatorios 
Fuente: Elaboración Propia 
 
Algunas reglas de decisión generadas por el modelo de Bosques aleatorios son: 
Rule number: 55 [resultado=Malo cover=12 (2%) prob=0.92] 
   salario>=0.5 
   historialcredito=creditos existentes,creditos pagados con retraso 
   cuentaahorro=<1,>=10,5<=X<10 
   montodecredito>=3952 
   montodecredito< 5268 
---------------------------------------------------- 
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Rule number: 2035 [resultado=Malo cover=7 (1%) prob=1.00] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito< 5544 
   sexo=Masculino 
   otraspropiedades=Automovil,Ninguno 
   montodecredito< 984 
 
Por lo tanto concluimos que el modelo de predicción utilizando random forest 
es muy bueno para la predicción de la morosidad en el otorgamiento de créditos 
a nuevos clientes. 
 
4.1.4.3. Redes Neuronales 
Para la creación del modelo de redes neuronales con RATTLE se utilizó todas 
las variables necesarias, teniendo cuidado en elegir los mejores parámetros 
posibles para especificar el modelo de red neuronal: 
 Size= 300 capas ocultas 
 Rang= 0.1 como peso inicial 
 Decay= 5e-4 como grado de decrecimiento de los pesos 
 Maxit = 300 interacciones 
 Maxnwts = 5000 pesos 
 
En el cuadro de la matriz de error (Ver tabla N° 8) podemos apreciar que el 
modelo generado tiene un grado de precisión del 80% el cual es muy aceptable 
tratándose de este modelo ya que las redes neuronales tienden a ser modelos 
algo inestables, pero al ejecutar varias veces el modelo el resultado de la 
predicción siempre fue alrededor del 80% y con un error global del 20% (Ver 
Anexo N° 05 Redes Neuronales para mayor información). 
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Tabla N° 8: Matriz de error Red Neuronal 
 
 
 
Elaboración Propia 
 
Precisión Global viene dado por: 
𝑃𝐺 =
0.58 + 0.22
0.58 + 0.12 + 0.08 + 0.22
 = 0,80 
 
Tasa de Error Global está dado por: 
 
𝐸𝐺 =  
0,08 + 0,12
0,58 + 0,12 + 0,08 + 0,22
 = 0,20 
 
Precisión Positiva: 
𝑃𝑃 =
0,58
0,58 + 0,12
= 0,83  
 
Precisión Negativa: 
𝑃𝑁 =
0,22
0,08 + 0,22
=  0,73 
 
Falsos Positivos: 
𝐹𝑃 =
0,08
0,08 + 0,22
= 0,27  
Falsos Negativos: 
𝐹𝑁 =
0,12
0,58 + 0,12
= 0,17  
 
Red Neuronal (%) BUENO MALO 
BUENO 0,58 0,12 
MALO 0,08 0,22 
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El grado de acierto de los clientes buenos fue del 83% y el grado de acierto de 
los clientes potencialmente morosos fue del 73%. 
En la figura N° 28 podemos apreciar como el nivel de predicción de los clientes 
morosos va en aumento lo cual es un buen indicador para tomar una decisión 
correcta al momento de otorgar crédito o no a los clientes futuros. 
 
 
 
 
 
 
 
 
 
Figura N°  28: Detección de los clientes morosos 
Fuente: Elaboración Propia 
 
Como podemos apreciar en la figura N° 29 la curva ROC para la red neuronal 
nos brinda un resultado del 80% de grado de certeza en la detección de la 
morosidad en el otorgamiento de crédito. 
 
Por consiguiente concluimos que el modelo de redes neuronales es bueno para 
la predicción de la morosidad en el otorgamiento de crédito a nuevos clientes 
potenciales. 
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Figura N° 29: Curva ROC Redes Neuronales 
Fuente: Elaboración Propia 
 
4.1.4.4. Máquinas de soporte vectorial 
El modelo de SVM creo 491 vectores de soporte (Ver Anexo N° 06 SVM) para 
clasificar a los clientes buenos de los clientes morosos. La función objetivo de 
SVM es minimizar los errores, dando como resultado el valor de sigma de 
0.059, es decir el error fue de solo el 5,9% al construir los vectores de soporte, 
siendo por lo tanto muy bueno y aceptable. 
 
En cuanto a la matriz de confusión o matriz de error (Ver tabla N° 9) nos 
muestra el siguiente resultado: 
 
Tabla N° 9: Matriz de error SVM 
 
 
 
Elaboración Propia 
SVM (%) BUENO MALO 
BUENO 0,59 0,11 
MALO 0,08 0,22 
 
Red Neural 
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Precisión Global viene dado por:  
𝑃𝐺 =
0.59 + 0.22
0.59 + 0.11 + 0.08 + 0.22
 = 0,81 
 
Tasa de Error Global está dado por: 
 
𝐸𝐺 =  
0,08 + 0,11
0,59 + 0,11 + 0,08 + 0,22
 = 0,19 
 
Precisión Positiva: 
𝑃𝑃 =
0,59
0,59 + 0,11
= 0,84  
 
Precisión Negativa: 
𝑃𝑁 =
0,22
0,08 + 0,22
=  0,73 
 
Falsos Positivos: 
𝐹𝑃 =
0,08
0,08 + 0,22
= 0,27  
Falsos Negativos: 
𝐹𝑁 =
0,11
0,59 + 0,11
= 0,16  
 
El grado de precisión del modelo es del 81% siendo muy bueno para la 
predicción de morosidad, el error del modelo es del 19% aun siendo un tanto 
elevado resulta aceptable. La precisión de acierto en la predicción de buenos 
clientes fue del 84% y en la detección de la predicción de los clientes morosos 
fue del 73%, ambos resultados son aceptables. 
 
En cuanto a la curva ROC nos muestra un grado de certeza del 82% tal como 
se muestra en la figura (Ver figura N° 30). 
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Por lo tanto concluimos que el modelo de Máquinas de Soporte Vectorial 
(SVM) es aceptable para la predicción de la morosidad en el otorgamiento de 
crédito a futuros clientes potenciales. 
 
 
 
 
 
 
 
 
 
Figura N° 30: Curva ROC de SVM 
Fuente: Elaboración Propia 
 
 
4.1.5. Evaluación de los modelos 
Al analizar uno a uno los modelos podemos inferir que todos son aceptables y su 
grado de predicción es superior al 78%, como podemos ver en la tabla N° 10. 
 
Observamos los diferentes niveles de precisión de la matriz de confusión de cada uno 
de los modelos desarrollados, siendo Bosques Aleatorios los que presentan un mejor 
desempeño, obteniendo el mayor grado de precisión global con un 82% y un error 
del 18%, seguido por el modelo de Máquinas de Soporte Vectorial (SVM). 
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Tabla N° 10: Resumen comparativo de la matriz de confusión de los modelos 
desarrollados. 
 
 
 
 
 
 
Fuente: Modelos generados con la data de la CRAC Los Andes 
Elaboración Propia 
 
 
Sin embargo es necesario realizar cross validation para hacer competir a cada uno de 
los modelos y ver en si su grado de certeza. Al realizar validación cruzada tratamos 
de ver dos aspectos muy importantes: 
a) Detectar la mayor cantidad de aciertos de los clientes que en el futuro tendrán 
riesgos de no pagar el crédito otorgado por lo tanto serán clientes morosos. 
b) Detectar los mínimos errores posibles que cada modelo incurre en la predicción 
de clientes morosos y de clientes buenos. 
 
En los modelos tradicionales de credit scoring para elegir un modelo sobre otro se 
usa el estadístico R squared (R2) o Coeficiente de determinación múltiple, si R2 es 
cercano a 1 su nivel de predicción es bueno y si R2  es cercano a 0 entonces el modelo 
es muy malo; en nuestro caso como mencionamos haremos uso de cross validation. 
 
Para realizar cross validation desarrollamos dos programas computacionales para 
realizar el procedimiento de cálculo correspondiente (Ver Anexo N° 07 Cross 
Validation) y cuyo resultado presentamos a continuación. 
MATRIZ DE 
CONFUSIÓN 
Árbol 
Decisión 
Bosques 
Aleatorios 
Redes 
Neuronales 
SVM 
Precisión Global 0,79 0,82 0,8 0,81 
Error Global 0,21 0,18 0,2 0,19 
Precisión Positiva 0,83 0,84 0,83 0,84 
Precisión Negativa 0,7 0,77 0,73 0,73 
Falsos Positivos 0,3 0,23 0,27 0,27 
Falsos Negativos 0,17 0,16 0,17 0,16 
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a) PRIMERO: Haremos competir a los modelos para ver cuál de ellos es el que 
detecta más a los futuros clientes que tendrán riesgo de no pagar oportunamente 
el crédito solicitado, pues a la CRAC Los Andes le interesa quienes no le van a 
pagar en el futuro, los resultados se muestran en la figura N° 31. 
 
 
 
 
 
 
 
 
 
 
 
Figura N° 31: Cross Validation de los Clientes morosos 
Fuente: Elaboración Propia 
 
Como se observa en la figura N° 29 se usó los algoritmos de Máquinas de soporte 
vectorial, Árboles de decisión, Bosques aleatorios y Redes neuronales: el que 
mejor detecta a los clientes que tendrán riesgos de pago en el futuro es el modelo 
de Máquinas de soporte vectorial (SVM) seguido de los Bosques aleatorios 
(Random Forest). 
b) SEGUNDO: Haremos el mismo procedimiento pero esta vez detectando los 
errores en los modelos, esto es muy importante pues el modelo que tenga menor 
error será el mejor (Ver Figura N° 32). 
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Figura N°  32: Cross Validation de los errores en los Modelos 
Fuente: Elaboración Propia 
 
El modelo que tiene el menor error en la predicción es el de Bosques Aleatorios 
(debajo del 7%), seguido por Máquinas de soporte vectorial (SVM) y Árboles de 
decisión, pero vemos que en ambos casos el error es relativamente grande por encima 
del 20%, en cambio Redes neuronales presenta un error superior al 30%. 
 
Al realizar los dos  procedimientos llegamos a la conclusión que el mejor modelo 
para ser implementado en el sistema de predicción de la morosidad en el 
otorgamiento de crédito es el de Bosques Aleatorios o Random Forest. 
 
4.1.6. Despliegue del modelo 
Para el despliegue del modelo de predicción de morosidad hicimos uso de 
aprendizaje supervisado (Ver figura N° 33) en el algoritmo de bosques aleatorios, 
para ello utilizamos nuevamente validación cruzada a la data de los clientes, lo que 
realizamos es dividir toda la data en 2 grupos uno para aprendizaje del modelo y otra 
para la prueba o testing del mismo. 
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Modelo general de aprendizaje supervisado para Random Forest 
 
 
 
 
Tabla de Aprendizaje 
 
 
 
Tabla de prueba o testing 
Figura N° 33: Modelo general de aprendizaje 
Fuente: Elaboración Propia 
 
4.1.7. Implementación del Sistema de Predicción 
Para la implementación del sistema de predicción de morosidad se desarrolló la 
metodología CRISP-DM como ya se vio en el apartado 4.2 Ingeniería del proyecto. 
Pero también es necesario complementar el desarrollo del proyecto con la 
metodología ágil de desarrollo de software, como se vio anteriormente tanto CRISP-
DM como la metodología ágil tienes prácticamente las mismas características, por lo 
tanto se usó también esta metodología tal como se detalla en el anexo N° 08 en donde 
se desarrollan los diagramas de casos de uso que se usaron en el modelado del 
sistema. 
 
4.1.8. Arquitectura del Sistema SISMO 
La definición de la arquitectura del sistema está basada en un modelo cliente servidor 
de tres capas para el entorno web adaptable (presentación, negocio y datos), así como 
en fundamentos del patrón de diseño MVC (Model View Controller). En la figura N° 
34 se muestra el diagrama de arquitectura central. 
salario sexo edad resultado 
1<=X<2 Femenino 27 Malo 
Sin 
información 
Masculino 49 
Bueno 
<1 Masculino 45 Bueno 
<1 Masculino 53 Malo 
1<=X<2 Femenino 25 Malo 
<1 Masculino 60 Malo 
salario sexo edad resultado 
<1 Masculino 49 Bueno 
1<=X<2 Femenino 45 Bueno 
<1 Masculino 53 Malo 
Generar 
el Modelo 
Aplicar el 
Modelo 
Algoritmo de 
Random Forest 
Modelo 
Nuevos Clientes 
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Figura N° 34: Arquitectura del sistema SISMO 
Fuente: Elaboración Propia 
 
 
Al desarrollar el sistema web se incluyeron los elementos de la interfaz gráfica a nivel 
de presentación o vista que está en el nivel uno (Ver tabla N° 11). Los elementos de 
recepción de datos y petición de funcionalidades realizadas a través de las interfaces 
graficas están enmarcados en el segundo nivel. En el tercer nivel, se muestran los 
controles que ejecutan las acciones. Finalmente, en el cuarto nivel se presentan los 
elementos de acceso a datos, gestores y repositorio. 
 
Tabla N° 11: Perspectiva modelo web de SISMO 
Elaboración Propia 
NIVEL ELEMENTO DESCRIPCIÓN MODELO 
MVC 
 
 
Nivel 1 
 
HTML5 y CSS3 
Diseñado para desplegar contenidos sobre 
interfaces de usuarios en navegadores de 
PC, Tablet y Smartphone. 
 
VISTA 
 
 
Nivel 2 
Action de 
JavaScript server 
Objeto que genera la acción de ejecutar 
archivos necesarios para cumplir la 
petición del usuario. 
 
CONTROLADOR 
 
 
Nivel 3 
 
Control 
Encargada de ejecutar gestores. El control 
comunica la página con los gestores a fin 
de lograr sus objetivos. 
 
CONTROLADOR 
 
 
Nivel 4 
 
Gestores y Base de 
Datos 
Funciones y 
librerías para el 
algoritmo random 
forest 
Tiene la lógica del negocio que permite la 
comunicación con el repositorio de datos 
que es el lugar donde se almacenan los 
datos. 
Lógica de programación que se encarga de 
la predicción del modelo SISMO. 
 
 
 
 
 
 
MODELO 
PC 
TABLET 
SMARTPHONE 
INTERNET SERVIDOR BASE DE DATOS 
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4.1.9. Prototipo del sistema web de predicción de morosidad en el 
otorgamiento de crédito financiero 
INTERFAZ DE LA PANTALLA PRINCIPAL 
 
 
 
 
Figura N° 35: Pantalla Principal del sistema SISMO 
Fuente: Elaboración Propia 
 
DESCRIPCIÓN DE LOS MENÚS 
1. Menú Inicio: muestra la pantalla principal del sistema, presentando el logo 
de la CRAC Los Andes. 
 
 
 
 
 
 
 
 
Figura N° 36: Menu Principal del Sistema SISMO 
Fuente: Elaboración Propia 
 
2. Menú Datos Históricos: Nos permite acceder a los siguientes sub menús: 
2.1. Sub Menú Base Datos: Al Seleccionar esta opción aparece un 
nuevo menú horizontal con las opciones de: Datos, Gráficos y 
Reportes. 
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2.1.1. Datos: Muestra una tabla con los registros de toda la base 
de datos histórica de los clientes de la CRAC Los Andes. 
 
 
 
 
 
 
Figura N°  37 : Tabla de datos de los clientes generado por el Sistema 
Fuente: Elaboración Propia 
 
2.1.2. Gráficos: Al seleccionar esta opción aparece cuadros de 
dialogo para seleccionar el tipo de gráfico y las variables 
que se usaran tanto en el eje X como en el eje Y. 
 
 
 
 
 
 
Figura N° 38: Pantalla de Gráficos generado de la tabla de clientes de 
SISMO 
Fuente: Elaboración Propia 
 
2.1.3. Reportes: En esta opción al ser seleccionada brinda otro sub 
menú vertical en que aparecen opciones como: PDF y 
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EXCEL. Al seleccionar uno de ellos no guarda un archivo 
en ese tipo de formato para su posterior impresión. 
 
2.2. Sub Menú Datos desde Excel: Accediendo a esta opción muestra 
las opciones de: Archivo, Datos, Gráficos y Reportes. 
 
2.2.1. Archivo: Permite seleccionar un archivo de Excel de 
cualquier directorio de cualquier dispositivo, ya sea PC, 
Tablet y/o Celular. 
 
 
 
 
 
 
Figura N° 39: Pantalla para seleccionar un archivo de Excel de los clientes 
Fuente: Elaboración Propia 
 
2.2.2. Datos: Muestra una tabla de datos con los registros del 
archivo Excel seleccionado. 
 
 
 
 
 
 
 
 
Figura N° 40: Pantalla que muestra datos de los clientes desde un archivo 
Excel. 
Fuente: Elaboración Propia 
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2.2.3. Gráficos: Se visualizan una serie de opciones para 
seleccionar un tipo de gráfico, así como las variables que 
serán usadas en los ejes cartesianos. 
 
 
 
 
 
Figura N° 41: Pantalla de Selección de Gráficos de los clientes desde un 
archivo Excel 
Fuente: Elaboración Propia 
 
2.2.4. Reportes: Se imprimirá en pantalla o impresora los 
resultados obtenidos del correspondiente menú. 
 
3. MENU NUEVOS CLIENTES: Esta sección es para el ingreso de nuevos 
clientes para su respectiva calificación de crédito, es aquí donde se 
desarrolla el proceso de predicción de morosidad. Presenta los siguientes 
submenús: 
 
3.1. Cliente x cliente: Al seleccionar esta opción aparece un menú 
horizontal con las siguientes opciones: 
3.1.1. Ingresar: Nos permite el ingrese de cada registro por cliente. 
3.1.2. Tabla: Visualiza una tabla del cliente ingresado. 
3.1.3. Score: Al seleccionar esta opción nos muestra el resultado 
de predicción de su probabilidad de pago o impago, con su 
respectivo Score para el otorgamiento de crédito. 
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Figura N°  42: Pantalla de Ingreso de Clientes Nuevos 
Fuente: Elaboración Propia 
 
 
 
 
 
 
 
 
 
Figura N°  43: Pantalla de Tabla del nuevo cliente 
Fuente: Elaboración Propia 
 
 
 
 
 
 
 
 
 
Figura N°  44: Pantalla de Cálculo de Morosidad del nuevo cliente 
Fuente: Elaboración Propia 
 
93 
 
3.2. Cliente X Base de Datos: Al seleccionar esta opción muestra un menú 
horizontal con las siguientes opciones: 
 
3.2.1. Tabla: Realiza la conexión con la base de datos de los nuevos 
clientes ingresados para su respectiva visualización. 
 
 
 
 
 
Figura N°  45: Pantalla que muestra la tabla de los nuevos clientes 
Fuente: Elaboración Propia 
 
 
3.2.2. Score: Al seleccionar esta opción realiza el cálculo de la 
probabilidad del pago o impago del total de registros de la base 
de datos de nuevos clientes, así como también muestra el Score 
para el otorgamiento de crédito. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura N° 46: Pantalla de resultado del Cálculo de la Morosidad de los 
nuevos clientes 
Fuente: Elaboración Propia 
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3.2.3. Reportes: Tiene submenús para guardar archivos en PDF  y 
EXCEL para su posterior impresión. 
 
3.3. Cliente X Tabla Excel: Esta opción nos permite leer una tabla de Excel 
de nuevos clientes para su posterior análisis de Score. Presenta el 
siguiente menú horizontal: 
 
3.3.1. Archivo: Seleccionar el archivo de la tabla de Excel del 
directorio correspondiente. 
Figura N° 47: Pantalla de selección de archivo Excel de los clientes 
nuevos. 
Fuente: Elaboración Propia 
 
3.3.2. Tabla: Muestra  los registros del archivo Excel seleccionado. 
 
 
 
 
 
 
Figura N° 48: Pantalla de la tabla de los nuevos clientes desde un archivo 
Excel. 
Fuente: Elaboración Propia 
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3.3.3. Score: Muestra la probabilidad de pago e impago así como el 
Score para el otorgamiento de crédito. 
 
 
 
 
 
 
Figura N° 49: Pantalla del Cálculo de la morosidad de los nuevos clientes 
desde un archivo Excel 
Fuente: Elaboración Propia 
 
3.3.4. Reportes: Guarda en un archivo con distintos formatos: PDF y 
Excel para su posterior impresión. 
 
4. MENU AYUDA: Muestra el proceso de Score utilizado en el sistema. 
5. MENU ABOUT: Brinda información acerca del desarrollador del sistema. 
 
 
 
 
 
 
 
Figura N° 50: Pantalla que muestra información del sistema SISMO 
Fuente: Elaboración Propia 
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4.2. CONTRASTACIÓN DE HIPÓTESIS 
Habiendo concluido con el proceso de análisis de la información de acuerdo a la 
metodología de la investigación, es necesario realizar la contrastación de las hipótesis. 
 
4.2.1. Hipótesis especifica N° 1: Redes Neuronales y Árboles de Decisión son los 
algoritmos con mejor resultado presentan en el desarrollo del modelo de 
predicción de la morosidad en el otorgamiento de crédito. 
Al desarrollar los algoritmos de predicción de morosidad como se aprecia en 
el apartado 4.2.5 evaluación de los modelos, el algoritmo de árboles de 
decisión muestra una precisión global del 79% y un error del 21%. El 
algoritmo de redes neuronales presenta un resultado del 82% de precisión 
global y un error general del 20%. El algoritmo de máquinas de soporte 
vectorial presenta una precisión global del 81% y un error del 19%. 
Finalmente el algoritmo de bosques aleatorios nos brinda una precisión global 
del 82% y un error del 18%. 
 
De esta manera SE RECHAZA la hipótesis. Puesto que los algoritmos que 
mejor resultado presentaron fueron el de bosques aleatorios y máquinas de 
soporte vectorial respectivamente. 
 
4.2.2. Hipótesis especifica N° 2: El modelo de predicción de la morosidad en el 
otorgamiento de crédito tiene un grado de certeza superior al 75%. 
En cuanto a ver el grado de valides para elegir el mejor algoritmo de 
predicción de la morosidad de crédito, tal como se desarrolló en el apartado 
2.2.4 modelos desarrollados, nos indica que al presentar una curva ROC del 
82% de certeza en el caso del algoritmo de máquinas de soporte vectorial y 
una curva ROC también del 82% en el caso de los bosques aleatorios, 
podemos decir que tienen un alto grado de certeza; y al realizar validación 
cruzada como se observa en las figuras N° 27 y figura N° 28 así como en el 
anexo N° 07; al detectar la mayor cantidad de posibles clientes morosos o los 
que incurrirán en riesgo de pago en el futuro, el modelo o algoritmo que mejor 
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resultado presenta es el de bosques aleatorios y máquinas de soporte vectorial. 
Y al realizar validación cruzada para minimizar el error que incurre el 
algoritmo, nos dice que bosques aleatorios es el mejor algoritmo a ser 
implementado. 
 
De esta forma SE ACEPTA la hipótesis planteada, puesto que el modelo de 
predicción de la morosidad es superior al 75% de nivel de certeza. 
 
4.2.3. Hipótesis especifica N° 3: El uso de los lenguajes de programación de 
última generación facilita el desarrollo del sistema web de predicción de 
la morosidad en el otorgamiento de crédito. 
Al desarrollar la metodología CRISP-DM conjuntamente con la metodología 
ágil de desarrollo de software, y haciendo uso del lenguaje R conjuntamente 
con HTML5, CSS3 tal como se indica en el apartado 4.2.7 implementación 
del sistema de predicción. Podemos concluir y ACEPTAR la hipótesis 
planteada. 
 
4.2.4. Hipótesis general: La aplicación de un modelo de aprendizaje automático 
para la predicción de la morosidad en el otorgamiento de crédito 
aplicando la metodología CRISP-DM mejora la automatización y 
consecuentemente beneficiará en una futura toma de decisión respecto al 
otorgamiento de crédito ahorrando tiempo, dinero y esfuerzo. 
De la aceptación de las hipótesis específicas podemos deducir que la hipótesis 
general ha sido comprobada y por lo tanto ACEPTADA en la presente 
investigación, debido al análisis realizado en sus objetivos específicos. 
 
4.3. DISCUSIÓN DE RESULTADOS 
Antes de comenzar la discusión, debo de indicar que para la obtención de los resultados de 
la presente investigación, se han utilizado entrevistas a los expertos analistas de crédito, para 
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un adecuado conocimiento de la funcionalidad del sistema de otorgamiento de crédito para 
luego ser implementado en el desarrollo del sistema SISMO. 
 
Los resultados obtenidos muestran el desarrollo de una metodología hibrida, uniendo 
metodologías ágiles de desarrollo de software con la metodología CRISP-DM, tal como se 
demostró en la investigación desarrollada. 
 
Las técnicas utilizadas permitieron realizar el análisis de fiabilidad correspondiente, 
certificando la validez de los resultados que se consiguieron. 
 
Los resultados obtenidos pueden generalizarse a toda la población de entidades financieras, 
puesto que utilizan cuasi los mismos criterios de evaluación en el otorgamiento de crédito. 
Sin embargo es preciso indicar que se debe de usar la misma metodología utilizada en la 
investigación para obtener resultados similares o superiores a los obtenidos. 
 
Dentro de las limitaciones que se presentaron para el desarrollo de la presente investigación 
se podría considerar como la más importante la dispersión de uniformidad de la data, ello 
fue una limitancia crucial para la obtención de información. Cabe resaltar que al no poder 
obtener información confidencial de la CRAC Los Andes esto limitó el grado de certeza del 
modelo desarrollado. 
 
Dentro de los resultados obtenidos, podemos concluir que el modelo final desarrollado es 
superior a los modelos tradicionales de credit scoring, planteado por los autores descritos en 
los antecedentes de la investigación; ellos solo se limitaron a modelar con técnicas 
econométricas que en cierta forma restringieron su grado de certeza como indican sus 
autores, además de analizar pocas variables y todas ellas con valores cuantitativos, cosa que 
limita su predicción. 
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CONCLUSIONES 
 
PRIMERO: Lo que se busca con el desarrollo del modelo de predicción de la morosidad 
aplicando metodología CRISP-DM es reducir la tasa de riesgo minimizando el índice de 
morosidad y consecuentemente agilizar el proceso de evaluación en el otorgamiento de 
crédito. 
 
SEGUNDO: Se logró aplicar cuatro algoritmos computacionales, destacando que todos 
presentan un grado de certeza por encima del 78% en la predicción de la morosidad en el 
otorgamiento de crédito. 
 
TERCERO: El algoritmo que presentó el mejor resultado para predecir la morosidad de 
crédito fue el de Bosques Aleatorios, con un grado de certeza global del 82% mediante matriz 
de confusión y curva ROC respectivamente. 
 
CUARTO: Realizando validación cruzada a los cuatro algoritmos desarrollados para 
determinar su grado de validez así como su margen de error en la detección de clientes 
potencialmente morosos, obtuvimos que Bosques Aleatorios es el mejor algoritmo y por lo 
tanto el que se usó para el desarrollo del sistema web SISMO. 
 
QUINTO: El uso de la metodología CRIS-DM en conjunción con metodologías ágiles 
fueron idóneas para el desarrollo del sistema web SISMO. 
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RECOMENDACIONES 
 
PRIMERO: El modelo desarrollado debe ser calibrado y retroalimentado anualmente para 
conservar su grado de confiabilidad en la predicción de la morosidad en el otorgamiento de 
crédito, además de ampliar el estudio de otras variables de los clientes no consideradas en la 
investigación desarrollada que pueden afectar la decisión de aprobar o no un crédito a un 
cliente como puede ser: asuntos legales, ratios financieros, aspectos locales o regionales, 
inflación, etc. 
 
SEGUNDO: Se recomienda usar otros algoritmos como redes bayesianas y algoritmos 
genéticos para ver su grado de certeza en la predicción de la morosidad de crédito. 
 
TERCERO: A la CRAC Los Andes, que continúe adoptando la tecnología en la predicción 
no solo de la morosidad de crédito si no en todas las áreas que involucren riesgos o 
incertidumbre; así como se debe de realizar trabajos de análisis de clúster utilizando 
herramientas de data mining para identificar segmentos de clientes que potencialmente sean 
buenos pagadores y también detectar nichos de clientes no atendidos con grandes 
posibilidades de ser beneficiarios de un crédito. 
 
CUARTO: A la Universidad Andina Néstor Cáceres Velásquez y a la Facultad de Ingeniería 
de Sistemas, que se establezca programas de minería de datos o en su defecto incluir 
seminarios sobre la ciencia de los datos, como pilar del curso de negocios inteligentes. 
 
QUINTO: El sistema web SISMO sigue en desarrollo, se debe mejorar la interfaz para que 
sea más amigable y buscar la integración con todo el sistema de la CRAC Los Andes. 
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ANEXOS 
 
ANEXO N° 1: Cuadros Estadísticos 
Cuadros de créditos directos otorgados y de morosidad colocados a nivel nacional 
 
(*) Nota: Solo se considera desde enero a octubre del 2015 
 
 
 
 
(**) Nota: Solo se considera desde enero hasta octubre del 2015 
 
CRÉDITOS DIRECTOS EN LA REGIÓN DE PUNO 
 
(1) Nota: Solo se considera desde Enero a Octubre del 2015 
 
 
 
 
 
  CRÉDITOS DIRECTOS EN MILES DE SOLES   
AÑO 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015(*) 
MUNICIPAL 3499,204 4295,678 5886,17 6942,617 8470,283 9935,829 11268,42 12433,55 13438,06 14369,67 
RURAL 637,4073 813,0892 1078,117 1386,211 1777,648 2004,831 2062,13 1650,742 1593,277 450,7207 
EDPYME 798,2774 1190,796 1121,447 865,0076 988,1101 1107,429 1052,222 1015,711 1317,71 1390,159 
TOTAL 4936,895 6301,57 8087,743 9195,844 11238,05 13050,1 14384,78 15102,02 16351,06 16212,56 
  MOROSIDAD DE CRÉDITO   
AÑO 2010 2011 2012 2013 2014 2015(**) 
MUNICIPAL 5,087772 4,90418 5,182435 5,817077 5,817444 6,564705 
RURAL 4,59258 4,302873 5,32497 6,690953 12,59276 9,587113 
EDPYME 5,120743 5,041779 4,793772 4,77973 4,132279 4,843229 
TOTAL 14,8011 14,24883 15,30118 17,28776 22,54248 20,99505 
ENTIDAD 
MICROFINANCIERA 
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 20151 
Cajas Rurales 12571 16857 21537 31426 27487 55095 83654 113192 136751 152197 164338 
Cajas Municipales 123703 159782 212381 298587 361295 444940 539022 671856 771894 788556 801697 
EDPYMES 30571 52926 83208 48714 81111 125152 156985 173897 152056 132008 135149 
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ANEXO N° 2: Detección de datos Outlier 
2.1. Detección de datos outlier de la base de datos con RapidMiner 
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2.2. Configuración de la Data en RapidMiner. 
a) Carga de los datos como archivo de texto csv. 
 
 
 
 
 
 
 
b) Data final en RapidMiner. 
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2.3 Correlación de variables método de Pearson 
Resumen de correlación usando la covarianza 'Pearson'. 
Tome en cuenta que solo se reportan correlaciones entre variables numéricas. 
 
creditosexistentes personastrabajan tiemporesidencia creditosexistentes 
    1.00000000      0.076300629                 0.156985818 
personastrabajan                0.07630063                  1.000000000                 0.125469497 
tiemporesidencia                0.15698582                  0.125469497                 1.000000000 
edad                                    0.12368843                  0.085189348                 0.554201557 
diasatraso                           0.16048870                  0.034215088                 0.005279747 
plazo                                  0.05535855                  -0.007463707               -0.049550996 
montodecredito                  0.04142244                   0.010168199               -0.040029698 
salario                               -0.09727990                  -0.066130657               -0.063607598 
 
edad   diasatraso       plazo  montodecredito 
creditosexistentes   0.123688428          0.160488702       0.055358555       0.041422438 
personastrabajan    0.085189348          0.034215088      -0.007463707       0.010168199 
tiemporesidencia    0.554201557          0.005279747      -0.049550996      -0.040029698 
edad                        1.000000000        -0.026816439      -0.042636998       -0.002115791 
diasatraso              -0.026816439          1.000000000       0.237629501        0.210972887 
plazo                     -0.042636998          0.237629501       1.000000000         0.775383071 
montodecredito     -0.002115791         0.210972887        0.775383071        1.000000000 
salario                   -0.005914416          0.005339801       0.018226535         0.052913394 
 
salario 
creditosexistentes                -0.097279896 
personastrabajan                  -0.066130657 
tiemporesidencia                 -0.063607598 
edad                                     -0.005914416 
diasatraso                              0.005339801 
plazo                                     0.018226535 
montodecredito                    0.052913394 
salario                                  1.000000000 
 
Rattle marca de tiempo: 2016-02-26 15:58:12 JULIUS EL FENIX 
================================================== 
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2.4 Gráfico de la correlación de variables 
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ANEXO N° 3: Árbol de Decisión 
3.1 Carga de datos en Rattle 
 
 
 
 
 
 
 
 
 
 
 
3.2 Generación del Modelo con Rattle 
Resumen del modelo Árbol de decisión de Clasificación (construido con 'rpart'): 
n=699 (1 observation deleted due to missingness) 
node), split, n, loss, yval, (yprob) 
      * denotes terminal node 
   1) root 699 202 Bueno (0.71101574 0.28898426)   
     2) salario< 0.5 268  25 Bueno (0.90671642 0.09328358) * 
     3) salario>=0.5 431 177 Bueno (0.58932715 0.41067285)   
       6) historialcredito=creditos existentes,creditos pagados con retraso 130  38 Bueno 
(0.70769231 0.29230769)   
        12) cuentaahorro=1<=X<5,No 29   3 Bueno (0.89655172 0.10344828) * 
        13) cuentaahorro=<1,>=10,5<=X<10 101  35 Bueno (0.65346535 0.34653465)   
          26) montodecredito< 3952.5 71  18 Bueno (0.74647887 0.25352113) * 
          27) montodecredito>=3952.5 30  13 Malo (0.43333333 0.56666667)   
            54) montodecredito>=5268 18   6 Bueno (0.66666667 0.33333333) * 
            55) montodecredito< 5268 12   1 Malo (0.08333333 0.91666667) * 
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       7) historialcredito=creditos pagados,sin creditos 301 139 Bueno (0.53820598 0.46179402)   
        14) cuentaahorro=>=10,5<=X<10 21   3 Bueno (0.85714286 0.14285714) * 
        15) cuentaahorro=<1,1<=X<5,No 280 136 Bueno (0.51428571 0.48571429)   
          30) fiador=garante 21   3 Bueno (0.85714286 0.14285714) * 
          31) fiador=co-solicitante,ninguno 259 126 Malo (0.48648649 0.51351351)   
            62) salario>=2.5 28   6 Bueno (0.78571429 0.21428571) * 
            63) salario< 2.5 231 104 Malo (0.45021645 0.54978355)   
             126) tiempoempleo=4<=X<7,Desempleado 57  23 Bueno (0.59649123 0.40350877)   
               252) montodecredito>=1879.5 43  12 Bueno (0.72093023 0.27906977) * 
               253) montodecredito< 1879.5 14   3 Malo (0.21428571 0.78571429) * 
             127) tiempoempleo=<1,>=7,1<=X<4 174  70 Malo (0.40229885 0.59770115)   
               254) montodecredito< 5544 141  64 Malo (0.45390071 0.54609929)   
                 508) sexo=Masculino 83  39 Bueno (0.53012048 0.46987952)   
                  1016) otraspropiedades=Casa,Maquinaria,Terreno-Construccion 38  12 Bueno 
(0.68421053 0.31578947) * 
                  1017) otraspropiedades=Automovil,Ninguno 45  18 Malo (0.40000000 0.60000000)   
                    2034) montodecredito>=984 38  18 Malo (0.47368421 0.52631579)   
                      4068) salario>=1.5 14   4 Bueno (0.71428571 0.28571429) * 
                      4069) salario< 1.5 24   8 Malo (0.33333333 0.66666667) * 
                    2035) montodecredito< 984 7   0 Malo (0.00000000 1.00000000) * 
                 509) sexo=Femenino 58  20 Malo (0.34482759 0.65517241) * 
               255) montodecredito>=5544 33   6 Malo (0.18181818 0.81818182) * 
 
Classification tree: 
rpart(formula = resultado ~ ., data = crs$dataset[crs$train,  
    c(crs$input, crs$target)], method = "class", parms = list(split = "information"),  
    control = rpart.control(usesurrogate = 0, maxsurrogate = 0)) 
Root node error: 202/699 = 0.28898 
n=699 (1 observation deleted due to missingness) 
Variables actually used in tree construction: 
[1] cuentaahorro     fiador           historialcredito montodecredito   
[5] otraspropiedades salario          sexo             tiempoempleo 
 
Tiempo transcurrido: 0.06 segs 
Rattle marca de tiempo: 2016-02-20 09:39:27 JULIUS EL FENIX 
=========================================================== 
 
 
3.3 Matriz de Error o Confusión: Árboles de Decisión 
Matriz de error para el modelo Árbol de decisión en DataCreditoPrueba.csv [prueba] (cuentas): 
       Predicho 
Real    Bueno Malo 
  Bueno   175   35 
  Malo     26   64 
 
Error matrix for the Árbol de decisión model on DataCreditoPrueba.csv [prueba] (proportions): 
       Predicted 
Actual  Bueno Malo  
  Bueno  0.58 0.12   
  Malo   0.09 0.21   
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Error general: 0.21, Averaged class error: 0.08 
Rattle marca de tiempo: 2016-02-20 09:39:28 JULIUS EL FENIX 
======================================================== 
 
3.4 Reglas de decisión: Árboles de Decisión 
Árbol como reglas:  
  
Tree 1 Rule 1 Node 54 Decision Malo 
  
1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", "Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("5<=X<10") 
5: edad <= 53.5 
6: historialcredito IN ("creditos existentes") 
----------------------------------------------------------------- 
 
Tree 1 Rule 2 Node 55 Decision Bueno 
 1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", "Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("5<=X<10") 
5: edad <= 53.5 
6: historialcredito IN ("creditos pagados", "creditos pagados con retraso", "sin creditos") 
----------------------------------------------------------------- 
Tree 1 Rule 3 Node 31 Decision Malo 
  
1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", "Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("5<=X<10") 
5: edad > 53.5 
----------------------------------------------------------------- 
Tree 1 Rule 4 Node 90 Decision Bueno 
  
1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", "Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("<1", ">=10", "1<=X<5", "No") 
5: tiempoempleo IN ("<1", ">=7", "1<=X<4", "4<=X<7") 
6: sexo IN ("Femenino") 
7: otraspropiedades IN ("Automovil", "Maquinaria", "Ninguno") 
----------------------------------------------------------------- 
Tree 1 Rule 85 Node 44 Decision Malo 
  
1: estadocivil IN ("Soltero") 
2: montodecredito <= 7973 
3: historialcredito IN ("creditos existentes") 
4: otraspropiedades IN ("Automovil", "Casa", "Maquinaria", "Ninguno") 
5: montodecredito <= 930 
----------------------------------------------------------------- 
Tree 1 Rule 86 Node 76 Decision Bueno 
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1: estadocivil IN ("Soltero") 
2: montodecredito <= 7973 
3: historialcredito IN ("creditos existentes") 
4: otraspropiedades IN ("Automovil", "Casa", "Maquinaria", "Ninguno") 
5: montodecredito > 930 
6: salario <= 2.5 
----------------------------------------------------------------- 
Tree 1 Rule 87 Node 110 Decision Bueno 
  
1: estadocivil IN ("Soltero") 
2: montodecredito <= 7973 
3: historialcredito IN ("creditos existentes") 
4: otraspropiedades IN ("Automovil", "Casa", "Maquinaria", "Ninguno") 
5: montodecredito > 930 
6: salario > 2.5 
7: proposito IN ("Aumento capital") 
----------------------------------------------------------------- 
Tree 1 Rule 88 Node 111 Decision Malo 
  
1: estadocivil IN ("Soltero") 
2: montodecredito <= 7973 
3: historialcredito IN ("creditos existentes") 
4: otraspropiedades IN ("Automovil", "Casa", "Maquinaria", "Ninguno") 
5: montodecredito > 930 
6: salario > 2.5 
7: proposito IN ("Automovil", "Educacion", "Electrodomestico", "Otros", "Reparaciones") 
----------------------------------------------------------------- 
Tree 1 Rule 134 Node 88 Decision Malo 
  
1: estadocivil IN ("Soltero") 
2: montodecredito > 7973 
3: tiempoempleo IN (">=7", "1<=X<4", "4<=X<7") 
4: proposito IN ("Automovil", "Otros") 
5: telefono IN ("Si") 
6: diasatraso <= 1 
----------------------------------------------------------------- 
Tree 1 Rule 135 Node 89 Decision Bueno 
  
1: estadocivil IN ("Soltero") 
2: montodecredito > 7973 
3: tiempoempleo IN (">=7", "1<=X<4", "4<=X<7") 
4: proposito IN ("Automovil", "Otros") 
5: telefono IN ("Si") 
6: diasatraso > 1 
----------------------------------------------------------------- 
Tree 1 Rule 136 Node 29 Decision Bueno 
  
1: estadocivil IN ("Soltero") 
2: montodecredito > 7973 
3: tiempoempleo IN (">=7", "1<=X<4", "4<=X<7") 
4: proposito IN ("Aumento capital", "Educacion", "Electrodomestico", "Reparaciones") 
----------------------------------------------------------------- 
Tree 1 Rule 137 Node 15 Decision Malo 
  
1: estadocivil IN ("Soltero") 
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2: montodecredito > 7973 
3: tiempoempleo IN ("<1", "Desempleado") 
----------------------------------------------------------------- 
Tree 1 Rule 9 Node 125 Decision Malo 
  
1: estadocivil IN ("Casado", "divorciada/separada", "divorciado/separado", "Soltera") 
2: otraspropiedades IN ("Casa", "Maquinaria") 
3: plazo <= 14.5 
4: cuentaahorro IN ("<1", ">=10", "1<=X<5", "No") 
5: tiempoempleo IN ("<1", ">=7", "1<=X<4", "4<=X<7") 
6: sexo IN ("Femenino") 
7: otraspropiedades IN ("Casa", "Terreno-Construccion") 
8: salario > 2.5 
 
Tree 1 Rule 102 Node 151 Decision Bueno 
  
1: estadocivil IN ("Soltero") 
2: montodecredito <= 7973 
3: historialcredito IN ("creditos pagados", "creditos pagados con retraso", "sin creditos") 
4: salario <= 0.5 
5: trabajo IN ("Obrero/Agricultor", "Profesional/calificado") 
6: plazo <= 27 
7: proposito IN ("Aumento capital", "Automovil", "Electrodomestico", "Otros", "Reparaciones") 
8: otraspropiedades IN ("Automovil", "Casa", "Ninguno", "Terreno-Construccion") 
----------------------------------------------------------------- 
Tree 1 Rule 103 Node 83 Decision Malo 
  
1: estadocivil IN ("Soltero") 
2: montodecredito <= 7973 
3: historialcredito IN ("creditos pagados", "creditos pagados con retraso", "sin creditos") 
4: salario <= 0.5 
5: trabajo IN ("Obrero/Agricultor", "Profesional/calificado") 
6: plazo > 27 
----------------------------------------------------------------- 
NULL 
 
Rattle marca de tiempo: 2016-02-20 11:46:22 JULIUS EL FENIX 
=================================================== 
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GRÁFICO DEL ÁRBOL GENERADA POR RATTLE
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ANEXO N° 4: Random Forest (Bosques Aleatorios) 
4.1 Carga de datos en Rattle 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2 Modelo generado con Rattle: Bosques Aleatorios 
 
Summary of the Bosque aleatorio Model 
================================== 
Number of observations used to build the model: 700 
Missing value imputation is active. 
Call: 
 randomForest(formula = resultado ~ ., 
              data = crs$dataset[crs$sample, c(crs$input, crs$target)], 
              ntree = 500, mtry = 4, importance = TRUE, replace = FALSE, na.action = 
randomForest::na.roughfix) 
 
               Type of random forest: classification 
                     Number of trees: 500 
No. of variables tried at each split: 4 
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Importancia de variable 
=================== 
                                Bueno    Malo    MeanDecreaseAccuracy   MeanDecreaseGini 
salario                    15.73     25.07              25.21                                 22.06 
montodecredito         9.69       2.92              10.44                       26.91 
historialcredito          7.83       5.16                9.37              9.45 
cuentaahorro              3.61      9.49                8.30               9.73 
otraspropiedades        8.35      0.46                7.18                 10.88 
plazo                        9.58     -2.56                6.88                 12.13 
fiador                        5.73      2.86                 6.42                       3.38 
tiempoempleo            3.58      1.42                 3.66                     12.53 
estadocivil                  3.04      1.89                3.55                       8.32 
diasatraso                   3.73     -0.40                2.94             2.38 
creditosexistentes       6.32    -5.15                2.61              4.54 
edad                 3.03    -0.11                2.36                19.67 
sexo                0.85     1.87                1.94                   2.19 
proposito               1.25     0.58                1.42                11.85 
telefono               0.95     0.84                1.35                  3.31 
vivienda               3.91    -3.17                1.34                  3.04 
personastrabajan        0.33      1.02                0.85                   2.92 
trabajo               -1.62      1.91               -0.06                     5.01 
tiemporesidencia       2.26      -3.75              -0.49                   7.70 
 
Tiempo transcurrido: 2.16 segs 
Rattle marca de tiempo: 2016-02-20 11:42:11 JULIUS EL FENIX 
========================================================== 
 
4.3 Matriz De Error o De Confusión: Bosques Aleatorios 
Matriz de error para el modelo Bosque aleatorio en DataCreditoPrueba.csv [prueba] (cuentas): 
       
         Predicho 
Real    Bueno Malo 
  Bueno   176   34 
  Malo     20   70 
 
 
Error matrix for the Bosque aleatorio model on DataCreditoPrueba.csv [prueba] (proportions): 
 
       Predicted 
Actual  Bueno Malo  
  Bueno  0.59 0.11   
  Malo   0.07 0.23   
 
Error general: 0.18, Averaged class error: 0.09 
Rattle marca de tiempo: 2016-02-20 11:43:50 JULIUS EL FENIX 
=================================================== 
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4.4 Reglas generadas para Bosques Aleatorios 
Random Forest Model 
------------------------------------------------------------- 
Rule number: 2035 [resultado=Malo cover=7 (1%) prob=1.00] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito< 5544 
   sexo=Masculino 
   otraspropiedades=Automovil,Ninguno 
   montodecredito< 984 
=================================================== 
 Rule number: 55 [resultado=Malo cover=12 (2%) prob=0.92] 
   salario>=0.5 
   historialcredito=creditos existentes,creditos pagados con retraso 
   cuentaahorro=<1,>=10,5<=X<10 
   montodecredito>=3952 
   montodecredito< 5268 
==================================================== 
 Rule number: 255 [resultado=Malo cover=33 (5%) prob=0.82] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito>=5544 
==================================================== 
 Rule number: 253 [resultado=Malo cover=14 (2%) prob=0.79] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=4<=X<7,Desempleado 
   montodecredito< 1880 
==================================================== 
 Rule number: 4069 [resultado=Malo cover=24 (3%) prob=0.67] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito< 5544 
   sexo=Masculino 
   otraspropiedades=Automovil,Ninguno 
   montodecredito>=984 
   salario< 1.5 
==================================================== 
 Rule number: 509 [resultado=Malo cover=58 (8%) prob=0.66] 
120 
 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito< 5544 
   sexo=Femenino 
==================================================== 
 Rule number: 54 [resultado=Bueno cover=18 (3%) prob=0.33] 
   salario>=0.5 
   historialcredito=creditos existentes,creditos pagados con retraso 
   cuentaahorro=<1,>=10,5<=X<10 
   montodecredito>=3952 
   montodecredito>=5268 
==================================================== 
 Rule number: 1016 [resultado=Bueno cover=38 (5%) prob=0.32] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito< 5544 
   sexo=Masculino 
   otraspropiedades=Casa,Maquinaria,Terreno-Construccion 
==================================================== 
 Rule number: 4068 [resultado=Bueno cover=14 (2%) prob=0.29] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=<1,>=7,1<=X<4 
   montodecredito< 5544 
   sexo=Masculino 
   otraspropiedades=Automovil,Ninguno 
   montodecredito>=984 
   salario>=1.5 
==================================================== 
 Rule number: 252 [resultado=Bueno cover=43 (6%) prob=0.28] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario< 2.5 
   tiempoempleo=4<=X<7,Desempleado 
   montodecredito>=1880 
==================================================== 
 Rule number: 26 [resultado=Bueno cover=71 (10%) prob=0.25] 
   salario>=0.5 
   historialcredito=creditos existentes,creditos pagados con retraso 
   cuentaahorro=<1,>=10,5<=X<10 
   montodecredito< 3952 
==================================================== 
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 Rule number: 62 [resultado=Bueno cover=28 (4%) prob=0.21] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=co-solicitante,ninguno 
   salario>=2.5 
==================================================== 
 Rule number: 30 [resultado=Bueno cover=21 (3%) prob=0.14] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=<1,1<=X<5,No 
   fiador=garante 
==================================================== 
 Rule number: 14 [resultado=Bueno cover=21 (3%) prob=0.14] 
   salario>=0.5 
   historialcredito=creditos pagados,sin creditos 
   cuentaahorro=>=10,5<=X<10 
==================================================== 
 Rule number: 12 [resultado=Bueno cover=29 (4%) prob=0.10] 
   salario>=0.5 
   historialcredito=creditos existentes,creditos pagados con retraso 
   cuentaahorro=1<=X<5,No 
==================================================== 
 Rule number: 2 [resultado=Bueno cover=268 (38%) prob=0.09] 
   salario< 0.5 
 
 [1] 29 10 31 20 28 30 25 21  8 17 22 26 15 13 23 11  3 18  6  9 24  4  1 27 19  7 16 
[28] 14 12  5  2 
 
Rattle marca de tiempo: 2016-02-20 09:51:23 JULIUS EL FENIX 
========================================================= 
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 ANEXO N° 5: Redes Neuronales 
5.1 Modelo Generado en RATTLE 
Resumen del modelo de Red neural (construido con 'nnet'): 
 
A 39-10-1 network with 450 weights. 
Inputs: salario, sexoMasculino, estadocivildivorciada/separada, estadocivildivorciado/separado, 
estadocivilSoltera, estadocivilSoltero, edad, tiempoempleo>=7, tiempoempleo1<=X<4, 
tiempoempleo4<=X<7, tiempoempleoDesempleado, viviendaPropio, tiemporesidencia, telefonoSi, 
trabajoObrero/Agricultor, trabajoProfesional/calificado, historialcreditocreditos pagados, 
historialcreditocreditos pagados con retraso, historialcreditosin creditos, diasatraso, 
propositoAutomovil, propositoEducacion, propositoElectrodomestico, propositoOtros, 
propositoReparaciones, montodecredito, plazo, cuentaahorro>=10, cuentaahorro1<=X<5, 
cuentaahorro5<=X<10, cuentaahorroNo, otraspropiedadesCasa, otraspropiedadesMaquinaria, 
otraspropiedadesNinguno, otraspropiedadesTerreno-Construccion, fiadorgarante, fiadorninguno, 
creditosexistentes, personastrabajan. 
Output: as.factor(resultado). 
Sum of Squares Residuals: 202.0000. 
 
Opciones de construcción de red neural: skip-layer connections; entropy fitting. 
 
In the following table: 
   b  represents the bias associated with a node 
   h1 represents hidden layer node 1 
   i1 represents input node 1 (i.e., input variable 1) 
   o  represents the output node 
 
Weights for node h1: 
  b->h1  i1->h1  i2->h1  i3->h1  i4->h1  i5->h1  i6->h1  i7->h1  i8->h1  i9->h1  
  -0.66    0.23    0.29   -0.31   -0.68   -0.36    0.27    0.23   -0.31   -0.18  
i10->h1 i11->h1 i12->h1 i13->h1 i14->h1 i15->h1 i16->h1 i17->h1 i18->h1 i19->h1  
   0.31   -0.02    0.29   -0.50    0.39    0.25   -0.16   -0.55   -0.52    0.25  
i20->h1 i21->h1 i22->h1 i23->h1 i24->h1 i25->h1 i26->h1 i27->h1 i28->h1 i29->h1  
  -0.65   -0.15   -0.03   -0.20    0.30   -0.16   -0.04    0.49    0.56    0.44  
i30->h1 i31->h1 i32->h1 i33->h1 i34->h1 i35->h1 i36->h1 i37->h1 i38->h1 i39->h1  
   0.41    0.51    0.38    0.22    0.47   -0.41    0.15   -0.22    0.46   -0.08  
Weights for node h2: 
  b->h2  i1->h2  i2->h2  i3->h2  i4->h2  i5->h2  i6->h2  i7->h2  i8->h2  i9->h2  
  -0.41    0.33   -0.54    0.56    0.59    0.64    0.13   -0.68   -0.51    0.55  
i10->h2 i11->h2 i12->h2 i13->h2 i14->h2 i15->h2 i16->h2 i17->h2 i18->h2 i19->h2  
   0.05    0.15    0.31   -0.15    0.24    0.02    0.33   -0.44   -0.47   -0.68  
i20->h2 i21->h2 i22->h2 i23->h2 i24->h2 i25->h2 i26->h2 i27->h2 i28->h2 i29->h2  
   0.07    0.30    0.35   -0.01    0.09    0.65   -0.36   -0.41   -0.56    0.50  
i30->h2 i31->h2 i32->h2 i33->h2 i34->h2 i35->h2 i36->h2 i37->h2 i38->h2 i39->h2  
  -0.53   -0.19   -0.24   -0.62    0.23   -0.47   -0.14   -0.28    0.33    0.44  
 
Weights for node h3: 
  b->h3  i1->h3  i2->h3  i3->h3  i4->h3  i5->h3  i6->h3  i7->h3  i8->h3  i9->h3  
  -0.07   -0.08    0.51   -0.17   -0.26    0.07   -0.01   -0.52    0.14   -0.18  
i10->h3 i11->h3 i12->h3 i13->h3 i14->h3 i15->h3 i16->h3 i17->h3 i18->h3 i19->h3  
  -0.62    0.70   -0.04   -0.37   -0.06   -0.07   -0.12    0.41    0.37    0.03  
i20->h3 i21->h3 i22->h3 i23->h3 i24->h3 i25->h3 i26->h3 i27->h3 i28->h3 i29->h3  
  -0.19   -0.46    0.05    0.29   -0.18   -0.51   -0.16    0.55    0.51   -0.57  
i30->h3 i31->h3 i32->h3 i33->h3 i34->h3 i35->h3 i36->h3 i37->h3 i38->h3 i39->h3  
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  -0.56   -0.02    0.09    0.21    0.62    0.06    0.66    0.07   -0.39    0.08  
 
Weights for node h4: 
  b->h4  i1->h4  i2->h4  i3->h4  i4->h4  i5->h4  i6->h4  i7->h4  i8->h4  i9->h4  
   0.50   -0.64    0.12    0.45   -0.21   -0.54   -0.44    0.08   -0.61    0.57  
i10->h4 i11->h4 i12->h4 i13->h4 i14->h4 i15->h4 i16->h4 i17->h4 i18->h4 i19->h4  
   0.30    0.64    0.16   -0.42    0.51   -0.59   -0.23    0.31   -0.19    0.69  
i20->h4 i21->h4 i22->h4 i23->h4 i24->h4 i25->h4 i26->h4 i27->h4 i28->h4 i29->h4  
  -0.37    0.26   -0.18   -0.16    0.53   -0.42   -0.65   -0.30   -0.49   -0.69  
i30->h4 i31->h4 i32->h4 i33->h4 i34->h4 i35->h4 i36->h4 i37->h4 i38->h4 i39->h4  
   0.68    0.26    0.17   -0.22    0.23   -0.25    0.06   -0.52   -0.13    0.58  
 
Weights for node h5: 
  b->h5  i1->h5  i2->h5  i3->h5  i4->h5  i5->h5  i6->h5  i7->h5  i8->h5  i9->h5  
   0.14    0.28    0.23    0.53    0.25    0.34   -0.02   -0.17    0.33    0.57  
i10->h5 i11->h5 i12->h5 i13->h5 i14->h5 i15->h5 i16->h5 i17->h5 i18->h5 i19->h5  
   0.46    0.47    0.68   -0.44   -0.61    0.16   -0.65    0.20    0.55   -0.44  
i20->h5 i21->h5 i22->h5 i23->h5 i24->h5 i25->h5 i26->h5 i27->h5 i28->h5 i29->h5  
   0.05    0.43   -0.24    0.63   -0.07   -0.59    0.50    0.35    0.31   -0.15  
i30->h5 i31->h5 i32->h5 i33->h5 i34->h5 i35->h5 i36->h5 i37->h5 i38->h5 i39->h5  
   0.14    0.30    0.50   -0.63   -0.54   -0.44    0.65    0.27   -0.49   -0.66  
 
Tiempo transcurrido: 0.09 segs 
Rattle marca de tiempo: 2016-02-28 10:46:21 JULIUS EL FENIX 
===================================================== 
 
5.2 Matriz de error: Red Neuronal 
Matriz de error para el modelo Red Neural en DataCreditoPrueba.csv [prueba] (cuentas): 
 
       Predicho 
Real    Bueno Malo 
  Bueno   175   35 
  Malo     25   65 
 
Error matrix for the Red Neural model on DataCreditoPrueba.csv [prueba] (proportions): 
 
       Predicted 
Actual  Bueno Malo  
  Bueno  0.58 0.12  
  Malo   0.08 0.22  
 
Error general: 0.20, Averaged class error: 0.08 
Rattle marca de tiempo: 2016-02-28  10:47:11 JULIUS EL FENIX 
====================================================== 
 
5.3 Programa para detectar a los clientes morosos usando validación cruzada 
canal<-odbcConnect("H-MYSQL",uid = "root") 
datos<-sqlQuery(canal,"SELECT *FROM creditomodelo") 
n <- dim(datos)[1] 
deteccion.no.red<- rep(0, 5) 
for (i in 1:5) { 
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  grupos <- createFolds(1:n, 10)  # Crea los 10 grupos 
  no.red <- 0 
  for (k in 1:10) { 
    muestra <- grupos[[k]]  # Por ser una lista requiere de doble paréntesis 
    ttesting <- datos[muestra, ] 
    taprendizaje <- datos[-muestra, ] 
    modelo <- nnet() 
    prediccion <- predict(modelo()) 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
     no.red <- no.red + MC[1, 1] 
  } 
    deteccion.no.red[i] <- no.red 
  } 
plot(deteccion.no.red, col = "magenta", type = "b", ylim =        c(min(deteccion.no.red), 
max(deteccion.no.red) + 100), main = "Detección del NO pagador", xlab = "Número de iteración",  
     ylab = "Cantidad de MOROSOS detectados") 
points(deteccion.no.red, col = "blue", type = "b") 
legend("topright", legend = c("Red Neuronal"), col = c("blue"),lty = 1, lwd = 2) 
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ANEXO N° 6: Máquinas de Soporte Vectorial (SVM) 
6.1 Modelo Generado en RATTLE 
Resumen del modelo SVM (construido con ksvm): 
Support Vector Machine object of class "ksvm"  
SV type: C-svc  (classification)  
 parameter : cost C = 1  
Gaussian Radial Basis kernel function.  
 Hyperparameter : sigma =  0.0593589993002161  
Number of Support Vectors : 491  
Objective Function Value : -354.2484  
Training error : 0.244635  
Probability model included.  
Tiempo transcurrido: 0.52 segs 
Rattle marca de tiempo: 2016-02-21 15:43:05 JULIUS EL FENIX 
=================================================== 
 
6.2 Matriz de error: SVM 
Matriz de error para el modelo SVM en DataCreditoPrueba.csv [prueba] (cuentas): 
 
       Predicho 
Real    Bueno  Malo 
  Bueno   178   34 
  Malo       23   65 
 
Error matrix for the SVM model on DataCreditoPrueba.csv [prueba] (proportions): 
 
       Predicted 
Actual  Bueno  Malo  
  Bueno  0.59   0.11   
  Malo   0.08   0.22   
 
Error general: 0.19, Averaged class error: 0.14 
Rattle marca de tiempo: 2016-02-21 15:44:03 JULIUS EL FENIX 
=======================================================        
 
6.3 Programa de calibración de los parámetros para detectar los clientes morosos en 
SVM 
rm(list=ls(all=TRUE)) 
canal<-odbcConnect("H-MYSQL",uid = "root") 
datos<-sqlQuery(canal,"SELECT *FROM creditomodelo") 
deteccion.no.radial <- rep(0, 5) 
deteccion.no.linear <- rep(0, 5) 
deteccion.no.polynomial <- rep(0, 5) 
deteccion.no.sigmoid <- rep(0, 5) 
for (i in 1:5) { 
  grupos <- createFolds(1:n, 10)  # Crea los 10 grupos 
  no.radial <- 0,  no.linear <- 0,  no.polynomial <- 0,  no.sigmoid <- 0 
  for (k in 1:10) { 
    muestra <- grupos[[k]] 
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    ttesting <- datos[muestra, ] 
    taprendizaje <- datos[-muestra, ] 
    modelo <- svm() 
    prediccion <- predict(modelo()) 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
    no.radial <- no.radial + MC[1, 1] 
    modelo <- svm() 
    prediccion <- predict() 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
    no.linear <- no.linear + MC[1, 1] 
    modelo <- svm() 
    prediccion <- predict() 
    Actual <- ttesting[19] 
    MC <- table(Actual, prediccion) 
    no.polynomial <- no.polynomial + MC[1, 1] 
    modelo <- svm() 
    prediccion <- predict() 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
    no.sigmoid <- no.sigmoid + MC[1, 1] 
  } 
  deteccion.no.radial[i] <- no.radial 
  deteccion.no.linear[i] <- no.linear 
  deteccion.no.polynomial[i] <- no.polynomial 
  deteccion.no.sigmoid[i] <- no.sigmoid 
} 
plot(deteccion.no.radial, col = "magenta", type = "b", ylim = c(min(deteccion.no.radial,  
        deteccion.no.linear, deteccion.no.polynomial, deteccion.no.sigmoid), max(deteccion.no.radial,  
        deteccion.no.linear, deteccion.no.polynomial, deteccion.no.sigmoid) + 200),  
     main = "Detección del SI pagador en SVM", xlab = "Número de iteración",  
     ylab = "Cantidad de SI pagadores detectados") 
points(deteccion.no.linear, col = "blue", type = "b") 
points(deteccion.no.polynomial, col = "red", type = "b") 
points(deteccion.no.sigmoid, col = "green", type = "b") 
legend("topright", legend = c("Radial", "Linear", "Polynomial", "Sigmoid"),  
       col = c("magenta", "blue", "red", "green"), lty = 1, lwd = 1) 
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ANEXO N° 7: Validación de los modelos aplicando Cross Validation 
7.1 Detección del cliente no pagador o moroso aplicando Cross Validation 
canal<-odbcConnect("H-MYSQL",uid = "root") 
datos<-sqlQuery(canal,"SELECT *FROM creditomodelo") 
n <- dim(datos)[1] 
deteccion.no.svm <- rep(0, 5) 
for (i in 1:5) { 
  grupos <- createFolds(1:n, 10)   
  no.svm <- 0 
  no.red <- 0 
 for (k in 1:10) { 
    muestra <- grupos[[k]]  # Por ser una lista requiere de doble paréntesis 
    ttesting <- datos[muestra, ] 
    taprendizaje <- datos[-muestra, ] 
    modelo <- svm("radial") 
    prediccion <- predict(modelo) 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
    no.svm <- no.svm + MC[1, 1] 
    modelo = rpart() 
    prediccion <- predict(modelo) 
    Actual <- ttesting[19] 
    MC <- table(Actual, prediccion) 
    # Detección de los NO Pagadores 
    no.arbol <- no.arbol + MC[1, 1] 
    modelo <- randomForest() 
    prediccion <- predict(modelo) 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
    # Detección de los NO Pagadores 
    no.bosque <- no.bosque + MC[1, 1] 
    modelo <- nnet() 
    prediccion <- predict(modelo) 
    Actual <- ttesting[, 19] 
    MC <- table(Actual, prediccion) 
    no.red <- no.red + MC[1, 1] 
  } 
  deteccion.no.svm[i] <- no.svm 
  deteccion.no.arbol[i] <- no.arbol 
  deteccion.no.bosque[i] <- no.bosque 
  deteccion.no.red[i] <- no.red 
} 
plot(deteccion.no.svm, col = "red", type = "b", ylim = c(min(deteccion.no.svm, 
        deteccion.no.arbol, deteccion.no.bosque, deteccion.no.red), 
        max(deteccion.no.svm, deteccion.no.arbol, deteccion.no.bosque, deteccion.no.red) + 120),  
        main = "Detección del NO pagador", xlab = "Número de iteración", ylab = "Cantidad de NO 
pagadores detectados") 
         
points(deteccion.no.arbol, col = "blue", type = "b") 
points(deteccion.no.bosque, col = "green", type = "b") 
points(deteccion.no.red, col = "orange3", type = "b") 
legend("topright", legend = c("SVM", "Árbol","Bosque","Red Neuronal"),  
       col = c("red", "blue", "green","orange3"), lty = 1, lwd = 2) 
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7.2 Detección de los errores en los Modelos Aplicando Cross Validation 
canal<-odbcConnect("H-MYSQL",uid = "root") 
datos<-sqlQuery(canal,"SELECT *FROM creditomodelo") 
n <- dim(datos)[1] 
deteccion.error.svm <- rep(0, 5) 
deteccion.error.arbol <- rep(0, 5) 
for (i in 1:5) { 
  grupos <- createFolds(1:n, 10)  # Crea los 10 grupos 
  error.svm <- 0 
  error.red <- 0 
  for (k in 1:10) { 
    muestra <- grupos[[k]]  # Por ser una lista requiere de doble par?ntesis 
    ttesting <- datos[muestra, ] 
    taprendizaje <- datos[-muestra, ] 
    modelo <- svm(ttesting) 
    Actual <- ttesting[,20] 
    MC <- table(Actual, prediccion) 
    # Deteccion de los NO Pagadores 
    error.svm <- error.svm + (1-(sum(diag(MC)))/sum(MC))*100 
    modelo = rpart(resultado) 
    prediccion <- predict(modelo) 
    Actual <- ttesting[, 20] 
    MC <- table(Actual, prediccion) 
    # Deteccion de los NO Pagadores 
    error.arbol <- error.arbol + (1-(sum(diag(MC)))/sum(MC))*100 
    modelo <- randomForest(resultado= TRUE) 
    prediccion <- predict(modelo, ttesting[, -20]) 
    Actual <- ttesting[, 20] 
    MC <- table(Actual, prediccion) 
    # Deteccion de los NO Pagadores 
    error.bosque <- error.bosque + (1-(sum(diag(MC)))/sum(MC))*100 
    modelo <- nnet(200, trace = FALSE) 
    prediccion <- predict(modelo, type = "class") 
    Actual <- ttesting[, 20] 
    MC <- table(Actual, prediccion) 
    # Deteccion de los NO Pagadores 
    error.red <- error.red + (1-(sum(diag(MC)))/sum(MC))*100 
    } 
  deteccion.error.svm[i] <- error.svm/10 
  deteccion.error.arbol[i] <- error.arbol/10 
  } 
plot(deteccion.error.svm, col = "red", type = "b", ylim = c(min(deteccion.error.svm, 
      deteccion.error.arbol, deteccion.error.bosque, deteccion.error.red), 
      max(deteccion.error.svm, deteccion.error.arbol, deteccion.error.bosque, deteccion.error.red) + 
10),  
     main = "Deteccion del ERROR", xlab = "Numero de iteracion", ylab = "Cantidad de 
ERRORES") 
 
points(deteccion.error.arbol, col = "blue", type = "b") 
points(deteccion.error.bosque, col = "green", type = "b") 
points(deteccion.error.red, col = "orange3", type = "b") 
legend("topright", legend = c("SVM", "?rbol","Bosque","Red Neuronal"),  
       col = c("red", "blue", "green","orange3"), lty = 1, lwd = 2) 
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ANEXO N° 8: Modelado del sistema de predicción (casos de uso) 
8.1 Caso De Uso Investigador 
 
 
 
 
 
 
 
 
8.2 Diagrama De Secuencia Investigador CRISP-DM 
 
 
 
 
 
 
 
 
 
 
 
8.3 Caso De Uso De Aplicación En General 
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8.4 Diagrama De Secuencia Aplicación General 
 
 
 
 
 
 
 
 
 
8.5 Data Marts Preliminar Crac Los Andes (Crédito) 
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8.6 BASE DE DATOS (DATAMART CREDITO)  
 
SET @OLD_UNIQUE_CHECKS=@@UNIQUE_CHECKS, UNIQUE_CHECKS=0; 
SET @OLD_FOREIGN_KEY_CHECKS=@@FOREIGN_KEY_CHECKS, 
FOREIGN_KEY_CHECKS=0; 
SET @OLD_SQL_MODE=@@SQL_MODE, 
SQL_MODE='TRADITIONAL,ALLOW_INVALID_DATES'; 
----------------------------------------------------- 
Data Base for Data Mart DMCREDITOS 
----------------------------------------------------- 
 
CREATE SCHEMA IF NOT EXISTS `DMCREDITOS` DEFAULT CHARACTER SET utf8 ; 
USE `DMCREDITOS` ; 
 
----------------------------------------------------- 
Table `DMCREDITOS`.`dim-ciente` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`dim-ciente` ( 
  `cliente-sk` INT NOT NULL, 
  `cliente-id` INT NOT NULL, 
  `cliente-nombre` VARCHAR(45) NULL, 
  `cliente-apellido` VARCHAR(45) NULL, 
  `cliente-fecha-nacimiento` DATE NULL, 
  `cliente-tipo-empleo` INT NULL, 
  `cliente-ingresos` DOUBLE NULL, 
  `fecha-activo` DATE NULL, 
  `fecha-expira` DATE NULL, 
  `cliente-score` VARCHAR(2) NULL, 
  PRIMARY KEY (`cliente-sk`)) 
ENGINE = InnoDB; 
 
----------------------------------------------------- 
Table `DMCREDITOS`.`hec-credito` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`hec-credito` ( 
  `mes-fk` INT NOT NULL, 
  `cliente-fk` INT NOT NULL, 
  `producto-fk` INT NOT NULL, 
  `morosidad-fk` INT NOT NULL, 
  `rango-fk` INT NOT NULL, 
  `plazo-fk` INT NOT NULL, 
  `num-prestamo` INT NULL, 
  `dias-atraso` INT NULL, 
  `monto-original` DOUBLE NULL, 
  `saldo` DOUBLE NULL, 
  `dim-ciente_cliente-sk` INT NOT NULL, 
  PRIMARY KEY (`mes-fk`, `dim-ciente_cliente-sk`), 
  INDEX `fk_hec-credito_dim-ciente1_idx` (`dim-ciente_cliente-sk` ASC), 
  CONSTRAINT `fk_hec-credito_dim-ciente1` 
    FOREIGN KEY (`dim-ciente_cliente-sk`) 
    REFERENCES `DMCREDITOS`.`dim-ciente` (`cliente-sk`) 
    ON DELETE NO ACTION 
    ON UPDATE NO ACTION) 
ENGINE = InnoDB; 
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----------------------------------------------------- 
Table `DMCREDITOS`.`dim-producto` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`dim-producto` ( 
  `producto-sk` INT NOT NULL, 
  `producto-codigo` INT NULL, 
  `producto-nombre` VARCHAR(45) NULL, 
  `producto-nombre-largo` VARCHAR(45) NULL, 
  `familia` VARCHAR(45) NULL, 
  `hec-credito_mes-fk` INT NOT NULL, 
  `hec-credito_dim-ciente_cliente-sk` INT NOT NULL, 
  PRIMARY KEY (`producto-sk`, `hec-credito_mes-fk`, `hec-credito_dim-ciente_cliente-sk`), 
  INDEX `fk_dim-producto_hec-credito1_idx` (`hec-credito_mes-fk` ASC, `hec-credito_dim-
ciente_cliente-sk` ASC), 
  CONSTRAINT `fk_dim-producto_hec-credito1` 
    FOREIGN KEY (`hec-credito_mes-fk` , `hec-credito_dim-ciente_cliente-sk`) 
    REFERENCES `DMCREDITOS`.`hec-credito` (`mes-fk` , `dim-ciente_cliente-sk`) 
    ON DELETE NO ACTION 
    ON UPDATE NO ACTION) 
ENGINE = InnoDB; 
 
----------------------------------------------------- 
Table `DMCREDITOS`.`dim-fecha` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`dim-fecha` ( 
  `fecha-sk` DATE NOT NULL, 
  `fecha` DATE NULL, 
  `dia-mes` INT NULL, 
  `dia-semana` INT NULL, 
  `dia-semana-nombre` VARCHAR(45) NULL, 
  `mes` INT NULL, 
  `mes-nombre` VARCHAR(45) NULL, 
  `semana` INT NULL, 
  `anio` INT NULL, 
  `trimestre` INT NULL, 
  `trimestre-nombre` VARCHAR(45) NULL, 
  `anio-mes` INT NULL, 
  `anio-mes-nombre` VARCHAR(45) NULL, 
  `hec-credito_mes-fk` INT NOT NULL, 
  `hec-credito_dim-ciente_cliente-sk` INT NOT NULL, 
  PRIMARY KEY (`fecha-sk`, `hec-credito_mes-fk`, `hec-credito_dim-ciente_cliente-sk`), 
  INDEX `fk_dim-fecha_hec-credito1_idx` (`hec-credito_mes-fk` ASC, `hec-credito_dim-
ciente_cliente-sk` ASC), 
  CONSTRAINT `fk_dim-fecha_hec-credito1` 
    FOREIGN KEY (`hec-credito_mes-fk` , `hec-credito_dim-ciente_cliente-sk`) 
    REFERENCES `DMCREDITOS`.`hec-credito` (`mes-fk` , `dim-ciente_cliente-sk`) 
    ON DELETE NO ACTION 
    ON UPDATE NO ACTION) 
ENGINE = InnoDB; 
 
----------------------------------------------------- 
Table `DMCREDITOS`.`dim-morosidad` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`dim-morosidad` ( 
  `morosidad-fk` INT NOT NULL, 
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  `morosidad-dia` INT NULL, 
  `morosidad-rango` INT NULL, 
  `hec-credito_mes-fk` INT NOT NULL, 
  `hec-credito_dim-ciente_cliente-sk` INT NOT NULL, 
  PRIMARY KEY (`morosidad-fk`, `hec-credito_mes-fk`, `hec-credito_dim-ciente_cliente-sk`), 
  INDEX `fk_dim-morosidad_hec-credito1_idx` (`hec-credito_mes-fk` ASC, `hec-credito_dim-
ciente_cliente-sk` ASC), 
  CONSTRAINT `fk_dim-morosidad_hec-credito1` 
    FOREIGN KEY (`hec-credito_mes-fk` , `hec-credito_dim-ciente_cliente-sk`) 
    REFERENCES `DMCREDITOS`.`hec-credito` (`mes-fk` , `dim-ciente_cliente-sk`) 
    ON DELETE NO ACTION 
    ON UPDATE NO ACTION) 
ENGINE = InnoDB; 
 
----------------------------------------------------- 
Table `DMCREDITOS`.`dim-plazo` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`dim-plazo` ( 
  `plazo-sk` INT NOT NULL, 
  `plazo` INT NULL, 
  `plazo-texto` VARCHAR(8) NULL, 
  `plazo-mes-texto` VARCHAR(45) NULL, 
  `plazo-trimestre` INT NULL, 
  `plazo-semestre` INT NULL, 
  `plazo-anio` INT NULL, 
  `hec-credito_mes-fk` INT NOT NULL, 
  `hec-credito_dim-producto_producto-sk` INT NOT NULL, 
  `hec-credito_dim-fecha_fecha-sk` DATE NOT NULL, 
  `hec-credito_dim-morosidad_morosidad-fk` INT NOT NULL, 
  PRIMARY KEY (`plazo-sk`, `hec-credito_mes-fk`, `hec-credito_dim-producto_producto-sk`, 
`hec-credito_dim-fecha_fecha-sk`, `hec-credito_dim-morosidad_morosidad-fk`), 
  INDEX `fk_dim-plazo_hec-credito1_idx` (`hec-credito_mes-fk` ASC, `hec-credito_dim-
producto_producto-sk` ASC, `hec-credito_dim-fecha_fecha-sk` ASC, `hec-credito_dim-
morosidad_morosidad-fk` ASC), 
  CONSTRAINT `fk_dim-plazo_hec-credito1` 
    FOREIGN KEY (`hec-credito_mes-fk`) 
    REFERENCES `DMCREDITOS`.`hec-credito` (`mes-fk`) 
    ON DELETE NO ACTION 
    ON UPDATE NO ACTION) 
ENGINE = InnoDB; 
 
----------------------------------------------------- 
Table `DMCREDITOS`.`dim-rangomonto` 
----------------------------------------------------- 
CREATE TABLE IF NOT EXISTS `DMCREDITOS`.`dim-rangomonto` ( 
  `rango-sk` INT NOT NULL, 
  `rango-min` INT NULL, 
  `rango-max` INT NULL, 
  `rango-1000` INT NULL, 
  `rango-5000` INT NULL, 
  `rango-10000` INT NULL, 
  `rango-negocio` VARCHAR(5) NULL, 
  `hec-credito_mes-fk` INT NOT NULL, 
  `hec-credito_dim-producto_producto-sk` INT NOT NULL, 
  `hec-credito_dim-fecha_fecha-sk` DATE NOT NULL, 
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  `hec-credito_dim-morosidad_morosidad-fk` INT NOT NULL, 
  PRIMARY KEY (`rango-sk`, `hec-credito_mes-fk`, `hec-credito_dim-producto_producto-sk`, 
`hec-credito_dim-fecha_fecha-sk`, `hec-credito_dim-morosidad_morosidad-fk`), 
  INDEX `fk_dim-rangomonto_hec-credito1_idx` (`hec-credito_mes-fk` ASC, `hec-credito_dim-
producto_producto-sk` ASC, `hec-credito_dim-fecha_fecha-sk` ASC, `hec-credito_dim-
morosidad_morosidad-fk` ASC), 
  CONSTRAINT `fk_dim-rangomonto_hec-credito1` 
    FOREIGN KEY (`hec-credito_mes-fk`) 
    REFERENCES `DMCREDITOS`.`hec-credito` (`mes-fk`) 
    ON DELETE NO ACTION 
    ON UPDATE NO ACTION) 
ENGINE = InnoDB; 
 
SET SQL_MODE=@OLD_SQL_MODE; 
SET FOREIGN_KEY_CHECKS=@OLD_FOREIGN_KEY_CHECKS; 
SET UNIQUE_CHECKS=@OLD_UNIQUE_CHECKS; 
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ANEXO N° 9: Código fuente del sistema SISMO 
CODIGO FUENTE DEL SISTEMA SISMO 
############################################################ 
## APLICACION WEB PARA PREDICCION DE MOROSIDAD DE CREDITO 
## APP: SISMO Version 1.1 
## AUTOR: JULIO CESAR CARPIO TICONA 
## UNIVERSIDAD ANDINA NESTOR CACERES VELASQUEZ 
## FACULTAD DE INGENIERIA DE SISTEMAS 
## APP PARA OPTAR GRADO DE INGENIERO EN SISTEMAS 
############################################################ 
Library(Jquery) 
header<- dashboardHeader(title="SISMO") 
  sidebarMenu( 
    menuItem(tags$b("INICIO"),tabName = "inicio",badgeLabel = "Iniciar",badgeColor = "red",icon = 
icon("institution")), 
    hr(),menuItem(tags$b("DATOS HISTORICOS"),tabName = "dhistoricos",icon = icon("database"), 
                  menuSubItem(tags$b("BASE DATOS"),tabName = "bdhisto",icon = icon("table")), 
                  menuSubItem(tags$b("DATOS DESDE EXCEL"),tabName = "bdexcel",icon = icon("file-
excel-o")) 
    ), 
    hr(),menuItem(tags$b("NUEVOS CLIENTES"),tabName = "nuevosclientes",icon = 
icon("child","fa-2x"), 
                  menuSubItem(tags$b("CLIENTE X CLIENTE"),tabName = "cxc",icon = icon("user-plus")), 
                  menuSubItem(tags$b("CLIENTE X BASE DATOS"),tabName = "cxbd",icon = 
icon("users")), 
                  menuSubItem(tags$b("CLIENTE X TABLA EXCEL"),tabName = "cxexcel",icon = icon("user-
md")) 
    ), 
    hr(),menuItem(tags$b("AYUDA"),tabName = "ayuda",icon = icon("question-circle","fa-2x")), 
    hr(),menuItem(tags$b("ABOUT"),tabName = "about",icon = icon("android","fa-2x")), 
    hr() 
  ) 
) 
 
body <- dashboardBody(tags$head(tags$link(rel = "icon", type = "image/png", href = 
"favicon.png"), tags$title("SISMO"), 
    tags$style( HTML('.main-header .logo 
           { 
           font-family: "Georgia";  font-style:italic; font-weight: bold; font-size: 40px; 
           } 
           ') ) ), 
  tabItems( 
    tabItem(tabName = "inicio", 
             
            img(src="animarandes.gif",height="310px",width="980px") 
             
    ), 
    tabItem(tabName = "bdhisto", fluidRow(column(width=12, 
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                     navbarPage(tags$b("DATOS HISTORICOS"),inverse = TRUE, 
                                tabPanel(tags$b("DATOS"),icon = icon("table"), 
                                         column(width=12, box(title = "VISUALIZACION DE CLIENTES DE LA CRAC 
LOS ANDES",status = "primary", 
                                                    solidHeader = TRUE,collapsible = TRUE,width = NULL, 
                                                    DT::dataTableOutput("tablahistorica") 
                                                ) 
                                         ) 
                                ), 
                                 
                                tabPanel(tags$b("GRAFICOS"),icon = icon("bar-chart"), 
                                         fluidRow(column(width=3, 
                                                  box(title = "TIPO DE GRAFICO",status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL, selectInput("tipograficoh",label = "Tipo de Grafico", 
                                                                  choices = c("lineal","barras","circular") ) ), 
                                                  box(title = "VARIABLE EN EJE X", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,collapsed = TRUE,width = NULL, 
                                                      selectInput("variablex",label = "Variable en Eje X", "" 
                                                      )  ), 
      box(title = "VARIABLE EN EJE Y", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,collapsed = TRUE,width = NULL, 
                                                      selectInput("variabley",label = "Variable en Eje Y", "" 
                                                      )  ), 
                                                  box(title = "GRUPO", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,collapsed = TRUE,width = NULL, 
                                                      selectInput("grupovar",label = "Seleccione un grupo para el 
grafico", "" )   ), 
                                            
                                           column(width=9, box(title = "VISUALIZACION DE GRAFICOS",status = 
"primary",solidHeader = TRUE,  collapsible = TRUE,collapsed = FALSE,width = NULL, 
                                                      plotOutput("graficobd") 
                                                     ), 
                                           wellPanel(downloadButton(outputId ="desbd", label = "Descargar 
Grafico")  )  ), 
                                 
                                navbarMenu(tags$b("REPORTES"),icon = icon("print"), 
                                           tabPanel(tags$b("PRESTAMOS > A S/. 10000 CON RESULTADO MOROSO"), 
                                            
                                           tabPanel(tags$b("PRESTAMOS ENTRE S/. 6000 Y 10000 CON RESULTADO 
MOROSO"), 
                                           tabPanel(tags$b("PRESTAMOS < A S/. 6000 CON RESULTADO MOROSO"), 
                                           tabPanel(tags$b("CLIENTES > A 60 AÑOS RESULTADO MOROSO"), 
                                           tabPanel(tags$b("CLIENTES ENTRE 40 Y 60 AÑOS DE EDAD CON 
RESULTADO MOROSO"), 
                                           tabPanel(tags$b("CLIENTES ENTRE 30 Y 40 AÑOS CON RESULTADO 
MOROSO"), 
                                           tabPanel(tags$b("CLIENTES ENTRE 18 Y 30 AÑOS CON RESULTADO 
MOROSO"), 
                                           tabPanel(tags$b("CLIENTES X SEXO MASCULINO CON RESULTADO 
MOROSO"), 
                                           tabPanel(tags$b("CLIENTES X SEXO FEMENINO CON RESULTADO 
MOROSO"),   )    ) 
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    tabItem(tabName = "bdexcel",            
                navbarPage(tags$b("DATOS DESDE EXCEL"),inverse = TRUE, 
                           tabPanel(tags$b(" ARCHIVO"),icon=icon("folder-open", lib = "glyphicon"), 
                                            )    )   ),  
                            
                           tabPanel(tags$b("DATOS"),icon = icon("th-list", lib = "glyphicon")   )    ), 
                            
                           tabPanel(tags$b("GRAFICOS"),icon = icon("bar-chart")  ), 
                                             box(title = "VARIABLE EN EJE X", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL  ), 
                                             box(title = "VARIABLE EN EJE Y", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL   ), 
                                              
                                             box(title = "GRUPO", status = "primary",solidHeader = TRUE,collapsible = 
TRUE,collapsed = TRUE,width = NULL      )    ), 
                                       
                                             box(title = "VISUALIZACION DE GRAFICOS",status = 
"primary",solidHeader = TRUE   )      ),   
                                                      
                           navbarMenu(tags$b("REPORTES"),icon = icon("print", lib = "glyphicon"), 
                                      tabPanel(tags$b("REPORTE DESDE LA TABLA EXCEL"), 
                                                
                                            ) 
                                    ) 
                 
    ),  
     
    tabItem(tabName = "cxc", 
             navbarPage(tags$b("INGRESAR DATOS"),inverse = TRUE, 
                                tabPanel(tags$b("INGRESAR"),icon = icon("keyboard-o"), 
                                          numericInput("edad",label = h4(tags$b("EDAD")), 
                                                  ), 
                                                   
                                                  selectInput("estadocivil",label = h4(tags$b("ESTADO CIVIL")), 
                                                              choices = c("Soltero","Soltera", 
                                                                          "Casado","divorciada/separada") 
                                                  ), 
                                                  selectInput("salario",label = h4(tags$b("SALARIO PROMEDIO")), 
                                                              choices = c("Sin Informacion"="0", 
                                                                          "Menor a 1000"="1", 
                                                                          "Mayor a 1000 menor de 2000"="2", 
                                                                          "Mayor de 3000"="3") 
                                                  ), 
                                                  selectInput("vivienda",label = h4(tags$b("VIVIENDA")), 
                                                              choices = c("Propio","Alquilada") 
                                                  ), 
                                                  selectInput("telefono",label = h4(tags$b("TELEFONO")), 
                                                              choices = c("Si","No")  ) 
                                         ), 
                                                  selectInput("tiemporeside",label = h4(tags$b("TIEMPO RESIDENCIA")), 
                                                              choices = c("<10 años"="1", 
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                                                                          "Entre 10 y 20 años"="2", 
                                                                          "Entre 20 y 30 años"="3", 
                                                                          "Mayor a 30 años"="4") 
                                                  ), 
                                                  selectInput("trabajo",label = h4(tags$b("EMPLEO")), 
                                                              choices = 
c("Empleado","Profesional/calificado","Obrero/Agricultor") 
                                                  ), 
                                                  selectInput("tiempoempleo",label = h4(tags$b("AÑOS 
TRABAJANDO")), 
                                                              choices = c("Menor a 1 año"="<1", 
                                                                          "Entre 1 y 4 años"="1<=X<4", 
                                                                          "Entre 4 y 7 años"="4<=X<7", 
                                                                          "Mayor a 7 años"=">=7", 
                                                                          "Desempleado") 
                                                  ), 
                                                  selectInput("propiedades",label = h4(tags$b("OTRAS PROPIEDADES")), 
                                                              choices = c("Casa","Terreno-
Construccion","Automovil","Maquinaria","Ninguno") 
                                                  ), 
                                                  numericInput("personastrabajan",label = h4(tags$b("PERSONAS QUE 
TRABAJAN")), 
                                                               value = 1,min = 1,max = 10 
                                                  ), 
                                                  numericInput("montocredito",label = h4(tags$b("MONTO DE 
CREDITO")), 
                                                               value=500,min = 500,max = 50000 
                                         ), 
                                         column(4, 
                                                wellPanel( 
                                                  numericInput("plazo",label = h4(tags$b("PLAZO")), 
                                                               value = 3,min = 3,max = 48 
                                                  ), 
                                                  selectInput("proposito",label = h4(tags$b("PROPOSITO")), 
                                                              choices = c("Electrodomestico","Educacion","Aumento 
capital","Automovil","Reparaciones","Otros") 
                                                  ), 
                                                  selectInput("historial",label = h4(tags$b("HISTORIAL DE CREDITO")), 
                                                              choices = c("creditos pagados","creditos existentes","creditos 
pagados con retraso","sin creditos") 
                                                  ), 
                                                  selectInput("diasatraso",label=h4(tags$b("MORA EN DIAS")), 
                                                              choices = c("Sin retraso"="0", 
                                                                          "30 dias"="1", 
                                                                          "60 dias"="2", 
                                                                          "90 dias"="3" 
                                                  ), 
                                                   
                                                  numericInput("creditosexistentes",label = h4(tags$b("CREDITOS 
EXISTENTES")), 
                                                               value = 1,min = 1,max = 4 
                                                  ), 
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                                                  selectInput("cuentaahorro",label = h4(tags$b("CUENTA DE 
AHORRO")), 
                                                              choices = c("Menor a S/ 1000"="<1", 
                                                                          "Entre S/. 1000 a 5000"="1<=X<5", 
                                                                          "Entre S/. 5000 a 10000"="5<=X<10", 
                                                                          "Mayor a S/. 10000"=">=10", 
                                                                          "Sin Ahorro"="No") 
                                                  ), 
                                                  selectInput("fiador",label = h4(tags$b("GARANTE")), 
                                                              choices = c("ninguno","garante","co-solicitante") 
                                ), 
                                tabPanel(tags$b("TABLA"),icon = icon("table"), 
                                         fluidRow( 
                                           column(width=12, 
                                                  box(title = "TABLA DEL NUEVO CLIENTE INGRESADO",status = 
"primary",solidHeader = TRUE,collapsible = TRUE,width = NULL, 
                                                 
                                         ), 
                                         fluidRow(actionButton("grabarbasedatos"," Guardar Registro", 
                                                               icon=icon("save"), 
                                                               style="font-size:20px;color:red", 
                                                               class="btn-info btn-lg" 
                                                  ) 
                                           ) 
                                         ),br(), 
                                         fluidRow( 
                                           column(width=12, 
                                                  box(title = "REGISTROS NUEVOS ALMACENADOS EN LA BASE DE 
DATOS",status = "primary",solidHeader = TRUE,collapsible = TRUE,width = NULL   ) 
                                          
                                ), 
                                                                 
                                tabPanel(tags$b("SCORE"),icon = icon("star"), 
                                         column(   box(title = "RESULTADO DE LA PROBABILIDAD DE MOROSIDAD 
DE CREDITO DEL CLIENTE", status = "primary",solidHeader = TRUE,collapsible = TRUE,width = 
NULL  ), 
                                           column(width=6, box(title = "CALIFICACION SCORE PARA EL 
CLIENTE",status = "primary", solidHeader = TRUE,collapsible = TRUE,width = NULL   )   ) 
                                         )  
                                ) 
    ) 
     
    tabItem(tabName = "cxbd", 
            fluidRow( column(width=12, navbarPage(tags$b("CLIENTES X BASE DE DATOS"), 
                                tabPanel(tags$b("TABLA"),icon = icon("table"), 
                                         column(width=12, 
                                                box(title = "TABLA DE LOS NUEVOS CLIENTES INGRESADOS EN LA BASE 
DE DATOS", status = "primary",solidHeader = TRUE,collapsible = TRUE,width = NULL   ") 
                                                ) 
                                 
                                tabPanel(tags$b("SCORE"),icon = icon("star"), 
                                           column(width=6, 
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                                                  box(title = "RESULTADO DE LA PROBABILIDAD DE MOROSIDAD DE 
CREDITO DE LOS CLIENTES",status = "primary",solidHeader = TRUE,collapsible = TRUE,width = 
NULL    )   ) 
                                           column(width=6, 
                                                  box(title = "CALIFICACION SCORE",status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL  )  ) 
                                                                              
                       wellPanel( downloadButton(outputId="descbd",  
label = "Descargar Grafico",class="btn-info btn-lg") 
                                navbarMenu(tags$b("REPORTES"),icon = icon("print"), 
                                           tabPanel(tags$b("VISUALIZACION DE REPORTES"), 
                                                    fluidRow( box(title = "TABLA GENERADA DE CLIENTES Y SU 
EVALUACION",status = "primary",solidHeader = TRUE ) ), 
                                        column(width=12, wellPanel(verbatimTextOutput("resrepcbd")) 
                                                            ) 
                                       ) 
     
    tabItem(tabName = "cxexcel", 
            fluidRow( navbarPage(tags$b("CLIENTES X TABLA EXCEL"), 
                      tabPanel(tags$b("ARCHIVO"),icon = icon("folder-open"), 
                      tabPanel(tags$b("TABLA"),icon = icon("table"), 
                              column(width=12,  box(title = "VISUALIZACION DE LOS DATOS DEL ARCHIVO 
EXCEL",status = "primary"   ) 
                                 
                       tabPanel(tags$b("SCORE"),icon = icon("star"), 
                             column(width=6, box(title = "RESULTADO DE LA PROBABILIDAD DE MOROSIDAD 
DE CREDITO DE LOS CLIENTES X TABLA DE EXCEL",status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL   ), 
                             column(width=6, box(title = "CALIFICACION SCORE",status = 
"primary",solidHeader = TRUE,collapsible = TRUE,width = NULL), 
                        tabPanel(tags$b("GRAFICOS"),icon = icon("bar-chart"), 
                              box(title = "TIPO DE GRAFICO ",status = "primary",solidHeader = TRUE, 
                                              collapsible = TRUE,width = NULL, 
                                             selectInput("tipograficex",label = "Tipo de Grafico", 
                                              choices = c("lineal","barras","circular") )  ) 
                              box(title = "VARIABLE EN EJE X", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL, 
                                              selectInput("varxcex",label = "Variable en Eje X","") ), 
                               box(title = "VARIABLE EN EJE Y", status = "primary",solidHeader = 
TRUE,collapsible = TRUE,width = NULL, 
                                              selectInput("varycex",label = "Variable en Eje Y","") ), 
                               box(title = "GRUPO", status = "primary",solidHeader = TRUE,collapsible = 
TRUE,collapsed = TRUE,width = NULL, 
                                             selectInput("grupovarcex",label = "Seleccione un grupo para el grafico", 
"")     )    ), 
                                            
                              column(width=8, 
                              box(title = "VISUALIZACION DE GRAFICOS",status = "primary",solidHeader = 
TRUE,   collapsible = TRUE,collapsed = FALSE,width = NULL   )     ), 
                               wellPanel( downloadButton(outputId="descex",label = "Descargar 
Grafico",class="btn-info btn-lg")    ) 
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                                         )    ), 
                          navbarMenu(tags$b("REPORTES"),icon = icon("print"), 
                                  tabPanel(tags$b("VISUALIZAR REPORTES"), 
                                           column(width=12, 
                                           box(title = "TABLA GENERADA DESDE EXCEL DE CLIENTES Y SU 
EVALUACION",status = "primary",solidHeader = TRUE, 
                                                    collapsible = TRUE,collapsed = FALSE,width = NULL), 
                                          column(width=12, 
                                          wellPanel(verbatimTextOutput("resrepcexcel")) )),   
     
    tabItem(tabName = "ayuda", 
            fluidRow("MANUAL DE SISMO",status="warning",solidHeader=TRUE,width = 12  ), 
     
    tabItem(tabName = "about", 
                    title = "ACERCA DE SISMO (SISTEMA DE MOROSIDAD)", status = "primary", solidHeader 
= TRUE, width = 12, 
                       img(src = "uancv.gif",align="right",height = 140, width = 130), 
                      img(src = "fis.jpg", align="middle",height = 140, width = 160), 
                      h2("SISTEMA EXPERTO DE RIESGO DE MOROSIDAD SISMO EL FENIX!"),br(), 
                      h4("Analytics El FENIX es una organización dedicada al análisis de información, que 
involucra los procesos para"), 
                      h4("extraer conocimiento y de esta forma brindar soluciones inteligentes; haciendo 
uso de las herramientas mas"), 
                      h4("modernas que existen actualmente."),br(), 
                      h4('Para Mayor información ubiquenos en: ', 
                      a(href = 'https://www.facebook.com/JuliusFenix', 'Facebook'),'y', 
                      a(href = 'https://twitter.com/?lang=es', 'Twitter')), 
                      br(), 
                      tags$b(h4('Copyright 2016 By JULIO CESAR CARPIO TICONA. ', 
                      a(href = 'http://www.apache.org/licenses/LICENSE-2.0', 'Terminos de Uso.'))) 
                  ) 
               ) 
   
 
boardPage(header,sidebar,body,title = "SISTEMA MOROSIDAD DE CREDITO",skin = "blue") 
 
############################################### 
## Funciones Reactivas  del  APLICATIVO 
## SISMO Version 1.2 
############################################### 
Library(RandomForest) 
Library(Caret) 
Library(Rpart) 
Server(function(input,output,session) 
{ 
  ################################################## 
  ### Funcion reactiva que carga la base de datos historica 
  ### ############################################## 
   
  bdcredito<-reactive( 
    { 
      canal <- odbcConnect("H-MYSQL",uid = "root") 
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      datoshistorico<-sqlQuery(canal,"SELECT *FROM creditohistorico") 
return(datoshistorico) 
      close(canal)  
    } 
  ) 
   
  output$tablahistorica <- DT::renderDataTable( 
    { 
      DT::datatable(bdcredito(),extensions = 
list(FixedColumns=list(leftColumns=2,rightColumns=1)),options=list(scrollX=TRUE)) 
    } 
   
   
  bdcreditoexcel<-reactive( 
    { 
      archivo<-input$archivoexcel 
      if(is.null(archivo)) 
      { 
        return(NULL) 
      } 
       
    } 
  ) 
   
  output$tablaexcel <- DT::renderDataTable( 
    { 
      validate( 
        need(bdcreditoexcel()!="","\n NO SELECCIONO EL ARCHIVO. \n REGRESE AL MENU Y 
SELECCIONE EL ARCHIVO CORRESPONDIENTE PARA VISUALIZAR EL CONTENIDO DE LA TABLA DE 
DATOS...") 
      ) 
  ) 
   
  vy<-observe( 
    { 
      updateSelectInput(session,"variabley",choices = names(bdcredito())) 
    } 
  ) 
   
  ## lee base datos bdcreditogrupo para visualizar solo campos cualitativos 
   
  vg<-observe( 
    { 
      updateSelectInput(session,"grupovar",choices = names(bdcredito())) 
    } 
  ) 
    
      if(input$tipograficoh=="lineal") 
      { 
         
         p<-ggplot(bdcredito(), 
                  aes_string(x=input$variablex, 
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                             y=input$variabley, 
                             group=input$grupovar, 
                             color=input$grupovar 
                  ) 
        ) + 
          geom_line() +   geom_point() +     labs(x=input$variablex,y=input$variabley) + 
          ggtitle("GRAFICO DE LINEAS") +      theme_bw() + 
          theme(panel.grid.major.x=element_blank(), 
                panel.grid.major.y=element_line(colour = "grey50"), 
                plot.title=element_text(size = rel(2.2),face = "bold",vjust = 1.5), 
                axis.title=element_text(face="bold"),legend.position="top" 
          ) 
        print(p) 
      } 
       
      if(input$tipograficoh=="barras") 
      { 
        p<-ggplot(data=bdcredito(), 
                  aes_string(x=input$variablex,y=input$variabley, fill=input$grupovar  ) 
        ) +  geom_bar(stat = "identity",position = position_dodge(),width = NULL) + 
          theme(panel.grid.major.x=element_blank(), 
                panel.grid.major.y=element_line(colour = "grey50"), 
                plot.title=element_text(size = rel(2.2),face = "bold",vjust = 2.5), 
                axis.title=element_text(face="bold"),legend.position="top" 
          ) +     ggtitle("GRAFICO DE BARRAS") 
        print(p) 
         
      } 
       
      if(input$tipograficoh=="circular") 
      { 
        p<-ggplot(data=bdcredito(), 
                  aes_string(x=input$grupovar,y=1,fill=input$grupovar) 
        ) + 
          geom_bar(stat = "identity",width = NULL) + 
          coord_polar(theta = 'y') + 
          guides(fill=guide_legend(override.aes = list(colour=NA),nrow = 2) 
          ) + 
          theme(axis.ticks=element_blank(), 
                axis.title=element_text(face="bold"),  axis.text=element_blank(), 
                panel.grid=element_blank(),  plot.title=element_text(size = rel(2.2),face = "bold"), 
                legend.position="top" 
          ) +   ggtitle("GRAFICO DE SECTORES") 
        print(p) 
      } 
      
  ) 
   
 filename = "reportegraficobd.pdf", 
     
    content = function(file) 
    { 
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      file.copy("reportegraficobd.pdf",file) 
    } 
  ) 
   
 conexion <- odbcConnect("H-MYSQL",uid = "root") 
 retabla1<-sqlQuery(conexion,"SELECT cliente, sexo, edad,       
proposito,montodecredito,plazo,resultado FROM creditohistorico WHERE 
montodecredito>=10000 and resultado='Malo'") 
resultado='Malo' GROUP BY cliente") 
  retabla5<-sqlQuery(conexion,"SELECT cliente, sexo, edad,  
  close(conexion) 
   
  output$reportetabla1 <- DT::renderDataTable( 
    { 
      tablareporte1<-retabla1 
      DT::datatable(tablareporte1,extensions = 'TableTools' ) 
       summary(retabla1) 
    } 
    ) 
   
   output$reportetabla2 <- DT::renderDataTable( 
    { 
      tablareporte2<-retabla2 
      DT::datatable(tablareporte2,  extensions = 'Responsive','TableTools', 
                    options = list(scrollx=TRUE ) 
         summary(retabla2) 
    } 
    ) 
   
  output$reportetabla3 <- DT::renderDataTable( 
    { 
      tablareporte3<-retabla3 
      DT::datatable(tablareporte3, extensions = 'Responsive','TableTools', 
                    options = list(scrollx=TRUE 
      summary(retabla3) 
    } 
  ) 
   
  output$reportetabla4 <- DT::renderDataTable( 
    { 
      tablareporte4<-retabla4 
                    extensions = 'Responsive','TableTools', 
                    options = list(scrollx=TRUE,"www")))) 
     summary(retabla4) 
    } 
  ) 
   
  output$reportetabla5 <- DT::renderDataTable( 
    { 
      tablareporte5<-retabla5 
      DT::datatable(tablareporte5,  extensions ='Responsive', 'TableTools',  summary(retabla5) 
    } 
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      ) 
   
  output$reportetabla6 <- DT::renderDataTable( 
    { 
      tablareporte6<-retabla6 
      DT::datatable(tablareporte6,extensions = 'Responsive','TableTools'  ) 
    } 
      ) 
   
  output$reportetabla7 <- DT::renderDataTable( 
    { 
      tablareporte7<-retabla7 
      DT::datatable(tablareporte7,      extensions = 'Responsive','TableTools'  ) 
       summary(retabla7) 
    } 
    ) 
   
  output$reportetabla8 <- DT::renderDataTable( 
    { 
      tablareporte8<-retabla8 
      DT::datatable(tablareporte8,  extensions = 'Responsive','TableTools'  summary(retabla8)) 
    } 
    ) 
   
  output$reportetabla9 <- DT::renderDataTable( 
    { 
      tablareporte9<-retabla9 
      DT::datatable(tablareporte9,   extensions = 'Responsive','TableTools'   ) 
       summary(retabla9) 
    } 
    ) 
   
  vexcelx<-observe( 
    { 
      updateSelectInput(session,"varexcelx",choices = colnames(bdcreditoexcel())) 
    } 
  ) 
   
  vexcely<-observe( 
    { 
      updateSelectInput(session,"varexcely",choices = names(bdcreditoexcel())) 
    } 
  ) 
   
  vgrupoexcel<-observe( 
    { 
      updateSelectInput(session,"grupovarexcel",choices = names(bdcreditoexcel())) 
    } 
  ) 
      if(is.null(bdcreditoexcel()))   { 
        return(NULL) 
      } 
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      if(input$tipograficoexcel=="lineal")    { 
        p<-ggplot(bdcreditoexcel(), aes_string(x=input$varexcelx, y=input$varexcely, 
group=input$grupovarexcel, color=input$grupovarexcel)) + 
          geom_line()+geom_point() +labs(x=input$varexcelx,y=input$varexcely)+ 
          ggtitle("GRAFICO DE LINEAS")+ theme_bw()+ 
          theme(panel.grid.major.x=element_blank(), panel.grid.major.y=element_line(colour = 
"grey50"), 
                plot.title=element_text(size = rel(2.2),face = "bold",vjust = 1.5), 
                axis.title=element_text(face="bold"),legend.position="top" 
          ) 
        print(p) 
   } 
       
      if(input$tipograficoexcel=="barras")   { 
         p<-ggplot(data=bdcreditoexcel(), aes_string(x=input$varexcelx, 
y=input$varexcely,fill=input$grupovarexcel))+ 
          geom_bar(stat = "identity", position = position_dodge(),width = NULL)+ 
          theme(panel.grid.major.x=element_blank(),panel.grid.major.y=element_line(colour = 
"grey50"), 
                plot.title=element_text(size = rel(2.2),face = "bold",vjust = 2.5), 
                axis.title=element_text(face="bold"),legend.position="top" 
          )+    ggtitle("GRAFICO DE BARRAS") 
        print(p) 
      } 
       
      if(input$tipograficoexcel=="circular")   { 
        p<-ggplot(data=bdcreditoexcel(), aes_string(x=input$grupovarexcel, 
y=1,fill=input$grupovarexcel)) + geom_bar(stat = "identity",width = NULL)+ 
          coord_polar(theta = 'y')+ guides(fill=guide_legend(override.aes  = list(colour=NA),nrow = 
2))+ theme(axis.ticks=element_blank(), axis.title=element_text(face="bold"), 
axis.text=element_blank(), panel.grid=element_blank(), plot.title=element_text(size = 
rel(2.2),face = "bold"),legend.position="top"   ) +  ggtitle("GRAFICO DE SECTORES") 
         print(p) 
      } 
  ) 
   
  output$graficoexcel<-renderPlot( 
    { 
      validate( 
        need(bdcreditoexcel()!="","\n NO SELECCIONO EL ARCHIVO EXCEL. \n REGRESE AL MENU Y 
SELECCIONE EL ARCHIVO CORRESPONDIENTE PARA VISUALIZAR EL GRAFICO DE LA TABLA DE 
DATOS...") 
      ) 
      graficoexcelreactivo() 
    } 
  ) 
  output$desexcel<- downloadHandler( 
    filename = "reportegrafico.pdf", 
    content = function(file) 
    { 
      file.copy("reportegrafico.pdf",file) 
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    } 
  ) 
  output$reportetablaexcel <- DT::renderDataTable( 
    { 
        bdcreditoexcelhistoria<-bdcreditoexcel() 
datatable(bdcreditoexcelhistoria, extensions = "TableTools", options=list(scrollx=TRUE, 
dom='T<"clear">lfrtip', tableTools = list(sSwfPath = copySWF(pdf = TRUE,"www")))) 
    } 
  ) 
  output$resrepexcel<- renderPrint( 
    { 
      validate( 
        need(bdcreditoexcel()!="", 
             "NO SE PUEDE MOSTRAR RESULTADOS DEL REPORTE...\n\n REGRESE AL MENU Y 
SELECCIONE EL ARCHIVO\n PARA SU CORRESPONDIENTE LECTURA Y PREDICCION...") 
      ) 
      summary(bdcreditoexcel()) 
    } 
   ) 
  
  bdnuevos<-reactive({ 
    canal<-odbcConnect("H-MYSQL",uid = "root") 
    nuevocliente<-sqlQuery(canal,"SELECT *FROM crednuevocliente") 
    return(nuevocliente) 
    close(canal) 
  }) 
   
  nuevatabla<-reactive({ 
    data.frame( 
      salario=as.character(input$salario), 
      tiempoempleo=as.character(input$tiempoempleo), 
      estadocivil=as.character(input$estadocivil), 
      sexo=as.character(input$sexo), 
      edad=as.numeric (input$edad), 
      trabajo=as.character(input$trabajo), 
      telefono=as.character(input$telefono), 
      personastrabajan=as.numeric(input$personastrabajan), 
      vivienda=as.character(input$vivienda), 
      otraspropiedades=as.character(input$propiedades), 
      cuentaahorro=as.character(input$cuentaahorro), 
      historialcredito=as.character(input$historial), 
      plazo=as.numeric(input$plazo), 
      montodecredito=as.numeric(input$montocredito), 
      proposito=as.character(input$proposito), 
      creditosexistentes=as.numeric (input$creditosexistentes), 
      fiador=as.character(input$fiador), 
      tiemporesidencia=as.character(input$tiemporeside), 
      diasatraso=as.character(input$diasatraso) 
    ) 
  }) 
   
  grabar<-eventReactive(input$grabarbasedatos,{ 
148 
 
    canal<-odbcConnect("H-MYSQL",uid = "root") 
    datosnuevos<-nuevatabla() 
    sqlQuery(canal,  paste0("INSERT INTO crednuevocliente   ( 
                    salario,tiempoempleo,estadocivil,sexo,edad,trabajo, 
                    telefono,personastrabajan,vivienda,otraspropiedades, 
                    cuentaahorro,historialcredito, 
                    plazo,montodecredito,proposito,creditosexistentes, 
                    fiador,tiemporesidencia,diasatraso  
                    ) 
                     
                    VALUES ( '",datosnuevos$salario,"', 
                    '",datosnuevos$tiempoempleo,"', 
                    '",datosnuevos$estadocivil,"',  
                    '",datosnuevos$sexo,"', 
                    '",datosnuevos$edad,"', 
                    '",datosnuevos$trabajo,"', 
                    '",datosnuevos$telefono,"', 
                    '",datosnuevos$personastrabajan,"', 
                    '",datosnuevos$vivienda,"', 
                    '",datosnuevos$otraspropiedades,"', 
                    '",datosnuevos$cuentaahorro,"', 
                    '",datosnuevos$historialcredito,"', 
                    '",datosnuevos$plazo,"', 
                    '",datosnuevos$montodecredito,"', 
                    '",datosnuevos$proposito,"', 
                    '",datosnuevos$creditosexistentes,"', 
                    '",datosnuevos$fiador,"', 
                    '",datosnuevos$tiemporesidencia,"', 
                    '",datosnuevos$diasatraso,"')" 
             ) 
    ) 
    close(canal) 
  } 
    ) 
  
  output$tablita<-DT::renderDataTable( 
    { 
      DT::datatable(nuevatabla(),options=list(scrollX=TRUE)) 
    } 
  ) 
   
  output$tablanuevos<-DT::renderDataTable( 
    { 
      DT::datatable(bdnuevos(),options=list(scrollX=TRUE)) 
     } 
  )   
   
  bdcreditomodelo<-reactive( 
    { 
      canal <- odbcConnect("H-MYSQL",uid = "root") 
      modelogeneral<-sqlQuery(canal,"SELECT *FROM creditomodelo") 
      return(modelogeneral) 
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      close(canal)  
    } 
  ) 
      if(is.null(nuevatabla())) 
      {return() } 
       
      if(is.null(bdcreditomodelo())) 
      {return()} 
      mode<-rpart(resultado~.,data=aprendizaje) 
      prediccion<-predict(mode,nuevatabla()) 
    } 
  ) 
      if(is.null(bdnuevos())) 
      {  return(NULL)   } 
       
      if(input$tipograficbd=="lineal")    { 
        p<-ggplot(bdnuevos(), aes_string(x=input$varxcbd, y=input$varycbd, 
group=input$grupovarcbd, color=input$grupovarcbd))+ 
          geom_line() + geom_point()+labs(x=input$varxcbd,y=input$varycbd)+ 
          ggtitle("GRAFICO DE LINEAS")+  theme_bw()+ 
          theme(panel.grid.major.x=element_blank(),panel.grid.major.y=element_line(colour = 
"grey50"), 
                plot.title=element_text(size = rel(2.2),face = "bold",vjust = 1.5), 
                axis.title=element_text(face="bold"),legend.position="top" 
          ) 
        print(p) 
     } 
       
      if(input$tipograficbd=="barras")   { 
         
        p<-ggplot(data=bdnuevos(), 
aes_string(x=input$varxcbd,y=input$varycbd,fill=input$grupovarcbd))+ 
          geom_bar(stat = "identity",position = position_dodge(),width = NULL)+ 
          theme(panel.grid.major.x=element_blank(),panel.grid.major.y=element_line(colour = 
"grey50"), 
                plot.title=element_text(size = rel(2.2),face = "bold",vjust = 2.5), 
                axis.title=element_text(face="bold"),legend.position="top" 
          )+   ggtitle("GRAFICO DE BARRAS") 
        print(p) 
      } 
       
      if(input$tipograficbd=="circular") 
      { 
        p<-ggplot(data=bdnuevos(), aes_string(x=input$grupovarcbd, 
y=1,fill=input$grupovarcbd))+geom_bar(stat = "identity",width = NULL)+ 
          coord_polar(theta = 'y')+guides(fill=guide_legend(override.aes = list(colour=NA),nrow = 2))+ 
output$descbd<- downloadHandler( 
    filename = "reportegrafico.pdf", 
     
    content = function(file) 
    { 
      file.copy("reportegrafico.pdf",file) 
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    } 
  ) 
    if(is.null(bdnuevos())) 
      { return() } 
       
      if(is.null(bdcreditomodelo())) 
      {return()} 
      aprendizaje<-bdcreditomodelo() 
      mode(resultado~.,data=aprendizaje) 
      prediccion<-predict(mode,bdnuevos()) 
    } 
  ) 
   
      for(i in 1:longitud)  {  
        if(nn[i]>=0.50&nn[i]<=0.70)   { 
          cat(i,"BRINDAR CREDITO SCORE: B\n") 
        } 
        else if(nn[i]>0.70&nn[i]<=1)   { 
          cat(i,"BRINDAR CREDITO SCORE: A\n") 
        } 
         
        else if(nn[i]>=0.4&nn[i]<0.5)    { 
          cat(i,"RIESGO DE CREDITO SCORE: C\n") 
        } 
        else if(nn[i]>=0.2&nn[i]<0.4)    { 
          cat(i,"RIESGO DE CREDITO SCORE: D\n") 
        } 
        else if(nn[i]>=0.001&nn[i]<0.2)    { 
          cat(i,"RIESGO DE CREDITO SCORE: E\n") 
        } 
      } 
   
  output$scorecxbd<- renderPrint({ 
      scoremodelocbd() 
  }) 
   
 output$reportescorebd <- DT::renderDataTable( 
    { 
      repcbd<-bdnuevos() 
      repcbd<-cbind(modeloganadorcxbd(),repcbd) 
      DT::datatable(repcbd, extensions ='TableTools',options=list(scrollx=TRUE, 
dom='T<"clear">lfrtip', tableTools = list(sSwfPath = copySWF(pdf = TRUE,"www")))) 
    } 
  ) 
    archivomodeloexcel<-reactive( 
    { 
      archivoexcel<-input$clienteexcel 
      if(is.null(archivoexcel)) 
      { 
        return(NULL) 
      } 
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 output$tablapredictivoxexcel<-DT::renderDataTable( 
    { 
       modeloganadorcxexcel() 
    } 
  ) 
   
   scoretablaexcelnuevo<-reactive( 
    { 
        nn<-c(modeloganadorcxexcel()) 
        longitud<-(length(nn))/2 
        for(i in 1:longitud)     { 
            if(nn[i]>=0.50&nn[i]<=0.70)    { 
                cat(i,"BRINDAR CREDITO SCORE: B\n") 
             } 
             else if(nn[i]>0.70&nn[i]<=1)    { 
                cat(i,"BRINDAR CREDITO SCORE: A\n") 
             } 
             else if(nn[i]>=0.4&nn[i]<0.5)   { 
                 cat(i,"RIESGO DE CREDITO SCORE: C\n") 
             } 
             else if(nn[i]>=0.2&nn[i]<0.4)   { 
                 cat(i,"RIESGO DE CREDITO SCORE: D\n") 
             } 
              else if(nn[i]>=0.001&nn[i]<0.2)   { 
                  cat(i,"RIESGO DE CREDITO SCORE: E\n") 
              } 
         } 
     } 
   ) 
   
   output$scorecxexcel<- renderPrint({ 
     validate( 
       need(modeloganadorcxexcel()!="","ARCHIVO NO SELECCIONADO. \n REGRESE AL MENU Y 
SELECCIONE EL ARCHIVO...") 
     ) 
      scoretablaexcelnuevo() 
   }) 
   
   vargrupxex<-observe( 
     { 
       updateSelectInput(session,"grupovarcex",choices = names(archivomodeloexcel())) 
     } 
   ) 
    
   ############################################################ 
   ## INICIO DE GRAFICOS DE tabla nuevo excel de clientes nuevos 
   ############################################################ 
    
       if(is.null(archivomodeloexcel())) 
       {  return(NULL)   } 
        if(input$tipograficex=="lineal") 
       { 
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         p<-ggplot(archivomodeloexcel(), aes_string(x=input$varxcex, 
y=input$varycex,group=input$grupovarcex,color=input$grupovarcex))+ 
           geom_line()+geom_point()+labs(x=input$varxcex,y=input$varycex)+ 
           ggtitle("GRAFICO DE LINEAS")+  theme_bw()+ 
           theme(panel.grid.major.x=element_blank(), panel.grid.major.y=element_line(colour = 
"grey50"), 
                 plot.title=element_text(size = rel(2.2),face = "bold",vjust = 1.5), 
                 axis.title=element_text(face="bold"),legend.position="top" 
           ) 
         print(p) 
  } 
        
       if(input$tipograficex=="barras")    { 
            p<-ggplot(data=archivomodeloexcel(), aes_string(x=input$varxcex, 
y=input$varycex,fill=input$grupovarcex))+  geom_bar(stat = "identity", position = 
position_dodge(), width = NULL)+ 
           theme(panel.grid.major.x=element_blank(),panel.grid.major.y=element_line(colour = 
"grey50"), 
                 plot.title=element_text(size = rel(2.2),face = "bold",vjust = 2.5), 
                 axis.title=element_text(face="bold"),legend.position="top" 
           )+   ggtitle("GRAFICO DE BARRAS") 
         print(p) 
       } 
        
       if(input$tipograficex=="circular") 
       { 
         p<-ggplot(data=archivomodeloexcel(), aes_string(x=input$grupovarcex, 
y=1,fill=input$grupovarcex)) + geom_bar(stat = "identity",width = NULL)+ 
           coord_polar(theta = 'y') +  guides(fill=guide_legend(override.aes = list(colour=NA),nrow = 
2))+          theme(axis.ticks=element_blank(), axis.title=element_text(face="bold"), 
axis.text=element_blank(),  panel.grid=element_blank(),plot.title=element_text(size = rel(2.2), 
face = "bold"), legend.position="top"   ) +  ggtitle("GRAFICO DE SECTORES") 
         print(p) 
       }     } 
   ) 
 
   output$descex<- downloadHandler( 
     filename = "repgraficoexc.pdf", 
     content = function(file) 
     { 
       file.copy("repgraficoexc.pdf",file) 
     } 
   ) 
    
   output$reportescoreexcel <- DT::renderDataTable( 
     { 
       repcbd<-archivomodeloexcel() 
       repcbd<-cbind(modeloganadorcxexcel(),repcbd) 
       DT::datatable(repcbd, extensions ='TableTools',options=list(scrollx=TRUE, 
dom='T<"clear">lfrtip', tableTools = list(sSwfPath = copySWF(pdf = TRUE,"www")))) 
     } 
   ) 
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   output$resrepcexcel<- renderPrint( 
     { 
       validate( need(modeloganadorcxexcel()!="", 
              "NO SE PUEDE MOSTRAR RESULTADOS DEL REPORTE...\n\n REGRESE AL MENU Y 
SELECCIONE EL ARCHIVO\n PARA SU CORRESPONDIENTE LECTURA Y PREDICCION...") 
       ) 
       repcbd<-archivomodeloexcel() 
       repcbd<-repcbd[,-c(1,5,6,7,8,10,11,15,16,17,18,19,20)] 
       summary(repcbd) 
     } 
   ) 
   
 }    
)     
 
########################################## 
## Librería Bosques Aleatorios: RandomForest 
########################################## 
 
mylevels <- function(x) if (is.factor(x)) levels(x) else 0 
 
"randomForest.default" <- 
    function(x, y=NULL,  xtest=NULL, ytest=NULL, ntree=500, 
             mtry=if (!is.null(y) && !is.factor(y)) 
             max(floor(ncol(x)/3), 1) else floor(sqrt(ncol(x))), 
             replace=TRUE, classwt=NULL, cutoff, strata, 
             sampsize = if (replace) nrow(x) else ceiling(.632*nrow(x)), 
             nodesize = if (!is.null(y) && !is.factor(y)) 5 else 1, 
             maxnodes=NULL, 
             importance=FALSE, localImp=FALSE, nPerm=1, 
             proximity, oob.prox=proximity, 
             norm.votes=TRUE, do.trace=FALSE, 
             keep.forest=!is.null(y) && is.null(xtest), corr.bias=FALSE, 
             keep.inbag=FALSE, ...) { 
    addclass <- is.null(y) 
    classRF <- addclass || is.factor(y) 
    if (!classRF && length(unique(y)) <= 5) { 
        warning("EL valor de la Variable Prediccion tiene cinco o menos valores únicos. ¿Seguro que 
quieres hacer la regresión? ") 
    } 
    if (classRF && !addclass && length(unique(y)) < 2) 
        stop("Necesitá al menos dos clases para hacer la clasificación.") 
    n <- nrow(x) 
    p <- ncol(x) 
    if (n == 0) stop("data (x) has 0 rows") 
    x.row.names <- rownames(x) 
    x.col.names <- if (is.null(colnames(x))) 1:ncol(x) else colnames(x) 
 
    keep.forest <- keep.forest 
 
    testdat <- !is.null(xtest) 
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    if (testdat) { 
        if (ncol(x) != ncol(xtest)) 
            stop("x XTEST y debe tener el mismo número de columnas ") 
        ntest <- nrow(xtest) 
        xts.row.names <- rownames(xtest) 
    } 
 
    if (mtry < 1 || mtry > p) 
        warning("invalid mtry: reset to within valid range") 
    mtry <- max(1, min(p, round(mtry))) 
    if (!is.null(y)) { 
        if (length(y) != n) stop("La longitud de la respuesta debe igual a la variable predictora ") 
        addclass <- FALSE 
    } else { 
        if (!addclass) addclass <- TRUE 
        y <- factor(c(rep(1, n), rep(2, n))) 
        x <- rbind(x, x) 
    } 
 
    if (any(is.na(x))) stop("NA  no se permite en los predictores") 
    if (testdat && any(is.na(xtest))) stop("NA  no se permite en la prueba xtest") 
    if (any(is.na(y))) stop("NA no se permite en la respuesta") 
    if (!is.null(ytest) && any(is.na(ytest))) stop("NA  no se permite en la prueba ytest") 
 
    if (is.data.frame(x)) { 
        xlevels <- lapply(x, mylevels) 
        ncat <- sapply(xlevels, length) 
         
        ncat <- ifelse(sapply(x, is.ordered), 1, ncat) 
        x <- data.matrix(x) 
        if(testdat) { 
            if(!is.data.frame(xtest)) 
                stop("xtest debe ser un data frame ") 
            xfactor <- which(sapply(xtest, is.factor)) 
            if (length(xfactor) > 0) { 
                for (i in xfactor) { 
                    if (any(! levels(xtest[[i]]) %in% xlevels[[i]])) 
                        stop("Nueva clase factor de xtest no esta presente en x") 
                    xtest[[i]] <- 
                        factor(xlevels[[i]][match(xtest[[i]], xlevels[[i]])], 
                               levels=xlevels[[i]]) 
                } 
            } 
            xtest <- data.matrix(xtest) 
        } 
    } else { 
        ncat <- rep(1, p) 
  names(ncat) <- colnames(x) 
        xlevels <- as.list(rep(0, p)) 
    } 
    maxcat <- max(ncat) 
    if (maxcat > 53) 
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        stop("No se puede manejar predictores categóricos con más de 53 categorías.") 
 
    if (classRF) { 
        nclass <- length(levels(y)) 
        ## Check for empty classes: 
        if (any(table(y) == 0)) stop("No se pueden tener clases vacias en y.") 
        if (!is.null(ytest)) { 
            if (!is.factor(ytest)) stop("ytest debe ser un factor") 
            if (!all(levels(y) == levels(ytest))) 
                stop("y e ytest deben ser de clase simple") 
        } 
        if (missing(cutoff)) { 
            cutoff <- rep(1 / nclass, nclass) 
        } else { 
            if (sum(cutoff) > 1 || sum(cutoff) < 0 || !all(cutoff > 0) || 
                length(cutoff) != nclass) { 
                stop("Especificacion incorrecta") 
            } 
            if (!is.null(names(cutoff))) { 
                if (!all(names(cutoff) %in% levels(y))) { 
                    stop("Nombre equivocado ") 
                } 
                cutoff <- cutoff[levels(y)] 
            } 
        } 
        if (!is.null(classwt)) { 
            if (length(classwt) != nclass) 
                stop("longitud de classwt no es igual a número de clases ") 
             
            if (!is.null(names(classwt))) { 
                if (!all(names(classwt) %in% levels(y))) { 
                    stop("Wrong name(s) for classwt") 
                } 
                classwt <- classwt[levels(y)] 
            } 
            if (any(classwt <= 0)) stop("classwt debe ser positivo") 
            ipi <- 1 
        } else { 
            classwt <- rep(1, nclass) 
            ipi <- 0 
        } 
    } else addclass <- FALSE 
 
    if (missing(proximity)) proximity <- addclass 
    if (proximity) { 
        prox <- matrix(0.0, n, n) 
        proxts <- if (testdat) matrix(0, ntest, ntest + n) else double(1) 
    } else { 
        prox <- proxts <- double(1) 
    } 
 
    if (localImp) { 
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        importance <- TRUE 
        impmat <- matrix(0, p, n) 
    } else impmat <- double(1) 
 
    if (importance) { 
        if (nPerm < 1) nPerm <- as.integer(1) else nPerm <- as.integer(nPerm) 
        if (classRF) { 
            impout <- matrix(0.0, p, nclass + 2) 
            impSD <- matrix(0.0, p, nclass + 1) 
        } else { 
            impout <- matrix(0.0, p, 2) 
            impSD <- double(p) 
            names(impSD) <- x.col.names 
        } 
    } else { 
        impout <- double(p) 
        impSD <- double(1) 
    } 
 
    nsample <- if (addclass) 2 * n else n 
    Stratify <- length(sampsize) > 1 
    if ((!Stratify) && sampsize > nrow(x)) stop("sampsize demasiado grande") 
    if (Stratify && (!classRF)) stop("sampsize debe ser de longitude uno") 
    if (classRF) { 
        if (Stratify) { 
            if (missing(strata)) strata <- y 
            if (!is.factor(strata)) strata <- as.factor(strata) 
            nsum <- sum(sampsize) 
            if (length(sampsize) > nlevels(strata)) 
                stop("sampsize tiene demasiados elementos.") 
            if (any(sampsize <= 0) || nsum == 0) 
                stop("Error en  especificacion de sampsize ") 
            if (!is.null(names(sampsize))) { 
                sampsize <- sampsize[levels(strata)] 
            } 
            if (any(sampsize > table(strata))) 
              stop("sampsize no puede ser mayor que la frecuencia de la clase ") 
        } else { 
            nsum <- sampsize 
        } 
        nrnodes <- 2 * trunc(nsum / nodesize) + 1 
    } else { 
        nrnodes <- 2 * trunc(sampsize/max(1, nodesize - 4)) + 1 
    } 
    if (!is.null(maxnodes)) { 
         
        maxnodes <- 2 * maxnodes - 1 
        if (maxnodes > nrnodes) warning("maxnodes exceed su maximo valor ") 
        nrnodes <- min(c(nrnodes, max(c(maxnodes, 1)))) 
    } 
        x <- t(x) 
    storage.mode(x) <- "double" 
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    if (testdat) { 
        xtest <- t(xtest) 
        storage.mode(xtest) <- "double" 
        if (is.null(ytest)) { 
            ytest <- labelts <- 0 
        } else { 
            labelts <- TRUE 
        } 
    } else { 
        xtest <- double(1) 
        ytest <- double(1) 
        ntest <- 1 
        labelts <- FALSE 
    } 
    nt <- if (keep.forest) ntree else 1 
 
    if (classRF) { 
        cwt <- classwt 
        threshold <- cutoff 
        error.test <- if (labelts) double((nclass+1) * ntree) else double(1) 
        rfout <- .C("classRF", 
                    x = x, 
                    xdim = as.integer(c(p, n)), 
                    y = as.integer(y), 
                    nclass = as.integer(nclass), 
                    ncat = as.integer(ncat), 
                    maxcat = as.integer(maxcat), 
                    sampsize = as.integer(sampsize), 
                    strata = if (Stratify) as.integer(strata) else integer(1), 
                    Options = as.integer(c(addclass, 
                    importance, 
                    localImp, 
                    proximity, 
                    oob.prox, 
                    do.trace, 
                    keep.forest, 
                    replace, 
                    Stratify, 
                    keep.inbag)), 
                    ntree = as.integer(ntree), 
                    mtry = as.integer(mtry), 
                    ipi = as.integer(ipi), 
                    classwt = as.double(cwt), 
                    cutoff = as.double(threshold), 
                    nodesize = as.integer(nodesize), 
                    outcl = integer(nsample), 
                    counttr = integer(nclass * nsample), 
                    prox = prox, 
                    impout = impout, 
                    impSD = impSD, 
                    impmat = impmat, 
                    nrnodes = as.integer(nrnodes), 
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                    ndbigtree = integer(ntree), 
                    nodestatus = integer(nt * nrnodes), 
                    bestvar = integer(nt * nrnodes), 
                    treemap = integer(nt * 2 * nrnodes), 
                    nodepred = integer(nt * nrnodes), 
                    xbestsplit = double(nt * nrnodes), 
                    errtr = double((nclass+1) * ntree), 
                    testdat = as.integer(testdat), 
                    xts = as.double(xtest), 
                    clts = as.integer(ytest), 
                    nts = as.integer(ntest), 
                    countts = double(nclass * ntest), 
                    outclts = as.integer(numeric(ntest)), 
                    labelts = as.integer(labelts), 
                    proxts = proxts, 
                    errts = error.test, 
                    inbag = if (keep.inbag) 
                    matrix(integer(n * ntree), n) else integer(n), 
                    DUP=FALSE, 
                    PACKAGE="randomForest")[-1] 
         
if (keep.forest) { 
             
            max.nodes <- max(rfout$ndbigtree) 
            treemap <- aperm(array(rfout$treemap, dim = c(2, nrnodes, ntree)), 
                             c(2, 1, 3))[1:max.nodes, , , drop=FALSE] 
        } 
        if (!addclass) {  
             
            out.class <- factor(rfout$outcl, levels=1:nclass, 
                                labels=levels(y)) 
            names(out.class) <- x.row.names 
            con <- table(observed = y, 
                         predicted = out.class)[levels(y), levels(y)] 
            con <- cbind(con, class.error = 1 - diag(con)/rowSums(con)) 
        } 
        out.votes <- t(matrix(rfout$counttr, nclass, nsample))[1:n, ] 
        oob.times <- rowSums(out.votes) 
        if (norm.votes) 
            out.votes <- t(apply(out.votes, 1, function(x) x/sum(x))) 
        dimnames(out.votes) <- list(x.row.names, levels(y)) 
        class(out.votes) <- c(class(out.votes), "votes") 
        if (testdat) { 
            out.class.ts <- factor(rfout$outclts, levels=1:nclass, 
                                   labels=levels(y)) 
            names(out.class.ts) <- xts.row.names 
            out.votes.ts <- t(matrix(rfout$countts, nclass, ntest)) 
            dimnames(out.votes.ts) <- list(xts.row.names, levels(y)) 
            if (norm.votes) 
                out.votes.ts <- t(apply(out.votes.ts, 1, 
                                        function(x) x/sum(x))) 
            class(out.votes.ts) <- c(class(out.votes.ts), "votes") 
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            if (labelts) { 
                testcon <- table(observed = ytest, 
                                 predicted = out.class.ts)[levels(y), levels(y)] 
                testcon <- cbind(testcon, 
                                 class.error = 1 - diag(testcon)/rowSums(testcon)) 
            } 
        } 
        cl <- match.call() 
        cl[[1]] <- as.name("randomForest") 
        out <- list(call = cl, 
                    type = if (addclass) "unsupervised" else "classification", 
                    predicted = if (addclass) NULL else out.class, 
                    err.rate = if (addclass) NULL else t(matrix(rfout$errtr, 
                    nclass+1, ntree, 
                    dimnames=list(c("OOB", levels(y)), NULL))), 
                    confusion = if (addclass) NULL else con, 
                    votes = out.votes, 
                    oob.times = oob.times, 
                    classes = levels(y), 
                    importance = if (importance) 
                    matrix(rfout$impout, p, nclass+2, 
                           dimnames = list(x.col.names, 
                           c(levels(y), "MeanDecreaseAccuracy", 
                             "MeanDecreaseGini"))) 
                    else matrix(rfout$impout, ncol=1, 
                                dimnames=list(x.col.names, "MeanDecreaseGini")), 
                    importanceSD = if (importance) 
                    matrix(rfout$impSD, p, nclass + 1, 
                           dimnames = list(x.col.names, 
                           c(levels(y), "MeanDecreaseAccuracy"))) 
                    else NULL, 
                    localImportance = if (localImp) 
                    matrix(rfout$impmat, p, n, 
                           dimnames = list(x.col.names,x.row.names)) else NULL, 
                    proximity = if (proximity) matrix(rfout$prox, n, n, 
                    dimnames = list(x.row.names, x.row.names)) else NULL, 
                    ntree = ntree, 
                    mtry = mtry, 
                    forest = if (!keep.forest) NULL else { 
                        list(ndbigtree = rfout$ndbigtree, 
                             nodestatus = matrix(rfout$nodestatus, 
                             ncol = ntree)[1:max.nodes,, drop=FALSE], 
                             bestvar = matrix(rfout$bestvar, ncol = ntree)[1:max.nodes,, drop=FALSE], 
                             treemap = treemap, 
                             nodepred = matrix(rfout$nodepred, 
                             ncol = ntree)[1:max.nodes,, drop=FALSE], 
                             xbestsplit = matrix(rfout$xbestsplit, 
                             ncol = ntree)[1:max.nodes,, drop=FALSE], 
                             pid = rfout$classwt, cutoff=cutoff, ncat=ncat, 
                             maxcat = maxcat, 
                             nrnodes = max.nodes, ntree = ntree, 
                             nclass = nclass, xlevels=xlevels) 
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                    }, 
                    y = if (addclass) NULL else y, 
                    test = if(!testdat) NULL else list( 
                    predicted = out.class.ts, 
                    err.rate = if (labelts) t(matrix(rfout$errts, nclass+1, 
                    ntree, 
                dimnames=list(c("Test", levels(y)), NULL))) else NULL, 
                    confusion = if (labelts) testcon else NULL, 
                    votes = out.votes.ts, 
                    proximity = if(proximity) matrix(rfout$proxts, nrow=ntest, 
                    dimnames = list(xts.row.names, c(xts.row.names, 
                    x.row.names))) else NULL), 
                    inbag = if (keep.inbag) matrix(rfout$inbag, nrow=nrow(rfout$inbag),  
         
 dimnames=list(x.row.names, NULL)) else NULL) 
    } else { 
  ymean <- mean(y) 
  y <- y - ymean 
  ytest <- ytest - ymean 
        rfout <- .C("regRF", 
                    x, 
                    as.double(y), 
                    as.integer(c(n, p)), 
                    as.integer(sampsize), 
                    as.integer(nodesize), 
                    as.integer(nrnodes), 
                    as.integer(ntree), 
                    as.integer(mtry), 
                    as.integer(c(importance, localImp, nPerm)), 
                    as.integer(ncat), 
                    as.integer(maxcat), 
                    as.integer(do.trace), 
                    as.integer(proximity), 
                    as.integer(oob.prox), 
                    as.integer(corr.bias), 
                    ypred = double(n), 
                    impout = impout, 
                    impmat = impmat, 
                    impSD = impSD, 
                    prox = prox, 
                    ndbigtree = integer(ntree), 
                    nodestatus = matrix(integer(nrnodes * nt), ncol=nt), 
                    leftDaughter = matrix(integer(nrnodes * nt), ncol=nt), 
                    rightDaughter = matrix(integer(nrnodes * nt), ncol=nt), 
                    nodepred = matrix(double(nrnodes * nt), ncol=nt), 
                    bestvar = matrix(integer(nrnodes * nt), ncol=nt), 
                    xbestsplit = matrix(double(nrnodes * nt), ncol=nt), 
                    mse = double(ntree), 
                    keep = as.integer(c(keep.forest, keep.inbag)), 
                    replace = as.integer(replace), 
                    testdat = as.integer(testdat), 
                    xts = xtest, 
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                    ntest = as.integer(ntest), 
                    yts = as.double(ytest), 
                    labelts = as.integer(labelts), 
                    ytestpred = double(ntest), 
                    proxts = proxts, 
                    msets = double(if (labelts) ntree else 1), 
                    coef = double(2), 
                    oob.times = integer(n), 
                    inbag = if (keep.inbag) 
                    matrix(integer(n * ntree), n) else integer(1), 
                    DUP=FALSE, 
                    PACKAGE="randomForest")[c(16:28, 36:41)] 
        if (keep.forest) { 
            max.nodes <- max(rfout$ndbigtree) 
            rfout$nodestatus <- 
                rfout$nodestatus[1:max.nodes, , drop=FALSE] 
            rfout$bestvar <- 
                rfout$bestvar[1:max.nodes, , drop=FALSE] 
            rfout$nodepred <- 
                rfout$nodepred[1:max.nodes, , drop=FALSE] + ymean 
            rfout$xbestsplit <- 
                rfout$xbestsplit[1:max.nodes, , drop=FALSE] 
            rfout$leftDaughter <- 
                rfout$leftDaughter[1:max.nodes, , drop=FALSE] 
            rfout$rightDaughter <- 
                rfout$rightDaughter[1:max.nodes, , drop=FALSE] 
        } 
        cl <- match.call() 
        cl[[1]] <- as.name("randomForest") 
        ypred <- rfout$ypred 
        if (any(rfout$oob.times < 1)) { 
            ypred[rfout$oob.times == 0] <- NA 
        } 
        out <- list(call = cl, 
                    type = "regression", 
                    predicted = structure(ypred + ymean, names=x.row.names), 
                    mse = rfout$mse, 
                    rsq = 1 - rfout$mse / (var(y) * (n-1) / n), 
                    oob.times = rfout$oob.times, 
                    importance = if (importance) matrix(rfout$impout, p, 2, 
                    dimnames=list(x.col.names, 
                                  c("%IncMSE","IncNodePurity"))) else 
                        matrix(rfout$impout, ncol=1, 
                               dimnames=list(x.col.names, "IncNodePurity")), 
                    importanceSD=if (importance) rfout$impSD else NULL, 
                    localImportance = if (localImp) 
                    matrix(rfout$impmat, p, n, dimnames=list(x.col.names, 
                                               x.row.names)) else NULL, 
                    proximity = if (proximity) matrix(rfout$prox, n, n, 
                    dimnames = list(x.row.names, x.row.names)) else NULL, 
                   ntree = ntree, 
                    mtry = mtry, 
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                    forest = if (keep.forest) 
                    c(rfout[c("ndbigtree", "nodestatus", "leftDaughter", 
                              "rightDaughter", "nodepred", "bestvar", 
                              "xbestsplit")], 
                      list(ncat = ncat), list(nrnodes=max.nodes), 
                      list(ntree=ntree), list(xlevels=xlevels)) else NULL, 
                    coefs = if (corr.bias) rfout$coef else NULL, 
                    y = y + ymean, 
                    test = if(testdat) { 
                        list(predicted = structure(rfout$ytestpred + ymean, 
                             names=xts.row.names), 
                             mse = if(labelts) rfout$msets else NULL, 
                             rsq = if(labelts) 1 - rfout$msets / 
                                        (var(ytest) * (n-1) / n) else NULL, 
                             proximity = if (proximity) 
                             matrix(rfout$proxts / ntree, nrow = ntest, 
                                    dimnames = list(xts.row.names, 
                                    c(xts.row.names, 
                                    x.row.names))) else NULL) 
                    } else NULL, 
                    inbag = if (keep.inbag) 
                    matrix(rfout$inbag, nrow(rfout$inbag), 
                           dimnames=list(x.row.names, NULL)) else NULL) 
    } 
    class(out) <- "randomForest" 
    return(out) 
} 
