We study an optimal investment control problem for an insurance company. The surplus process follows the Cramer-Lundberg process with perturbation of a Brownian motion. The company can invest its surplus into a risk free asset and a Black-Scholes risky asset. The optimization objective is to minimize the probability of ruin. We show by new operators that the minimal ruin probability function is a classical solution to the corresponding HJB equation. Asymptotic behaviors of the optimal investment control policy and the minimal ruin probability function are studied for low surplus levels with a general claim size distribution. Some new asymptotic results for large surplus levels in the case with exponential claim distributions are obtained. We consider two cases of investment controlunconstrained investment and investment with a limited amount.
Introduction
Stochastic optimization for insurance business with investment control has been studied extensively in recent years. Under the classical Cramer-Lundberg model (compound Poisson risk process), the problem of ruin minimization was first considered in Hipp and Plum [15] , where the investment control is unconstrained and the investment amount in the risky asset can be at any level. More recently, Azcue and Muler [1] studied the same model with a borrowing constraint that restricts the ratio of borrowed amount to the surplus level to invest in the risky asset. In Belkina et al. [2] , the authors considered the problem with a restriction that the investment (purchase or short-sell) in the risky asset is allowed only within a limited proportion of the surplus. In Gaier, Grandits and Schachermayer [9] , and Hipp and Schmidli [16] , for the case with zero interest and light tailed claims, asymptotic behavior of the ruin probability was investigated and convergence of the optimal investment level was proved as the surplus tends to infinity. In Frolova et. al. [7] , for the case with exponential claims, a power function approximation of the ruin probability was provided under the assumption that all surplus is invested in the risky asset. In Gaier and Grandits [8] , [10] , for claims with regularly varying tails, and in Grandits [12] , Schmidli [27] and Eisenberg [6] , for sub-exponential claims, certain asymptotic properties of the ruin probability and the optimal investment amount were obtained. Other related research articles worked on more complex control forms with reinsurance and investment. For example, Schmidli [26] considered an unconstrained optimal reinsurance-investment control problem under the classical model. Taksar and Markussen [30] , Luo [20] and Luo et al. [21] studied the problem under the diffusion approximation model with various investment restrictions.
One common extension of the compound Poisson model considers Brownian perturbation, which is known as the jump-diffusion model (See, e.g. [5] , [13] , [19] , [23] and [33] ). The surplus process is the sum of the classical risk process and a Brownian motion. Under this model, in Zhang and Yang [33] , a general objective function was studied with unconstrained investment control and numerical methods to compute the optimal investment strategy were discussed. In Gerber and Yang [13] , absolute ruin probability was considered. Laubis and Lin [18] showed a limiting expression for the ruin probability function which is a power function under the assumptions that investment amount is a fixed fraction of the surplus and that the insurance claims are exponential. In Lin [19] , an exponential upper bound for the minimal ruin probability was obtained and numerical calculations revealing the relationships between the adjustment coefficient and model parameters were conducted. In a surplus model with stochastic interest rate, Paulsen and Gjessing [23] studied the probability of eventual ruin and the time of ruin without investment control.
This paper studies the problem of ruin probability minimization with investment control. We consider the perturbed compound Poisson surplus model and assume positive interest rate as in [18] and [33] . The surplus can be invested into a risky asset (stock) and a risk-free asset, where the risky asset price follows a geometric Brownian motion. We consider two cases of investment. In the first case, we assume that there is no restriction on the investment (See, e.g. [15] and [33] ). That is, the investment amount in the risky asset can be at any level. Note that short-selling of the risky asset is allowed at any level in this case. In the second case, we assume that the investment amount in the risky asset is no more than a fixed level A and short-selling the stock is not allowed. This restriction is set to reduce leveraging level of the insurer which was considered in e.g. [21] . In both cases, the goal is to minimize the probability of ruin. The minimal ruin probability function is characterized by an integro-differential HJB equation as in [1] , [14] , [15] , [28] and [33] . The HJB equation has a classical solution and it can be shown that the minimal ruin probability function is proportional to the solution by a verification result.
We summarize three main contributions of this paper. First, we define novel operators to prove the existence of a classical solution to the HJB equation in the two investment cases. These operators provide an alternative method to compute the optimal investment strategy and the minimal ruin probability (See numerical examples in the last section). Second, we give asymptotic results on the optimal investment strategy and the minimal ruin function for low surplus levels. In the unconstrained case, we find that when the surplus level approaches to 0, the optimal investment amount tends to a fixed non-zero value, in contrast to the model without perturbation in [6] and [15] , where the optimal investment level tends to zero as surplus tends to 0. In addition, we find the rate at which the optimal investment amount converges to the non-zero level. Asymptotic results near 0 for the minimal ruin function are also studied. In the constrained case, we find close interplay between the model parameters and the optimal investment control. We give parameter conditions under which the optimal investment amount takes values 0, A, or a certain level in between respectively when the surplus is low. Note that all these asymptotic results are obtained for an arbitrary claim size distribution. Third, in the special case with an exponential claim distribution, we prove some new asymptotic results for large surplus levels. We show that the optimal investment amount has a finite limit when surplus tends to infinity. We also show that the minimal ruin probability function has a limiting expression that is the product of an exponential function and a power function as surplus tends to infinity. We note that these new limiting results (of the optimal investment problem with exponential claims) hold also in the classical model without perturbation.
The rest of this paper is organized as follows. In Section 2, we formulate the optimization problem. In Section 3, we prove existence of the classical optimal solution and give asymptotic results in the constrained case. In Section 4, we study the unconstrained case. In Section 5, we investigate the model when the claim size is exponential. Numerical examples and concluding remarks are given in Section 6.
The Optimization Problem
We assume that without investment the surplus of the insurance company is governed by the Cramer-Lundberg model:
where x is the initial surplus, c is the premium rate, N (t) is a Poisson process with constant intensity λ, Y i 's are positive i.i.d. random claims. Suppose that at time t, the insurance company invests an amount of a t to a risky asset whose price follows a geometric Brownian motion
where µ is the stock return rate, σ is the volatility, and B := {B t } t≥0 is a standard Brownian motion independent of {N (t)} t≥0 and Y i 's. The rest of the surplus of amount (X t − a t ) is invested in a risk free asset which evolves as
where r is the interest rate. We also assume that the surplus process is perturbed by a Brownian noise term. With perturbation and dynamic investment control, denoted by π := {a s } s≥0 , the surplus process is governed by
is a standard Brownian motion with E(dB s dB 1 s ) = ρds for some correlation ρ and σ 1 is the perturbation volatility. We assume that all the random variables are defined in a complete probability space (Ω, F , P ) endowed with a filtration {F t } t≥0 generated by processes {X t } t≥0 and {S t } t≥0 . A control policy π is said to be admissible if a t satisfies the following conditions: (i) a t is F t predictable, (ii) a t ∈ A, and (iii) a t is square integrable over any finite time interval almost surely, where A = [0, A] for a fixed A > 0 (constrained case) or A = (−∞, ∞) (unconstrained case). We denote by Π the set of all admissible controls. In this paper, we make the following assumptions: (i) the exogenous parameters A, c, r, µ, σ, σ 1 are positive constants; (ii) |ρ| = 1 (imperfect correlation); and (iii) the claim distribution function F has a continuous density with support (0, ∞) and a finite mean. Now we define ruin time of the insurance company under admissible policy π as the following
Thus the survival probability under policy π is
and the maximal survival probability is
We see δ(x) must be a non-decreasing function by its definition. If we assume that δ is twice continuously differentiable, then it solves the following Hamilton-Jacobi-Bellman equation:
where the operator L is given by
We note that M (δ)(x) is positive given that δ is an increasing function on (0, ∞). We also note an initial condition δ(0) = 0, due to Brownian perturbation.
Asymptotic investment at low surplus -the constrained case
In this section, we study the optimal control problem in the case when investment control is restricted with the control region A = [0, A]. We assume µ > r in this section and omit the other case µ ≤ r which can be treated similarly.
Suppose W is a twice continuously differentiable function and W solves the HJB equation. Write
when W ′′ (x) = 0. Then a W (x) is the unconstrained maximizer of the right side of HJB equation (2.5) when A = (−∞, ∞) and if W ′′ (x) < 0. The constrained maximizer when A = [0, A] is given by
for W ′′ (x) = 0, and a * W (x) = A for W ′′ (x) = 0. Now define an operator
w is a non-negative and continuous function on [0, ∞), and W is defined by
We note W (0) = 0. Below we give a result that shows existence of a classical solution to the HJB equation (2.5). We prove an integral-operator version of the Picard-Lindelöf theorem on the initial value problem. See [31] for the functional version of the arguments. 
where W i (x) =
x 0 w i (y)dy for i = 1, 2. So we get
Further, for any x ∈ [0, K], suppose T w 1 (x) ≥ T w 2 (x) and T w 2 (x) = T w2 (a * 2 , x), then we have
where
Thus we see the operator T is Lipschitz with respect to the supremum norm on C[0, K]:
with Lipschitz constant C(K). Now define operator
for w ∈ C[0, K]. Then it holds
The solution can be extended to [0, 2K] by the same proof and hence to [0, ∞). Differentiate (3.11) and the lemma is proved.
Write
where v is the solution in Lemma 3.1. We prove:
Proof. The lemma can be proved by contradiction. Define
Now we give a verification lemma:
Lemma 3.3. Suppose g is a positive, increasing, and twice continuously differentiable function on [0, ∞) and solves the HJB equation (2.5). Then g is bounded and the maximal survival probability function is given by δ(x) = g(x)/g(∞). Moreover, the associated optimal investment strategy is π * = {a * (t)} t≥0 , where a * (t) = a * δ (X π * t− ), and X π * t is the surplus at time t under the control policy π * .
The proof of Lemma 3.3 is similar to the proof of the verification result in [2] and we omit it. It is easy to check that V solves the HJB equation. Thus by Lemma 3.3, we obtain: Theorem 3.1. Function V is bounded and increasing on [0, ∞) and the maximal survival probability function is given by
The lemma can be shown by letting x → 0 in (3.6). The lemma shows local concavity of V at low surplus levels. In general, concavity of V is not clear in the constrained case. However, there always exits a concave solution of the HJB equation on (0, ∞) in the unconstrained case (See Section 4).
.
(3.16)
By differentiation, function f increases on (a 1 , a 2 ) where
when x is sufficiently small. The second inequality is because lim x→0 M (V )(x) = 0, lim x→0 v(x) = 1 and the fact that the parameter condition ρ < ρ 2 is equivalent to
when x is small. Since V solves the HJB equation and it holds sup 0≤a≤A L a V (x) = 0, this proves (3.13). Now we suppose ρ > ρ 1 and prove (iii).
(3.20)
Then it holds
for small x, where the second inequality is due to parameter condition ρ > ρ 1 . Thus it holds
for small x. This proves (3.15) .
for small x due to ρ < ρ 1 . Thus the maximizer of L a V (x) in a is not 0 and L 0 V (x) < 0. Contradiction! Hence under parameter condition ρ 2 < ρ < ρ 1 , the maximizer of L a V (x) in a is a V (x) for small x and it holds (3.14).
By Theorem 3.2, we obtain the following properties:
is equal to a V (0+) and solves the following equation:
Note it holds 0 < a * V (0+) < A under the parameter condition ρ 2 < ρ < ρ 1 . If µ = r, the quadratic equation above has two real roots.
all the cases.
Asymptotic investment at low surplus -the unconstrained case
In this section, we consider the unconstrained case. That is, the control region is given by A = (−∞, ∞). We assume µ = r in the derivation part of this section. The special case with µ = r is addressed in Remark 4.3.
Let us assume that the HJB equation (2.5) has a classical bounded solution V (x) which satisfies
and
Remark 4.1. It is easy to see that in the unconstrained case, the limit optimal investment amount at
This corrects a mistaken assumption on page 624 of [33] that the optimal initial investment amount is always 0.
Below we proceed to show that there exists a classical solution V that solves the HJB equation (4.5) with respect to conditions (4.1), (4.2) and (4.3).
Let H(y) = 1 − F (y). Then taking into account condition (4.2), the equation (4.6) can be rewritten in the form
where operators L 1 and L 2 are defined as the following:
for any continuous function w on (0, ∞). Then from (4.9) and (4.1), V ′′ satisfies
with condition V ′′ ≤ 0, where the operator L is defined by:
. Proof. Notice that for any w ∈ C[0, K] for any K > 0, the functions L 1 w, L 2 w and Lw are continuous in x. Consider two continuous functions w 1 (x), w 2 (x) in C[0, K] and the supremum norm
Then the following inequalities hold:
Also notice that function f (x, y) = x 2 + y 2 is Lipschitz:
Then we see:
(4.14)
Thus the operator L is Lipschitz on C[0, K] with constant C:
The rest of the proof is similar to that of Lemma 3.1 and we skip it. We then conclude (4.12).
where v is the solution of (4.12). We prove the following lemma: 
wherefrom we see lim
Passing x 1 ↑ x 0 in the above, contradiction! Thus it must hold x 0 = ∞ and we conclude v(x) is positive on [0, ∞). Immediately, v ′ (x) is negative.
To this end, we see that the function V given by (4.16) solves the HJB equation (4.5) with respect to conditions (4.1), (4.2) and (4.3). By a verification result (similar to Lemma 3.3), we see that the maximal survival function (value function) is given by δ(x) = V (x)/V (∞).
Next we study the asymptotic behavior of the HJB solution for low initial surplus. Writẽ
thenṽ(x) satisfies equation
where γ is defined in (4.7), wit initial conditioñ v(0+) = 0. Multiplying both sides of the last equation byṽ ′ (x), we get equation
We find representations of the solution of equation (4.20) with condition (4.19) and its derivative in such forms as: (1)), x → 0, where β > 0 and α are some constants. Taking into account that H(x) = 1 + o(1), x → 0, we have from (4.20) on principal terms of expansion:
From this relation it is easy to see that β = 1. Then
Recall thatṽ ′ (0+) = V ′′ (0+) < 0 in view of (4.1). We have,
where a * V (0+) is given by (3.22) . Hence, we get asymptotic representation of V (x):
In view of the value function δ(x), we have
where B is given in (4.23) and C = 1/V (∞) is a positive constant.
Next, we find more exact asymptotic representation of V ′′ (x) to obtain an asymptotic representation of the optimal strategy. For this, we introduce the change of variables
We characterize z(x) in the following form: For the optimal strategy (4.4), in view of (3.1), (4.21) and (4.24), we obtain for x → 0: (1)).
(4.25)
Finally, we have Theorem 4.2. For the optimal investment strategy, it holds Remark 4.4. In the case with unconstrained investment, when µ − r > 0 and ρ > ρ 1 , we have a * V (0+) < 0, which indicates that it is optimal to short-sell the high return stock to earn interest at low surplus levels. We note that this counter-intuitive investment strategy, which never occurs in the classical model without perturbation in the unconstrained case, shows a special feature of the perturbed model that investment (buying/short-selling the stock) is not only for the stock return but also for neutralizing the perturbation risk. We also note that this strategy (short-selling the high return stock to earn interest) can occur when a strong investment constraint on borrowing (money) and buying (stock) is imposed in the model without perturbation (See, e.g. [2] ).
Analysis of the case of exponential claims
We now analyze the case when the claim size Y has an exponential distribution with mean m. In this case, we show some new results on asymptotic behaviors for large surplus levels. For the special case µ = r, from a V (x) ≡ −ρ σ1 σ , we see that the optimal investment amount is a constant and this case is addressed in Remark 5.4. In the following, we assume µ = r.
5.1.
The unconstrained case. As in [3] (the case ρ = 0), we first derive an equation for the optimal strategy. From equation (4.8), for the case with exponential claim distribution function H (y) = e −ky , where k = 1/m, we have
where v(x) = V ′ (x), γ is given in (4.7) , c ρ and σ ρ are given in (4.18). Let
It holds v ′ (x) = e −kx (u ′ (x) − ku (x)). Then equation (5.1) can be rewritten as
Differentiating this equation with respect to x, we get
Divide both sides by u(x), and writẽ
2)
we have the following equation forã V :
and finally,
In the sequel, we find asymptotic representations of the optimal strategy and the value function at infinity. It can be shown that equation (5. 3) has a family of bounded solutions, each of which is representable in principal in the form of the following asymptotic series for large x:
A short justification of (5.4), for the functionã V defined in (5.2), is given in the Appendix. We then obtain the following property of the optimal strategy:
for some K > 0, wherefrom usingã V (y) =ã 0 +ã 1 1 y (1 + o(1)) for large y, we get
and we have the relation on the value function:
Write the minimal ruin probability function as:
and we have Ψ(x) = K 1 e −x/m x λ/r−1 (1 + o(1) ), x → ∞. (5.7)
Remark 5.1. We note that the results in (5.5) and (5.7) also hold in the model without perturbation σ 1 = 0. From (5.5), we see the optimal investment amount has a finite limit. The rate at which the optimal strategy converges to the limit is also given. In (5.7) , the limiting expression of the minimal ruin probability function is a product of an exponential function and a power function as x → ∞. We see that the interest rate r, the exponential claim mean m and the claim occurrence intensity λ play key roles in the expression, while the stock parameters µ, σ, the premium rate c and the perturbation parameter σ 1 are insignificant.
To compare (5.7) with the existing results (e.g., exponential bounds or power function approximation for the ruin probability function), we give the following remarks: o(1) ), x → ∞, for some constant K > 0. This result is obtained under the model without Brownian perturbation. And there is no control of investment, i.e., with all the surplus invested in the risky asset. One extension of this result is given in Theorem 2 of [18] , where the surplus process is modeled by the perturbed Cramer-Lundberg process. With a constant proportion of investment, i.e. the investment amount at time t is a t = αX t , for 0 < α ≤ 1, the ruin probability takes the form:
for some constant K and 2[µα+r(1−α)] α 2 σ 2 > 1. In these models, investment amount in the risky asset tends to infinity as surplus tends to infinity. Consequently, when the surplus level is large, the stock volatility and stock growth are major parameters that affect the ruin probability, but not the exponential mean, claim occurrence intensity and premium rate.
We note that the surplus process there is a special case of the jump-diffusion process in this paper with r = 0 and σ 1 = 0, and that he bound is obtained by using a constant investment policy π with amount µ Rσ 2 under which the process {e −RX π t } t≥0 is a martingale. In Theorem 4.2 of [19] with Brownian perturbation, it is shown Ψ(x) ≤ e −Rx , where R ∈ (0, 1/m) solves the equation
The discounted surplus process of [19] is a jump-diffusion process in a slight different form of ours with r = 0. The exponential bound can be obtained using a constant investment strategy π of amount µ Rσ 2 − ρ σ1 σ in our model with r = 0, and the process {e −RX π t } t≥0 is a martingale. 
In the case of exponential claims, recall k = 1/m, and equation (5.8) can be rewritten as It is easy to see that g ′ (x) = V (x) − kg(x). (5.10)
If V satisfies (5.9), then it satisfies the following equation:
which is the left-hand side of equation (5.9) . Then in view of (5.10), equation (5.11) can be rewritten as an ordinary differential equation (ODE) of the 3-rd order:
Put: where φ = V ′ . We set
Then y ′ 1 = y 2 , y ′ 2 = −(a 2 x + a 1 )y 2 − (a 4 x + a 3 )y 1 . Therefore, we obtain the equation in the following matrix form:
where y = (y 1 , y 2 ) T , and
Rewrite equation (5.18) in the form
This system has an irregular singular point at infinity of the 2-nd rang (see [32] ). Since the matrix A 0 has the eigenvalue zero, then to obtain a principal term of asymptotic behavior of the solution at infinity, we must find the correction to the zero eigenvalue by perturbation theory up to O(1/x 3 ). To do this, we use the method of asymptotic diagonalization for systems of linear ODE (See [17] and the references therein). First, we find a diagonalizator of matrix A 0 , i.e. a matrix D such that
whereÃ 0 is a diagonal matrix. It is easy to show that
Next introduce a change of variables 20) where z = (z 1 , z 2 ) T , E is the 2 × 2 identity matrix, and N 1 , N 2 are some 2 × 2 matrices to be determined below. Differentiating equation (5.20 ) in x, we have
and we get from (5.19) the equation
Choose matrices N 1 , N 2 in such a way that the equation assumes the form
whereÃ 1 andÃ 2 are some diagonal matrices. We let
(diagonal elements ofÃ 1 are the same as those in the matrixÃ 1 ) and we determineÃ 2 below. Equating the right sides of (5.21) and (5.22) we have
Equating the coefficients of x −1 we obtaiñ
which yields
Equating now the coefficients of x −2 we get
The system (5.22) is asymptotically equivalent to the following system (see [4] ):
wherez = (z 1 ,z 2 ) T , which is separated into two independent equations:
For x → ∞, the solutions of these equations have the following form:
for some constants C 1 and C 2 . The same representations are true for the solution of (5.22) . Notice
where l 2 , l 3 are the elements of matrix N 2 :
Therefore, considering the above notation for nondecreasing function V satisfying (3.13) for large x, we conclude
Note that the same conclusions are true for the case A = 0, if we consider the corresponding values of a i , i = 1, ..., 4, from (5.15), (5.16 ) and A ρ from (5.14) (in particular, A ρ = σ 1 in this case).
, from the asymptotic representation (5.5) for optimal strategy at large values of the surplus in the unconstrained case, we see V ′′ (x) < 0 and 0 < a V (x) < A for large values of the surplus; then the optimizer is a *
σ < 0), we have V ′′ (x) < 0 and a V (x) < 0 for large x, thus a * V (x) = 0 and V solves (3.15) .
If ρ = ρ 4 (i.e., A = (µ−r)m
is negative. Then V solves (3.13) or (3.14) respectively. If (λ − r) = 0, one of these cases takes place depending on others parameters and we omit further discussions.
If ρ = ρ 3 ( (µ−r)m r) is positive, or a V (x) ≥ 0 and a * V (x) = 0 if (λ − r) is negative. Then V solves (3.14) or (3.15) respectively. If (λ − r) = 0, one of these cases takes place depending on others parameters.
We have the following theorems on the optimal strategy and the value function: (1 + o(1) ), x → ∞, for some constant K 2 = K 2 (A) > 0.
Remark 5.4. From the analysis in this section, we see that under any investment strategy with a fixed amount invested in the risky asset, the survival probability function has a limiting expression with the same principal term (product of exponential and power functions) as in Theorem 5.4. We note that the results in Theorems 5.3 and 5.4 remain valid in the model without perturbation (σ 1 = 0). We also note that in the case without risky investment and perturbation (a s ≡ 0 and σ 1 = 0), the ruin probability function has the following form (See, e.g. [23] and [29] ): (1)), x → ∞, for some K > 0.
Numerical Examples and Conclusions
In this section, we give two numerical examples and a few concluding remarks.
In the examples, we consider the case of unconstrained investment. Computations using the asymptotic results and the operator (4.12) are conducted for various claim distributions. Example 6.1. In this example, the parameters are given by the following: µ = 0.42, r = 0.32, c = 0.36, λ = 0.3, ρ = −0.2, σ = 0.1, σ 1 = 0.2, and k = 1. We give calculations for cases with exponential, half-normal and log-normal claim distributions. For all cases of different distributions, we have the following asymptotic result for low surplus levels a * V (x) ≈ 0.8542115 − 0.02039470x(1 + o (1)), x → 0, using (3.22) and Theorem 4.2. The exponential claim distribution has mean 1 with tail probability function H(x) = e −x . The half-normal claim distribution has density and tail-probability functions given below:
where Φ is the standard normal distribution function and v is a parameter. We set v = π/2 and then the mean of the distribution is v 2/π = 1. The log-normal distribution has density and tail probability functions
with parameters v > 0 and u ∈ (−∞, ∞). We set v = 1 and u = −0.5 and hence the mean is e u+v 2 /2 = 1. For these claim distributions, the optimal investment controls calculated using (3.1) and the operator (4.12) numerically are given in Figures 1 and 2 . With the given exponential claim distribution, it holds the following asymptotic result for large surplus levels: o(1) ), x → ∞, using (5.5).
Example 6.2. In this example, the parameters are given by the following: µ = 0.2, r = 0.12, c = 0.5, λ = 0.3, ρ = 0.15, σ = 0.9, σ 1 = 0.5, and k = 0.5. We give calculations for cases with exponential, Weibull and Pareto claim distributions. For all cases of different distributions, we have the following asymptotic result for low surplus levels a * V (x) ≈ −0.05274736 + 0.01112835x (1 + o(1) ), x → 0, using (3.22) and Theorem 4.2. The exponential distribution has mean 2 and H(x) = e −0.5x . The Weibull distribution has density and tail-probability functions
where u and v are parameters. We set u = 1, v = 1/2. So the mean of the distribution is uΓ(1+1/v) = 2.
The Pareto claim distribution has density and tail probability functions
where u and v are parameters. We set u = 2, v = 2; so the mean is u/(v − 1) = 2. For these claim distributions, the optimal investment controls calculated using (3.1) and the operator (4.12) numerically are given in Figures 3 and 4 (We note that the optimal investment strategies in this example barely show a difference in Figure 3 in the two cases with the exponential and Pareto claim distributions). In the case with the exponential claim distribution, we have the following asymptotic result for large surplus levels
using (5.5).
In this paper, we study the optimal investment control problem under the scenario of ruin minimization. The surplus is modeled by a perturbed Cramer-Lundberg process. Investment control with a Black-Scholes stock and a risk-free asset is considered. We prove the existence of a classical solution to the HJB equation in both cases of investment using operators. In the constrained investment case, for low surplus levels, we find parameter conditions under which the optimal investment amount takes values 0 (no investment in the risky asset) or A (maximal level of risky investment), or it tends to a fixed level. In the unconstrained case, we show that the optimal investment amount approaches to a fixed level at a rate of order x as the surplus level x goes to 0. We also show that the maximal survival probability tends to 0 at a rate of order x. In the case with exponential claims, we give new asymptotic results for large surplus values. We prove that the optimal investment amount tends to a fixed level at a rate of 1/x as the surplus level x tends to infinity. We also prove that the minimal ruin probability function has a limit expression of e −x/m x λ/r−1 .
In general, the optimal investment control and the maximal survival probability function are not analytically tractable under the jump-diffusion model, i.e., it is usually unable to give explicit expressions for them. Thus the asymptotic results in this paper provide convenient and insightful calculations when finding the optimal investment control and the maximal survival probability. We characterize at first one finite limit solution to (6.1) given by a series w(x) = Σ ∞ k=0 a k /x k , (6.2)
where the coefficients a k are given by (using (6.1)):
a 0 = (µ − r)m/σ 2 > 0, a 1 = − (1 − λ/r) (µ − r)m 2 /σ 2 , .... Here d 0 = −2r/[σ 2 ρ + (µ − r) 2 m 2 /σ 2 ] < 0, and we omit expressions for the coefficients d 1 and d 2 . A general solution of the ODE (6.5) has the form b(x, D) = Dx d2 exp (d 0 x 2 /2 + d 1 x), where D is an arbitrary constant. Then the nonlinear ODE (6.4) has a one-parameter family of solutions which can be represented by the parametric Lyapunov series in terms of the integer powers of b(x, D). Thus any finite-limit solution to (6.1) has the following asymptotic representation:
where d 0 < 0 (see above), a 0 > 0 and a 1 are defined in (6.3). Next we prove by contradiction thatã V must be a finite-limit solution of (6.1). Notice thatã V > 0 when µ − r > 0 andã V < 0 when µ − r < 0. For the case µ − r > 0, if we assume lim (x) = ∞, leading to contradiction! So we conclude thatã V is a finite-limit solution of (6.1) which has the form of (6.6). We then obtain (5.4).
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