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Abstract
We consider a model problem for the secular growth, which covers all the cases likely to
happen in multi-scales BKW expansions for nonlinear hyperbolic systems. This model
problem consists in studying the growth in time of the solution of a nonhomogeneous
hyperbolic system whose source term is a product of various functions which solve
homogeneous hyperbolic systems. The secular growth is due to resonances, that we try to
control. When this is not possible, other tools such as decay properties or Strichartz estimates
must be used.
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1. Introduction
Secular growth is often the most tricky difﬁculty to handle in the justiﬁcation of
multiscales BKW expansions. It consists in the growth in the ‘‘fast’’ variables of the
proﬁles used in the expansion. Such a growth has two main drawbacks: it may break
the coherence of the ansatz, and it worsens the ﬁnal error estimates. For instance, the
ansatz
ueðt; xÞ ¼ U0ðet; t; xÞ þ eU1ðet; t; xÞ þ e2U2ðet; t; xÞ
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is not coherent for times tB1 (i.e. tB1=e) if U1ðt; t; xÞ grows linearly in t since eU1 is
then of size Oð1Þ; and therefore ceases to be a corrector. In this particular case, the
secular growth must therefore be sublinear to ensure the coherence of the ansatz.
Similarly, suppose that the residual obtained by plugging this ansatz into the
system of equations considered reads
reðt; xÞ ¼ eR1ðet; t; xÞ þ e2R2ðet; t; xÞ þ?;
this residual is of size Oð1Þ and hence not necessarily small if R1 grows linearly in t
for times tB1=e: More generally, the faster the secular growth in R1; the larger the
residual, and hence the worse the error estimate one obtains.
As far as the system of equations under consideration is of hyperbolic kind
(though vaguely as for the Euler equations for the water wave problem), the secular
growth can be controlled thanks to the peculiar way in which the proﬁles depend on
the secular variables: they always solve a nonhomogeneous hyperbolic system whose
source term is a product of functions solving another homogeneous hyperbolic
system (which reduces very often to a transport operator). More precisely, all the
cases of secular growth we know are covered by the following model problem, which
consists in studying the solution uðt; xÞ deﬁned on R1þd and with values in RD of
Mð@Þu ¼ gðv1;y; vJÞ;
ujt¼0 ¼ u0;
(
with
Njð@Þv j ¼ 0;
v jjt¼0 ¼ v j0 ; j ¼ 1;y; J;
(
ð1Þ
where g and the operators Mð@Þ and Njð@Þ; j ¼ 1;y; J; satisfy:
Assumption 1.1. (i) JANn; g is a J-linear mapping defined on ðRDÞJ and with values in
RD:
(ii) The operators Mð@Þ and Njð@Þ are of the form
Mð@Þ ¼ M0@t þ
Xd
k¼1
Mk@k and N
jð@Þ ¼ Nj0@t þ
Xd
k¼1
N
j
k@k; j ¼ 1yJ;
where Mk and N
j
k are real D  D symmetric matrices for all 0pkpd and 1pjpJ:
Moreover, M0 and N
j
0; j ¼ 1yJ; are positive definite.
Remark 1.1. Making in the ﬁrst system the change of dependent variable to M
1=2
0 u
and multiplying the resulting equations by M
1=2
0 preserves the assumptions and
brings us back to the case M0 ¼ Id: We therefore assume from now on that M0 ¼ Id;
and similarly that N
j
0 ¼ Id for all j ¼ 1;y; J:
In all the studies where it appeared, the problem of handling the secular growth
has been treated in quite different ways. For instance, sublinear secular growth is
needed to justify the Schro¨dinger approximation in diffractive optics [13,17], the
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envelope equations for oscillations of large amplitude [7,9], the long wave
approximation in ferromagnetic media [8]; sub-square root growth is needed in
the long wave approximation for general classes of quasilinear hyperbolic systems
[2,3] and for the water wave problem [19,20]; more precise estimates are needed in the
short wave approximation [22]. The results, such as the error estimates, given in these
papers are very rarely optimal. The aim of this paper is to study precisely the
phenomenon of secular growth in order to give sharp results for all the situations
likely to arise in the justiﬁcation of BKW expansions, thus allowing accurate error
estimates. As a simple consequence of the results presented here, one can for instance
improve the oð1Þ error estimates of [13,17] to Oð ﬃﬃep Þ or even OðeÞ; which can be quite
useful in practice, since the physical values of e are not always extremely small.
When J ¼ 1 in system (1), it is well known that u has a sublinear secular growth,
provided that the characteristical varieties of the two hyperbolic operators involved
have no common sheet. Our ﬁrst result (Proposition 2.3) is based on the control of
the set of resonances and shows that if the initial condition v10 has its Fourier
transform in LpðRdÞ with p big enough, then the growth rate can be made more
precise. We give examples proving that this rate is sharp. When the Fourier
transform of the initial condition v10 vanishes on the set of resonances, Proposition
2.4 shows that no secular growth is possible.
When JX2 and in space dimension d ¼ 1; Proposition 3.3 shows that the secular
growth of u is at most Oð ﬃﬃtp Þ (or oð ﬃﬃtp Þ in a particular case). This rate can be
improved (Propositions 3.3 and 3.4) when the initial conditions v10;y; v
J
0 have their
Fourier transform in Lp with p big enough. Here again, we prove that these results
are sharp. In Proposition 3.5, we consider the case when the initial conditions have
certain quantiﬁed decay properties.
When JX2 and in space dimension dX2; the results of the one-dimensional case
can be generalized if all the operators considered are transport operators; otherwise,
we use Strichartz estimates to give in Proposition 3.7 a secular growth rate which
depends on d and on J: When J ¼ 2 and d ¼ 3 for instance, we ﬁnd that the growth
rate is Oð ﬃﬃtp Þ; as in the one-dimensional case. When ðd  1ÞðJ  1ÞX4; no secular
growth is possible.
The plan of the paper is as follows: the next two subsections introduce the basic
geometrical and functional tools we need in this paper; in Section 2, we give sharp
estimates in the particular case J ¼ 1 of system (1). What we abusively call the
‘‘nonlinear’’ case JX2 is addressed in Section 3: after treating the one dimensional
case (Section 3.2), where all the operators Mð@Þ and Njð@Þ can be reduced to
transport operators, we address (Section 3.3) the general multi-dimensional case
which requires completely different tools based on Strichartz estimates. Two
technical proofs have been postponed to two appendices.
Notation. (i) Throughout this paper, constants are uniformly denoted by Cst:
(ii) Given any distribution fASðRdÞ0; we denote indifferently by fˆ or Ff the
Fourier transform of f :
(iii) To any real number 1pppN; we denote by
%
p its conjugate, 1=p þ 1=
%
p ¼ 1:
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(iv) Given any real number s; ½s denotes its integer part, i.e. the biggest integer
smaller than s:
1.1. A few properties of the characteristical varieties
First of all, let us recall the deﬁnition of the characteristical varieties.
Deﬁnition 1.1. The characteristical varieties CM and CNj associated with the
operators Mð@Þ and Njð@Þ; j ¼ 1;y; J; are deﬁned as
CM ¼ ðt; xÞAR1þd ; det tI þ
Xd
k¼1
Mkxk
 !
¼ 0
( )
;
CNj ¼ ðt; xÞAR1þd ; det tI þ
Xd
k¼1
N
j
kxk
 !
¼ 0
( )
;
for all j ¼ 1;y; J:
Remark 1.2. Since we have supposed in Assumption 1.1 that all the matrices Mk and
N
j
k are real, it is easy to see that ð0; 0Þ is a center of symmetry for CM and CNj :
Assuming moreover that Mð@Þ and Njð@Þ are strongly hyperbolic, we can
parameterize CM and CNj in a simple way. We recall the deﬁnition of a strongly
hyperbolic operator:
Deﬁnition 1.2 (Strong hyperbolicity). An operator Lð@Þ satisfying the same
assumptions as Mð@Þ and Njð@Þ is strongly hyperbolic (in the direction ðOoÞ) if
the different sheets of CL do not intersect outside the axis ðOoÞ:
Notation. If Mð@Þ and Njð@Þ; j ¼ 1yJ; are strongly hyperbolic, then there exists m
(resp. nj; j ¼ 1yJ) functions m1ymm (resp. n j1yn jnj) continuous on Rd and smooth
on RdWf0g such that
CM ¼
[m
m¼1
fðmmðxÞ; xÞ; xARdg and CNj ¼
[nj
n¼1
fðn jn ðxÞ; xÞ; xARdg:
Remark 1.3. The functions mm and n
j
n are homogeneous of degree one, while the
eigenprojectors pmðxÞ and p jn ðxÞ onto kerðmmðxÞ þ
P
k MkxkÞ and kerðn jn ðxÞ þP
k N
j
kxkÞ are homogeneous of degree zero.
When we have to control the resonances or to use the decay rate in LN norm of
the solutions of any strongly hyperbolic operator Lð@Þ; it is convenient to suppose
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that the hypersurfaces fxARd ; lðxÞ ¼ 1g; where l parameterizes any sheet of CL;
have everywhere positive curvature. This condition appears very often in the
literature. Following Strichartz [21], we call it the well roundedness condition.
Deﬁnition 1.3 (Well roundedness). A strongly hyperbolic operator Lð@Þ is called
well rounded if
8xa0; rankðHess lðxÞÞ ¼ d  1;
for all the l which parameterize a sheet of CL:
A ﬁrst application of this notion is given in the following lemma which provides
information on the relative behavior of the different sheets of the characteristical
varieties of two strongly hyperbolic operators L1ð@Þ and L2ð@Þ in two particular
cases.
Lemma 1.1. Let L1ð@ÞaL2ð@Þ be two strongly hyperbolic operators.
(i) If CL1-CL2 ¼ f0g then there exists a constant cL1;L240 such that
8xARd ; jl1ðxÞ  l2ðxÞjXcL1;L2 jxj;
where ðl1; l2Þ parameterizes any pair of sheets of CL1  CL2 :
(ii) If L1ð@Þ ¼ @t þ c  @x and L2ð@Þ is well rounded, and if the hyperplane tþ c  x ¼
0 is tangent to a sheet fðl2ðxÞ; xÞ; xARdg of CL2 then there exists a unique s0ASd1
such that rs0l2 ¼ c; and a constant g40 such that
8sASd1; jc  s l2ðsÞjXgjs>j2;
where s> denotes the orthogonal projection of s on s>0 ¼ fxARd ; x  s0 ¼ 0g; and
Sd1 the unit sphere of Rd :
Proof. (i) Due to the fact that l1 and l2 are homogeneous of degree one, one has
inf
xARd
jl1ðxÞ  l2ðxÞj
jxj ¼ infsASd1ðjl1ðsÞ  l2ðsÞjÞ:
Since ðl1  l2Þ is continuous and does not vanish on the compact set Sd1; we obtain
the existence of cL1;L240:
(ii) Since L2ð@Þ is well rounded, rl2 is a diffeomorphism from Sd1 onto
rl2ðSd1Þ [21]. Since moreover CL1 and CL2 are tangent, the existence and
uniqueness of s0 are proved.
Remark now that c  s0 ¼ l2ðs0Þ since, by deﬁnition, c ¼ rs0l2 and because l2 is
homogeneous of degree one. Moreover, s0 is the only element of S
d1 satisfying this
property: 8sASd1; sas0; one has c  s l2ðsÞa0: In order to prove this claim, we
use the fact that the bounded connected component of RdWðrl2ðSd1ÞÞ is strictly
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convex and that l2 is its support function, as a consequence of the well roundedness
of L2ð@Þ [11]. It follows that if rs0l2  s ¼ l2ðsÞ then necessarily rs0l2 ¼ rsl2; and
hence s ¼ s0:
Consequently, the inequality stated in the lemma is proved for s away from a
neighborhood of s0; provided that g is taken small enough. For s near s0; write
l2ðsÞ ¼ l2ðs0Þ þ rs0l2  ðs s0Þ þ 12 d2s0l2ðs s0; s s0Þ þ Oðjs s0j
3Þ:
Since l2ðs0Þ ¼ rs0l2  s0 with rs0l2 ¼ c; and since d2s0l2ðs0; Þ ¼ 0; we then have
l2ðsÞ  c  s ¼ 12 d2s0l2ðs>; s>Þ þ Oðjs s0j
3Þ; and the estimation of the lemma for s
near s0 follows from the fact that d2s0 is positive deﬁnite on s
>
0 ; as a consequence of
the well roundedness of L2ð@Þ: &
1.2. The spaces Eps
Thanks to the preceding section, we are able to take advantage of the geometric
properties of the characteristical varieties to control the secular growth phenomena.
The behavior (in space or frequency variables) of the initial conditions can also be
exploited. The spaces Esp are introduced to take advantage of the regularity of the
Fourier transform of the initial conditions (in as much as elements of Lp; pX2; are
more regular than elements of L2).
Deﬁnition 1.4. Let sAR and 1pppN: The space EspðRdÞ is deﬁned as
EspðRdÞ ¼ ffASðRdÞ0; jf jEsp :¼ jð1þ jxj
2Þs=2fˆjpoNg;
where j  jp denotes the usual norm of LpðRdÞ:
Remark 1.4. When p ¼ 2; we have the usual Sobolev space Es2ðRdÞ ¼ HsðRdÞ: Note
also that these spaces belong to the class of spaces Bp;k studied by Ho¨rmander [12].
We ﬁrst give a useful embedding property of these spaces.
Proposition 1.1. Let s; s0AR; and 1pp; p0pN:
If pXp0 and s4s0 þ dð1=p0  1=pÞ then EspðRdÞCEs
0
p0 ðRdÞ; and the injection is
continuous.
Proof. Suppose that 1op; p0oN; usual modiﬁcations yield the limiting cases. One
has
jujEs0
p0
¼
Z
Rd
ð1þ jxj2Þ
p0s0
2 juˆðxÞjp0 dx

 1=p0
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¼
Z
Rd
1
ð1þ jxj2Þ
p0ðss0Þ
2
ð1þ jxj2Þ
p0s
2 juˆðxÞjp0dx
0@ 1A1=p0
p 1
ð1þ j  j2Þ
p0ðss0Þ
2


1=p0
p
pp0
Z
Rd
ð1þ jxj2Þ
ps
2 juˆðxÞjp dx

 1=p
pCst jujEsp ;
thanks to the assumptions made on s; s0; p and p0; which proves the result. &
It is quite obvious that the Esp are Banach spaces. The following theorem gives
their properties as an algebra. Its proof is given in Appendix A.
Theorem 1.1. Let sAR and 1pppN: Then
(i) If u; vAE01-Esp; then uvAE01-Esp and
juvjEsppCstðjujE01 jvjEsp þ jujEsp jvjE01 Þ;
(ii) If u; vAEsp and if s4
d
p
ðp  1Þ; then uvAEsp and
juvjEsppCstjujEps jvjEps :
Remark 1.5. Thanks to these properties of algebra, the spaces Esp are well
adapted to the study of semilinear PDE. One can for instance check that the
classical cubic Schro¨dinger equation is well posed in Esp if s4
d
p
ðp  1Þ: Even for
some quasilinear equations, as KdV or KP equations, these spaces are of
interest [18].
2. Estimates of the secular growth in the linear case
We consider here the ‘‘linear’’ version of (1), i.e. the case J ¼ 1 which is written as
Mð@Þu ¼ gðvÞ;
ujt¼0 ¼ u0;
(
with
Nð@Þv ¼ 0;
vjt¼0 ¼ v0;
(
ð2Þ
where gALðRnÞ and the operators Mð@Þ and Nð@Þ are as in Assumption 1.1.
When Mð@Þ and Nð@Þ are strongly hyperbolic, we denote by m1;y; mm the m
sheets of CM and by n1;y; nn the n sheets of CN :
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The worst secular growth that one can expect for u is linear in time. Under simple
geometrical assumptions on the characteristical varieties, it is easy to obtain a
sublinear secular growth, but making this result more precise is more difﬁcult.
2.1. The general case: linear growth
If we denote by SMðÞ the semigroup associated with Mð@Þ; and similarly SNðÞ the
semigroup associated with Nð@Þ; it is easy to see that the solution u of ð2Þ is written,
for any initial condition v0 in E
s
pðRdÞ;
uðtÞ ¼SMðtÞu0 þ
Z t
0
SMðt  t0Þgðvðt0ÞÞ dt0
¼SMðtÞu0 þ
Z t
0
SMðt  t0ÞgðSNðt0Þv0Þ dt0: ð3Þ
Since both SMðtÞ and SNðtÞ act unitarily on all the EspðRdÞ; one can deduce from
Eq. (3) the following proposition.
Proposition 2.1. Let sAR and 1pppN: If u0 and v0 are in EspðRdÞ; then the unique
solution uACðRþ; EspðRdÞÞ of (2) satisfies
juðtÞjEsppju0jEsp þ Cst tjv0jEsp :
Optimality. The particular case of (2) given by @tu ¼ v and @tv ¼ 0 can be explicitly
solved: uðtÞ ¼ u0 þ tv0: This expression shows that the linear growth stated in
Proposition 2.1 can be obtained.
2.2. Sublinear secular growth
2.2.1. Nonspecific sublinear growth
In the example given above to prove the optimality of Proposition 2.1, one can
notice that the characteristical varieties CM and CN are the same. If we do not allow
such a situation, i.e. if CM and CN have no common sheet, then the secular growth of
u is sublinear.
Proposition 2.2. Let sAR; 1ppoN and u0; v0AEspðRdÞ:
If CM and CN have no common sheet (i.e. if mmðxÞannðxÞ for almost all xa0;
m ¼ 1;y;m and n ¼ 1;y; n), then the unique solution uACðRþ; EspðRdÞÞ of (2)
satisfies
lim
t-N
1
t
juðtÞjEsp ¼ 0:
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Proof. If u0 and v0 are in H
s; that is, if p ¼ 2; this proposition can be found in
[13,17]. Though the generalization to the case 1opoN does not raise any difﬁculty,
we give it here (for strongly hyperbolic operators) for the sake of completeness. If
Mð@Þ and Nð@Þ are strongly hyperbolic, one has for all fAS0ðRdÞ;
dSMðtÞf ðxÞ ¼Xm
m¼1
eitmmðxÞpmðxÞfˆðxÞ and dSNðtÞf ðxÞ ¼Xn
n¼1
eitnnðxÞpnðxÞfˆðxÞ;
so that one obtains with Eq. (3),
juðtÞjEspp ju0jEsp þ Cst
Xm
m¼1
Xn
n¼1
Z
Rd
Z t
0
eit
0ðmmðxÞnnðxÞÞ dt0
 p

 ð1þ jxj2Þps=2jbv0ðxÞjp dx1=p:
Thanks to the assumptions made in the statement of the proposition, it is easy to see
that the time dependent integral above is oðtÞ for almost all x; a dominated
convergence theorem concludes the proof. &
Remark 2.1. (i) The strong hyperbolicity assumption is not necessary here; the
important point in the proof is the fact that the set of resonances (which is here the
projection on the Rdx plane of CM-CNj ) has zero Lebesgue measure.
(ii) The case p ¼N is excluded here; this is because the proof relies on an
argument of dominated convergence which cannot be used when p ¼N:
Optimality. We show here that, when p ¼N and even though CM and CN do not
have any common sheet, one cannot expect a sublinear secular growth.
In order to do so, we consider the particular case of system (2) given by ð@t þ
@xÞu ¼ v and @tv ¼ 0: If u0 ¼ 0 then
uˆðt; xÞ ¼ teitx=2 sincðtx=2Þ#vðxÞ;
where sincðxÞ ¼ sinðxÞ=x; extended by 1 at 0:
Taking v ¼ v0 ¼ dAE0N yields #vðÞ  1; and hence juˆðxÞjN ¼ t; or equivalently,
jujE0N ¼ t; so that the secular growth is linear.
2.2.2. Specific sublinear growth
At this stage, we have seen that the general linear secular growth is in fact only
sublinear when CM and CN have no common sheet. In the proof of Proposition 2.2,
one can see that the secular growth is due to resonances, i.e. to all those x satisfying
fðxÞ :¼ mmðxÞ  nnðxÞ ¼ 0: This set is a real algebraic submanifold of dimension at
most d  1:
When no more can be said about it, we can only use the fact that it is of zero
Lebesgue measure to obtain the result of Proposition 2.2. But in some particular
cases, it is possible to know this set more precisely, as well as the order of
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cancellation of f on it. The cases we present in the following proposition cover
almost all the conﬁgurations one can meet in physical examples. The most simple is
when CM-CN ¼ f0g since the set of resonances then reduces to f0g: When the set of
resonances is not trivial, transversality of the operators is used to control the order of
cancellation of the resonance function f:
Deﬁnition 2.1. Let L1ð@Þ and L2ð@ÞaL1ð@Þ be two strongly hyperbolic operators
such that CL1-CL2af0g:
(i) We say that L1ð@Þ is transverse to L2ð@Þ if whenever one sheet of CL1 intersect
nontrivially a sheet of CL2 ; these two sheets are transverse in the ordinary sense of
transversality of manifolds.
(ii) We say that L1ð@Þ is tangent to L2ð@Þ if whenever one sheet of CL1 intersect
nontrivially a sheet of CL2 ; these two sheets are tangent in the ordinary sense of
tangency of manifolds.
Proposition 2.3. Suppose that Mð@ÞaNð@Þ are strongly hyperbolic. Let s; aAR;
1pp; roN: Then the following holds:
(i) When CM-CN ¼ f0g: the unique solution uACðRþ; EspðRdÞÞ of (2) satisfies
juðtÞjEspp
ju0jEsp þ Cst t
1 d
prjv0jEsp
%
r
if pr4d ðand a ¼ 0Þ;
ju0jEsp þ Cstð1þ ln tÞjv0jEsþ2ap
%
r
if pr ¼ d and a40;
ju0jEsp þ Cst jv0jEsþ2ap
%
r
if prod and 2aþ 14d=pr;
8>><>>:
for all tX1 and u0AEspðRdÞ and v0AEsþ2ap
%
r ðRdÞ:
(ii) When CM-CNaf0g; and Mð@Þ is transverse to Nð@Þ: for all u0AEspðRdÞ and
v0AEsþ2ap
%
r ðRdÞ; one has
juðtÞjEsppju0jEsp þ Cst t
1 1
prjv0jEsþ2ap
%
r
; if pr41 and 2apr4d  1;
If moreover both Mð@Þ and Nð@Þ are transport operators, then
juðtÞjEsppju0jEsp þ Cstð1þ ln tÞ jv0jEsþ2ap
%
r
if pr ¼ 1 and 2a4d  1:
(iii) When one of the operators Mð@Þ and Nð@Þ is a transport operator while the
other is well rounded, and when these two operators are tangent: if 4apr4d þ 1 and
2pr4d  1; then
juðtÞjEsppju0jEsp þ Cst t
1d1
2pr jv0jEsþ2ap
%
r
;
for all u0AEspðRdÞ and v0AEsþ2ap
%
r ðRdÞ:
The proof of the proposition relies strongly on the following two lemma.
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Lemma 2.1. Let 1pqoN and j be a smooth, bounded function defined on R and such
that jð0Þ ¼ 0: For all xARdWf0g; denoting CtðxÞ :¼ jðtjxjÞjxj and waðxÞ :¼ ð1þ jxj2Þa=2;
one has
jctjqpCst t
1d
q if q4d;
jctw2ajqpCstð1þ ln tÞ if q ¼ d and a40;
jctw2ajqpCst if qod and 2aþ 14d=q;
for all tX1:
Proof. First consider the case q4d: One then has
jctjq ¼
Z
Rd
jjðtjxjÞjq
jxjq dx

 1=q
¼ t1
d
q
Z
Rd
jjðjxjÞjq
jxjq dx

 1=q
pCst t1
d
q;
since the condition q4d implies the convergence of the above integral.
For qpd; one has
jctw2ajq ¼
Z
Rd
jjðtjxjÞjq
jxjq
1
ð1þ jxj2Þaq dx
 !1=q
pCstþ
Z
jxjp1
jjðtjxjÞjq
jxjq dx
 !1=q
;
provided that 2aþ 14d=q: But
Z
jxjp1
jjðtjxjÞjq
jxjq dx
 !1=q
p t1
d
q
Z
jxjpt
jjðjxjÞjq
jxjq dx
 !1=q
pCst t1
d
q 1þ
Z t
1
rd1q dr

 1=q !
;
which is bounded by a constant if d4q and by Cstð1þ ln tÞ if d ¼ q: &
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Lemma 2.2. Let 1pqoN: For all x ¼ ðx1;y; xdÞARd ; define ctðxÞ :¼ e
itx11
x1
(or
ctðxÞ :¼ it if x1 ¼ 0) and waðxÞ :¼ ð1þ jxj2Þa=2: Then
jctw2ajqpCst t
1d
q if 2aq4d  1;
jctw2aj1pCstð1þ ln tÞ if 2a4d  1;
for all tX1:
Proof. We only prove the case q ¼ 1; slight modiﬁcations yielding the case q41:
Denoting xII :¼ ðx2;y; xdÞ; one has
jctw2aj1p
Z
Rd1
Z
R
eitx11
x1
  1ð1þ jxj2Þa dx1
 !
dxII
p
Z
Rd1
1
ð1þ jxIIj2Þa
Z
jx1jp1
eitx1  1
x1
 dx1
 
þ 2
Z
jx1jX1
1
jx1jð1þ jxj2Þa
dx1
!
dxII:
Following the same line as in the case d ¼ q of Lemma 2.1, one obtains
jctw2aj1pCstð1þ ln tÞ
Z
Rd1
1
ð1þ jxIIj2Þa
dxII þ
Z
xARd ;jx1jX1
1
jx1jð1þ jxj2Þa
dx:
Since these two integrals converge when 2a4d  1; the lemma is proved. &
Proof. As in the proof of Proposition 2.2, one can prove that the solution u of (2)
satisﬁes, for all 1ppoN;
juðtÞjEspp ju0jEsp þ Cst
X
m;n
Z
Rd
Z t
0
eit
0ðmmðxÞnnðxÞÞ dt0
 pð1þ jxj2Þps=2jbv0ðxÞjp dx 1=p
:¼ ju0jEsp þ Cst
X
m;n
A1=pm;n: ð4Þ
Now, by Ho¨lder’s inequality and for all 1proN;
Am;npCst
Z
Rd
Z t
0
eit
0ðmmðxÞnnðxÞÞ dt0
 pr 1ð1þ jxj2Þapr dx
" #1=r
jv0jpEsþ2ap
%
r
:¼B1=rm;njv0jpEsþ2ap
%
r
: ð5Þ
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In order to give an upper bound for Bm;n; remark that
Z t
0
eit
0ðmmðxÞnnðxÞÞ dt0
  ¼ t 2 sin ðt2ðmmðxÞ  nnðxÞÞÞtðmmðxÞ  nnðxÞÞ
 
p t jðtjmmðxÞ  nnðxÞjÞ
tjmmðxÞ  nnðxÞj
; ð6Þ
where j is a real-valued positive function deﬁned on Rþ as jðrÞ ¼ 2 sinðr=2Þ if
rA½0; p and jðrÞ ¼ 2 if r4p: We now distinguish the three cases of the proposition.
Case i: Since r/jðrÞ=r is decreasing and CM-CN ¼ f0g; one can deduce from
Eq. (6) and Lemma 1.1(i) that
Z t
0
eit
0ðmmðxÞnnðxÞÞ dt0
 pjðtcM;N jxjÞcM;N jxj ;
where the positive constant cM;N is as in Lemma 1.1. Applying Lemma 2.1 with j
deﬁned as in (6) and q :¼ pr; and using estimates (4) and (5) yields the result.
Case ii: We suppose that mm and nn parameterize a sheet of CN and CM ;
respectively, which intersect nontrivially. Otherwise, the (better) estimates of (i) hold.
From Eqs. (5), (6), and using the fact that mm and nn are homogeneous of degree one,
one obtains
Bm;n ¼ Bnptpr
Z N
0
Z
Sd1
jðtrjmmðsÞ  nnðsÞjÞpr
trjmmðsÞ  nnðsÞjpr
rd1
ð1þ r2Þapr SðdsÞ dr; ð7Þ
where Sd1 denotes the unit sphere of Rd and S its Lebesgue measure.
Since Mð@Þ is transverse to Nð@Þ; there exists b40 such that jrmmðsÞ 
rnnðsÞjXb for all sASd1: There exists therefore a ﬁnite (because Sd1 is a compact
set) recovering of Sd1 by open subsets O1;y;OL such that on each Ol there exists a
diffeomorphism
f l : Ol-flðOlÞ;
s/f lðsÞ ¼ f l1ðsÞ :¼ nnðsÞ  mmðsÞ; f l2ðsÞ;y; f ldðsÞ
 
;
where all the f l2 ;y; f
l
d are real valued. Let ðwlÞl be a partition of unity subordinated
to ðOlÞl ; and decompose Bn into Bn ¼ B1n þ?þ BLn ; with obvious notations. Since
for all lA½1; L; f lðSupp wlÞ is a compact set, the changes of variables s0 ¼ f lðsÞ and
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then s001 ¼ trs01 yield
Blnp tpr
Z N
0
Z
Ol
jðtrjf l1ðsÞjÞ
trjf l1ðsÞj
 pr rd1ð1þ r2Þapr SðdsÞ dr
pCst tpr
Z N
0
Z
R
jðtrjs01jÞ
trs01
 pr rd1ð1þ r2Þapr ds01 dr
pCst tpr1
Z N
0
rd2
ð1þ r2Þapr dr
Z
R
jðjs001jÞ
s001
 prds001 :
Therefore, BlnpCst tpr1; provided that 2apr  ðd  2Þ41 and pr41; and hence
BnpCst tpr1: The end of the proof follows as in the ﬁrst case.
For the particular case pr ¼ 1 and both Mð@Þ and Nð@Þ are transport operators,
note that up to a linear change of variables, the left-hand side of (6) is equal to ctðxÞ
as deﬁned in Lemma 2.2. Therefore, the result is a simple consequence of this lemma
and of (4) and (5).
Case iii: We suppose here that Mð@Þ ¼ @t þ c  @x and Nð@Þ is well rounded. The
case obtained by a permutation of Mð@Þ and Nð@Þ can be treated exactly in the same
way.
The proof follows the proof of the second case until Eq. (7). At this point, we use
Lemma 1.1(ii) and the fact that r/jðrÞ=r is decreasing to obtain
Bnp tpr
Z N
0
Z
Sd1
jðtrgjs>j2Þ
trgjs>j2


pr
rd1
ð1þ r2Þapr SðdsÞ dr
pCst tpr
Z N
0
Z
Bd1
jðtrgjs>j2Þ
trgjs>j2


pr
rd1
ð1þ r2Þapr ds> dr;
where Bd1 denotes the unit ball of Rd1: The change of variables s0> ¼
ﬃﬃﬃﬃ
tr
p
s> then
yields
BnpCst tpr
d1
2
Z N
0
Z
Rd1
jðgjs0>j2Þ
gjs0>j2


pr
rd1
d1
2
ð1þ r2Þapr ds
0
> dr
¼Cst tprd12
Z N
0
r
d1
2
ð1þ r2Þapr dr
Z
Rd1
jðgjs0>j2Þ
gjs0>j2


pr
ds0>;
and hence BnpCst tpr
d1
2 ; provided that 2apr  d1
2
41 and 2pr4d  1: &
Remark 2.2. (i) The secular growth is lower in point (i) of the proposition than in
point (iii), and lower (when dX3) in this latter than in the second one. This had to be
expected since the cause of the secular growth is the presence of resonances. In point
(i) the set of resonances is just a point, while in (ii) it is a submanifold of dimension
d  1; and in (iii) of dimension 1. Note that when d ¼ 2; the submanifold of
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resonances has the same dimension in the last two cases, but that the secular growth
given by the proposition is not the same for both cases. This is because the order of
cancellation of the function of resonances mmðxÞ  nnðxÞ on the set of resonances is
also important. The higher it is, the bigger the secular growth.
(ii) In the ﬁrst case of point (i) of the proposition, we have taken v0AEsþ2ap
%
r with
a ¼ 0 for the sake of simplicity; in fact, a can take small negative values (more
precisely, we can allow 2a4d  pr), enhancing a slight regularizing effect.
Optimality. (i) We show here that the exponent of t given in Proposition 2.3(i) is the
best that one can expect under the assumptions made in that proposition.
In order to do so, we take v0 deﬁned as
bv0ðxÞ ¼ 1jxja wBðxÞ;
where 0oao1=2 and wB is the indicatrix function of the closed unit ball B of R: One
has v0AEN1=ae for any e40 (here d ¼ 1).
For the particular case of system (2) given by ð@t þ @xÞu ¼ v and @tv ¼ 0; and for
u0 ¼ 0 the solution u is given by
uˆðt; xÞ ¼ eitx e
itx  1
ix
bv0ðxÞ;
and therefore, juðtÞjE0
2
¼ juðtÞjL2 is given by
juðtÞjE0
2
¼
Z
jxjp1
eitx  1
x
 2 1jxj2a dx
 !1=2
¼ t1þa
Z
jxjp1
eitx  1
tx
 2 1jtxj2a dx
 !1=2
¼ t1þa12
Z
jxjpt
eix  1
x
 2 1jxj2a dx
 !1=2
:
Since for all 0oao1=2; we have
R
R
jeix1x j2 1jxj2a dxoN; we can deduce from the above
inequalities that
juðtÞjE0
2
BCst t1þa
1
2 for tBN: ð8Þ
Using the results of Proposition 2.3(i), we would have obtained juðtÞjE0
2
¼
Oðt112þ a1aeÞ: Since the limit exponent obtained by letting e-0 is the exponent
given in (8), one cannot expect, under the assumptions of Proposition 2.3(i), a
general result giving a secular growth with a better rate.
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(ii) Under the assumptions of Proposition 2.3(iii), the best growth rate one can
expect for the Hs norm of uðtÞ is t1=2 when d ¼ 3: The example of large corrector for
diffractive optics given in [13, Section 7.5] proves that this rate can be obtained.
If, as we have just seen, it is not possible to improve the growth rate given in
Proposition 2.3 without any additional assumption, one can however improve this
result in the following way.
Corollary 2.1. With the assumptions giving an algebraic secular growth in Proposition
2.3, if u0AEsp and v0AE
sþ2a
p
%
r (with a ¼ 0 in case (i)), then one has
lim
t-N
1
tb
juðtÞjEsp ¼ 0;
where b ¼ 1 d
pr
in case (i), b ¼ 1 1
pr
in (ii) and b ¼ 1 d1
2pr
in (iii).
Proof. The proof follows the same lines in the three cases. We detail it for (ii) for
instance.
Denote by R the set of resonances R :¼ fxARd ; (m; (n; mmðxÞ  nnðxÞ ¼ 0g: We
ﬁrst prove the following claim: if bv0ADðRdWRÞ; i.e. if bv0 is smooth and compactly
supported in RdWR; then juðtÞjEsp is bounded in time. Indeed, instead of integrating
over the full space Rd in the expression deﬁning Bm;n in Eq. (5), one can integrate
only on the support of bv0: Therefore, the r.h.s. of (6) can be majorized by
2
inf
xASupp bv0 jmmðxÞnnðxÞj which is ﬁnite thanks to the assumption made on v0: The claim
then follows from Eqs. (4) and (5).
Remark now that A :¼ ffAS0ðRdÞ; fˆADðRdWRÞg is dense in Esþ2ap
%
r ; so that one
can ﬁnd a sequence ðv0;nÞnANAAN such that v0;n-v0 in Esþ2ap
%
r when n-N: We want
to prove that for any e40; there exists t0 such that for any t4t0; one has
tbjuðtÞjEspoe: We ﬁrst write
juðtÞjEsppjuðtÞ  unðtÞjEsp þ junðtÞjEsp ;
where un is the solution of (2) with data v0;n instead of v0: Thanks to Proposition 2.3,
one has
juðtÞjEsppCstð1þ t
bÞ jv0  v0;njEsp
%
r
þ junðtÞjEsp :
Let n0 be big enough to have Cst jv0  v0;njEsþ2ap
%
r
oe=3: Now, thanks to the claim
proved above, there exists t0 such that t
bjun0ðtÞjEspoe=2 when t4t0: Possibly taking
a bigger t0; one can assume that for such times, ð1þ tbÞtbo3=2; and hence that
1
tb
juðtÞjEspoe=2þ e=2;
which concludes the proof of the corollary. &
D. Lannes / J. Differential Equations 190 (2003) 466–503 481
2.3. Absence of secular growth
If Proposition 2.3(i) shows that in some cases, no secular growth occurs, in most
situations, it does, and we gave sharp results of secular growth. However, one can
notice that the example used to prove the optimality of these results relies on the fact
that bv0 takes important values near the origin. We now show that if we exclude such
a behavior, then no secular growth is possible for u: Before stating the proposition,
we need the following deﬁnition.
Deﬁnition 2.2. Let P be the real-valued function deﬁned on R as PðrÞ ¼ jrj if jrjp1
and PðrÞ ¼ 1 for jrj41: The Fourier multiplier P is then deﬁned as Pf :¼
F1 Pðj  jÞfˆðÞ
 
; for any fAS0ðRdÞ:
Proposition 2.4. Suppose that Mð@Þ and Nð@Þ are strongly hyperbolic, and assume
that CM-CN ¼ f0g: Let sAR and 1pp; rpN:
If 14d=pr then the unique solution uACðRþ; EspðRdÞÞ of (2) satisfies
juðtÞjEsppju0jEsp þ Cst jv0jEsp
%
r
;
for any u0AEsp and v0 ¼ Pv0 with v0AEsp
%
r:
Proof. With the notations used in the proof of Proposition 2.3, and under the new
assumptions made here, one can estimate the terms Am;n which appear in Eq. (4) as
follows:
Am;np
Z
Rd
2 sinðt=2ðmmðxÞ  nnðxÞÞÞ
mmðxÞ  nnðxÞ
 pð1þ jxj2Þps=2jPðjxjÞjpjbv0jp dx
p 2 sinðt=2ðmmðxÞ  nnðxÞÞÞ
mmðxÞ  nnðxÞ

 p
jPðjxjÞjp
 
r
jv0jpEsp
%
r
; ð9Þ
for 1ppoN and 1prpN and thanks to Ho¨lder’s inequality.
From Lemma 2.1 we then have
Am;np2p
PðjxjÞp
ðcM;N jxjÞp
 
r
jv0jpEsp
%
r
;
and hence Am;npCst jv0jpEsp
%
r
; provided that 14d=pr: The proposition is thus proved
for 1ppoN and 1prpN:
In order to obtain the result when p ¼N; one must replace Eq. (5) by
juðtÞjEsNpju0jEsN þ Cst
X
m;n
A0m;n;
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where
A0m;n ¼
2 sinðt=2ðmmðxÞ  nnðxÞÞÞ
mmðxÞ  nnðxÞ
ð1þ jxj2Þs=2PðjxjÞbv0 
N
p 2 sinðt=2ðmmðxÞ  nnðxÞÞÞ
mmðxÞ  nnðxÞ
PðjxjÞ
 
N
jv0jEsN :
Here again, the ﬁrst term of the r.h.s. is bounded independently of t: &
Remark 2.3. We used in the proof of Corollary 2.1(i) the fact that when CM-CN ¼
f0g; u is not secular if bv0ADðRdWf0gÞ: This is also a direct consequence of
Proposition 2.4. &
We also have the following useful corollary in dimension d ¼ 1:
Corollary 2.2. Suppose that d ¼ 1 and that the assumptions of Proposition 2.4 are
satisfied.
If u0AEsp and v0 ¼ @x ev0 with *v0AEsþ1p
%
r ; then
juðtÞjEsppju0jEsp þ Cst jev0jEsþ1p
%
r
:
Proof. If v0 ¼ @x ev0 with ev0AEsþ1p
%
r ; then one has v0 ¼ Pv0; with v0 ¼ Qev0 and Q is the
Fourier multiplier associated with the function QðxÞ ¼ isgn ðxÞ if jxjp1 and QðxÞ ¼
ix otherwise. It follows that v0AEsp
%
r; and that
jv0jEsp
%
r
pjev0jEsþ1p
%
r
;
so that the end of the proof is now a consequence of Proposition 2.4. &
3. Estimates of the secular growth in the nonlinear case
We consider here the ‘‘nonlinea
%
r’ version of (1), i.e. the case JX2;
Mð@Þu ¼ gðv1;y; vJÞ;
ujt¼0 ¼ u0
(
with
Njð@Þvj ¼ 0;
v jjt¼0 ¼ v j0 ; j ¼ 1;y; J;
(
where the operators Mð@Þ and Njð@Þ are as in Assumption 1.1. When these
operators are strongly hyperbolic, we denote by m1ymm and n
j
1yn
j
nj
the different
sheets of CM and CNj ; respectively.
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As a general rule, the secular growth of u is weaker in the nonlinear case (JX2)
than in the linear case (J ¼ 1), and the decay properties in space variables of the vj0
are more important.
3.1. Nonspecific sublinear growth
A ﬁrst important difference between the cases J ¼ 1 and JX2 is that in the
nonlinear case, the secular growth of u is always at most sublinear in time.
Proposition 3.1. Let 1ppoN: If u0; v10;y; vJ0AEsp; and if there is not any plane sheet
(i.e. hyperplane) common to CM ;CN1 ;y;CNJ ; then the secular growth of u is
sublinear,
lim
t-N
1
t
juðtÞjEsp ¼ 0:
Proof. This proposition is a consequence of Proposition 4.1 of [13] or Lemma 6 and
Proposition 5 of [17] when p ¼ 2; i.e. when Esp ¼ Hs: The case 1ppoN can be
proved with the same methods. &
Remark 3.1. If a plane sheet is common to CM ;CN1 ;y;CNJ ; then we can extract a
subsystem from (1) of the form ð@t þ c  @xÞu˜ ¼ *gðev1;y; evJÞ with ð@t þ c  @xÞevj ¼ 0
for j ¼ 1;y; J; and the secular growth of u˜ is therefore linear.
Since one then has ð@t þ c  @xÞegðev1;y; evJÞ ¼ 0; this subsystem belongs to the
‘‘linear’ class J ¼ 1 studied in Section 2. This is the reason why we have claimed that
in the (nondegenerated) nonlinear case JX2; the secular growth is at most sublinear.
3.2. Specific sublinear growth in space dimension d ¼ 1
The one-dimensional case deserves special attention because the operators Mð@Þ
and Njð@Þ can be reduced to a combination of transport operators whose properties
are completely different from those observed for general hyperbolic operators in
higher dimensions. When d ¼ 1; the properties of the general system (1) can be easily
deduced from the behavior of the solution of
ð@t þ c@xÞu ¼ gðv1;y; vJÞ;
ujt¼0 ¼ u0
(
with
ð@t þ cj@xÞv j ¼ 0;
v jjt¼0 ¼ v j0; j ¼ 1;y; J;
(
ð10Þ
and where, for all iaj; ciacj:
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3.2.1. General estimates
It is expected that the source term gðv1;y; vJÞ in (10) has a less important
contribution than in the linear case J ¼ 1 because the waves v1;yvJ overlap for only
a ﬁnite period of time. This is the object of the following proposition.
Proposition 3.2. Let sX0 and v10;y; v
J
0AH
sðRÞ;
(i) if J ¼ 2 then for all tX0; the solution u of (10) satisfies
juðtÞjHsðRÞpju0jHsðRÞ þ Cst
ﬃﬃ
t
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jv10jHsðRÞjv20jHsðRÞ;
(ii) if J ¼ 2 and c ¼ c1 then for all tX0; the solution u of (10) satisfies
lim
t-N
1ﬃﬃ
t
p juðtÞjHsðRÞ ¼ 0;
(iii) if JX3 then for all tX0; the solution u of (10) satisfies
juðtÞjHsðRÞpju0jHsðRÞ þ Cst Cðc; c1;y; cJÞ
YJ
j¼1
jv j0jHsðRÞ;
where Cst does not depend on c; c1;y; cJ and
Cðc; c1;y; cJÞ ¼ min
iaj
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjci  cjjp maxkai; j 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  ckjp
 !
if cacj 8jA½1; J;
and
Cðc; c1;y; cJÞ ¼ minj 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  cjjp maxkaj 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  ckjp
 !
if c ¼ c1:
The proof of this proposition relies strongly on the L2t L
2
x estimate given in the
following lemma.
Lemma 3.1. With the usual notations, if v10; v
2
0AL
2ðRÞ and B : RD  RD-RD is
bilinear, then h :¼ Bðv1; v2Þ is in L2ðR1þ1t:x Þ and
jjhjjL2ðR1þ1t;x ÞpCst
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jv10j2 jv20j2;
where the constant depends only on B.
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Proof. If v10; v
2
0ADðRÞ then
jjhjjL2ðR1þ1t;x Þ ¼
Z
R2
jBðv10ðx  c1t0Þ; v20ðx  c2t0ÞÞj2 dx dt0

 1=2
¼Cst 1jc1  c2j
Z
R2
jv10ðP1Þj2jv20ðP2Þj2 dP1 dP2

 1=2
;
the last step being a consequence of the change of variables ðt0; xÞ/ðP1ðx 
c1t
0Þ; P2ðx  c2t0ÞÞ:
Fubini’s rule and the density of DðRÞ in L2ðRÞ then allow the end of the
proof. &
Proof of Proposition 3.2.
(i) From the equation satisﬁed by u; one obtains easily
juðtÞj22 ¼ ju0j22 þ 2
Z
R
Z t
0
gðv1ðt0; xÞ; v2ðt0; xÞÞ  uðt0; xÞ dt0 dx
p ju0j22 þ 2
Z t
0
juðt0Þj22 dt0

 1=2 Z
R
Z t
0
jgðv1; v2Þj2 dt0 dx

 1=2
;
the last inequality being a consequence of Cauchy–Schwarz inequality. Lemma
3.1 therefore yields
juðtÞj22pju0j22 þ Cst
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp
Z t
0
juðt0Þj22 dt0

 1=2
jv10j2jv20j2;
from which the ﬁrst point of the lemma follows for s ¼ 0: The case sAN is
obtained in the same way after differentiating the equation satisﬁed by u: The
case sAR then follows by (complex) multilinear interpolation [4,23].
(ii) This result can be found in [2].
(iii) The solution u of (10) can bewritten
uðt; xÞ ¼ u0ðx  ctÞ þ
Z t
0
gðv10ðx  c1t0  cðt  t0ÞÞ;y; vJ0ðx  cJt0  cðt  t0ÞÞÞ dt0;
and hence, for all sAN;
j@sxuðt; xÞjp jDsu0ðx  ctÞj
þ Cst
XP
aj¼s
ca1;y;aJ
Z t
0
YJ
j¼1
jDaj v j0ðx  cjt0  cðt  t0ÞÞj dt0: ð11Þ
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We ﬁrst consider the case cacj; 8jA½1; J: We bound the integrals which appear in
(11) as follows
Z t
0
YJ
j¼1
jDaj vj0ðx  cjt0  cðt  t0ÞÞj dt0
p
Z t
0
j gDa1v10 gDa2v20j2 dt0
 1=2 j gDa3v30y gDaJ v J0 jL2
t0
; ð12Þ
where for all jA½0; J and all ajAN; gDaj vj0ðt0Þ :¼ Daj vj0ðx  ct  ðcj  cÞt0Þ: Supposing
for instance that a3 ¼ maxj¼3;y;J aj ; we also have
gDa3v30y gDaJ vJ0 
L2
t0
p gDa3v30 
L2
t0
YJ
j¼4
g
Daj v
j
0
 
N
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  c3jp jDa3v30jL2x
YJ
j¼4
jDaj vj0jN
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  c3jp
YJ
j¼3
jvj0jHs ; ð13Þ
the last inequality being a consequence of the fact that for all jX4 (if there is such),
jDaj v j0 jNpjv j0 jHs because s  ajX141=2 ¼ d=2: Eqs. (11) and (12) thus yield
j@sxuðtÞj2pjDsu0j2 þ
Cstﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  c3jp
YJ
j¼3
jvj0jHs
X
a1þ?þaJ¼s
ca1;y;aJ jj gDa1v10 gDa2v20jjL2ðR2
t0 ;xÞ: ð14Þ
Since Lemma 3.1 yields
jj gDa1v10 gDa2v20jjL2ðR2
t0 ;xÞp
Cstﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jDa1v10j2jDa2v20j2
p Cstﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjðc1  c2Þjp jv10jHs jv20jHs ; ð15Þ
the lemma follows from Eq. (14) when sAN: The case sARþ is then obtained again
by multilinear interpolation.
We now consider the case where one of the cj is equal to c: Assume for instance
that c ¼ c1: While Eq. (14) remains true, one cannot use Lemma 3.1 anymore to
obtain Eq. (15). But since c ¼ c1; ev10 does not depend on t0; and a direct computation
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yields
jj gDa1v10 gDa2v20jjL2ðR2
t0 ;xÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  c2jp jDa1v10j2jDa2v20j2
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  c2jp jv10jHs jv20jHs : ð16Þ
The result of the proposition follows from Eqs. (14) and (16) when sAN: The case
sARþ is then obtained again by multilinear interpolation. &
Optimality. The case JX3 is optimal in the sense that there is no secular growth.
When J ¼ 2; we can prove that the secular growth in t1=2; as stated in Proposition 3.2
is the best one can expect. This will be done after Proposition 3.3 in the next section.
3.2.2. Estimates using L%
r regularity in frequency
In the only secular case of Proposition 3.2, i.e. when J ¼ 2; the growth rate t1=2 can
be improved assuming that v10 and v
2
0 are inFL%
rðRÞ with
%
r big enough. This is done
in the following two propositions; the proof of the ﬁrst one is given in Appendix B.
Proposition 3.3. Let J ¼ 2; sAR; 1pp; roN and suppose cac1 and cac2:
Consider also v10; v
2
0AE
s
p-E2a
%
r ; with a given below. Then the unique solution
uACðRþ; EspðRÞÞ of (10) satisfies the estimates
juðtÞjEspp
Cst Cðc; c1; c2Þt11=r jv10jEsp-E0
%
r
jv20jEsp-E0
%
r
if r41 ðand a ¼ 0Þ;
Cst Cðc; c1; c2Þð1þ ln tÞ jv10jEsp-E2aN jv20jEsp-E2aN if r ¼ 1 and a40;
8<:
for all tX1 and where Cst does not depend on c; c1; c2 and Cðc; c1; c2Þ is given by
Cðc; c1; c2Þ :¼ 1jc2  c1j1=%pr
max
1
jc  c1j1=pr
;
1
jc  c2j1=pr
 !
:
If moreover s41=
%
r  1=p and pX
%
r then
juðtÞjEsppCst Cðc; c1; c2Þt
11=r jv10jEsp jv
2
0jEsp :
The next proposition deals with the case c ¼ c1 which is excluded in Proposition
3.3. This case is particular because the explicit solution can be written as a
convolution product.
Proposition 3.4. Let J ¼ 2; sAR; 1pp; roN and suppose c ¼ c1 (and cac2).
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Consider also v10AE
s
p and v
2
0AE
sþ2a
%
r ; with a given below. Then the unique solution
uACðRþ; EspðRÞÞ of (10) satisfies the estimates
juðtÞjEspp
ju0jEsp þ
Cst
jc1  c2j1=r
t11=rjv10jEsp jv20jEs
%
r
if r41 ðand a ¼ 0Þ;
ju0jEsp þ
Cst
jc1  c2j1=r
ð1þ ln tÞjv10jEsp jv20jEsþ2aN if r ¼ 1 and a40;
8>><>>:
for all tX1 and where Cst does not depend on c1 nor c2:
Proof. The solution of (10) can be written in this particular case c ¼ c1 as a
convolution product,
uˆðt; xÞ ¼ eictx bu0ðxÞ þ eictx bv10 *gðct bv20Þ;
where *g denotes the convolution product associated to the bilinear mapping g; and
ctðxÞ :¼ eitðc1c2Þx1iðc1c2Þx : It is then easy to deduce the result from Ho¨lder’s and Lemma
2.1. &
Optimality. We prove here that in Proposition 3.3, one cannot expect a better
growth rate than t1=2 when p ¼ r ¼ 2: The example we give below can be adapted for
other values of p and r:
Let u solve @tu þ c@xu ¼ v10ðx  c1tÞv20ðx  c2tÞ with c1ac2 and u0 ¼ 0: With the
notations already used to prove optimality after Proposition 2.1, take v10 and v
2
0
deﬁned as
bv10ðxÞ ¼ bv20ðxÞ ¼ 1jxja wBðxÞ; 8xARWf0g;
with 0oao1=2: One then has v10; v20AHsðRÞ for all sX0; and u is given by
uˆðt; xÞ ¼ eictx
Z
R
eit½ðcc1Þxþðc1c2Þx
0   1
i½ðc  c1Þxþ ðc1  c2Þx0
wBðx x0Þ
jx x0ja
wBðx0Þ
jx0ja dx
0;
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and therefore
juðtÞj2 ¼ juˆðtÞj2
X jwBuˆðt; Þj2
¼
Z
B
Z
R
eit½ðcc1Þxþðc1c2Þx
0   1
i½ðc  c1Þxþ ðc1  c2Þx0
wBðx x0Þ
jx x0ja
wBðx0Þ
jx0ja dx
0


2
dx
0@ 1A1=2
¼ t2a12
Z
tB
Z
R
ei½ðcc1Þxþðc1c2Þx
0  1
i½ðc  c1Þxþ ðc1  c2Þx0
wtBðx x0Þ
jx x0ja
wtBðx0Þ
jx0ja dx
0


2
dx
0@ 1A1=2;
the last equality being a consequence of the change of variables x*x=t and x0*x0=t:
For tX1; one has therefore
juðtÞj2Xt2a
1
2
Z
B
Z
R
ei½ðcc1Þxþðc1c2Þx
0   1
i½ðc  c1Þxþ ðc1  c2Þx0
wtBðx x0Þ
jx x0ja
wtBðx0Þ
jx0ja dx
0


2
dx
0@ 1A1=2:
Fatou’s Lemma then yields
lim inf
t-N
1
t2a
1
2
juðtÞj2
X
Z
B
Z
ei½ðcc1Þxþðc1c2Þx
0  1
i½ðc  c1Þxþ ðc1  c2Þx0
1
jx x0ja
1
jx0ja dx
0


2
dx
0@ 1A1=240:
Such a result being true for all 0oao1=2; this yields that for any 0oao1=2; it is
possible to ﬁnd v10 and v
2
0 such that u has a secular growth rate bigger than t
a:
3.2.3. Estimates using the decay properties in space variables
It is sometimes possible to solve the proﬁle equations obtained by the BKW
method in functional spaces satisfying some decay property. The secular growth is
then lower than in the general case (we only consider the case J ¼ 2 since no secular
growth is possible when JX3). The following proposition is a slight generalization of
a result of [19,20] used to control the secular growth arising in the derivation of the
KdV approximation from Boussinesq or Euler equations.
Proposition 3.5. Let J ¼ 2; s41=2; and v10; v20AHsðRÞ:
Assume also that for some a40; v10 :¼ ð1þ x2Þav10 and v20 :¼ ð1þ x2Þav20 are in
HsðRÞ:
D. Lannes / J. Differential Equations 190 (2003) 466–503490
Then the unique solution u of (10) satisfies
juðtÞjHsp
ju0jHs þ Cst t12a jv10jHs jv10jHs if 2ao1;
ju0jHs þ Cst lnð1þ tÞ jv10jHs jv10jHs if 2a ¼ 1;
ju0jHs þ Cst jv10jHs jv10jHs if 2a41:
8>><>:
Proof. Classically, one has
juðtÞjHsp ju0jHs þ
Z t
0
gðv10ðx  c1t0Þ; v20ðx  c2t0ÞÞ
 
Hs
dt0
p ju0jHs þ
Z t
0
sup
xAR
1
ð1þ ðx  c1t0Þ2Þa
1
ð1þ ðx  c2t0Þ2Þa


 g v10ðx  c1t0Þ; v20ðx  c2t0Þ
  
Hs
dt0:
Since we also have
sup
xAR
1
ð1þ ðx  c1t0Þ2Þa
1
ð1þ ðx  c2t0Þ2Þa


¼
1
jc1c2j2at02a if tX
2
jc1c2j;
1
ð1þjc1c2j
2
t02
4
Þ2a
otherwise;
8><>:
we obtain the following estimate:
juðtÞjHs ¼ ju0jHs þ
2
jc1  c2j
Z 1
0
1
ð1þ t02Þ2a dt
0 þ
Z tjc1c2j=2
1
22a
t02a
dt0
 !
jv10jHs jv10jHs ;
from which the results of the proposition follow easily. &
3.3. Specific sublinear growth in space dimension dX2
As far as only transport operators are considered, the arguments used to
control the secular growth in the multi-dimensional case dX2 are quite similar
to those used in dimension one. In order to generalize the results of Lemma 3.1
and Proposition 3.2, we use ideas introduced in [5,6] for the Boltzmann
equations.
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Deﬁnition 3.1. Let pA½1; d and denote by Rdp the set of all the subspaces of Rd of
dimension p: For any function f deﬁne
dpðf Þ ¼ sup
pARdp
sup
zApn
ess
Z
p
jf ðz þ xÞj2dpx

 1=2
;
where for all pARdp ; p
n denotes any supplementary subspace of p:
The link between the dp and the Hs norms is made in the following lemma.
Lemma 3.2. For any fAS0ðRdÞ; one has:
(i) ddðf Þ ¼ jf j2;
(ii)
For any pA½1; d; dpðf Þp2
dp
2 jf jHdpðRd Þ:
Proof. Condition (i) is straightforward; for (ii), remark that the case d ¼ 2 is
classical (see [9, Lemma 11] for instance). The result for dX2 is obtained by
induction. &
Lemma 3.1 can be generalized in dimension dX1 as follows.
Lemma 3.3. With the usual notations, if v10AL
2ðRdÞ; d1ðv20ÞoN and B : RD 
RD-RD is bilinear, then h :¼ Bðv1; v2Þ is in L2ðR1þdt;x Þ and
jjhjjL2ðR1þdt;x ÞpCst
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jv10j2 d1ðv20Þ;
where the constant depends only on B.
Proof. One has
jjhjjL2ðR1þdt;x Þ ¼
Z
Rdþ1
jBðv10ðx  c1tÞ; v20ðx  c2tÞÞj2 dx dt

 1=2
¼
Z
Rdþ1
jBðv10ðxÞ; v20ðx þ ðc1  c2ÞtÞÞj2 dx dt

 1=2
pCst
Z
Rd
jv10ðxÞj2
Z
R
jv20ðx þ ðc1  c2Þtj2 dt dx

 1=2
;
and the integral in t of the last inequality can be majorized by 1jc1c2j d1ðv20Þ
2; which
yields the lemma. &
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When considering the particular case of system (1) where all the operators are
transport operators, i.e. systems of the form
ð@t þ c  @xÞu ¼ gðv1;y; vJÞ;
ujt¼0 ¼ u0;
(
with
ð@t þ cj  @xÞvj ¼ 0;
v jjt¼0 ¼ v j0; j ¼ 1yJ;
(
ð17Þ
and where for all iaj; ciacj ; Proposition 3.2 can be generalized as follows:
Proposition 3.6. Let dX2; sX0 and v10;y; v
J
0AH
sþmðRdÞ for a certain mX0:
(i) If J ¼ 2 and mXd  ½sþ1
2
  1; then for all tX0; the solution u of (17) satisfies
juðtÞjHsðRd Þpju0jHsðRd Þ þ Cst
ﬃﬃ
t
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jv10jHsþmðRd Þjv20jHsþmðRd Þ;
(ii) If J ¼ 2 and c ¼ c1; and with the same m as in (i), then the solution u of (10)
satisfies for all tX0;
lim
t-N
1ﬃﬃ
t
p juðtÞjHsðRd Þ ¼ 0;
(iii) If JX3; mXd  1 and if m4d
2
 ½sþ1
2
 when JX4; then for all tX0; the solution u
of (10) satisfies
juðtÞjHsðRd Þpju0jHsðRd Þ þ Cst Cðc; c1;y; cJÞ
YJ
j¼1
jv j0jHsþmðRd Þ;
where Cst does not depend on c, c1;y; cJ and Cðc; c1;y; cJÞ is as in Proposition 3.2.
Proof. Since the proof is very similar to the proof of Proposition 3.2, we only give
the main lines.
(i) The proof is exactly the same, provided that one uses Lemma 3.3 instead of
Lemma 3.1. One also has to use Lemma 3.2 to bound the d1ðv j0Þ by Sobolev norms:
d1ð@av j0Þpjv j0jH jajþd1 for any multiindex aAN2:
(ii) If bv20ADðRdWfðc  c2Þ  x ¼ 0gÞ; i.e. is smooth and compactly supported
outside the hyperplane fðc  c2Þ  x ¼ 0g (which is the set of resonances in this
particular case), then it is easy to see on the explicit expression of uˆðtÞ that juðtÞjHs is
bounded in time, and hence that limt-N
1ﬃ
t
p juðtÞjHs ¼ 0:
Since the hyperplane fðc  c2Þ  x ¼ 0g has zero Lebesgue measure, A :¼
ffAS0ðRdÞ; fˆADðRdWfðc  c2Þ  x ¼ 0gÞg is dense in HsþmðRdÞ; and the result
follows from a density argument, as in the proof of Corollary 2.1.
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(iii) Here again the proof follows the proof of Proposition 3.2. Eq. (13) can be
replaced by the estimate
j gDa3v30y gDaJ vJ0 jL2
t0
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc  c3jp
YJ
j¼3
jvj0jHsþm0 ;
provided that m0Xd  1 and, if JX4; that m04d2 þ ½s2  s:
If cacj for all jA½1; J; and using Lemma 3.3, one can replace Eq. (15) by
jj gDa1v10 gDa2v20jjL2ðR1þd
t0 ;x Þ
p Cstﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jDa1v10j2 d1ðDa2v20Þ
p Cstﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjc1  c2jp jv10jHs jv20jHsþm00 ;
the last inequality being a consequence of Lemma 3.2 provided that m00Xd  1:
If c ¼ c1; the same estimate holds by a direct computation.
The same methods as for Proposition 3.2 allow the end of the proof. &
Remark 3.2. As in space dimension d ¼ 1; the estimates of Proposition 3.6 can be
improved using the spaces Esp: Using Lemma 2.2 and performing slight modiﬁcations
in the proofs of Propositions 3.3 and 3.4, one obtains that the estimates of these
propositions remain valid when dX1: Only the condition on a has to be changed to
2ar4d  1 (1proN) in both propositions.
We ﬁnally consider the general case where the operators considered in (1) are not
transport operators. The tools we must use to control the secular growth in this case
differ radically from what has been used above. One must use the decay properties of
the free solutions of such operators, and Strichartz estimates play a central role. The
general secular growth that one can expect for the solution u of (1) when dX2 and
JX2 is given in the following proposition.
Proposition 3.7. Suppose that d; JX2 and that for all jA½1; J; the operators Njð@Þ are
strongly hyperbolic and well rounded. Let also sX0; mX0; and v10yv
J
0AH
sþmðRdÞ:
Then the solution u of (1) satisfies
juðtÞjHsðRd Þpju0jHsðRd Þ þ Cst t1
ðd1ÞðJ1Þ
4
YJ
j¼1
jv j0 jHsþmðRd Þ;
if ðd  1ÞðJ  1Þo4 and m ¼ ðdþ1ÞðJ1Þ
4J
; and
juðtÞjHsðRd Þpju0jHsðRd Þ þ Cst
YJ
j¼1
jv j0 jHsþmðRd Þ;
if ðd  1ÞðJ  1ÞX4 and m ¼ dðJ1Þ2
2J
:
D. Lannes / J. Differential Equations 190 (2003) 466–503494
Proof. Let SMðtÞ be the unitary group associated with Mð@Þ: Then u can be written
uðt; xÞ ¼ SMðtÞu0ðxÞ þ
Z t
0
SMðt  t0Þgðv1ðt0; xÞ;y; vJðt0; xÞÞ dt0;
and therefore, for all nAN and a ¼ ða1;y; adÞANd such that jaj :¼ a1 þ?þ ad ¼
n; and denoting @a :¼ @a1x1y@adxd ; one then has
@auðtÞ ¼ SMðtÞ@au0 þ
Z t
0
SMðt  t0Þ@agðv1;y; vJÞ dt0: ð18Þ
Expanding the derivative of g yields for the last term of the r.h.s.Z t
0
SMðt  t0Þ@agðv1;y; vJÞ dt0
¼
X
bANJd ;b1þ?þbJ¼a
CðbÞ
Z t
0
SMðt  t0Þgð@b1v1;y; @bJ vJÞ dt0
:¼
X
bANJd ;b1þ?þbJ¼a
CðbÞAbðtÞ: ð19Þ
For all b ¼ ðb1;y; bJÞANJd such that b1 þ?þ bJ ¼ a; the norm of Ab can be
majorized as follows
jAbðtÞj2p
Z t
0
jgð@b1v1;y; @bJ vJÞj2 dt0
p t1=pjjgð@b1v1;y; @bJ vJÞjjL%pðRt;L2ðRdxÞÞ; ð20Þ
where 1XpXN:
We now prove the following claim: for any J-uplet of functions ðf1;y; fJÞ; we
have the following estimate:
jjgðf1;y; fJÞjjL%pðRt;L2ðRdxÞÞpCst
YJ
j¼1
jjfjjjL%pJ ðRt;L2J ðRdxÞÞ:
Indeed, one has
jjgðf1;y; fJÞjjL%pðRt;L2ðRdxÞÞpCst
XJ
j¼1
jfjjJ




L%
pðRt;L2ðRdxÞÞ
pCst
XJ
j¼1
jjfj jjJL%pJ ðRt;L2J ðRdxÞÞ:
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From the above inequality, one can deduce that for any g1;y; gJ140; one has
jjgðf1;y; fJÞjjL%pðRt;L2ðRdxÞÞpCst
XJ1
j¼1
gJj jjfjjjJL %pJ ðRt;L2J ðRdxÞÞ
þ 1ðg1ygJ1ÞJ
jjfJ jjJL %pJ ðRt;L2J ðRdxÞÞ:
Taking gJj :¼ 1jjfj jjJ1
L
%
pJ ðRt ;L2J ðRdx ÞÞ
Q
j0aj jjfj0 jjL %pJ ðRt;L2J ðRdxÞÞ then gives the result of the claim.
Thanks to this claim, Eq. (20) yields
jAbðtÞj2pCst t1=p
YJ
j¼1
jj@bj vjjjL %pJ ðRt;L2J ðRdxÞÞ: ð21Þ
The L%
pJ
t L
2J
x estimate of the r.h.s. of (21) can be controlled thanks to the Strichartz
estimates given in the lemma below. We use here the notation ’HmðRdÞ :¼
ffAL2ðR2Þ; ð ﬃﬃﬃﬃﬃﬃﬃDp ÞmfAL2ðRdÞg:
Lemma 3.4 (Strichartz estimates). Let dX2 and Lð@Þ be a well rounded strongly
hyperbolic operator.
Let also 2pa; boN be such that
0p2
a
pmin ðd  1Þ 1
2
 1
b

 
; 1

 
and
2
a
; ðd  1Þ 1
2
 1
b

 
 
að1; 1Þ:
For any f0A ’HmðRdÞ; with m :¼ dð12 1bÞ  1a; the solution f of Lð@Þf ¼ 0; f jt¼0 ¼ f0
satisfies
jjf jjLaðRt;LbðRdxÞÞpCst jf0j ’HmðRd Þ:
Proof. The lemma reduces to the well-known Strichartz estimates when Lð@Þ is the
wave operator. This classical result can be easily extended to the present case. The
usual proof ([10,14] for instance) uses an abstract duality argument (the TTn
method) and interpolation between the energy and the decay estimates. Only the last
two points depend on the equation considered.
Since we have trivially an energy estimate in the problem we are concerned with
here, and since the same decay estimate as for the wave equation also holds if Lð@Þ is
well rounded [11], the usual Strichartz estimates remain true. &
We now use these Strichartz estimates in Eq. (21). In order to minimize the secular
growth, we want the exponent 1=p which appears in this equation to be as small as
possible. This means that we want
%
p and hence
%
pJ to be as small as possible.
Applying Lemma 3.4 with a ¼
%
pJ and b ¼ 2J yields the following optimal values for
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%
p (which must of course satisfy 1p
%
ppN):
%
p ¼ 1 if ð1ÞðJ  1ÞX4 and
%
p ¼ 4ðd1ÞðJ1Þ
otherwise.
With this value of
%
p; we deduce from Eq. (21) and Lemma 3.4 that
jAbðtÞj2pCst t1=p
YJ
j¼1
jv j0jHsþmðRd Þ;
with m ¼ dðJ1Þ
2J
 1
%
pJ
:
This estimate, together with Eqs. (18) and (19) achieves the proof of the
proposition in the case sAN: The general case sX0 follows by multilinear
interpolation. &
Remark 3.3. It is known that when the initial conditions are in certain classes of
functions, the solution of the homogeneous wave equation decays uniformly as
Oðtðd1Þ=2Þ (see [15,16,24] for instance). These results can sometimes be extended to
the general hyperbolic systems considered here (we have used such a property in the
proof of Lemma 3.4). When such a decay rate is satisﬁed by the v
j
0; the results of
Proposition 3.4 can be considerably improved. If for instance J ¼ 2 and
jv10jW s;Np Cstð1þtÞðd1Þ=2; then
juðtÞjHspju0jHs þ Cst
Z t
0
1
ð1þt0Þðd1Þ=2 dt
0jv20jHs ;
so that the secular growth is at most in Oð ﬃﬃtp Þ when d ¼ 2; compared to the Oðt3=4Þ
given by Proposition 3.7. &
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Appendix A. Proof of Theorem 1.1
The proof is a generalization of the proof of the algebra properties of HsðRdÞ for
s4d=2; as one can ﬁnd it in [1] for instance.
Let uAS0ðRdÞ: In order to make the Littlewood–Paley decomposition of
u; introduce cACN0 ðRÞ such that cðrÞ ¼ 1 for jrjp1=2 and cðrÞ ¼ 0 for jrjX1; c
is even and decreasing on Rþ: We deﬁne C on Rd as CðxÞ ¼ cðjxjÞ for all xARd :
Finally, let jðxÞ :¼ Cðx=2Þ CðxÞ: It is easy to see that j is always positive;
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one also has
1 ¼ CðxÞ þ
X
nX0
jð2nxÞ; ðA:1Þ
and we deﬁne the Littlewood–Paley decomposition of u as
u ¼ u1 þ
X
nX0
un;
with u1 ¼ CðDÞu and un ¼ jð2nDÞu; for nX0:
Since for x ﬁxed, only two terms of the r.h.s. of Eq. (A.1) can be nonzero, and
thanks to the inequality ap þ bppða þ bÞpp2p1ðap þ bpÞ; we obtain the following
double inequality, which generalizes the double inequality of almost orthogonality,
1
2p1
pCpðxÞ þ
X
nX0
jpð2nxÞp1:
Multiplying this double inequality by juˆðxÞjp and integrating with respect to x yieldsX
nX1
j bunjpppjuˆjppp2p1 X
nX1
j bunjpp: ðA:2Þ
Consider now the norm of un in E
s
p; one has
junjpEsp ¼ jð1þ j  j
2Þs=2 bunjpp
¼
Z
Rd
ð1þ jxj2Þps=2jð2nxÞpjuˆðxÞjp dx: ðA:3Þ
Since Supp jCfx; 1=2pjxjp2g; we have, for any xASupp jð2nÞ;
2pns
1
Cp
pð1þ jxj2Þps=2pð1þ 22ðnþ1ÞÞps=2pCp2pns; ðA:4Þ
where C is a constant which depends on s but not on n nor on p:
From Eqs. (A.3) and (A.4), we then deduce
j bunjp 2nsCpjunjEsppC2nsj bunjp: ðA:5Þ
It is then easy to obtain a dyadic characterization of the spaces Esp which generalizes
characterization (A.2) of the spaces E0p ; as well as the classical ([1] for instance)
characterization of the Sobolev spaces Hs: This is summarized in the following
lemma, whose proof is a direct consequence of Eqs. (A.2) and (A.5).
Lemma A.1. (i) If uAEsp then 8nX 1; j bunjppCjujEsp cn2ns; where cn ¼ cnðuÞ satisfiesP
nX1 c
p
np1:
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(ii) Reciprocally, if 8nX 1; j bunjppCcn2ns; with PnX1 cpnp1; then uAEsp and
jujEsppCst C:
Consider now two functions u; vAEsp-E01 : Multiplying their Littlewood–Paley
decomposition yields
uv ¼
X
m;nX1
umvn
¼
X
nX0
ðSnuÞvn þ
X
mX1
umðSmþ1vÞ :¼ S1 þ S2; ðA:6Þ
where for all j0X0 and wAS0; Sj0w :¼
Pj01
j¼1 wj :
First remark that j dðSnuÞvnjp can be controlled by a convolution inequality,
j dðSnuÞvnjppjdSnuj1 jbvnjp;
and then that jdSnuj1pjuˆj1; to deduce from Lemma A.1 that
j dðSnuÞvnjppCjuˆj1jvjEsp cn2ns; ðA:7Þ
with
P
cpnp1:
Since moreover Supp dðSnuÞvnCfjxjp2nþ2g; one has ðS1Þn ¼PkXn3ððSkuÞvkÞn;
and hence
j dðS1Þnjpp X
kXn3
j dððSkuÞvkÞnjp
p
X
kXn3
j dðSkuÞvkjp
pCjuˆj1jvjEsp
X
kXn3
ck2
ks: ðA:8Þ
Now, write
P
kXn3 ck2
ks ¼PkXn3 ck2ðknÞs=p2ks=qns=p; with 1=p þ 1=q ¼ 1;
and use Ho¨lder’s inequality to ﬁnd
X
kXn3
ck2
ksp
X
kXn3
2ksnsðq1Þ
 !1=q X
kXn3
c
p
k2
ðknÞs
 !1=p
p 2ns Cst
X
kXn3
c
p
k2
ðknÞs
 !1=p
:¼ Cst 2ns ecn: ðA:9Þ
Since
P
n ecnp ¼PnPkXn3 cpk2ðknÞs ¼ CstoN; we can use point (ii) of Lemma
A.1 to deduce from Eqs. (A.8) and (A.9) that S1AEsp and that jS1jEsppCst juˆj1jvjEsp :
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Similarly, one can show that S2AEsp and that jS2jEsppCstj#vj1jujEsp ; which achieves the
proof of the ﬁrst point of the theorem.
The second point follows from the ﬁrst one and from the embedding properties of
Proposition 1.1.
Appendix B. Proof of Proposition 3.3
The ﬁrst step in the proof of Proposition 3.3 is the following key lemma.
Lemma B.1. Let 1ppoN and 1proN: Consider f1ALpðRÞ and w2af2AL%rðRÞ; with
a given below and waðxÞ ¼ ð1þ jxj2Þa=2: Then the function A defined as
AðxÞ :¼
Z
R
eit½ðcc2Þxþðc2c1Þx
0 
i½ðc  c2Þxþ ðc2  c1Þx0
gðf1ðx0Þ; f2ðx x0ÞÞ dx0;
satisfies AALpðRÞ and
jAjpp
Cst
jc  c2j1=prjc2  c1j1=%pr
t11=rjf1jpjf2j
%
r if r41 ðand a ¼ 0Þ;
Cst
jc  c2j1=prjc2  c1j1=%pr
ð1þ ln tÞjf1jpjw2af2jN if r ¼ 1 and a40;
8>><>>:
where the constant does not depend on c; c1; c2:
Proof. We ﬁrst prove the lemma in the case p ¼ 1: Introduce, for all x; x0AR2;
qtðx; x0Þ :¼ e
it½ðcc2Þxþðc2c1Þx0  1
i½ðc  c2Þxþ ðc2  c1Þx0
and Ftðx; x0Þ :¼ qtðx; x0Þgðf1ðx0Þ; f2ðx x0ÞÞ:
For almost all x0AR; one hasZ
jFtðx; x0Þj dx ¼Cst jf1ðx0Þj
Z
R
jqtðx; x0Þjjf2ðx x0Þj dx
pCst jf1ðx0Þj
Z
R
jqtðx; x0Þjr dx

 1=r
jf2j
%
r; ðB:1Þ
where 1proN: We only consider the case r41; the modiﬁcations to treat the case
r ¼ 1 are straightforward. One can computeZ
R
jqtðx; x0Þjr dx

 1=r
¼ 1
jc  c2j1=r
Z
R
eitx  1
ix
 rdx
 1=r
p 1
jc  c2j1=r
Cst t11=r; ðB:2Þ
D. Lannes / J. Differential Equations 190 (2003) 466–503500
the last inequality being obtained as in Lemma 2.1; note also that the constant which
appears above does not depend on c; c1; c2: From Eqs. (B.1) and (B.2), one can
deduce Z
R
jFtðx; x0Þj dxp Cstjc  c2j1=r
t11=r jf1ðx0Þj jf2j
%
r:
Integrating this inequality with respect to x0 then yields the result of the lemma when
p ¼ 1:
Suppose now that p41 and that f1ALpðRÞ: Then for almost all xAR; the mapping
x0/jqtðx; x0Þjjf1ðx0Þjpjf2ðx x0Þj is integrable as a consequence of the result proved
for p ¼ 1: In other words, the mapping x0/jqtðx; x0Þj1=pjf1ðx0Þjjf2ðx x0Þj1=p is in
LpðRÞ: Moreover x0/jqtðx; x0Þj1=%pjf2ðx x0Þj1=%p is in L%pðRÞ: Indeed, one hasZ
R
jqtðx; x0Þjjf2ðx x0Þjdx0p Cstjc2  c1j1=r
t11=rjf2j
%
r;
the above majoration being established as in Eqs. (B.1) and (B.2).
It follows from these points that for almost all xAR; the mapping x0/Ftðx; x0Þ is
in L1ðRÞ; and thatZ
R
jFtðx; x0Þj dx0p
Z
R
jqtðx; x0Þjjf1ðx0Þjpjf2ðx x0Þj dx0

 1=p
 Cst
jc2  c1j1=%pr
ðt11=rÞ1=%pjf2j1=%p
%
r :
Therefore, jAjp ¼ ð
R
R
ðR
R
jFtðx; x0Þj dx0ÞpdxÞ1=p is bounded by
jAjpp
Z
R2
jqtðx; x0Þj jf1ðx1Þjp jf2ðx x0Þj dx dx0

 1=p
 Cst
jc2  c1j1=%pr
ðt11=rÞ1=%p jf2j1=%p
%
r :
Using the result proved when p ¼ 1; we have therefore
jAjpp
Cst
jc  c2j1=pr
ðt11=rÞ1=pjf1jpjf2j1=p
%
r 
Cst
jc2  c1j1=%pr
ðt11=rÞ1=%pjf2j1=%p
%
r
pCst 1
jc  c2j1=pr
1
jc2  c1j1=%pr
t11=r jf1jpjf2j
%
r;
which is the result stated in the lemma. &
Proof of the Proposition 3.3. Here again, we only consider the case r41; the case
r ¼ 1 being obtained in the same way up to easy modiﬁcations.
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The solution of (10) with J ¼ 2 can be written,
uˆðt; xÞ ¼ eictx bu0ðxÞ þ eictx Z
R
qtðx; x0Þ gðbv10ðx0Þ; bv20ðx x0ÞÞ dx0:
Denoting by ðv10;nÞnX1 and ðv20;nÞnX1 the Littlewood–Paley decomposition of v10
and v20; one can write, with the same notations as in the proof of Theorem 1.1,
uˆðt; xÞ ¼ eictx bu0ðxÞ þ eictx X
nX0
Z
R
qtðx; x0Þgð dðSnv10Þðx0Þ; cv20;nðx x0ÞÞ dx0
þ eictx
X
mX1
Z
R
qtðx; x0Þgðdv10;mðx0Þ; dðSmþ1v20Þðx x0ÞÞ dx0
:¼ eictx bu0ðxÞ þ eictx X
nX0
Anðt; xÞ þ
X
mX1
Bmðt; xÞ
 !
: ðB:3Þ
Thanks to Lemma B.1, we have
jAnðt; Þjpp
Cst
jc  c1j1=prjc2  c1j1=%pr
t11=rjcv20;njp j dðSnv10Þj
%
r
and
jBmðt; Þjpp
Cst
jc  c2j1=prjc2  c1j1=%pr
t11=rjdv10;mjp j dðSmþ1v20Þj
%
r:
Since for j ¼ 1; 2 and nX 1 one has j dSnv j0j
%
rpjcv j0j
%
r; and thanks to Lemma A.1
which asserts that jdv j0;njppCjv j0jEsp cn2ns; with PnX1 cpnp1; we obtain
jAnðt; Þjpp
Cst
jc  c1j1=prjc2  c1j1=%pr
t11=r Cjv20jEsp jv
1
0jE0
%
r
cn2
ns; ðB:4Þ
and a similar expression for jBmðt; Þjp:
Replacing Eq. (A.7) in the proof of Theorem 1.1 by Eq. (B.4) above, one can then
mimic the end of the proof of Theorem 1.1 to conclude the proof of Proposition 3.3.
The last point of the proposition is a consequence of Proposition 1.1. &
Remark B.1. If
%
r ¼ p then one can check that the constant Cðc; c1; c2Þ of the
proposition can be replaced by C˜ðc; c1; c2Þ ¼ 1jc2c1j1=
%
p2
minð 1jcc1j1=p%p;
1
jcc2j1=p%p
Þ; and
therefore, when cBc1; C˜ðc; c1ÞB 1jc1c2j1=%p; which is in accordance with the constants
given in Proposition 3.2.
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