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Abstract
Background: Serial Analysis of Gene Expression (SAGE) is a high-throughput method for inferring
mRNA expression levels from the experimentally generated sequence based tags. Standard
analyses of SAGE data, however, ignore the fact that the probability of generating an observable tag
varies across genes and between experiments. As a consequence, these analyses result in biased
estimators and posterior probability intervals for gene expression levels in the transcriptome.
Results: Using the yeast Saccharomyces cerevisiae as an example, we introduce a new Bayesian
method of data analysis which is based on a model of SAGE tag formation. Our approach
incorporates the variation in the probability of tag formation into the interpretation of SAGE data
and allows us to derive exact joint and approximate marginal posterior distributions for the mRNA
frequency of genes detectable using SAGE. Our analysis of these distributions indicates that the
frequency of a gene in the tag pool is influenced by its mRNA frequency, the cleavage efficiency of
the anchoring enzyme (AE), and the number of informative and uninformative AE cleavage sites
within its mRNA.
Conclusion: With a mechanistic, model based approach for SAGE data analysis, we find that inter-
genic variation in SAGE tag formation is large. However, this variation can be estimated and,
importantly, accounted for using the methods we develop here. As a result, SAGE based estimates
of mRNA frequencies can be adjusted to remove the bias introduced by the SAGE tag formation
process.
Background
The Serial Analysis of Gene Expression (SAGE) is a high-
throughput method to quantify the distribution of mRNA
transcripts in a biological sample by sequencing a large set
of tags [1]. As part of the process of generating tags, the
SAGE method uses a restriction enzyme, termed the
Anchoring Enzyme (AE), to cleave the double-stranded
cDNA derived from mRNA transcripts. Cleavage by the AE
generates sequence tags that are 3' adjacent to the cleavage
site. Depending on the specific technique used, tags gen-
erally range from 10 to 20 base pairs in length. Tags are
then concatenated into long fragments. This allows for the
identification of multiple tags in a single sequencing reac-
tion. In general, increasing tag length increases the proba-
bility that a tag can be unambiguously attributed to the
transcript of a single gene. Such tags are considered to be
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'informative' while tags which cannot be unambiguously
attributed to a single gene (ambiguous tags) are 'unin-
formative' using current techniques.
As with all empirical techniques, SAGE has a number of
technical disadvantages and advantages. Tag sampling can
be thought of as a multinomial sampling process [2]
where the distribution of a focal tag follows a binomial
distribution [3,4] or is approximated with a Poisson dis-
tribution [5-8]. Because SAGE is a sampling based tech-
nique and only a limited number of tags are sequenced,
sampling error is a major source of noise in SAGE data.
Consequently, SAGE provides little information on genes
with low expression levels [2,9]. The uncertainty caused
by limited sample sizes has been addressed by several
methods. For example, [10] use a hierarchical Poisson
mixture approach to deal with the uncertainty associated
with genes with low expression levels, while [11] utilizes
a mixture model to adjust for differences between genes
with high and low expression levels. Other approaches
have been developed to improve detection of differences
between samples [6,12,13].
Another factor regarding the quality of SAGE data is ascer-
tainment errors. For example, the use of PCR to amplify
mRNA samples can introduce copying errors into tag
sequences. Tags are identified via DNA sequencing, which
is an imperfect processes. Depending on the tag's length,
approximately 7–14% of all tags contain sequencing
errors [9]. Consequently, a number of sophisticated tech-
niques have been developed to correct for such errors [14-
16].
In terms of advantages, in contrast to other methods for
inferring mRNA expression levels, SAGE is useful for iden-
tifying actual genes, as opposed to pseudo-genes. Further,
because SAGE measurements do not rely on florescence
measurements, they do not suffer from saturation effects.
As a result, SAGE data are considered to be more accurate
than hybridization-based measurements for genes with
high expression levels [17]. Furthermore, as the cost of
sequencing decreases and the accuracy of its measure-
ments increases, SAGE may become increasingly advanta-
geous [18].
Independent of these strengths and weaknesses, one com-
mon aspect of current SAGE data analyses which has not
been questioned is the implicit assumption that observed
tag frequencies are suitable estimates of mRNA frequen-
cies. However, as our results will demonstrate below, dif-
ferences exist among genes in the probabilities of tag
formation from their mRNA transcripts. Such differences
must be taken into account in order to accurately estimate
expression levels.
The probability of tag formation from an individual
mRNA transcript is determined by the number of unam-
biguous tags formed from the AE sites in its transcript and
the cleavage efficiency of AE in a given experiment.
Because the number of AE sites can vary between genes
and not all tags are unambiguous (i.e. informative), the
probability of detecting a transcript can vary greatly from
gene to gene. A clear case of such differences in tag forma-
tion probabilities is illustrated by considering genes with-
out any AE sites. Because tag formation is dependent on
AE cleavage, mRNA lacking such sites have zero probabil-
ity of forming tags and, consequently, cannot be detected
by SAGE. Our work extends this idea by recognizing that
even amongst the set of genes with AE cleavage sites, not
all genes are equally likely to form unambiguous, inform-
ative SAGE tags. We find that the probability of forming
an informative tag is a complex function of the number of
AE sites, the cutting efficiency of the AE, and the unique-
ness of the tags produced. We also point out that a high
AE cutting efficiency may not always be desirable.
Because there is inter-genic variation in tag formation
probabilities, the proportion of tags in the population
sampled experimentally (or tag pool, for short) is not
equivalent to the proportion of a particular mRNA tran-
script in the cell (or mRNA pool, which is the actual pool
of interest). This difference has, until now, been ignored
by the current methods for SAGE data analysis. (Hereafter,
we refer to such methods as "standard methods"). In con-
trast, the proposed method recognizes the difference
between the observed tag frequencies and the actual fre-
quency of transcripts. More specifically, we formally link
tag and mRNA pools using a mechanistic model of how
tags are formed from mRNA transcripts which naturally
incorporates the tag formation probability of each gene.
Intrinsically, genes with lower than average tag formation
probabilities are underestimated while the converse holds
for genes with higher than average tag formation proba-
bilities. Given that tag formation probabilities are posi-
tively correlated with gene length, which in turn is
negatively correlated with expression level, we find that
the bias introduced by during tag formation leads to sys-
tematic under- and over-estimation of lowly and highly
expressed genes, respectively. Fortunately, by taking the
differences in tagging probability among genes into
account, we can remove such biases and, thereby, increase
the quality of inferences made from SAGE data.
Results
The purpose of our study is to incorporate differences in
the probability of tag formation into the analysis of SAGE
data. We developed a formal framework for incorporating
these differences, derive exact and approximate solutions,
and then illustrate the framework's utility by applying it to
a published Saccharomyces cerevisiae SAGE data set [9]. TheBMC Bioinformatics 2007, 8:403 http://www.biomedcentral.com/1471-2105/8/403
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output from the analysis such as summary statistics,
modal values, posterior percentiles, and 95%PI can be
found in Additional Files 1, 2, 3, 4, 5, 6.
Model formulation
Tag sampling & generation
The generation of a SAGE data set is frequently viewed as
a multinomial sampling process in which tags are sam-
pled from a tag pool. The generation of the tag pool from
the mRNA pool relies on the AE cleavage of the cDNA
copy of mRNA transcripts. For simplicity, we assume that
the cleavage probability is constant for all sites and that all
cleavage events are independent of one another. We use p
to denote the average cleavage efficiency of the AE and ki
to denote the number of cleavage sites within an mRNA
transcript of gene i (Figure 1). Later, when applying the
model and in the Appendix A, we explain how it is possi-
ble to estimate p from the observed intra-genic distribu-
tions of tags.
Formation of the tag pool from the mRNA pool
To derive the relationship between the tag and mRNA
pools, we begin by defining the mRNA pool and the tag
pool explicitly. The tag pool represents the set of inform-
ative tags which can be unambiguously assigned to spe-
cific genes. The mRNA pool is the subset of the
transcriptome which, through AE cleavage, can generate at
least one informative tag. For simplicity, we assume that
each gene generates only one kind of transcript (i.e. we
ignore any alternative splicing). We represent the mRNA
pool that we are trying to estimate as   = {m1, m2, ..., mn},
where mi represents the proportion of the ith gene out of n
genes detectable by the SAGE method. By definition,
 (Note that symbols used in this study are
listed in Table 1). The tag pool in turn is defined as   =
{θ1, θ2, ..., θn}, where θi is the expected proportion of tags
from gene i in the tag pool. The tag proportion of gene i,
θi, is the sum of the individual proportions of all inform-
ative tags generated from the transcript of the ith gene. As
with the mRNA pool, by definition,  . Our next
step is to understand how the tag and mRNA pool fre-
quencies are linked.
In order for a tag to form at a particular AE site, say the jth
site, the AE must cut the cDNA derived from an mRNA
transcript at the jth site but not at any of the other sites
between 3' and the jth site. If there are ki potential AE sites
in the ith gene, then it follows that the probability of form-
ing a tag at the jth site is
The first term p represents the probability that AE cleaves
a transcript at the jth site. The second term   rep-
resents the probability of the AE not cleaving a transcript
between the (ki - j) sites 3' to the jth site. The next step is to
calculate the total probability that mRNA transcripts for a
given gene will be converted into informative SAGE tags.
Because we assume that each site is cleaved independ-
ently, the total probability of tags being formed from
mRNA transcripts for a given gene is simply the sum of the
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Diagram of hypothetical mRNA transcript with its potential AE cut sites (indicated by arrows) and their tag formation probabil- ity φj Figure 1
Diagram of hypothetical mRNA transcript with its potential AE cut sites (indicated by arrows) and their tag formation probabil-
ity φj. AE sites are assumed to be cleaved independently of one another with cleaving efficiency p. From an individual mRNA, 
the tag formed is from the 3' most AE site that is actually cleaved. The probability of forming a tag at the jth site is, therefore, 
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cleavage probabilities for all possible informative tags.
That is
where the summation is over the set of AE sites which gen-
erate informative tags, J.
In the special case where all of the possible tags within a
transcript are informative, the summation is from j = 1 to
ki. Under this scenario,  . In general, the
greater the number of AE sites that lead to informative tags
|J|, the higher the tag formation probability φi for a given
gene. For a given set of AE sites, φi increases with the cut-
ting efficiency p, but the upper limit to φi is limited by the
number and position of uninformative tags. This is
because as p approaches one, the probability of forming a
tag from the 3' most or   AE site also site approaches
one. If p = 1 and the 3' most AE site leads to an informative
tag, then φi would be equal to one. In contrast, if the 3'
most AE site leads to an ambiguous tag, then the φi would
equal zero. Thus, depending on the genome and the genes
of interest, a high cutting efficiency may not only be unob-
tainable [18], it may also be undesirable.
Because transcripts come in discrete units, inference on
the proportion of the ith gene in the mRNA pool, mi,
depends only on the sum of the tag frequencies in the tag
pool for the ith gene rather than the separate frequencies of
each individual tag.
where
The term   denotes the mean tag formation probability
where the contribution of a gene to its value is a function
of both its mRNA frequency mi and tag formation φi prob-
ability.
Intuitively, Eq. (3) states that the tag frequency for the ith
gene  θi  is equal to its frequency in the mRNA pool
weighted by the probability of tag being formed from its
mRNA transcripts relative to the weighted average φ value
for all of the mRNA genes that contribute to the tag pool.
Incorporating the relative tag formation probability, φi/
in Eq. (3), into inferences about mi is what distinguishes
our approach from standard SAGE methods. Standard
methods assume that φi is constant across all genes and,
therefore, φi/  = 1. Hence, it equates the mRNA pool
with the tag pool. However, because φi varies between
genes, this equality between pools does not hold.
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Table 1: Symbol Definitions
Symbol Definitions
n Total number of genes with potential AE sites in a 
transcriptome.
k, ki Total number of AE cleavage sites within the transcripts of a 
gene (or gene i).
Total number of AE cleavage sites within the coding region 
of gene i.
p Global cleavage efficiency of the AE.
mi The frequency of mRNA for the ith gene in the 
transcriptome. .
{m1, m2, ..., mn}
mRNA frequency of gene i the joint posterior mode.
mRNA frequency of gene i at the marginal posterior mode.
θi The frequency of the observed tags for the ith gene in the 
total tag pool,  .
{θ1, θ2, ..., θn}
Tag frequency of gene i the joint posterior mode.
φi Tag formation probability of gene i. Note this varies by 
experiment.
Mean tag formation progbability which is the sum of φimi 
across all genes.
Ti, Ti, k Number of observed tags (at the jth AE site) within the ith 
gene's transcript.
{T1, T2, ..., Tn}
T0 Total number of observed informative tags, which is ∑i∑jTi, j
αi Parameter for the prior of mi.
{α1, α2, ..., αn}
α0 Sum of all prior parameters, i.e. ∑i αi.
βi Sum of prior parameters for genes other than i, i.e. α0 - αi.
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Joint posterior distribution of 
Using our definition of   and the assumption of a multi-
nomial sampling distribution for the tags, it follows that
the conditional probability of observing a sample of gene
tags   = {T1, T2, ... Tn} given the gene expression levels 
is,
Note that if the tagging probabilities φi were equal for all
genes, the joint distribution in Eq. (5) would simplify
yielding  , i.e. the standard method for
estimating gene expression levels.
We can also combine the above marginal probability dis-
tribution with a prior distribution P(m) to calculate the
joint posterior distribution for   given the data  ,
As in all Bayesian analyses, the choice of the prior distri-
bution of   has some impact on the posterior distribu-
tions and the inferences based upon it. Given that 
represents a set of frequencies, the Dirichlet distribution
Dir(α1, α2, ... αn) is a logical prior distribution for  .
When αi = 1 for all genes, the prior distribution becomes
a uniform or flat prior and eqn. (6) simplifies to,
Joint posterior mode of 
Using Bayes' Theorem eqn. (6) and employing a Lagrange
multiplier to incorporate our constraints that ∑i mi = 1 and
mi ≥ 0, we generate the following implicit solution for the
values of mi at the joint posterior mode,  ,
Note that in the cases where the choice of the prior is such
that αi < 1 and Ti = 0 the mode of the posterior occurs at 0,
the boundary of the parameter space. For convenience, we
define J as the set of genes which satisfy the condition Ti +
αi - 1 ≥ 0.
Although it might not be clear given our notation, the
solution we present above is implicit since   depends on
the set of   values themselves. However, employing the
constraint that the sum of   values must equal one, we
can generate the following implicit solution for  ,
Numerically solving equation (9) for   is straightfor-
ward and once done allows us to evaluate the solution for
 in eqn. (8) explicitly.
Under the uninformative, flat prior where αi = 1 for all
genes, eqn. (9) can be solved explicitly and yields,
and eqn. (8) simplifies to,
The marginal posterior distribution of mi
The multinomial conditional distribution and Dirichlet
prior distributions used in Eq. (6) can be used to generate
a marginal binomial distribution and prior beta distribu-
tion for the ith gene to yield the posterior distribution,
Where α = αi and .
Because the marginal posterior distribution of mi, f(mi|,
), depends on the ratio of the focal gene i's tag forma-
tion probability φi relative to  , the function implicitly
depends on mi and the mRNA frequencies at all of the
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other genes besides i. In other words,   is a function of
and, therefore technically changes with, mi. These changes
in   with  mi can be taken into account when evaluating
Eq. (12) by re-estimating   given a specific value of mi.
Reestimating   is, however, numerically intensive. Fur-
ther, a majority of the probability mass of the marginal
distribution occurs in the region very close to   (as esti-
mated in eqn. (8)). Thus, the changes in   over the most
probable values of mi are negligable and, consequently,
the effect of these changes on the marginal distribution of
mi is also negligable. As a result, we ignore any impact
changing  mi  might have on our estimate of   and,
instead, treat   as a constant (i.e.  ) in the calcula-
tions that follow.
Approximations of the marginal posterior mode of mi
Ignoring the dependence of   on mi, we differentiate the
marginal probability of mi in eqn. (12) with respect to mi
and set it equal to zero. This results in a quadratic solution
for the marginal mode of mi,  . The quadratic solution,
however, is quite complex and we present it in Appendix
B. There we also derive a much simpler approximation
based on a first order Taylor series to expansion which
gives,
This solution for the mode can be simplified further
depending on the specific assumptions made about α and
β.
For example, in calculating the marginal posterior distri-
bution of mi under a uniform prior, the joint Dirichlet
prior with αj = 1 for all genes reduces to the parameters αi
= 1 and βi = n - 1 for the marginal prior distribution distri-
bution. With these parameter values,
assuming that n is large relative to Ti and 1.
If (n/T0) × ( /φi) << 1, then we can take another first
order Taylor series approximation around this term at
zero to get a solution for the marginal mode as a function
of the joint mode,
Thus we see that the marginal mode of mi is always less
than the value at the joint mode with the prior αi = 1 for
all genes.
Alternatively, if we assume an alternative prior of αi = 1/n,
which implies that βi = 1 - 1/n, then using the same
assumptions and approach as before we obtain the fol-
lowing set of approximate marginal modes,
As a final point of comparison we compare our Bayesian
approaches in which we impose a consistent set of prior
values on the probabilities of   with a likelihood based
approach. Estimating mi based on likelihood is equivalent
to the beta parameters αi = 1 and βi = 1,
Note that although this solution is equivalent to the value
of mi at the joint mode with a flat prior, it is not actually
consistent with that model. This is because the maximum
likelihood parameters imply that α = αi = 1 for the ith gene
and yet the sum of the prior parameters for the remaining
n - 1 genes is 1 rather than n - 1.
Model application and validation
SAGE data and observed tag counts Ti
In the data set provided by Velculescu et al. 1997, NlaIII is
the Anchoring Enzyme whose recognition sequence is 5'-
CATG-3'. BsmFI is the Tagging Enzyme, which gives 14-bp
tags. Uninformative tags (i.e. tags which could have come
from multiple genes) were excluded from the calculation
of φi and from our tag counts Ti. As indicated earlier, the
tag counts for an individual gene Ti is equal to the sum of
all informative tags observed for the ith gene in a given
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experiment. This exclusion of counts for ambiguous tags
is also employed in other SAGE analyses.
Estimation of cutting efficiency p
We applied our method to a SAGE data set generated in
Saccharomyces cerevisiae [9]. The first step during the
implementation is to calculate the average cleavage effi-
ciency of AE, p. The distribution of tags within the coding
sequence (CDS) is a function of p. For example if p is close
to one, then we expect to find the final intra-CDS tag to
represent the vast majority of tags seen. Conversely if p is
small, then the expected frequency of tags will increase lit-
tle with position. In Appendix A we show how cleavage
efficiency parameter p can be estimated from the observed
distribution of intra-CDS tags from multiple genes using
a Bayesian approach. The posterior mode and 95% PI for
the L, S, and G2M phases are presented in Table 2 and the
distributions are illustrated in Figure 2. Despite being car-
ried out in the same lab and, presumably, under similar
conditions, our analysis indicates that there is significant
variation in cleavage effciencies between experiments.
Calculation of tag formation probability φ
The calculation φi is, in part, based on the number of AE
sites within an mRNA transcript. As a result, we need to
know the transcript boundaries for every gene in order to
determine all the possible AE sites for each gene. For 2342
genes we obtained the transcript boundaries from the til-
ing array data set [19]. With this subset of genes we also
calculated the median 5' and 3' UTRs and used these val-
ues, 70 bp and 95 bp, respectively, for the remaining
genes. We then inferred all potential AE sites for every
transcript.
Having an estimate of p and knowing the set of possible
informative tag sites within each gene makes it possible to
calculate the tag formation probability φi. For each indi-
vidual gene, we used eqns. (1) and (2) and the posterior
mode of p for a given experiment. Thus, because p varies
between experiments, φi also varies between experiments.
The distribution of tag formation probabilities for the log
phase L experiment and its scaling effect on mRNA fre-
quency inferences are illustrated in Figure 3. Note that
intergenic variation in tag formation probabilities φi vary
from zero to one. Because genes with φi = 0 are invisible
with respect to SAGE experiments, they have been
excluded from the figure. Intergenic variation in φi appears
to be bimodal with a peak around 0.56 and 0.9. The first
peak in the distribution of φi corresponds to genes with a
single, unambiguous tag. The second peak in the distribu-
tion corresponds to genes with multiple unambiguous
tags. Estimates of φ for all three experiments (L, S, G2M)
as well as unambiguous tag counts and frequencies at the
joint mode can be found in Additional Files 7, 8, 9.
Posterior distributions and statistics
For the following calculations we worked only with genes
in Saccharomyces cerevisiae with a tag formation probabil-
ity greater than 10-7. This non-zero cut off prevented us
from including the genes where an observed tag is most
likely due to an experimental errors rather than coming
from the gene itself. Our dataset consisted of 6069 genes
and we assumed a flat, uninformative prior of αi = 1 for all
genes in the analysis presented here.
With this set of genes we calculated the joint modes of the
posterior distributions using eqn. (8) and the posterior
marginal distributions (12) numerically. Examples of
these marginal distributions for four specific genes are
illustrated in Figure 4. Summaries of the posterior mar-
ginal distributions for all genes can be found in Addi-
tional Files 1, 2, 3. The more general effect that the tag
formation probability and the number of tag counts have
on the marginal distributions are illustrated in Figure 5.
We found the marginal mode numerically by maximizing
(12). For each of these genes we also used (12) to calculate
the posterior 95% probability intervals (PI). When com-
paring our numerical maximization of the marginal distri-
bution to our various approximations, we find them to
generally be withing a factor of 10-5
Table 2: Parameter Estimates
Experimental Treatment
Variables L S G2/M
P 0.577 (0.545, 0.569) 0.61 (0.597,0.623) 0.748 (0.735, 0.758)
Joint Posterior Mode Estimate: 
0.764 0.797 0.862
Simulation Based Estimate: 
0.777 (0.773, 0.781) 0.806 (0.802,0.809) 0.861 (0.857,0.865)
Posterior mode and 95%PI values for the AE cleavage efficency p, posterior mode value for the mean tag formation probability  , and simulation 
based estimates for   for the three experiments in [9]: log growth (L), S phase-arrest, and G2/M phase-arrest. Numbers in parentheses are the 
lower and upper bounds of 95% PI. Parameters for the Dirichlet prior distribution on   was αi = 1 for all genes.
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In order to verify the accuracy of the above results in a
more independent manner, we simulated the joint poste-
rior distribution utilizing a Gibbs Sampling strategies as
discussed in [20]. From this joint posterior distribution
we can obtain the appropriate marginal distributions. We
find that our estimates of the means of the numerical and
simulation based posterior marginal distributions are in
good agreement.
Although we can calculate the the joint mode estimate of
 directly, we cannot easily estimate its 95% PI. Instead
we calculated   for each of our simulations and used
these values to evaluate our uncertainty in  . The results
are presented in Table 2 and they indicate that   can var-
ies significantly between the experimental treatments,
reflecting signficant changes in the set of genes contribut-
ing to the mRNA pool.
Somewhat surprisingly, we find that in two of the three
cases the joint mode estimate of   does not overlap with
the 95% PI of   based on our simulations. This apparent
paradox can be explained by the fact that the tag forma-
tion probability of a gene is not independent of its mRNA
expression level. More specifically, genes with low expres-
sion levels are more likely to be longer and have unique
tags than genes with high expression levels. This is
because genes that are highly expressed tend to also be
shorter, thus reducing the probability a AE site will occur.
Similarly, genes that are highly expressed also tend to
show strong codon bias and, as a result, the rate at which
novel genes generated via gene duplication diverge from
their progenitor sequence will be slower, thus reducing
the probability the gene's tags will be unique.
The reason the negative association between expression
level and φ causes the simulations to produce   values
larger than the modal estimate is because the joint mode
estimate of m for genes with no experimentally observed
tags is on the zero boundary. In contrast, the simulations
essentially sample from a dirichlet distribution and, con-
Φ
Φ
Φ
Φ
Φ
Φ
Φ
Posterior probability distributions for the AE cutting effciencies from three different SAGE experiments dicussed in [9] Figure 2
Posterior probability distributions for the AE cutting effciencies from three different SAGE experiments dicussed in [9]. The 
experiments were performed with cells at either log growth (L), S-phase arrested (S) or differ G2M-phase arrested. Distribu-
tions were generated as in Appendix A. The posterior modes and 95% confidence intervals are provided in Table 2.
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sequently, will always pull a value greater than zero. Thus
in the simulations genes with low expression levels and
high φ values contribute to   more than they do in the
calculation of   based on the joint mode. We have veri-
fied this idea by randomly reassigning φ values to each
gene, thus removing any relationship between φ and m. In
these simulations the posterior mode overlaps with and
simulation based 95%PI for  .
Comparison of mRNA and tag frequencies
We also calculated the marginal modes for the tag fre-
quencies, which is equivalent to standard estimates. The
relative differences between the tag and mRNA pool fre-
quencies as a function of φ are illustrated in Figure 3. The
direct comparison between the marginal mode of tag and
mRNA frequencies,   and   are illustrated Figure 6. As
a result these genes occur below the 1:1 line in Figure 6,
illustrating how ignoring the tag formation process will
lead to underestimates of these genes mRNA frequencies.
In contrast, genes with higher than average tag formation
probabilities, i.e. φi >  , are over represented in the tag
pool. As a result these genes occur above the 1:1 line in
Figure 6, indicating how standard methods overestimate
these genes mRNA frequencies.
Discussion
Previous approaches to analyzing SAGE data equated the
sampling of the tag pool with sampling the mRNA pool
(from which the tag pool was derived). In this study we
developed a novel, probabilistic approach to evaluate
gene expression levels of SAGE data. Our model takes into
Φ
Φ
Φ
 θi  mi
ˆ Φ
Composite diagram of tag formation probabilities φ and adjustment of mRNA estimates due to the tagging process for the Log  Phase experiment in [9] Figure 3
Composite diagram of tag formation probabilities φ and adjustment of mRNA estimates due to the tagging process for the Log 
Phase experiment in [9]. Histogram of the relative frequencies of tag formation probabilities φi for the Saccharomyces cerevisiae 
genome during log growth phase and the corresponding scaling. Histogram scale is indicated on the left axis. Tag formation 
probabilities were calculated using eqns. (1) and (2) with the cutting efficiency parameter set to the posterior mode for this 
experiment, i.e. p = 0.56. The relative difference between the adjusted and standard mRNA estimates,  , for each 
gene is plotted relative to the right axis and indicated with a •.
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account the previously ignored tag formation process so
that observations of gene tags are properly weighted by
their probability of formation. Previous research has not
combined all of these factors in the analysis of SAGE data
resulting in significant biases in estimates of expression
levels.
Our results indicate that the probability of a gene forming
a SAGE tag varies greatly from gene to gene and between
experiments. We find that genes with higher than average
probabilities of forming SAGE tags will be over-repre-
sented in the tag pool. As a result, the mRNA abundances
of these genes are over-estimated using the standard
approach. Conversely, we also find that genes with lower
than average probabilities of forming SAGE tags will be
under-represented in the tag pool. Predictably, the mRNA
abundances of these genes are under-estimated using the
standard approach. The picture, however, becomes even
more complex when one considers the fact that genes with
low expression levels tend to have higher than average tag
formation probabilities. Thus, we argue that taking inter-
genic variation in tag formation probabilities into account
is a required step in order to properly interpret SAGE data.
Sometimes the goal of a set of SAGE experiments is to
make inferences about relative changes in mRNA expres-
sion levels between two different treatments. Even under
these circumstances, accounting for the effect of tag for-
mation will improve the quality of inferences made based
on their observed frequencies. This is because the cutting
Examples of posterior marginal probability distributions for four genes, YFL060C, YPR035W, YOL040C, and YKL152C, during  log phase based on data in [9] Figure 4
Examples of posterior marginal probability distributions for four genes, YFL060C, YPR035W, YOL040C, and YKL152C, during 
log phase based on data in [9]. Genes were chosen to cover a wide range of tag formation probabilities φi and counts Ti. More 
specifically, these genes had tag formation probabilities φi of 0.356879, 0.44494, 0.98255, and 0.555, respectively, and observed 
tags counts of 0, 10, 103, and 228, respectively.
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efficiency p varies between experiments, thereby, causing
the tag formation probability φi and   to vary between
experiments which, in turn, affect the ratio of the mRNA
estimates (c.f. (11)). If SAGE data is being used an explor-
atory tool or to verify that a hypothesized gene is actually
expressed as opposed to being a pseudo-gene, the meth-
ods developed here also have some application. Intui-
tively, experimentalists already know that inferences for
genes lacking unique tag sites cannot be made. However,
instead of classifying genes as either detectable or non-
detectable through SAGE (i.e. φ > 0 vs φ = 0), our methods
allow researchers to develop a more nuanced understand-
ing of a hypothesized transcript's ability to be detected.
We find that the probability of tag formation from an
mRNA depends on (a) the AE cleavage efficiency p, (b) the
number of anchoring enzyme sites within a gene's mRNA
transcript and (c) whether such tags can be unambigu-
ously assigned to a single gene. The AE cleavage efficiency
effects the distribution of tags formed from an individual
gene. It might seem that, experimentally, obtaining 100%
AE cleavage efficiency would be a desirable goal. How-
ever, as discussed, extremely high efficiency has draw-
backs. When cleavage efficiency is 100%, only the most 3'
tags or final tag will be cleaved for each transcript, result-
ing in a single type of tag for each gene [9]. Under such
conditions, the distribution of tags formed is weighted
fully with the final tag and any gene whose final tag is
ambiguous will be rendered unobservable.
In contrast, as AE cleavage efficiency decreases, the distri-
bution of tags formed is more evenly distributed, resulting
in the formation of multiple tags from the set of mRNA
transcripts of a single gene [9]. Thus, it is arguable that if
the mRNA pool is sufficiently large, a very low AE would
actually be desirable since it would likely make all genes
with multiple AE sites observable and reduce the sensitiv-
ity of the analysis to errors in determining the end of the
3' UTR (see below). Experimentally, AE cleavage effcien-
cies are significantly less than 100% and vary between
experiments. This quantitative conclusion is also consist-
ent with empirical observations that partial digestion
often occurs during SAGE experiments [18].
While the AE cleavage efficiency varies between experi-
ments, in the absence of any alternative splicing, the
number and type (ambiguous vs. informative) of tags that
can formed from a gene's mRNA does not. However, tag
site number and type do vary from gene to gene which
leads to inter-genic differences in tag formation probabil-
ities. Because φi is the sum of tagging probabilities at
informative sites, removal of a AE site close to the 3' end
can greatly reduce the value of φi. Because many of the
most 3' tags are likely to reside in the 3' UTR region, a
region which is generally poorly understood and delim-
ited, unambiguously assigning such tags to specific genes
Φ
Illustration of how changing the tag formation probability φ affects the posterior marginal distributions under two different sce- narios: (a) when no tags are observed for a particular gene and (b) when ten tags are observed for a particular gene Figure 5
Illustration of how changing the tag formation probability φ affects the posterior marginal distributions under two different sce-
narios: (a) when no tags are observed for a particular gene and (b) when ten tags are observed for a particular gene. In (a) 
where no tags are observed, the posterior mode occurs on the boundary of the parameter space and changing φ has no effect 
on the mode. Increasing φ does, however, decrease the width of the distribution. In (b) where ten tags are observed, increasing 
φ leads to a decrease in the mode and also decreases the absolute width of the distribution (which is indicated on the log scale 
by shifting to the left).
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becomes increasingly problematic. Because the incorrect
inclusion (exclusion) of a 3' tag erroneously elevates
(depresses) the tag formation probability as an increasing
function of p, a low AE cutting efficiency might actually be
desirable in these situations. Note, however, that as AE
cutting effciencies decrease, the importance of correctly
determining the 5' UTR boundary increases.
In general, the more AE sites a gene contains, the larger is
its value of φi. Because shorter genes tend to have fewer AE
sites, there is a positive relationship between gene length
and φi (data now shown). Interestingly, in Saccharomyces
cerevisiae in either L and S phases, mi and φi have a loose
negative correlation with one another (r = -0.041 and -
0.035, t = -3.21 and -2.74 and p < 0.0001, and p < 0.005,
respectively). This indicates that highly expressed genes
tend to be shorter in length and therefore have fewer
potential AE sites. Hence, in general, standard estimates,
, will under-estimate the expression levels for highly
expressed genes. For example, the tag count for gene
YKL152C is 228 in the L-phase. There is a single AE site for
this gene. Therefore, its tagging probability (φi) is 0.56 in
the L phase, which means a correction of ~ 15% in its
expression level (  = 0.022 versus   = 0.019). Thus
accounting for variation in tag formation probabilities φ
becomes especially important when trying to measure the
saturation of microarray data by comparing it to SAGE
data (e.g. [17]).
To incorporate variation in tag formation probabilities we
took a decidedly Bayesian approach, modeling the sam-
pling of tag frequencies as a multinomial process and
ˆ θi
ˆ m ˆ θ
Comparison of the tag and mRNA frequency marginal modes ( and  respectively) during log growth phase Figure 6
Comparison of the tag and mRNA frequency marginal modes (  and   respectively) during log growth phase. Data is pre-
sented on a log-log scale with a 1:1 line for reference. Genes whose tag formation cutting probability φi is greater that the mean 
tag formation probability   are over represented in the tag pool and, consequently, occur below the 1:1 line. Conversely, 
genes whose tag formation cutting probability φi is less that   are under represented in the tag pool and occur above the 1:1 
line.
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using a Dirichlet prior for mRNA abundances. Despite the
complexity of the tag formation process, we were able
obtain a number of analytic results or approximations
which were verified using simulation. More importantly,
our analytic results offer a useful contrast of the assump-
tions involved in data analysis based on a Bayesian and
Frequentist approaches.
One main drawback with the Bayesian approach is the
large amount of information that is assumed already
known when using a flat, uninformative prior. With a
Dirichlet prior, the number of 'prior observations' implicit
in a flat prior is equal to the number of genes observable
with SAGE [20]. For the Saccharomyces cerevisiae databases
used here, this number is on the order of five thousand.
This number of observations is only a few fold below the
number of observed informative tags in a given SAGE
dataset. Alternatively, one could use other, less weighty
priors such as αi = 1/n. Doing so, however, results in the
large, inconsistent shifts in the mode of the marginal pos-
terior distribution with tag numbers when the observed
number of tags are small (i.e. ≤ 3). This prior also pro-
duces singularities in certain ranges of  , leading addi-
tional numerical complications when estimating its value.
In contrast, examination of the posterior marginal distri-
butions illustrates how a Bayesian framework differs from
the Frequentist approach. More specifically, the Frequen-
tist approach, which focuses on the marginal likelihood of
a single gene is analogous to the Bayesian posterior mar-
ginal distribution with the prior parameters of α = β = 1.
In the Bayesian framework such a prior is undesirable
because it results in an inconsistency. Specifically, in a
Bayesian framework α = αi and ,  where  i is
the focal gene. So to have α = αi = 1 and β = 1 for one gene
implies that αj cannot equal 1 for any of the other genes,
yet that is exactly what is assumed when analyzing these
other genes.
Conceivably, if we can estimate the prior distribution
empirically, we may further improve estimation of expres-
sion levels and avoid some of the problems encountered
with regard to the large amount of 'prior observations'
implicit in our flat, uninformative prior. However, the
implementation of such an approach would be difficult
since it would entail integration and possibly maximiza-
tion over the the very high-dimensional Dirichlet prior
distribution.
In comparison to other Bayesian methods developed to
analyze SAGE data, Thygesen and Zwinderman [10] use a
combination of Bayesian and maximum likelihood
approaches to model the distribution of tags arising from
SAGE analysis. Instead of modeling observed mRNA pro-
portions, they used a hierarchical Poisson model with a
gamma prior to model the observed mRNA counts. The
main thrust of the paper is to fit the hierarchical Poisson
model using maximum likelihood although some discus-
sion of Bayesian inference is also included. The paper also
seems to view the counts as independent and identically
distributed observations making the additional variation
of the hierarchical Poisson model useful.
The analysis of Morris, Baggerly and Coombes [11] is clos-
est in spirit to our work. They directly apply a Bayesian
multinomial-Dirichlet model to the observed vector of tag
counts. This approach improves upon most earlier work
by considering simultaneous inference on all proportions
mi. They provide a simple computationally tractable
approach and consider the result of the statistical shrink-
age effect which offers improved estimates for proportions
with low tag counts while underestimating the expression
proportions for tags with large counts. This leads them to
propose a mixture Dirichlet prior in order to mitigate the
propensity to underestimate highly expressed genes.
However, they do not consider the variation in tag forma-
tion probabilities which is the main focus of this paper.
Conclusion
Previous studies of SAGE data have implicitly assumed
that the tag pool is an unbiased representation of the
mRNA pool. By building a mechanistic model of tag for-
mation we show how this assumption only holds when
all genes have the same tag formation probability and,
more importantly, how to properly adjust one's inferences
according to the tag formation probability of the gene rel-
ative to the entire mRNA population. We believe that this
work is a valuable addition to the existing methods for
SAGE data analysis and, given its probabilistic nature, can
be integrated into other studies of SAGE data.
Methods
Sources of data
Yeast transcripts were parsed out from chromosomal
sequences downloaded from the Saccharomyces Genome
Database on July 13, 2006 [21]. SAGE data were also
obtained from the Saccharomyces Genome Database.
Tags which could not be mapped to the transcripts of any
known gene or, conversely, could be mapped to the tran-
scripts of multiple genes were excluded from our analysis.
Data processing implementations
All computations were implemented using Linux Fedora 4
and 5. All code (e.g. PERL scripts, R routines, and Mathe-
Φ
βα = ≠ ∑ j jiBMC Bioinformatics 2007, 8:403 http://www.biomedcentral.com/1471-2105/8/403
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matica routines) are released under GPL V2 and without
warranty. This code is available in Additional File 10 or at
http://www.tiem.utk.edu/~mikeg/software/SAGE.
Processing of sequence data
PERL scripts were used for identification of potential AE
sites and parsing of transcripts.
Numerical calculations
Numerical calculations to solve for   and the posterior
marginal distributions for mRNA frequencies were done
using Mathematica [22].
Simulation
Our simulation utilized a Gibbs Sampling approach.
Background on this technique can be found in [20]. The
model proposes that an initial population of cDNA G =
(g1, ..., gn) is generated based upon a multinomial popula-
tion of size N with proportions mi.
Uncertainty about the population size N is addressed by
assuming that it follows a Poisson distribution. Uncer-
tainty in the proportions mi  are assumed to follow a
Dirichlet distribution, a generalization of the Beta. Finally
the number of tagged counts observed for gene i follows a
binomial distribution, Ti ~ Bin (gi, φi). Details on condi-
tional distributions and a discussion of implementation
of the Gibbs Sampler can be found in [23].
Identification of transcripts boundaries
We parsed out 2370 genes with annotated UTRs from the
segment table generated from poly-A RNA by tiling arrays
[19]. Among them, 28 genes show inconsistent nomen-
clature when compared with the version of SGD data set
that we used. For simplicity, we ignored these 28 genes.
Hence, we obtained UTR coordinates for 2342 genes. The
median 5' and 3' UTR lengths are 70 bp and 94 bp respec-
tively. We rounded the numbers and parsed out 70 bp as
upstream and 95 bp downstream for the remaining genes.
Because the 3' boundaries of transcripts are more impor-
tant to SAGE data analysis than the 5' boundaries, we tried
70 bp 5' UTR and 250 bp 3' UTR based on a different
experimental data set [24].
Abbreviations
SAGE Serial analysis of gene expression
AE Anchoring Enzyme
UTR Untranslated Regions
PI Probability Interval
bp base pairs
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Appendices
A. Estimation of the global cleavage efficiency of the 
anchoring enzyme
We designed a likelihood approach to estimate p, the glo-
bal cleavage efficiency of AE. Remarkably, p can be esti-
mated when only considering the coding regions of the
transcripts, as we will show below. The coding regions are
much better annotated than 5' and 3' UTRs. In fact, we do
not know the UTR boundaries for most of the yeast tran-
scripts. Hence, the estimation of p  based on coding
regions should be more accurate than the estimation
based on transcripts.
As seen in Figure 1, we can assume that the jth potential AE
site is the last site within the coding region, without loss
of generality. The conditional tagging probability at the jth
site given only observations in the coding region is
which is the same value for tagging probability at the last
site, the kth site, for the full transcript. It can be seen that
the conditional tagging probability at the (j - 1)th site is p(1
- p), which equals the tagging probability at the (k - 1)th
site for the full-length transcript. Similar conclusions can
be reached for all other potential AE sites within the cod-
ing region. Hence, the tagging probabilities at potential
AE sites within coding regions given only observations at
the coding regions are identical to tagging probabilities at
equivalent sites for full-length transcripts.
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Now, we can proceed to use a likelihood approach to esti-
mate p using tags observed only from the coding regions.
To avoid confusion with other analysis based on full-
length transcripts, we will use slightly different notations
for indexes here. We consider the total number of poten-
tial AE sites in the coding region for gene i is .
For the ith gene, we consider the observed tags at all the AE
sites,   are drawn from a total
of   of tags based on a multinomial dis-
tribution. The probability of a "successful" draw at the jth
site is
Using a flat, uninformative prior of φ(P) ~ Beta(1, 1), the
posterior probability distribution of p given the observed
tag distributions across i genes is
which can be evaluated numerically.
Using eqn. (A2) we calculated the posterior distributions
for p for Saccharomyces cerevisiae under three different con-
ditions, log growth, S phase-arrested, and G2M phase-
arrested using the SAGE data from [9]. As shown in Fig 2,
posterior distributions of the AE cleavage efficiency p var-
ies considerably between experiments. This variation
should be taken into account when estimating the actual
expression levels, and thus highlights the utility of our
modeling approach. For each experiment, we calculated
the tagging probability φi using the mode estimate of p for
that experiment. As a result, the tagging probability of a
given gene varies between experiments. The estimations
and their 95% PI are provided in Table 2.
B. Solution and approximation of the marginal mode of mi
Taking the log of eqn. 12 and differentiating it with
respect to mi gives,
Note that we are ignoring the dependence of   on mi.
Setting eqn. (B1) to zero and solving for mi yields,
where
Taking a first order Taylor series approximation of this
solution around y = 0 gives,
This value is positive so long as Ti + αi - 1 > 0. Otherwise,
the mode is at the boundary m = 0.
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Additional file 1
Marginal posterior percentiles for S experiments. Table of percentile values 
for the marginal posterior distribution of mRNA frequencies of S. cerevi-
siae during stationary phase.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-8-403-S1.tsv]
Additional file 2
Marginal posterior percentiles for L experiments. Table of percentile values 
for the marginal posterior distribution of mRNA frequencies of S. cerevi-
siae during log growth phase.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-8-403-S2.tsv]
Additional file 3
Marginal posterior percentiles for G2M experiments. Table of percentile 
values for the marginal posterior distribution of mRNA frequencies of S. 
cerevisiae during G2M phase.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-8-403-S3.tsv]
Additional file 4
Summary statistics of posterior distributions for S experiments. Table of 
posterior joint modes and marginal modes, median, variance and 95%PI 
of mRNA frequencies of S. cerevisiae during stationary phase.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-8-403-S4.tsv]
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