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Optimality of Maximum Likelihood for Log-Concave
Density Estimation and Bounded Convex Regression
Gil Kur and Yuval Dagan and Alexander Rakhlin
Abstract: In this paper, we study two problems: (1) estimation of a d-dimensional log-concave dis-
tribution and (2) bounded multivariate convex regression with random design with an underlying
log-concave density or a compactly supported distribution with a continuous density. First, we show
that for all d ≥ 4 the maximum likelihood estimators of both problems achieve an optimal risk of
Θd(n
−2/(d+1))∗ (up to a logarithmic factor) in terms of squared Hellinger distance and L2 squared
distance, respectively. Previously, the optimality of both these estimators was known only for d ≤ 3.
We also prove that the ǫ-entropy numbers of the two aforementioned families are equal up to logarith-
mic factors. We complement these results by proving a sharp bound Θd(n
−2/(d+4)) on the minimax
rate (up to logarithmic factors) with respect to the total variation distance. Finally, we prove that
estimating a log-concave density—even a uniform distribution on a convex set—up to a fixed accuracy
requires the number of samples at least exponential in the dimension. We do that by improving the
dimensional constant in the best known lower bound for the minimax rate from 2−d · n−2/(d+1) to
c · n−2/(d+1) (when d ≥ 2).
1. Introduction
Consider the problem of estimating the regression function f∗ over the domain X ⊆ Rd, based on a set of
real-valued observations Yi = f
∗(Xi)+ξi, i = 1, . . . , n, with the knowledge that f∗ ∈ F . HereX1, . . . , Xn ∼ P
are independent, and ξ1, . . . , ξn are i.i.d. and zero mean. The Least Squares (LS) estimator
f̂ ∈ argmin
f∈F
n∑
i=1
(Yi − f(Xi))2
is perhaps the most basic procedure, and its optimality properties are of central interest.
Similarly, the problem of density estimation corresponds to recovering the unknown density f∗ ∈ F based
on n independent observations from a distribution with this density. The most basic procedure, Maximum
Likelihood Estimation (MLE), is defined as
f̂ ∈ argmax
f∈F
n∑
i=1
log f(Xi).
Analysis of LS and MLE for large non-parametric classes F rests on uniform laws of large numbers, as
quantified by the theory of empirical processes [van de Geer, 2000]. Classical results due to Le Cam and
Birge´ establish minimax rates for regression and density estimation based on notions of “richness” of F . In
particular, the solution ǫ2∗ to
logN2(F , ǫ∗,P)
n
≍ ǫ2∗ (1)
provides, under appropriate conditions, the global minimax rates for estimation with respect to squared L2(P)
(for regression) and squared Hellinger (for density estimation) measures of closeness [Yang and Barron, 1999].
Here N2(F , ǫ,P) is a covering number of F with respect to L2(P) at scale ǫ, defined as the smallest number
of functions f1, . . . , fN ∈ F such that ∀f ∈ F , ∃j s.t. ‖f − fj‖L2(P) ≤ ǫ .
∗In the regression setting, this bound is tight for certain measures, e.g. when the underlying distribution is uniform on a
ball. However, for some log-concave measures, the minimax is of order Θd(n
− 4
d+4 ).
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On the other hand, the work of [Birge´ and Massart, 1993] shows that upper bounds on the rate of MLE/LS
can be derived by solving
1√
n
∫ ǫ
0
√
logN2(F , δ,Pn)dδ ≍ ǫ2, (2)
where Pn denotes the empirical measure with respect to i.i.d. samples X1, . . . , Xn drawn from P. This
technique is used to establish minimax optimality of MLE and LS, however it only works in the regime when
the Dudley entropy integral in Eq. (2) is finite, meaning that the entropy logN2(F , δ,Pn) = o(δ−2). The
complexity regime with converging integral is termed the “Donsker regime,” and the analysis of optimality
of LS and MLE in the “non-Donsker regime” appears to be on a case-by-case basis. Existence of a general
set of geometric conditions sufficient (and perhaps necessary) for establishing optimality of LS/MLE in the
non-Donsker regime is still an open area of research in nonparametric statistics.
There are a few approaches that can be attempted in the non-Donsker regime. First, the standard
symmetrization-based analysis yields, under appropriate boundedness assumptions, a (potentially loose)
upper bound on the estimation error for LS in terms of the global Rademacher averages of F , defined below.
One can estimate the global Rademacher averages via entropy numbers with respect to the empirical mea-
sure Pn, but estimates on theses numbers are not always available for the classes of interest. The following
fixed point has also been used in the literature as an upper bound on the rate of estimation in LS/MLE
[Kim and Samworth, 2016, Han and Wellner, 2016b, Gardner et al., 2006]:
1√
n
∫ 1
ǫ
√
logN[],2(F , δ,P)dδ ≍ ǫ. (3)
Here logN[],p(F , δ,P) denotes the bracketing entropy with respect to Lp(P), defined as the smallest number
of pairs (ℓj , uj) ∈ F × F , j = 1, . . . , N , such that ∀f ∈ F , ∃j s.t. ℓj ≤ f ≤ uj and ‖uj − ℓj‖Lp(P) ≤ ǫ. One
can view the fixed point Eq. (3) as a (potentially loose) upper bound on the global Rademacher averages of
F . Indeed, in the non-Donsker regime, one would replace the L2(P) bracketing numbers with the empirical
L2(Pn) entropy for sharp estimates. The fixed point in Eq. (3) is larger than the fixed point in Eq. (1). Yet,
as observed in the seminal work of Birge´ and Massart [1993], Eq. (3) can be tight for MLE/LS.
Motivated by the work of Schuhmacher and Du¨mbgen [2010], Carpenter et al. [2018], we present a rather
simple recipe that can yield optimality of MLE and LS for certain families of functions or distributions
in the non-Donsker regime1, and then showcase the technique by proving minimax optimality of bounded
convex regression (when the underlying distribution is log-concave or compactly supported with continuous
density2) and log-concave density estimation for d ≥ 4. Both problems are known to fall in the non-Donsker
regime as soon as d ≥ 4, and optimality of MLE/LS has remained an open problem. More specifically, we
prove that MLE for log-concave density estimation and LS for bounded convex regression achieve the optimal
rates of Od(n
− 2d+1 ), up to a logarithmic factor, in squared Hellinger and squared L2, respectively.
Our technique is to reduce the MLE/LS problem to a question of uniform convergence over indicators of
sets C, the level sets of functions in the class. We establish an upper bound on the expected supremum of
the empirical process
E sup
C∈C
|Pn(C)− P(C)| , (4)
for classes C beyond the Donsker regime. In contrast to the classical fixed point in Eq. (2), the rate is given
by ǫ2 that solves
1√
n
∫ 1
ǫ2
√
logN[],1(C, δ,P)
δ
dδ ≍ ǫ2. (5)
1We acknowledge the work by Han [2019] which appeared few months after our initial manuscript became available on arXiv.
From a recent personal communication with the author, some of his results were achieved in his PhD thesis that was available
online before our initial manuscript. The author used techniques that are very similar to our approach.
2See Remarks 1,2 for more details.
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To illustrate the calculation, the bracketing entropy of a collection of convex subsets of a bounded set at
scale δ can be upper bounded by Θd
(
δ−
d−1
2
)
. The above fixed point then yields ǫ2 ≍ n− 2d+1 , the optimal
rate for log-concave density estimation and bounded convex regression (when the underlying distribution
has an arbitrary log-concave density; see Remark 2).
The form of the Dudley entropy integral in Eq. (5) is derived by a chaining technique with Bernstein
tail bounds. The maximal inequality for a collection of Binomial random variables—that is, the empirical
process indexed by sets—has a mixture of the sub-Gaussian and sub-Exponential tails, and we ensure that
the first tail is dominating by requiring
logN[],1(C, ǫ2)
n
.
√
ǫ2 logN[],1(C, ǫ2)
n
.
The fixed point Eq. (5) is consistent with this requirement when the entropy has a polynomial growth in the
non-Donsker regime.
By comparing the minimax rate given by Eq. (1) and the fixed point of Eq. (5) for the polynomial growth
of entropy, we observe that the two rates match whenever
logN[],1(C, ǫ2,P) ≍ logN2(F , ǫ,P). (6)
Interestingly, when the relation in Eq. (6) holds, it implies that the bound Eq. (3) with L2(P) bracketing
numbers is loose. Indeed, Lemma 8 below implies that the Rademacher complexity of F is O(ǫ2∗), which
is significantly smaller than the fixed point given by Eq. (3). Thus, we deduce that the empirical entropy
logN2(F , ǫ,Pn) must differ from the population entropy logN2(F , ǫ,P) at scales above the fixed point of
Eq. (3). In fact, from Sudakov’s minoration and Lemma 8 below,
sup
α>0
α
√
logN2(F , α,Pn)
n
. ǫ2∗
hence, the two entropies already differ at scales above ǫ∗. To complement this, [Rakhlin et al., 2017, Lemma
9] implies that N2(F , α,P) and N2(F , α,Pn) behave similarly above the level cǫ∗, whenever the global
Rademacher complexity is O(ǫ2∗). Thus, we conclude that whenever Eq. (6) holds, the empirical and the
population entropy numbers behave similarly the until ǫ∗ (for a detailed discussion, see Section 4).
2. Main Results
We start with a few definitions. For two probability measures P and Q with densities p and q, total variation
distance is defined as dTV(P,Q) =
1
2
∫
Rd
|p(x) − q(x)|dx = supC⊂Rd |p(C) − q(C)|. The squared Hellinger
metric is defined as h2(P,Q) = 12
∫
Rd
(√
p(x)−√q(x))2 dx. It holds that h2 ≤ dTV ≤ √2h2. For an
estimator f̂ of a density f∗ ∈ F , we define
Rh2(f̂ ,F) = sup
f∗∈F
Eh2(f̂ , f∗)
and define RTV(f̂ ,F) accordingly. Here the expectation is with respect to the data X1, . . . , Xn from a
distribution P with density f∗. Similarly, for the problem of regression, we define
RL22(P)(f̂ ,F) = sup
f∗∈F
E
∥∥∥f̂ − f∗∥∥∥2
L2(P)
where
‖f‖2L2(P) =
∫
f2(x)P(dx),
and the expectation is with respect to (X1, Y1), . . . , (Xn, Yn). Assumptions on the noise variable Y will be
specified in each theorem separately.
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We denote by Fd the set of log-concave distributions in Rd and by Hd,Γ the set of convex functions in
Rd bounded by Γ. We denote a generic estimator by f¯ , namely a function from n-samples to a function. We
use the notation c, C, c′, c1 for absolute positive constants which do not depend on the problem parameters.
c(d), C(d), cd, . . . are constants that depend only on the dimension of samples. Uppercase C is used for
constants greater than 1 and lowercase c for constants less than 1. Throughout the paper these constant may
change from line to line.
The first set of results addresses log-concave density estimation in Hellinger loss.
Theorem 1. Assume that d ≥ 4. The MLE f̂ achieves the risk
Rh2(f̂ ,Fd) ≤ C(d) · n−
2
d+1 · log(n).
Furthermore, there exists a universal constant c > 0 such that for all d ≥ 2,
inf
f¯
Rh2(f¯ ,Fd) ≥ inf
f¯
Rh2(f¯ , Cd) ≥ c · n−
2
d+1 , (7)
where Cd denotes the uniform distributions over the convex sets.
We believe that the logarithmic factor in the first part of the theorem is redundant.
We now turn to the problem of bounded convex regression.
Theorem 2. Assume that d ≥ 4, P is log-concave and ξ has 2 + ǫ moment bounded by L (for some ǫ > 0).
Then the following holds for the LS estimator f̂ :
RL22(P)(f̂ ,Hd,Γ) = Od(Γ ·max{Cξ,Γ} · n−
2
d+1 ). (8)
where Cξ :=
∫∞
0
√
Pr(|ξ| > t)dt ≤ L.
The proof of this theorem appears in Section 6.
Remark 1. We can remove the assumption of P being log-concave on Rd at the expense of assuming that
P is supported on a bounded set and has a continuous density function. Theorem 2 then holds with constant
C(P, d). Unfortunately, our proof does not extend to fixed design.
The recent result in [Han et al., 2019, Theorem 1], implies that we may reduce the bounded 2+ ǫ moment
of ξ to only d+1d−1 + ǫ bounded moment, for some ǫ > 0.
Remark 2. Observe that the bound in Eq. (8) is tight, and it is achieved, for example, when the underlying
distribution is uniform on the d-dimensional Euclidean ball. However, this bound is not optimal for every
log-concave distribution. For example, when the distribution is uniform on the d-dimensional cube, the MLE
achieves a risk of at most Od(n
−2/d), as was observed in [Han and Wellner, 2016b]. For a further discussion,
see Section 3.
Remark 3. For the uniform bound on the ball, we can find the explicit dimensional constant in Eq. (8).
Specifically, if Γ = 1 and ξ ∼ N(0, 1)
RL22(Unif(Bd))(f̂ ,Hd,1) ≤ Cd · n−
2
d+1 .
Finally, we give optimal (up to logarithmic factors) bounds for the ǫ-entropy numbers of the almost
isotropic log-concave distributions. Let Fd,I˜ denote the set of almost isotropic log-concave densities, namely,
the class of log-concave distributions with norm of the mean bounded by small absolute constant, and
covariance satisfying I/2 < Σ < 2I. Let Nh and NTV denote the ǫ-covering with respect to the Hellinger
and total variation distance (equiv., L1(P)), respectively.
Theorem 3. For d ≥ 4 and every ǫ > 0, the following holds:
1. Ωd(ǫ
−(d−1)) ≤ logNh(Fd,I˜ , ǫ) ≤ Od(ǫ−(d−1) log(ǫ−1)(d+1)(d+2)/2).
2. Ω(ǫ−d/2) ≤ logNTV(Fd,I˜ , ǫ) ≤ Od(ǫ−d/2 log(ǫ−1)d(d+1)/2).
This theorem is proved in Section 11.
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Remark 4. The first part of the Theorem is based on the following key results in [Gao and Wellner, 2017]:
1. logN[],2(Hd,1, ǫ,Unif(Bd)) = Θd(ǫ−(d−1))
2. logN[],1(Hd,1, ǫ,Unif(Bd)) = Θd(ǫ−d/2)
where Bd denotes the d-dimensional Euclidean ball and Unif denotes the uniform distribution.
We complement Theorem 1 with a corresponding result in the Total Variation distance. The proof (which
appears in Sections 12 and 13), however, uses a technique different from that of Theorems 1 and 2.
Theorem 4. Assume that d ≥ 2, and n is large enough. Then there exists an estimator f¯S, such that
RTV(f¯S ,Fd) ≤ Od(log(n)
d(d+1)
d+4 n−
2
d+4 ). (9)
Furthermore, there exists a universal constant c > 0, such that for all d ≥ 2:
inf
f¯
RTV(f¯ ,Fd) ≥ cdn− 2d+4 . (10)
This theorem shows that the minimax rate of learning a log-concave distribution with respect to total
variation distance is Θd(n
−2/(d+4)), up to a factor log(n)
d(d+1)
d+4 . Thus, it “harder” to learn a log-concave
distribution with respect to the total variation than the Hellinger squared distance.
Theorems 1 and 2 are based on the following result on empirical processes indexed by sets, proved in
Section 8.
Lemma 1. Let P be a probability measure on Rd. Let A be a family of measurable subsets of Rd with
ǫ0 = P(
⋃A). Then for any ǫ ≥ 0 such that logN[],1(A, ǫ,P) ≤ ǫn/3,
E
[
sup
S∈A
|Pn(S)− P(S)|
]
≤ ǫ + C√
n
∫ ǫ0
ǫ
√
δ−1 logN[],1(A, δ,P)dδ. (11)
The following corollary of Lemma 1 is the key ingredient in the proofs of upper bounds.
Corollary 1. For any log-concave probability measure P, the following holds:3
E
[
sup
C∈Kd
|Pn(C)− P(C)|
]
≤ Od(n−2/(d+1)),
where Kd denotes the collection of convex sets in Rd.
Remark 5. The bound in Corollary 1 is tight, for example, when P = Unif(Bd). Indeed, when n is large
enough, the convex hull of n points X1 . . . , Xn chosen uniformly at random from Bd satisfies the following
[Affentranger, 1991, Thm 1]:
E[vol(Bd \ conv{X1 . . . , Xn})]
vol(Bd)
= Θ(d · n− 2d+1 ).
Hence, E
[
supC∈Kd |Pn(C) − P(C)|
] ≥ cd·n− 2d+1 .4 Remarkably, Lemma 10 below shows that up to an absolute
constant this bound is tight. Based on this observation, and the classical results that show that the Euclidean
ball “is the hardest to approximate” [Macbeath, 1951, Artstein-Avidan et al., 2015] (in various settings), we
believe that the bound in Corollary 1 is Θ(d · n− 2d+1 ).
3This result holds for more general distributions; see Lemma 10.
4The lower bound also follows from Sudakov’s minoration inequality with a constant that is smaller than d, see [Han, 2019,
Theorem 2.3]
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3. Prior Work
Log-concave distributions constitute a natural non-parametric family that includes the Gaussian, exponen-
tial, uniform over convex bodies, logistic, Gamma, Laplace, Weibull, Chi and Chi-Squared, Beta distribu-
tions and more. This rich family has a key role in statistics [Bagnoli and Bergstrom, 2005], pure mathematics
[Brazitikos et al., 2014, Stanley, 1989], computer science [Balcan and Long, 2013, Lova´sz and Vempala, 2007,
Axelrod et al., 2019] and economics [An, 1997]. The task of estimating a log-concave density has a long his-
tory (see, for example, the recent survey of Samworth [2018]), and the rates of convergence have been a focus
of the literature in the last decade, with an incomplete list being [Diakonikolas et al., 2017, Du¨mbgen et al.,
2011, Du¨mbgen and Rufibach, 2009, Kim and Samworth, 2016, Cule and Samworth, 2010, Carpenter et al.,
2018, Schuhmacher and Du¨mbgen, 2010, Feng et al., 2018, Kim et al., 2018, Han and Wellner, 2016a,
Doss and Wellner, 2016]. Similarly, convexity is a natural assumption on the shape of a regression function.
The rates of convex regression in random and fixed design have been investigated in the literature, including
the works of [Gao and Wellner, 2017, Han and Wellner, 2016b, Guntuboyina, 2012, Guntuboyina and Sen,
2013, Gardner et al., 2006, Bellec, 2018, Ghosal and Sen, 2017].
Density Estimation in Hellinger Distance Kim and Samworth [2016] proved a lower bound on the
minimax rate with respect to the squared Hellinger distance
inf
f¯
Rh2(f¯ ,Fd) ≥
{
cn−
4
5 if d = 1
e−cdn−
2
d+1 if d ≥ 2. (12)
The authors proved that the log-concave MLE f̂ achieves this lower bound when d ≤ 3, up to a logarithmic
factor:
Rh2(f̂ ,Fd) ≤ C ·
{
n−
4
5 d = 1
n−
2
d+1 log(n) d = 2, 3.
(13)
Their proof, based on ǫ-entropy numbers of log-concave distributions, does not extend for d ≥ 4, due to the
aforementioned obstacle of the non-Donsker regime.
In high dimensions (d ≥ 4), Schuhmacher and Du¨mbgen [2010] showed that the MLE is consistent, and
recently Carpenter et al. [2018] were the first to achieve an upper bound of
Rh2(fˆ) ≤ Od
(
n−
2
d+3 log3(n)
)
for d ≥ 4 (14)
for its risk. Yet, this estimate is still sub-optimal, and it strengthened the conjecture of Samworth [2018] that
the MLE does not achieve the minimax rate when d ≥ 4. The first part of Theorem 1 in the present paper
disproves this conjecture (up to a logarithmic factor). Our proof is based on an approach first introduced in
a paper of Schuhmacher and Du¨mbgen [2010] in order to show a uniform consistency of the MLE, and later
extended by Carpenter et al. [2018] to show the non-asymptotic bound in Eq. (14).
The second part of Theorem 1 improves the constant in Eq. (12) from e−cd to an absolute constant.
Moreover, it also gives an improvement to the main result of Rademacher and Goyal [2009] that studied the
sample complexity of estimating a convex body.5
Density Estimation in Total Variation In terms of total variation, the minimax risk is only known for
univariate log concave distributions [Chan et al., 2013, Devroye and Lugosi, 2012, Diakonikolas et al., 2016]
and equals Θ(n−2/5). However, in Hellinger squared distance the risk is different and equals Θ(n−4/5). In
high dimensions (d ≥ 2), a difference between the minimax risks was not known, and the best lower bound
in both metrics was Ωd(n
−2/(d+1)), as already presented in Eq. (12). Diakonikolas et al. [2017] were the first
to achieve an upper bound for d ≥ 4, showing that there is an estimator that achieves risk upper bounded
by Od(n
−2/(d+5) log(n)4/(d+5)). In the aforementioned paper, the authors conjecture that minimax rate of
this problem is Θd(n
−2/(d+4)). Indeed, Theorem 4 in the present paper we prove that the minimax rate of
learning a log-concave density is Θd(n
− 2d+4 ), up to a factor of log(n)
d(d+1)
d+4 .
5This work is in a slightly different setting, known as the random oracle design. The authors showed that at least 2Ω(
√
d)
samples are required to estimate a convex set up to fixed accuracy. This work improves the bound to 2Ω(d).
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Bounded Convex Regression Han and Wellner [2016b] analyzed the problem of bounded convex re-
gression, and their results are based on the tight bounds for the ǫ-entropy numbers of the bounded convex
functions in [Gao and Wellner, 2017]. One of their results is a tight estimation of the minimax rate, in
the cases that the underlying distribution is uniform measure on the Euclidean ball or on the cube (more
generally, a polytope with a restricted number of facets). They proved that
inf
f¯
RL22(Unif(Bd))(f¯ ,Hd,Γ) = Θd(CΓ,ξ · n−
2
d+1 ) , inf
f¯
RL22(Unif([0,1]d))(f¯ ,Hd,Γ) = Θd(CΓ,ξ · n−
4
d+4 ). (15)
However, for LS, [Han and Wellner, 2016b] only showed the following upper bounds
RL22(Unif(Bd))(fˆ ,Hd,Γ) ≤ C(d, L) · Γ ·

n−
4
5 d = 1
n−
2
d+1 log(n) d = 2, 3
n−
1
d−1 d ≥ 4
and
RL22(Unif([0,1]d))(fˆ ,Hd,Γ) ≤ C(d, L) · Γ ·
{
n−
4
d+4 d ≤ 4
n−
2
d d ≥ 5 (16)
under the assumption that ξ is L sub-exponential. Observe that when d ≥ 4 the first bound differs from the
minimax rate, and similarly the second bound for d ≥ 5. These results suggest that in the setting of bounded
convex regression, the domain plays a key role. Theorem 2 and Eq. (15) show that the LS is optimal when
P = Unif(Bd) and d ≥ 4. Moreover, the upper bound in Theorem 2 holds for any log-concave probability
measure and ξ that has d+1d−1 + ǫ moment bounded by L for some ǫ > 0. However, by Eq. (16) this bound is
not optimal for some log-concave densities.
Learning Convex Bodies The problem of estimating a convex body from the convex hull of random
samples is extensively studied in the high dimensional geometry literature (see, for example, the books by
Schneider and Weil [2008] and Chiu et al. [2013]) and statistics [Brunel, 2013, 2016]. It is well-known that if
the points are drawn uniformly [Ba´ra´ny, 1992], then with high probability the convex hull is Od(n
−2/(d+1))-
close to the original set in symmetric volume difference. This implies that the risk of learning uniform
distributions over convex bodies is Od(n
−2/(d+1)) with respect to both the Hellinger squared and the total
variation. Observe that the aforementioned family is a small subset of the log-concave distributions. Remark-
ably, our first result implies that the log-concave MLE achieves the same risk with respect to the squared
Hellinger distance (up to a logarithmic factor). In contrast, our second result shows that with respect to the
total variation distance, learning a log-concave density is harder than the uniform distributions of convex
sets.
The ǫ-entropy for the two problems In this paper, we show that entropy numbers of almost isotropic
log-concave distributions and bounded convex functions are equivalent up to logarithmic factors. Theorem 3
closes the gap of the Lemma in [Kim and Samworth, 2016], they proved the following lower bound for the
ǫ-entropy numbers of almost isotropic log-concave distributions when d ≥ 4 with respect to the Hellinger
metric:
logNh(Fd,I˜ , ǫ) ≥ Ωd(ǫ−(d−1))
We show that, up to logarithmic factors, the same upper bound holds. Our proof is based on main result
in Gao and Wellner [2017] who showed that ǫ-entropy numbers of the bounded convex functions supported
on the Euclidean ball are equal to Θd(ǫ
−(d−1)). We also give a sharp bound (up to logarithmic factors) for
the ǫ-entropy numbers with respect to the total variation distance.
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4. Discussion: employing the bracketing numbers in high dimensions
For both problems studied in this paper, directly using the ǫ-bracketing numbers of these families together
with standard chaining techniques leads to sub-optimal rates. In this section, we elaborate on the discussion
in the Introduction to highlight these difficulties.
To start the discussion, consider the result of Gao and Wellner [2017] for bracketing entropy of bounded
convex functions
logN[],2(Hd,1, ǫ,Unif(Bd)) = Θd(ǫ−(d−1)). (17)
These covering numbers are on distances with respect to the uniform measure over Bd. Given n samples,
we have access to a projection Hd,1,n := {(h(X1), . . . , h(Xn)) : h ∈ Hd,1} of the class onto the data. The
symmetrization-based arguments lead us to estimate the global/local Rademacher complexity of the set
Hd,1,n, therefore we consider the empirical entropy numbers logN2(Hd,1, ǫ,Pn). Estimating the empirical
ǫ-entropy may be a hard task, therefore we naturally try to use the population bracketing entropy numbers
(in this case, uniform), and this step is justified (in order to find a tight bound) if they behave similarly to
the empirical entropy numbers until the fixed point in Eq. (3) (in which case, this fixed point is the global
Rademacher complexity, up to a constant). As we explain below, in this case, the equivalence only holds for
ǫ ≥ C(d)n− 1d+1 , while the fixed point of Eq. (3) is C1(d)n− 1d−1 .
First, the lower bound on the ǫ-covering numbers with respect to the uniform measure [Gao and Wellner,
2017, Theorem 4] does not hold when one considers the empirical measure instead. The proof is based on
a construction of an ǫ-separated set of functions that differ from each other by a set of c(d)ǫ−(d−1) disjoint
caps (see Definition 1) with height of ǫ2. Clearly any two functions differ by a set of volume c(d)ǫ2. Moreover,
observe that all these caps lie in the shell
{x ∈ Rd : 1− c(d)ǫ2 ≤ ‖x‖2 ≤ 1}
that has a volume of Θd(ǫ
2). In order to witness the difference between the functions with respect to the
empirical measure, we must have at least one point in each cap for at least half of the caps. Hence, we
need that c(d)ǫ−(d−1) points fall in a set of measure C(d)ǫ2, which is Θd(ǫ2n) under the uniform measure.
Therefore, the following must hold:
c(d)ǫ−(d−1) ≤ ǫ2n ⇐⇒ ǫ ≥ c(d)n− 1d+1
To conclude, if ǫ < c(d)n−
1
d+1 , the empirical distances provide a “distorted” picture as compared to the pop-
ulation distances. As discussed in the Introduction, since the level sets technique succeeds in this case, for
any such ǫ ≤ c(d)n− 1d+1 one cannot find any ǫ-separated set (w.r.t. to the L2(Pn)) of the aforementioned car-
dinality, that is Ωd(ǫ
−(d−1)). However, for ǫ > C(d)n−
1
d+1 , the population and empirical entropies are equal
up to some absolute constant. It follows from a classical result in empirical process theory (see [van de Geer,
2000, Lemma 5.11]) (see also Rakhlin et al. [2017], Bousquet [2002]), that connects the empirical and pop-
ulation distances of any family of functions. More precisely, up a multiplicative absolute constant, for any
f, g ∈ Hd,1,
‖f − g‖L2(Pn) ≍ ‖f − g‖L2(P) + d∗, (18)
where d∗ is the solution to logN[],2(Hd,1−Hd,1, ǫ,Unif(Bd)) = Cnǫ2. Using the fact that Hd,1 is convex and
it contains the zero function, Eq. (17) implies that logN[],2(Hd,1 − Hd,1, ǫ,Unif(Bd)) . C(d)ǫ−(d−1), and
therefore d∗ ≍ n−1/(d+1).
This phenomenon of differing empirical and population entropy numbers above the fixed point in
Eq. (3) does not always occur in the non-Donsker regime. As an example, consider the family of distri-
butions/functions constructed by Birge´ and Massart [1993] to show suboptimality of MLE for certain non-
Donsker classes. For each α ∈ (0, 1/2), the authors constructed a subset of functions that are α-Holder
continuous. Following their construction, the population ǫ-entropy numbers are of the order O(ǫ−
1
α ), and
the empirical entropy numbers only differ (up to a constant that depends on α) when ǫ . n−α, that is the
fixed point Eq. (3).
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As mentioned before, our approach is to reduce the estimation problems to a question of uniform con-
vergence over level sets. For bounded convex regression this reduction is established in Section 6, while the
reduction for log-concave estimation was shown by Carpenter et al. [2018] (and earlier, an asymptotic version
in Schuhmacher and Du¨mbgen [2010]).
5. Preliminaries and notations
The volume (or a surface area) of a set is denoted by vol(·). The centered d-dimensional Euclidean ball with
radius 1 is denoted by Bd and ∂Bd denotes its surface. The Euclidean ball with center x and radius r is
denoted by Bd(x, r), and Bd(r) denotes a centered ball with radius r. The collection of all convex bodies
contained in Rd is denoted by Kd, and K(R)d denotes the collection of bodies contained in R ·Bd.
Let (M, d) be a metric space, fix ǫ > 0 and let S ⊆ M be a finite subset. We say that S is an ǫ-net
(ǫ-covering) if for any x ∈ M there exists a y ∈ S such that d(x, y) ≤ ǫ. The size of the smallest ǫ-cover is
called a covering number, and its logarithm is termed ǫ-entropy. Given a partial ordering  overM, we say
that S is a ǫ-net with bracketing if for any x ∈ M there exists a y, y ∈ S such that d(y, y) ≤ ǫ and y  x  y.
Define the ǫ-bracketing numbers as the smallest cardinality of an ǫ-net with bracketing (will be denoted by
adding [] as a subscript in N ).
5.1. Geometry
For a point p ∈ Rd and a measurable set K ⊆ Rd, define d(K, p) = infu∈K ‖p− u‖2. The Hausdorff distance
between two convex bodies K1 and K2 in R
d is defined as
dH(K1,K2) = max
(
max
p1∈K1
d(K2, p1), max
p2∈K2
d(K1, p2)
)
.
Definition 1. A cap of a d-dimensional ball, with height h ∈ (0, 1) and a center x0 ∈ ∂Bd, is defined as
C(x0, h) := {x ∈ Bd : x⊤0 x ≥ 1− h}.
Lemma 2. The volume of d-dimensional ball is the following:
vol(Bd) =
π
d
2
Γ(d2 + 1)
= (1 +O(d−1))(πd)−0.5
(
2πe
d
) d
2
.
Therefore, the radius of a ball with volume one is (1 +O( ln(d)d ))
√
d
2πe . Additionally, the following identities
hold:
1. For all r ∈ (1,∞), vol(Bd(r
√
d/2πe)) ≤ rdvol(Bd).
2. c
√
d ≤ vol(Bd)vol(Bd−1) ≤ C
√
d.
3. vol(∂Bd) = dvol(Bd).
The following is a bound by Bronshtein [1976], Dudley [1999] on the covering numbers of K(R)d under the
volume metric.
Lemma 3. For any 0 < ǫ < 1,
logN[],H
(
K(R)d , ǫ
)
≤ Cd5/2(ǫ/R)−d−12 ,
where N[],H denotes the bracketing numbers with respect to the Hausdorff distance. Also when ǫ is small
enough, the following holds
logN[],1
(
ǫ,K(R)d , vol
)
≤ Cd(d+4)/2vol(Bd)(d−1)/2
(
ǫ/Rd
)− d−12 .
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Let us formally define log-concave distributions. We refer the reader to Brazitikos et al. [2014] for further
details.
Definition 2. A d-dimensional density function f is log-concave if the following holds for all x, y ∈ Rd and
λ ∈ (0, 1):
f(λx+ (1− λ)y) ≥ f(x)λf(y)1−λ .
Equivalently, f(x) = e−U(x) where U : Rp → R ∪ {∞} is convex. We say that f is an isotropic log-concave
density if it has a zero mean and identity covariance.
Lemma 4 ([Kim and Samworth, 2016]). Let f be an isotropic log-concave density on Rd. Then f can be
bounded by
f(x) ≤ e−cA(d)‖x‖2+CB(d),
for positive dimensional constants cA(d) and CB(d).
The following is a variant of Assouad’s Cube Lemma [van der Vaart, 2000, Tsybakov, 2003]
Lemma 5 (Assouad’s lemma). Let F denote a family of functions. Fix K ∈ N, and suppose that the family
{fα ∈ F : α ∈ {0, 1}K} has the following two properties:
1.
h2(fα, fβ) ≥ η‖α− β‖0.
for all α, β ∈ {0, 1}K, where ‖α− β‖0 denotes the Hamming distance between α and β
2. There exists c ∈ (0, 1) such that for every α, β ∈ {0, 1}K satisfying ‖α− β‖0 = 1, we have
h2(fα, fβ) ≤ c
n
.
Then
inf
f¯
RL(f¯) ≥ K
8
· (1−√c) · η.
6. Proof of Theorem 2
We use the notation Pn(f) :=
1
n
∑n
i=1 f(Xi) and P(f) := E[f ], where f might be a level set of a convex
function in the relevant context. The proof of the theorem rests on the following two results:
Lemma 6. Assume that d ≥ 4. Suppose ξ has a 2+ ǫ moment bounded by L, and P is a log-concave measure
on Rd. Then
E
[
sup
h∈Hd,Γ
1
n
n∑
i=1
h(Xi)ξi
]
≤ Od(Γ · Cξ · n− 2d+1 ),
where Cξ :=
∫∞
0
√
Pr(|ξ| > t)dt ≤ L.
Lemma 7. Assume that d ≥ 4. For any distribution P with a log-concave density,
E
[
sup
f,g∈Hd,Γ
∣∣∣∣Pn(f − g)2 − P(f − g)2∣∣∣∣
]
≤ Od(Γ2 · n− 2d+1 ).
We can now prove the theorem. The following holds for the LS estimator:
argminf∈Hd,Γ
n∑
i=1
(f0(Xi) + ξi − f(Xi))2 =
argminf∈Hd,Γ − 2
n∑
i=1
(f0(Xi)− f(Xi))ξi +
n∑
i=1
(f0(Xi)− f(Xi))2
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Using the two Lemmas 6 and 7, we can bound the minimum in the last equation as follows: 6
argmin
f∈Hd,Γ
P(f0 − f)2 +Od(Γ ·max{Cξ,Γ} · n− 2d+1 ).
It remains to prove Lemmas 6 and 7.
6.1. Proof of Lemma 6
In order to prove the Lemma, we shall use the following Lemma (that is proven in the end of this-subsection):
Lemma 8. Let H = {h : Rd → [0,Γ]} be a class of non-negative bounded functions, and let C be the
corresponding collection of level sets. Assume X1, . . . , Xn are i.i.d. from P. Then
E sup
h∈H
1
n
n∑
t=1
ǫih(Xi) ≤ Γ · E sup
C∈C
|Pn(C)− P(C)|+ C · Γ√
n
. (19)
It is enough to show that
E
[
sup
h∈Hd,Γ
1
n
n∑
i=1
ǫi · h(Xi)
]
≤ Od(Γ · n− 2d+1 ),
where ǫ1, . . . , ǫn are i.i.d. independent Rademacher random variables. Indeed, by a standard result in empir-
ical process (Lemma 2.9.1 in [van der Vaart and Wellner, 1996]), it would follow that
E
[
sup
h∈Hd,Γ
1
n
n∑
i=1
ξi · h(Xi)
]
≤ Od(Γ · Cξ · n− 2d+1 ), (20)
where Cξ =
∫∞
0
√
Pr(|ξ| > t)dt, (since the 2 + ǫ moment is bounded by L we know that Cξ ≤ L).
The bound on Rademacher averages follows from Lemma 8 and Corollary 1 since h is convex on Rd and
P is log-concave:
E
[
sup
h∈Hd,Γ
1
n
n∑
i=1
ǫi · h(Xi)
]
≤
∫ Γ
0
E sup
h∈Hd,Γ
|Pn(h(x) ≥ t)− P(h(x) ≥ t)|dt ≤ Od(Γ · n− 2d+1 ). (21)
All we need to to is to prove Lemma 8.
6.2. Proof of Lemma 8
E
[
sup
h∈H
1
n
n∑
i=1
ǫih(Xi)
]
= E
[
sup
h∈H
1
n
n∑
i=1
ǫi(h(Xi)− P(h) + P(h))
]
≤ E
[
| sup
h∈H
1
n
n∑
i=1
ǫi(h(Xi)− P(h))|
]
+ E
[
| sup
h∈H
P(h)
1
n
n∑
i=1
ǫi|
]
≤ E
[
sup
h∈H
|Pn[h− P(h)]|
]
+ C · Γ · n−0.5,
(22)
6The lemmas are proven in expectation. Using standard concentration inequalities they can be extended to high probability
as well.
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by the standard de-symmetrization argument (Lemma 2.3.6 in [van der Vaart and Wellner, 1996]) and the
fact that h is nonnegative and bounded by Γ. Next, using the tail formula
E
[
sup
h∈H
∣∣Pn(h)− P(h)∣∣] = E
[
sup
h∈H
∣∣ ∫ Γ
0
(Pn(h(x) ≥ t)− P(h(x) ≥ t)) dt
∣∣]
≤
∫ Γ
0
E sup
h∈H
|Pn(h(x) ≥ t)− P(h(x) ≥ t)|dt
≤ Γ · E sup
C∈C
|Pn(C)− P(C)|,
and the claim follows by the last two equations.
6.3. Proof of Lemma 7
Since the functions in Hd,Γ are uniformly bounded Γ, the contraction and symmetrization Lemmas (see
[Koltchinskii, 2011, Thms 2.1,2.3]) imply that
E
[
sup
f,g∈Hd,Γ
∣∣∣∣Pn(f − g)2 − P(f − g)2∣∣∣∣
]
≤ 8Γ · E
[
sup
f−g∈Hd,Γ−Hd,Γ
1
n
n∑
i=1
ǫi · (f − g)(Xi)
]
≤ 16Γ · E
[
sup
h∈Hd,Γ
1
n
n∑
i=1
ǫih(Xi)
]
.
By Lemma 8 and Corollary 1 , the last term is bounded by Od(Γ
2 · n− 2d+1 ), and the lemma follows. We
also provide an alternative proof to this Lemma that uses only Corollary 1 (see sub-section ?? in the
Supplementary).
7. Proof of Theorem 1, Upper Bound
Carpenter et al. [2018] used the properties of the log-concave distributions and squared Hellinger loss (Sec-
tion 3 in their paper) and showed that the MLE risk is upper bounded by
Rh2(fˆ) ≤ C(d) · log(n) · E
[
sup
C∈Kd
|Pn(C)− P(C)|
]
, (23)
where the expectation is over the draw of n i.i.d. samples from P. From Corollary 1, the expected supremum
is Θd(n
−2/(d+1)), and the rate in the theorem follows.
Carpenter et al. [2018] achieved a rate of Od(n
− 2d+3 log(n)2) by utilizing the VC-dimension of polytopes
with restricted number of facets. Our improvement in the bound follows from a different proof technique: We
use the ǫ-bracketing numbers of the convex sets under the volume metric, chaining methods, and Lemma 4
which certifies that isotropic log-concave have a “fast” enough decay. For completeness, we give the sketch
of the proof of Eq. (23) in Section 14 in the Supplementary.
8. Proof of Lemma 1
Given some measure P over Rd and a family A of subsets of Rd, we will bound
E sup
S∈A
|Pn(S)− P(S)|
in terms of the bracketing numbers of A with respect to the natural metric induced by P on sets, namely
the measure of the symmetric difference P(S△S′) of two sets S, S′ ⊂ Rd (equivalently, L1(P) on sets). The
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derived bound is a variant of Dudley’s integral, proved using the chaining method on “sub-Exponential”
random variables. Let r ≥ 0 be an integer and assume that logN[],1(A, 2−r,P) ≤ 2−rn/3. We will now prove
that
E
[
sup
S∈A
|Pn(S)− P(S)|
]
≤ 2−r + C
r∑
i=r0
n−0.5
√
2−i logN[],1(A, 2−r,P), (24)
where r0 be the smallest integer i such that 2
−i < P(
⋃A).
For convenience, denote P˜n := Pn − P. Let Ni be the minimal net 2−i-net with bracketing for A with
respect to L1(P). Fix some S ∈ A and let S, S ∈ Nr be elements such that S ⊆ S ⊆ S and P(S \ S) ≤ 2−r.
Then
P˜n(S) = Pn(S)− P(S) = (Pn(S)− P(S)) + (P(S)− P(S)) ≤ max
S∈Nr
|P˜n(S)|+ 2−r.
Similarly,
−P˜n(S) = (P(S)− Pn(S)) ≤ (P(S)− P(S)) + (P(S)− Pn(S)) ≤ 2−r + max
S∈Nr
|P˜n(S)|.
We conclude that
E sup
S∈A
|P˜n(S)| ≤ E max
S∈Nr
|P˜n(S)|+ 2−r. (25)
We can assume that Nr0−1 = {∅}. Indeed, from the conditions of this lemma, any S ∈ A satisfies
P(S△∅) = P(S) ≤ P(⋃A) ≤ 2−r0+1, hence {∅} is a 2−r0−1-net as required. As in a standard chaining
argument, we write P˜n(S) as a telescoping sum, with respect to elements in the different epsilon nets: let
πi(S) = argminS′∈Ni P(S△S′), and note that for any S ∈ Nr,
P˜n(S) = P˜n(πr(S))− P˜n(πr0−1(S)) =
r∑
i=r0
(
P˜n(πi(S))− P˜n(πi−1(S))
)
,
where the first equality follows from the fact that πr(S) = S since S ∈ Nr and that πr0−1(S) = ∅. This
enables us to bound the maximum over Nr in terms of differences between elements of consecutive nets:
E
[
max
S∈Nr
|P˜n(S)|
]
= E
[
max
S∈Nr
∣∣∣∣∣
r∑
i=r0
P˜n(πi(S))− P˜n(πi−1(S))
∣∣∣∣∣
]
≤
r∑
i=r0
E
[
max
S∈Nr
∣∣∣P˜n(πi(S)△πi−1(S))∣∣∣] (26)
Note that the right hand side of Eq. (26), which is composed of a maximum of variables P˜n(U) for sets
U ∈ Rd. Note that for each set U , Pn(U) is a binomial random variable Bin(n,P(U)). Depending on the
size of the deviation relative to n and p, a binomial variable can exhibit sub-Gaussian or sub-Exponential
behavior. By balancing the two tails (see e.g. [Boucheron et al., 2013, Corollary 2.6]), we obtain the following
lemma, under the condition that the number of variables is not too large:
Lemma 9. Fix 0 < p < 1 and n, k are positive integers. Assume that Y1, . . . , Yk are random variables such
that Yi ∼ Bin(n, pi) for pi ≤ p. Then, if k ≥ 2 and log k ≤ np/3, then
E
[
max
1≤i≤k
|Yi/n− pi|
]
≤ C
√
p log k
n
. (27)
Next, we bound each summand of the right hand side of Eq. (26). Fix i = r0, . . . , r and S ∈ A, note that
nPn(πi(S)△πi−1(S)) ∼ Bin(n, p), with
p := P(πi(S)△πi−1(S)) ≤ P(πi(S)△S) + P(S△πi−1(S)) ≤ 2−i + 2−i+1 = 3 · 2−i.
Additionally, the maximum is over at most N[],1(A, 2−i,P) · N[],1(A, 2−i+1,P) elements, hence we can ap-
ply Lemma 9 with p = 3 · 2−i and k ≤ N[],1(A, 2−i,P)N[],1(A, 2−i+1,P) to bound this maximum. Note
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that Lemma 9 requires log k ≤ np/3, and indeed using the assumption of this Lemma we know that
logN[],1(A, 2−i,P) ≤ 2−in/3. Hence,
log k ≤ logN[],1(A, 2−i,P) + logN[],1(A, 2−i+1,P) ≤ 2 · 2−in/3 ≤ np/3,
substituting p = 3 · 2−i. Applying Lemma 9, one obtains that for each i = r0, . . . , r:
E
[
max
S∈Nr
∣∣∣P˜n(πi(S)△πi−1(S))∣∣∣] ≤ C√2−i logN[],1(A, 2−i,P)/n.
We sum over i = r0, . . . , r and conclude that
E
[
max
S∈Nr
|P˜n(S)|
]
≤
r∑
i=r0
2C
√
2−i logN[],1(A, 2−i,P)/n.
Combining with Eq. (25), then Eq. (24) follows.
9. Proof of Corollary 1
First, we state a lemma for arbitrary probability measures with a continuous density function.
Lemma 10. Let P = f(x)dx be a probability measure with a continuous density function, and for any r ≥ 0,
let Mr(f) := supx : ‖x‖≥r f(x) · d · vol(Bd) denote a bound on the tail of f . Let X1, . . . , Xn ∼ P be i.i.d.
samples. Then,
E
[
sup
K∈Kd
|Pn(K)− P(K)|
]
≤ C ·
( ∞∑
i=0
Mi(f)
d−1
d+1 (i + 1)
d(d−1)
d+1
)
· n− 2d+1 . (28)
If we further assume that supp(P) ⊂ R · Bd, for some R > 0. Then, the following holds:
E
[
sup
K∈Kd
|Pn(K)− P(K)|
]
≤ C(RdM0(f))
d−1
d+1n−
2
d+1 . (29)
First, we show that the Corollary 1 follows from the aforementioned lemma. In the following sub-sections
we will prove Lemma 10.
Proof of Corollary 1. First, if P is isotropic log-concave, then, by Lemma 4, f(x) ≤ e−c(d)‖x‖2+C(d), and the
claim follows by Lemma 10. Now assume that P is not isotropic, and that the covariance of f is invertible (and
a similar proof holds when it is singular). Then, there exists an invertible linear transformation A, such that
PA is isotropic, where PA(S) := P(A−1(S)) for any measurable set S ⊂ Rd. Note that Kd = {T (K) : K ∈ Kd}
for any invertible linear transformation T . Hence,
E sup
K∈Kd
|Pn(K)− P(K)| = E sup
K∈Kd
|PAn (A−1(K))− PA(A−1(K))| = E sup
K′∈Kd
|PAn (K ′)− PA(K ′)|
= Od(n
−2/(d+1)),
where the last step follows from the fact that PA is isotropic log-concave.
Proof of Lemma 10. Note that we would like to bound the supremum of P˜n(S) for any convex set S which
is not necessarily bounded. However, it would be convenient to consider bounded convex sets. In particular,
we define the disjoint sets A0, A1, A2 that satisfy
⋃∞
i=0Ai = R
d: Ai := {x ∈ Rd : i ≤ ‖x‖2 < i + 1}. We will
write each convex set i as a disjoint union of its intersections with the above sets S =
⋃∞
i=0 S ∩ Ai. We will
bound the supremum corresponding to each Ai separately:
E sup
K∈Kd
|P˜n(K)| ≤
∞∑
i=0
E sup
K∈Kd
|P˜n(K ∩ Ai)|. (30)
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We bound each summand, by using the following lemma that bounds E supS∈Kd |P˜n(S ∩ A)| for a general
bounded set A. Denote by CN (d) the dimensional constant of the bound on logN[],1(K(1)d , ǫ, vol), namely,
the minimal number such that logN[],1(K(1)d , ǫ, vol) ≤ CN (d)ǫ−(d−1)/2 for all 0 < ǫ ≤ 1.
Lemma 11. Assume that P = f(x)dx where f is an arbitrary density function. Let A be a bounded mea-
surable set, and let R = supx∈A ‖x‖2 and M = supx∈A f(x). Then,
E
[
sup
C∈Kd
|Pn(C ∩ A)− P(C ∩ A)|
]
≤ C ·
(
CN (d)
n
) 2
d+1
(RdM)
d−1
d+1 . (31)
Finally, we can prove Lemma 10. For any set Ai, i ≥ 0, we can apply Lemma 11 with R = (i + 1) and
M =Mi(f) = supx : ‖x‖≥i f(x), and obtain that
E sup
K∈Kd
|P˜n(K ∩Ai)| ≤ C ·
(
CN (d)
n
) 2
d+1
(i + 1)
d(d−1)
d+1 Mi(f)
d−1
d+1 .
By Eq. (30), we derive that
E sup
K∈Kd
|P˜n(K)| ≤ C ·
(
CN (d)
n
) 2
d+1
∞∑
i=0
Mi(f)
d−1
d+1 (i+ 1)
d(d−1)
d+1 .
Using the fact CN (d) ≤ C1d(d+4)/2vol(Bd)(d−1)/2, the lemma follows. Our last debt is to prove Lemma 11.
Proof of Lemma 11. First, we will assume that R = 1, and then we will extend to arbitrary values of R. In
particular, it suffices to consider only convex sets contained in Bd. Define A = {A ∩K : K ∈ K(1)d }, and it
holds that
E sup
C∈Kd
|P˜n(C ∩ A)| = E sup
S∈A
|P˜n(S)|. (32)
We would like to apply Lemma 1: For this purpose, we use the following bound on the bracketing numbers
of A: for any 0 < ǫ ≤ P(∪A),
logN[],1(A, ǫ,P) ≤ logN[],1(K(1)d , ǫ/M, vol) ≤ CN (d)
(
M
ǫ
) d−1
2
, (33)
where the first part of the inequality follows from the fact that for any S, S′ ∈ A, P(S△S′) ≤
vol(S△S′) supx∈A f(x) = Mvol(S△S′), and the second part follows Bronstein’s lemma (see Lemma 3).
We set ǫ0 = P(∪A) and ǫ that will be define later. Then, Lemma 1 implies
E sup
S∈A
|P˜n(S)| ≤ ǫ+ Cn−0.5
∫ ǫ0
ǫ
√
t−1 logN[],1(A, ǫ,P)dt
≤ ǫ+ C · (n/CN (d))−0.5M d−12
∫ ǫ0
ǫ
t−(d+1)/4dt
≤ ǫ+ C · (n/CN (d))−0.5M d−12 ǫ−(d−3)/4,
(34)
where the last inequality follows from the fact that d ≥ 4. We equalize the two terms of the right hand side of
Eq. (34), and derive that ǫ ≈
(
CN (d)
n
) 2
d+1
M
d−1
d+1 . Formally, ǫ is a number inside an interval that is uniquely
defined by a unique integer, denoted by r, such that
2−r−1 <
(
CN (d)
n
) 2
d+1
M
d−1
d+1 ≤ 2−r.
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Using this ǫ, we obtain that the right hand side of Eq. (34) is bounded by C
(
CN (d)
n
) 2
d+1
M
d−1
d+1 as required.
It remains to verify that we can apply Lemma 1 for this ǫ, namely that
logN[],1(A, ǫ,P) ≤ CN (d)
(
M
ǫ
) d−1
2
Indeed, our ǫ is the smallest one (up to an absolute constant) that can be chosen that satisfies this inequality.
Previously, we assumed that R = supx∈A ‖x‖ = 1, and we will now remove this assumption. Assume that
R is arbitrary, Then rescale x 7→ x/R. Formally, denote by the rescaled distribution P′ by R, namely that
has the density f ′(y) = Rdf(Ry). Define the set A′ = A/R, and note that
E sup
K∈Kd
|P˜n(K ∩ A)| = E sup
K∈Kd
|P˜′n(K/R ∩ A/R)| = E sup
K′∈Kd
|P˜′n(K ′ ∩ A′)|
≤ C ·
(
CN (d)
n
) 2
d+1
(M ′)
d−1
d+1 ,
(35)
where M ′ = supx∈A′ f ′(x) and the last inequality follows from applying this lemma on P′ and A′. Lastly,
substituting M ′ = RdM in the right hand side of Eq. (35), the bound follows.
10. Proof of Theorem 1, Lower Bound
Before we prove the theorem, we note that the proof builds upon the proof of Theorem 1 part (ii) in the
paper by Kim and Samworth [2016]. Their proof relies on a packing argument of the unit sphere to generate
a family of log-concave distributions. Any packing of the unit sphere can cover at most e−cd of its surface
area, and this caused their proof to suffer from a similar factor in the risk. Instead, we build an “approximate-
packing” which covers a constant fraction of the sphere. It allows us to create a large enough family of disjoint
distributions to attain the desired bound.
In order to simplify the proof, we first show how the following main lemma implies the theorem, and then
we prove the lemma.
Lemma 12. Let N ≥ 10d and td,N ∈ (0.5, 1), then there is a set of caps C(x1, td,N), . . . , C(xcN , td,N) ⊂ Bd
(see Definition 1) that sasifies the following:
1. vol(C(x1, td,N)) = . . . = vol(C(xcN , td,N)) = cd,NN
−(1+ 2d−1 ).
2. For all 1 ≤ i ≤ cN , the following holds:
vol
C(xi, td,N) \ cN⋃
j=1,i6=j
C(xj , td,N)
 ≥ c3vol(C(xi, td,N)) ≥ c4N−(1+ 2d−1 )vol(Bd). (36)
where c ∈ (0, 1), cd,N ∈ (c1, C1).
Observe that the Eq. (36) implies that the overlap between the caps is not too large. Morever, these caps
define a body
Pd,N := Bd \
cN⋃
i=1
C(xi, td,N)
with volume
vol(Pd,N ) =
(
1− Cd,NN− 2d−1
)
vol(Bd). (37)
where Cd,N ∈ (c1, C1). The value of N will be defined later, and we set K := cN , where c is the constant in
Lemma 12. Define
F{0,1}K :=
{
fα ∈ Cd : α ∈ {0, 1}K
}
,
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where fα is defined as
fα(x) :=
1Pd,N (x) + 1∪Ki=1C(xi,td,N )1αi=1(x)
vol(Bd)(1 − Cα) ,
where vol(Bd)(1 − Cα) = vol(
⋃K
i=1 C(xi, td,N )1αi=1 ∪ Pd,N) is the normalization factor. Observe that the
normalization factors may be different for different α. However, by Eq. (37) we know that
Cα ≤ Cd,NN− 2d−1 ≤ CN− 2d−1 . (38)
Assume that N ≥ Cd, where C is defined in the previous equation. First, we analyze the term of the second
requirement in Assouad’s Lemma (Lemma 5). Indeed, for when ‖α − β‖0 = 1, the distributions differ by
a one cap, therefore |Cα − Cβ | ≤ CN−(1+ 2d−1 ). We denote by supp the support of a density and assume
without loss of generality that α1 = 1 and β1 = 0. Then
h2(fα, fβ) =
∫
Bd
(√
fα(x) −
√
fβ(x)
)2
dx
≤ vol(Bd)−1
∫
suppfα∩suppfβ
((1 − Cα)−0.5 − (1− Cβ)−0.5)2dx
+
∫
C(x1,td,N )
(
(1− CN− 2d−1 )vol(Bd)
)−1
dx
≤ Cvol(Bd)−1
∫
Bd
|Cα − Cβ |2dx+ C1vol(Bd)−1vol(C(x, tn,N ))
≤ CN−(2+ 4d−1 ) + C1vol(Bd)−1vol(C(x, tn,N ))
≤ CN−(1+ 2d−1 ) ≤ 0.5n−1,
(39)
where we used Eq. (38) and Eq. (37), and the fact that for t small enough (1− t)−0.5 = 1 + 0.5t+O(t2).
Now we prove the first requirement: let α, β ∈ {0, 1}K, then
h2(fα, fβ) ≥
∫
suppfα△suppfβ
(√
fα(x) −
√
fβ(x)
)2
dx
≥ vol(Bd)−1vol(suppfα△suppfβ)
≥ vol(Bd)−1
K∑
i=1
1αi 6=βivol
C(xi, td,N) \ ⋃
1≤j≤K,j 6=i
C(xj , td,N)

≥ c2‖α− β‖0N−(1+ 2d−1 ),
(40)
where we used Eq. (36). Using the last two equations, we may set η = c3N
−(1+ 2d−1 ). In order for
CN−(1+
2
d−1 ) ≤ 0.5n−1 to hold, we set K = cN = c1n
d−1
d+1 . Then, we apply Assouad’s Lemma with K, η
and get
inf
f¯
Rh2(f¯ ,Fd) ≥ c4 ·K · η ≥ c2 · cn−1 · c2n
d−1
d+1 = c3n
− 2d+1 ,
and the claim follows. Finally, we prove Lemma 12.
Proof of Lemma 12 First we use a lemma proven by Kur [2019]. This lemma shows that there is a
polytope with N ≥ 10d facets that gives an optimal approximation, up to an universal constant, to the
Euclidean ball, in terms of the symmetric volume difference.
Lemma 13 (Kur [2019], Corollary of Lemma 3.1 (substituting γ = 1)). Let N ≥ 10d and td,N :=√
1−
(
vol(∂Bd)
Nvol(Bd−1)
) 2
d−1
. There is a set of points x1, . . . , xN ∈ ∂Bd that defines a body
Pd,N := Bd \
N⋃
i=1
C(xi, td,N ).
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that satisfies the following:
vol(Pd,N) =
(
1− cd,NN− 2d−1
)
vol(Bd) (41)
where cd,N ∈ (c1, C1).
Clearly, all the caps have the same volume. We estimate the volume of a cap C(x, td,N ), by using the
following standard result (see for example, Lemma 5.2 by Kur [2019]): If td,N > 0.5, then
vol(C(x, td,N )) = vol(Bd−1)
(
1− t2d,N
) d+1
2
td,N (d− 1) +O
(
vol(C(x, td,N ))
d
)
.
Now observe that 1− td,N =
√
1−
(
vol(∂Bd)
vol(Bd−1)N
) 2
d−1 ≈ 0.5 ·N− 2d−1 , where ≈ denotes equality up to a “small”
absolute constant. Then,
vol(C(x, td,N )) ≈ vol(Bd−1)
(
1− t2d,N
) d−1
2
(1− td,N)
d
· 1 + td,N
td,N
≈ 2vol(Bd−1)
(
1− t2d,N
) d−1
2
d
· (1− td,N) = 2N−1(1 − td,N)vol(∂Bd)
d
= 2N−1(1− td,N)vol(Bd) ≈ N−(1+ 2d−1 )vol(Bd).
(42)
where we used the definition of td,N , and the last identity in Lemma 2.
Clearly, we showed that the volume of each cap is at most C˜d,NN
−(1+ 2d−1 )vol(Bd) where C˜d,N ∈ (c1, C1).
Finally, we prove the second part of the Lemma (i.e. Eq. (36)). For this purpose, we utilize the following
Lemma:
Lemma 14. Let A = {S1, . . . , SN} be a collection of measurable sets in Rd, each of the same volume v.
Additionally, assume that vol
(⋃N
i=1 Si
)
= cNv, for some constant 0 < c < 1. Then there exists a subset
A′ ⊆ A of size at least Nc/2, such that the following holds:
∀S ∈ A′ : vol
S \ ⋃
S′∈A′, S′ 6=S
S′
 ≥ vc/2.
Proof. In order to return a set that satisfies Lemma 12, we perform the following greedy algorithm: We
initialize a list L ← {1, . . . , N}: For each i ∈ {1, . . . , N}, in an increasing order, we check if
vol
Si \ ⋃
S′∈L, S′ 6=Si
S′
 < vc/2.
If the answer is positive, we remove Si from L, and set L ← L\{Si}. Otherwise, we do not change L. Then,
we continue with i+1. At the end of this procedure, we are guaranteed to have vol(
⋃
i∈L Si) ≥ Nvc/2, since
each removal decreases the volume of
⋃
i∈L Si by at most vc/2. Additionally, since element is of volume v,
there are at least cN/2 remaining elements. The proof follows with A′ = L.
We apply Lemma 14 with A = {C(x1, td,N), . . . , C(xN , td,N)}, v = C˜d,NN−(1+ 2d−1 )vol(Bd), and c = cd,N .
The lemma concludes by returning the set of caps A′.
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11. Proof of Theorem 3
Thorough this section, we are going to use of the set Df0,ǫ that is defined in the following lemma:
Lemma 15. For any f0 ∈ Fd,I˜, there exists a subset Df0,ǫ that satisfies the following:
1. Df0,ǫ is a convex set that lies in Bǫ :=
(
C1max{log(ǫ−1),
√
d}
)
Bd.
2. 3 log(ǫ) ≤ log(f0(x)) ≤ C1(d) ∀x ∈ Df0,ǫ.
3.
∫
Df0,ǫ
f0(x)dx ≥ 1− ǫ2.
Proof. First, we use a corollary of Lee and Vempala [2018] that implies that for any t > 0 the following
holds:
Pr
X∼f0∈Fd,I˜
(|‖X‖2 −
√
d| ≥ C
√
dt) ≤ e−c
√
dt.
Thus, we know that 1− ǫ3 of the mass of these distributions lies in Bǫ := C1max{log(ǫ−1),
√
d} ·Bd. Clearly,
it is enough to approximate f0 on this ball. Also, by Lemma 4, we know that ‖f0‖∞ ≤ C(d).
Using the fact that the super-level sets are convex, we may restrict ourselves to a convex subset of the
ball Bǫ, denoted by Df0,ǫ, such that f0(x) ≥ ǫ3. Clearly, when ǫ is small enough the following holds:
Pf0(Df0,ǫ) ≥ 1− ǫ3 − vol(Bǫ) · ǫ3 ≥ 1− ǫ3 − Cdǫ3 log(ǫ−1)d ≥ 1− ǫ2.
where, in the last inequality we assume that ǫ is small enough. The claim follows.
11.1. Covering with respect to total variation, an upper bound
Define
K(f0) := {(x, y) : 3 log(ǫ) ≤ y ≤ f0(x), x ∈ Df0,ǫ},
where Df0,ǫ is defined in Lemma 15. Observe that it is convex in R
d+1 and lies inside the ball
C(d) log(ǫ−1)Bd+1. By Lemma 3, we have 2Od((ǫ/ log(ǫ
−1)d+1)−d/2) convex sets, such that for every f0 and
its K(f0), there exists a K˜(f0), that satisfies the following properties:
vol(K˜(f0)△K(f0)) ≤ c¯(d)ǫ and dH(K˜(f0),K(f0)) ≤ c¯(d)ǫ and K(f0) ⊂ K˜(f0).
where c¯(d) is a constant that will be defined later.
Since K(f0) ⊂ K˜(f0), we can construct a concave function supported on Df0,ǫ, denoted by log(f˜0), such
that ∫
Df0,ǫ
| log(f˜0)− log(f0)| ≤ ǫ and 4 log(ǫ) ≤ log(f˜0) ≤ 2C(d).
In order to see this, the first property follows because symmetric volume difference is equivalent to the area
between the graphs of the functions. The second property follows from the small Hausdorff distance. Now,
we may assume without loss of generality that f˜0 is a log-concave density on Df0,ǫ. To see this, by definition∫
Df0,ǫ
f˜0dx ≤
∫
Df0,ǫ
f0dx+
∫
Df0 ,ǫ
|f0 − f˜0|dx
≤ 1− ǫ2 + C(d)
∫
Df0,ǫ
| log(f0)− log(f˜0)|dx ≤ 1 + C1(d)c¯(d)ǫ,
where we used Lemma 15 and the fact that if es, et ≤ C(d) then |es − et| ≤ C(d)|s − t|. Hence, we can
re-scale f˜0 to be a density, and it causes a perturbation of C1(d)c¯(d)ǫ. Therefore, when c¯(d) is small enough,
the perturbation is less than ǫ/3, and does not affect the result.
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Finally, by using similar considerations as in the previous equation, we conclude that
dTV (f0, f˜0) = 0.5
∫
Rd
|f0 − f˜0|dx ≤ 0.5
∫
Df0,ǫ
|f0 − f˜0|dx+ ǫ2
≤ C(d)
∫
Df0,ǫ
| log(f0)− log(f˜0)|dx + ǫ2 ≤ 2C(d)c¯(d)ǫ ≤ ǫ,
where we assume that c¯(d) is small enough.
We showed that for every f0 ∈ Fd,I˜ there is an ǫ-approximation f˜0 generated directly from the ǫ-net of
the convex sets that lie inside C(d) log(ǫ−1)Bd+1. Thus, ǫ-entropy numbers of the set of almost isotropic
log-concave distributions, with respect to the total variation distance, are bounded by (ǫ/ log(ǫ−1)d+1)−d/2.
11.2. Covering with respect to Hellinger distance, an upper bound
In view of Lemma 3, there are 2Od((ǫ/ log(ǫ
−1)d/2)−(d−1))) convex sets such that for every f0 there exists an
ǫ2-approximation to Df0,ǫ, denoted by D˜f0,ǫ, that satisfies the following properties:
vol(D˜f0,ǫ△Df0,ǫ) ≤ c¯(d)ǫ2 and D˜f0,ǫ ⊂ Df0,ǫ,
where Df0,ǫ is defined in Lemma 15, and c¯(d) is small constant that will be defined later.
Now, we want to find an ǫ-covering for all the concave functions bounded by | log(ǫ)| that are supported on
D˜f0,ǫ ⊂ Bǫ. For this purpose, we use the main result [Gao and Wellner, 2017, Theorem 1.5], which states that
there exits an ǫ-net with bracketing, with respect to the L2(Unif(D˜f0,ǫ)) metric, with cardinality bounded
by 2Od((ǫ/ log(ǫ
−1)(d+2)/2)−(d−1)). Namely, for every f0, there exists a function in this net, denoted by log(f˜0),
such that√∫
D˜f0,ǫ
(log(f0)− log(f˜0))2dx := ‖ log(f0)− log(f˜0)‖2,D˜f0,ǫ ≤ c¯(d)ǫ and log(f0) ≤ log(f˜0) ≤ 2C(d).
7
Using a similar argument as in the previous sub-section, we may also assume that f˜0 is a density. Thus, we
conclude that
h(f0, f˜0) ≤
√∫
Df0,ǫ
(
√
f0 −
√
f˜0)2dx+
∫
Rd\Df0,ǫ
f0(x)dx
=
√∫
Df0,ǫ
(e0.5 log(f0(x)) − e0.5 log(f˜0))2dx+ ǫ
≤ ǫ+ C(d)‖ log(f0)− log(f˜0)‖2,Df0,ǫ ,
where we used Lemma 15, and the fact that if es, et ≤ C(d) then |es − et| ≤ C3(d)|s− t|. Finally, we use the
definition of log(f˜0) and bound the last term
‖ log(f0)− log(f˜0)‖2,Df0,ǫ ≤ C(d)
√
vol(Df0,ǫ△D˜f0,ǫ) + ‖ log(f0)− log(f˜0)‖2,D˜f0,ǫ
≤ c¯(d)C(d)ǫ
where we used the fact that both these functions are bounded by C(d), and c¯(d) is chosen to be small enough.
Using the last two equations, we conclude that h(f0, f˜0) ≤ 2ǫ.
Observe that we generated a family of functions that gives an 2ǫ-covering to the almost isotropic
log-concave distributions with respect to the Hellinger distance. Our family was generated by choosing
2Od((ǫ/ log(ǫ
−1)d/2)−(d−1)) convex sets and for each set we choose 2Od((ǫ/ log(ǫ
−1)(d+2)/2)−(d−1)) bounded concave
functions. Thus, the ǫ-entropy numbers are bounded by Od((ǫ/ log(ǫ
−1)(d+2)/2)−(d−1)), and the claim follows.
7The upper bound on log(f˜0) follows from their construction, or it can be proven by using Lemma 3.
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11.3. Lower bounds for the ǫ-entropy numbers
The lower bound with respect to the total variation is proved in the second part of Theorem 4 (see Remark
6). The lower bound with respect to the Hellinger distance was proved in Kim and Samworth [2016]; in the
second part of Theorem 1, we improved the dimensional constant from cd to c1.
12. Proof of Theorem 4, Lower Bound
We start with an overview of the proof. The main idea is to create a family of log-concave distributions
F{0,1}K := {fα : α ∈ {0, 1}K},
where K = Θd(n
d
d+4 ) and its members are perturbations of the Gaussian distribution, and its size is, by
definition, 2Θd(n
d
d+4 ). The perturbations will be negligible under the Hellinger squared, but not in the total
variation metric. Once we construct the distributions, it will follow that the Hellinger squared distance
between a couple of distributions fα, fβ where α, β ∈ {0, 1}K, is
Od
(‖α− β‖0 · n−1) ,
while in total variation it is
Od
(
‖α− β‖0n 2d+4 · n−1
)
. (43)
Assouad’s Lemma (Lemma 5) implies that the risk with respect to the squared Hellinger is at leastOd(n
− 4d+4 ).
By Eq. (43), switching from Hellinger to total variation, we get an extra factor of n
2
d+4 . Thus,
inf
f¯
RTV(f¯ ,Fd) ≥ Od(n− 2d+4 ).
12.1. Proof
Denote by γ(x) the Gaussian density of Rd, also we may assume that δ ∈ (0, e−Cd) and define gx0,δ(x) as
follows, for all x0 ∈ Rd:
gx0,δ(x) =
{
1
4 (δ − ‖x− x0‖2)2 ‖x− x0‖2 ≤ δ
0 ‖x− x0‖2 > δ.
Using gx,δ, we can construct log-concave functions:
Lemma 16. Let x1, . . . , xl ∈ Rd, such that ‖xi − xj‖ > 2δ for all i 6= j. Then the function
f(x) =
l∏
i=1
egxi,δ (x)γ(x) =
{
egxi,δ (x)γ(x) ∃i such that ‖x− xi‖2 < δ
γ(x) otherwise
(44)
is log-concave.
The proof of this lemma is deferred to Section 15.1 in the Supplementary. For an intuition, note that
log γ(x) + gx,δ is concave due to the fact that the Hessian of log γ(x) equals −I, while the largest singular
value in the Hessian of gx,δ is bounded by 1/2; hence, the sum of Hessians is negative semi-definite.
For any ‖x− x0‖2 < δ2 , the following holds:
egx0,δ (x) ∈
(
1 +
1
16
δ2, 1 +
1
4
δ2
)
, (45)
where we used 1 + t ≤ et ≤ 1 + 2t, when t is small enough. We use the following lemma, which is proved in
in the Supplementary.
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Lemma 17. Let δ ∈ (0, e−Cd), and define K := cd vol(Bd(
√
2d))
vol(Bd(δ))
. Then, there is a set of disjoint antipodal
balls Bd(x1, δ), . . . , Bd(xK , δ), Bd(−x1, δ), . . . , Bd(−xK , δ) that are inside Bd(
√
2d).
We create a finite set of log-concave distributions F{0,1}K := {fα : α ∈ {0, 1}K, fα ∈ Fd}, where
fα(x) := C
−1
d,δγ(x)c · exp
(
K∑
i=1
αigxi,δ(x) +
K∑
i=1
(1− αi)g−xi,δ(x)
)
, (46)
where Cd,δ is the normalization factor. Due to the Gaussian symmetry, i.e. γ(x) = γ(−x) for all x ∈ Rd, and
from the definition of fα, the normalization constants are identical for all α ∈ {0, 1}K. Most importantly,
the normalization factor is close to 1, as stated below:
Lemma 18. It holds that Cd,δ ∈ (1, 1 + e−Cdδ2).
Proof. Indeed, we can check the normalization factor for α = (1, . . . , 1): by Eq. (44),∫
Rd
fα(x)dx − 1 =
K∑
i=1
∫
Bd(xi,δ)
(egxi,δ(x) − 1)γ(x)dx
≤ C ·K · δ2
∫
Bd(δ)
γ(x)dx
≤ C ·K · δ2vol(Bd(δ)) max
x∈Rd
γ(x)
≤ C · vol
(
Bd(
√
2d)
)
δ2.
where we used Lemma 2 and Eq. (45). Thus, the normalization factor Cd,δ ≤ 1 + e−cd, and Cd,δ ≥ 1 since
egα(x) ≥ 1. Observe that we assumed that δ < e−2Cd, and therefore this normalization factor is small.
Next, we bound the distances between densities in this class.
Lemma 19. For any α, β ∈ {0, 1}K,
cd1‖α− β‖0δd+2vol(Bd) ≤ dTV(fα, fβ) ≤ cd2‖α− β‖0δd+2vol(Bd),
and
cd3‖α− β‖0δd+4vol(Bd) ≤ h2(fα, fβ) ≤ cd4‖α− β‖0δd+4vol(Bd).
In particular,
cd5h
2(fα, fβ) ≤ δ2dTV(fα, fβ) ≤ cd6h2(fα, fβ). (47)
Remark 6. Before we prove this Lemma, we show that the lower bound for the ǫ-entropy numbers, with
respect to the total variation follows from it. Indeed, if we consider all the distributions with ‖α‖0 = K/2,
then we have a family of distributions such that its cardinally is a least 2c
−d·δ−d , and the elements are cd1 · δ2-
separated. It is easy to see that, when δ < e−Cd these distributions are almost isotropic, and the lower bound
follows if we set ǫ = δ2.
Proof. Observe that fα and fβ differ only on the balls corresponding to where they differ. Clearly, there are
2‖α− β‖0 such balls. Define
Aα,β :=
 ⋃
1≤i≤K : αi 6=βi
(Bd(xi, δ) ∪Bd(−xi, δ))
 .
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We bound dTV(fα, fβ) as follows:
dTV(fα, fβ) =
∫
Rd
|fα(x) − fβ(x)|dx
≥ C−1d,δ
∫
Aα,β
(
K∏
i=1
e|αi−βi|gxi,δ (x)− 1
)
γ(x)dx
≥ C min
y∈Bd(
√
2d)
γ(y)
∫
Aα,β
(
K∏
i=1
e|αi−βi|gxi,δ (x)− 1
)
dx
≥ cd7‖α− β‖0
∫
Bd(δ/2)
(eg0,δ (x) − 1)dx
≥ cd7‖α− β‖0
∫
Bd(δ/2)
δ2
16
dx
≥ cd1‖α− β‖0δd+2vol(Bd),
where we used Eq. (46) and the fact that egxi,δ (x) ≥ 1 + 116δ2 on the B(xi, δ2 ). Similarly, one can upper
bound the total variation distance.
Also, the following bound holds for the squared Hellinger,
h2(fα, fβ) = C
−1
d,δ
∫
Aα,β

√√√√ K∏
i=1
(
e|αi−βi|gxi,δ (x)
)− 1
2 γ(x)dx
≤ C max
y∈Bd(
√
2d)
γ(y)
∫
Aα,β

√√√√ K∏
i=1
(
e|αi−βi|gxi,δ (x)
)− 1
2 dx
≤ cd1‖α− β‖0
∫
Bd(δ)
(√
eg0,δ (x) − 1
)2
dx
≤ cd4δd+4vol(Bd)‖α− β‖0,
where we used the identity
√
1 + t ≤ 1 + 0.5t when t > 0 is small enough and that egxi,δ(x) ≤ 1 + 14δ2.
Similarly, one can lower bound the Hellinger squared. This concludes the proof.
We apply Assouad’s Lemma (Lemma 5), to bound the squared Hellinger minimax risk of any estimator.
The first requirement in this lemma follows by Lemma 19, for
η = cdδd+4vol(Bd).
For the second requirement, for any α 6= β, we know by Lemma 19 that
h2(fα, fβ) ≤ cd4δd+4vol(Bd)‖α− β‖0.
Therefore, we set δ such that
cd4δ
d+4vol(Bd) =
0.5
n
,
or equivalently
δ = c4vol(Bd)
1
d+4n−
1
d+4 = c5
√
dn−
1
d+4 , (48)
where we used Lemma 2. Finally, apply Assouad’s Lemma with the value K defined above, namely K =
cd1δ
−d vol(Bd(
√
2d))
vol(Bd)
and η = cdδd+4vol(Bd) and c = 1/2. We get that
inf
f¯
Rh2(f¯ ,Fd) ≥
√
1− (1/2)2 ·K · η ≥ cd1δ4 ≥ cd1n−
4
d+4 , (49)
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where we used Lemma 2. Now, in order to switch to the total variation distance, we restrict ourselves to a
subset of log-concave estimators that output distributions from F{0,1}k , namely
F˜d :=
{
f :
(
R
d
)n → F{0,1}K} .
By Eqs. (47),(48),(49), we conclude that
inf
f˜∈F˜d
RTV(f˜ ,Fd) ≥ cd1n
2
d+4 inf
f˜∈F˜d
Rh2(f¯ ,Fd) ≥ cd2n
2
d+4 inf
f¯
Rh2(f¯ ,Fd) ≥ cd3n−
2
d+4 .
Using the fact that inf f¯ RTV(f¯ ,Fd) ≥ inf f˜∈F˜d RTV(f˜ ,Fd)/2 (see Lemma 21 in the Supplementary) the
claim follows.
13. Proof of Theorem 4, Upper Bound
First, we choose a maximal ǫ-packing with respect to the total variation distance. It is also an ǫ-covering,
denoted by NTV(ǫ). Then, we define a family of sets
A := {Aij ⊂ Rd : 1 ≤ i < j ≤ |NTV(ǫ)|},
where Aij is a set such that |Pfi(Aij) − Pfj (Aij)| = dTV(fi, fj) ≥ ǫ for fi 6= fj ∈ NTV(ǫ). The estimator is
a “tournament”, defined for X1, . . . , Xn i.i.d. samples generated from f0 as
f¯0(X1, . . . , Xn) := argmin
f∈NTV(ǫ)
max
A∈A
|Pn,f0(A)− Pf (A)|,
where Pn,f0 is the empirical measure of these samples.
Using a standard result from empirical processes theory, we know that with high probability the following
holds:
max
A∈A
|Pn,f0(A)− Pf0(A)| ≤ C
√
log |A|/n = C
√
log |NTV(ǫ)|/n.
Now, we require that C
√
log |NTV(ǫ)|/n ≤ ǫ, and we denote by f˜0 the closest member in the net to f0.
Observe that for any dTV(fi, f˜0) > 4ǫ the following holds:
max
A∈A
|Pn,f0(A)− Pfi(A)| ≥ max
A∈A
|Pf0(A)− Pfi(A)| − ǫ ≥ max
A∈A
|Pf˜0(A)− Pfi(A)| − 2ǫ > 2ǫ
where we used the last two equations. However,
argmin
f∈NTV(ǫ)
max
A∈A
|Pn,f0(A) − Pf(A)| ≤ max
A∈A
|Pf˜0(A)− Pf0,n(A)|
≤ max
A∈A
|Pf0(A)− Pf˜0(A)|+ ǫ ≤ 2ǫ.
Thus, we showed that f˜0 is at least a 4ǫ-approximation to f0, with respect to the total variation distance,
if C
√
log |NTV(ǫ)|/n ≤ ǫ. Hence, by the upper bound on the ǫ-entropy in Theorem 3, we derive that
Od(
√
(ǫ/ log(ǫ−1)(d+1))−d/2/n) ≤ ǫ⇒ ǫ ≈ Cdn− 2d+4 log
d(d+1)
d+4 (n).
Thus, this estimator gives an Od(n
− 2d+4 log
d(d+1)
d+4 (n)) approximation, and the claim follows for almost
isotropic log-concave distributions.
Finally, we extend this estimator to an arbitrary log-concave distribution, by using a technique of data
standardization (see sub-section 15.2 in the Supplementary).
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Supplementary
14. Proof outline of the log-concave reduction to convex sets
The proof idea is as follows: let fˆ be the maximum likelihood estimator. Hence, by definition of the MLE,
Pn(log fˆ) ≥ Pn(log f0), or equivalently, Pn log(f0/fˆ) ≤ 0. If we could argue that P log(f0/fˆ) ≤ Pn log(f0/fˆ)+
Od(n
−2/(d+1)), this would imply the following:
h2(f0, fˆ) ≤ dKL(f0‖fˆ) = P log(f0/fˆ) ≤ Pn log(f0/fˆ) +Od(n−2/(d+1) log(n)) ≤ Od(n−2/(d+1) log(n)), (50)
where dKL denotes the KL divergence which is known to upper bound the squared Hellinger distance. Hence,
the claim follows. The problem here is that the above KL divergence is infinite. Recall that fˆ is supported
on the convex hull of the samples. Hence, for any x which is outside the convex hull, log(f0(x)/fˆ(x)) =∞,
which implies that dKL(f0‖fˆ) =∞.
In order to overcome this problem, one can approximate fˆ with a density f ′ which is approximately fˆ
(up to negligible factor), but it is non-zero everywhere.
Therefore, by the triangle inequality it is enough to bound h2(f0, f
′). Clearly, we may assume that that
in Eq. (50), fˆ will be replaced by f ′. Hence, by Eq. (50) it enough to show that
P log(f0/f
′) ≤ (P− Pn)(log f0) + (P− Pn)(log(1/f ′)) +Od(n−2/(d+1) log(n)).
For this purpose we will bound the two terms. Since P is log concave, the first term can be easily bound
using standard concentration inequalities.
for the second term, we can assume that f ′ and f0 are almost isotropic and thus their densities are bounded
from above by C(d), hence log(1/f ′) ≥ −Cd. Moreover, up to negligible perturbation we may assume that
f ′ ≥ Od(n−C(d)). Hence, the following holds:
(P− Pn)(log(1/f ′)) =
∫ ∞
t=−Cd
(P− Pn)({x : log(1/f ′(x)) ≥ t}) =
∫ ∞
t=−Cd
(P− Pn)(Rd \At)
=
∫ Cd logn
t=−Cd
(Pn − P)(At) + o(n− 2d+1 log(n))
≤
∫ Cd logn
t=−Cd
C′dn
−2/(d+1) + o(n−
2
d+1 log(n)) ≤ Od(n−2/(d+1) logn).
(51)
where we used the tail formula in the first equality, in the second inequality we used the fact that drawing
a point with density that is small is negligible since f0 is log-concave. In the last inequality we used the fact
that At is a convex set, and applied Corollary 1. Thus, the claim follows.
15. Remaining Supporting Results
The following Lemma can be found for example in Artstein-Avidan et al. [2015].
Lemma 20. Let ǫ ∈ (0, c) for some universal constant c, and let l2 be the Euclidean distance. Then,
cd2ǫ
−d ≤Ml2(ǫ, Bd) ≤ cd1ǫ−d,
where Ml2(ǫ, Bd) to be the maximal ǫ-separated on the Euclidean ball with respect to the l2 distance.
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15.1. Proof of Lemma 16
We start with some equivalent definition of a concave function over Rd. First, it follows from definition that
a function is concave if and only if it is concave on any affine line, namely:
Claim 1. A function φ : Rd → R is concave if for any x0 ∈ Rd and any v ∈ Sd−1, the function ψ : R → R
defined by ψ(t) = φ(x0 + tv) is concave.
Clearly a univariate function is concave if and only if for any x ∈ R there exists a neighborhood where it
is concave. Formally:
Claim 2. A function ψ : R → R is concave if an only if for any x ∈ R there exists ǫx > 0 such that ψ is
concave on (x − ǫx, x+ ǫx).
Combining this two claims, we obtain the following equivalence:
Claim 3. A function φ : Rd → R is concave if and only if for any x0 ∈ Rd and any v ∈ Sd−1 there exists
ǫ > 0 such that the function ψx0,v,ǫ : (−ǫ, ǫ)→ R defined by ψx0,v,ǫ(t) = φ(x0 + tv)t∈(−ǫ,ǫ) is concave.
Using Claim 3, we will prove that log f is concave. Pick x ∈ Rd, and divide into cases:
• If ‖x − xi‖ > δ for all 1 ≤ i ≤ ℓ, then log f = log γ(x) in a neighborhood of f , where log γ(x) is a
concave function. In particular, ψx,v,ǫ is concave for any v ∈ Sd−1 and a sufficiently small ǫ > 0.
• If ‖x− xi‖ < δ for some 1 ≤ i ≤ l, then log f(x) equals log γ(x) + log gxi,δ(x) in some neighborhood of
x. Thus,
log f(x) = log γ(x) + log gxi,δ(x) =
d
2
log(2π) +
1
4
(δ − ‖x− xi‖)2 − ‖x‖2/2,
which is a concave function as required.
• If ‖x − xi‖ = δ, then for any v ∈ Sd−1, there exists ǫ > 0 such that ψx,v,ǫ(t) := log(f)(x + tv) has
non-increasing derivative, hence it is concave. The key observation is that ψx,v,ǫ(y) is differentiable at
y = 0, while the monotonicity of the derivative for y ∈ (−ǫ, ǫ) \ {0} follows from the fact that ψx,v,ǫ is
concave and differentiable there.
Proof of Lemma 17 Using a standard packing argument (Lemma 20) we can find a set of disjoint balls
with radius δ in Bd(
√
2d) of size
cd
vol(Bd(
√
2d))
vol(Bd(δ))
. (52)
Now we take two antipodal caps with height 1− 2δ, namely,
S1,δ := C(x0, 1− 2δ) ; S−1,δ := C(−x0, 1− 2δ).
Since δ < e−Cd, by standard volume considerations we know vol(S1,δ ∪ S−1,δ) > (1 − (c′c)d)vol(Bd(
√
2d)),
for a sufficiently small c′. Thus by Eq. (52) we must have a cap that contains
(0.5c)d
vol(Bd(
√
2d))
vol(Bd(δ))
.
of the disjoint ball, then we return this set and its antipodal, namely we take each ball in this set and also
its antipodal. And the claim follows.
Lemma 21. inf f¯ RTV(f¯ ,Fd) ≥ inf f˜∈F˜d RTV(f˜ ,Fd)/2.
Proof. Choose estimator that minimizes the the risk, denoted by f¯ . Then, project it to F˜d namely, for every
n samples, we define the projection as follows
f¯ ′(x1, . . . , xn) := arg min
fα∈F˜d
dTV(f¯(x1, . . . , xn), fα).
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Now, we use the triangle inequality
inf
f˜∈F˜d
RTV(f˜ ,Fd) ≤ RTV(f¯ ′,Fd) = sup
f∈Fd
E[dTV(f¯
′(X1, . . . , Xn), f)]
≤ sup
f∈Fd
E[dTV(f¯
′(X1, . . . , Xn), f¯(X1, . . . , Xn))] + sup
f∈Fd
E[dTV(f¯(X1, . . . , Xn), f)]
≤ sup
f∈Fd
E[dTV(f, f¯(X1, . . . , Xn))] +RdTV(f¯ ,Fd)
≤ 2RdTV(f¯ ,Fd).
where X1, . . . , Xn are drawn i.i.d. f ∈ Fd. Thus, the claim follows.
15.2. Extending to an arbitrary log-concave distribution
The following argument is relatively standard, the idea is to apply an affine transformation on the last
n/3 samples such that they will be almost isotropic (“standardization”). Then, we use the estimator that we
constructed in the previous section on these samples. Using the fact that total variation is affine-invariant, we
will apply the inverse transformation (reverse the ”standardization”) on the distribution that our estimator
gave us. In this way, we generalize to an arbitrary log-concave distribution.
Denote by Y = Σ0.5X + b where X is an isotropic log-concave vector. Then, we estimate the empirical
covariance matrix Σˆ by the first n/3 samples. Then, we multiply our next n/3 samples by Σˆ−0.5. Clearly,
each of these samples Σˆ−0.5Yi is distributed as follows:
Σˆ−0.5Y = Σ−(1/4)S−0.5Σ−(1/4)Σ1/2X + Σˆ−0.5b = S−0.5X + Σˆ−0.5b,
where S is the empirical covariance matrix of n/3 i.i.d. samples from X . Using standard results, see for
example Kim and Samworth [2016], with overwhelming probability ‖S−0.5 − I‖ ≤ Od(n−0.5). Now we know
that Σˆ−0.5Y has a bounded covariance matrix, namely its trace bounded by 2d. Thus, we use the next n/3
samples in order to estimate the mean of Σˆ−0.5Y which is Σˆ−0.5b. Thus, we can find an estimator of the
mean that satisfies
‖ ̂(Σˆ−0.5b)− (Σˆ−0.5b)‖2 ≤ Od(n−0.5).
Finally, we use the last n/3 samples of Y and apply them the affine transformation Σˆ−0.5Y − ̂(Σˆ−0.5b). Thus,
these last n/3 samples are i.i.d and almost isotropic.
Now, we may use our estimator on these samples, and find an Od(log(n)
d
d+4n−
2
d+4 )-approximated dis-
tribution to Σˆ−0.5Y − ̂(Σˆ−0.5b). Now, using the fact that the total variation is invariant to invertible
affine transformations. We reverse this affine transformation on the approximated distribution, and get
an Od(log(n)
d(d−1)
d+4 )n−
2
d+4 )-approximated distribution to the one of Y .
15.3. An alternative proof of Lemma 7
First, by adding some constant we can assume that the functions f, g, f + g are positive and bounded by 2Γ.
Then, decompose (f − g)2 as
(f − g)2 = 2f2 + 2g2 − (f + g)2. (53)
Clearly, each of the three terms is a convex function. To see this, note that h2 is convex for for every positive
convex function h : Rd → R. Indeed, convexity means
h(λx + (1− λ)y) ≤ λh(x) + (1 − λ)h(y).
Since both sides of the above inequality are positive and from convexity of y 7→ y2, we obtain that
h2(λx+ (1− λ)y) ≤ (λh(x) + (1− λ)h(y))2 ≤ λh2(x) + (1− λ)h2(y).
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Now we use the tail formula: namely for any positive random variable Z and increasing function ϕ : [0,∞)→
R such that ϕ(0) = 0, the following holds:
EZ [ϕ(Z)] =
∫ ∞
0
d
dt
ϕ(t) Pr[Z ≥ t]dt.
Applying the above formula on Z = h(x) and ϕ(Z) = Z2, and for the log-concave P,∫
Rd
h2(x)P(dx) =
∫ ∞
0
2tP({x ∈ Rd : h(x) ≥ t})dt.
Moreover, if we further assume that h is also bounded by 2Γ,
sup
h∈Hd,Γ
|Pn(h2)− P(h2)| = sup
h∈Hd,Γ
|
∫ 2Γ
0
2t(P(h ≥ t)− Pn(h ≥ t))dt|
≤ sup
h∈Hd,Γ
∫ 2Γ
0
2t|(P(h ≥ t)− Pn(h ≥ t))|dt
≤ 2Γ sup
h∈Hd,Γ
∫ 2Γ
0
|(P(h ≥ t)− Pn(h ≥ t))|dt
= 2Γ sup
h∈Hd,Γ
∫ 2Γ
0
|(P(h < t)− Pn(h < t))|dt
≤ 4Γ2 sup
C∈Kd
|Pn(C)− P(C)| ,
(54)
where the last inequality follows from the fact that the set {x ∈ Rd : h(x) < t} is convex. Then, by taking
expectation on both sides and Corollary 1 we get
E sup
h∈Hd,Γ
|Pn(h2)− P(h2)| ≤ Od(Γ2 · n− 2d+1 ).
Applying the last equation on h = f, g, f + g and recalling that (f − g)2 = 2f2 + 2g2 − (f + g)2, the proof
follows.
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