One of the classical models of queueing theory is the M/M/s queue or Erlang delay model. This model has s homogeneous servers working in parallel. Customers arrive according to a Poisson process with arrival rate λ, and the service times are independent and exponentially distributed with mean 1/μ. Let the offered load be a = λ/μ and assume a < s to have a proper steady-state distribution. The most important performance characteristic for this system is the probability that a customer is delayed when arriving at the system in steady state. This probability is known as the Erlang C formula, given by (with ρ = a/s)
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with Pois(a) a Poisson random variable with mean a.
The Halfin-Whitt regime refers to the scaling of the arrival rate λ and the number of servers s such that, while both λ and s increase toward infinity, the traffic intensity ρ = λ/s approaches one, while
for some β ∈ (0, ∞). Halfin and Whitt [2] showed that setting s = a + β √ a (squareroot staffing) for any fixed β > 0 yields
with Φ, φ the distribution and density of the standard normal random variable. Hence, the scaling (2) combines large capacity with high utilization such that the probability of delay converges to a non-degenerate limit away from both zero and one. Halfin and Whitt went further and established a stochastic-process limit involving the convergence of the scaled queue-length process to a diffusion process. However, in this short note we just focus on the steady-state limit result in (3) and the suggested approximation
In recent years, such approximations have found application in many-server systems, like call centers. In particular, Borst, Mandelbaum and Reiman [1] developed an asymptotic framework that applies the square-root staffing principle to constraint satisfaction problems and cost minimization problems. The simplest constraint satisfaction problem is to determine the number of servers necessary to ensure that the fraction of customers that need to wait is below a certain threshold, say . Borst, Mandelbaum and Reiman proposed to determine the number of servers as a roundoff of s * = λ + β * ( ) √ λ, with β * the solution of C * (β( )) = . A natural question is how well this approximation performs, and they observed that square-root staffing is accurate over a wide range of system parameters. A formal justification of this fact was presented in Janssen, Van Leeuwaarden and Zwart [5] .
The formula C(s, λ) in its basic form is only defined for integer values of s. The remaining statements in this paper will pertain to the analytic continuation of C given by (see [3] )
which is valid for all 0 < a < s. We are now ready to state our two conjectures:
Conjecture 2 C(a + β √ a, a) is strictly decreasing in a for each fixed β > 0.
Both conjectures were verified by means of extensive numerical experiments. Note that the traffic intensity
monotonically increases in a for any fixed β > 0, while Conjecture 2 shows that the pre-limit steady-state delay probability decreases in a for any fixed β > 0, and hence decreases as a function of the load. This is somewhat surprising in view of the common wisdom that the performance of queueing systems deteriorates as the load increases. However, for the scaling at hand, not only the load increases in a, but the system size s increases at the same time. Hence, one way to provide intuition for Conjecture 2 is the classical economies-of-scale argument.
Apart from the fact that any new result for such a classical model is interesting, there is additional motivation for proving these conjectures:
(i) Conjecture 1 would imply that using the Halfin-Whitt approximation C * (β) in constraint satisfaction problems as in [1] always results in understaffing. This fact has been observed in [4] . (ii) The Erlang C formula is clearly decreasing in s and increasing in a. However, for the Halfin-Whitt scaling s = a + β √ a with β > 0 fixed, there is no obvious ordering between two systems (indexed by s), making a stochastic comparison difficult.
It is clear that Conjecture 2 implies Conjecture 1. Both conjectures are formulated as precise mathematical problems, but we do not see any outline for a potential proof, although the bounds on the Erlang C formula as provided in [4] may be instrumental as a starting point.
