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Abstract
In this paper, we study an adaptive finite element method for multiple eigenvalue problems
of a class of second order elliptic equations. By using some eigenspace approximation technology
and its crucial property which is also presented in this paper, we extend the results in [12] to
multiple eigenvalue problems, we obtain both convergence rate and quasi-optimal complexity
of the adaptive finite element eigenvalue approximation.
Key words. Adaptive finite element, a posteriori error estimator, convergence, complexity, multi-
ple eigenvalue.
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1 Introduction
Adaptive finite element computation is efficient in solving partial differential equations and has
been successfully used in scientific and engineering computing. Its numerical analysis has been also
derived much attention from the mathematical community. Since Babusˇka and Vogelius [4] gave
an analysis of an adaptive finite element method (AFEM) for linear symmetric elliptic problems in
one dimension, there has been much investigation on the convergence and complexity of AFEMs
in literature (see, e.g., [6, 7, 12, 13, 16, 31, 32] and the references cited therein). In the context of
the finite element approximations of eigenvalue problems, in particular, we note that there are a
number of works concerning a posteriori error estimates [5, 14, 20, 21, 23, 33], AFEM convergence
[12, 15, 16, 17, 19] and complexity [12, 15, 19]. Except for the convergence analysis in [16], to our
best knowledge, there is no any work about convergence rate and complexity of AFEM for multiple
eigenvalue problems. The purpose of this paper is to fill in the gap.
We understand that multiple eigenvalue problems are topic in science and engineering, such as
Hartree-Fock equation and Kohn-Sham equation used to model ground state electronic structures
of molecular systems in quantum chemistry and materials science, in which hundreds of thousands
of eigenvalues and their corresponding eigenfunctions are desired, and among these eigenvalues,
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most are multiple [11, 22, 25, 29, 30]. While the central computation in solving either Hartree-Fock
equation or Kohn-Sham equation is the repeated solution of linear Schro¨dinger type equation, of
which adaptive finite element analysis and computation are significant. Hence, we want to study
the convergence rate and complexity of AFEMs for multiple eigenvalue problems and focus on the
following elliptic eigenvalue problems: find λ ∈ R and u ∈ H10 (Ω) such that{ −∇ · (A∇u) + cu = λu in Ω,
‖u‖0,Ω = 1 on ∂Ω,
where A, c are coefficients stated precisely in Section 2.
We see that the analysis technologies for the convergence rate and complexity of AFEM in lit-
erature are only valid for simple eigenvalues and their corresponding eigenfunctions, it can not be
applied directly to multiple eigenvalue cases. The difficulty lies in that in context of multiple eigen-
value cases, it is not practicable to figure out the discreted eigenfunctions obtained over different
meshes so as to approximate the same exact eigenfunctions. As a result, the standard technology of
measuring the error of every eigenfunction does not work well any more, which results in the diffi-
culty when analyzing the reduction for error of the approximate eigenfunction over two consecutive
meshes. Instead, we employ the gap between the eigenfunction space and its approximation, which
seems natural but requires some delicate technical tools in analysis. To carry out the analysis of the
eigenspaces and their approximations, in this paper, we introduce a system of some source problems
associated with the multiple eigenvalue problem, for which we also need to generalize the existing
results of adaptive finite element approximations of scale problems to a setting of vector version.
By using the similar perturbation argument in [12, 19] (see Theorem 3.1 and Lemma 4.1) together
with eigenfunction space approximation technology and its crucial property (see Lemma 3.1 and
Lemma 3.2) that is also shown in this paper, we obtain the convergence rate and quasi-complexity
of AFEM for multiple eigenvalue problems.
Now let us give somewhat more detailed but informal description the main results in this paper.
We propose and analyze an adaptive finite element algorithm for multiple eigenvalue problem,
Algorithm 3.1, which is based on the residual type a posteriori error estimators also designed in
this paper, and prove that, for instance
• Under some mild assumption, the gap, δH10 (Ω)(M(λ),Mh(λ)), between the continue eigenspace
M(λ) and its finite element approximationMh(λ) has the following a posteriori estimates (see
Theorem 3.3)
δH10 (Ω)(M(λ),Mh(λ))
<∼ ηh(Uh,Ω)
η2h(Uh,Ω)− osc2h(Uh,Ω) <∼ δ2H10 (Ω)(M(λ),Mh(λ)).
• Under some reasonable assumptions, the adaptive finite element approximation eigenspaces
will converge to the exact eigenspace with some convergence rate, as shown as follows (see
Theorem 4.2)
δ2H1
0
(Ω)(M(λ),Mhk(λ))
<∼ α2k,
where α ∈ (0, 1) is some constant. Furthermore, if the marked sets are of minimal cardinality,
thenthe adaptive finite element approximation eigenspaces have a quasi-optimal complexity
as follows (see Theorem 5.2)
δ2H10 (Ω)
(M(λ),Mhn(λ)) <∼ (#Thn −#Th0)−2s.
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The paper is organized as follows. In the next section, we shall describe some basic notation and
review the existing results of finite element approximations for a class of linear second order elliptic
source and eigenvalue problems, which will be used in our analysis. In Section 3, we construct the a
posteriori error estimators for finite element eigenvalue problems from the relationship between the
elliptic eigenvalue approximation and the associated boundary value approximation and then design
adaptive finite element algorithm for the elliptic eigenvalue problems. We analyze the convergence
rate quasi-optimal complexity of the adaptive finite element eigenvalue computations in Sections
4 and 5, respectively. We present several numerical examples in Section 6 to support our theory.
Finally, we remark how our main results can be expected for computing the first N eigenvalues with
both simple and multiple eigenvalues are included, the Steklov eigenvalue problems, and inexact
numerical solutions.
2 Preliminaries
Let Ω ⊂ Rd(d ≥ 1) be a polytopic bounded domain. We shall use the standard notation for Sobolev
spaces W s,p(Ω) and their associated norms and seminorms, see, e.g., [1, 9]. For p = 2, we denote
Hs(Ω) =W s,2(Ω) and H10 (Ω) = {v ∈ H1(Ω) : v |∂Ω= 0}, where v |∂Ω= 0 is understood in the sense
of trace, ‖ · ‖s,Ω = ‖ · ‖s,2,Ω, and (·, ·) is the standard L2 inner product. Throughout this paper, we
shall use C to denote a generic positive constant which may stand for different values at its different
occurrences. For convenience, the symbol <∼ will be used in this paper. The notation that A <∼ B
means that A ≤ C1B, and the notation A ∼= B means C2A ≤ B ≤ C3A, where C1, C2, C3 are some
constants that are independent of mesh parameters. All the constants involved are independent of
mesh sizes.
Let {Th} be a shape regular family of nested conforming meshes over Ω: there exists a constant
γ∗ such that
hT
ρT
≤ γ∗ ∀T ∈
⋃
h
Th,
where, for each T ∈ Th, hT is the diameter of T , and ρT is the diameter of the biggest ball contained
in T, h = max{hT : T ∈ Th}. Let Eh denote the set of interior faces (edges or sides) of Th.
Let Sh,k(Ω) be a space of continuous functions on Ω such that for v ∈ Sh,k(Ω), v restricted to
each T is a polynomial of degree not greater than k, namely,
Sh,k(Ω) = {v ∈ C(Ω¯) : v|T ∈ P kT ∀T ∈ Th},
where P kT is the space of polynomials of degree not greater than a positive integer k. Set S
h,k
0 (Ω) =
Sh,k(Ω) ∩H10 (Ω). We shall denote Sh,k0 (Ω) by Sh0 (Ω) for simplification of notation afterwards.
2.1 A linear elliptic boundary value problem
In this subsection, we shall present some basic properties of a second order elliptic boundary value
problem for vector version and its finite element approximations, which is just the simple extension
of the existed results for scalar version. These properties will be used in our analysis in the following
sections.
Consider the homogeneous boundary value problem:{
Lui = fi in Ω, i = 1, · · · , N,
ui = 0 on ∂Ω,
(2.1)
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where N is a positive integer, L is a linear second order elliptic operator:
Lu = −∇ · (A∇u) + cu
with A : Ω → Rd×d being piecewise Lipschitz over initial triangulation and symmetric positive
definite with smallest eigenvalue uniformly bounded away from 0, and 0 ≤ c ∈ L∞(Ω).
The weak form of (2.1) reads: find U ≡ (u1, · · · , uN) ∈ (H10 (Ω))N such that
a(ui, vi) = b(fi, vi) ∀vi ∈ H10 (Ω), i = 1, · · · , N, (2.2)
where
a(u, v) = (A∇u,∇v) + (cu, v) and b(u, v) = (u, v).
We observe that a(·, ·) is a bounded bilinear form over H10 (Ω):
|a(w, v)| ≤ Ca‖w‖1,Ω‖v‖1,Ω ∀w, v ∈ H10 (Ω)
and for energy norm ‖ · ‖a,Ω, which is defined by ‖w‖a,Ω =
√
a(w,w), there hold
ca‖w‖1,Ω ≤ ‖w‖a,Ω ≤ Ca‖w‖1,Ω ∀w ∈ H10 (Ω),
where ca and Ca are positive constants. We understand that (2.2) is uniquely solvable for any
fi ∈ H−1(Ω)(i = 1, · · · , N).
For U = (u1, · · · , uN) ∈ (H10 (Ω))N , we shall denote by
‖U‖a,Ω =
(
N∑
i=1
‖ui‖2a,Ω
)1/2
, and ‖U‖1,Ω =
(
N∑
i=1
‖ui‖21,Ω
)1/2
.
For L2(Ω) with ‖ · ‖b,Ω =
√
b(·, ·), we see that there is a unique compact operator K : L2(Ω)→
H10 (Ω) satisfying
a(Kw, v) = b(w, v) ∀w ∈ L2(Ω), v ∈ H10 (Ω). (2.3)
Define the Galerkin-projection Rh : H
1
0 (Ω)→ Vh ≡ Sh0 (Ω) by
a(u−Rhu, v) = 0 ∀u ∈ H10 (Ω) ∀v ∈ Vh, (2.4)
and apparently
‖Rhu‖1,Ω <∼ ‖u‖1,Ω ∀u ∈ H10 (Ω).
If we define the operator Kh : L
2(Ω)→ Sh0 (Ω) as follows:
a(Khw, v) = b(w, v) ∀w ∈ L2(Ω), v ∈ Sh0 (Ω), (2.5)
then
Kh = RhK.
The following results can be found in [2, 34].
Proposition 2.1. Let
ρ
Ω
(h) = sup
f∈L2(Ω),‖f‖b,Ω=1
inf
v∈Vh
‖Kf − v‖1,Ω.
Then ρ
Ω
(h)→ 0 as h→ 0 and
‖u−Rhu‖b,Ω <∼ ρΩ(h)‖u−Rhu‖1,Ω ∀u ∈ H10 (Ω).
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A standard finite element scheme for (2.2) reads: find Uh = (u1,h, · · · , uN,h) ∈ (Vh)N satisfying
a(ui,h, vi) = b(fi, vi) ∀vi ∈ Vh, i = 1, · · · , N. (2.6)
Let T denote the class of all conforming refinements by bisection of Th0 . For Th ∈ T, define the
element residual R˜T (ui,h) and the jump residual J˜E(ui,h) by
R˜T (ui,h) = fi − Lui,h = fi +∇ · (A∇ui,h)− cui,h in T ∈ Th,
J˜E(ui,h) = −A∇u+i,h · ν+ −A∇u−i,h · ν− = [[A∇ui,h]]E · νE on E ∈ Eh,
where E is the common side of elements T+ and T− with unit outward normals ν+ and ν−,
respectively, and νE = ν
−. Let ωT be the union of elements sharing a side with T and ωE be the
union of elements which shares the side E, that is, ωE = T
+ ∩ T−.
For T ∈ Th, we define the local error indicator η˜h(ui,h, T ) by
η˜2h(ui,h, T ) = h
2
T ‖R˜T (ui,h)‖20,T +
∑
E∈Eh,E⊂∂T
hE‖J˜E(ui,h)‖20,E
and the oscillation o˜sch(ui,h, T ) by
o˜sc
2
h(ui,h, T ) = h
2
T ‖R˜T (ui,h)− R˜T (ui,h)‖20,T +
∑
E∈Eh,E⊂∂T
hE‖J˜E(ui,h)− J˜E(ui,h)‖20,E,
where hE is the diameter of E, w is the L
2-projection of w ∈ L2(Ω) to polynomials of some degree
on T or E.
We define the error estimator η˜h(ui,h,Ω) and the oscillation o˜sch(ui,h,Ω) by
η˜2h(ui,h,Ω) =
∑
T∈Th,T⊂Ω
η˜2h(ui,h, T ) and o˜sc
2
h(ui,h,Ω) =
∑
T∈Th,T⊂Ω
o˜sc
2
h(ui,h, T ).
For any Uh = (u1,h, · · · , uN,h) ∈ (Vh)N , we set
η˜2h(Uh, T ) =
N∑
i=1
η˜2h(ui,h, T ) and o˜sc
2
h(Uh, T ) =
N∑
i=1
o˜sc
2
h(ui,h, T ), ∀T ∈ Th,
and
η˜2h(Uh,Ω) =
∑
T∈Th
η˜2h(Uh, T ) and o˜sc
2
h(Uh,Ω) =
∑
T∈Th
o˜sc
2
h(Uh,Ω).
In our analysis we need the following result[7].
Lemma 2.1. There exists a constant C∗ which depends on A, regularity constant γ∗, and coefficient
c, such that
o˜sch(V, T ) ≤ o˜sch(W,T ) + C∗‖V −W‖1,ωT , ∀V,W ∈ (Vh)N , ∀T ∈ Th. (2.7)
We have the standard a posteriori error estimates for the finite element approximation of bound-
ary value problems (2.1) as follows (c.f., e.g., [27, 28, 33])
‖ui − ui,h‖a,Ω ≤ C˜1η˜h(ui,h,Ω), (2.8)
C˜22 η˜
2
h(ui,h,Ω)− C˜23 o˜sc2h(ui,h,Ω) ≤ ‖ui − ui,h‖2a,Ω, (2.9)
where C˜1, C˜2 and C˜3 are positive constants depending on the shape regularity of the mesh Th.
The adaptive algorithm with Do¨rfler marking strategy for solving (2.6) can be stated as
follows (c.f. [7]):
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Algorithm 2.1. Choose a parameter 0 < θ < 1.
1. Pick a given mesh T0, and let k = 0.
2. Solve the system (2.6) on Tk to get the discrete solution Uhk ≡ (u1,hk , · · · , uN,hk).
3. Compute local error indictors η˜hk(Uhk , τ) for all τ ∈ Thk .
4. Construct Mhk ⊂ Thk by Do¨rfler marking strategy with parameter θ.
5. Refine Thk to get a new conforming mesh Thk+1 by Procedure REFINE.
6. Let k = k + 1 and go to 2.
Do¨rfler marking strategy in Algorithm 2.1 was introduced in [13, 28] when N = 1. It is used
to enforce error reduction and can be defined as follows.
Do¨rfler marking strategy
Given a parameter 0 < θ < 1.
1. Construct a subset Mhk of Thk by selecting some elements in Thk such
that ∑
T∈Mhk
η˜2hk(Uhk , T ) ≥ θη˜2hk(Uhk ,Ω).
2. Mark all the elements in Mhk .
As pointed out in [7], the Procedure REFINE here is some iterative or recursive bisection (see,
e.g., [24]) of elements with the minimal refinement condition that marked elements are bisected at
least once. Given a fixed number b ≥ 1, for any T ∈ T, and a subsetM ∈ {Th} of marked elements,
T∗ = REFINE(T ,M) outputs a conforming mesh T∗ ∈ {Th}, where at least all elements ofM are
bisected b times. Define
RT →T∗ := T \ (T∗ ∩ T ). (2.10)
RT →T∗ is the set of refined elements from mesh T to T∗. Obviously, we have that M⊂RT →T∗ .
By some primary operation, we can easily extend the corresponding results of the case N = 1
in [7] to vector version as follows, which will be used in our following analysis.
Theorem 2.1. Let {Uhk}k∈N0 be a sequence of finite element solutions of boundary problems pro-
duced by Algorithm 2.1. Then there exist constants γ˜ > 0 and ξ ∈ (0, 1), depending only on the
shape regularity of meshes, the data, and the parameters used by Algorithm 2.1, such that for any
two consecutive iterates k and k + 1 we have
‖U − Uhk+1‖2a,Ω + γ˜η˜2hk+1(Uhk+1 ,Ω) ≤ ξ2
(
‖U − Uhk‖2a,Ω + γ˜η˜2hk(Uhk ,Ω)
)
.
Indeed, the constant γ˜ has the following form
γ˜ =
1
(1 + δ−1)C2∗
(2.11)
with some constant δ ∈ (0, 1).
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Lemma 2.2. Assume that Th0 verifies condition (b) of Section 4 in [32]. Let {Thk}k≥0 be any
sequence of refinements of Th0 where Thk+1 is generated from Thk by Thk+1 = REFINE(Thk ,Mhk)
with a subset Mhk ⊂ Thk . Then
#Thk −#Th0 <∼
k−1∑
j=0
#Mhj ∀k ≥ 1
is valid, where the hidden constant depends on Th0 and b. Here and hereafter #T means the number
of elements in T .
Lemma 2.3. Let uhk,l ∈ Vhk and uhk+1,l ∈ Vhk+1(l = 1, · · · , N) be discrete solutions of (2.6) over
a conforming mesh Thk and its refinement Thk+1 with marked element Mhk . Let R := RThk→Thk+1
be the set of refined elements, then the following localized upper bound is valid
‖Uhk − Uhk+1‖2a,Ω ≤ C˜21
∑
T∈R
η˜2hk(Uhk , T ),
where Uhk ≡ (uhk,1 · · · , uhk,q) and Uhk+1 ≡ (uhk+1,1 · · · , uhk+1,q).
Proposition 2.2. Let uhk,l ∈ Vhk and uhk+1,l ∈ Vhk+1(l = 1, · · · , N) be discrete solutions of (2.6)
over a conforming mesh Thk and its refinement Thk+1 with marked element Mhk . Suppose that they
satisfy the energy decrease property
‖U − Uhk+1‖2a,Ω + γ˜0o˜sc2hk+1(Uhk+1 ,Ω) ≤ ξ˜20
(‖U − Uhk‖2a,Ω + γ˜0o˜sc2hk(Uhk ,Ω))
with γ˜0 > 0 being a constant and ξ˜
2
0 ∈ (0, 12 ). Then the set R := RThk→Thk+1 satisfies the Do¨rfler
property ∑
T∈R
η˜2hk(Uhk , T ) ≥ θ˜
∑
T∈Thk
η˜2hk(Uhk , T )
with θ˜ =
C˜22(1−2ξ˜20)
C˜0(C˜21+(1+2C
2
∗C˜
2
1)γ˜0)
, where C˜0 = max(1,
C˜23
γ˜0
).
2.2 A linear eigenvalue problem
A number λ is called an eigenvalue of the form a(·, ·) relative to the form b(·, ·) if there is a nonzero
function 0 6= u ∈ H10 (Ω), called an associated eigenfunction, satisfying
a(u, v) = λb(u, v) ∀v ∈ H10 (Ω). (2.12)
We see that (2.12) has a countable sequence of real eigenvalues
0 < λ1 < λ2 ≤ λ3 ≤ · · ·
and corresponding eigenfunctions
u1, u2, u3, · · · ,
which can be assumed to satisfy
b(ui, uj) = δij , i, j = 1, 2, · · ·
In the sequence {λj}, the λj ’s are repeated according to geometric multiplicity.
The following property of eigenvalue and eigenfunction approximation is useful (see [2, 3]).
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Proposition 2.3. Let (λ, u) be an eigenpair of (2.12). For any w ∈ H10 (Ω) \ {0},
a(w,w)
b(w,w)
− λ = a(w − u,w − u)
b(w,w)
− λb(w − u,w − u)
b(w,w)
.
A standard finite element scheme for (2.12) is: find a pair (λh, uh), where λh is a number and
0 6= uh ∈ Vh, satisfying
a(uh, v) = λhb(uh, v) ∀v ∈ Vh. (2.13)
Let us order the eigenvalues of (2.13) as follows
0 < λ1,h < λ2,h ≤ · · · ≤ λnh,h, nh = dim Vh,
and assume the corresponding eigenfunctions
u1,h, u2,h, · · · , unh,h
satisfy
b(ui,h, uj,h) = δij , i, j = 1, 2, · · · , nh.
As a consequence of the minimum-maximum principle (see [3] or [8]) and Proposition 2.3, we
have
λi ≤ λi,h ≤ λi + Ci‖ui − ui,h‖2a, i = 1, 2, · · · , nh. (2.14)
Let λ be any eigenvalue of (2.12) with multiplicity q andM(λ) denote the space of eigenfunctions
corresponding to λ, that is
M(λ) = {w ∈ H10 (Ω) : w is an eigenvector of (2.12) corresponding to λ}.
Without loss of generality, we assume the index of the eigenvalue λ are k0 + 1, · · · , k0 + q, that
is, λk0 < λ = λk0+1 = · · · = λk0+q < λk0+q+1. Let λh,l be the (k0 + l)-th eigenvalue of the
corresponding discrete problem (2.13), uh,l be the eigenfunction corresponding to λh,l, for (l =
1, · · · , q). We see that λ will be approximated from above by the Galerkin approximate eigenvalues:
λ ≤ λh,1 ≤ · · · ≤ λh,q.
Set
δh(λ) = sup
w∈M(λ),‖w‖b,Ω=1
inf
v∈Vh
‖w − v‖a,Ω,
and Mh(λ) = span{uh,1, · · · , uh,q}.
From the definition of operators K and Kh, we see that K has eigenvalues
µ1 = λ
−1
1 ≥ µ2 = λ−12 ≥ µ3 = λ−13 ≥ · · · ց 0
associated with eigenfunctions
u1, u2, u3, · · · ,
and Kh has eigenvalues
µ1,h = λ
−1
1,h ≥ µ2,h = λ−12,h ≥ · · · ≥ µnh,h = λ−1nh,h
associated with eigenfunctions
u1,h, u2,h, · · · , unh,h.
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Let Γ be a circle in the complex plane centered at µ = λ−1 and enclosing no any other eigenvalues
of K. Then for h sufficiently small, except µ1,h = λ
−1
1,h, µ2,h = λ
−1
2,h, · · · , µq,h = λ−1q,h, there is no any
other eigenvalues of Kh contained in Γ. Define the spectral projection associated with K and µ as
follows:
E = E(λ) =
1
2pii
∫
Γ
(z −K)−1dz, (2.15)
Eh = Eh(λ) =
1
2pii
∫
Γ
(z −Kh)−1dz. (2.16)
It has been proved that Eh(λ) : M(λ)→Mh(λ) is one to one and onto if h is sufficiently small [2, 3].
The following results are classical and can be found in literature (see, e.g., [2, 3, 8]).
Proposition 2.4. Let λ be any eigenvalue of (2.12) with multiplicity q and uh,1, · · · , uh,q with
‖uh,l‖b,Ω = 1(l = 1, · · · , q) be the Galerkin eigenfunctions corresponding to λh,1, · · · , λh,q, respec-
tively. There hold
‖u− Ehu‖b,Ω <∼ ρΩ(h)‖u− Ehu‖a,Ω ∀u ∈M(λ), (2.17)
‖uh,l − Euh,l‖b,Ω <∼ ρΩ(h)‖uh,l − Euh,l‖a,Ω, (2.18)
‖uh,l − Euh,l‖a,Ω <∼ δh(λ), λh,l − λ <∼ δh(λ)2, (2.19)
where E and Eh are orthogonal projection defined in (2.15) and (2.16), respectively.
We can easily obtain the following two corollaries, which will be used in our following analysis.
Corollary 2.1. For any u ∈M(λ) with ‖u‖b = 1, we have
1− CρΩ(h)δh(λ) ≤ ‖Ehu‖2b ≤ 1, (2.20)
where C is some constant not depending on h.
Proof. On the one hand, since Eh is an orthogonal projection, we get
‖Ehu‖b ≤ ‖Eh‖‖u‖b = 1. (2.21)
On the other hand, we have
b(Ehu,Ehu) = b(Ehu− u+ u,Ehu− u+ u)
= 1 + b(Ehu− u,Ehu) + b(Ehu− u, u) = 1 + b(Ehu− u, u), (2.22)
where the fact that Eh is an orthogonal projection is used in the last equation. We can easily obtain
from the Proposition 2.4 that
|b(Ehu− u, u)| ≤ CρΩ(h)δh(λ), (2.23)
here, C is some constant not depending on h. Combining (2.21), (2.25), and (2.26), we obtain the
conclusion.
Corollary 2.2. For any ui, uj ∈M(λ) with b(ui, uj) = δij (i, j = 1, 2 · · · , q), there holds
b(Ehui, Ehuj) = δij +O(ρΩ(h)δh(λ)). (2.24)
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Proof. Note that
b(Ehui, Ehuj) = b(Ehui − ui + ui, Ehuj − uj + uj)
= δij + b(Ehui − ui, Ehuj) + b(ui, Ehuj − uj) = δij + b(ui, Ehuj − uj).(2.25)
We obtain from proposition 2.4 that
|b(ui, Ehuj − uj)| <∼ ρΩ(h)δh(λ), (2.26)
which finishes the proof.
The following results will be used in our analysis [2].
Lemma 2.4. There is a constant C independent of h, such that for any u ∈M(λ)
1 ≤ ‖u− Ehu‖a,Ω‖u−Rhu‖a,Ω ≤ 1 + Cν(h), (2.27)
where ν(h) is defined as follows:
ν(h) = sup
f∈H10 (Ω),‖f‖a,Ω=1
inf
v∈Vh
‖Kf − v‖a,Ω. (2.28)
For two spaces X and Y of H10 (Ω), we denote
dH10 (Ω)(X,Y ) = sup
u∈X,‖u‖b=1
inf
v∈Y
‖u− v‖a,Ω, (2.29)
and the gap between X and Y as follows:
δH10 (Ω)(X,Y ) = max{dH10(Ω)(X,Y ), dH10 (Ω)(Y,X)}. (2.30)
For dH10 (Ω)(X,Y ) defined above, we have [3]
Lemma 2.5. If dimX = dimY <∞, then dH10 (Ω)(Y,X) ≤ dH10 (Ω)(X,Y )[1− dH10 (Ω)(X,Y )]−1.
3 Adaptive finite element method
Here and hereafter we consider the approximation for some eigenvalue λ of (2.12) with multiplicity
q and its corresponding eigenfunction space M(λ). Let (λh,l, uh,l)(l = 1, · · · , q) be the q eigenpair
of (2.13) which satisfy (2.17), (2.18), and (2.19).
Note that (2.12) and (2.13) can be rewritten as
u = λKu, uh = λhRhKuh,
where K and Rh are the operators defined by (2.3) and (2.4), respectively.
For any u ∈ M(λ) with ‖u‖b = 1, since Ehu ∈ Mh(λ), we have that there exist some con-
stants {αh,l(u)}ql=1 such that Ehu =
∑q
l=1 αh,l(u)uh,l. In further, Corollary 2.1 implies that∑q
l=1 α
2
h,l(u) ≤ 1 . Define λh = a(Ehu,Ehu)b(Ehu,Ehu) , we have
λh =
1∑q
l=1 α
2
h,l(u)
q∑
l=1
α2h,l(u)λh,l, (3.1)
10
which together with Proposition 2.3 leads to
|λ− λh| ≤ ‖u− Ehu‖
2
a,Ω
‖Ehu‖2b,Ω
=
‖u− Ehu‖2a,Ω∑q
l=1 α
2
h,l(u)
. (3.2)
Define wh =
∑q
l=1 αh,l(u)λh,lKuh,l, and we see that
Ehu = Rhw
h. (3.3)
Theorem 3.1. Given u ∈M(λ) with ‖u‖b = 1, ant let r(h) = ρΩ(h) + δh(λ). Then
‖u− Ehu‖a,Ω = ‖wh −Rhwh‖a,Ω +O(r(h))‖u − Ehu‖a,Ω. (3.4)
Proof. We obtain from the definition of wh that
u− wh = λKu−
q∑
l=1
αh,l(u)λh,lKuh,l
= λK(u− Ehu) + λK(
q∑
l=1
αh,l(u)uh,l)−
q∑
l=1
αh,l(u)λh,lKuh,l
= λK(u− Ehu) +
q∑
l=1
αh,l(u)(λ− λh,l)Kuh,l.
Since
λh − λ = 1∑q
l=1 α
2
h,l(u)
q∑
l=1
α2h,l(u)(λh,l − λ),
we have
‖
q∑
l=1
αh,l(u)(λ − λh,l)Kuh,l‖a,Ω <∼
q∑
l=1
|αh,l(u)(λ− λh,l)|
≤ ( q∑
l=1
α2h,l(u)(λh,l − λ)
)1/2( q∑
l=1
(λh,l − λ)
)1/2
=
( q∑
l=1
α2h,l(u)
)1/2
(λh − λ)1/2( q∑
l=1
(λh,l − λ)
)1/2
,
where Ho¨lder inequality and (3.1) are used in the second inequality and the last equation, respec-
tively. Then, from (2.19), we get
‖
q∑
l=1
αh,l(u)(λ− λh,l)Kuh,l‖a,Ω ≤
( q∑
l=1
(λh,l − λ)
)1/2‖u− Ehu‖a
<∼ δh(λ)‖u − Ehu‖a,
which together with the fact ‖K(u− Ehu)‖a,Ω <∼ ‖u− Ehu‖b,Ω and (2.17) leads to
‖u− wh‖a,Ω ≤ C˜(ρΩ(h) + δh(λ))‖u − Ehu‖a,Ω, (3.5)
with C˜ some constant not depending on h. Note that (3.3) implies
u− Ehu = wh −Rhwh + u− wh.
Hence we obtain (3.4) from (3.5). This completes the proof.
11
3.1 A posteriori error estimators
Following the element residual R˜T (ui,h) and the jump residual J˜E(ui,h) for (2.6), we now define an
element residual RT (Ehu) and a jump residual JE(Ehu) for (2.13) as follows:
RT (Ehu) = λhEhu+∇ · (A∇Ehu)− cEhu in T ∈ Th,
JE(Ehu) = −A∇(Ehu)+ · ν+ −A∇(Ehu)− · ν−
= [[A∇Ehu]]E · νE on E ∈ Eh,
where E , ν+ and ν− are defined as those of section 2.1.
For T ∈ Th, we define the local error indicator ηh(Ehu, T ) by
η2h(Ehu, T ) = h
2
T ‖RT (Ehu)‖20,T +
∑
E∈Eh,E⊂∂T
hE‖JE(Ehu)‖20,E
and the oscillation osch(Ehu, T ) by
osc2h(Ehu, T ) = h
2
T ‖RT (Ehu)−RT (Ehu)‖20,T +
∑
E∈Eh,E⊂∂T
hE‖JE(Ehu)− JE(Ehu)‖20,E.
We define the error estimator ηh(Ehu,Ω) and the oscillation osch(Ehu,Ω) by
η2h(Ehu,Ω) =
∑
T∈Th,T⊂Ω
η2h(Ehu, T ) and osc
2
h(Ehu,Ω) =
∑
T∈Th,T⊂Ω
osc2h(Ehu, T ).
For Uh = (uh,1, · · · , uh,q) ∈ (Vh)q, we let
η2h(Uh, T ) =
q∑
l=1
η2h(uh,l, T ) and osc
2
h(Uh, T ) =
q∑
l=1
osc2h(uh,l, T ), ∀T ∈ Th,
and
η2h(Uh,Ω) =
∑
T∈Th
η2h(Uh, T ) and osc
2
h(Uh,Ω) =
∑
T∈Th
osc2h(Uh, T ).
For any EhU = (Ehu1, · · · , Ehuq) ∈ (Vh)q, we set
η2h(EhU, T ) =
q∑
l=1
η2h(Ehul, T ) and osc
2
h(EhU, T ) =
q∑
l=1
osc2h(Ehul, T ),
and
η2h(EhU,Ω) =
∑
T∈Th
η2h(EhU, T ) and osc
2
h(EhU,Ω) =
∑
T∈Th
osc2h(EhU, T ).
We shall now present the following property of eigenspace approximation that will play a crucial
role in our analysis.
Lemma 3.1. Let h ∈ (0, h0) and h0 ≪ 1. Then, for any orthonormal basis {ul}ql=1 of M(λ), there
hold
η2h(Uh, T ) <∼ η2h(EhU, T ) <∼ η2h(Uh, T ), ∀T ∈ Th, (3.6)
and
osc2h(Uh, T ) <∼ osc2h(EhU, T ) <∼ osc2h(Uh, T ), ∀T ∈ Th, (3.7)
where EhU = (Ehu1, · · · , Ehuq), Uh = (uh,1, · · · , uh,q).
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Proof. First, we prove (3.6). We denoteEhul as vh,l. On one hand, SinceMh(λ) = span{uh,1, · · · , uh,q},
we have that there exists q constants βlh,j(j = 1, · · · , q) such that
vh,l =
q∑
j=1
βlh,juh,j, l = 1, · · · , q.
We see from Corollary 2.1 that ‖vh,l‖b ≤ 1, namely,
q∑
j=1
(
βlh,j
)2 ≤ 1.
We may apply the above fact and analyze as follows
η2h(EhU, T ) =
q∑
l=1
η2h(
q∑
j=1
βlh,juh,j, T )
≤
q∑
l=1
q∑
j=1
(
βlh,j
)2 q∑
j=1
η2h(uh,j, T )
≤
q∑
l=1
q∑
j=1
η2h(uh,j , T ) = q
q∑
j=1
η2h(uh,j, T ).
Consequently,
η2h(EhU, T ) ≤ qη2h(Uh, T ). (3.8)
Similarly, we can get
osc2h(EhU, T ) ≤ qosc2h(Uh, T ). (3.9)
On the other hand, since the operator Eh : M(λ) → Mh(λ) is one-to-one and onto ([2, 3]), we
have that {vh,l}ql=1 is basis ofMh(λ), namely,Mh(λ) = span{uh,1, · · · , uh,q} = span{vh,1, · · · , vh,q}.
So there exist q constants βˆlH,j(j = 1, · · · , q) such that
uh,l =
q∑
j=1
βˆlh,jvh,j, l = 1, · · · , q.
Note that
1 = b(uh,l, uh,l) = b(
q∑
j=1
βˆlh,jvh,j ,
q∑
j=1
βˆlh,jvh,j)
=
q∑
j=1
(βˆlh,j)
2b(vh,j , vh,j) +
q∑
i6=j,i,j=1
βˆlh,iβˆ
l
h,jb(vh,i, vh,j). (3.10)
We obtain from Corollary 2.2 that
b(vh,i, vh,j) = δij +O(ρΩ(h)δh(λ)),
which implies that there exists some constant C not depending on h such that
(1− CρΩ(h)δh(λ))
q∑
j=1
(βˆlh,j)
2 ≤
q∑
j=1
(βˆlh,j)
2b(vh,j, vh,j) ≤ (1 + CρΩ(h)δh(λ))
q∑
j=1
(βˆlh,j)
2, (3.11)
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and
|
q∑
i6=j,i,j=1
βˆlh,iβˆ
l
h,jb(vh,i, vh,j)| ≤
q∑
i6=j,i,j=1
|βˆlh,iβˆlh,j|ρΩ(h)δh(λ)
≤ C
q∑
i=1
(βˆlh,i)
2ρΩ(h)δh(λ). (3.12)
Combining (3.10), (3.11), and (3.12), we get
1
1 + CρΩ(h)δh(λ)
≤
q∑
i=1
(βˆlh,i)
2 ≤ 1
1− CρΩ(h)δh(λ) .
Therefore,
η2h(Uh, T ) =
q∑
l=1
η2h(
q∑
j=1
βˆlh,jvh,j , T )
≤
q∑
l=1
( q∑
j=1
(
βˆlh,j
)2)( q∑
j=1
η2h(vh,j , T )
)
≤ 1
1− CρΩ(h)δh(λ)
q∑
l=1
q∑
j=1
η2h(vh,j , T )
≤ q
1− CρΩ(h)δh(λ)
q∑
j=1
η2h(vh,j , T ),
that is,
η2h(Uh, T ) ≤
q
1− CρΩ(h)δh(λ)η
2
h(EhU, T ). (3.13)
By using the same arguments, we have
osc2h(Uh, T ) ≤
q
1− CρΩ(h)δh(λ)osc
2
h(EhU, T ). (3.14)
Since h ∈ (0, h0) and h0 ≪ 1, combining (3.8) and (3.13), we arrive at (3.6), and (3.7) can be
obtained from (3.9) and (3.14). This completes the proof.
Given h0 ∈ (0, 1), define
r˜(h0) = sup
h∈(0,h0)
r(h).
Theorem 3.2. There exist constants C1, C2 and C3, which only depend on the shape regularity
constant γ∗, coercivity constant ca and continuity constant Ca of the bilinear form, such that
‖u− Ehu‖a,Ω ≤ C1ηh(Ehu,Ω) (3.15)
and
C22η
2
h(Ehu,Ω)− C23osc2h(Ehu,Ω) ≤ ‖u− Ehu‖2a,Ω (3.16)
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provided h0 ≪ 1. Consequently,
|λ− λh| <∼ η2h(Ehu,Ω)
and
η2h(Ehu,Ω)− osc2h(Ehu,Ω) <∼ |λ− λh|.
Proof. Recall that Lwh =
∑q
l=1 αh,l(u)λh,luh,l. We obtain from (2.8) and (2.9) that
‖wh −Rhwh‖a,Ω ≤ C˜1ηh(Ehu,Ω) (3.17)
and
C˜22η
2
h(Ehu,Ω)− C˜23osc2h(Ehu,Ω) ≤ ‖wh −Rhwh‖2a,Ω. (3.18)
Combining (3.3), (3.4), (3.17) with (3.18), we complete the proof. In particular, we may choose the
constants C1, C2 and C3 satisfying
C1 = C˜1(1 + C˜r˜(h0)), C2 = C˜2(1− C˜r˜(h0)), C3 = C˜3(1− C˜r˜(h0)). (3.19)
From Theorem 3.2, we can get the following a posteriori estimates for the gap δH10 (Ω)(M(λ),Mh(λ))
as follows.
Theorem 3.3. Let λ ∈ R be some eigenvalue of (2.12) with multiplicity q and the corresponding
eigenspace being M(λ) = span{u1, · · · , uq}, Mh(λ) = span{uh,1, · · · , uh,q} be its finite element
approximation. Suppose h ∈ (0, h0) and h0 ≪ 1, then there exist constants C1, C2 and C3, which
only depend on the shape regularity constant γ∗, coercivity constant ca and continuity constant Ca
of the bilinear form, such that
δH10 (Ω)(M(λ),Mh(λ))
<∼ ηh(Uh,Ω) (3.20)
and
η2h(Uh,Ω)− osc2h(Uh,Ω) <∼ δ2H10 (Ω)(M(λ),Mh(λ)), (3.21)
where Uh = (uh,1, · · · , uh,q).
Proof. Assume {u1, · · · , uq} be any orthonormal basis ofM(λ). Set U = (u1, · · · , uq). From Lemma
2.4 and Theorem 3.2, we have that for any u ∈M(λ) with ‖u‖b = 1, there hold
‖u−Rhu‖a,Ω <∼ ηh(Ehu,Ω) (3.22)
and
η2h(Ehu,Ω)− osc2h(Ehu,Ω) <∼ ‖u−Rhu‖2a,Ω. (3.23)
Therefore
‖U −RhU‖a,Ω <∼ ηh(EhU,Ω)
and
η2h(EhU,Ω)− osc2h(EhU,Ω) <∼ ‖U −RhU‖2a,Ω.
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From Lemma 3.1, we have
‖U −RhU‖a,Ω <∼ ηh(Uh,Ω) (3.24)
and
η2h(Uh,Ω)− C3osc2h(Uh,Ω) <∼ ‖U −RhU‖2a,Ω. (3.25)
Since {u1, · · · , uq} is any orthonormal basis of M(λ), therefore,
sup
u∈M(λ),‖u‖b=1
inf
v∈Mh(λ)
‖u− v‖a,Ω = sup
u∈M(λ),‖u‖b=1
‖u−Rhu‖a,Ω
∼= max
l=1,··· ,q
‖ul −Rhul‖a,Ω ∼= ‖U −RhU‖a,Ω. (3.26)
Combining (3.24), (3.25), and (3.26), we get
sup
u∈M(λ),‖u‖b=1
inf
v∈Mh(λ)
‖u− v‖a,Ω <∼ ηh(Uh,Ω)
and
η2h(Uh,Ω)− osc2h(Uh,Ω) <∼ sup
u∈M(λ),‖u‖b=1
inf
v∈Mh(λ)
‖u− v‖a,Ω.
namely,
dH10 (Ω)(M(λ),Mh(λ)
<∼ ηh(Uh,Ω) (3.27)
and
η2h(Uh,Ω)− osc2h(Uh,Ω) <∼ dH10 (Ω)(M(λ),Mh(λ). (3.28)
Since dimM(λ) = dimMh(λ) = q, we obtain from Lemma 2.5 that
dH10 (Ω)(M(λ),Mh(λ)
<∼ dH10 (Ω)(Mh(λ),M(λ) <∼ dH10 (Ω)(M(λ),Mh(λ). (3.29)
Therefore, combining (3.27), (3.28), and (3.29), we have
dH10 (Ω)(Mh(λ),M(λ)
<∼ ηh(Uh,Ω) (3.30)
and
η2h(Uh,Ω)− osc2h(Uh,Ω) <∼ dH10 (Ω)(Mh(λ),M(λ). (3.31)
The definition of δH10 (Ω)(M(λ),Mh(λ), together with (3.27), (3.28), (3.30), and (3.31) means
δH10 (Ω)(M(λ),Mh(λ)
<∼ ηh(Uh,Ω)
and
η2h(Uh,Ω)− osc2h(Uh,Ω) <∼ δH10 (Ω)(M(λ),Mh(λ).
This completes the proof.
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3.2 Adaptive algorithm
Recall that the adaptive procedure consists of loops of the form
Solve→ Estimate→Mark→ Refine
We assume that the solutions of the finite dimensional problems can be solved to any accuracy
efficiently.1 The a posteriori error estimators are an essential part of the Estimate step. In the
following discussion, we use ηh(Uh,Ω) defined above as the a posteriori error estimator.
Algorithm 3.1. Choose a parameter 0 < θ < 1.
1. Pick a given mesh Th0 , and let k = 0.
2. Solve the system (2.13) on Thk to get the discrete solution (λhk,l, uhk,l)(l = 1, · · · , q).
3. Compute local error indictors ηhk(uhk,l , T )(l = 1, · · · , q). for all T ∈ Thk .
4. Construct Mhk ⊂ Thk by Do¨rfler marking strategy and parameter θ.
5. Refine Thk to get a new conforming mesh Thk+1 by Procedure REFINE.
6. Let k = k + 1 and go to 2.
The Do¨rfler marking strategy in the algorithm above is similar to those for the boundary
value problems, only with η˜ being replaced by η, which are stated as follows.
Do¨rfler marking strategy
Given a parameter 0 < θ < 1.
1. Construct a subset Mhk of Thk by selecting some elements in Thk such
that ∑
T∈Mhk
η2hk(Uhk , T ) ≥ θη2hk(Uhk ,Ω). (3.32)
2. Mark all the elements in Mhk .
We shall now present the following property of eigenspace approximation that will play a crucial
role in our analysis.
Lemma 3.2. Let H ∈ (0, h0) and h0 ≪ 1. Given constant θ ∈ (0, 1). If∑
T∈MH
η2H(UH , T ) ≥ θη2H(UH ,Ω), (3.33)
then there exists some constant θ′ ∈ (0, 1), such that for any orthonormal basis {ul}ql=1 of M(λ),
there holds ∑
T∈MH
η2H(EHU, T ) ≥ θ′η2H(EHU,Ω), (3.34)
where EHU = (EHu1, · · · , EHuq).
1 In fact, we have ignored two important practical issues: the inexact solution of the resulting algebraic system
and the numerical integration. We remark the discussion about the inexact solution in Section 7.
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Proof. From the proof of Lemma 3.1, for all T ∈ TH we have (see also (3.8) and (3.13)).
η2H(EHU, T ) ≤ qη2H(UH , T ), (3.35)
and
η2H(UH , T ) ≤
q
1− CρΩ(H)δH(λ)η
2
H(EHU, T ), (3.36)
which are nothing but (3.8) and (3.13) with h being replaced by H , C is some constant independent
of H . Therefore
q
1− CρΩ(H)δH(λ)
∑
T∈MH
η2H(EHU, T ) ≥
θ
q
η2H(EHU,Ω). (3.37)
Since H ∈ (0, h0) and h0 ≪ 1, we have that there exists some 0 < σ ≪ 1, such that CρΩ(H)δH(λ) ≤
σ. Hence, (3.37) is nothing but (3.34) with θ′ = (1−σ) θq2 . Here and hereafter, we choose σ = 0.01,
for instance, then θ′ = 0.99 θq2 .
Similarly, we have
Lemma 3.3. Let H ∈ (0, h0) and h0 ≪ 1. Let {ul}ql=1 be an orthonormal basis of M(λ). Given
constant θ ∈ (0, 1). If ∑
T∈MH
η2H(EHU, T ) ≥ θη2H(EHU,Ω), (3.38)
where EHU = (EHu1, · · · , EHuq), then there exists some constant θ′ ∈ (0, 1), such that∑
T∈MH
η2H(UH , T ) ≥ θ′η2H(UH ,Ω). (3.39)
4 Convergence rate
Following Theorem 3.1, by using the similar arguments in [12], we can establish some relationship
between the two level approximations, which will be used in our analysis for convergence rate.
Lemma 4.1. Let h,H ∈ (0, h0), {ul}ql=1 be any orthonormal basis of M(λ), U = (u1, u2, · · · , uq),
λH,l = a(EHul, EHul), w
H,l =
∑q
i=1 αH,i(ul)λH,iKuH,i and W
H ≡ (wH,1 · · · , wH,q). Then
‖U − EhU‖a,Ω = ‖WH −RhWH‖a,Ω +O(r˜(h0)) (‖U − EhU‖a,Ω + ‖U − EHU‖a,Ω) , (4.1)
osch(EhU,Ω) = o˜sch(RhW
H ,Ω) +O(r˜(h0)) (‖U − EhU‖a,Ω + ‖U − EHU‖a,Ω) , (4.2)
and
ηh(EhU,Ω) = η˜h(RhW
H ,Ω) +O(r˜(h0)) (‖U − EhU‖a,Ω + ‖U − EHU‖a,Ω) . (4.3)
Proof. It is sufficient to prove that for any u ∈ M(λ) with ‖u‖b = 1, wh =
∑q
l=1 αh,l(u)λh,lKuh,l,
and wH =
∑q
l=1 αH,l(u)λH,lKuH,l, the following equalities hold,
‖u− Ehu‖a,Ω = ‖wH −RhwH‖a,Ω +O(r˜(h0)) (‖u− Ehu‖a,Ω + ‖u− EHu‖a,Ω) , (4.4)
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osch(Ehu,Ω) = o˜sch(Rhw
H ,Ω) +O(r˜(h0)) (‖u− Ehu‖a,Ω + ‖u− EHu‖a,Ω) , (4.5)
and
ηh(Ehu,Ω) = η˜h(Rhw
H ,Ω) +O(r˜(h0)) (‖u− Ehu‖a,Ω + ‖u− EHu‖a,Ω) . (4.6)
First, we prove (4.4). We see that
‖Rh(wh − wH) + wH − u‖a,Ω <∼ ‖wh − wH‖a,Ω + ‖u− wH‖a,Ω
<∼ ‖u− wH‖a,Ω + ‖u− wh‖a,Ω,
which together with (3.5) leads to
‖Rh(wh − wH) + wH − u‖a,Ω <∼ r˜(h0)(‖u− EHu‖a,Ω + ‖u− Ehu‖a,Ω). (4.7)
Note that (3.3) implies
u− Ehu = wH −RhwH +Rh(wH − wh) + u− wH , (4.8)
we get (4.4) from (4.7).
Next, we prove (4.5). We obtain from Lemma 2.1 that
o˜sch(Rh(w
h − wH),Ω) <∼ ‖Rh(wH − wh)‖a,Ω, (4.9)
which together with (3.5) and (4.7) yields
o˜sch(Rh(w
H − wh),Ω) <∼ r˜(h0)(‖u− EHu‖a,Ω + ‖u− Ehu‖a,Ω). (4.10)
Due to Ehu = Rhw
H +Rh(w
h − wH), from
o˜sch(Rhw
h,Ω) = o˜sch(Rhw
H +Rh(w
h − wH),Ω),
(4.10), and the definition of oscillation, we then arrive at (4.5).
We finally prove (4.6). By (2.9), we have
η˜h(Rh(w
h − wH),Ω) <∼ ‖(wh − wH)−Rh(wh − wH)‖a,Ω + o˜sch(Rh(wh − wH),Ω)
<∼ ‖u− wh‖a,Ω + ‖u− wH‖a,Ω + ‖Rh(wh − wH)‖a,Ω,
where (4.9) is used in the last inequality. Using (3.5) and (4.7), we obtain
η˜h(Rh(w
h − wH),Ω) <∼ r˜(h0)(‖u− EHu‖a,Ω + ‖u− Ehu‖a,Ω). (4.11)
From (4.11) and the fact that
η˜h(Rhw
h,Ω) = η˜h(Rhw
H +Rh(w
h − wH),Ω),
we get
η˜h(Rhw
h,Ω) = η˜h(Rhw
H ,Ω) +O(r˜(h0)) (‖u− Ehu‖a,Ω + ‖u− EHu‖a,Ω) ,
which is nothing but (4.6) since η˜h(Rhw
h,Ω) = ηh(Ehu,Ω).
We are now in the position to present and analyze the error reduction result.
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Theorem 4.1. Let λ ∈ R be some eigenpair of (2.12) with multiplicity q, {ul}ql=1 be any orthonor-
mal basis of M(λ), and {(λhk,l, uhk,l), l = 1, · · · , q}k∈N0 be a sequence of finite element solutions
produced by Algorithm 3.1. Then there exist constants γ > 0 and α ∈ (0, 1), depending only on
the shape regularity of meshes, Ca and ca, the parameter θ used by Algorithm 3.1, such that for
any two consecutive iterates k and k + 1, we have
‖U − Ehk+1U‖2a,Ω + γη2hk+1(Ehk+1U,Ω) ≤ α2
(‖U − EhkU‖2a,Ω + γη2hk(EhkU,Ω)) (4.12)
provided h0 ≪ 1. Therefore, Algorithm 3.1 converges with a linear rate α, namely, the n-th
iterate solution (λhn,l, Ehnul)(l = 1, · · · , q) of Algorithm C satisfies
‖U − EhnU‖2a,Ω + γη2hn(EhnU,Ω) ≤ C0α2n (4.13)
and
λhn,l − λ <∼ α2n, (4.14)
where C0 = ‖U − Eh0U‖2a,Ω + γη2h0(Eh0U,Ω).
Proof. For convenience, we use (λh,l, uh,l), (λH,l, uH,l) to denote (λhk+1,l, uhk+1,l) and (λhk,l, uhk,l),
respectively. We see that it is sufficient to prove
‖U − EhU‖2a,Ω + γη2h(EhU,Ω) ≤ α2
(‖U − EHU‖2a,Ω + γη2H(EHU,Ω)).
We derive from Lemma 3.1 thatDo¨rfler marking strategy implies that there exists a constant
θ′ ∈ (0, 1) such that ∑
T∈MH
η2H(EHU, T ) ≥ θ′η2H(EHU,Ω). (4.15)
Recall that wH,l =
∑q
i=1 αH,i(ul)λH,iKuH,i, we get from (4.15) that for W
H ≡ (wH,1, · · · , wH,q),
Do¨rfler marking strategy is satisfied with θ = θ′. So, we conclude from Theorem 2.1 that there
exist constants γ˜ > 0 and ξ ∈ (0, 1) satisfying
‖WH −RhWH‖2a,Ω + γ˜η˜2h(RhWH ,Ω) ≤ ξ2
(‖WH − EHU‖2a,Ω + γ˜η2H(EHU,Ω)), (4.16)
where the fact EHU = RHW
H and η˜2h(RHW
H ,Ω) = η2h(EHU,Ω) are used.
From (3.5), we get that there exists constant Cˆ1 > 0 such that(
1 + Cˆ1r˜(h0)
)
‖U − EHU‖21,Ω + γ˜η2H(EHU,Ω) ≥ ‖WH − EHU‖21,Ω + γ˜η2H(EHU,Ω). (4.17)
By Lemma 4.1 and the Young’s inequality, we have that for any δ1 ∈ (0, 1), there exists constant
Cˆ2 > 0 such that
‖U − EhU‖21,Ω + γ˜η2h(EhU,Ω) ≤ (1 + δ1)‖WH −RhWH‖21,Ω + (1 + δ1)γ˜η˜2h(RhWH ,Ω)
+Cˆ2(1 + δ
−1
1 )r˜
2(h0)
(‖U − EhU‖21,Ω + ‖U − EHU‖21,Ω). (4.18)
Here, we choose δ1 satisfying (1 + δ1)ξ < 1.
Combining (4.16), (4.17) with (4.18), we get that(
1− Cˆ2(1 + δ−11 )r˜2(h0)
)
‖U − EhU‖21,Ω + γ˜η2h(EhU,Ω)
≤
(
(1 + δ1)ξ
2 + (1 + δ1)ξ
2Cˆ1r˜(h0) + Cˆ2(1 + δ
−1
1 )r˜
2(h0)
)
‖U − EHU‖21,Ω
+(1 + δ1))ξ
2γ˜η2H(EHU,Ω).
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Since h0 ≪ 1 implies r˜(h0)≪ 1, there holds
‖U − EhU‖21,Ω +
γ˜
1− Cˆ3δ−11 r˜2(h0)
η2h(EhU,Ω)
≤ (1 + δ1)ξ
2 + Cˆ3r˜(h0)
1− Cˆ3δ−11 r˜2(h0)
(
‖U − EHU‖21,Ω +
ξ2γ˜
(1 + δ1)ξ2 + Cˆ3r˜(h0)
η2H(EHU,Ω)
)
,
with Cˆ3 some constant depending on Cˆ1 and Cˆ2 when h0 ≪ 1. Besides, we see that the constant α
defined by
α =
(
(1 + δ1)ξ
2 + Cˆ3r˜(h0)
1− Cˆ3δ−11 r˜2(h0)
)1/2
satisfies α ∈ (0, 1) when h0 ≪ 1.
Finally, we arrive at (4.12) by using the fact that
ξ2γ˜
(1 + δ1)ξ2 + Cˆ3r˜(h0)
< γ,
where
γ =
γ˜
1− Cˆ3δ−11 r˜2(h0)
. (4.19)
This completes the proof.
Similar to Theorem 3.3, we can also get the convergence rate for the gap between M(λ) and its
finite elements approximation Mhk(λ).
Theorem 4.2. Let λ ∈ R be some eigenvalue of (2.12) with multiplicity q and the corresponding
eigenspace being M(λ) = span{u1, · · · , uq}, {(λhk,l, uhk,l), l = 1, · · · , q}k∈N0 be a sequence of finite
element solutions produced by Algorithm 3.1. Set Mhk(λ) = span{uhk,1, · · · , uhk,q}. If h0 ≪ 1,
then there exists constant α ∈ (0, 1), depending only on the shape regularity of meshes, Ca and ca,
the parameter θ used by Algorithm 3.1, such that Algorithm 3.1 satisfies
δ2H10 (Ω)
(M(λ),Mhk(λ)) <∼ α2k. (4.20)
Proof. Let {u1, · · · , uq} be an orthonormal basis of M(λ). For any u ∈M(λ) with ‖u‖b = 1, there
are {α1, α2, · · · , αq} ⊂ R such that u =
∑q
l=1 αlul, and
∑q
l=1 α
2
l = 1. Therefore, we may estimate
as follows
‖u− Ehku‖2a,Ω = ‖
q∑
l=1
αl(ul − Eh,kul)‖2a,Ω
≤
q∑
l=1
|αl|2
q∑
l=1
‖ul − Ehkul‖a,Ω =
q∑
l=1
‖ul − Ehkul‖2a,Ω
≤
q∑
l=1
‖ul − Ehkul‖2a,Ω + γη2hk(Ehkul,Ω) <∼ α2k, (4.21)
where (4.13) is used in the last inequality above and α ∈ (0, 1) is the one in Theorem 4.1. Therefore,
from the definition of d2
H10 (Ω)
(M(λ),Mhk(λ)), we get
d2H10 (Ω)
(M(λ),Mhk(λ)) <∼ α2k (4.22)
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In further, we get
d2H10 (Ω)
(Mhk(λ),M(λ)) <∼ α2k (4.23)
from Lemma 2.5 and (4.22).
Combining (4.21), (4.22), and the definition of δH10 (Ω)(Mhk(λ),M(λ)), we obtain (4.20).
5 Complexity
As [7, 12], to analyze the complexity ofAlgorithm 3.1, we first introduce a function approximation
class as follows
Asγ = {v ∈ H : |v|s,γ <∞},
where γ > 0 is some constant,
|v|s,γ = sup
ε>0
ε inf
{T ⊂Th0 :inf(‖v−vT ‖21,Ω+(γ+1)osc2T (vT ,T ))1/2≤ε}
(
#T −#Th0
)s
and T ⊂ Th0 means T is a refinement of Th0 . It is seen from the definition that, for all γ > 0,
Asγ = As1. For simplicity, here and hereafter, we use As to stand for As1, and use |v|s to denote
|v|s,γ . So As is the class of functions that can be approximated within a given tolerance ε by
continuous piecewise polynomial functions over a partition T with number of degrees of freedom
#T −#Th0 ≤ ε−1/s|v|1/ss .
We know that in each mesh Thk , whk,l =
∑q
i=1 αhk,i(ul)λhk,iKuhk,i is the solution of the fol-
lowing boundary value problem
a(whk,l, v) = (
q∑
i=1
αhk,i(ul)λhk,iuhk,i, v) ∀v ∈ Vhk , l = 1, · · · , q. (5.1)
Thanks to Theorem 3.1 and Lemma 4.1 and their proofs, we are able to analyze the complexity of
adaptive finite element method for multiple eigenvalue problems by using the complexity result for
boundary value problems, which is similar to what was demonstrated in the convergence analysis.
Using the similar procedure as in the proof of Theorem 4.1, we have
Lemma 5.1. Let λ ∈ R be some eigenvalue of (2.12) with multiplicity q, and {ul}ql=1 be an
orthonormal basis of M(λ). Let (λhk,l, uhk,l) ∈ R × Vhk and (λhk+1,l, uhk+1,l) ∈ R × Vhk+1 (l =
1, · · · , q) be discrete solutions of (2.13) over a conforming mesh Thk and its refinement Thk+1 with
marked element Mhk . Suppose they satisfy the following property
‖U − Ehk+1U‖2a,Ω + γ∗osc2hk+1(Ehk+1U,Ω)
≤ β2∗
(
‖U − EhkU‖2a,Ω + γ∗osc2hk(EhkU,Ω)
)
,
where γ∗ > 0, β∗ > 0 are some constants. Then for the associated boundary value problem (5.1),
we have
‖Whk −Rhk+1Whk‖2a,Ω + γ˜∗o˜sc2hk+1(Rhk+1Whk ,Ω)
≤ β˜2∗
(
‖Whk −RhkWhk‖2a,Ω + γ˜∗o˜sc2hk(EhkU,Ω)
)
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with
β˜∗ =
(
β2∗(1 + δ1) + Cˆ4r˜(h0)
1− Cˆ4δ−11 r˜2(h0)
)1/2
, γ˜∗ =
γ∗
1− Cˆ4δ−11 r˜2(h0)
, (5.2)
where Cˆ4 is some positive constant depending on A , C˜ and C∗, δ1 ∈ (0, 1) is some constant as
shown in the proof Theorem 4.1.
Proof. We observe from Lemma 4.1 that
‖U − EhU‖1,Ω = ‖WH −RhWH‖1,Ω +O(r˜(h0))
(‖WH −RHWH‖1,Ω + ‖WH −RhWH‖1,Ω) ,
osch(EhU,Ω) = o˜sch(RhW
H ,Ω) +O(r˜(h0))
(‖WH −RHWH‖1,Ω + ‖WH −RhWH‖1,Ω) ,
Proceeding the similar procedure as in the proof of Theorem 4.1, we have
‖WH −RhWH‖2a,Ω + γ˜∗o˜sc2h(RhWH ,Ω) ≤ β˜2∗
(‖WH −RHWH‖2a,Ω + γ˜∗o˜sc2H(RHWH ,Ω)) (5.3)
with
β˜∗ =
(
β2∗(1 + δ1) + Cˆ4r˜(h0)
1− Cˆ4δ−11 r˜2(h0)
)1/2
, γ˜∗ =
γ∗
1− Cˆ4δ−11 r˜2(h0)
, (5.4)
where Cˆ4 is some positive constant and δ1 ∈ (0, 1) is some constant as shown in the proof of
Theorem 4.1. This completes the proof.
The following statement is a direct consequence of Ehkul = Rhkw
hk,l, Proposition 2.2 and
Lemma 5.1.
Corollary 5.1. Let λ ∈ R be some eigenpair of (2.12) with multiplicity q, and {ul}ql=1 be an
orthonormal basis of M(λ). Suppose that they satisfy the decrease property
‖U − Ehk+1U‖2a,Ω + γ∗osc2hk+1(Ehk+1U,Ω)
≤ β2∗
(
‖U − EhkU‖2a,Ω + γ∗osc2hk(EhkU,Ω)
)
with constants γ∗ > 0 and β∗ ∈ (0,
√
1
2 ). Then the set R := RThk→Thk+1 satisfies the following
inequality ∑
T∈R
η2hk(EhkU, T ) ≥ θˆ
∑
T∈Thk
η2hk(EhkU, T )
with θˆ =
C˜22 (1−2β˜2∗)
C˜0(C˜21+(1+2C
2
∗C˜
2
1)γ˜∗)
and C˜0 = max(1,
C˜23
γ˜∗
), where β˜∗ and γ˜∗ are defined in (5.4) with δ2
being chosen such that β˜∗
2 ∈ (0, 12 ).
To analyze the complexity of Algorithm 3.1, we need more requirements than for the conver-
gence rate.
Assumption 5.1. 1. The marking parameter θ satisfy θ ∈ (0, θ∗), with
θ∗ =
1
q2
C22γ
C23 (C
2
1 + (1 + 2C
2∗C21 )γ)
).
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2. The marked Mk satisfy (3.32) with minimal cardinality.
3. The distribution of refinement edges on T0 satisfies condition (b) of section 4 in [32].
Lemma 5.2. Let λ ∈ R be some eigenvalue of (2.12) with multiplicity q, {ul}ql=1 be an orthonor-
mal basis of M(λ), ul ∈ As(l = 1, · · · , q) and Thk be a conforming partition obtained from Th0 .
Let Thk+1 be a mesh created from Thk upon making the set Mhk which satisfies Do¨rfler property
(3.32) with θ ∈ (0, 1q2
C22γ
C23(C
2
1+(1+2C
2
∗
C21)γ)
)(that is, 1 and 2 of Assumption 5.1 are satisfied). Let
{(λhk,l, uhk,l), l = 1, · · · , q}k∈N0 be discrete solutions of (2.13) over a conforming mesh Thk and
Mhk(λ) = span{uhk,1, · · · , uhk,q}. Then
#Mhk ≤ C
(
‖U − EhkU‖2a,Ω + γosc2hk(EhkU,Ω)
)−1/2s(
q
1
2s−1
q∑
l=1
|ul|1/ss
)
, (5.5)
where the constant C depends on the discrepancy between θ and
C22γ
C23(C
2
1+(1+2C
2
∗
C21 )γ)
.
Proof. Let β, β1 ∈ (0, 1) satisfy β1 ∈ (0, β) and
θ <
1
q2
C22γ
C23 (C
2
1 + (1 + 2C
2∗C
2
1 )γ)
(1− β2).
Choose
ε =
1√
2
β1
(
‖U − EhkU‖2a + γosc2hk(EhkU,Ω)
)1/2
and let Thε be a refinement of Th0 with minimal degrees of freedom satisfying
‖ul − Ehεul‖2a,Ω + (γ + 1)osc2hε(Ehεul,Ω) ≤
ε2
q
, l = 1, · · · , q,
which means
‖U − EhεU‖2a,Ω + (γ + 1)osc2hε(EhεU,Ω) ≤ ε2. (5.6)
We get from the definition of As that
#Thε −#Th0
≤ ( 1√
2
β1)
−1/s
(
‖U − EhkU‖2a,Ω + γosc2hk(EhkU,Ω)
)−1/2s
q1/2s|ul|1/ss , l = 1, · · · , q,
which implies
#Thε −#Th0
≤ ( 1√
2
β1)
−1/s
(
‖U − EhkU‖2a,Ω + γosc2hk(EhkU,Ω)
)−1/2s(
q
1
2s−1
q∑
l=1
|ul|1/ss
)
.
Let Thk,+ be the smallest common refinement of Thk and Thε . Note that both Thk and Thε are
refinements of Th0 , we have that the number of elements in Thk,+ that are not in Thk is less than
the number of elements that must be added to go from Th0 to Thε , namely,
#Thk,+ −#Thk ≤ #Thε −#Th0 .
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Let whε,l =
∑q
i=1 αhε,i(ul)λhε,iKuhε,i = K
(∑q
i=1 αhε,i(ul)λhε,iuhε,i
)
(l = 1, · · · q), namely
Lwhε,l =
q∑
i=1
αhε,i(ul)λhε,iuhε,i.
We obtain from Lemma 2.1 and the Young inequality that
o˜sc
2
hk,+(Rhk,+W
hε ,Ω) ≤ 2o˜sc2hε(RhεWhε ,Ω) + 2C2∗‖Rhk,+Whε −RhεWhε‖2a,Ω.
Note that Thk,+ is a refinement of Thε , L2-projection error are monotone and the following
orthogonality
‖Whε −Rhk,+Whε‖2a,Ω = ‖Whε −RhεWhε‖2a,Ω − ‖Rhk,+Whε −RhεWhε‖2a,Ω
is valid, we arrive at
‖Whε −Rhk,+Whε‖2a,Ω +
1
2C2∗
o˜sc
2
hk,+
(Rhk,+W
hε ,Ω)
≤ ‖Whε −RhεWhε‖2a,Ω +
1
C2∗
osc2hε(RhεW
hε ,Ω).
Since (2.11) implies γ˜ ≤ 12C2∗ , we obtain that σ ≡
1
C2∗
− γ˜ ∈ (0, 1) and
‖Whε −Rhk,+Whε‖2a,Ω + γ˜o˜sc2hk,+(Rhk,+Whε ,Ω)
≤ ‖Whε −RhεWhε‖2a,Ω +
1
C2∗
osc2hε(RhεW
hε ,Ω)
≤ ‖Whε −RhεWhε‖2a,Ω + (γ˜ + σ)osc2hε(RhεWhε ,Ω).
Applying the similar argument in the proof of Theorem 4.1, we may conclude that
‖U − Ehk,+U‖2a,Ω + γosc2hk,+(Ehk,+U,Ω)
≤ β20
(
‖U − EhεU‖2a,Ω + (γ + σ)osc2hε(EhεU,Ω)
)
≤ β20
(
‖U − EhεU‖2a,Ω + (γ + 1)osc2hε(EhεU,Ω)
)
, (5.7)
where
β0 =
(
1 + δ1 + Cˆ2γ˜
2(h0)
1− Cˆ2γ˜2(h0)
)1/2
,
and δ1 is the constant appearing in the proof of Theorem 4.1. Combining (5.6) and (5.7), we then
arrive at
‖U − Ehk,+U‖2a,Ω + γosc2hk,+(Ehk,+U,Ω) ≤ βˇ2
(
‖U − EhkU‖2a + γosc2hk(EhkU,Ω)
)
with βˇ = 1√
2
β0β1.
Let δ1 ∈ (0, 1) be some constant satisfying
(1 + δ1)
2β21 ≤ β2, (5.8)
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which implies
(1 + δ1)β
2
1 < 1. (5.9)
We see from h0 ≪ 1 and (5.9) that βˇ2 ∈ (0, 12 ). Thus we get from Corollary 5.1 that Thk,+ satisfies∑
T∈RThk→Thk,+
η2hk(EhkU, T ) ≥ θˇ
∑
T∈Thk
η2hk(EhkU, T ),
where θˇ =
C˜22(1−2βˆ2)
C˜0(C˜21+(1+2C
2
∗C˜
2
1)γˆ)
, γˆ = γ
1−Cˆ3γ˜2(h0) , C˜0 = max(1,
C˜23
rˆ ) and
βˆ =
(
βˇ2(1 + δ1) + Cˆ3γ˜
2(h0)
1− Cˆ3γ˜2(h0)
)1/2
.
From the definition of γ (see (4.19)) and γ˜ (see (2.11)), we obtain that γˆ < 1. On the other hand,
we have C˜3 > 1 and hence C˜0 =
C˜23
γˆ . Consequently, we can write θˇ as θˇ =
C˜22(1−2βˆ2)
C˜23(
C˜2
1
γˆ +(1+2C
2
∗
C˜21))
.
We then obtain from Lemma 3.3 that there exists a constant θˇ′ ∈ (0, 1), such that∑
T∈RThk→Thk,+
η2hk(Uhk , T ) ≥ θˇ′
∑
T∈Thk
η2hk(Uhk , T ), (5.10)
where θˇ′ = 1−CρΩ(h0)δh0 (λ)q2 θˇ.
Since h0 ≪ 1, we obtain that γˆ > γ and βˆ ∈ (0, 1√2β) from (5.8). Using (3.19), we get that
θˇ′ =
1− CρΩ(h0)δh0(λ)
q2
C˜22 (1− 2βˆ2)
C˜23 (
C˜21
γˆ + (1 + 2C
2∗ C˜21 ))
≥ 1− CρΩ(h0)δh0(λ)
q2
C˜22
C˜23 (
C˜21
γˆ + (1 + 2C
2∗ C˜21 ))
(1− β2)
=
1− CρΩ(h0)δh0(λ)
q2
C22
(1−C˜r˜(h0))2
C23
(1−C˜r˜(h0))2
( C21
(1+C˜r˜(h0))2γˆ
+ (1 + 2C2∗
C21
(1+C˜r˜(h0))2
)
) (1− β2),
which together with the fact that h0 ≪ 1 and γˆ > γ yields
θˇ ≥ 1
q2
C22
C23 (
C21
γ + (1 + 2C
2∗C
2
1 ))
(1− β2) = 1
q2
C22γ
C23 (C
2
1 + (1 + 2C
2∗C21 )γ)
(1− β2) > θ.
Therefore, ∑
T∈RThk→Thk,+
η2hk(Uhk , T ) ≥ θ
∑
T∈Thk
η2hk(Uhk , T ). (5.11)
Since Mhk satisfies (3.32) with minimal cardinality, we have
#Mhk ≤ #RThk→Thk,+ ≤ #Thk,+ −#Thk ≤ #Thε −#Th0
≤ ( 1√
2
β1)
−1/s
(
‖U − EhkU‖2a,Ω + γosc2hk(EhkU,Ω)
)−1/2s(
q
1
2s−1
q∑
l=1
|ul|1/ss
)
.
This is the desired estimate (5.5) with an explicit dependence on the discrepancy between θ and
1
q2
C22γ
C23(C
2
1+(1+2C
2
∗
C21 )γ)
via β1. This completes the proof.
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We are now ready to show that Algorithm 3.1 possesses quasi-optimal complexity.
Theorem 5.1. Let λ ∈ R be some eigenvalue of (2.12) with multiplicity q, {ul}ql=1 be an or-
thonormal basis of M(λ), and ul ∈ As(l = 1, · · · , q). Let {(λhk,l, uhk,l), l = 1, · · · , q}k∈N0 be
a sequence of finite element solutions produced by Algorithm 3.1 of Section 3 and Mhk(λ) =
span{uhk,1, · · · , uhk,q}. If Assumption 5.1 are satisfied for Algorithm 3.1, then the n-th iterate
solution space Mhn(λ) of Algorithm 3.1 satisfies the quasi-optimal bound
‖U − EhnU‖2a,Ω + γosc2hn(EhnU,Ω) <∼ (#Thn −#Th0)−2s,
λhn,l − λ <∼ (#Thn −#Th0)−2s,
where the hidden constant depends on the exact solution (λ,M(λ)) and the discrepancy between θ
and
C22γ
C23(C
2
1+(1+2C
2
∗C
2
1)γ)
.
Proof. We see from (3.16) that
‖U − EhkU‖2a,Ω + γη2hk(EhkU,Ω) ≤ Cˇ
(‖U − EhkU‖2a,Ω + γosc2hk(EhkU,Ω)),
where Cˇ = max(1 + γ
C22
,
C23
C22
). Hence, we get from (5.5) that
#Mhk ≤ (
1√
2
β1)
−1/sCˇ
1
2s
(
‖U − EhkU‖2a,Ω + γη2hk(EhkU)
)−1/2s(
q
1
2s−1
q∑
l=1
|ul|1/ss
)
.
Note that Theorem 4.1 implies
‖U − Ehk+1U‖2a,Ω + γη2hk+1(Ehk+1U,Ω) ≤ α2
(
‖U − EhkU‖2a,Ω + γη2hk(EhkU,Ω)
)
.
Thus for 0 ≤ k < n, we arrive at(
‖U − EhkU‖2a,Ω + γη2hk(EhkU,Ω)
)−1/2s
≤ α(n−k)/s
(
‖U − EhnU‖2a,Ω + γη2hn(Ehnu,Ω)
)−1/2s
.
We next employ Lemma 2.2 to deduce that
#Thn −#Th0 <∼
n−1∑
k=0
#Mhk
<∼
( q∑
l=1
|ul|1/ss
) n−1∑
k=0
(
‖U − EhkU‖2a,Ω + γη2hk(EhkU,Ω)
)−1/2s
<∼
(
‖U − EhnU‖2a,Ω + γη2hn(EhnU,Ω)
)−1/2s( q∑
l=1
|ul|1/ss
) n∑
k=1
α
k
s ,
which together with the fact α < 1 leads to
#Thn −#Th0 <∼
(
‖U − EhnU‖2a,Ω + γη2hn(EhnU,Ω)
)−1/2s( q∑
l=1
|ul|1/ss
)
.
Since osc(EhnU,Ω) ≤ ηhn(EhnU,Ω), we conclude
#Thn −#Th0 <∼
(
‖U − EhnU‖2a,Ω + γosc2hn(EhnU,Ω)
)−1/2s( q∑
l=1
|ul|1/ss
)
.
This completes the proof.
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Then, similar to Theorem 4.2, we obtain from Theorem 5.1 that
Theorem 5.2. Let λ ∈ R be some eigenvalue of (2.12) with multiplicity q, {ul}ql=1 be an orthonor-
mal basis of M(λ), and ul ∈ As(l = 1, · · · , q). Let {(λhk,l, uhk,l), l = 1, · · · , q}k∈N0 be a sequence
of finite element solutions produced by Algorithm 3.1 and Mhk(λ) = span{uhk,1, · · · , uhk,q}. If
Assumption 5.1 are satisfied for Algorithm 3.1, then the n-th iterate solution space Mhn(λ) of
Algorithm 3.1 satisfies the quasi-optimal bound
δ2H10 (Ω)
(M(λ),Mhn(λ)) <∼ (#Thn −#Th0)−2s,
where the hidden constant depends on the exact solution (λ,M(λ)) and the discrepancy between θ
and 1q2
C22γ
C23(C
2
1+(1+2C
2
∗
C21)γ)
.
6 Numerical examples
In this section, we show some numerical examples for both linear finite elements and quadratic
finite elements in three dimensions to illustrate the theoretical results obtained in this paper.
Our numerical examples were carried out on LSSC-III in the State Key Laboratory of Scientific
and Engineering Computing, Chinese Academy of Sciences, and our codes were based on the toolbox
PHG of the State Key Laboratory of Scientific and Engineering Computing, Chinese Academy of
Sciences.
For the convenience of present for our numerical results below, we denote ηh(Uh,Ω) as ηh(Mh(λ),Ω),
where Uh = (uh,1, · · · , uh,q), uh,1, · · · , uh,q are the q discrete eigenfunctions corresponding to λ.
Example 1 Consider the following harmonic oscillator equation, which is a simple model in
quantum mechanics [18]:
− 1
2
∆u+
1
2
|x|2u = λu in R3, (6.1)
where |x| =
√
|x1|2 + |x2|2 + |x3|2. The eigenvalues of (6.1) are λn = n + 12 with multiplicity
n(n+1)
2 (n = 1, 2, · · · ), and its associated eigenfunction is un = γe−|x|
2/2Hn(x) with any nonzero
constant γ and Hn(x) = (−1)nex2 dndxn (e−x
2
).
Since the solution of (6.1) exponentially decays, we may solve it over some bounded domain Ω.
In the computation, we solve the following eigenvalue problem: find (λ, u) ∈ R×H10 (Ω) such that∫
Ω
|u|2dx = 1 and
{ − 12∆u+ 12 |x|2u = λu in Ω,
u = 0 on ∂Ω,
where Ω = (−5.5, 5.5)3. We calculate the approximation of the first two smallest eigenvalues λ1 and
λ2 with multiplicity 1 and 3, respectively, and their corresponding eigenfunction spaces M(λ1) and
M(λ2) with dimension 1 and 3, respectively.
Some cross-sections of the adaptively refined mesh constructed by the Do¨rfler marking strat-
egy are displayed in Figure 6.1, from which we observe that the mesh is denser in the center of the
domain where the solutions oscillate quickly than in the domain far away from the center where the
solution is smoother. This shows that our adaptively refined mesh can catch the oscillation of the
solution efficiently and the a posteriori error estimators we designed are efficient. Our numerical
results are presented in Figure 6.2 and Figure 6.3. Since the multiplicity of the first two smallest
eigenvalues are 1 and 3, respectively, for the discrete problem, we calculate the first 4 eigenpairs.
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We see from the left figure of Figure 6.2 that the convergence curves of error for all eigenvalues by
using linear finite elements are parallel to the line with slope − 23 . Besides, we also observe that
the convergence curves for the second, the third and the forth eigenvalues overlap together, this
coincide with the fact that the multiplicity of the second eigenvalue is 3. Meanwhile, from the left
figure of Figure 6.3 we see that by using linear finite elements, the convergence curves of the a
posteriori error estimators for eigenfunction space ηh(Mh(λ1)) and ηh(Mh(λ1)) are parallel to the
line with slope − 13 . From Theorem 3.3, ηh(Mh(λ),Ω) ≈ δH10 (Ω)(M(λ),Mh(λ)), we obtain that the
convergence curves of error for the gap between space M(λ1) and its finite approximation Mh(λ1),
the gap between space M(λ2) and its finite approximationMh(λ2) are also parallel to the line with
slope − 13 . This means that the approximation of eigenvalues as well as the eigenfunction space have
reached the optimal convergence rate, which coincides with our theory in Section 4 and Section 5.
We have the similar conclusion for the quadratic finite elements from the right figures of Figure 6.2
and Figure 6.3.
(a) Linear finite elements (b) Quadratic finite elements
Figure 6.1: The cross-sections of an adaptive mesh of Example 1
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Figure 6.2: The convergence curve of relative error for the eigenvalues of Example 1
Example 2 Consider the Schro¨dinger equation for hydrogen atoms:(
−1
2
∆− 1|x|
)
u = λu in R3 (6.2)
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Figure 6.3: The convergence curves of ηh(Mh(λ1),Ω) and ηh(Mh(λ2),Ω) for Example 1
with
∫
R3
|u|2dx = 1. The eigenvalues of (6.2) are λn = − 12n2 (n = 1, 2, · · · ) and the multiplicity of
λn is n
2 (see, e.g., [18]).
Since the eigenfunctions of (6.2) decay exponentially, instead of (6.2), we may solve the following
eigenvalue problem: find (λ, u) ∈ R×H10 (Ω) such that
∫
Ω
|u|2dx = 1 and

(
−1
2
∆− 1|x|
)
u = λu in Ω,
u = 0 on ∂Ω,
(6.3)
where Ω is some bounded domain in R3. In our computation, we choose Ω = (−20.0, 20.0)3
and find the first 2 smallest eigenvalue approximations and their associated eigenfunction space
approximations. Since the multiplicity of the n-th smallest eigenvalue is n2, for the discrete problem
of (6.3), we calculate the first 5 smallest eigenvalues and their associated eigenfunctions.
Figure 6.4 is the cross-sections of the adaptively refined mesh constructed by Do¨rfler marking
strategy. Similarly, we see that for both the linear finite elements and quadratic finite elements,
the mesh is much denser in the center of the domain where the solution oscillates quickly than in
the domain far away from the center where the solution is smooth. This means that the a posteriori
error estimators we used are efficient.
(a) Linear finite elements (b) Quadratic finite elements
Figure 6.4: The cross-section of an adaptive mesh of Example 2
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Figure 6.5: The convergence curves of relative error for eigenvalues of Example 2
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Figure 6.6: The convergence curves of ηh(Mh(λ1),Ω) and ηh(Mh(λ2),Ω) for Example 2
The numerical results are presented in Figure 6.5 and Figure 6.6. Similar to Example 1, Figure
6.5 shows that the convergence curve for all the eigenvalues obtained by linear finite elements and
quadratic finite elements are parallel to the line with slope − 23 and − 43 , respectively, which means
all the eigenvalue approximations reach the optimal convergence rate for both linear finite element
and quadratic finite element. Meanwhile, we see from Figure 6.6 that convergence curve for the a
posteriori error estimators for eigenfunction space ηh(Mh(λ1)) and ηh(Mh(λ2)) obtained by linear
finite element are parallel to the line with slope − 13 , and those obtained by quadratic finite element
are parallel to the line with slope − 23 . We observe that the approximation of eigenfunction space
has also reached optimal convergent rate. These results validate our theoretical results.
Example 3 Consider the following eigenvalue problem which is defined in a non-convex domain:
find (λ, u) ∈ R×H10 (Ω) such that
∫
Ω
|u|2dx = 1 and
{
−1
2
∆u = λu in Ω,
u = 0 on ∂Ω,
(6.4)
where Ω = (−5.0, 5.0)3 \ (0, 5.0)3, see the left figure of Figure 6.7 below. We observe from the
numerical calculation that λ1 = 0.210651 with multiplicity 1 and λ2 = 0.331779 with multiplicity
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2.
The surface of the adaptively refined meshes constructed by Do¨rfler marking strategy is
shown in Figure 6.7. Besides, some cross-sections are displayed in Figure 6.7. We see from these
figures that for both linear finite elements and quadratic finite elements, the mesh is much denser
along the lines where the solution is singular than in the domain far away from the singular lines.
It indicates that our error estimator and marking strategy are efficient.
Our numerical results are listed in Figure 6.8 and Figure 6.9. Similar to Example 1 and
Example 2, we can also see that the approximations of eigenvalue as well as eigenfunction have
reached optimal convergence rate, which coincides with our theory in Section 4 and Section 5.
(a) nonconvex domain Ω (b) Linear finite elements (c) Quadratic finite elements
Figure 6.7: The surface of an adaptive mesh of Example 3
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(a) Linear finite elements
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Figure 6.8: The convergence curve of relative error for eigenvalues of Example 3
7 Concluding remarks
We have studied the convergence rate of an adaptive finite element algorithm for elliptic multiple
eigenvalue problems.
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Figure 6.9: The convergence curves of ηh(Mh(λ1),Ω) and ηh(Mh(λ2),Ω) for Example 3
7.1 The first N eigenvalues
The adaptive algorithm for computing the multiple eigenvalue and eigenfunctions uses explicitly
the multiplicity of the eigenvalue, as well as its position in the ordered list of eigenvalues. More
precisely, the index and the multiplicity of the eigenvalue must be known and provided to the
adaptive algorithm. However, for most of applications, we do not know these information, which
makes the directly computation of a multiple eigenvalue and its corresponding eigenfunctions not
realistic.
Fortunately, in most realistic computation, people usually need to solve the smallest N eigen-
values, or the largest N eigenvalues, or the N eigenvalues which is close to some special values. By
some simple deduction, we can easily extend our results for some multiple eigenvalue λ to this case.
We take the case of solving the smallest N eigenvalues as an example to illustrate it, the other two
cases are similar.
We consider the approximation for the smallest N eigenvalues of (2.12) and its corresponding
eigenfunctions. If not accounting the multiplicity, we assume the N smallest eigenvalues belongs to
the first m eigenvalues with multiplicity of each eigenvalue being qi,
∑m−1
i=1 qi < N ≤
∑m
i=1 qi. Let
(λi,h, ui,h), i = 1, · · · , N be the first N eigenpairs of (2.13).
Similar to the case of multiple eigenvalue, for Uh = (u1,h, u2,h, · · · , uN,h) ∈ (Vh)N , we define
η2h(Uh, T ) =
N∑
i=1
η2h(ui,h, T ) and osc
2
h(Uh, T ) =
N∑
i=1
osc2h(ui,h, T ), ∀T ∈ Th,
and
η2h(Uh,Ω) =
∑
T∈Th
η2h(Uh, T ) and osc
2
h(Uh,Ω) =
∑
T∈Th
osc2h(Uh, T ).
Then, we design the adaptive finite element algorithm for solving the first smallest N eigenpairs
of (2.12) as follows:
Algorithm 7.1. Choose a parameter 0 < θ < 1.
1. Pick a given mesh T0, and let k = 0.
2. Solve the system (2.13) on Tk to get the discrete solution (λl,hk , ul,hk)(l = 1, · · · , N).
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3. Compute local error indictors ηhk(uhl,k , T )(l = 1, · · · , N) for all T ∈ Thk .
4. Construct Mhk ⊂ Thk by Do¨rfler marking strategy and parameter θ.
5. Refine Thk to get a new conforming mesh Thk+1 by Procedure REFINE.
6. Let k = k + 1 and go to 2.
The Do¨rfler marking strategy in the algorithm above is defined as follows.
Do¨rfler marking strategy
Given a parameter 0 < θ < 1.
1. Construct a subset Mhk of Thk by selecting some elements in Thk such
that ∑
T∈Mhk
η2hk(Uhk , T ) ≥ θη2hk(Uhk ,Ω).
2. Mark all the elements in Mhk .
We obtain the following results from the similar arguments in Section 4 and Section 5.
Theorem 7.1. Let λ1 < λ2 ≤ · · · ≤ λN be the first N eigenvalues of (2.12), which belong to
the first m eigenvalues if not accounting the multiplicity, with multiplicity of each eigenvalue be-
ing qi and the corresponding eigenfunction space being M(λi),
∑m−1
i=1 qi < N ≤
∑m
i=1 qi. Let
{(λl,hk , ul,hk), l = 1, · · · , N}k∈N0 be a sequence of finite element solutions produced by Algorithm
7.1. Set Mhk(λi) = span{uki+1,hk , · · · , uki+qi,hk}, with ki =
∑i−1
j=1 qj. Assume N =
∑m
i=1 qi. If
h0 ≪ 1, then there exists constant α ∈ (0, 1), depending only on the shape regularity of meshes, Ca
and ca, the parameter θ used by Algorithm 7.1, such that the k-th iterate solution (λhk,l, uhk,l)(l =
1, · · · , q) of Algorithm 7.1 satisfies
δ2H10 (Ω)
(M,Mhk) <∼ α2k, (7.1)
where
M =

M(λ1)
M(λ2)
· · ·
M(λm)
 , Mhk =

Mhk(λ1)
Mhk(λ2)
· · ·
Mhk(λm)
 ,
and
δ2H10 (Ω)
(M,Mhk) =
m∑
i=1
δ2H10 (Ω)
(M(λi),Mhk(λi)). (7.2)
Theorem 7.2. Let λ1 < λ2 ≤ · · · ≤ λN be the first N eigenvalues of (2.12), which belong to the first
m eigenvalues if not accounting the multiplicity, with multiplicity of each eigenvalue being qi and the
corresponding eigenfunction space being M(λi),
∑m−1
i=1 qi < N ≤
∑m
i=1 qi. Let {(λl,hk , ul,hk), l =
1, · · · , N}k∈N0 be a sequence of finite element solutions produced by Algorithm 7.1. Set Mhk(λi) =
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span{uki+1,hk , · · · , uki+qi,hk}, with ki =
∑i−1
j=1 qj . If Assumption 5.1 are satisfied for Algorithm
7.1 and N =
∑m
i=1 qi, then the n-th iterate solution space Mhn(λ) of Algorithm 7.1 satisfies the
quasi-optimal bound
δ2H10 (Ω)
(M(λ),Mhn(λ)) <∼ (#Thn −#Th0)−2s,
provided h0 ≪ 1, where the hidden constant depends on the exact solution (λ,M(λ)) and the
discrepancy between θ and 1q2
C22γ
C23(C
2
1+(1+2C
2
∗C
2
1)γ)
.
7.2 Steklov eigenvalue problem
Now we turn to address how to apply the same arguments to the Steklov problem that consists in
finding λ ∈ R and u 6= 0 such that{ −∇ · (A∇u) + cu = 0 in Ω,
(A∇u) · −→n = λuv on ∂Ω,
where −→n is the outward unit normal vector of Ω on ∂Ω.
We set a(·, ·) = (A∇·,∇·)Ω + (c·, ·)Ω, b(·, ·) = (·, ·)∂Ω and consider the non-homogeneous Neu-
mann problem as a model problem as follows:{
Lui = 0 in Ω, i = 1, · · · , N,
(A∇ui) · −→n = fi on ∂Ω.
(7.3)
Define the element residual R˜T (ui,h) and the jump residual J˜E(ui,h) for (7.3) as follows:
R˜T (ui,h) = ∇ · (A∇ui,h)− cui,h in T ∈ Th,
J˜E(ui,h) =
{
[[A∇ui,h]]E · νE on E ∈ Eh
A∇ui,h · −→n − fi on E ∈ Sh,
where Sh denote the set of boundary faces. For T ∈ Th, we denote the local error indicator
η˜h(ui,h, T ) by
η˜2h(ui,h, T ) = h
2
T ‖R˜T (ui,h)‖20,T +
∑
E∈Eh∪Sh,E⊂∂T
hE‖J˜E(ui,h)‖20,E
and the oscillation o˜sch(ui,h, T ) by
o˜sc
2
h(ui,h, T ) = h
2
T ‖R˜T (ui,h)− R˜T (ui,h)‖20,T +
∑
E∈Eh∪Sh,E⊂∂T
hE‖J˜E(ui,h)− J˜E(ui,h)‖20,E. (7.4)
We see that Lemma 2.7 is also valid for (7.4).
In context of Steklov eigenvalue problems, we define
RT (Ehu) = ∇ · (A∇Ehu)− cEhu in T ∈ Th,
JE(Ehu) =
{
[[A∇Ehu]]E · νE on E ∈ Eh
A∇Ehu · −→n − λhEhu on E ∈ Sh,
where −→n denotes the outward unit normal vector on E ∈ Sh. For T ∈ Th, we define the local error
indicator ηh(Ehu, T ) by
η2h(Ehu, T ) = h
2
T ‖RT (Ehu)‖20,T +
∑
E∈Eh∪Sh,E⊂∂T
‖JE(Ehu)‖20,E
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and the oscillation osch(Ehu, T ) by
osc2h(Ehu, T ) = h
2
T ‖RT (Ehu)−RT (Ehu)‖20,T +
∑
E∈Eh∪Sh,E⊂∂T
hE‖JE(Ehu)− JE(Ehu)‖20,E.
We obtain by using the same argument that Theorem 3.3, Theorem 4.1, Theorem 7.1, and Theorem
7.2 are valid for the Steklov problem with multiple eigenvalues.
7.3 The inexact numerical solutions
In our numerical analysis above, for convenience, we assume that the algebraic eigenvalue problem
is exactly solved and the numerical integration is exact. Indeed, the same conclusion can be
expected if all the numerical errors are taken into account, including both the error resulting
from the inexact solving of the algebraic eigenvalue problem and the error coming from the inexact
numerical integration. Suppose (λ, u) is an eigenpair with the multiplicity of λ being q, the exact
solution on mesh Tk are {(λh,i, uh,i)}qi=1, and the the solution considering the numerical error are
{(λˆh,i, uˆh,i)}qi=1. If the numerical errors resulting from the solution of algebraic system and the
numerical integration are small enough, say, satisfy
q∑
i=1
(‖uh,i − uˆh,i‖2a + |λh,i − λˆh,i|) <∼ r(h0) q∑
i=1
η2h(uˆh,i,Ω)
with r(h0)≪ 1 for h0 ≪ 1, then we have from the following triangle inequality
‖ui − uˆh,i‖a ≤ ‖ui − uh,i‖a + ‖uh,i − uˆh,i‖a,
that our main results obtained in this paper hold true for inexact algebraic solution and inexact
numerical integration, too.
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