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ABSTRACT
Integral Equation Solution of the Full Potential Equation 
for Three-Dim ensional, Steady, Transonic W ing Flows
Li-Chuan Chu 
O ld  Dom in ion University, 1988 
D irector: D r. Osama A. K and il
An integral equation m ethod for solving the fu ll po tentia l equation has been 
developed for three-dim ensional transonic vortex-w ing flows. This m ethod is capa­
ble o f cap turing  shocks using the M urm an-Cole type o f fin ite  difference scheme and 
is capable o f p red ic ting  accurate and force-free wake shape as well.
Reading the fu ll po ten tia l equation as Poisson’s equation, the so lu tion  for the 
velocity field has been expressed in terms o f an integral equation using Green’s 
theorem. The so lu tion  consists o f a surface integral o f v o rtic ity  d is tr ib u tio n  on 
the w ing  and its free-vortex sheets and a volume integral o f source d is tr ib u tio n  
w ith in  a com puta tiona l region around the flow domain under consideration. The 
so lu tion is obtained through two ite ra tion  loops: the outer loop iterates the v o rtic ity  
d is tr ib u tio n  and wake shape, while the inner loop iterates the field com pressib ility.
A  com puter program  has been constructed fo r im plem entation o f th is  m ethod­
ology and has been used to solve a flow around a rectangular fla t w ing w ith  a tra ilin g  
wake. The program  can be modified w ith o u t d ifficu lties to solve flow problems w ith  
complex configurations. The w ing and its free-vortex sheets are modeled using a 
b ilinear vortex panel d is tr ib u tio n , while the field com pressib ility o f the flow dom ain
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under consideration is modeled using a constant, d is tribu ted , source strength over 
each o f the discretized rectangular-parallelopiped volume cells.
The technique o f pre-calculated and stored induced velocity for fie ld compress­
ib il ity  calculations has greatly reduced the com putational tim e. The successive grid  
refinement has also effectively and re liably reduced the com puta tiona l dom ain and 
greatly improved the accuracy as well.
The numerical results show th a t th is method is com puta tiona lly  stable and effi­
cient and also show its great potentia l in solving unsteady transonic flow problems.
The study conducted in th is dissertation also sheds some ligh t in the vector- 
ization o f an integral equation method which is crucia l in achieving be tte r compu­
ta tiona l efficiency when running on a modern vector com puter.
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In the designs o f a irc ra ft, missiles and helicopters, the w ind tunnel along w ith  
lim ited  theoretical methods have long been used as a basic design too l for s im u la t­
ing the aerodynamic environm ent. The lim ita tions  to the w ind  tunnel which are 
known to many aerodynamists, e.g. Bradley and Bhateley [ l j ,  include expensive 
costs, overcrowded facilities, long lead tim e for iterations, questions o f full-scale ex­
trapo la tions. lim ited flow field data and tunnel blockage and interference, etc. The 
aerodynamic designers have long called for efficient and effective design tools to 
supplement the w ind tunnel tests due to these lim ita tions especially the expensive 
costs and the long turn-around tim e.
The fast development of the high-speed d ig ita l com puter has had a great im ­
pact on the way in which principles from  the engineering science are applied to 
problems o f design in modern engineering practice. Problems can now be solved 
at very lit t le  cost in a few seconds o f com puter tim e which would have taken years 
to work out w ith  the com putational methods and computers available twenty years 
ago. The ready ava ilab ility  of previously unim aginable com puting power has s tim u­
lated many changes. One o f the im portan t changes which we have been witnessing 
is the development of a new methodology for attacking the complex problems in
1
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flu id  mechanics and heat transfer. Th is new m ethodology has become known as 
com puta tiona l flu id  dynamics; the CFD.
In recent years. CFD has been provid ing a great deal o f help in the aerodynamic 
designs due to its ab ilities in solving certain complex aerodynamic problems at a 
reasonable cost and in a com parably short tu rn -a round tim e and hence has become 
an im po rtan t and necessary design tool in supplement to the expensive and tim e- 
consuming w ind  tunnel tests.
1.2. CFD for Fighter Aircraft Design
Despite its fast development in the past decade, CFD  s till cu rren tly  faces some 
lim ita tions  and d ifficu lties in the aerodynamic designs o f fighter a ircra ft. Bradley 
and Bhateley [ l ]  listed such lim ita tions  and difficu lties as com puter codes to  model 
complex real-flu id flows, hardware capab ility  to model real geometries, com puta­
tiona l speed for use in real design, mesh generation for complex configurations, and 
low management confidence in computed results. They also reviewed the status o f 
existing com putational methods w ith  emphasis on fighter design applications and 
the ir ratings ranged from  poor to fa ir. This is why management confidence in com­
puted results, which probably is the most in fluen tia l to the acceptance o f CFD in 
figh ter a irc ra ft designs, is s till low.
Moreover, du ring  the maneuvering, many combat a ircra ft experienced the c r it ­
ical s ituations at which the real aerodynamic loads are much higher than the design 
loads. A ll these caused a status which urgently calls for improvements and devel­
opment o f CFD for fighter a ircra ft applications.
2
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1.3. Problems in Aerodynamic Designs
The development o f com putational techniques for three-dim ensional flows past 
wings at high angles o f attack have become extrem ely im p o rta n t to  aerodynam icists 
dealing w ith  modern designs o f fighter a irc ra ft, missiles, and helicopters. M odern 
fighter a ircra ft fly at high angles o f attack during  takeoff, offensive and defensive 
maneuvering, approach, and landing. In th is range o f angle o f a ttack, vortex flows 
develop around the a irc ra ft th a t have dom inant effects on its aerodynam ic charac­
teristics and con tro llab ility . Modern designs o f missiles require high launch angles of 
attack and high m aneuverability w ith in  which a very complex vortex flow develops. 
For helicopters, the in teraction o f a blade w ith  the vortex wake o f another blade 
affects its operating performance, v ib ra tion , and noise characteristics. In  forward 
speeds, blade slap, a predom inant source o f external noise, occurs due to  the rap id  
tim e rates of change o f the pressure on the blade developing from  the blade passage 
through a t ip  vortex o f a preceding blade.
For all these applications, one has to deal w ith  strong nonlinear aerodynam­
ics. Com pressibility and edge separation o f the flow are the m ain sources o f the 
strong nonlinear effects. Prediction o f the aerodynamic characteristics under the 
coupled effects of nonlinearities is obviously a challenging problem  because o f the 
complexities involved in  the flow.
An extensive lite ra tu re  review reveals th a t a ll o f the existing techniques do not 
simultaneously and completely account for these two sources of nonlinearities. Some 
o f the existing techniques can trea t the problem  of flow separation a t sharp edges 
w ithou t accounting for the fu ll nonlinear com pressib ility effects ( lim ited  to low Mach 
numbers), while the others can treat the problem  of fu ll nonlinear com pressib ility
3
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w ith o u t accounting for the ro ll-up  o f the separated flow (lim ite d  to small angles o f 
attack).
M athem atica lly , a problem  is called a nonlinear problem  if  the governing equa­
tion  is nonlinear a n d /o r i f  the boundary conditions are nonlinear. For inviscid, 
incompressible, or low-subsonic flows at high angles of a ttack, the problem  is non­
linear, a lthough the governing equation is linear (the Laplace or P rand tl-G laue rt 
equation). The non linearity  is due to the boundary conditions on the separated flow 
surfaces. On the other hand, fo r inviscid compressible flows at low angles of attack, 
the problem  is nonlinear because the governing equation is nonlinear (fu ll poten­
tia l equation) even w ith  linearized boundary conditions. For compressible flows at 
high angles o f a ttack, the problem  is obviously nonlinear due to  bo th  the governing 
equation and the boundary conditions.
1.4. Motivation of This Work
In search for an appropria te  numerical method o f so lu tion, one has to bear in 
m ind the o rig in  o f the non linearity ; a boundary oriented (separated flow ro ll-u p ), 
a region oriented (flow com pressib ility), or both. For the boundary-oriented non- 
linearity . methods th a t are d irec tly  or ind irectly  derived from  the Green's function  
so lu tion (in tegra l equation methods) have been developed, such as the nonlinear dis­
crete vortex, doublet panel, vortex panel, and velocity potentia l panel, among o th ­
ers. To account fo r the flow com pressibility in these methods, the P rand tl-G laue rt 
transfo rm ation  based on the freestream Mach num ber is used. The computed re­
sults have shown th a t th is transform ation is lim ited  to cases w ith  low subsonic Mach 
numbers and high angles o f attack or m oderate-to-h igh subsonic Mach numbers and
4
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low angles o f attack. For the region-oriented nonlinearity, fin ite  difference methods 
have been extensively used.
K and il and Yates [2] developed a com putational scheme which is based on 
the integral solution of the fu ll potentia l equation for a steady, three-dimensional, 
transonic flow. T he ir results appeared to  be satisfactory when compared w ith  other 
com putational results and experimental data, Fig. 1.
The present research is using the same methodology w ith  m odifications in both 
v o rtic ity  field calculations (using firs t order vortex panel instead o f zeroth order 
vortex lattice) and field compressibility calculations (using pre-calculated velocity 
coefficients instead o f d irect calculations). The former m odification improves the 
accuracy and s ta b ility  in the near-field calculations while the la tte r improves the 
com putational efficiency greatly.
The purpose o f this research is to develop a com putational technique which 
is based on the integral equation solution to accurately and effic iently pred ict the 
aerodynamic characteristics in a three-dimensional transonic vortex flow. Those 
aerodynamic characteristics include the shock locations, pressure d is tribu tions , and 
force-free wake shapes. The m otivation behind this work is to apply the developed 
technique to modern a ircra ft designs which include canard w ing, w ing -ta il and w ing- 
body configurations in the transonic regime.
An extensive review of the lite ra tu re  is presented in Chapter 2. Chapter 3 
details the problem form ulation including the global vortex panel m ethod for in ­
compressible flow. The form ulation of the field com pressibility along w ith  its com­
pu ta tiona l scheme is given in Chapter 4. Chapter 5 presents numerical results for 
both  incompressible and compressible flow applications. The concluding remarks 
and recommendations for fu ture  work are presented in Chapter 6.
5
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Chapter 2
HISTORICAL REVIEW AND LITERATURE STUDY
2.1. Description of the Flow Field
Experim ental investigations [3-10j have shown th a t flow field around highly- 
swept. sharp-edged wings over a wide-range o f angles o f attack is characterized 
by the th in  wakes tha t separated from  w ing edges and behave like vortex sheets 
th a t ro ll up in the v ic in ity  of the separation edges and fo rm  two he lix-like  cones of 
vortex cores above the upper surface of the w ing. Th is type o f flow separation is 
known as the “ p rim ary separation." I t  is m a in ly  responsible for the well-known 
nonlinear aerodynamic characteristics exh ib ited over the angle-of-attack range due 
to the large strength of its vortex core and its p ro x im ity  to  the upper surface o f the 
w ing. Fig. 2a.
The prim ary  vortex consists o f three d is tin c t regions [ 11): an outer convection 
dom inated region in which the distance between turns is large compared to the 
characteristic diffusion length; a m iddle region where the distance between turns is 
o f the same order as the characteristic diffusion length; an inner d iffusion dominated 
viscous core.
A “secondary separation" occurs because the adverse pressure gradient ou t­
board o f the suction peaks causes the boundary-layer flow on the upper surface to
6
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separate. The secondary free-shear layers ro ll up sp ira lly  in an opposite sense to 
th a t o f the p rim ary separation, and form  secondary vortex cores[3,7-9j.
A  “ te rtia ry  separation" may occur between the secondary and p rim ary  sepa­
rations due to the adverse pressure gradient created by the secondary vortex core.
For h ighly swept wings and beyond the tra ilin g  edge, the free shear layer em­
anating from  the tra ilin g  edge rolls up sp ira lly  in an opposite sense to th a t o f the 
prim ary separated flow. Thus, the tra ilin g  edge vortex core has the same sense o f 
vo rtic itv  strength and core ro ta tion  as those o f the secondary vortex core, a lthough 
they orig inate from  different phenomena [9,12].
As it  moves downstream , the vortex core is fed constantly w ith  v o rtic ity  from  
the vortex sheet. Th is increasing core vo rtic ity  causes the increase o f w ind ing  speed 
of the core and o f the viscous dissipation as well. When the viscous d issipation 
is large enough, the cross-sectional area and the turbulence level o f the core w ill 
increase abruptly . Such a phenomenon is called “ vortex breakdown.”  The sta ll 
phenomenon o f low-aspect-ratio h ighly swept wings is a ttr ib u te d  to the breakdown 
of the p rim ary vortex cores [13-16]. Location o f the breakdown points depends 
upon the angle o f attack and the w ing aspect ra tio , Fig. 2b. As the angle o f attack 
increases, the breakdown po in t moves forward toward the w ing tra ilin g  edge, and 
the slope o f the l i f t  curve decreases u n til a c ritica l angle is reached a t which the 
breakdown po in t crosses the tra ilin g  edge and the l i f t  coefficient drops. The studies 
o f the prim ary vortex indicate tha t its shape and strength are re la tive ly independent 
o f Reynolds number [3,17]. The relative lack o f viscosity dependence suggests tha t 
the flow may be regarded as potentia l, w ith  the free shear layer represented by a 
free-vortex sheet.
7
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For th in  slender wings at moderate incidences the influence o f the Mach number 
on the characteristic features o f the flow is sm all as long as M ^ c o s A ,  the Mach 
num ber norm al to the leading edge, is less than 0.7 [21].
A t high Mach numbers, high incidences or large thickness ra tio , non-linear 
com pressib ility effects can become dom inant. Th is results in a wealth  o f possible 
flow patterns invo lv ing  p rim a ry  and secondary vortex cores, (cross-flow and nor­
mal) shocks on the surface as well as in the flow field and associated regions w ith  
shock-induced d is tribu ted  vo rtic ity  and entropy change, and all possible m utua l in­
teractions. sometimes resulting in an abrup t vortex breakdown. Some o f these flow 
patterns. Fig. 2c. are discussed by Stanbrook &  Squire [18], Szodruch &  Ganzer 
[19], Vorropoulos &  W endt [20], M ille r &  Wood [21]. I t  is recognized th a t vortex 
flow w ith  non-linear com pressib ility effects is o f increasing im portance at transonic 
maneuvering and supersonic speeds.
The vortex flow above strake-w ing configurations is more complex. A detailed 
review and description o f th is type o f flow can be found in Reference [22].
2.2. Inviscid Model Approximations
For most flows o f im portance in aerodynamics, the wakes are th in , in the 
sense tha t the ir thickness reduces as Reynolds number increases. The effects of 
viscosity can then be modelled by the theory o f th in  shear layers, provided there 
is an appropria te  model fo r the interaction between the external flow and the th in  
shear layers. A th in  shear layer affects the external flow in tw o ways: through 
a displacement effect caused by the thickness o f the shear layer; and through an
8
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induced effect caused by the difference in tangentia l velocity between its opposite 
surfaces. As the Reynolds num ber tends to in fin ity , the displacement effect dies 
away, but the vortex effect remains. The shear layers become vortex sheets in the 
lim it. Th is leads to an inviscid model of the flow, which is governed by the Euler 
equations. Th is model is valid representation o f the physical problem  as long as 
shear layers are th in . However, in general, the form ula tion  o f the problem  for the 
Euler equations m ust include a specification o f the lines on the body from  which 
the vortex sheets arise, the separation lines. I t  should be noted th a t though Euler 
equations do not assume isentropic flow and can capture vo rtica l regions in add ition  
to capturing shocks, they are com puta tiona lly  expensive and have im plem entation 
problem  due to spurious spatia l and numerical diffusion.
A sym m etrical w ing at zero incidence sheds no vortex wake, so i t  is not neces­
sary to specify a separation line. When the w ing is placed at incidence the assump­
tion  tha t separation takes place from  the sharp tra iling-edge is autom atica lly  made. 
In reality, as the angle o f incidence increases, separation also takes place from  the 
tip  at a rate depending on the design o f the tip . For a w ing w ith  a moderate- to 
highly-swept leading-edge o f small radius, a s im ila r separation takes place from  the 
leading edge.
For shock-free flows past bodies immersed in a un ifo rm  stream, the inviscid 
flow can be represented by a potentia l function , and the same representation can be 
extended to model flows w ith  weak shock waves. Outside the body and the vortex 
sheets the potentia l function can be used to describe the flow.
W ith  the above description o f the flow field approxim ations, we can summarize 
the fo llow ing assumptions under which many potentia l flow models have been con­
structed to  represent the main features o f the real flow to a high degree o f accuracy:
9
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For an isolated w ing, the far-fie ld effect of deform ation of the tra iling-edge 
vortex sheet can often be neglected. However, th is effect must be taken in to  account 
fo r the problems o f aerodynamic in teraction, e.g., for canard-w ing, w ing -ta il or 
strake-w ing configuration.
Relative to the p rim ary  vortex core, the effect o f the secondary vortex cores is 
small in sym m etric flows pa rticu la rly  when the boundary layer on the upper surface 
is tu rbu len t (most o f the real cases are). Hence, its effect on surface pressures and 
integrated forces can be neglected w ithou t appreciable error under the cond ition  
stated. The effect o f te rtia ry  vortex cores is even smaller and is also neglected.
In  the absence of strong shocks the flow may be modelled as a poten tia l flow 
w ith  embedded free vortex sheets. Moreover, i f  the local Mach numbers are not 
close to one, the model can fu rthe r be sim plified to a linear poten tia l flow, governed 
by the P rand tl-G laue rt equation. The flow problem , inc lud ing the position o f the 
vortex sheets, can be solved by a panel m ethod. This panel m ethod is non-linear 
because the boundary conditions are nonlinear and the po ten tia l flow problem  is 
thus nonlinear. The vortex sheets are “ fitte d -’ exp lic itly  in to  the so lu tion , ra ther 
than “captured" im p lic itly  as part of the solution as in the Navier-Stokes and Euler 
methods. Th is requires tha t the presence o f vortex sheets be specified a p rio ri and 
th a t the topology o f the flow be well-defined. In  re tu rn  the com puter requirements 
of potentia l flow methods are re la tive ly modest. In finite-difference or fin ite -vo lum e 
methods for solving the fu ll non-linear potentia l equation the treatm ent o f free 
vortex sheets, floating in a fixed spatial g rid , poses considerable problems.
In the potentia l flow form ula tion  a vortex core consists o f a t ig h tly  wound 
sp ira ling vortex sheet o f sem i-in fin ite  extent. In order to sim ulate the flow field 
outside the core the sheet is necessarily cu t at some angular extent, w hile  the
10
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cu t-o ff part is modelled by an isolated line-vortex core which is connected to the 
rem ainder o f the sheet by a so-called feeding sheet, Fig. 3. The la tte r transfers 
vo rtic ity  from  the sp ira ling  sheet in to  the vortex core a llow ing i t  to  increase in 
strength as it  travels downstream.
We also assume th a t vortex-breakdown points are far downstream so th a t the 
p rim ary  core size and its varia tion in the v ic in ity  o f the w ing are neglected. In 
fact, th is assumption lim its  the large angles o f attack at which the inviscid model 
is applicable.
F ina lly , the shocks in the flow problem we try  to solve must be weak, (generally, 
the local Mach number is less than 1.3) so tha t the accuracy o f the solu tion is s t il l 
acceptable under the isentropic flow assumption.
2.3. Existing M athematical Inviscid Models
The lite ra tu re  contains several steady and unsteady inviscid-flow  models w ith  
varying o f lim ita tions  and drawbacks. These models can be d iv ided in to  the fo llow ­
ing groups:
2.3.1. Leading-Edge Suction Analogy
The most w ide ly used method for p red icting the characteristics o f configura­
tions employing vortex flow is the so-called “ leading-edge suction analogy," con­
ceived by Polhamus [23-25], In general classical lift in g  surface theory [26], the 
velocity goes to in fin ity  at all edges except the tra ilin g  edges, resu lting  in a fin ite
11
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
suction force at leading and side-edges. This force acts norm al to the edge and lies 
in the plane o f the w ing, p a rtly  counteracting the drag force. The m agnitude of 
the suction force depends on the am plitude o f the s ingu la rity  in the loading at the 
edge. On a three-dim ensional w ing the norm al force, found from  in tegration o f the 
net pressure d is tr ib u tio n , combines w ith  the suction force to  yie ld the correct lif t ,  
side force and induced drag o f the w ing. When the flow separates at the edge, then 
the suction force in the chord plane is lost, but i f  the flow reattaches, then th is  po­
ten tia l flow leading-edge (L E ) suction force becomes reoriented, now acting norm al 
to the chord plane due to  the local vortex action. A rigorous p roof for th is analogy 
does not exist, bu t p red ic tion  o f overall forces and moments is excellent. W ith  a 
vo rtex-la ttice  m ethod as attached-flow  solver, Lam ar and his co-workers [27] have 
developed the m ethod towards a very useful engineering too l, both for analysis and 
design o f quite general configurations, includ ing strake-w ing configurations.
The m ajor drawback o f methods tha t use the suction analogy is tha t the pres­
sure and velocity d is tr ib u tio n  cannot be predicted and th a t new situations, e.g. the 
encounter o f a canard vortex w ith  a w ing, strake-w ing vortex flow, vortex break­
down. etc. require the development o f new em pirica l concepts.
2.3.2. Vortex-Fitting M ethods
2.3.2.1. Slender-Body Theory and Conical Flow Assumption
When body dimensions norm al to the free stream are much sm aller than those 
in the free stream d irection , three dimensional potentia l flow theory sim plifies to 
slender body theory [26]. The disturbance potentia l is then a sum of two functions: 
one satisfying the two dimensional Laplace's equation in the plane norm al to  the
12
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body centerline, the other a function o f the coordinate along the body centerline. 
Since the la tte r pa rt does not con tribu te  to  any l i f t  forces acting on the body, the 
problem is one o f seeking a disturbance potentia l satisfying the Laplace's equation 
in the cross flow planes.
A fu rthe r s im plification is the assumption o f conical flow. The flow properties 
are assumed to  be constant along s tra igh t lines passing from  the nose o f the body. 
W ith  th is  assumption for the flow field scaling downstream and a so lu tion  o f the 
vortex shape and strength at any long itud ina l location, solutions at o ther locations 
are readily available.
Legendre [28] was one o f the firs t investigators to model the separated flow 
over delta wings. In his model a pa ir o f line vortices were placed above the w ing 
and assuming conical flow. Laplace’s equation was solved in the cross flow planes. 
However, as Adams [29] discussed, th is solution concerning the lif t  and pressure 
d is tr ib u tio n  is not unique. Edwards [30] proved tha t for conical slender wings, a 
reasonable mathematical model must also consider the mechanism o f the feeding 
vortex sheet emanating from the w ing L E .  Brown and Michael [31.32] rectified this 
deficiency by requiring the forces on the planar feeding sheet be balanced by equal, 
bu t opposite forces on the concentrated vortex, thus rendering the vortex system 
force free.
Later Mangier &  Sm ith [33] and Sm ith [34] improved th is model by inc lud ing a 
vortex sheet o f fin ite  extent, discretized by piecewise continuous elements (panels). 
This greatly improved the treatm ent o f the flow near the leading edge. For slender 
wings, the computed pressure d is tribu tions compare quite sa tis facto rily  w ith  exper­
im ental data at most of the cross flow planes w ith  the exception o f those near the 
tra ilin g  edge where the conical flow assumption breaks down.
13
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C lark [35] has extended S m ith ’s conical flow method to non-conical planform s. 
I t  was found th a t for non-planar wings com plicated vortex sheet geometries may 
occur, possibly invo lv ing  m u ltip le  centers o f ro ll-up .
An excellent survey of slender-body theory and its com bination w ith  discrete 
vortices or vortex panel methods is given in Reference [22].
2.3.2.2. Non-linear Vortex Lattice M ethods
Vortex la ttice  methods [36-50] are used to  solve for the “ aerodynamic loading o f 
lif t in g  planes by concentrating the equivalent vortex sheet, inc lud ing the wake, in to  a 
num ber o f elements o f line vo rtic ity  arranged in a lattice,"’ [36], Generally the lif t in g  
surface is discretized into a number o f panels arranged in the streamwise d irection. 
For example, in Fig. 5. the bound v o rtic ity  in  each quadrila te ra l vortex panel is 
lumped in to  a horse-shoe vortex w ith  the bound p a rt located at the 1/4 chord line o f 
the quadrila te ra l panel. The wake or the free-vortex sheet is replaced by segmented 
free-vortex lines (in the case of steady flows) or by a growing free-vortex la ttice (in 
the case o f unsteady flows). W ith  the position o f the free line vortices specified a 
p rio ri, the unknown circulations o f the bound vortices are determ ined by using an 
ite ra tive  technique to enforce the flow tangencv cond ition  at the m idpo in t o f the 3 /4 
chord line o f each panel [39-41]. Excellent agreement was found between calculated 
and experim ental to ta l aerodynamic characteristics, and satisfactory agreement was 
found between calculated and experimental section characteristics for the wings w ith  
only side-edge separation.
W hen vortex-tvpe separation from  leading edges a n d /o r tips occurs, the free- 
vortex system lies close to the lifting-surface bound vortices and results are found 
to be sensitive to variations in the shapes o f the rectangular vortex elements and
14
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the length o f the vortex segments. Using the rectangular vortex array to  model 
h igh ly  swept w ing is not suitable, p a rticu la rly  in the v ic in ity  o f leading edge where 
the vo rtic ity  d is tr ib u tio n  is h igh ly  variant [175].
The best agreement was obtained by using the vortex arrangement developed 
in  Reference [39]. Tw o conditions must be satisfied in  th is vortex arrangement: 
f irs t, the quadrila te ra l elements should be un ifo rm  and second, slender vortex el­
ements m ust be avoided. In add ition , the vortex segments representing the free 
vortex sheets in  the v ic in ity  o f the w ing m ust be m ainta ined sm aller or at least 
o f comparable lengths to  the bound-vortex segments. These restrictions not only 
l im it  the generality o f th is  model bu t also require substantia l com puta tiona l tim e  to 
achieve the acceptable accuracy. The most apparent cause behind these less than 
satisfactory results is the approxim ation o f continuous vortex sheets by discrete 
vortex lines in the near field [46].
In general, the drawbacks o f the non-linear vortex la ttice  iV D U -m ethod  are 
due to the approx im ation  o f a vortex sheet by a system of concentrated vortex 
lines, p a rticu la rly  in  the near field. W ith  th is approx im ation , B io t-Savart's  law 
becomes nearly singular when close in teraction  among the concentrated vo rtex lines 
is encountered. Such a close interaction develops during  the ite ra tion  procedure used 
to  satisfy the boundary conditions on the w ing  surface and on the unknown free- 
vo rtex surfaces. Th is is c r itica l when trea ting  wings w ith  h igh ly swept-back leading 
edges where the ro lled-up p rim ary  vortex sheets cover a m ajor po rtion  o f the w ing 
surface. Moreover, i t  is also c ritica l when slender quadrila te ra l vortex elements are 
used in  the model or when elements become slender due to  deform ation in  the free- 
vortex sheet [46]. Also, when continuous vortex sheet is modelled by discrete vortex 
filam ents, the spurious phenomenon o f leap-frogging can occur. The vortex filam ent
15
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can penetrate w hat is supposed to be continuous and therefore im penetrab le vortex 
sheet.
To suppress this s ingu larity , a prescribed a rtific ia l viscosity coefficient o r a 
prescribed size o f r ig id -body core ro ta tion  can be used, b u t the resu lting aerody­
namic loading is sensitive to those parameters. Furtherm ore, when a vortex sheet 
is approxim ated by concentrated vortex lines, B io t-S avart’s law is incapable o f cal­
cu la ting  the self-induced velocity at a po in t on the vortex sheet and one has to 
introduce this velocity approxim ate ly wherever these field points are encountered 
du ring  the calculations. F ina lly, m odeling the continuously varying vo rtic ity  over 
a w ing panel w ith  a vortex segment o f constant strength requires the use o f a very 
large num ber o f these vortex segments to  obta in  accurate resolution o f the flow field.
Later K and il m odified the nonlinear discrete-vortex method and extended the 
m ethod to predict the inviscid leading- and tra ilin g - vortex cores beyond the tra il­
ing edge [12.51,52]. His model alleviates the problems previously encountered in 
pred icting  satisfactory pressure d is tribu tions . Th is is accomplished by lum ping the 
free-vortex lines during the ite ra tion  procedure. The leading- and tra iling-edge cores 
and th e ir feeding sheets are obtained as parts o f the so lution. His num erical results 
show th a t the m odified ArLH '-m ethod is successful in  confirm ing the form ation  of 
a tra iling-edge core w ith  opposite ro ll-up  and opposite c ircu la tion  to those o f the 
leading-edge core. This work was considered by some to be a breakthrough in the 
jVZPF-methods since it  was the firs t numerical ca lcu lation o f th is phenomenon.
An extensive review o f this method can be found in Reference [53].
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2.3.2.3. Doublet Panel Methods
Johnson et al. [54-59] developed a doublet panel method to  model separated 
flows. The essential elements o f the model are the configuration surfaces (wing, 
body, etc.). the tra ilin g  sheet (wake), the leading edge vortex sheet (free sheet), 
and the inner turns o f the L E  vortex sheet and inviscid core (fed sheet and core). 
The purpose o f the fed sheet is to approxim ate the inner turns o f the free sheet. 
The follow ing conditions were imposed on these elements:
1. The flow must be tangentia l to the w ing, wake, and free sheet.
2. The free sheet must be force free in cross flow planes.
3. A prescribed wake (a design wake) must be force free.
4. The fed sheet size and core orientation should be such th a t the to ta l force on 
the fed sheet and core be parallel to the core.
5. K u tta  conditions must apply along the edges o f separation.
The in it ia l code featured planar quadrila tera l panels w ith  a frozen near field 
wake. Subsequently the wake treatm ent was refined and quadrila tera l panels w ith  
paraboloid curvature were adopted. Tests [60] indicated tha t for seemingly random 
cases, the shape and position o f the free sheet became unstable, making param etric 
studies d ifficu lt. Changes in w ing paneling caused well converged cases to  diverge. 
Th is required a general upgrade o f the numerics [57,58]. Continuous doublet splines 
and hyperbolo id panels were used to ensure con tinu ity  o f geometry and doublet 
s ingu la rity  across panel edges, thus e lim inating  the ring vortices created by a dis­
con tinu ity  in the doublet strength between adjacent panels. The b u ilt- in  in s tab ility  
due to kinks in the vortex sheet, while updating the vortex sheet, was damped out 
by a least square technique.
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Comparisons w ith  experiments indicate th a t the pressure peaks are underpre­
dicted for a u n it aspect ra tio  (A R ) delta w ing at twenty degrees angle o f attack. 
The agreement o f the lif t  and pressure coefficients for certain A R  de lta  wings at 
twenty degrees angle o f attack was good.
In add ition  to Boeing's L E V  method, several research works [61-67] have been 
done by using doublet panel method. The work developed by Hoeijmakers et al. 
[62-64], namely V O R S E P , is based on the same form ula tion  as the L E V  method. 
However, the numerical im plem entation differs in several points. The detailed de­
scrip tion  o f V O R S E P  and the comparisons among the results o f V O R S E P , L E V  
and experiments can be found in Reference [22].
M orino  et al. also developed a surface panel method using doublet poten tia l 
to  solve aerodynamic problems about general configurations w ith  prescribed wake 
[68-71] and w ith  wake deform ation [72].
2.3.2.4. Vortex Panel Methods
Considering the shortcomings of the N D V  [52] in m odeling the continuous 
bound and free vortex sheets. K and il et al. [73] developed the H yb rid  Vortex 
M ethod ( H V A /), where the vortex sheets are approxim ated by quadrila te ra l vortex 
panels fo r the near field calculations. In the far field calculations, the vortex panels 
are lum ped in to  line vortices. On each vortex panel, a local linear v o rtic ity  d is tr ib u ­
tion . which satisfies the solenoidal property o f the vo rtic ity  vector is specified. Such 
a d is tr ib u tio n  which satisfies the solenoidal property  contains five undeterm ined 
coefficients per panel, which constitute the basic unknowns o f the problem , along 
w ith  the free vortex sheets.
18
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Closed fo rm  expressions were determ ined for the ve locity  induced by rectangu­
la r or tr iangu la r vortex panels. In it ia lly  th is was com puta tiona lly  inefficient because 
a sem i-analvtica l m ethod was used whereby the in tegra tion  was perform ed ana ly ti­
ca lly in one d irection , num erically in the other. Later, the closed form  expressions, 
which were effic iently coded were used. The vo rtic ity  components o f the free vortex 
panels were related to the bound vortex panels at the edges o f separation by equat­
ing the outflow  o f v o rtic ity  from  the bound vortex panels to the inflow  o f v o rtic ity  
in to  the free vortex panels along the edges o f separation. In  th is way, the unknowns 
were restricted to the coefficients o f the bound vortex panels.
The unknown coefficients are determ ined by satisfy ing  the flow tangency con­
d itio n  at the centroids o f bound vortex panels, the K u tta  cond ition  along the edges
of separation, co m p a tib ility  conditions requ iring  the co n tin u ity  o f v o rtic ity  between 
adjacent panels, and a sym m etry cond ition  along the centerline. These conditions 
were satisfied ite ra tive ly , which a lternate ly yields the v o rtic ity  d is tr ib u tio n  and the 
shape of the free vortex sheet.
To reduce the to ta l number o f unknowns o f the problem , the unknown coeffi­
cients of the free vortex panels were related to  the coefficients o f the bound vortex 
panels at the edge o f separation by enforcing five conditions [74]. The five conditions 
o r equations for panel m s l in F ig. 4 are given by.
1. C on tinu ity  of vo rtic ity  at node ( i , j )
u ( i , j )  -  Wf(4, jm r )  =  u ,v (4 .m s l) (2.1)
2. D irection o f the vo rtic ity  vector at node ( l ,m s l)  is along side 1 - 4
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we(l, msl) =  0 (2.2)
3. D irection  o f the v o rtic ity  vector at node (2, m s l)  is along side 2 - 3
4. Conservation o f c ircu la tion  across the common side o f vortex panels j m r  and 
m s l require tha t
The fifth  cond ition . Eq. (2.4). is applied to the approxim ate mean plane which 
passes through the centro id o f the orig ina l non-planar panel. Th is cond ition , al­
though it m igh t look redundant, ensures the con tinu ity  o f the c ircu la tion  on the 
approxim ate planar panel, since the actual panel is nonplanar.
The H V M  was used to solve for the steady flow past a rectangular w ing having 
side edge separation [74,75j. A converged shape o f free vortex sheet from  the la ttice 
m ethod of K and il was used as an in itia l guess. This process drastica lly  cu t the 
com putational tim e. The spanwise pressure d is tribu tion  at two chord locations, 
and section norm al force coefficients were shown to match well w ith  experiments
(2.3)
where dC =  ndi .  n is the un it vector norm al to  dt  and in plane o f element and 
d i  is an in fin ites im a l length o f the common side.
5. Conservation o f c ircu la tion  over the panel m s l requires tha t
(2.4)
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Later, the I i V M  was modified to use the global nodal vortic ities  instead o f the 
local vo rtic ity  d is tribu tion  coefficients as basic unknowns [53]. Th is m odification is 
done by using a finite-element type approach which autom atica lly  ensures con tinu ity  
o f vortic ities  between adjacent panels and also reduces the number o f unknowns 
tremendously. Yen et. al [76-78] developed a continuous v o rtic ity  panel method 
which is s im ila r to the modified global vortex panel method. The conservation 
condition implemented by Yen in a way sim ila r to  th a t used in [73,74]. The way 
the K u tta  condition implemented in [77] by forcing the vortex line othogonal to the 
edge o f separation lim its  the applications to flows w ith  low Mach numbers and at 
low to moderate angle of attack. In general, the numerical results o f the vortex 
panel method are in good agreement w ith  experimental results.
2.3.3. Vortex-Capturing Methods
Finite-difference and fin ite-volum e methods have been w idely used to  solve the 
Euler equations. The application o f these methods to  the prediction o f vortex flow 
about different configurations at angle o f attack has been an area of active research. 
A controversy, however, concerning the orig in  o f the separation in the numerical 
s im ulation o f an inviscid flow was brought up and has been discussed by many 
researchers. Two hypotheses were suggested [79]: The firs t hypothesis suggests 
th a t the vo rtic ity  necessary for flow separation may be generated by the transient 
appearance o f a shock as the flow expands. The second hypothesis suggests tha t 
separation occurs due to numerical dissipation in the a lgorithm .
Newsome &  K and il stated in the ir survey report [79] tha t in theory, there is 
only one mechanism, other than sharp edges, for vo rtic ity  generation in an inviscid 
flow, namely, the shock. In accord w ith  Crocco’s theorem for steady flow
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V x Q =  V /i ,  -  TVS (2.5)
where V  is the velocity, w the vo rtic ity , 5  the entropy and h t the to ta l enthalpy, the 
Euler equations allow for the generation of v o rtic ity  th rough non-constant shock 
strength (shock curvature, shock intersection, etc.) For an inviscid flow, entropy 
is constant along streamlines except in crossing a shock where the entropy ju m p  
is a function o f the local strength. The gradient in entropy norm al to streamlines 
results in the production o f vo rtic ity . The significance o f v o rtic ity  generation is 
clear when it is realized tha t the presence o f vo rtic ity  in the flow coupled w ith  an 
adverse pressure gradient are necessary for flow separation.
From the discussion above, it  is clear th a t theoretica lly valid solutions to the 
Euler equations w ith  flow separation exist only in shock flow. This has also been 
demonstrated num erically by Salas [80j and M arconi [81,82]. A lthough such inv is­
cid solutions are theoretica lly va lid , they do not necessarily provide an accurate 
description of the separation tha t occurs in the actual viscous flow.
In the past several years, numerous solutions to the conservative Euler equa­
tions for the conical and three-dimensional flow about delta wings w ith  both sharp 
and rounded subsonic leading edges have been reported. The com putations inva ri­
ably reveal the characteristic leading-edge separation vortex. The com puted surface 
pressure coefficient frequently shows qua lita tive  agreement w ith  experim ental mea­
surements. Eriksson &  Rizzi [83| used Euler equations w ith  re la tive ly coarse grids 
to  predict the vortica l flow around slender wings. In this tim e-m arching method, a 
vo rtica l flow was generated w ithou t exp lic itly  satisfying a K u tta  type o f condition 
at the leading edge. Comparing the computed results w ith  experim ental data and
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the results from  a panel method, one finds th a t the m agnitude o f v o rtic ity  strength  
in  the vo rtica l flow region is small and the vo rtic ity  d is tr ib u tio n  is spread unrealis- 
tica lly . As a result the computed upper surface suction peaks are lower than those 
computed by a panel method and also lower than the experim ental results. Later, 
R izzi used d ifferent mesh densities to solve d ifferent w ing  flows [84-86). In  b o th  the 
coarse and fine g rid  transonic and supersonic solutions, the flow separates a t the 
leading edge form ing  the p rim ary vortex. B o th  the fine and coarse grid  solutions 
exh ib it large to ta l pressure losses of s im ila r m agnitude in  the vortex core. A n  in ­
teresting comparison between the computed results from  Euler equations and the 
panel m ethod VORSEP for flow around a delta w ing w ith  a 70 degree o f sweep 
angle and a t a 20 degree o f angle-of-attack is given by Hoijmakers &  R izzi [87j.
S im ila r leading-edge separation vortices have been reported fo r both rounded 
and sharp leading edges using a variety o f num erical schemes. A  p a rtia l lis t in ­
cludes the works o f Raj &  Sikora [88], M urm an &  Powell [89] w ith  the fin ite -vo lum e 
R unge-K u tta  a lgo rithm ; F u jii &  Obayashi [90] using an LU factored scheme; and 
M anie. et al. [91] and Newsome [92] using a M acCormack scheme. Tw o ra ther 
basic questions have risen out o f these and s im ila r solutions: in the absence o f a 
clearly defined physical mechanism, such as shock curvature, how does separation 
occur in an inviscid flow and w hat is the mechanism leading to large to ta l pressure 
losses? Tw o hypotheses have been suggested. The firs t hypothesis [93] suggests 
tha t the v o rtic ity  necessary for flow separation may be generated by the trans ien t 
appearance of a shock as the flow expands around the leading edge. The second hy­
pothesis suggests th a t separation occurs due to numerical d issipation in the scheme 
a lgo rithm . The same two explanations have been given for the related question of 
why Euler equation solutions for lift in g  a irfo ils  produce the correct pressure d is tr i­
bu tion  w ith o u t an exp lic itly  imposed K u tta  cond ition  [84], as is necessary fo r the 
potentia l equation.
23
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
In  the past several years, numerous papers have addressed the above-mentioned 
problems w ith  d ifferent numerical schemes and proposed different points o f view on 
the causes for the pressure loss and for the separation. Newsome [94] applied a cen­
tra l difference scheme to both the Navier-Stokes and the Euler equations to  solve 
the supersonic conical flow about a th in  e llip tic  cone. The solutions clearly showed 
th a t the leading-edge separation for the rounded leading edge is en tire ly  a num eri­
cal phenomenon. Kand il &  Chuang [95] used a fin ite-volum e R unge-K u tta  scheme 
to solve s im ila r flow problems. T he ir solutions showed conclusively th a t numerical 
d issipation was responsible for inviscid separation about rounded edges. Powell, et 
al. [96] explained th a t the to ta l pressure loss is due to the fin ite  thickness o f the 
vortex region and the fin ite  thickness is created when app ly ing  the central d iffe r­
ence scheme w ith  added a rtific ia l viscosity to  produce the weak solutions (shocks, 
contact d iscontinu ities) to  the conservative Euler equations. Later, M arconi [97], 
Powell M urm an [98], and K and il et al. [99], used different schemes to produce 
solutions w ith o u t pressure loss by enforcing the isentropic gas equation. These pa­
pers conclusively provide evidence th a t numerical d issipation is the m ajor cause for 
the pressure loss and the separation about rounded edges.
l Tpwind-difference methods have recently been applied to the com puta tion  of 
flow about delta wings. The behavior o f the upw ind schemes is different from  tha t 
of the prescribed central difference schemes. Since the upw ind d iscretization is 
na tu ra lly  dissipative, no added a rtific ia l viscosity is necessary. Surprisingly, the 
solutions for the flow about the previously described e llip tic  cone w ith  upw ind 
difference schemes showed no evidence of leading-edge separation.
An extensive review o f various fin ite  d iffe rence/fin ite  volume methods to  solve 
Euler equations for vortica l flow is given by Newsome &  K and il [79].
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In general, using Euler equations w ith  fin ite  difference schemes to solve the 
vortica l flow problems seems to be prom ising pa rticu la rly  for sharp-edged wings. 
However, the topology o f the vortex flow has to be known in some detail to enable 
the construction of a com putational g rid  w ith  sufficient resolution at the vortex 
layer and cores. Also the sometimes excessive spreading o f vo rtica l regions and 
the vo rtic ity  production process (K u tta  condition) need fu rthe r investigation. An 
im portan t aspect of Euler methods which needs to be mentioned is th a t they also 
account for non-linear com pressib ility effects (shock waves) and for the m utual 
in teraction of vortica l flow regions and shock waves.
2.3.4. Transonic Flow Methods
As we mentioned before, shock waves and viscous effects are o f interest to 
aerodynam icist because they influence the aerodynamic characteristics, e.g., l i f t  
and drag coefficients o f the wing. In transonic flows, the most d istinguish ing fea­
tu re  is the mixed subsonic-supersonic flow character. The governing equation is 
nonlinear, an analytica l solution is impossible to obta in  for a general configuration. 
Fortunately, attem pts to obta in numerical solutions have met w ith  more success. 
A great deal o f effort has been spent to  find ways to calculate the transonic flows 
and a variety o f analytica l and numerical methods have been introduced. Excellent 
reviews o f the work on transonic flow before the mid-seventies are given by Cole 
[lOOj and Spreiter [141].
2.3.4.1. Finite Difference Methods
F in ite  difference methods have played an im portan t role in transonic flow cal­
culations ever since Lax [101] introduced weak solutions to the pa rtia l d ifferentia l
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equations to make the calculation o f flow d iscontinu ity  possible. The firs t m ajor 
breakthrough was made by Magnus and Yoshihara [102], who dem onstrated th a t 
solutions for two-dimensional, inviscid, transonic flow fields could be computed 
using fin ite  difference methods. Steady-state solutions were obtained as large tim e- 
asvm ptotic solutions to a tim e accurate fo rm u la tion  o f the problem .
M urm an and Cole (103] later developed the well-known type-dependent fin ite  
difference re laxation method to solve the steady-state problem , which saved about 
an order o f m agnitude o f com puter tim e compared to the m ethod o f Magnus and 
Yoshihara. The type-dependent fin ite  difference method is a m ethod which accounts 
fo r the fundam entally different behavior o f subsonic and supersonic flow, i.e., a 
central difference scheme is used in subsonic flow region (or e llip tic  region) and 
an upw ind difference scheme is used in the supersonic flow region (or hyperbolic 
region). Th is type o f difference scheme also reduces the poss ib ility  o f solutions 
w ith o u t physical meaning which could result from  the centra l difference scheme in 
the shock region [ 121 ]. The computed results match well w ith  the experim enta l 
results in both shock location and strength for weak shocks. These in it ia l successes 
gave b irth  to a new field of study, com putational transonic aerodynamics.
Since then, steady and unsteady transonic flows w ith o u t strong vortex flow 
have been successfully solved using the transonic small pe rtu rba tion  (TSP) equation 
[103-107] and the fu ll potentia l (FP) equation [108-113]. The TSP m ethod substan­
tia lly  simplifies the governing equations and especially, the treatm ent o f boundary 
conditions in both three-dimensional and unsteady com putational transonic aero­
dynamics. They provide solutions tha t are useful in qua lita tive ly  p red ic ting  the 
behavior o f these complex flows. Furtherm ore, quan tita tive ly  good predictions can 
often be obtained by properly “ tun ing" the sm all-d isturbance procedures.
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Two re laxation schemes have been developed for the TSP equation. The firs t 
one is called the non-conservative re laxation schemes (NCR ) firs tly  developed by 
M urm an and Cole [103], whose results do not satisfy the shock-jum p conditions. 
M urm an [115] later modified the schemes to  satisfy the proper ju m p  conditions. 
Such schemes are known as the fu lly  conservative re laxation (FC R ) schemes. For 
shock free flows, fin ite  difference equations in the NCR form  th a t are consistent 
w ith  the d iffe rentia l equations are also consistent w ith  the in tegra l forms o f the 
equations. However, in terna l fluxes between mesh cells do not cancel identically, 
b u t rather cancel w ith in  a trunca tion  error. For flows w ith  shock waves, the FCR 
form  must be used to calculate the correct shock jum ps. A rtif ic ia l viscosity is not in 
the conservation form  in the NCR scheme w hile  is in the conservation form  in FCR  
scheme. One interesting th ing  is tha t the results w ith  the NCR scheme predict 
shock location better than those w ith  the FCR  scheme. One possible reason is 
th a t the e rror due to an im proper shock ju m p  cond ition  in the NCR scheme is 
counterbalanced by the error from  the inviscid  assumption. S im ila r comments on 
and an extensive review of NCR and FCR schemes have been presented by Ballhaus 
[106! and by Spreiter [141].
Bailey and Ballhaus [104] used the s im p lified  form  of the transonic small dis­
turbance equation to develop solutions for three-dimensional wings. T he ir w ork led 
to  the development o f a w idely used three-dimensional code for transonic w ing anal­
ysis. This code has been used extensively in designing im proved wings for flig h t in 
the transonic speed regime. Jameson [105] also introduced his well-known rotated 
difference scheme, in which the d irection o f upw ind differencing is independent o f 
the coordinate system, and is instead rotated to conform  w ith  the local flow direc­
tion. This difference scheme is used to e lim inate the s ta b ility  problem  in supersonic 
region which resulted from  the negative a rtific ia l viscosity in Cartesian grid  system.
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In solving transonic problems using finite-difference methods, proper treatm ent 
o f boundary conditions is often more d ifficu lt than the solu tion o f the governing 
equations. Boundary conditions are usually treated by e ither coordinate transfo r­
m ations. approxim ations (as in the small pe rtu rba tion  approaches), or both . An 
a lte rna tive  approach is provided by the fin ite  volume m ethod, introduced by Mac- 
Cormack and Paullay (116-118], which they m odified, and applied to b lun t-bodv 
problems. The princ ipa l advantage o f the method is tha t the governing equations are 
solved in a Cartesian coordinate system using a body-oriented and shock-oriented 
mesh network. One need only know the volume and surface norma! d irections o f 
the volum e elements. Later. R izzi applied th is method to  the Euler equations [ 1191. 
Caughey and Jameson applied it  to the fu ll potentia l equation [120].
M urm an and Stremel [l2 l]u se d  an adaptation o f Baker's “cloud in cell”  a l­
go rithm  to  model a vortex wake behind a large aspect-ratio w ing w ith  a known 
spanwise l i f t  d is tr ib u tio n . A lthough the problem considered is simple compared to 
the com plexity  o f transonic vortex flows around fighter a irc ra ft, i t  demonstrated 
the feas ib ility  o f solving transonic vortex flow using the poten tia l equation through 
a fin ite-difference method.
The poten tia l flow equation can be used for flows w ith  weak shocks since the 
entropy increase and vo rtic ity  production across these shocks are small (where the 
norm al Mach numbers M n are close to 1). The entropy production  across a weak 
shock may be w ritte n  as [ 122]
R 7 + 1
[m i  - 1 r
For shocks w ith  moderate strength (where M n is less than 1.3), one has to correct 
the po ten tia l equations in order to include the entropy ju m p  across the shock wave.
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Hafez et al. [123] applied the idea of a rtific ia l com pressib ility in transonic flows in 
order to provide a rtific ia l viscosity in supersonic regions. This concept was o rig ina lly  
in troduced by Ila rte n  [124] in a ttem pting  to devise better methods o f shock cap tu r­
ing in supersonic flows. Fuslang and W illiam s [125] used an entropy correction term  
to  predict shock location and strength. For flow w ith  strong shocks, the potentia l 
equation w ill break down unless the entropy change and v o rtic ity  production due 
to  the shock are carefu lly taken in to account.
In order to sim ulate experimental results, it  is im po rtan t to add the viscous ef­
fects o f the boundary layer, i.e.. to add the displacement thickness o f the boundary 
layer to  the profile [126.127], Th is improves in both the computed shock strength 
and its location when compares w ith  experim ental results. This procedure is ef­
fective in the regime where the shock waves are not strong enough to separate the 
flow. The solution by th is m ethod is obtained when both flow field and boundary 
layer converge.
Euler equations, in princ ip le  should adm it accurate solutions for ro ta tiona l 
flows w ith  shock waves. Several recent methods tha t use the strong conservative 
form  o f the unsteady Euler equations have been developed to solve for steady and 
unsteady transonic flows [118,129.130]. For steady flows, the unsteady equations, 
which are hyperbolic, are solved in pseudo-time. In  a ll these methods, different 
versions of the fin ite - volume method have been developed.
Steger and W arm ing [ 131] developed an im p lic it a lgorithm  using a sp litt in g  of 
flux  vectors in the Euler equations. W hile the precise sp litt in g  can be accomplished 
in several ways, the usual way is according to the signs o f the eigenvalues o f the sys­
tem  as is the case in the sp lit coefficient m a trix  (SCM) method. The use o f sp lit flux
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techniques for shock capturing applications produces somewhat better results than 
the standard central difference schemes but problems remain even in th is  fo rm u la ­
tion . Small oscillations occur near a sonic line because the flux  sp litt in g  depends 
on the eigenvalues. These flux terms have a discontinuous firs t derivative when 
eigenvalues change sign. The SCM method is a re la tive ly recent add ition  to the 
class o f fin ite  difference methods for solving hyperbolic P D E ’s. The SCM scheme 
introduced by Chakravarthy [132] and C hakravarthy et al. [133] is a nonconser­
vation form  of the sp lit flux  scheme proposed by Steger [134]. The SCM method 
utilizes in form ation on signal propagation provided by the method and theory of 
characteristics. Thus, we m ight expect better results from  the SCM method than 
those from  other methods. This is true and SCM method is recommended for use 
when solving hyperbolic P D E ’s in nonconservative form . A detailed description o f 
these schemes can be found by Anderson et al. [135].
The pseudo-time marching technique, developed by MacCormack &  Rizzi [136], 
has been used to solve low supersonic flow in which a subsonic flows region is em­
bedded. The advantage o f th is technique is th a t the governing equation is “con­
verted" from  o rig ina lly  a mixed type (e llip tic  and hyperbolic) to  a pure hyperbolic 
type. Solutions to the mixed e llip tic  and hyperbolic steady flow equations are 
asym ptotic in time.
In general, fin ite  difference methods w ith  Euler equations can usually predict 
transonic flows accurately even w ith  strong shocks. In order to avoid the dispersion 
effect in the shock region, a rtific ia l viscosities are added in the num erical schemes 
w ith  central differencing, which also dissipate the viscous effects o f vortex flows. 
Consequently, as mentioned in the previous section, the to ta l pressure generated 
by the vortex core in the transonic vortex flow w ill be reduced. Th is requires
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more careful and in-depth study o f the role and effect o f a rtific ia l viscosity in the 
numerical scheme before it  is applied to a real design. Another drawback fo r fin ite  
difference methods is the construction o f a suitable curv ilinear coordinate system, 
which requires a certain am ount o f ingenuity and becomes more d ifficu lt w ith  each 
increase in geometric com plexity o f the configuration. The scheme o f in tegra ting  the 
tim e dependent Euler equations u n til they reach a steady state has been w ide ly used 
j 137-141]. Th is  is generally slow and requires a large com puter memory. Hence, it  
seems prom ising to develop a more rapid convergent method to  solve the steady- 
state Euler equations.
2.3.4.2. Integral Equation Methods
The integral equation methods (panel methods) have long been used for aero­
dynam ic design in subsonic and supersonic speed ranges. The development o f these 
methods for transonic flow probably started in the early fifties. An extensive his­
torica l review o f these methods can be found in Spreiter [141]. Those works include 
Spreiter &  Alksne 1142). Oswatitsch [143]. and Guderley [144]. In  the ir m ethods, a 
transonic sm all pe rtu rba tion  equation and the associated boundary conditions were 
recast in to  the form  of a nonlinear integral equation by application o f Green's the­
orem to appropria te  regions surrounding the a irfo il, its wake, and any shock waves 
tha t may be present. T he ir results obtained from  hand calculations match w ith  
experim ental results qualita tive ly. More im portan tly , they showed the capab ility  o f 
cap tu ring  shocks w ith  integral equation methods.
Crown [145] m odified the integral form  and also provided a more rigorous anal­
ysis w ith  e rror estimates o f the various assumptions and approxim ations. The test 
cases were in the low transonic range for which the flow is subsonic w ith  embed­
ded supersonic regions term inated by a shock wave normal to the surface (at the
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surface). Entropy gradients behind the shock are allowed bu t specific heats are 
assumed constant. Solutions were obtained by ite ra tion . Th is  also started the use 
o f the d ig ita l com puter for the integral equation m ethod in transonic flow research. 
Spreiter &  Stahara [146] applied the ir technique w ith  local linearization methods 
for axisym m etric flow and the transonic equivalence rule fo r a number of slender, 
pointed, axisym m etric and non-axisym m etric bodies, inc lud ing simple w ing-body 
com bination , for both lif t in g  and non lifting  conditions.
N ixon [ 1471 improved the method o f Spreiter &  Alksne [142] by in troduc ing  a 
simple correction factor depending on the transonic s im ila r ity  parameter. His results 
match favorably w 'ith those by M urm an &  Cole [103] and by Steger &  Lomax [109]. 
Later, he pointed ou t th a t the number o f ite ra tive  steps to a converged solution 
for the in tegra l equation m ethod is small compared w ith  th a t required by the fin ite  
difference m ethod and in two-dim ensional calculations, the over-all com puting tim e 
is at least comparable w ith  th a t o f the fin ite  difference methods [148].
M orino  et al [149]. showed in a general fo rm ula tion  th a t the integral equation 
is o f the shock-capturing type and tha t the con tribu tion  o f the shock, as a surface of 
source d is tr ib u tio n , is embedded in the volume integral te rm  representing nonlinear 
com pressibility. A ll th a t is needed to capture the shock is to  compute accurately 
the derivatives o f the volume integral term . They also showed num erical results 
w ith  transonic sm all pertu rba tions for three-dimensional steady and unsteady flow's 
w ith  prescribed wake [150.151]. A lthough shock capturing was demonstrated, it 
apparently was not carried ou t using a fine com putational g rid , due to the lim ited  
memory storage o f the ir com puter.
Piers &: S looff [152] applied integral equation method to a two-dimensional 
sm all pe rtu rba tion  equation to  solve shock flows around a irfo ils . In order to  obta in
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a unique and physically meaningful solution, they modified the TSP equation by 
adding a term  whose role is s im ila r to th a t o f a rtific ia l viscosity. The velocity field 
is d iv ided in to  a subsonic flow element governed by the linear pa rt o f TSP equaton, 
i.e.. the P rand tl-G laue rt equation, and a pertu rba tion  velocity obtained from  the 
in tegra l form  of the nonlinear part o f equation. The solution procedure starts from  
the solution o f the P rand tl-G laue rt equation. The field pe rtu rba tion  velocity is then 
calculated by using fin ite  difference methods to m inim ize a residual function  which 
is constructed in terms o f the P rand tl-G laue rt solution. The linear solution is fixed 
th roughout the calculation o f the pe rtu rba tion  velocity. In  th is m ethod, the panel 
m ethod solution is used for two purposes. F irs t, as a good in itia l guess to solve 
for the field velocity and; Second, to confine the com putational domain fo r fin ite  
difference calculations.
Johnson et al [153] embedded a transonic rectangular g rid  in the panel method 
developed by the Boeing Company. The a rtific ia l density was introduced in to  the 
varia tiona l error function  which was m inim ized during  the solution process. The 
problem  was reduced tc  a sequence o f Poisson equations through the least square and 
op tim a l contro l methods developed by Bristeau et al [154]. The Poisson equations 
were then solved using fast Fourier transform s and panel methods. Erickson et 
al [155] combined this approach w ith  PAN A IR , a linear source, quadratic doublet 
panel m ethod, to solve two-dimensional transonic flow problems.
K a nd il [156] and K and i! &  Yates [2] applied shock-capturing and shock-fitting  
(SCSF) techniques to the integral equation method to solve the three-dimensional 
fu ll po ten tia l equation: In the shock-capturing technique, the compressible fu ll 
po tentia l equation is solved ite ra tive ly  to satisfy the flow tangency condition on the 
w ing, the K u tta  cond ition  along the separation edges, and the flow tangency and no
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pressure ju m p  conditions on the free vortex sheets. The nonlinear com pressib ility  
term  contain ing density gradients are calculated using a backw ard /cen tra l difference 
scheme of the M urm an-Cole type. The shock is captured as the so lu tion  converges.
I t  should be noted here th a t the difference between th is  m ethod and the other 
methods is th a t the present fo rm ula tion  is based on the velocity field w h ile  the 
others used velocity potentia l. Two advantages were found for the present m ethod 
over other panel methods [147-153]; F irs t, on ly firs t order derivatives need to  be 
calculated by fin ite  differencing, and second, one does not need to  calculate the 
derivative o f the velocity potentia l in order to detect the shock fo rm ation  since the 
velocity is calculated d irectly  in the present fo rm ula tion . These advantages are 
pa rticu la rly  s ignificant since numerical ins tab ility , i f  any, usually comes from  nu­
merical operators (e.g., fin ite  difference schemes). In order to obta in  high accuracy 
in the numerical calculation o f velocity from  the velocity po ten tia l, a fine g rid  must 
be used and consequently the com putational tim e is increased; i f  a coarse g rid  is 
used instead, numerical in s tab ility  m ight occur and the so lu tion  may not converge. 
Therefore, this method seems more stable and faster than those using ve locity po­
tentials. The current problem  for th is method is th a t it  requires a larger memory 
when solving problems w ith  complicated configurations, th is should be overcome 
by using large computers w ith  massive parallel processing capabilities.
In order to locate accurately the shock position, a fine grid  should be used, 
consequently the com putational tim e is increased. To remedy th is, a shock-fitting  
technique is introduced after the shock is captured approxim ate ly. In the shock- 
fit t in g  technique, the con tribu tion  o f the shock to the velocity field is represented 
by an exp lic it surface-integral based source d is tribu tion . The strength, location and 
shape o f the shock surface are calculated through the R ankine-Hugoniot relations.
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The converged solution, includ ing strength , location and shape o f the shock sur­
face are solved ite ra tive ly  by satisfying a ll boundary conditions. Such a technique 
sharpens the shock w ith o u t requiring local g rid  refinement. A lthough, like others, 
K and il and Yates showed only the numerical results o f the shock-capturing tech­
nique, the SCSF techniques seem very prom ising for integral equation m ethod to 
solve transonic vortex flows. Later. K and il and Hu [157] applied SCSF to solve 
two-dimensional transonic flow problems where they demonstrated the num erical 
advantages o f SCSF techniques. A s im ila r shock-capturing method w ith  velocity 
potentia l was used by S incla ir f 158] to solve various two-dimensional problems.
Samant et al. [159] developed a com puter technique T R A N A IR  using the 
fu ll po tentia l equation to solve three-dim ensional transonic flows about a rb itra ry  
configurations. In th is technique, they combined several a lgorithm s includ ing fin ite  
elements, the Bateman varia tiona l p rinc ip le  [160], Green’s function  theory (in tegral 
equation m ethod). James convolution a lgo rithm  [161], and a generalized conjugate 
gradient technique GMRES [162]. They showed very impressive num erical results 
for a complete airplane.
In general, the integral equation methods seem to be stable and less dissipative 
than current fin ite  difference methods when solving low transonic flow problems. 
The reason is tha t the calculation of the velocity at a field po in t depends m a in ly  on 
the calculations from  panel methods which have been proved to be very stable in 
solving subsonic dom inated flow problems. The only source o f numerical in s ta b ility  
is from  the differencing of velocities (or density) at field points, which can be easily 
controlled by a num erically efficient local g rid  refinement.
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2.3.4.3. Miscellaneous M ethods
Some methods other than those mentioned above have either long been used or 
ju s t been developed for transonic flow calculations and are w orth  being mentioned 
here. e.g.. fin ite  element methods, m ixed-type methods, etc.
The fin ite  element m ethod has been extended to trea t equations o f the m ixed 
type which also provides a way to circum vent the d ifficu lties o f trea ting  complex 
configurations by fin ite  difference methods [163]. Some recently developed methods 
[154.1641 have been used w ide ly in transonic flow calculations. Several ideas in ­
troduced by those methods have stim ulated many researchers to  combine different 
techniques to solve com plicated problems. The T R A N A IR  [159], program  devel­
oped by researchers at the Boeing Company and at NASA Ames Research Center, 
has been successful.
Chen et al. [165], used an integral equation solution to confine the far-fie ld  
boundary for the fin ite  difference calculations, which reduced the size o f com pu­
ta tiona l dom ain tremendously and consequently reduced the com puta tiona l tim e. 
Later. Lee et al. [1661 introduced a “ m iddle fie ld ’’ o f large fin ite  elements between 
the panel m ethod far-fie ld and the fin ite  difference inner field. Lee’s approach en­
abled fu rth e r reduction in the size of the fin ite  difference region and thus the cost, 
while avoiding linear flow solutions in the h igh ly nonlinear region.
Since transonic flow is characterized by a m ixed-type equation, i.e.. the flow 
field is characterized by bo th  an e llip tic  operator (in the subsonic speed region) 
and a hyperbolic operator (in  the supersonic speed region). In high transonic speed 
region (low supersonic speed region), the flow field is dom inated by supersonic 
flow w ith  some small local subsonic regions in the field. Th is can be solved w ith
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supersonic flow approaches (hyperbolic equation) w ith  embedded subsonic regions. 
On the other hand, in the low transonic speed range (high subsonic speed range), the 
flow can be solved w ith  subsonic flow approaches (e llip tic  equation) w ith  embedded 
supersonic regions. These types of methods have been proved num erica lly  efficient 
and accurate. K and il <fc Hu [167,168] used integra l equation methods w ith  embedded 
Euler domains to solve various two-dim ensional transonic flow problems. The ir 
results, when compared w ith  those from  SCSF methods and from  fin ite  difference 
methods, showed the power o f th is method. T h a t is, th is m ethod, like solution 
o f Euler equations w ith  fin ite  difference methods, can analyze flows w ith  stronger 
shocks w'hile s till m a in ta in ing  the geometric fle x ib ility , com puta tiona l efficiency, and 
num erical s ta b ility  o f panel methods.
Some excellent reference books [169-172] have been added to  the reference list. 
M any valuable theoretical derivations and h is to rica l reviews m entioned in  most 
papers reviewed here can be found in those books.
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Chapter 3
FORMULATION A ND METHOD OF SOLUTION  
— INCOM PRESSIBLE FLOW
3.1. Formulation of the Problem
The velocity field o f a flow can be expressed through the Helm holtz decompo­
sition as a com bination of an irro ta tio n a l or a potentia l flow field and a ro ta tiona l 
or a solenoidal flow field [26], i.e.
I'" =  +  Vrot
(3.1)
=  V  $  +  V  x A
where the <h is the to ta l velocity potentia l and .4 is the vector potentia l o f the 
ro ta tiona l field, from  which the solenoidal velocity is generated. By tak ing  the curl 
o f Eq. (3.1), one finds tha t A is related to the vo rtic ity  field cJ by V 2/ l  =  - Q .
For an incompressible and irro ta tiona l flow in  the region R outside a w ing  and 
its free-vortex sheets. Figure 2a, the governing equation can be expressed as a to ta l 
velocity potentia l $  satisfying Laplace's equation.
V 2$  =  0 (3.2)
The to ta l velocity potentia l at field po in t P ( x , y , z )  can also be expressed as
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$  = $CO + 0
(3.3)
=  l^colx +  <p
where $co is the velocity potentia l o f free stream. V^  the free stream velocity, and 
<j> the pe rtu rba tion  velocity potentia l which also satisfies Laplace’s equation.
V 2 <f> =  0  (3.4)
On the boundary dR.  the fo llow ing conditions are to be satisfied:
(a) a flow tangency condition on the w ing
(Veil +  eoo) • n , =  0 on S (r ) = 0  (3 .5 )
(b) a flow tangency condition on the free-vortex sheets
(V o  4- eoo) • i iw =  0 on W { f )  =  0  (3.6)
(c) a zero pressure jum p  condition across the free-vortex sheets
-C r  — Cpu Cp, — 4Vj u ■ (eoo 4- V{nd)
-  - 4 u e t • (fee +  Kinu.) = 0  on W (r)  =  0
(3.7)
where et =  e,_j • n w and eu is the un it vector of dJ, and VJU is the velocity ju m p  
between upper and lower surfaces.
I t  should be noticed here tha t Eqs. (3.6) and (3.7) can be satisfied sim ultaneously 
by requ iring  tha t 4- Vin(i be parallel to dJ.
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(d) a K u tta  condition along the edges o f separation
A  Cr = 0 (3.8)
T E . S E , L E
(e) an in fin ity  cond ition  away from  the w ing and its free-vortex sheet
V<f> —* 0 away from  S =  0 and W  =  0 (3.9)
Since the Laplacian is a linear operator, the superposition o f solutions can be 
used. Therefore, the solutions to Eq. (3.2) w ith  Boundary Conditions (3.5) -  (3.9) 
are given by a sum o f source and doublet surface integrals as well as the free stream 
velocity potentia l
where q is the strength o f a source d is tr ib u tio n  on the solid boundary, f i  the strength 
o f a doublet d is tr ib u tio n  on the boundary, and r the distance between the field po in t 
(x ,y , z) and the source or doublet po in t (£. q , f ) ,  given by
r =  [(x -  £ ) 2 +  (y -  r/ ) 2 +  ( « - ? )
Taking the gradient o f Eq. (3.10) and replacing the surface doublet term  by 
an equivalent surface vo rtic ity  term , we obta in the expression for velocity field
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For a w ing  w ith o u t thickness, the second term  on the R H S  o f Eq. (3.11) w ill vanish 
and the th ird  te rm  can be integrated to  closed-form expressions for some forms o f 
v o rtic ity  d is tribu tions . Since we are interested in the study o f vortex dynamics, the 
current work is lim ited  to the case o f a zero-thickness, fla t, rectangular w ing w ith  
free-vortex sheets bu t the m ethod can be extended to  any k ind  o f configuration.
3.2. D iscretization of the Bound and Free Vortex Sheets
Once the w ing and its free-shear layers are represented by vortex sheets, Eqs.
(3.4) and (3.9) are au tom atica lly  satisfied. To determ ine the v o rtic ity  d is tr ib u tio n  
o f the vortex sheets and the shape o f the free-vortex sheets, one has to  satisfy Eqs.
(3.5) — (3.8). Th is is accomplished by using a surface-panel d iscretization in  which 
the bound and free-vortex sheets are d ivided in to  triangu la r panels. On each vortex 
panel, a linearly  varying v o rtic ity  d is tr ib u tio n  is defined in a local coordinate sys­
tem in terms o f global nodal vortic ities. Such a fo rm ula tion  au tom atica lly  ensures 
con tinu ity  o f v o rtic ity  between adjacent panels and also reduces the num ber o f un­
knowns as compared to the H ybrid -V ortex  panel m ethod [73-75]. In the present 
investigation, the basis is th a t triangu la r panels can model geom etrically the de­
formed free-vortex sheets more accurately than the p lanar quadrila te ra l panels used 
in the H yb rid -V o rtex  panel method.
The flow tangency cond ition  on the w ing, Eq. (3.5), is satisfied at a set of 
contro l points on the bound-vortex panels, while the flow-tangency cond ition  and 
the no-pressure-jump cond ition  on the free-vortex sheet, Eqs. (3.6) and (3.7), are 
satisfied sim ultaneously at contro l points on the free-vortex panels. F igure 5. K u tta  
cond ition . Eq. (3.8). is satisfied at the nodes o f the bound-vortex panels along
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the edges o f separation. Some additional requirements, such as the sym m etry con­
d ition , vo rtic ity  conservation condition which enforces the solenoidal property  of 
vortex field, and the requirement th a t there be no outflow  o f v o rtic ity  along edges 
where flow is attached, are enforced. The sym m etry cond ition  which states th a t no 
flow can cross the centerline is satisfied at the nodes on the centerline. The v o rtic ity  
conservation condition is satisfied on each bound quadrila te ra l vortex panel com­
posed o f two adjacent triangu la r panels. Conservation o f v o rtic ity  is also satisfied 
on a ll free vortex panels through the Helmholtz second theory o f vo rtic ity . The 
zero vo rtic ity  outflow  condition along edges where flow separation does not occur 
is enforced at all nodes on these edges.
Equations (3.5) -  (3.8) are satisfied by using an in te ra tive  technique which 
yields, a lternatively, the global nodal vo rtic ity  and the shape o f the free-vortex 
sheets. Once the iterative technique converges, d is tribu ted- and tota l-aerodynam ic 
characteristics are calculated. To expedite the convergence and to avoid excessive 
d istortions of the free-vortex panels, a good in it ia l guess o f the shape o f the free- 
vortex sheets is provided from  a solution using a coarse array of panels.
3.2.1. Panel Vorticity Distribution
For each triangu la r element, a local cartesian coordinate system is in troduced, 
such tha t the £ axis and f  axis lie in the plane o f the panel, (F ig. 6 ). The corners 
or local nodes are labeled i .  2, and 3 going in the clockwise d irection , w ith  the local 
node 1 coinciding w ith  the orig in , and side 1 -  3 ly ing on the ^ axis. Since the 
panel is p lanar, the vo rtic ity  at any point on a panel has components in the £ and <; 
directions only. Assuming a linear vo rtic ity  d is tribu tion , the vo rtic ity  at any po int 
on the panel can be expressed in terms o f the vo rtic ity  at the nodes as
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'■^(C?f) — A iu J (£ i, f t )  +  Ar2u7(^ 2 » ) +  A fs^(C 3 ,ft) 
where jV, are the linear shape functions given by
(3.12)
N , =  a, +  6,£ 4-  ct $ i  -  1 ,2 ,3 (3.13)
[C 2 ft ~  Csft] L [f t  “  f t ]  [^3 — €2 ] /o , , ,
a i =  ~ -------- ° i  =  —  ci =  1— ~ —  (3.14a)2A  2 A 2A
[Csft ~ s i f t ]  L
a 2 —  TT  C>2
[ f t  ~  f t l  _  [Cl “  C3 I
C 2 =
2 A  2 A  2 A
(3.146)
0 2  =
[C ift  -  fe f t l  , _  [ft -  f t ]  [C2 - C 1 ]
h  =




2 A  -  ( £ 2  -  C i) ft +  (Ci -  C3)ft (C3  -  C2 ) f t  (3.14d)
Thus the shape function A’, is un ity  at node i  and zero a t the other two nodes.
The local vo rtic ity  components at any po in t on the panel can be expressed as 
components in the global coordinate system, or vice versa, provided the d irection 
cosines re la ting  the two coordinate systems are known. For example, i f  the local 
nodes 1. 2 and 3 correspond to global nodes ( i . j ) ,  (z .j +  l )  and ( 1 +  l . j ) ,  respectively, 
then the global components o f the vo rtic ity  vector at the nodes w ill be given by
43
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(  u x ( i , j )  wv (z,y) \
Wx(*\j + 1) U y { i , j  + 1) u z( i j  +  1)
U ’i(»  +  i . j ) ww( i  +  l . j )  w z(i +  i , j )  /
(3.15)
The cond ition  'J ■ n =  0  can be fu rthe r applied a t each node which reduces Eq. 
(3.15) to a s im pler form
/a ;c ( l)  Wf( l )  
wc(2 ) w.-(2 )




( u t ( l )  u.-,(l) 
cj e (2 )
^w c(3 ) ^v(3 )
W* (*, j )  * * ( * ,  »  \  /  _  d d d ' t - d . y ^
Uz { l - J  +  1) W=(?,J + 1) I I _ J d^l  A A d",
U x ( i + l . j )  Ws(z + 1 , j ) ) \ * z Zy d„„ d^ d n. , J
For a fla t w ing, the Eq. (3.16a) can be fu rthe r reduced to
^ c ( l )  Wf ( l)
^-(2) UJr (2)
uc(3) wc(3)
w * ( i , j )  w * ( t , j)
+  1)  u : { i , ]  4- l )





The global v o rtic ity  components at the nodes o f the elements, which are constants, 
are the basic unknowns in th is problem.
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3.2.2. Velocity Field Induced by a Triangular Vortex Panel
3.2.2.1. Near-Field Expressions
The velocity induced at any po in t in the flow fie ld by a fin ite  volum e o f vo rtic ity  
f t  is given by [169]
R
where r  -  xec 4- yen -4 ze,: , s =  £ec 4- 4- and dV =  d fd ^ d f;  r  locates the
field (receiving) po in t, s'locates the vortex (sending) po in t and dV is the d iffe rentia l 
volume.
By reducing the volume d is tr ib u tio n  o f v o rtic ity  to a vortex sheet o f fin ite  
strength dJ(s) — w«ec +  the velocity field induced by a tr iangu la r vertex panel 
is given by
i f  nC/n
,7 m  _ - 1 [  [ y u<ec  + \ { s - < ; ) u c - { x - Z ) u f }c , -  yw^ef’ (r1 ' 4T ] J ---- |(l - {)’ + + (2 - — d!d( (3-18)
where uic and u . are given by Eq. (3.12). Equation (3.18) is another fo rm  of the 
th ird  term  of Eq. (3.11).
Expressing the local components o f v o rtic ity  in terms o f global components of 
vo rtic ity , i.e.,
o
=  + bl^ +  c^ ) [ rf^ ^ 'x ( 0  +  d * ,w z (z)] (3.19a)
t= i
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=  5 3 M  +  b'Z  +  C- O K x wx (0  +  (3.196)
t = l
and substitu ting  Eq. (3.19) in to  Eq. (3.18) perm its in tegrating to get closed form  
expressions as follows:
3
M O  =  ^ O ^ iK x W x ( f)  +  d ' Zu z{i)\ (3.20)
t= i
V ' „ ( r ) = £ { i Z  i \dexuJx (i') 4- d tjt j; .(z ) j +  Si\d^xu!x (i) +  d^2 c jj.(t)]} (3.21)
i = i
M O  =  -  Pi [dcxujx (i) +  dcsv s(i)} (3.22)
t= i
where
n _ 1 r ~y  < , t ~ y A 3 z M i  , y m A 2sL , , - z y A i  yA2 s , */-.$/»
* =  4 ^ [ F  * " ( 1  i T ‘r  ^ )6, 'r  ( " ¥ T  "
(3.23o)
1 , - A 2 r  (x +  m ( z - I ) ) A 2
R' 4~ ' A/,1' 2 ^  ' ^ i M ? / 2
)&.
rx , , x  „ 9, , (£ — x) m r
-  \ - A n  -  |y |i4 i -  i  -  - i n \ [ x  -  £) + y*| + ytan ----------------—  (3.236)
4 4  y iW i
+  I-- -  m : ( 2 ~~ r- ^ M l  +  ? fa |2 ( . -  -  /  -  m f l  +  2 r | ] c , } ' ' " 5' "
’ '',n
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c 1 u Az m A 2 rx r x m { l  +  M 2) + ( I  -  z +  x m ) St
5 ' =  5 7 < ( T  -  ^ 7 J )a- +  2  -  ' ------------------- W ' -----------------
1 . .  ‘ (3.23c)
i i . m r i ,  r r Z +  im  +  jm '  z , .
-  !< /M l -  7 7 -  6,' +  T 7 -  -  ----------------372---------  ^ 2  +  - . 4 3
A\  =  fan
_! (2 -  /  -  im ) ( (  -  x) +  y2m
(3.23d)
.42 -  £n[2A/,1/2r + 2A/, £ +  2m (/ -  2) -  2x] (3.23c)
Az =  t n \
z — I  — m£ — r ,  
z — I  — m£ +  r  •* (3.23/)
M 1 = 1 +  m ‘ (3.23 g)
r = [ ( X - / )  + y ‘  +  ( g - < ; )* -  A 2\ 1 / 2 (3.23/i)
?3 _  ?2 ?2 ~ Cl_____________________ _rr i fn =   ------— m tn =   — (3.23i
C3 -  C2 C2 -  Cl
r _  C2 ^ 1  -  6 C1 r C1 6 - C 2 6  / „ „ „ • »
, n ~ ( & - C 2) ( f c - e . )  (X23j)
The ana ly tica lly  integrated expressions for the velocity field induced by a tr iangu la r 
vortex panel are also available in [75].
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3.2.2.2. Far-Field Expressions
Because o f the com puta tiona l cost involved in ca lcu lating the induced ve locity 
as given above, we use the d is tr ib u te d -vo rtic itv  expressions for the near-field cal­
culations only. The velocities induced at some distance from  the vortex panel (far 
field) can be calculated w ith  good accurancy by trea ting  the v o rtic ity  d is tr ib u tio n  
as constant over the panel. W ith  th is approx im ation , Eq. (3.18) can be s im p lified  
as
- 5
v'( r )  =  +  Ks ~ ~ ( x ~ £ )"? ]**  -  y & & }  (3-24)
where £ and f  are local coordinates o f the centro id  of the vortex panel, S the area 
o f the vortex panel, d the distance between the fie ld po in t and the centro id , and ui£ 
and iZv are mean average vo rtic ities  over the panel defined as
(3.25a)Je — — [  [  (jJcdS
'  5 7  7 s
ilh dS (3.25 b)
S ubstitu ting  Eq. (3.19) in to  Eq. (3.25) and carry ing ou t the in tegrations, we 
obta in  the fo llow ing expressions.
ijJ C
^ x ( f .y )  
u)x [ i  + l . j  +  1)
wx[i  +  l , j )
u;g(z . j)  \ 
u-’-(z 4- l . j  -4- 1)




Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Equations (3.23a)-(3.23c) can then be modified as
P i  =  y Q i  (3.27 a)
Ri  =  - { x - Z ) Q i  (3.276)
Si  =  {z ~ t ) Q i  (3.27c)
where
i  b  <3 2 8 >
3.3. Flow Tangency Condition on Bound Vortex Panels
We consider a contro l po in t numbered as ni on a bound-vortex panel and w rite  
the flow-tangency cond ition  o f Eq. (3.5) in the form
Vinduccd{ni) ■ ” .»(n 0  =  -e"oo • n?(m ) (3.29)
where VmduCed{ni) is the sum of the velocities induced by a ll the vortex panels.
S T O T
1 inducedij l l ) — ^   ̂ Vp(ziZ.nj) (3.30)
nj  =  1
49
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Vp( n i . n j )  -  Vx (ni ,  n j ) I  4- Vy( n i . n j ) J  4- V , { n i . n j ) K  (3.31)
TZj(tZz) \dyXI  T  drjyJ 4* d-qz^\r (3.32)
nt ,nj
d c x dfj x d r X  \ V i
d ‘ y dr , y d r y V n
d c zs d yZ d ' Z  }> nj W n t .n ;
(3.33)
In  Eq. (3.30). Vr ( n i . n j )  is the velocity induced at the m 'th contro l po in t by the 
rc jth  vortex panel and N T O T  represents the to ta l number o f bound and free vortex 
panels.
Use o f Eqs. (3.30)-(3.33) and (3.20)-(3.22), reduces the LHS of Eq. (3.29) to
N T O T
Vj , (n i .n j )  ■ n , (n i )
nj = 1
N T O T  3
E E
nj = 1 i = l
/ d 7 ] Z
\ dnz f
V  !  TLX
d c jo djrjjo d^ jo
d' V dr,y d^y
dcz d.**z drZ
(3.34)
Pid' x P{d 'Z
R t dcx 4-  S,d,:x P,dcz 4-  Sid?x
- P tdc^ - Pt dc~
(  Wx ( 0  ^
M O  
V M O  I
and the RHS is given by
-eix, • n...(nz) =  -  ( cosx - .s tn i 0 ) { d rix dyy dy z ) ni (3.35)
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3.4. Solenoidal Property of Vorticity
Since vo rtic ity  is the curl o f the velocity vector field, i t  m ust be a solenoidal
field. This cond ition , requiring th a t vo rtic ity  be conserved everywhere, is a compu­
ta tiona l condition which m ust be satisfied on a ll the vortex panels. On the bound 
vortex panels, th is cond ition  is enforced on each quadrila te ra l panel composed o f 
two adjacent tr iangu la r panels by requiring tha t
J j  V  • 'JJds =  j  lJ ■ nd l  =  0  (3.36)
S ubstitu ting  Eq. (3.19) in to  Eq. (3.36) and referring to Fig. 6 . one can obta in  
the numerical expressions in terms o f global nodal vortic ities  as follows
4




A x ( l )  =  x ( i , j  +  1 ) -  x ( i , j )  (3.38a)
A s ( l )  =  z ( i , j  +  l )  ~ z ( i , j )  (3.38a)
:(1) _  o j )  +  wz( i , j  -I- 1)] (3.38c)
We(l) -  - [w z( j , j )  +  u +  1)| (3.38d)
51
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3.5. Kutta Condition
The K u tta  C ond ition . Eq. (3.5) requires th a t w ing loading be zero a t the edges 
o f separation. Th is is satisfied when the velocity and v o rtic ity  vectors are paralle l 
at the edges o f separation. A t a global node ( t , j )  th is  is given by (75]
~ =  0 (3.39)
since Vx and V, are functions o f the unknown global components o f vo rtic ity , Eq.
(3.39) is a non-linear equation. To enforce th is cond ition  a linearized approach is 
adopted. Equation (3.39) is divided by V '( i , j )  and le tting
= s i n / 3 ( i , j )  (3.40 a)
V J i ,  i )
y ( - = c o s 0 { i , j ) (3.406)
Equation (3.39) may be expressed as
u x{ i , j ) cos i 3 { i . j )  -  w2 ( i,  j ) s m /3 ( i , j )  =  0 (3.41)
The above equation becomes a linear equation i f  @{i . j )  is known. S ta rting  w ith  an 
in it ia l guess, the angle f 3 ( i . j ) for any subsequent ite ra tion  step is calculated by Eq.
(3.40) from  the solution o f the preceding ite ra tion  step.
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3.6. Symmetry Condition
For sym m etric flows, the component o f v o rtic ity  paralle l to the centerline must 
vanish at a ll points on the centerline. This cond ition  is enforced by requ iring  the 
x-com ponent o f vo rtic ity  be zero at all nodes on the centerline.
3.7. Condition at the W ing Edges
Along the edges where the flow is attached, vortex shedding does not occur. 
Hence, i t  is required th a t there be no outflow  of v o rtic ity  along such edges. This 
cond ition  is enforced a t all the nodes on these edges.
3.8. Conditions on the Free-Vortex Panels
The advantage w ith  the present vortex panel m ethod is tha t the nodal vo rtic ity  
components o f the free-vortex panels are no longer unknowns of the problem . Since 
we have assumed tha t all the vo rtic ity  shed from  the edges is convected by the local 
velocity, the velocity components at the nodes of free vortex panels are determ ined 
by equating the outflow  of vo rtic ity  from  the bound vortex panels to its inflow  
in to  the free vortex panels along the edges o f separation. A fu rthe r s im p lifica tion  
is achieved by aligning the local <; axis o f the free vortex panel w ith  the vo rtic ity  
vector. Th is enables us to obtain the global nodal vo rtic ity  components o f the 
bound vortex panels at the edges o f separation. This is discussed in Append ix A.
The flow-tangency and force-free conditions. Eqs. (3.6) and (3.7), are enforced 
by a lign ing the local vo rtic ity  vector w ith  the local velocity vector. Approxim ate ly ,
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the side 1-3 o f each free vortex panel is aligned w ith  the d irection o f the local velocity 
vector at the panel centro id. Typ ica lly, equations of the fo llow ing type are used
x { i  + 1 , j )  -  x ( i , j )  +  l V xj V  (3.42a)
y{ i  +  l . j )  =  y ( i , j )  +  t V y j V  (3.426)
+  l . j )  =  ~ ( i , j )  +  f .Vz/V (3.42c)
where V is the m agnitude o f the velocity at the centroid o f the panel and £ is the 
length o f side 1 — 3. The sp ira ling vortex sheet w ill be cut when it  ro lls up at least 
one fu ll tu rn . The cu t-o ff pa rt w ill then be modelled by an isolated line vortex core
which is connected to the remainder o f the sheet by a feeding sheet.
3.9. Pressure and Force Calculations
The steady Bernoulli equation is used to calculate the pressure coefficient. For 
incompressible flow, the non-dimensional pressure coefficient is given by
l / 2 p U -
where V is the local velocity normalized w ith  respect to the free stream speed. A t 
a control po in t ( i . j ) ,  on the upper surface o f the wing, the pressure coefficient is 
defined by
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C r A ^ j )  ~  1 -  v u ( i , j )  ■ V u ( i J )  (3.44)
where Vu( i . j )  is the normalized velocity at the contro l po in t on the upper surface.
A t a corresponding po in t on the lower surface, the pressure coefficient is given by
Cpr ( i - j )  =  1 -  (3.45)
where V V (f.j) is the velocity at the contro l po in t on the lower surface. Since the
lift in g  surface is approxim ated by a bound vortex sheet, we may w rite
= V ( i J )  -  * V ( i , j )  (3.46a)
Vu( i J)  = V( i , j )  + AV ( i , j )  (3.466)
where
x ~ i :  Vu ( i , j ) + V i { u j )
M M )  =  ------------    (3 .4 /a)
AV(f.j) = I (3.476)
Hence, the net pressure coefficient at the control po int ( i . j )  is given by
=  Cp, ( i . j ) -  CPn( i , j )
=  4 A V ( i . j ) - V  (3.48)
=  2 (u( i , j )  x n) ■ V ( i , j )
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where n is the un it norm al at the contro l po in t on the upper surface. The norm al 
force coefficient is also defined as
1 ^ ^
Cn =  ~  L2\Cpk /a A/c (3.49)
k= 1
where i \ A k  is the area o f the k th  panel, & C Pk is the net pressure coefficient at its 
contro l po in t, and .4 is the area o f the lif t in g  surface.
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Chapter 4
FORMULATION AND METHOD OF SOLUTION  
— COMPRESSIBLE FLOW
The fo rm u la tion  and the method o f solution described here are based m ain ly 
on those used by K and il [156] and by K and il and Yates [2]. Since the purpose o f th is 
work is to dem onstrate the shock-capturing capab ility  o f in tegra l equation m ethod, 
we w ill therefore concentrate our discussions on the shock-capturing technique. The 
shock-capturing approach used by K and il and Yates [2] is m odified by adding the 
technique o f successive grid  refinement (described in Section 5.4.) in  order to  reduce 
the com puta tiona l tim e spent in the field com pressibility calculations.
4.1. Formulation of the Problem
The governing equations for three-dimensional, steady, compressible, potentia l 
flow around a w ing are given by
Conservation o f mass
+ ( p '< iy ) r  +  =  o (4 .i)
Conservation o f energy
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a j  +  -  a 2 -r ^ — (u ' 2 +  v ' 2 +  w ' 2) (4 .2 )
Isentropic gas equation
p'lPoo =  ( a ' 2/ a ^ ) 1/(7_1) (4.3)
where <3>‘ is the to ta l velocity potentia l, a'  the speed o f sound, p~ the density, 7  
the ra tio  o f specific heats, and the subscript 0 0  refers to the freestream condition. 
Com bining Eqs. (4.2) and (4.3) and using V ^ p ' ^ ,  and a length I  as the reference 
parameters, we obta in  the follow ing dimensionless equations:
$ xx  $ yy +  =  G  (4.4)
p = {1 + [ ( 7  -  1 ) /2 ]M ^ (1  -  u 2 -  v2 -  w 2 ) } - r - ‘ (4.5)
G = - ~  V V p
M 2 -  ^
= -------------- p - 2 2   v  • V V 2
2 1 1 + 2 =1 ^ ( 1 - ^ ) ]
where is the freestream Mach number: u.v  and w are the velocity components 
o f the to ta l velocity V . which is given by the Helm holtz decomposition
V =  +  Vrot
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where Vrot is the solenoidal velocity due to the ro ta tiona l flow. Note th a t Eq.
where p(x , y , z )  is a field po in t. the velocity potentia l o f freestream, q the 
strength o f a source d is tr ib u tio n  on the boundary, p  the strength o f a doublet 
d is tr ib u tio n  on the boundary, G a source d is tribu tion  throughout the flow fie ld rep­
resenting the com pressibility o f the flow, and r  the distance between a field po in t 
p(x . y . z )  and a source or a doublet p o in t e r / , f ) ,  given by
Taking the gradient o f Eq. (4.8) and replacing the surface doublet te rm  on the 
righ t-hand side by a surface vo rtic ity  te rm , we obta in  the expression for the velocity
(4.4) is obtained from  the con tinu ity  equation using the solenoidal property of
Treating Eq. (4.4) as a Poisson's equation and using Green’s theorem, the 
solution to the equation is given by the sum of surface and volume integral terms, 
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where eoo is a- u n it vector in the freestream direction, and u  the v o rtic ity  vector; the 
subscripts s and w refer to the w ing and free-vortex sheet surfaces, respectively. For 
a zero-thickness w ing, the second term  on the righ t-hand side o f Eq. (4.10) drops 
out. Note th a t the th ird  te rm  does not have to be a surface in tegra l o f v o rtic ity  
since a surface integral o f doublets can be used instead. The fo u rth  te rm  represents 
the con tribu tion  to the velocity field due to the free-vortex sheets em anating from  
the w ing edges o f separation. Th is term  can also be read as Vrot since the v o r tic ity  
in  the field has been lumped in to  surface vo rtic ity  d is tribu ted  on the free-vortex 
sheets. The last term  is a volume integral term  representing the linear and nonlinear 
com pressib ility  in the flow.
Note th a t the integrand o f the volume integral o f Eq. (4.10) decreases ra p id ly  
w ith  increasing distance from  the w ing/'vortex system, not on ly because o f the 
fa c to r ( l / r 2) bu t also because G dim inishes rap id ly  w ith  increasing distance r. Con­
sequently. for com putational purposes, the volume integral needs to be addressed 
only w ith in  the im m ediate v ic in ity  of the w ing /vo rtex  system. Boundary C ondi­
tions Eqs. (3.5)-(3.9) for the incompressible flow problem  also apply to  compressible 
flow problem. It should be noted tha t Eqs. (4.8) and (4.10) au tom atica lly  satisfies 
the boundary condition at in fin ity  which requires $ r  —* $oo at in fin ity . Th is  is a 
substantia l com putational advantage over the fin ite  difference technique, since one 
does not need to enforce this condition exp lic itly .
4.2. Discretization of Flow Field
The com putational domain, due to com pressibility effects, depends on and 
the geometrical configuration o f the w ing flow and hence it  is determ ined herein from  
a series o f numerical experiments.
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Once the com puta tiona l dom ain is determ ined, we also need to  discretize the 
flow field in to  sm all volume cells, in add ition  to the d iscretization o f vortex sheets, 
in  order to  calculate the velocity induced by the flow com pressibility. A rectangular- 
paralle lop iped type o f cell is chosen to  be used th roughout the flow field due to  its 
s im p lic ity  in carry ing  out the volume integrals.
4.3. Velocity Field Induced by Flow Compressibility
Once the flow field is discretized in to  sm all volume cells, the ve loc ity  at any 
field po in t induced by the com pressib ility  o f any cell can be calculated.
4.3.1. Near-Field Expressions
The velocity V'p(x .y , z) at field po in t p(x, y, z) induced by the flow compress­
ib i l i ty  o f field volume V is given by
Vp[ x . y . s )  =  - ^ - J J  I  t r d i  (4.11)
W here G '(£ ,y ,c )- a source d is tr ib u tio n  over V, represents the flow com pressibility. 
For a rectangular-paralle lopiped cell. Fig. 7. Eq. (4.11) can be rew ritten  as
1 ? ?  /  G( £ , r i , < ) { A I  +  B J  +  C K )  , , , ,
Vr ( x . y , z )  =  - - J  J J (A2 + B2 + c2] ! l /2 M i l d ;  (4.12)
• i  *7 i
where A =  x - £ ,  B  =  y - r ) ,  and C =  z -  <;
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For a constant G. the closed-form expression for the induced velocity is found 
to be
Vs =  Vp ■ ec =  Vp ■ I
=  £ {
4 i r x 2
B H  +  C C . H  + B  (4.13a)
— £n— r  — -----— +  \ A\ s i gn(B) t an  -— ■— ) * ’ *
1 * 1 u  > ' i  r t i  -?iH - C  2  H - B \ A \ H  •
V„ =  Vp ■ ev = Vp ■ J
G f - C  . H  +  A
-  — i  i n - --------
4~ 2  H  -  A
-4* H  +  C , |C | ^ i € 2 i I , s , J2 (4.136)
+  \B\s i gn{C) tan
H - C
V( =  VT ■ t ,  — V p - K
G ( - A . H  +  B  B H  +  A . , . _ , | i4 |B  f, (4.13c)
-  — {  i n —   i n — h C  szgnM H an -— ;— '
< - x 2 H - B  2  H - A  1 1 y ^
where H  = [ A 2 +  B 2 f  C 2) 1' 2
4.3.2. Far-Field Expressions
As stated before, the integrand of Eq. (4.11) decrease rap id ly  w ith  increasing 
distance r because o f the factor ( 1 / r 2). As a m atte r o f fact, when r  is large, the 
volum e cell can be treated as a point source located at the center o f the volume cel! 
w ith  a strength of GY. Therefore, Eq. (4.11) reduces to
= + (4 .14)
47T r°
where (£.)?. c) are the coordinates of center of volume Y and
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4.4. Solution Procedure
Two loops are required to  solve the nonlinear fu ll po ten tia l equation iterative ly. 
The inner loop is used to calculate and check the convergence o f the nonlinear 
com pressibility term . G, while the outer loop updates and checks the convergence 
o f wake shape and v o rtic ity  d is tribu tion . The solution procedure steps are as follows:
Step 1 . Solve the incompressible flow for the vo rtic ities  o f bounded and free vortex 
panels.
Step 2. Calculate the velocities at the centers o f all volume cells through Eq. 
(4.10). In itia lly , the effect of field com pressib ility  is neglected, i.e. the 
value o f G in Eq. (4.10) is in itia lized as zero.
Step 3. Ite ra tive ly  calculate G at the center o f each cell from  Eq. (4.6) w ith  
Vp obtained w ith  the M urm an - Cole type - dependent fin ite  difference 
schemes u n til G converges (this usually takes 2 or 3 ite ra tions).
Step 4. Update the boundary conditions through the ve locity calculations from  
Eq. (4.10) w ith  influence from  both the vo rtic ity  te rm  and the nonlinear 
com pressibility term .
Step 5. Solve for new vortic ities and ite ra tive ly  update the wake shape by satisfy­
ing free vortex panel boundary conditions u n til the wake shape converges.
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Step C. Calculate and check the convergence o f the pressure coefficient and local 
Mach number on each contro l po in t.
Repeat steps 2 through 6  u n til the wake shape and G values are converged. The 
under-relaxation factor (usually 0.4 to  0.6) was used when updating the wake shape, 
no re laxation was used for ca lcu lating G. The pressure coefficient is then calculated 
through
Cv —
i M l ■{[ !  +
1 -  1
(4.15)
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Chapter 5
COM PUTER CODES AN D  NUM ERICAL EXAMPLES
5.1. Development of computer codes
Tw o com puter codes have been developed to  im plem ent the methods o f solution 
described in Chapters 3 and 4. The firs t program  solves the incompressible vo rtica l 
flow using the panel technique. I t  is also used to study on how to convert the integral 
equation method code to a high degree o f vectorized code in order to compete 
w ith  the com puta tiona l efficiency o f the fin ite  difference method codes when run 
on modern vector computers. The study is detailed in Append ix B. The second 
program  is m ain ly  an extension o f the firs t program  to compressible flows by adding 
the flow-com pressib ility  along w ith  the type difference schemes for shock capturing.
The main purpose o f th is  research was to demonstrate th a t the integral equation 
m ethod is capable o f cap tu ring  shocks in three-dimensional transonic-vortex flows. 
In order to save execution tim e, we lim it  the test cases, w ith o u t losing the generality 
o f applications o f th is method, to rectangular fla t w ing flows which possess all 
fundam ental characteristics o f transonic vortex flow.
The firs t program  has several improved features over th a t used in References 
73-75 and 53. Tw o of those features are im p o rta n t to the successful im plem enta­
tion o f the m ethodology described in Chapter 3. F irs t, the resulting equation set
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is carefu lly selected to be an exact set which ensures th a t some im portan t bound­
ary conditions are satisfied “exactly” ra ther than “ in a least square sense” as in 
an overdeterm ined equation set. This is crucial to  the successful convergence for 
solving the vo rtica l flow problem . The results o f the num erical experiments have 
shown th a t a m inor change in  some of those boundary conditions, e.g., the  K u tta  
cond ition  along the edges o f separation, could cause an appreciable change in  the 
solution. They have also shown tha t the exact equation set has better num erical 
s ta b ility  and convergence rate than the overdetermined equation set. Second, the 
solenoidal property  o f v o rtic ity  is implemented in an integral form  ra ther than in 
a fin ite  difference form . i.e.. using the conservation o f v o rtic ity  outflow  for each 
quadrila te ra l panel instead o f fin ite  differencing the global nodal vortic ities  at each 
node. Num erical experim ents showed th a t the integral fo rm  is easier to im plem ent 
for complex configurations and requires a small number o f panels to m ain ta in  a high 
degree o f accuracy.
The second program  has also an improved feature over th a t used in Reference 2 . 
In th is program , the velocity coefficients induced by field com pressib ility  among 
volume cells are pre-calculated (in a separate com puter program  -  a preprocessor), 
stored and retrieved from  memory when needed rather than calculated inside the 
program . This reduces trem endously the com putational tim e w ith  a reasonable 
memory requirem ent. Moreover, it  provides an easy approach for vectorization o f 
field com pressib ility  calculations which take a m ajor portion  o f com putational tim e 
(in general, about 90 percent in a two dimensional case, 50 percent/80 percent in 
a three dimensional case w ith /w ith o u t pre-calculated velocity coefficients). Both 
com puta tiona l efficiency and accuracy can be improved fu rthe r if  combined w ith  a 
successive grid  refinement technique which w ill be discussed in Section 5.4.
66
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
In the fo llow ing two sections, we w ill show various num erical experiments and 
examples to support the previously described methodology. The firs t section w ill 
show some p re lim inary  systematic numerical experiments to analyze the accuracy, 
s ta b ility  and convergence o f the com puter program  due to changes o f some param ­
eters, such as the paneling d is tribu tion , sw itching distance for fa r-fie ld  approxim a­
tion , re laxation factor for wake adjustments, and the number o f wake adjustm ents 
between two iterations. The second section shows the numerical results o f several 
test cases for transonic flow problems to demonstrate the capabilities o f th is method.
5.2. Preliminary Systematic Numerical Experiments
One of the characteristics o f th is method for solving vortex flow problems is 
the efficient way it  treats the tim e consuming near-field calculations and the com­
pu ta tiona lly  efficient far-field calculations. The distance at which the near-field 
calculation is switched to the far-fie ld calculation is determ ined from  numerical 
experiments. In the far-fie ld approxim ation used here, we assume the d is tribu ted  
vortex panel is a un ifo rm ly  d is tribu ted one ra ther than two concentrated vortex 
lines as used in References 73-75. The strength o f th is un ifo rm ly  d is tribu ted  vortex 
panel is obtained by averaging the orig ina l d is tribu ted  strength as expressed in Eq. 
(3.25). The former approxim ation, as shown in  Eq. (3.24), is free of numerical 
singularities while the ia tte r needs to be handled carefu lly due to  its high degree 
o f geometric dependence in the calculations. Tables 1 and 2 compare these two 
approxim ations w ith  the closed form  calculations. The results show th a t the un i­
fo rm ly d is tribu ted  vortex panel approxim ation is less sensitive to the panel shape 
and to the location o f the field po in t, which is crucial to the s ta b ility  and accuracy 
o f solution to the problems w ith  complex configurations.
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The distance at which the near-field calculations is switched to  fa r-fie ld  ap­
prox im ation  for com pressib ility calculations is also determ ined num erically. Ta­
ble 3 compares the far-fie ld approxim ation w ith  the closed form  calculations. When 
sw itch ing distance is selected as three times the panel length, the agreement for 
both calculations is up to three sign ificant figures and is always up to at least the 
th ird  decimal po in t. The values for G, Eq. (4.14), are close to u n it when near the 
shock and are much less than one when away from  the shock. The difference in 
induced velocity is lim ited  consequently to the th ird  decimal po in t which is usually 
w ith in  less than one percent. Num erical results showed th a t the difference in  pres­
sure coefficients is less than three percent when the sw itching distance is 3 for a 
rectangular w ing w ith  a root chord length o f 1 0 .
Several test runs fo r incompressible vo rtica l flow have been performed for two 
purposes: firs t, to check i f  the program  functions norm ally  in solving vortex flow 
problems, and second, as mentioned earlier, to analyze the data dependence for 
each module in order to  perform  the vectorization o f the program .
Figures 8  and 9 show the comparisons o f the chordwise varia tion o f lif t in g  pres­
sures for a rectangular w ing w ith  aspect ra tio  o f 3. at 50 percent and 70 percent 
span stations, respectively, w ith  those o f Reference [53] and w ith  the experim ental 
data of Lessing et al. [173]. The com putational results match well w ith  the experi­
mental results at the low subsonic speed range varify ing  th a t th is program  functions 
norm ally.
A long existing argum ent for the integral equation method is tha t the solution 
obtained from  many existing com puter programs is not consistent when the w ing 
paneling changes. We have performed a series o f numerical experiments to  examine 
the consistency o f solutions vs w ing paneling. Figures 1 0  and 1 1  show both the
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chordwise and the spanwise d is tribu tions of section c ircu la tion  for rectangu la r w ing 
w ith  d ifferent aspect ra tio  and paneling. The two figures and the num erical results 
show th a t the d is tr ib u tio n  o f x-d irection  c ircu la tion  does not appear to  be affected 
by the w ing paneling and the d is tr ib u tio n  o f z-d irection c ircu la tion  is s ligh tly  af­
fected on ly in the region near w ing tip . However, the w ing paneling does affect bo th  
the x- and z-d irectiona l vo rtic ity  d is tribu tions  (w hich determ ine the so lu tion  o f the 
problem ) in the regions near w ing edges. In general, for a w ing w ith  a reasonable 
num ber o f panels, as long as the paneling and locations o f contro l po in ts in h igh ly  
va rian t regions, e.g. the regions near w ing edges, are the same, the solutions w ill be 
consistent. F u rthe r investigations o f the consistency o f solutions vs w ing  paneling 
fo r m ore com plicated flow problems are also underway.
Figures 12-14 show the wake shapes at d ifferent ite ra tion  stages. One can 
see from  the results tha t the wake convergence o f the vortica l flow region is very 
sensitive to the panel geometry, e.g., panel shape and panel length. For example, 
the ra tio  o f panel w id th  to  panel length o f Figure 1 2  is 0.75 and th a t o f F igure 14 
is 0.4: the so lu tion  o f the form er case converged in about 5 outer ite ra tions (F igure  
13) w h ile  the so lu tion  of the la tte r case blew up a fter 4 outer ite ra tions (Stage 3 of 
F igure  14).
The wake panels near the vortex core deform  substan tia lly  in  the downstream  
d irec tion , as can be seen in the figures. This w ill in troduce in s ta b ility  in  the flow, 
which m igh t cause the blow -up o f the solution (F igure  14). Two methods may be 
used to  remedy th is problem . F irs t, one can d iv ide  the wake in to  several segments 
(F igure  13) to a llow  more fle x ib ility  when adjusted, and each segment may have 
d ifferent panel w id ths. Thus, the wake adjustm ent can be performed for each seg­
ment separately and successively as far downstream as needed. The second m ethod
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which is more efficient com puta tiona lly , is used when the wake adjustm ent reaches 
a certain stage, e.g., at stage 1 o f F igure 14. one can subdiv ide each o f those wake 
panels, %vhose w id ths have become large, in to  two or more sm aller panels and i t ­
erations continue. Th is process can be repeated i f  necessary u n til the required 
accuracy is reached. In both methods, the panel w id th  is determ ined in a way tha t 
the conservation o f c ircu la tion  is not vio lated.
In  a ll the test cases, the wake shape downstream o f the last row panels was 
modeled as a sem i-in fin ity  cy lindrica l surface w ith  cross section same as th a t of the 
last row panels. I t  should be noted here th a t the models o f the vortex core and the 
feeding sheet (described in Section 2.2) used by many researchers [22,51,58] can be 
incorporated in to  the present method, a lthough it  was not done for the current test 
cases.
5.3. Numerical Examples of Subcritical and Supercritical Flows
A fte r all modules o f the program were tested and all p rogram m ing parameters 
checked, the program  was used for runn ing  complete cases. The results o f test cases 
shown here are for rectangular wings w ith  aspect ratios o f 2 , at angles o f attack o f 
5 and 10 degrees respectively, and free stream  Mach num ber ranges from  0.3 to 0.8. 
Referring to F igure 7, the ha lf span of the w ing and wake is d iv ided in to  10 by 6  and 
1 0  by 1 0  quadrila te ra l panels respectively, and each quadrila te ra l panel consists o f 
two tr iangu la r panels. One ha lf of the com puta tiona l volume for sym m etrica l flows 
is defined as 50 percent o f the root chord ahead o f the leading edge and 80 percent o f 
the root chord after the tra ilin g  edge in the x-d irection ; 50 percent o f the root chord 
above the w ing and 25 percent o f the roo t chord under the w ing in the y-d irection;
70
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
50 percent o f the ha lf span outboard o f the side edge in the z d irection ; and is 
divided in to  23 by 9 by 9 volume cells respectively for the coarse grid  calculations. 
The grid  sizes are 1 / 1 0  o f the root chord in the x-d irection , 1/12 o f the roo t chord 
in  y-d irection and 1 / 6  o f the ha lf span in the z-direction.
The problem is solved using two ite ra tion  loops; vo rtic ity  d is tr ib u tio n  and wake 
shape are iterated through an outer loop w hile the field com pressibility is iterated 
th rough an inner loop. The solution is obtained when both results converge.
A separate program is used to calculate the com pressibility induced velocity 
between any two volume cells. The calculations are done w ith  the method o f images 
o f a field po in t, therefore, the calculated velocity components can be stored in 
a array o f dimension of (23,9,9.8) instead o f a dimension of (23,9,9) by (23,9,9). 
Those induced velocity coefficients w ill then be retrieved from  memory ra ther than 
calculated inside the program. This process saves about th ir ty  percent o f the to ta l 
com putational time.
Figures 15-21 show the com putational results for a w ing w ith  an aspect ra­
tio  o f 2 . at a 1 0  degree angle o f a ttack and w ith  =  0.7. Figures 15 and 19 
show the chordwise and spanwise d is tribu tions o f com pressibility G and local Mach 
number. Mi>. respectively. From the figures, we can see tha t the m agnitude o f G 
drops rap id ly to  near zero w ith  increasing distance from  shock despite the smearing 
o f G value in the shock region. The local Mach number also approaches to free 
stream Mach number when away from  shock region. These results provide us the 
in fo rm ation  tha t, due to  the fast decay of the effect of com pressibility w ith  increas­
ing distance from  shock, we can narrow down the orig inal com putational domain 
for com pressibility calculations to the extent where the effect o f com pressib ility  is 
negligible.
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For example, in Figure 15, the G value drops down to  near zero a t 15 percent 
o f root chord ahead o f the leading edge (marked as po in t A) and at 50 percent o f 
the root chord after the leading edge (po in t B). S im ilarly, the G value drops down 
to  near zero at 15 percent o f the ha lf span outboard o f the side edge (po in t C of 
Figure 19), and at about 40 percent of the root chord above and 2 0  percent o f the 
chord under the w ing p lanform , respectively. W ith  th is  in fo rm ation , a sm all but 
effective com putational domain is defined and a fine g rid  is used w ith in  th is domain.
The g rid  refinement produces improved resolution o f the flow properties, e.g., 
G value, local Mach number, pressure coefficient, etc., in the shock region. The 
grid  refinement can also be performed successively in  the region where the value 
o f G is large u n til the required accuracy is reached. Th is type o f successive grid  
refinements, which starts from  a coarse grid  for a large com puta tiona l dom ain to 
a fine g rid  fo r a small bu t effective com putational dom ain, can capture the shock 
accurately and efficiently.
The accuracy and efficiency can be improved fu rth e r i f  the P rand tl-G laue rt 
operator is used on the ieft hand side o f Eq. (4.4). W ith  this m odifica tion , the 
linear part o f com pressibility w ill appear in the surface integral ra ther than in the 
volume integral. The non-linear part o f com pressibility w ill on ly appear in the 
volume integral and hence the com putational domain w ill be reduced substantia lly . 
The size o f the com putational volume may also be reduced by extending the volume 
in tegration outw ard from  the body only u n til the magnitude o f in tegrand falls below 
a pre-selected threshold value.
Figures 16-18 show the d is tribu tions o f G value and local Mach num ber, M (,  
at d ifferent ite ra tion  stages. From these figures, we can see tha t both values are 
almost converging after two outer loop and two inner loop iterations. Here, G values
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are fixed everywhere for each outer loop, w hile bo th  vo rtic ity  and wake shape are 
fixed fo r each inner loop. Also by inspection o f the results, one finds th a t bo th  
values converge at the th ird  inner loop ite ra tion  (five is used in  test runs). These 
te ll us how fast the so lu tion converges for the panel m ethod and also provide us 
w ith  the in fo rm ation  on how to arrange the ite ra tion  numbers fo r bo th  inner and 
outer loops. As a m atte r o f fact, it  is unnecessary to  perform  the grid  refinem ent 
when the solution has converged. In most o f the cases tested, the trend o f the 
d is tr ib u tio n  o f G value is very clear and stable a fte r two to  three outer ite ra tions, 
the com puta tiona l domain can then be narrowed down and the grid  refinem ent 
performed.
F igure 20 shows the chord%vise varia tion  o f pressure coefficients o f the upper 
and lower surfaces at d ifferent ite ra tion  stages. The shock location can not be 
determ ined easily from  the pressure coefficient d is tr ib u tio n  on the upper surface 
due to  the coarse grid  size bu t can be determ ined easily from  the d is tr ib u tio n  o f 
local Mach num ber on the upper surface. In  general, under the po ten tia l flow 
assum ption, fo r flow w ith  weak shocks, the shock location is on the local sonic line 
where the value o f G changes rap id ly , i.e.. near the region where the flow leaves the 
supersonic region in to  the subsonic region. From th is  figure, the rap id  convergence 
o f pressure coefficient d is tr ib u tio n  is obvious.
F igure 2 1  shows the chordwise d is tribu tions  o f pressure coefficient fo r w ing 
flows at 1 0  degree angle o f a ttack w ith  d ifferent free stream Mach numbers. From  
the figure, we can see the influence o f the free stream Mach num ber on the pressure 
coefficient d is trib u tio n  which is s ign ificant only in forward upper surface. A t 10 
degree angle o f attack, the shock occurs when the free stream Mach num ber ap­
proaches 0 .6 . On lower surface, the local Mach num ber is sm all and the pressure
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coefficient d is tr ib u tio n  is affected lit t le  by the varia tion  o f the free stream  Mach 
num ber fo r these applications.
Figures 22-26 show the numerical results fo r the case o f M oo =  0.8 and at an 
angle o f attack o f 5 degree. The s im ila rity  o f these tw o cases can be easily seen 
by com paring them. The shock strength o f th is  case is weaker than th a t o f the 
previous one. th is reflects the d is tr ib u tio n  of G and consequently the selection of 
the com puta tiona l dom ain. Com paring the G -d is tribu tions o f F igure 2 2  and F igure
15. we can easily iden tify  the differences o f the locations o f points A  and B. In 
general, for s im ila r w ing flows, the weaker the shock, the closer the locations o f 
points A and B to the shock. S im ila r conclusions can be drawn in the spanwise 
direction from  the comparison of Figure 24 and F igure 19. The location o f po in t C 
in  F igure 24 is closer to the side edge than tha t is o f F igure 19.
F igure 25 also shows the spanwise varia tion o f local Mach num ber. Mp, and G, 
from  which, one can see tha t G approaches zero even inboard o f the w ing  edges. 
However, th is  k ind  o f d is tribu tion  cannot be used as a reference for reducing the 
com puta tiona l domain since the vo rtic ity  d is tr ib u tio n  o f the region near w ing  tip  is 
h igh ly  varying. F igure 26 shows the chordwise d is tr ib u tio n  o f pressure coefficient 
fo r w ing flows at 5 degree angle o f attack at d ifferent free stream Mach numbers. 
The large change o f the pressure coefficient d is tr ib u tio n  starts when the free stream 
Mach num ber reaches 0.85 where the local Mach number in the supersonic pocket 
reaches 1.3.
Figures 27-29 show the numerical results of the scheme w ith  local g rid  refine­
ment. The test case is th a t o f a flow over a rectangular w ing o f aspect ra tio  2.0. at 
10 degree of angle o f attack, and w ith  free stream Mach number o f 0.6. The orig ina l 
com puta tiona l domain and grid size were described previously. A fte r ob ta in ing  the
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solution from  the coarse grid , we define the new com putational domain as 25 per­
cent o f root chord ahead o f the leading edge (po in t A o f F igure 27), and 50 percent 
o f root chord after the leading edge (po in t B o f F igure 27), and 12.5 percent o f ha lf 
span outboard o f the side edge (po in t C o f F igure 28). Three different g rid  sizes are 
used, namely, medium grid (M G ), fine grid (FG ), and very fine g rid  (V FG ). The 
g rid  sizes for M G . FG and VFG  in the x-d irection  are 1/20, 1/30 and 1/40 o f the 
chord, respectively. The grid  sizes in the y- and z-direction are 1 / 1 2  o f the chord 
and 1 / 8  of the ha lf span respectively for all three cases.
Figure 27 shows the comparison of the chordwise d is tribu tions o f G and local 
Mach number. Me. As expected, when the grid  size becomes finer the d is tribu tions 
o f bo th  values become sharper and stronger, and the shock region also becomes 
narrower. The newly calculated values o f bo th  G and local Mach number drop 
asym ptotica lly to zero even faster and match the old values at the boundary o f 
the new com putational domain. These results show exp lic itly  tha t th is  technique is 
feasible, efficient and capable of capturing sharp shock waves.
For flow w ith  weak shocks, the location at which the G value changes sign 
coincides w ith  the peak of the local Mach number d is tribu tion , since, fo r a potentia l 
flow. G is proportiona l to the derivative of the square of the local Mach number, 
Eq.(4.6). The shock location can be determ inated from  the local Mach number 
d is tribu tion  on the upper surface which is close to the negative peak po in t o f G. 
This is true for flows w ith  w'eak shocks and is shown in F igure 27.
F igure 28 shows the spanwise d is tribu tions o f G and local Mach number. The 
differences o f both d is tribu tion  curves w ith  the old ones are due to the change of 
grid  size, but both the newly calculated %-aIues match well w ith  the old values at 
boundaries. This again ensures the accuracy and the efficiency o f th is  technique.
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Figures 27 and 28 also show th a t the d is tribu tions o f G and local Mach number 
in  both spanwise and chordwise directions converge asym totically in the shock region 
when grid  size becomes finer except at shock where the G value s t il l no t quite 
converged yet (Figure 27). B u t. from  the trend of G d is trib u tio n , it  is believed th a t 
the G d is tr ib u tio n  should converge rap id ly  as the grid  refinement continues.
F igure 29 shows the chordwise d is tribu tions  o f surface pressure coefficient and 
the local Mach number on the upper surface for a ll cases. As we can see the 
fine grid refinement improves the sharpness o f the pressure coefficient d is tr ib u tio n  
curve in the shock region and change lit t le  in the local Mach number d is trib u tio n . 
Bo th  d is tribu tions , which are more interesting to the aerodynamicists. converge 
asym totica lly  in a faster rate comparable to the G d is tr ib u tio n  as grid  size becomes 
finer.
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Chapter 6
CONCLUSIONS AND RECOMM ENDATIONS
6.1. Concluding Remarks
An integra l equation method for solving the fu ll po ten tia l equaton fo r three 
dimensional transonic vortex flows has been developed. Th is  m ethod is capable 
of cap tu ring  shock waves and is also capable o f pred ic ting  force-free wake shapes. 
The capabilities o f th is method were demonstrated through app lica tions to  three- 
dimensional transonic vortex flows.
Reading the fu ll potentia l equation as Poisson's equation, the so lu tion  for the 
ve locity field has been expressed in terms o f an integral equation using G reen’s 
theorem. The solution consists o f a surface integral o f the v o rtic ity  d is tr ib u tio n  
on the w ing and its free-vortex sheets and a volume integral o f source d is tr ib u tio n  
w ith in  a com puta tiona l region around the flow dom ain under consideration. The 
so lu tion was obtained through successive iterations.
The bound- and free-vortex sheets were modeled using a d is tr ib u tio n  o f b ilinear 
vortex panels which are equivalent m athem atica lly to quadratic double t panels. The 
d is tribu ted  vortex panel model has demonstrated its num erical s ta b ility  and the 
results are less dependent on panel geometry than for vortex la ttice  methods.
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The source d is tr ib u tio n , which depends on the density gradient, varies w ith  
the free stream Mach number. M 0c. the angle o f a ttack, a , and the geometrical 
configuration o f the w ing flow', and is generally a smooth function  i f  the flow domain 
is shock free. M athem atica lly, when a shock wave exists in the flow, the source 
d is tr ib u tio n  (and the pressure d is trib u tio n ) must have a d iscon tinu ity  at the shock. 
C om puta tiona lly , the source d is tr ib u tio n  and the pressure changes ra p id ly  in th a t 
region. By tracking the varia tion  o f e ither the source d is tr ib u tio n  or the pressure 
d is tr ib u tio n  during the com putational iterations, one can easily capture the shock 
in the flow.
Since we are dealing w ith  m ixed type equations, the density gradient is obtained 
by the M urm an-Cole type o f difference scheme to ensure the proper com puta tiona l 
modeling o f wave propagation. The difference scheme used here is not fu lly  conser­
vative. The drawback of th is type o f scheme has been discussed in C hapter 2. In 
fin ite  difference methods, many fu lly  conservative schemes have been developed in 
order to satisfy the ju m p  conditions across the shock. The grid  size m ust be refined 
in regions o f rap id  changes o f the flow properties, in order to resolve accurately 
these regions which include shock waves. A lthough such a fine grid  w ill increase 
the com putational tim e per ite ra tion  in fin ite  difference schemes, it  is extrem ely ex­
pensive for integral equation methods. To remedy th is, the technique o f successive 
g rid  refinement (described and num erically demonstrated in  Section 5.4.) an d /o r 
the shock-fitting  technique are recommended.
The numerical results show tha t th is method is capable of cap tu ring  shock 
w'aves and converges w ith in  a number o f iterations th a t is at least two orders o f 
magnitude less than fin ite  difference schemes. For example, the cases computed in 
Section 5.4. are flow around a rectangular w ing o f A R  — 2.0, at 5 and 10 degree
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angles of a ttack, respectively, and w ith  the free stream Mach number varying from
0.3 to 0.8. Tw o step sizes were used: a 1/10 root chord length for the coarse grid  
cases, and a 1/30 root chord length for the fine grid  cases. The com putational 
domains are discretized in to  23 x 9 x 18 volume cells for a ll cases.
The solutions for the coarse grid  cases converge w ith in  3 outer iterations and 
2-3 inner iterations for each of the outer iterations. By exam ining the d is tribu tion  
o f G through the flow dom ain, one can locate the shock region, and consequently 
the o rig ina l com putational domain can be reduced. Once the new com putational 
domain is defined . a fine grid is used and the problem is solved through the same 
ite ra tion  technique. The fine grid solutions converge at around 4 to 5 outer iterations 
and 3 to  5 inner iterations for each o f the outer iterations. The shocks can easily 
be captured in the fine grid  solutions. The results o f these numerical experiments 
demonstrate conclusively tha t th is methodology can be extended to complex flow 
applications.
One o f the fundam ental characteristics o f the integral equation method is its 
autom atic satisfaction o f the far field boundary condition. Moreover, the d is tu r­
bances due to  com pressibility d im in ish more rap id ly  than the inverse square o f the 
distance from  the source of the disturbance to the field po int. As a result o f this 
m athem atical property, a small com putational domain can be used. I t  has been 
shown th a t the dimensions of the com putational domain fo r the coarse grid  cases 
are already one order o f m agnitude less than those of the fin ite  difference method. 
The dimensions of the reduced com putational domain for the fine grid are even 
smaller.
One o f the drawbacks o f the fin ite  difference method is its lack o f fle x ib ility  in 
dealing w ith  flows w ith  complicated configurations due to the d ifficu lties encoun­
tered in grid  generation. For complicated configurations, it  is believed tha t the
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in tegral equation m ethod should perform  better than the fin ite  difference m ethod 
due to  its geometrical fle x ib ility  in d iscretization o f the boundaries.
From the numerical results, the coarse grid  solutions, in general, converge faster 
than the fine grid  solutions. B u t fo r some weak shock flows, the fine g rid  solutions 
converge even faster than those cases o f coarse grid. M ore num erical studies should 
help to  understand the effect o f the shock strength and the grid  size on the behavior 
o f the solution.
From the results o f numerical experiments, we conclude th a t the in tegra l equa­
tion  m ethod appears more stable and converges faster than the fin ite  difference 
m ethod when solving transonic w ing flows w ith  weak shocks. Due to  its stable 
behavior which has been demonstrated, we also conclude th a t the in tegra l equa­
tion  m ethod can be extended to  unsteady flows. Two-dim ensional unsteady flow 
solutions have been already demonstrated by Hu [174].
6.2. Recommendations
In  general, the solution may be obtained by repeatedly using the successive 
local g rid  refinement u n til the required accuracy is reached, bu t th is  m igh t not be 
com puta tiona lly  efficient.
A lte rnative ly , the shock-fitting  technique should be applied after the shock 
location is obtained approxim ate ly by using a coarse grid  fo r shock capturing . So­
lutions o f th is type were obtained by Kand il &  Hu [167,168] for two-dim ensional flow 
applications. This w ill alleviate the possible dissipation problems near the shock 
and possible shock-jum p-condition problems which m ight be caused by the d iffe r­
ence scheme. Shock-fitting also provides a convenient mechanism fo r accounting for
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the shock generated entropy in a na tu ra l way. From the above discussions, a best 
com bination o f the two techniques is recommended: use the successive local g rid  
refinement technique for two or three times to ob ta in  a good in it ia l guess o f shock 
location and then apply the shock-fitting  technique to  obta in  the fina l so lu tion . An 
a ttem p t to combine these two techniques is underway.
The accuracy and com puta tiona l efficiency can be im proved fu rth e r by using 
the P rand tl-G laue rt operator instead o f the Laplace operator fo r solving the vo rtica l 
flow problem . W ith  th is m odifica tion , the linear pa rt o f com pressib ility  w ill appear 
in the surface integral ra ther than in the volume integral. The non-linear pa rt o f 
com pressib ility w ill only appear in the volume integral and hence the com puta tiona l 
dom ain w ill be reduced substantia lly . The size o f the com puta tiona l volume may 
also be reduced by extending the volume in tegra tion  outw ard from  the w ing surfaces 
only u n til the m agnitude o f integrand falls below a selected threshold value.
As mentioned earlier, the current m ethodology is applied to solving transonic 
vortex flows w ith  weak shocks, nevertheless, th is  technique can be m odified to  
solve flows w ith  strong shocks. This includes tak ing  account o f entropy changes on 
crossing the shock. The boundary conditions m ust be m odified as well.
The com bination o f segmentation and re-paneling (described in Section 5.2.) 
is also recommendated in order to obta in  an accurate wake shape effic iently which 
is crucia l for many aerodynamic configurations, e.g.. the canard w ing, w ing -ta il 
in teraction , and helicopter etc.
In order to sim ulate the flow field outside the core the sp ira ling  vortex sheet 
is necessarily cut at some angular extent (usually, at least one fu ll tu rn ). I t  is
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recommended th a t the cu t-o ff part be modelled by an isolated line-vortex core con­
nected by a feeding sheet to  the remainder o f the sheet. The feeding sheet transfers 
v o rtic itv  from  the sp ira ling  sheet in to the vortex core as it  travels downstream.
Some efforts were also spent to study the data dependency o f DO loops in the 
com puter program  in order to  improve the vectorization o f the program  and hence 
the com puta tiona l efficiency when runn ing on a vector com puter. The s tudy has 
shed some ligh t on how to perform  the vectorization o f the com puter program  o f 
an integral equation m ethod and a numerical a ttem pt is also underway.
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A PPEN D IX  A
Relationship Between the Wing Vorticity Components 
and the Wake Vorticity Components
Consider a s tr ip  o f free vortex sheet shed from  side ( i,n c p l) ,  ( i+ l .n c p l)  o f the 
bounded vo rtex panel (JM R ). Fig. 6 . The boundary conditions need to be satisfied 
on the free vo rtex panel (m s l)  are stated as follows:
1 . The vo rtic ity  vector u? at node ( l .m s l )  is along side 13 which is the f-axis. 
Using th is  cond ition , two equations can be derived.
w j i  =  0  ( A . l )
and
= c?(2.ms0) • e-(msl)
= [u/v(2 .m s 0 ) f c(m s0 ) +  u-'c(2 ,m s 0 )e'c(ms0 )] M - 2 )
= ^ ( 2 .  ms0)E.: r (0 .1) +  u.’c(2. msQ)Ei$ (0.1) 
or in m a tr ix  fo rm  altogether
' > msl E c , ( 0 , 1 ) E f f (0 , l )
(A 3 )
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where
£cc(0 - 1 ) =  <rc(msO) • e!: (m s l)
E c ' ( 0.1) = ec(msO) • el-(m.sl)
2. The vo rtic ity  vector u  at node (2 ,m s l)  is along side 13 o f panel (m s2). 
i.e., |w (3.m s0)| = |u;(2 ,m s l) |  = w (2 ,m s l)  ■ e?(m s 2 ). Therefore, we can obta in  two 
equations
w c(2 ,m s l)£ ,c,-(l,2) 4- w , (2 ,m s l)£ ?f( l ,2 )
=  wxi(3,ms0)Ec,: (0,2) + u;< (3, m s0 )E ^ (0 ,2)
(AA)
and
' j jc (2.msl)Ecc( l ,2 )  f u ?( 2 , m j l ) £ { { ( l ,2 )  = 0  (.4.5)
or in m a tr ix  form
/ £ , c ( 1 . 2 ) E,<{  1 - 2 ) \  ( w S2\  = (  0  0  \  ( ujc,
\ £ j : ( l - 2 )  F f0( l , 2 ) /  \ ^ ’c 2 / mJ, \ E ‘ r{ 0 .2) F f?(0 ,2 ) /  \ ^ ?3
thus,
\  _  /  F u  F u \  /  W£3 \
Wf2 J m el U 21 F 22 /  )  ms0
where
F\ \  =  — Er c ( 1 , 2) (0. 2) I  D \ 2
F\2 =  - £ ^ ( l , 2 ) £ f f ( 0 , 2 ) / £ > i2  
F 21 =  £ fe ( l ,2 ) £ c ?(0 .2 ) /D i2  
F 2 2  =  £ e c ( l , 2 )£ .; : (0 . 2 ) /£ > i2
D u  =  E c c { l , 2 ) E c; { l . 2 )  -  E c , . { l . 2 ) E , c ( l , 2 )
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3. A t node (3 .m s l) ,  the vo rtic ity  vector u  is along side 13 o f panel (m s3), and 
therefore, we can obta in  the follow ing equation
'.J(3,m sl) • e j(m s3) =  0
i.e.,
( % ( 1 . 3 )  E ' t ( 1 ,3 )) ( ^ 3  = ( 0  0 ) (A.7)
 ̂ /  ms 1
4. According to Holm holtz theory, ^s lm ao =  ^ a lm s i,  which is w ritte n  as
Since w is linear, and n =  £ 3 2  x e),, one can obta in  the fo llow ing equation through 
some m anipulations
; 7 1 (a .s)
=  ( ^32 £2 ) msu ~ ) + ( ?32  ^ 2 ) m s 0 ( W/ !
where £ 3 2  =  C3 -  <2 and £2 - ^ 2  are the local coordinates o f node 2. S ubstitu ting  
Eq. (-4.6) in to Eq. (.4.8) and combining Eq. (A .7), the resulting equation can be 
sim plified as
H 1 C3 2  H  1 ^ 2  






C.32 — GiJc.-fO. 2) Hi Z2 - G E h { 0 , 2 )
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or
Uc%
WC3 / i- '  m .■» 1
A u  A 22 
A 21 A  22 mjQ
A^i 1 ~  A n  A ”i 2 -  A 12  
A 2 1  -  A 2 1  A 2 2  -  L 2 2
^£3
/  m sO
(A.9)
where
A' 1 1  =  #1^32 (™s0)
K n  =  H i & i m s Q )
A ' 2 1  =  H 2(z2(>ns0)
K 2 2  — ^ 2  £ 2  (rnsO)
L , i  -  HiGEc^(0,2)
L 12 -  f f , G £ f f (0.2)
L 2 1  =  H 2GEc,: (0.2) 
L 2 2  -  H 2G E , : {0,2) 
H \  = —£ ^ e ( l,3 ) /.D i3  
t f 2 -  £ « ( 1 .3 ) /D 13
G =  [£2 (m .s l)£ « c (1 . 2 ) -  <32 ( ^ s l ) 2 ) ] /Z ) I 2
£>is = 6 ( m5 l ) ^ « ( l , 3 )  -  S}2( m s l ) £ s. i ( l ,3 )
A dd ing  Equations (A .3). (A .6 ). and (A.9) altogether, one obta in  the fo llow ing m a­
t r ix  expression:
/w«l  \ /  0 0 0 0 ^
Ur J % ( o . i ) A ,,  (0.1) 0 0
Uc2 0 0 A n Fn
Ur 2 0 0 A21 F22
W<3 A’u A 12 A n  _ A n a  12 -  A12
V w?3 / mal '  A21 K 22 A21 -  A21 AT22 ~ A22 /
(  ws‘ 2 ^
Ur 2
V w c3 J m s O
(A.10)
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In  general, the five unknown nodal vo rtic ities  (since w t, is always 0) o f a free 
vo rtex panel can be expressed in terms o f nodal vo rtic ities  o f the preceding one. 
Therefore, through a series o f m a tr ix  m u ltip lica tions  as follows
= ( C S ( t . j )  )n ( C S ( i  -  l . j )  ) n_ l • • • ( C S G ( i  -  U j ) ) ,  ( Uj  ) JMR
(A.  11)
the nodal vortic ities o f any free vortex panel can always be expressed in terms of 
the global nodal vo rtic ities  of bound-vortex panels. In  Eq. (A .11), the m a trix  
C S ( i -  l , j ) n_ i  is equal to  the m a tr ix  C S ( t ' , j ) „ _ i  w ith o u t the firs t row, where 
C S G ( i  -  l . j )  is re la ting the nodal vo rtic ities  o f the firs t free vortex panel to  those 
o f bound-vortex panel (JM R ). In  C S G { i  -  1 , j ) ,  the K u tta  cond ition  is also im plied  
by a ligning the vortex lines w ith  the streamlines.
102
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
A P P E N D IX  B
Study o f V ectorization of the C om puter Code 
for the Integral Equation M ethods
Pipeline (paralle l) computers w ith  data vectorization processors have been used 
w ide ly fo r scientific applications (e.g.. CFD. F E M , etc.) in recent years due to the ir 
fast speed and large memory. The main factor fo r its success is the reduction o f the 
data dependency through vectorization o f DO loop. The degree o f success o f the 
vectorization depends on the degree o f the level to  which DO loop can be “cracked 
down.”
Parallel processing is an efficient form  o f in form ation  processing which em­
phasizes the exp lo ita tion  o f concurrent events in the com puting process. These 
concurrent events are atta inab le in a com puter system at various processing lev­
els. The highest level o f parallel processing is conducted among m u ltip le  jobs or 
programs through m u ltip rogram m ing, tim e sharing, and m ultiprocessing. The next 
highest level o f paralle l processing is conducted among procedures or tasks (pro­
gram segments) w ith in  the same program. The th ird  level is to  exp lo it concurrency 
among m u ltip le  instructions. In the th ird  level, data dependency analysis is of­
ten performed to reveal parallelism  among instructions and vectorization may be 
desired among scalar operations w ith in  DO loops.
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Parallel computers are those systems th a t emphasize parallel processing. The 
basic arch itectura l features of parallel computers are pipeline computers, array pro­
cessors. and multiprocessors. A pipeline com puter (e.g., Cray-1, Cyber 205, etc.) 
performs overlapped computations to exp lo it tem poral parallelism . An array pro­
cessor (e.g., Illia c -IV , Brroughs BSP. etc..) uses m u ltip le  synchronized arithm etic  
logic units to achieve spatial parallelism. A m ultiprocessor system (e.g., Cray-2, 
Cray X -M P , ETA-10, etc.,) achieves asynchronous paralle lism  through a set o f in­
teractive processors w ith  shared resources (memories, database, etc.).
Due to the overlapped instruction  and a rithm etic  execution, i t  is obvious tha t 
p ipeline machines are better tuned to perform  the same operations repeatedly 
th rough the pipeline. Therefore, pipeline computers are more a ttractive  for vec­
to r processing where component operations may be repeated many times. Because 
o f the characteristics of repeated operations in scientific program m ing, most of 
computers for scientific applications today are pipeline computers w ith  data vec­
to riza tion  processor.
The cases tested here are incompressible flow around a rectangular w ing w ith  
aspect ra tio  o f 3 at an angle o f attack o f 5 degree and 10 degree. The computers 
used for tests are a Cyber 185 and a Cyber 205. Each case was tested in both scalar 
code and vector code. A ll cases but the 10 by 10 were tested in both fu ll precision 
(64 b it word) and ha lf precision (32 b it ha lf word) calculations. The tested results 
are listed in Table 4.
For scalar mode, the Cyber 205 is about 15 to 20 times faster than Cyber 185. 
In this program, the vector processing seems no better than the scalar processing 
for the follow ing reasons: F irs t, as mentioned before, the vector computers are 
designed for applications where repeated operations are performed on data. Hence,
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the larger the DO loop the better the com putational efficiency can be achieved. 
U nlike the fin ite  difference methods, the integral-equation methods require a lo t o f 
calcu la tion steps in an induced-velocitv-calculation DO loop, and hence the data 
dependency in the loop is very d ifficu lt to reduce. Therefore, the tim e  saved can 
not compensate the overhead tim e spent due to  vectorization. In  general, fo r the 
machine used the tim e saved w ill break even w ith  the overhead tim e  spent when 
vector length is around 30 to 50. From  num erical results, it  was found tha t the 
induced-velocity calculations occupy 85 percent o f the to ta l com puta tiona l tim e 
and m a trix  inversion takes less than a ha lf percent o f the com puta tiona l tim e in 10 
by 10 case. Th is really causes d ifficu lties to vectorize the program  in  conventional 
program m ing. The fo llow ing suggestions may provide a solution to the vectorization 
o f the integral-equation methods com puter program  under the current vectorization 
a lgo rithm  o f Cyber 205. The conventional program m ing fo r a DO loop is,
DO 100 1=1,1000 
15 calculation steps 
100 C O N T IN U E
the suggested way is
DO 100 1=1,15 
1000 repeated calculations 
100 C O N T IN U E
A lte rna tive ly , we break the DO-loop in to  several small loops depending on the data 
dependency analysis.
4 outer loops for 4 calculation steps 
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inner loop for 1000 repeated calculations 
store results from  4 outer loops
6 outer loops for 6 ca lcu la tion  steps 
inner loop for 1000 repeated calculations 
store results from  6 outer loops
5 outer loops for 5 ca lcu la tion  steps 
inner loop for 1000 repeated calculations 
store results from  5 outer loops
In integral equation methods, fu ll precision (64 b it)  may not be necessary in 
the calculations, one can convert the Fortran program  to  ha lf precision (32 b it)  in 
order to  achieve high com puta tiona l efficiency and larger memory. In  most cases 
(unless very large numbers o f panels are used, where m a tr ix  inversion m igh t need 
higher precision), the m axim um  difference in  solutions is less than a ha lf percent.
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TABLE 1
Com parison o f Calculations o f Induced V elocity between Each o f the  





Field Point F /N  G /N
dist X y z u V w u V w
1.000 0.333 1.061 1.333 1.000 1.032 1.000 1.000 0.902 1.000
1.750 0.333 0.000 2.083 1.000 1.000 1.000 1.000 0.937 1.000
2.000 -0.891 -1.414 1.040 0.974 1.033 0.974 0.968 1.041 0.947
2.250 0.333 0.000 2.583 1.000 0.999 1.000 1.000 0.953 1.000
2.500 0.333 -1.768 2.101 0.993 1.036 0.993 1.006 1.014 0.950
2.750 0.333 1.945 2.278 0.994 1.03 0.994 1.005 1.011 0.956
3.000 0.333 0.000 3.333 1.000 1.000 1.000 1.000 0.967 1.000
3.250 0.333 2.298 2.631 0.996 1.021 0.996 1,003 1.006 0.964
4.000 -2.116 2.828 -1.081 1.003 1.017 1.003 1.001 1.047 1.007
F : far-field approximation with averaging panel vorticity 
G : far-field approximation with two concentrated vortex lines 
N  : closed-form solution
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TABLE 2
Comparison of Calculations of Induced-Velocity between Each of the 
Two Approximation Methods with the Closed-Form Solution -  2
■Vortex lines
Field Point F /N








-1.061 -0.419 0.983 1.021 0.983 1.003 0.689 0.859
1.750 -0.285 1.237 -0.572 0.987 1.015 0.987 1.003 0.734 0.881
2.000 2.065 0.000 1.500 1.000 1.017 1.000 1.000 0.514 1.000
2.500 -0.551 1.768 -1.031 0.994 1.007 0.994 1.002 0.816 0.919
2.750 2.715 0.000 1.875 1.000 1.005 1.000 1.000 0.692 1.000
3.000 2.931 0.000 2.000 1.000 1.004 1.000 1.000 0.726 1.000
3.250 -0.816 2.298 -1.490 0.997 1.004 0.997 1.001 0.860 0.939
3.500 -0.904 2.475 -1.643 0.997 1.004 0.997 1.001 0.870 0.944
3.750 3.581 0.000 2.375 1.000 1.002 1.000 1.000 0.795 1.000
4.000 3.797 0.000 2.500 1.000 1.001 1.000 1.000 0.811 1.000
F : far-field approximation with averaging panel vorticity 
G : far-field approximation with two concentrated vortex lines 
N : closed-form solution
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TABLE 3
C om parison of Near-field C alculation and Far-field A pproxim ation  
o f Velocity Com ponents Induced by Field C om pressibility
5 / 3
Field Point N -F F-F
dist x  y z u v u v
1.00 -0.500 0.417 0.833 1.12998 0.00000 1.38889 0.00000
1.302 -0.500 -0.417 0.833 0.54512 0.47123 0.62969 0.52474
1.944 -0.500 -1.250 0.833 0.17362 0.29579 0.18915 0.31526
2.167 -1.500 -0.417 0.833 0.26088 0.11010 0.27310 0.11379
2.560 -0.500 -1.250 -0.833 0.08511 0.14381 0.08275 0.13791
2.734 -1.500 -0.417 -0.833 0.13990 0.05887 0.13600 0.05667
3.091 -1.500 -1.250 -0.833 0.09485 0.07969 0.09404 0.07837
3.432 -2.500 -1.250 0.833 0.10110 0.05651 0.10309 0.05727
Note : comparison is done on u- &  v- component only
dist : distance between field po in t and centroid o f field voiume 
N -F  : near-field calculation 
F-F : fa r-fie ld  approxim ation
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TABLE 4
C o m p a r is o n  o f  C o m p u ta t io n a l T im e  fo r  V e c to r  a n d  S c a la r C odes
Case C o d e /B i t M a c h in e C P U  sec
6 x 8. 5 deg. Scalar/60 Cyber 185 880.0 (O P T = L O W )
6 x 8, 5 deg. Scalar/60 Cyber 185 640.0 (O P T = H IG H )
6 x  8, 5 deg. Scalar/32 Cyber 205 36.34
6 x  8, 5 deg. Vector/32 Cyber 205 36.20(w / KA P)
6 x  8,10 deg. Scalar/32 Cyber 205 47.63
6 x 8,10 deg. Vector/32 Cyber 205 47.45(w / KA P)
6 x  8. 5 deg. Scalar/64 Cyber 205 39.97
6 x  8. 5 deg. Vector/64 Cyber 205 40.97(w / KAP )
6 x  8.10 deg. Scalar/64 Cyber 205 52.37
6 x 8.10 deg. Vector/'64 Cyber 205 53.56(w / KAP)
10 x 10,5 deg. Scalar/64 Cyber 205 155.23
10 x 10.5 deg. Vector/64 Cyber 205 260.87(TRP.KAP)
H IG H  : high op tim iza tion  in F O R T R A N  com pila tion 
K A P  : software for op tim iz ing  DO loops
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o  Experiment, FFA report AU. 295, t/c
—  Euler, Rizzi, t/c = 0.06
—  Kandil & Yates, t/c= 0.0













Fig. 1 Spanwise pressure variation and details o f the flow  
over a delta wing in a cross-flow plane at x/c = 0.86
Primary vortex core 
L Secondary vortex core











Fig. 2b Boundaries for onset of vortex breakdown 
and asymmetry (low speed)
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1 Classical vortex
2 Separation bubble 
with no shock
3 No shock/no 
separation




6 Separation bubble 
with shock
7 Vortex with shock
Fig. 2c Flow classification for sharp leading-edge delta 
wings according to angle o f attack and Mach 






Fig. 3 Vortex core and the feeding sheet
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o Kutta condition 
A  Symmetry condition
x Flow tangency condition 
(centroid)
• Control point of free vortex 
panel (centroid)
Fig. 5 Discretization of bounded-and free- 
vortex sheets
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Fig. 7 Computational model for transonic- vortex flows 








□ Present method 
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Fig. 8 Chordwise variation of lifting pressures for a rectangular 

























□ Present method 
o Method of ref. 53 





Fig. 9 Chordwise variation of lifting pressures for a rectangular 
wing of AR = 3, a  = 5°, 70% span station
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Fig. 12 Deformation of trailing-edge wake after 
2 outer- and 5 inner-loop iterations.
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Fig. 13 Converged trailing-edge wake shape after 
4 outer- and 5 inner-loop iterations.
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Stage 1 Stage 3
N3
Stage 2 Stage 4
Fig. 14 The instability o f wake adjustment near the vortex core 
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Fig. 15 Chordwise variation o f G &  local Mach no. for a rectangular 
wing o f AR = 2.0, Moo= 0.7, a  =10°, z/b = 0.083, converged 
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x/c
Fig. 18 Chordwise variation o f G &  local Mach no. for a rectangular 
wing o f AR = 2.0, M 00= 0.7, a  = 10°, z/b = 0.083, at different 






































1.200.40 0.50 0.60 0.70 0.80 0.90 1.100.30 1.00
z/b
Fig. 19 Spanwisc variation og G &  local Mach no. for a rectangular
wing o f AR = 2.0, = 0.7, a  = 10°, z/b = 0.083 converged
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x/c
Fig. 20 Chordwise variation o f surface pressure coefficient at different 
iteration for rectangular wing o f AR = 2.0, = 0.7, a  = 10°,
z/b = 0.111
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Fig. 23 Chordwise variation o f G &  local Mach no. for a rectangular 
wing o f AR = 2.0, 0.8, a  = 5°, z/b = 0.083, at different
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Fig. 24 Spanwise variation o f G &  local Mach no. for a rectangular
wing o f AR = 2.0, Moo = 0.8, a  =5°, y/c = -.0.042, converged 
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Fig. 25 Spanwisc variation o f G &  local Mach no. for a rectangular 
wing o f AR -  2.0, Moo = 0.8, a  =5°, y/c = -.042, at different 
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Fig. 26 Chordwise variation o f surface pressure coefficient for a rectangular 
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Fig. 27 Comparison among the solutions o f various grid sizes in
chordwise variation o f G &  local Mach no. for a rectangular 






































1.201.100.40 0.50 0.60 0.70 0.80 0.90 1.000.30
z/b
Fig. 28 Comparison among the solutions o f various grid sizes in
spanwise variation o f G &  local Mach no. for a rectangular 
wing o f AR ~ 2.0, Moo= 0.8, a  =5°, y/c = -.042, at different 























-1.40 Shock locations 






Fig. 29 Comparison among the solutions o f various grid sizes in 
chordwise variation o f surface pressure coefficient for a 
rectangular wing o f AR = 2.0, Moo = 0.6, a=  10°
