In this paper, we study the averaging principle for neutral stochastic functional differential equations (SFDEs) with Poisson random measure. By stochastic inequality, Burkholder-Davis-Gundy's inequality and Kunita's inequality, we prove that the solution of the averaged neutral SFDEs with Poisson random measure converges to that of the standard one in L p sense and also in probability. Some illustrative examples are presented to demonstrate this theory.
Introduction
Since Krylov and Bogolyubov [] put forward the averaging principles for dynamical systems in , the averaging principles have received great attention and many people have devoted their efforts to the study of averaging principles of nonlinear dynamical systems. For example, the averaging principles for nonlinear ordinary differential equations (ODEs) can be found in [, ] . For the averaging principles of nonlinear partial differential equations (PDEs), we refer to [, ] .
With the developing of stochastic analysis theory, many authors began to study the averaging principle for stochastic differential equations (SDEs). Khasminskii [] firstextended the averaging theory for ODEs to the case of stochastic differential equations (SDEs) and studied the averaging principle of SDEs driven by Brownian motion. After that, there grew an extensive literature on averaging principles for SDEs. Freidlin On the other hand, Yin and Ramachandran [] studied the asymptotic properties of stochastic differential delay equation (SDDEs) with wideband noise perturbations. By adopting the martingale averaging techniques and the method of weak convergence, they showed that the underlying process y ε (t) converges weakly to a random process x ε (t)of The rest of this paper is organized as follows. In Section , we introduce some preliminaries and establish our main results. In Section , some lemmas will be given which will be crucial in the proof of the main results, Theorems . and ..Section is devoted to the proof of the main results. Finally, two illustrative examples will be given in Section .
Averaging principle and main results
Throughout this paper, let ( , F, P) be a complete probability space equipped with some filtration (F t ) t≥ satisfying the usual conditions. Here w(t)i sa nm-dimensional Brownian motion defined on the probability space ( , F, P) adapted to the filtration ( 
Let {p =p(t), t ≥ } be a stationary F t -adapted and R n -valued Poisson point process.
Then, for A ∈ B(R n -{}),  / ∈ the closure of A, we define the Poisson counting measure N associated withp by
where # denotes the cardinality of the set {·}. For simplicity, we denote N(t, A):=N((, t] × A). It is well known that there exists a σ -finite measure π such that
This measure π is called the Lévy measure. Moreover, by Doob-Meyer's decomposition theorem, there exists a unique {F t }-adapted martingaleÑ(t, A) and a unique {F t }-adapted natural increasing processN(t, A)suchthat
HereÑ(t, A) is called the compensated Poisson random measure andN(t, A)=π(A)t is called the compensator. For more details on Poisson point process and Lévy jumps, see [-].
Consider the following neutral SFDEs with Poisson random measure
where
defined by
To study the averaging method of equation (), we need the following assumptions.
, there exist two positive con-
, there exist two positive constants
Similartotheproofof[], we have the following existence result.
Now, we study the averaging principle for neutral SFDEs with Poisson random measure. Let us consider the standard form of equation ()
where the coefficients f , g,andh have the same assumptions as in (), (), and ε ∈ [, ε  ] is a positive small parameter with ε  is a fixed number. 
Then we have the averaging form of the standard neutral SFDEs with Poisson random measure
Obviously, under Assumptions .-., the standard neutral SFDEs with Poisson random measure () and the averaged one () have a unique solutions in L p ,respectively. Now, we present our main results which are used for revealing the relationship between the processes x ε (t)andy ε (t).
Theorem . Let Assumptions .-. hold. For a given arbitrary small number δ  >and p ≥ , there exist L >,ε  ∈ (, ε  ], and β ∈ (, ) such that
The proof of this theorem will be shown in Section .
Remark . In particular, when p = , we see that the solution of the averaged neutral SFDEs with Poisson random measure converges to that of the standard one in second moment.
With Theorem ., it is easy to show the convergence in probability between the processes x ε (t)andy ε (t).
Corollary . Let Assumptions .-. hold. For a given arbitrary small number δ  >, there exists ε  ∈ [, ε  ] such that for all ε ∈ (, ε  ], we have
where L and β are defined by Theorem ..
Proof By Theorem . and the Chebyshev inequality, for any given number δ  >,wecan obtain
Let ε → , and the required result follows.
Next, we extend the averaging principle for neutral SFDEs with Poisson random measure to the case of non-Lipschitz condition.
Assumption . Let k(·), ρ(·) be two concave nondecreasing functions from
and p ≥ , then Theorem . Let Assumptions ., ., and . hold. For a given arbitrary small number δ  >,there exist L >,ε  ∈ (, ε  ], and β ∈ (, ) such that
Proof The proof of this theorem will be shown in Section .
Similarly, with Theorem ., we can show that the convergence in probability of the standard solution of equation () and averaged solution of equation ().
Corollary . Let Assumptions ., ., and . hold. For a given arbitrary small number δ  >,there exists ε  ∈ [, ε  ] such that for all ε ∈ (, ε  ], we have
where L and β are defined by Theorem ..
Remark . If jump term h =h =,thenequation()and() will become neutral SFDEs (SDDEs) which have been investigated by [-]
. Under our assumptions, we can show that the solution of the averaged neutral SFDEs (SDDEs) converges to that of the standard one in pth moment and in probability. 
Some useful lemmas
Inordertoproveourmainresults,weneedtointroducethefollowinglemmas.
Lemma . Let p >and a, b ∈ R n . Then, for ǫ >,
Lemma . Let p >and a, b ∈ R n . Then, for any δ ∈ (, ),
Lemma . Let φ : R + × Z → R n and assume that
Then there exists D p >such that 
Proof By the Itô formula to V (t, y ε (t)-D(y ε,t )) = |y ε (t)-D(y ε,t )| p ,weobtain
Taking the expectation on both sides of (), one gets
By Lemma . and Assumption .,weget
Recalling Lemma .,thereexistsaǫ  >suchthat
By Assumption . and the basic inequality, we get
, it follows from () and ()that
By Lemma . and Assumption .,weobtain
For the estimation of I  : by the Burkholder-Davis-Gundy's inequality, there exists a positive constant C p such that
Further, by the Young inequality and Assumption .,wededucethat
Finally, we will estimate I  .NoteN(dt, dv)=Ñ(dt, dv)+π(dv) dt andÑ(dt, dv)isamartingale, one has
By the mean value theorem, we obtain
where |θ |≤. This, together with the basic inequality |a
implies that
By Lemma .,Assumptions. and ., it follows that
On the other hand, by Lemma .,wehave
Therefore, we apply the Gronwall inequality to get
The proof is complete.
Proof of main results
Proof of Theorem . By Lemma ., it follows that
Letting δ = k  and taking the expectation on both sides of (), we have
Consequently,
where k  ∈ (, ). Next, we will estimate E sup ≤t≤u |x ε (t)-
()and(), we have
Using the elementary inequality |a
By Assumptions . and .,wehave
Using the basic inequality and the Hölder inequality, we obtain
Similar to the estimation of J  ,wederivethat 
