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Introduzione 
 
Lo scopo di questa tesi è lo studio delle problematiche connesse all’acquisizione di segnali 
EEG all’interno di un sistema RM. Nonostante a questa tecnica siano oggi riconosciute 
ampie potenzialità in campo diagnostico e di ricerca, e benché in molti laboratori siano 
stati avviati studi di questo tipo, non è attualmente disponibile un sistema di acquisizione 
ed elaborazione del segnale EEG che si adatti a qualsiasi scanner. Gli alti campi 
magnetici presenti all’interno dello scanner, infatti, sono causa di gravi artefatti sul 
tracciato EEG che lo rendono completamente illeggibile. Quindi, oltre a disporre di un 
sofisticato hardware RM-compatibile, è necessario intervenire con elaborazioni software in 
grado di eliminare gli effetti di tali disturbi.  
Il lavoro di tesi è stato articolato nelle seguenti fasi: 
• Inizialmente è stata svolta un’indagine bibliografica per verificare lo stato attuale 
delle ricerche in questo campo. Sono stati presi in considerazione i diversi aspetti 
allo scopo di conoscere gli interessi scientifici al problema sia dal punto di vista 
clinico-medico, sia dal punto di vista tecnico-ingegneristico. La ricerca bibliografica 
è stata anche utile per prendere conoscenza delle motivazioni scientifiche e delle 
procedure necessarie per la registrazione del tracciato EEG contemporaneamente 
all’acquisizione di immagini di risonanza magnetica funzionale. 
• Sono stati studiati i principi fisici che danno origine ai segnali EEG, e i metodi per 
giungere alla formazione delle immagini di risonanza magnetica; è stato quindi 
necessario approfondire da un lato la conoscenza della struttura anatomica del 
cervello e dell’attività elettrica dei neuroni, e dall’altro le interazioni tra la materia e i 
campi magnetici. Particolare attenzione è stata prestata alla comprensione 
dell’utilità diagnostica dei suddetti esami nella cura dell’epilessia. 
• Sono state raccolte le informazioni tecniche, relative agli strumenti di ricerca 
disponibili per lo studio. In particolare sono state studiate le caratteristiche della 
“cuffia EEG”, dell’amplificatore, del software di registrazione e del software di 
analisi.  
• Sono state effettuate acquisizioni del segnale EEG in diverse condizioni 
sperimentali: fuori dalla stanza del magnete, dentro la stanza del magnete, in 
assenza dei segnali a radiofrequenza e dei gradienti, e durante la scansione 
secondo diverse sequenze di imaging. Le registrazioni sono state di tre tipi: 
registrazioni su fantoccio, su un volontario sano, su un paziente patologico. 
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• I segnali acquisiti sono stati poi elaborati con il software di analisi a disposizione. Le 
registrazioni su fantoccio, in cui è ovviamente assente il segnale EEG, sono servite 
per caratterizzare gli artefatti andandone a studiare la forma nel dominio del tempo 
e della frequenza. Quelle in vivo sono state usate per verificare la qualità del 
segnale alla fine dell’elaborazione; a questo proposito è stata necessaria la 
collaborazione di personale medico esperto nella lettura di elettroencefalogrammi.  
• E’ stato elaborato un algoritmo per il riconoscimento e l’eliminazione dell’artefatto 
dal segnale acquisito. Tale algoritmo, scritto in Matlab 7.3, è stato applicato prima al 
segnale registrato sul fantoccio e in seguito a quelli in vivo. 
• Attraverso l’uso del toolbox di Matlab EEGLAB è stato studiato un metodo di 
eliminazione dell’artefatto basato sull’applicazione dell’analisi delle componenti 
indipendenti (ICA) ed è stata svolta un’analisi dei risultati al fine di stimare le 
potenzialità della procedura.  
• Infine i segnali acquisiti sono stati elaborati eseguendo la funzione plug-in di 
EEGLAB fmrib 1.2 e i risultati ottenuti sono stati confrontati con quelli derivati 
attraverso gli altri metodi. 
 
 
La tesi è stata svolta presso il Laboratorio di Risonanza Magnetica dell’Istituto Scientifico 
per la neuropsichiatria dell’infanzia  e dell’adolescenza “IRCCS Fondazione Stella Maris” 
di Pisa. 
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Riassunto analitico 
 
In questa tesi sono studiate le problematiche connesse all’acquisizione di segnali EEG 
all’interno di un sistema RM e le tecniche di riduzione degli artefatti indotti sugli stessi. Nel 
capitolo 1 sono descritti dettagliatamente i motivi di interesse di questa ricerca con 
riferimento alla sua utilità nell’epilessia, nell’individuazione dei generatori del ritmo alfa, 
nello studio delle risposte cerebrali agli stimoli esterni (potenziali evocati), 
nell’individuazione delle aree del cervello attivate durante le diverse fasi del sonno. Nel 
capitolo 2 viene introdotto il problema degli artefatti indotti sul segnale EEG durante le 
acquisizioni simultanee di risonanza magnetica funzionale e ne vengono descritte le 
cause. Il capitolo 3 contiene informazioni riguardanti le caratteristiche anatomiche e 
funzionali del cervello con particolare attenzione alla struttura del neurone e delle sinapsi, 
al potenziale di membrana in condizioni di riposo e al potenziale d’azione.  Nel capitolo 4 
viene presentato il principale ambito di utilizzo di questa ricerca: l’epilessia; ne vengono 
descritte le varie forme, i sintomi e gli attuali mezzi di diagnosi e cura. Nel capitolo 5 si 
introduce l’elettroencefalogramma (EEG), descrivendo la natura elettrica del segnale, i 
principali ritmi EEG, gli strumenti per la rilevazione dello stesso (elettroencefalografi) e le 
tecniche di registrazione (disposizione degli elettrodi secondo il sistema internazionale 
10/20). Il capitolo 6 è dedicato alla descrizione della risonanza magnetica nucleare (RMN); 
vengono descritti i principi fisici che originano il segnale RM, le tecniche di formazione 
delle immagini, le principali sequenze di imaging impiegate attualmente nei laboratori di 
risonanza magnetica, la struttura hardware della risonanza, e la tecnica di risonanza 
magnetica funzionale (fMRI). Nel capitolo 7 viene descritto il sistema che è stato impiegato 
durante questo studio per l’acquisizione del segnale EEG; Nel capitolo 8 si trova la 
descrizione della risonanza magnetica in dotazione al laboratorio  dell’ “IRCCS 
Fondazione Stella Maris” dove la tesi è stata svolta. Il capitolo 9 riporta una dettagliata 
spiegazione dei principi di funzionamento dell’hardware e del software impiegati nella 
registrazione dei segnali EEG, mentre nel capitolo 10 è descritto in maniera 
particolareggiata uno degli algoritmi più interessanti per l’eliminazione degli artefatti indotti 
dai gradienti di scansione della risonanza. Nel capitolo 11 sono riportate le acquisizioni dei 
segnali effettuate in laboratorio con particolare attenzione alle condizioni sperimentali, ai 
soggetti (volontari o pazienti) sottoposti all’esame, alle diverse caratteristiche degli artefatti 
registrati. Nel capitolo 12 viene descritto il metodo di riduzione dell’artefatto che impiega il 
software Brain Vision Analyzer di cui sono riportate le potenzialità e i limiti. Il capitolo 13 
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riporta l’algoritmo di riduzione degli artefatti basato sulla sottrazione di un artefatto medio e 
l’applicazione di un filtro adattivo; tale algoritmo è stato l’implementato in Matlab ed è stato 
applicato ai segnali acquisiti in laboratorio. Nel capitolo 14 viene descritto un toolbox di 
Matlab (EEGLAB) che consente il trattamento e l’analisi dei segnali elettroencefalografici; 
per mezzo di EEGLAB è stato applicato al segnale EEG un filtraggio basato sulla 
separazione delle componenti indipendenti (ICA), e uno basato su un algoritmo che 
combina la sottrazione dell’artefatto medio con il metodo dell’analisi delle componenti 
principali (PCA). Infine, nel capitolo 15 sono riportate le considerazioni conclusive di 
questo lavoro di tesi e le possibili strade da intraprendere per proseguire questa ricerca.    
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1 Motivi di interesse della ricerca. 
 
Negli ultimi anni è sensibilmente cresciuto l’interesse nei confronti di tecniche diagnostiche 
che si avvalgono dell’acquisizione contemporanea del tracciato EEG e delle immagini di 
risonanza magnetica funzionale. Ciò è dovuto alla possibilità di combinare i vantaggi tipici 
di ciascuna delle due tecniche. 
La registrazione del tracciato EEG rivela principalmente lo stato del cervello in relazione a 
specifici eventi transitori (per esempio scariche epilettiche), ed è caratterizzato da alta 
risoluzione temporale (millisecondi)  ma bassa risoluzione spaziale (centimetri). 
Le immagini ottenute con la risonanza magnetica, d’altra parte, sono in grado di 
evidenziare sia dettagli anatomici, sia informazioni fisiologiche (per esempio omeostasi 
dell’acqua nei tessuti, perfusione dei tessuti, e attivazione della corteccia cerebrale) con 
alta risoluzione spaziale (millimetri), ma con bassa risoluzione temporale (secondi). 
La registrazione contemporanea dell’EEG e della RMN permette l’osservazione dell’attività 
cerebrale con alta risoluzione sia spaziale che temporale. Questo sarebbe di grande aiuto 
nel trattamento prechirurgico di pazienti affetti da epilessia farmacoresistente candidati alla 
resezione chirurgica dell’area epilettogenai, in quanto consentirebbe un’ottima accuratezza 
nell’identificazione delle aree del cervello da cui originano i focolai epilettici. 
Le acquisizioni simultanee di EEG e fMRI sono inoltre considerate di grande interesse 
nell’individuazione dei generatori del ritmo alfa, delle risposte cerebrali agli stimoli esterni 
(potenziali evocati), delle aree del cervello attivate durante le diverse fasi del sonno. 
Tuttavia, come vedremo, le potenzialità di questa tecnica sono compromesse dalle mutue 
interferenze tra l’EEG e la risonanza.  
                                      
i L’area epilettogena è la zona del cervello da cui originano i focolai epilettici. 
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2 Problema degli artefatti 
 
L’acquisizione di un segnale EEG all’interno di un sistema RM è limitata da tre principali 
problemi: la sicurezza del paziente, la qualità delle immagini, e la qualità dell’EEG. 
Attualmente i sistemi di acquisizione per elettroencefalogramma sono dotati di resistenze 
per limitare la corrente verso il paziente e garantiscono l’isolamento galvanico dello stesso 
per mezzo di circuiti di disaccoppiamento a fibre ottiche. La sicurezza del paziente è quindi 
ampiamente garantita. Anche per quanto riguarda la qualità delle immagini si possono 
ottenere risultati molto soddisfacenti avendo cura di selezionare attentamente materiali 
non conduttori e strumenti adatti a lavorare in presenza dei campi magnetici. Rimane 
invece il problema della qualità dell’EEG. L’elettroencefalogramma registrato dentro lo 
scanner della risonanza, infatti, è significativamente degradato. Una prima causa di ciò è 
la tensione indotta in presenza del campo magnetico statico che provoca il movimento dei 
fili dell’EEG. Tale effetto viene minimizzato riducendo la lunghezza dei fili degli elettrodi e 
intrecciandoli strettamente sulla sommità del capo in modo da ridurre più possibile l’area 
delle spire che si formano tra gli stessi. Il secondo, più grave, motivo di artefatto è l’effetto 
dei campi magnetici variabili (impulsi di gradiente e impulsi a radio frequenze) che 
agiscono sui circuiti formati dai fili dell’EEG durante la scansione. Entrambi questi 
fenomeni si spiegano con la legge dell’induzione di Faraday ii (1831). 
Il flusso del sangue in presenza di un forte campo magnetico provoca, inoltre,  una 
differenza di potenziale tra le pareti dei vasi sanguigni dovuta all’azione del campo sugli 
ioni in movimento. 
 
 
 
 
                                      
ii La corrente elettrica indotta in un spira da un campo magnetico è proporzionale al numero di linee di flusso che attraversano nell'unità 
di tempo l'area abbracciata dalla spira. 
dt
ddsE B
S
Φ−=⋅∫ r
 
 dove E
r
 è il campo elettrico indotto, ds  è un elemento infinitesimo del circuito e 
dt
d BΦ è la variazione di flusso magnetico. 
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Tale fenomeno è dovuto all’effetto Hall iii(1879) ed è la causa di un altro grave artefatto 
che si presenta sul tracciato EEG acquisito in risonanza: l’artefatto da 
ballistocardiogramma. Questo è di grande ampiezza, si presenta su tutti i canali, ed è 
sincrono col battito cardiaco. Pur essendo meno dannoso dell’artefatto da gradiente , 
presenta lo svantaggio di essere presente anche  in assenza di scansione. 
                                      
iii Dato un semiconduttore di forma parallelepipeda, immerso in un campo magnetico uniforme B diretto 
secondo l’asse z, in cui scorre una corrente di intensità Ix secondo l’asse x. Gli elettroni acquistano una 
velocità di deriva vd = m Ex nel campo elettrico Ex, e sono quindi soggetti alla forza di Lorentz FL = q vd B, 
che agisce nel verso delle y negative. Si osserva la formazione di una differenza di potenziale VH fra le due 
facce del campione perpendicolari all’asse y, (e quindi di un campo elettrico EH tale che la forza elettrica 
qEH sia uguale ed opposta alla forza di Lorentz, cioè EH = µEx B.  
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3 Il cervello 
 
Il cervello è formato per la maggior parte da una sostanza bianca avvolta esternamente da 
uno strato di sostanza grigia, la corteccia cerebrale. Le cellule che formano il cervello sono 
principalmente di due tipi: cellule gliali (neuroglia) e cellule nervose o neuroni. Le cellule 
gliali hanno soprattutto funzione di nutrimento, sostegno e protezione per i neuroni. I 
neuroni comunicano tra loro scambiando sostanze chimiche dette neurotrasmettitori 
attraverso speciali interfacce chiamate sinapsi. Il cervello umano ha una struttura 
morfologica particolarmente complessa e ha una dimensione notevole. Pesa circa 1,5 kg e 
comprende circa 1012 neuroni. È una massa ovoidale convessa, divisa in due emisferi e 
presenta una superficie rugosa caratterizzata da numerosissimi solchi, chiamati 
circonvoluzioni. 
Il cervello, assieme al tronco cerebrale e al cervelletto, forma l'encefalo che con il midollo 
spinale costituisce il sistema nervoso centrale.  
 
Figura 3-1 Encefalo. 
 
Il cervello può essere suddiviso in quattro regioni denominate lobo frontale, lobo 
temporale, lobo parietale  e lobo occipitale. 
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Figura 3-2 Lobi cerebrali. 
 
Il cervello viene tipicamente rappresentato attraverso le sue sezioni rispetto a tre piani 
principali: il piano assiale, il piano sagittale e il piano coronale. 
 
Figura 3-3 Sezioni cerebrali. 
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3.1 Struttura del neurone 
 
Il Neurone è una cellula eccitabile altamente specializzata in grado di ricevere, elaborare e 
trasmettere informazioni alle cellule adiacenti per mezzo di eventi detti impulsi nervosi 
(potenziali d'azione o spike). Strutturalmente il neurone presenta un corpo cellulare o 
soma, contenente il nucleo della cellula, e un insieme di processi che si estendono da 
esso denominati neuriti. Le neuriti sono fondamentalmente di due tipi: assoni e dendriti. 
 
 
Figura 3-4 Struttura del neurone. 
 
 
       
Figura 3-5 (a) Neurone monopolare, (b) Neurone bipolare, (c) Neurone multipolari. 
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In base al numero di neuriti si parla di neuroni monopolari, bipolari o multipolari. 
I neuroni monopolari sono diffusi nelle zone periferiche dei corpo e svolgono 
essenzialmente compiti di tipo sensoriale. Essi presentano un solo neurite che si diparte 
dal soma e si divide in due lunghi processi. Di questi uno, definito “centrale”, trasporta gli 
impulsi verso il sistema nervoso centrale, e l’altro, detto “periferico”, trasporta gli impulsi 
dal sistema nervoso centrale verso l’esterno. 
I neuroni bipolari hanno due neuriti, di cui uno convoglia i segnali verso il soma (segnali di 
"input" alla cellula) e l'altro conduce gli impulsi generati dalla cellula stessa ("output" del 
neurone). Tali neuroni sono presenti nella retina e nell'epitelio olfattivo. 
I neuroni multipolari sono i più diffusi in quanto presenti sia nel sistema nervoso centrale 
che in quello periferico. Sono caratterizzati da un elevato numero di processi ramificati 
chiamati dendriti e da un lungo singolo processo, denominato assone, che termina con un 
ramificato sviluppo arboreo. Lungo l'assone sono trasmessi gli impulsi nervosi.     
 
3.2 La sinapsi 
 
La sinapsi è la zona di contatto attraverso la quale i neuroni comunicano tra loro. Esistono 
due tipi di sinapsi: le sinapsi elettriche e quelle chimiche. 
Le sinapsi elettriche collegano direttamente un neurone ad un altro, ossia esiste un canale 
(o gap) tra il citoplasma delle due cellule. Per merito di questo canale il percorso per la 
corrente elettrica che fluisce tra i due neuroni è a bassissima resistenza, così che la 
trasmissione è estremamente veloce. Le sinapsi elettriche si trovano per esempio nei 
neuroni piramidali della corteccia, nel tessuto cardiaco e all’interno della retina. Sono 
invece molto rare nelle cellule del sistema nervoso centrale (SNC) dell’uomo adulto. 
Nelle sinapsi chimiche, invece, lo scambio di informazioni avviene tramite il rilascio di 
agenti chimici, detti neurotrasmettitori, dal terminale presinaptico alle ramificazioni 
dell’assone. 
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Figura 3-6 Struttura della sinapsi. 
 
3.3 Il potenziale di membrana in condizioni di riposo 
 
 La cellula nervosa contiene, ed è immersa in un fluido costituito da acqua (H2O) e sali per 
la maggior parte ionizzati. In particolare nella soluzione si trovano ioni di diversa polarità 
quali Cloro Cl-, Potassio K+, Sodio Na+ , Calcio Ca++ . In condizioni di riposo, tra l'esterno e 
l'interno della cellula esiste una differenza di potenziale di 70mV con l'esterno positivo 
rispetto all'interno. 
L'impulso nervoso si origina nella parte dell'assone prossima al corpo cellulare e consiste 
in una variazione transitoria del potenziale di membrana di riposo. 
La membrana del neurone non è continua ma è costituita da un doppio strato di fosfolipidi 
contenente milioni di passaggi formati da proteine, attraverso i quali gli ioni possono 
attraversare il doppio strato. 
La carica e la differenza di potenziale a cavallo della membrana dipendono istante per 
istante dalle concentrazioni di ioni intra ed extra-cellulari. Gli ioni maggiormente interessati 
alla propagazione dei potenziali d'azione sono Na+ e K+ . In condizioni di riposo, la 
corrente ionica totale è nulla e le concentrazioni di Na+ e K+ sono: 
Na+  intracellulare « Na+  extracellulare 
K+  intracellulare » K+  extracellulare 
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Questo gradiente di concentrazione è mantenuto da un meccanismo chiamato pompa 
sodio-potassio a spese di una grossa energia metabolica. 
La pompa sodio-potassio, a riposo, espelle la maggior parte degli ioni Na+ e porta 
all'interno della cellula ioni K+ . 
Tutti i segnali elettrici sono la conseguenza di variazioni del potenziale di membrana a 
riposo dovute a flussi di corrente attraverso la membrana. 
Dette variazioni possono essere utilizzate per generare messaggi nervosi, in particolar 
modo quando il potenziale di membrana di una cellula nervosa si riduce di 10 mV si 
genera un potenziale d’azione, che transitoriamente annulla il potenziale di membrana e 
ne inverte la polarità. 
3.4 Potenziale d’azione  
 
Quando il neurone è a riposo, molti canali per il Potassio, ma non tutti, sono aperti e gran 
parte dei canali per il Sodio è chiusa. Durante l'impulso si aprono improvvisamente 
moltissimi canali per il Sodio in un breve tratto di fibra nervosa, cosicché quella parte è 
interessata da un forte ingresso dello ione Na+ nella cellula. Si verifica così la 
depolarizzazione della membrana, vale a dire un aumento di carica positiva all'interno del 
neurone. I canali per il Sodio poi si richiudono, mentre si aprono quelli per il Potassio in 
numero maggiore di quando la cellula è a riposo. Tutta la sequenza dura all'incirca un 
millisecondo. I canali del Sodio, una volta aperti, tendono spontaneamente a richiudersi, 
anche se la depolarizzazione viene mantenuta e poi sono incapaci di riaprirsi per qualche 
millesimo di secondo; i canali del Potassio rimangono aperti per tutta la durata della 
depolarizzazione. Per un dato livello di depolarizzazione, il numero di ioni Na+ che entra è 
inizialmente maggiore del numero degli ioni K+ che esce, la membrana diventa negativa 
all'esterno rispetto all'interno. Poco dopo il flusso uscente di ioni K+ predomina e il 
potenziale di membrana viene ripristinato. 
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Figura 3-7 Andamento nel tempo del potenziale d’azione. 
 
Durante la sequenza di eventi che costituisce l'impulso nervoso, e che implica l'apertura e 
la chiusura dei canali, il numero di ioni che effettivamente attraversa la membrana è 
minimo; neppure sufficiente a indurre un cambiamento misurabile nelle concentrazioni 
degli ioni dentro e fuori della cellula. Nel giro di pochi minuti un neurone può generare un 
migliaio di impulsi, e questo fatto potrebbe essere sufficiente ad alterare le concentrazioni 
ioniche, se non fosse per l'attività della pompa che nel frattempo espelle continuamente 
Na+ e introduce K+ per mantenerne i valori di riposo. La ragione per la quale durante un 
impulso spostamenti così piccoli di cariche danno origine a così ampie variazioni di 
potenziale è una semplice questione fisica: la capacità della membrana è piccola, e il 
potenziale è uguale alla variazione di carica diviso per tale capacità. Una depolarizzazione 
della membrana è ciò che innesca l'impulso. Quando si sono aperti tutti i canali possibili 
per lo ione Na+ il potenziale di membrana si è invertito rispetto al suo valore -70mV, 
portandosi ad un valore di +40mV. Questa inversione di potenziale non avviene lungo tutta 
la fibra, perché lo spostamento di cariche richiede tempo; origina in un punto e si propaga 
ad una velocità variabile tra i 0.1 e 10 m/s. In ogni istante esiste una regione attiva in cui si 
verifica un'inversione di potenziale; tale "regione" si allontana dalla cellula lungo la fibra 
verso una zona in cui i canali non sono ancora aperti, lasciandosi dietro canali che si sono 
appena richiusi. Questo evento costituisce l'impulso. E’ proprio l'evento che viaggia lungo 
la fibra nervosa e che costituisce lo spike. La velocità con la quale viene condotto l'impulso 
sembra essere molto importante per diverse funzioni cerebrali e il sistema nervoso ha 
sviluppato un meccanismo speciale per incrementarla. Le cellule gliali avvolgono la loro 
membrana attorno all'assone, formando una guaina per tutto il nervo. Questa struttura, 
chiamata mielina, ha lo scopo di diminuire fortemente la capacità della membrana e quindi 
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la quantità di carica necessaria per depolarizzare il nervo. La guaina mielinica è interrotta 
ogni pochi millimetri e i punti in corrispondenza delle interruzioni si chiamano Nodi di 
Ranvier. Essi permettono alle correnti associate con l'impulso di entrare e uscire 
dall'assone. La conseguenza è che l'impulso nervoso non si sposta lungo la membrana in 
modo continuo, ma salta da un nodo all'altro aumentando così la propria velocità. 
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4 Epilessia 
 
Il termine 'crisi epilettica' descrive una varietà di sintomi neurologici dovuti a una scarica 
elettrica anomala, sincronizzata e prolungata di cellule nervose della corteccia o del tronco 
cerebrale. Il 5% di tutte le persone ha almeno una crisi epilettica durante la sua vita, ma 
non è considerato affetto da epilessia. La diagnosi di epilessia implica una tendenza a crisi 
epilettiche ripetute che colpisce lo 0.5% della popolazione. Crisi epilettiche sono favorite 
da fattori che aumentano l'eccitabilità elettrica delle cellule nervose e abbassano la 
naturale soglia della scarica spontanea: l'uso o la sospensione improvvisa di certi farmaci, 
droghe o alcool; febbre, deficit di sonno, alterazioni degli elettroliti, e infine fattori genetici e 
metabolici. Si parla di epilessia idiopatica o primaria quando la storia clinica e gli esami 
diagnostici non rivelano la causa per crisi epilettiche ripetute. Mentre la maggior parte 
delle epilessie idiopatiche è infatti dovuta a fattori genetici e metabolici ancora sconosciuti 
e si manifesta in età infantile o adolescente, una grande parte delle epilessie secondarie si 
manifesta dopo i 40 anni. Cause di epilessie secondarie sono tumori e traumi cerebrali, 
ischemie o emorragie cerebrali, la trombosi dei seni cerebrali venosi, malformazioni 
vascolari, e malattie infiammatorie del cervello come vasculiti, meningiti, encefaliti o la 
sclerosi multipla.  
Per la diagnosi di epilessia è necessaria un'accurata valutazione dei sintomi e della storia 
clinica, che deve possibilmente comprendere anche le osservazioni dettagliate da parte di 
terzi, in quanto l'alterazione o la perdita di coscienza spesso precludono una descrizione 
dei sintomi da parte del paziente stesso. L'elettroencefalogramma (EEG) rileva l'attività 
elettrica del cervello ed è un'analisi fondamentale nella diagnosi dell'epilessia, perché le 
alterazioni elettriche, spesso molto indicative, possono essere presenti anche in assenza 
dei sintomi. Al di fuori delle crisi epilettiche, però, le alterazioni elettriche possono 
mancare, pertanto un EEG normale registrato al di fuori di una crisi non esclude la 
diagnosi di epilessia. Altri esami diagnostici includono la risonanza magnetica e la TAC 
cerebrale ed esami di laboratorio, e sono indicati per accertare o escludere cause 
specifiche.  
In base alla sintomatologia clinica e al tracciato EEG delle crisi epilettiche si distinguono 
epilessie generalizzate (le scariche anomale iniziano contemporaneamente nei due 
emisferi cerebrali) ed epilessie parziali o focali (le scariche anomale iniziano in una 
determinata parte del cervello). Quando le scariche iniziano localmente per poi diffondersi 
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a tutto il cervello si parla di epilessia secondariamente generalizzata. I più frequenti tipi di 
crisi epilettiche generalizzate e parziali sono:  
• Crisi di tipo tonico-clonico ("grande male"): sono crisi generalizzate che possono 
avere sintomi premonitori (aura: irritabilità, ansia, cefalea) e iniziano con perdita 
della coscienza, deviazione degli occhi in alto per poi continuare con contrazioni 
muscolari generalizzate e simmetriche (fase tonica), che in seguito sono interrotte 
da brevi rilassamenti della muscolatura (fase clonica). L'alternanza tra contrazione 
e rilassamento dà il tipico aspetto di scosse muscolari ritmiche ('convulsioni'), che 
verso la fine dell'attacco diminuiscono di frequenza. Le crisi durano in genere meno 
di un minuto e sono seguite da uno stato confusionale con stanchezza e dolore 
muscolare. Quest'ultimo è dovuto all'intensità delle contrazioni muscolari 
involontarie, che possono anche causare ferite (morso della lingua), traumi cranici o 
fratture ossee.  
• Crisi di assenza ("piccolo male"): sono crisi generalizzate e brevi (meno di 10 
secondi) che si manifestano tipicamente in età infantile e scolastica. Sono 
caratterizzate da un improvviso arresto motorio con uno stato di coscienza 
apparentemente conservato. Tuttavia, durante le crisi di assenza, il bambino non è 
in grado di rispondere e in seguito non ricorda l'episodio. Possono essere 
accompagnate da contrazioni ritmiche della muscolatura mimica o più raramente da 
altri fenomeni di tipo tonico o atonico. 
• Crisi di tipo tonico, atonico o mioclonico: sono crisi generalizzate di breve durata, 
con o senza perdita della coscienza. Si verificano in bambini con sindromi 
epilettiche o durante malattie febbrili. 
• Crisi parziali semplici: sono crisi focali durante le quali coscienza e memoria sono 
conservate. I sintomi sono multiformi perché dipendono dalla localizzazione 
cerebrale delle scariche. Se queste avvengono nella corteccia motoria, i sintomi 
possono consistere nella rotazione della testa e degli occhi e in contrazioni 
muscolari da un lato del corpo. Altri sintomi sono la sensazione di formicolio o 
sensazioni di tipo visivo, uditivo o gustativo anomale. Quando sono coinvolti centri 
nervosi autonomi, i sintomi possono essere avvertiti come disagio nella regione 
addominale, pallore o sudorazione. Infine, i sintomi possono essere psichici con 
sensazioni anomale e improvvise di ansia, una percezione distorta della propria 
persona, dell'ambiente e del tempo, allucinazioni, o la percezione di aver già vissuta 
o mai vissuta una particolare situazione ("déjà vu", "jamais vu"). 
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• Crisi parziali complesse ('psicomotorie'): sono crisi focali con alterazione dello stato 
di coscienza, incapacità di comunicare ed eliminazione della memoria per il tempo 
della crisi. Come nelle crisi parziali semplici, i sintomi dipendono dalla 
localizzazione delle scariche, la quale (al contrario di quanto era suggerito in 
passato) non è limitata al lobo temporale. Iniziano con l'arresto improvviso 
dell'attività corrente e sono spesso caratterizzati da movimenti automatici ripetuti 
della bocca o gesti automatici delle mani, linguaggio automatico e alterato, 
movimenti oculari o comportamento anomalo. 
Normalmente le crisi epilettiche si risolvono spontaneamente entro pochi minuti. Quando 
perdurano o quando si ripetono in modo ravvicinato si tratta di uno stato di male epilettico 
che rappresenta (soprattutto quando le crisi sono di tipo convulsivo) un'emergenza medica 
che richiede terapia immediata. Stati epilettici protratti possono essere letali perché 
possono portare a grave insufficienza respiratoria.  
Oltre ad essere suddivise secondo il tipo di crisi, le epilessie vengono classificate in 
sindromi epilettiche, che raggruppano determinati tipi di crisi con altri aspetti clinici 
caratteristici. Le più importanti sindromi sono l'epilessia del lobo temporale, l'epilessia 
rolandica, le epilessie miocloniche dell'infanzia e dell'età giovanile, l'epilessia con assenze, 
la sindrome di West e la sindrome di Lennox-Gastaut.  
La farmacoterapia dell'epilessia impiega farmaci antiepilettici, che con diversi meccanismi 
stabilizzano le proprietà elettriche della membrana delle cellule nervose, impedendo così 
le scariche elettriche spontanee. Si tratta perciò di una terapia sintomatica che non elimina 
la causa dell'epilessia. Tuttavia garantisce una vita normale a molti pazienti che altrimenti 
sarebbero gravemente limitati o minacciati da frequenti crisi epilettiche. La terapia deve 
tenere conto della situazione e delle esigenze individuali del paziente e va indicata con 
cura, perché è prolungata e con effetti collaterali potenzialmente gravi, che possono 
comunque essere minimizzati nella maggior parte dei casi.  
Circa il 20% delle epilessie non è sufficientemente controllato nonostante l'impiego di 
farmaci multipli a dosaggi sufficienti. In questo caso si propone la terapia chirurgica che 
asporta la regione cerebrale (nella maggior parte dei casi il lobo temporale medio) in cui 
originano le crisi epilettiche. È perciò necessario che questa regione sia ben identificabile 
come origine delle crisi epilettiche e che la sua rimozione non comporti deficit neurologici 
gravi. La terapia chirurgica è di successo nel 70-90% dei casi operati e spesso porta a una 
guarigione completa. Richiede comunque particolare esperienza sia nella fase diagnostica 
sia in quella chirurgica ed è riservata a centri specializzati. 
 19
5 L’elettroencefalogramma 
 
5.1 Introduzione 
 
L’elettroencefalogramma è un  tracciato ottenuto registrando l'attività della corteccia 
cerebrale. Tale attività si evidenzia applicando degli elettrodi al capo. Gli elettrodi, 
posizionati opportunamente sullo scalpo, registrano gli eventi di natura elettrica che si 
verificano nella corteccia sottostante. Questa tecnica  è stata inventata nel 1929 da Hans 
Berger, che rivelò la differenza di potenziale elettrico tra aghi infissi nello scalpo oppure tra 
due piccoli elettrodi posti a contatto della cute sgrassata del cuoio capelluto. Oggi 
l’elettroencefalogramma è un insostituibile  mezzo d'indagine nelle malattie cerebrali 
soprattutto per merito della sua elevatissima risoluzione temporale che consente di 
rivelare in tempo reale eventi che si svolgono nella scala dei millisecondi. È utilizzato nei 
casi di disturbi convulsivi come l'epilessia o per segnalare la presenza di tumori del 
cervello. Viene anche usato per definire la morte cerebrale. Altro merito dell’EEG è quello 
di costituire un mezzo diagnostico non invasivo e non rischioso per pazienti e operatori. 
   
5.2 Natura elettrica del segnale EEG 
  
L'EEG  misura il flusso di corrente extracellulare generato dalla somma delle attività di un 
elevato numero di neuroni. I potenziali di superficie sono dovuti principalmente all'attività 
dei neuroni corticali piramidali disposti nell'area corticale sottostante l'elettrodo. Infatti, il 
segnale EEG è quasi esclusivamente prodotto dai potenziali postsinaptici (eccitatori o 
inibitori) e non dai potenziali d’azione. Ciò è dovuto a due motivi principali: l'ampiezza del 
campo elettrico e magnetico prodotto dalla propagazione di un potenziale d'azione 
diminuisce molto più rapidamente dell'ampiezza dei campi prodotti dai potenziali 
postsinaptici. Inoltre la durata dei potenziali d'azione è molto breve, nell'ordine di 1 
millisecondo, e per produrre un'attività registrabile in modo non invasivo si dovrebbe avere 
un alto livello di sincronizzazione tra i diversi neuroni per rendere possibile una 
sommazione spazio-temporale dei potenziali d'azione. I flussi di correnti sinaptiche sono 
più lenti (10-40 millisecondi) e, anche in assenza di una perfetta sincronizzazione, questi 
potenziali possono sommarsi più efficacemente dei potenziali d'azione e creare differenze 
di campi elettrici e magnetici sufficientemente ampi da poter essere rilevabili. 
 20 
 L'EEG rileva la differenza di potenziale tra un elettrodo attivo, posto al di sopra della sede 
dove si svolge l'attività neurale, e un elettrodo indifferente, collocato ad una certa distanza 
dal primo. La misura che si ottiene è quindi la differenza di potenziale tra aree dello scalpo 
ed è proporzionale alla corrente che scorre nella corteccia cerebrale durante l'eccitazione 
sinaptica dei dendriti di molti neuroni piramidali, che giacciono proprio sotto al cranio. Il 
contributo elettrico di ciascun neurone, infatti, è straordinariamente piccolo ed il segnale 
deve attraversare diversi strati di tessuto non neurale, incluse le meningi, i liquidi che si 
trovano tra le meningi, le ossa del cranio e la pelle, prima di raggiungere gli elettrodi. 
Perciò sono necessari migliaia di neuroni attivati contemporaneamente per generare un 
segnale EEG abbastanza grande da poter essere rilevato.  
 
 
Figura 5-1 Generazione del segnale EEG. 
 
Questo ha un interessante conseguenza sull'ampiezza del segnale EEG. Esso, infatti, 
dipende in grande misura da quanto è sincronizzata l'attività dei neuroni implicati. Difatti, 
se ciascuna cellula riceve la stessa quantità di eccitazione, ma in tempi diversi, i segnali 
sommati risultano esigui ed irregolari. Se tutte le cellule ricevono, invece, la stessa 
eccitazione contemporaneamente, i singoli segnali possono sommarsi, dando origine ad 
un campo elettrico più intenso. In questo caso il numero di cellule attivate e la quantità 
totale di attivazione possono rimanere invariate, ciò che cambia è solo la sincronizzazione 
dell'attività: se l'eccitazione sincrona di questo gruppo di cellule è ripetuta molte volte, 
l'EEG risultante sarà costituito da onde grandi e ritmiche. In effetti i segnali EEG hanno 
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una natura oscillatoria. In generale, nell'uomo normale, i potenziali elettrici registrati sullo 
scalpo hanno ampiezza compresa tra 20 e 100 µV e sono caratterizzati da frequenze che 
variano da 1 a circa 60 Hz. Circa il 90 % del segnale EEG sembra altamente casuale nel 
senso che non è riconducibile a particolari stati mentali ed, essendo difficilmente 
interpretabile, di solito si definisce “attività di fondo” o più brutalmente “rumore”.  Oltre a 
questo rumore di fondo, nel corso dei numerosi studi di elettroencefalografia sono state 
identificate particolari forme d'onda, dette oscillazioni o ritmi EEG, che possono essere 
buoni indicatori di patologie o lesioni o semplicemente dello stato di rilassamento del 
soggetto. Queste sono spesso correlate a particolari stati comportamentali (quali i livelli di 
attivazione, il sonno e la veglia) e patologici (accessi o coma). I ritmi sono classificati sulla 
base dell'intervallo di frequenze entro cui variano, e ciascun intervallo viene identificato 
attraverso una lettera greca. 
 
5.3 I principali ritmi EEG 
 
• I ritmi delta (δ) sono piuttosto lenti, inferiori a 4 Hz, spesso di grande ampiezza, e 
sono un elemento caratteristico di sonno profondo, di condizioni patologiche come il 
coma o forme tumorali.  
• I ritmi teta (θ) sono di 3-7 Hz e si registrano durante alcuni stati di sonno (hanno la 
maggiore ampiezza). 
• I ritmi alfa (α) sono di circa 8-13 Hz e sono associati con stati di veglia rilassata (si 
registrano meglio dai lobi parietali ed occipitali, la parte posteriore del cervello). La 
desincronizzazione del ritmo alfa, cioè la diminuzione dell'ampiezza delle 
onde,potrebbe essere correlata ad una maggiore disponibilità delle reti corticali 
all'input sensoriale o al comando motorio. 
• I ritmi beta (β) e i ritmi gamma (γ) comprendono tutte le frequenze maggiori di circa 
14 Hz (14-30 Hz e >30 Hz rispettivamente) e sono indicativi di una corteccia attivata 
(si osservano di norma a livello delle aree frontali, ma si possono registrare anche 
da altre regioni corticali; durante l'attività mentale intensa hanno l'ampiezza 
minima).  
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Tipo di 
ritmo 
Frequenza 
Hz 
Ampiezza 
(µV) Stati mentali, livelli di coscienza 
Delta (δ) 0,5-3 20-200 Condizioni patologiche 
Teta (θ) 3-7 5-100 Sonno profondo 
Alfa (α) 8-13 10-200 Rilassamento mentale 
Beta (β) 14-30 1-20 Attenzione, concentrazione, aree corticali 
attivate 
Gamma (γ) >30 1-20 Attenzione, concentrazione, aree corticali 
attivate 
 
In generale, i ritmi ad alta frequenza e bassa ampiezza sono associati a stati di vigilanza e 
di veglia, o agli stadi del sonno in cui si sogna. I ritmi a bassa frequenza e grande 
ampiezza sono associati a stati del sonno in cui non si sogna, o a uno stato patologico 
(coma). Infatti, quando la corteccia è fortemente impegnata nell'elaborazione delle 
informazioni, siano esse generate da input sensoriali o da processi interni, il livello di 
attività dei neuroni corticali è relativamente alto, ma anche relativamente non sincronizzato 
su ampie zone della corteccia. In altre parole, ciascun neurone, o piccolo gruppo di 
neuroni, è fortemente implicato in aspetti leggermente differenti di un compito cognitivo 
complesso; esso, infatti, scarica rapidamente, ma non troppo simultaneamente alla 
maggior parte dei suoi vicini. Questo porta ad una bassa sincronia, così che l'ampiezza 
dell'EEG è bassa, e le onde beta sono dominanti. Al contrario, durante il sonno profondo, i 
neuroni corticali non sono implicati nell'elaborazione delle informazioni, ed un grosso 
numero di essi è ritmicamente eccitato da un input comune, lento e fasico. In questo caso 
la sincronia è alta, così che l'ampiezza dell'EEG risulta anch'essa alta. 
 
5.4  Strumenti per rilevazione dell’EEG (Elettroencefalografo) 
 
La strumentazione necessaria per la registrazione di un elettroencefalogramma (EEG) 
comprende elettrodi, amplificatori differenziali e filtri. Negli elettroencefalografi tradizionali 
(analogici) sono presenti un ulteriore stadio di amplificazione e un sistema scrivente, 
generalmente a penne. Viceversa, nei sistemi digitali si trovano un convertitore analogico-
digitale, un computer, un monitor per la visualizzazione delle tracce, dischi magnetici e/o 
ottici per l’archiviazione permanente delle informazioni. 
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5.5 Disposizione degli elettrodi: sistema internazionale 10/20 
 
Al fine di realizzare una corretta registrazione dei segnali EEG è fondamentale il corretto 
posizionamento degli elettrodi sullo scalpo e la  corretta derivazione del segnale dagli 
stessi. Il sistema di riferimento attualmente accettato, che cioè permette una relativa 
costanza e comparabilità tra diversi esami, è il sistema internazionale 10/20. Le posizioni 
standard vengono identificate con una lettera ed un numero. Le lettere sono: 
F = frontale  T = temporale  C = centrale 
P = parietale  O = occipitale  A = orecchio 
I numeri pari si riferiscono all’emisfero destro, i dispari al sinistro. 
Z indica la linea centrale. 
A1 ed A2 sono in corrispondenza dei lobi delle orecchie e sono usati come riferimento. 
• Posizionamento antero-posteriore: 
partendo dal vertice si misura la distanza tra nasion e inion e si calcolano le 
distanze come mostra la figura1. 
• Posizionamento nel piano coronale: 
si misura la distanza tra i punti preauricolari destro e sinistro e si calcolano le distanze 
come mostra la Figura 5-2. 
 
    
 
Figura 5-2 Disposizione degli elettrodi secondo il sistema internazionale 10/20. 
 
Il montaggio standard è a 19 elettrodi.  Esso possiede  una risoluzione spaziale limitata in 
quanto i tessuti interposti tra gli elettrodi e la corteccia cerebrale agiscono da filtro, 
modificando il segnale corticale e diffondendolo ad elettrodi distanti dalla reale sorgente.  
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È possibile aumentare le informazioni spaziali fornite dall’EEG utilizzando un numero 
maggiore di elettrodi. In questo caso si parla di sistema internazionale 10/20 esteso, e gli 
elettrodi nelle posizioni intermedie vengono chiamati elettrodi sovrannumerari. Nella 
fFigura 5-3, la posizione dei 19 elettrodi standard è evidenziata in rosso, la posizione degli 
elettrodi supplementari in verde (montaggio a 32 elettrodi) e in bianco (montaggio a 64 
elettrodi). 
 
 
 
Figura 5-3 Sistema internazionale 10/20 esteso. 
 
Esistono tre tipi di connessione: unipolare, bipolare, e riferita alla media. 
Nella connessione unipolare un elettrodo è preso come riferimento comune per tutti gli 
altri. La traccia assume la sigla dell’elettrodo da cui ha origine. 
Nella connessione riferita alla media tutti gli elettrodi vengono collegati tra loro con una 
rete resistiva. L’uscita della rete è presa come riferimento. Anche in questo caso la traccia 
assume la sigla dell’elettrodo da cui ha origine. 
Infine, nella connessione bipolare non si usa alcun riferimento. Si utilizzano le differenze di 
tensione tra coppie di elettrodi. Ciò permette una localizzazione più precisa delle zone di 
attività. In questo caso la traccia assume la sigla dei due elettrodi su cui viene effettuata la 
differenza.  
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Fp1
Fp2
F3
F4
C3
C4
P3
P4
O1
O2
F7
F8
T7
T8
P7
P8
Fz
Cz
Pz
Oz
 
Figura 5-4 EEG unipolare. 
 
Fp2-F4
F4-C4
C4-P4
P4-O2
Fp2-F8
F8-T8
T8-P8
P8-O2
Fp1-F3
F3-C3
C3-P3
P3-O1
Fp1-F7
F7-T7
T7-P7
P7-O1
Fz-Cz
Cz-Pz
Pz-Oz
 
Figura 5-5 EEG bipolare. 
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6 Risonanza magnetica nucleare 
 
6.1 Introduzione 
 
La risonanza magnetica nucleare è una tecnica usata per ottenere immagini accurate del 
corpo umano. Si basa sull’interazione tra i nuclei atomici e i campi magnetici esterni. 
Questa proprietà fu scoperta, contemporaneamente ed indipendentemente, da Felix Bloch 
e Edward Mills Purcell nel 1946, e valse loro il premio nobel per la fisica nel 1952.  
Il successo della risonanza magnetica nucleare è dovuto a tre fattori principali: 
l’acquisizione di immagini di sezioni (secondo piani con orientamento qualsiasi) e di 
volumi; l’osservazione di grandezze fisiche caratteristiche della struttura tissutale con 
notevole capacità di discriminare i tessuti molli; l’uso di radiazioni elettromagnetiche non 
ionizzanti. A questi si sono aggiunte negli anni ’90 le potenzialità della cosiddetta 
risonanza magnetica funzionale (fMRI). 
 
6.2 Principi della risonanza  
 
Il fenomeno della risonanza magnetica (RM) si basa sulla proprietà dei nuclei di possedere 
un momento angolare intrinseco detto spin nucleare “ I
r
”. Questa caratteristica è presente 
in numerosi nuclei atomici tra i quali riveste particolare importanza per l’imaging 
diagnostico l’idrogeno 1H (protone). 
Si può assumere come modello semplificato del protone una sfera di massa m e raggio a 
con carica elettrica e distribuita uniformemente. 
 
Figura 6-1 Modello semplificato del protone. 
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Quando la sfera ruota, ciascun elemento di massa traccia un percorso circolare e 
contribuisce a formare il momento angolare J
r
 dovuto alla rotazione (momento della 
quantità di moto). 
 
    IhJ rr π2=  
 
Secondo le leggi dell’elettromagnetismo, su una sfera carica elettricamente e ruotante 
intorno ad un asse passante per il centro di massa, ciascun elemento di carica 
contribuisce a formare un momento magnetico µr  allineato con l’asse di rotazione. Nello 
stesso modo ad ogni nucleo con spin 0≠Ir  è associato un momento angolare Jr   e un 
momento magnetico µr . Il momento angolare e il momento magnetico sono legati dalla 
seguente relazione: 
 
   IhJ rrr πγγµ 2⋅=⋅=  
 
La costante di proporzionalità  γ si chiama rapporto giromagnetico, si misura in MHz/T,  ed 
è una caratteristica dello specifico nucleo atomico. La seguente tabella riporta le proprietà 
magnetiche di alcuni nuclei.  
 
Nucleo Spin
Rapporto giromagnetico 
π
γ
2
 (MHz/T) 
1H (idrogeno) 1/2 42.577 
23Na (sodio) 3/2 11.268 
31P (fosforo) 1/2 17.254 
19F (fluoro) 1/2 40.077 
17O (ossigeno) 5/2 5.774 
 
 
Quando un nucleo con spin diverso da zero è immerso in un campo magnetico statico 0B
r
, 
è sottoposto ad un momento torcente 0B
rr ×µ  che tende ad allinearlo lungo la direzione 
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del campo esterno. L’intensità del campo magnetico esterno e l’energia termica 
determinano se il nucleo si allineerà nel verso parallelo (condizione di minima energia) o 
antiparallelo (condizione di massima energia) al campo. L’equazione che descrive il moto 
del nucleo risulta 
0Bdt
Ld rr
r
×= µ  
Dove con L
r
 è stato indicato il momento angolare totale del nucleo. 
Moltiplicando ambo i membri per γ  e sapendo che Lrr ⋅= γµ , si ottiene 
0Bdt
d rrr ×⋅= µγµ  
La cui soluzione fornisce il moto di precessione di µr  intorno a 0B
r
 che si svolge a una 
frequenza che è caratteristica del nucleo e del campo applicato: frequenza di Larmor. 
0B
rr ⋅−= γω  
µωωµµ rrrr
r
×=×−=
dt
d
 
Per la magnetizzazione risultante M
r
,data dalla somma vettoriale di tutti i momenti 
magnetici, s i può scrivere un’equazione simile: 
0BMdt
Md rr
r
×⋅= γ  
Essendo i nuclei allineati parallelamente in numero maggiore di quelli allineati in direzione 
antiparallela la magnetizzazione netta M
r
 risulta orientata nel verso di 0B
r
. 
 
Figura 6-2 Moto di precessione di M
r
 intorno alla direzione del campo 0B
r
 a frequenza di Larmorωr . 
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Figura 6-3 Orientamento dei nuclei: a sinistra in assenza di campo magnetico; a destra il campo 
magnetico 0B
r
  induce una magnetizzazione netta M
r
. 
 
 
 
A parità di 0B
r
, materiali con differenti valori di γ rispondono con una diversa frequenza 
angolare. Per esempio, usando i valori della precedente tabella si calcola che la frequenza 
di Larmor dell’idrogeno con un campo magnetico di 1.5 T è 63,85MHz. 
 
 
Per osservare fenomeni di risonanza, deve essere applicata ai nuclei un’onda 
elettromagnetica propagantesi nella direzione del campo esterno 0B
r
, polarizzata 
circolarmente nel piano perpendicolare alla direzione di 0B
r
, e variabile alla frequenza di 
Larmor. In queste condizioni l’atomo acquista energia e risuona. Si parla di condizione di  
risonanza magnetica del nucleo. Il campo magnetico che la provoca si chiama campo di 
eccitazione o campo a radio frequenza, essendo la frequenza di Larmor dell’idrogeno 
entro la banda delle radio frequenze per tutti i valori significativi di 0B
r
 (0,1 - 4 T). In 
conclusione per ottenere la condizione di risonanza dei protoni si deve applicare un campo 
magnetico totale dato da: 
 
( )tsenytxBzBB ⋅⋅+⋅⋅+⋅= ωω ˆcosˆˆ 10r  
 
Per descrivere il moto della magnetizzazione in presenza del campo rotante è utile 
scegliere un sistema di riferimento che ruoti intorno a 0B
r
 nella stessa direzione in cui 
precedono gli spin con frequenza pari a quella di oscillazione del campo 1B
r
. In tale 
riferimento, nella condizione di risonanza, i nuclei sono sottoposti ad un campo efficace 
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x'z' ⋅+⋅⎟⎟⎠
⎞⎜⎜⎝
⎛ −= 10 BBBeff γ
ωr
 
 
 Dove x' , y' , z'  sono i versori degli assi del sistema rotante. 
 Si ricava che  
 
x'⋅= 1BBeff
r
 
 
Ovvero nel sistema rotante la magnetizzazione precede intorno all’asse x'  con velocità 
1B⋅γ . Quindi, dopo un tempo t,  0M
r
 ha ruotato intorno a x'  di un angolo α  dato da 
 
tB ⋅⋅= 1γα  
 
L’angolo a si chiama angolo di flip (flip angle) ed è un parametro essenziale dei metodi 
delle sequenze di eccitazione usate in NMR. 
 
6.3 Eccitazione a impulsi o RF 
 
Nella tecnica di eccitazione a impulsi la risonanza viene indotta attivando il campo a radio 
frequenza per un tempo tw  definito dalla seguente relazione: 
 
wtB ⋅⋅= 1γα  
Sotto l’effetto del  campo di eccitazione il vettore magnetizzazione viene perturbato dalla 
sua posizione di equilibrio cosicché diventano non nulle le sue componenti nel piano xy 
(componenti trasverse).  
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Figura 6-4 Angolo di flip α. 
 
 
In particolare la magnetizzazione può trovarsi ai seguenti angoli: 
α=π/2, la magnetizzazione giace nel piano xy (impulso a 90°). 
α=π, la magnetizzazione è diretta lungo –z (impulso a 180°). 
 
6.4 Ricezione del segnale 
 
Una volta cessata l’eccitazione il vettore magnetizzazione tende a riportarsi nella sua 
posizione di equilibrio (decadimento) inducendo, in una bobina ricevente posta nel piano 
xy, un segnale alla frequenza di Larmor detto segnale di decadimento libero FID (free 
induction delay). Il decadimento avviene secondo due costanti di tempo caratteristiche: T1 
e T2 . 
T1 è la costante di tempo secondo cui la componente longitudinale di M
r
 torna alla 
posizione di equilibrio e si definisce tempo di rilassamento longitudinale o spin-reticolo. T2 
invece caratterizza il decadimento delle componenti trasversali: immediatamente dopo 
l’impulso a radio frequenza tutti gli spin precedono in fase; venendo meno l’eccitazione 
gradualmente essi perdono la coerenza di fase cosicché il loro effetto tende a zero in 
maniera esponenziale. T2 si definisce anche tempo di rilassamento magnetico nucleare 
trasversale o spin-spin. Eventuali disomogeneità di campo magnetico comportano un 
maggiore defasamento con un’ulteriore riduzione del tempo di rilassamento trasversale. Si 
definisce quindi un tempo di rilassamento efficace T2* che tiene conto di tale effetto. Risulta 
sempre T2* < T2  <  T1 e generalmente    T2  << T1. 
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Figura 6-5 Tempo di rilassamento per la materia grigia a 1,5 T: a sinistra T1 (950 ms), a destra T2  
(100 ms). 
 
         
         
 
 
Figura 6-6 Andamento del FID. 
 
 
*
2)cos(),( T
t
xy eFtAyxFID
−
⋅+⋅= ω . 
 
Dato che il segnale rilevabile dal ricevitore è di debole intensità,per migliorare il rapporto 
segnale-rumore si ricorre alla tecnica di “averaging”: Il segnale FID viene ottenuto più volte 
ripetendo con un certo intervallo di tempo l’impulso di eccitazione. L’intervallo di ripetizione 
TR è una variabile molto importante nel processo di formazione dell’immagine: tempi 
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troppo brevi non permettono a tutti i nuclei, eccitati dall’impulso a radio frequenza, di 
tornare all’equilibrio; d’altra parte maggiore è TR e maggiore è la durata dell’esame. 
Nella seguente tabella sono riportati i valori della densità degli spin dell'idrogeno, del T1 e 
del T2 per i comuni tessuti che compongono il cervello. 
 
 
Tessuto T1 (s) T2 (ms) ριϖ 
CSF 0.8 - 20 110 - 2000 70 - 230
Bianca 0.76 - 1.08 61-100 70 - 90
Grigia 1.09 - 2.15 61 - 109 85 - 125
Meningi 0.5 - 2.2 50 - 165 5 - 44 
Muscolo 0.95 - 1.82 20 - 67 45 - 90
Grasso 0.2 - 0.75 53 - 94 50 - 100
                             
 
6.5 Codifica spaziale 
 
Oltre al campo magnetico statico e all’impulso a radio frequenza, vengono applicati dei 
campi lentamente variabili: i cosiddetti gradienti di localizzazione spaziale. Essi vengono 
prodotti tramite bobine supplementari dette bobine dei gradienti e hanno intensità non 
superiore a una piccola frazione del campo statico 0B
r
. Usualmente le tre direzioni dello 
spazio vengono definite in modo da avere l’asse z coincidente con l’asse del magnete (e 
quindi del paziente), l’asse x in direzione orizzontale, l’asse y in direzione verticale. 
Tra i vari metodi di ricostruzione dell’immagine riportiamo, come esempio, la procedura di 
acquisizione planare mediante trasformata di Fourier. 
Il gradiente nella direzione z è usato tipicamente per la selezione del piano (slicev). Viene 
applicato un gradiente di campo magnetico lineare cosicché l’intensità del campo 
magnetico e, conseguentemente, la frequenza di Larmor aumenti lungo la direzione z. In 
pratica, tutti i protoni del piano a quota z hanno frequenza di Larmor: 
 
                                      
iv Based on ρ=111 for 12mM aqueous NiCl2 
v Con il termine slice si indica una sezione tomografica del sistema di interesse. 
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 )( 0 zGB yz += γω .  
 
Lo spessore ∆z della sezione dipende dall’intensità del gradiente e dallo spettro di 
frequenza dell’impulso RF nel seguente modo: 
 
z
RF
G
z ⋅
∆=∆ γ
ω
. 
 
A questo punto, gli spin di una stessa slice, ribaltati nel piano xy tramite l’impulso a radio 
frequenza e il procedimento di selezione del piano, precedono tutti in fase e alla stessa 
frequenza di risonanza intorno al campo magnetico statico.  
Se adesso si applicano i gradienti xG  e yG  rispettivamente per gli intervalli di tempo xt  e 
yt , il vettore di magnetizzazione M
r
 effettua moti di precessione con pulsazioni: 
 
)( 0 xGB xx ⋅+= γω ,  )( 0 yGB yy ⋅+= γω . 
 
Il primo gradiente introduce una codifica di fase: la fase, al termine dell’intervallo xt , 
dipende dalla posizione dei nuclei lungo la direzione x secondo la relazione: 
 
xxxxx txGBt ⋅⋅+=⋅=Φ )( 0γω . 
 
yG  effettua la codifica di frequenza: al termine dell’intervallo ty gli spin precedono con 
diversa frequenza di risonanza e risultano ulteriormente sfasati lungo l’asse  x.  
Il gradiente yG  viene applicato durante la fase di registrazione del segnale infatti è anche 
detto gradiente di lettura. 
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Figura 6-7 Applicazione del gradiente Gz e piano eccitato. 
 
 
Figura 6-8 Codifica spaziale 2D. Fase e frequenza degli spin dipendono dalla localizzazione spaziale. 
 
Usando tutti e tre i gradienti si può ottenere la codifica spaziale tridimensionale. 
Il segnale registrato è funzione del tempo, della codifica di fase e della codifica di 
frequenza: 
 
( )PEyx TGGtSS ,,,=  
 
Dove TPE è il tempo di applicazione del gradiente di codifica di fase yG . Introducendo le 
seguenti grandezze: 
 
tGk xx ⋅⋅= γ  
PEyy TGk ⋅⋅= γ  
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Tramite un cambiamento di coordinate si può descrivere il segnale secondo il formalismo 
del k-space, che consiste nella rappresentazione dei dati registrati nello spazio delle 
coppie (kx, ky): 
 
( )yx kkSS ,=  
 
Per passare dal k-space all’immagine si opera la trasformata di Fourier bidimensionale di 
ciascuna slice. I volumi si ricostruiscono a partire dalle slice. 
 
 
Figura 6-9 Conversione tra K-space e spazio dell’immagine. 
 
6.6 Le sequenze 
 
 
Le principali sequenze usate per produrre immagini di risonanza magnetica sono: la spin 
echo (SE) e la gradient recalled echo (GRE). Le due si differenziano principalmente per il 
modo in cui viene applicato l’impulso a radio frequenza. 
6.6.1 La sequenza spin echo (SE) 
 
Come noto, gli spin cominciano a perdere la coerenza di fase dopo l’applicazione 
dell’impulso a 90°. Grazie a questa proprietà, è possibile registrare un segnale chiamato 
eco.  Nella sequenza spin echo, vengono prima di tutto applicati il gradiente in direzione z 
e l’impulso di eccitazione a RF tale da indurre (nel caso illustrato) un ribaltamento di 90° 
degli assi di precessione. Al termine di questo impulso ha inizio il processo di rilassamento 
che dà luogo al segnale FID. Questo, tuttavia, non viene raccolto: si preferisce piuttosto, 
per considerazioni legate alla struttura del ricevitore, applicare, dopo un certo tempo, un 
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impulso di eccitazione a 180 gradi che ha l’effetto di rifasare il moto di precessione dei 
nuclei producendo un eco che costituisce il reale segnale acquisito. 
 
Figura 6-10 Sequenza SE. 
 
Le sequenze spin echo vengono usate per ricavare immagini di T1, T2 e della densità di 
protoni. Sono caratterizzate da buona qualità dell’immagine e consentono di ottenere 
dettagliate ricostruzioni anatomiche. 
 
 
6.6.2 La sequenza gradient recalled echo (GRE) 
 
Nella sequenza GRE, l’impulso di eccitazione RF produce un angolo di flip, α, tipicamente 
tra 0° e 90°. L’eco è formata attivando un gradiente di polarità opposta (eco di gradiente), 
e quindi l’impulso a 180° presente nella sequenza spin echo non è necessario. 
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Figura 6-11 Sequenza GRE. 
 
Un angolo di flip piccolo permette che il decadimento longitudinale della magnetizzazione 
sia rapido, quindi un nuovo impulso a radio frequenza può essere applicato dopo poco 
tempo rendendo le sequenze GRE più veloci delle SE.  
Le sequenze gradient recalled echo possono essere usate per ottenere immagini relative 
ai tempi di decadimento T1 e T2* e alla densità dei protoni. A causa dell’assenza 
dell’impulso a 180°, gli effetti, correlati a T2*, delle disomogeneità dei campi magnetici non 
sono eliminati, e le immagini legate a T2  non possono essere acquisite.  
  
 
6.6.3 La sequenza Echo Planar Imaging (EPI) 
 
L’echo planare è una sequenza di imaging di risonanza magnetica molto veloce: si 
possono ottenere immagini in tempi inferiori a 100 ms pur mantenendo contrasti simili alle 
sequenze spin echo e gradient recalled echo. Le sequenze convenzionali di imaging, 
infatti, registrano una linea del k-space ad ogni passo della codifica di fase. Poichè si ha 
un passo della codifica di fase ogni TR secondi, il tempo richiesto per la produzione 
dell'immagine è dato dal prodotto di TR per il numero di passi della codifica di fase. 
L'imaging echo planare, invece, registra tutte le linee dello spazio-k in un singolo TR.  
Nella Figura…. È rappresentato un diagramma temporale per una sequenza di imaging 
echo planare. 
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Figura 6-12 Sequenza EPI. 
 
 
L’impulso RF a 90o viene applicato insieme ad un gradiente di selezione della slice Gs. 
Successivamente vengono applicati un impulso di gradiente di codifica di fase iniziale Gφ e 
un impulso di gradiente di codifica di frequenza iniziale Gf per posizionare gli spin 
nell'angolo dello spazio-k. Segue un impulso a 180° . Dopodichè le direzioni della codifica 
di fase e di frequenza sono alternate così da scandire rapidamente l'intero k-space. 
Lo sviluppo dell'imaging echo planare ha permesso di produrre immagini di risonanza 
magnetica in tempo reale. La sua più grande applicazione è la risonanza magnetica 
funzionale del cervello. L'imaging funzionale è quello che collega funzioni del corpo o 
pensieri a specifiche zone del cervello.  
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6.7 Struttura della risonanza  
 
 
Figura 6-13 Rappresentazione schematica dell’hardware della risonanza. 
 
Nella parte superiore dello schema si trovano i componenti dell'apparecchiatura localizzati 
nella stanza del tomografo. Il magnete produce il campo magnetico 0B
r
. All’interno del 
magnete ci sono le bobine dei gradienti che producono i gradienti di 0B
r
 nelle direzioni x, y 
e z. Dentro le bobine dei gradienti c'è la bobina di RF, che produce il campo magnetico 
1B
r
. La bobina di RF inoltre acquisisce il segnale proveniente dagli spin presenti all'interno 
del corpo. Il paziente viene posizionato dentro al magnete su di un lettino controllato da un 
computer. La stanza dove ha luogo la scansione e' circondata da uno schermo per RF il 
quale impedisce che gli impulsi RF di alta potenza possano irradiare le zone circostanti e 
che i vari segnali RF provenienti da stazioni televisive e postazioni radio siano captati 
dall'apparecchio. 
Il controllo dell'apparecchiatura di RM e di tutti i suoi componenti è effettuato con un 
computer. I componenti della sezione RF (rappresentati nella figura in verde) sono la 
sorgente RF e il programmatore di impulsi. La sorgente produce un'onda sinusoidale della 
frequenza desiderata. Il programmatore di impulsi genera impulsi a RF. l'amplificatore RF  
ne aumenta la potenza dai mW ai kW.  
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La sezione dedicata alla formazione dei gradienti di codifica spaziale è rappresentata nella 
figura in arancione. Essa comprende il programmatore degli impulsi di gradiente che 
stabilisce la forma e l'ampiezza di ciascuno dei tre gradienti di campo, e l'amplificatore dei 
gradienti che ne aumenta la potenza a un livello sufficiente per "pilotare" le relative bobine.  
L'operatore seleziona e personalizza la sequenza di imaging attraverso una consolle. Egli 
può vedere le immagini su un video facente parte della consolle o in alternativa stamparne 
una copia su pellicola.  
 
6.8 La risonanza magnetica funzionale (fMRI) 
 
Fino a poco tempo fa la risonanza magnetica era usata prevalentemente in sede clinica 
per visualizzare la struttura dell’encefalo e eventuali alterazioni strutturali (tumori, edemi). 
Di recente, invece, è stato osservato che il suo segnale è in grado di riflettere le variazioni 
emodinamiche legate l’attività neuronale. Infatti, l’attivazione neurale è accompagnata da 
locali aumenti del flusso sanguigno cerebrale. L’aumento del flusso sanguigno ha come 
effetto un aumento locale della concentrazione di emoglobina ossigenata 
(ossiemoglobina), e una relativa diminuzione nella concentrazione dell’emoglobina non 
ossigenata (desossiemoglobina). La variazione del rapporto tra ossiemoglobina e 
desossiemoglobina determina un cambiamento nel segnale MR che può essere sfruttato 
per indagini sull’attività neurale. A partire da queste osservazioni, sono stati sviluppati 
diversi tipi di sequenze sensibili ai parametri correlati al funzionamento del cervello, come 
la perfusione, il volume sanguigno e l’ossigenazione del sangue. La tecnica più 
frequentemente usata è chiamata BOLD (Blood Oxygenation Level Dependent). Essa 
sfrutta la diversa suscettività magnetica dell’emoglobina ossigenata (diamagnetica) a 
deossigenata (paramagnetica) e il fatto che le proporzioni relative di queste ultime nel 
sangue cambiano in seguito all’aumento dell’attività neurale. Il sangue deossigenato, 
paramagnetico, genera campi magnetici locali che interrompono l’omogeneità del campo 
applicato esternamente. Queste disomogeneità provocano uno sfasamento irreversibile 
degli spin nucleari del tessuto circostante e una conseguente perdita di segnale da quel 
tessuto. Quindi un aumento della concentrazione di desossiemoglobina determina una 
perdita del segnale locale fMRI. L’entità dell’aumento di desossiemoglobina dovuto 
all’attività neurale dipende dall’aumento di flusso ematico cerebrale regionale e dalla 
variazione della frazione di ossigeno legato. Poiché con l’attivazione il consumo di O2 
aumenta meno del flusso sanguigno, l’aumento di ossiemoglobina dovuto all’incremento di 
 42 
flusso sanguigno supera di gran lunga la diminuzione causata dalla conversione 
dell’emoglobina nella forma deossigenata, dovuta al consumo di O2. Questo porta ad un 
aumento netto della concentrazione di ossiemoglobina e, di conseguenza, un aumento del 
segnale BOLD. Il sangue stesso può quindi essere usato come agente di contrasto 
naturale.  
Questo meccanismo è rappresentato nella Figura 6-14: in condizioni di base (immagine a 
sinistra) l’ossigeno (in rosso) diffonde nelle cellule attraverso le pareti dei vasi (frecce 
nere). Le quantità relative di emoglobina ossigenata (ovali grigi contenenti gli ovali rossi) e 
di emoglobina deossigenata determinano in parte l’intensità del segnale nello stato attivo. 
Durante l’attivazione neuronale (immagine a destra) il flusso sanguigno (freccia 
orizzontale) aumenta. La quantità di ossigeno che abbandona il capillare aumenta solo 
leggermente durante l’attivazione: tuttavia gli aumenti di flusso causano un grande 
aumento della quantità di emoglobina ossigenata rispetto a quella deossigenata. 
L’aumento della frazione di emoglobina ossigenata porta a un aumento netto del segnale 
rispetto alla condizione di base. 
 
 
 
           
Figura 6-14 Meccanismo di formazione del segnale BOLD. 
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7 Il sistema di acquisizione EEG 
 
7.1 Braincap 
 
               
 
Figura 7-1 Braincap. 
 
 
Il braincap è una “cuffia” su cui sono disposti, secondo lo standard internazionale 10/20, 
trentadue elettrodi non magnetici di Ag/AgCl sinterizzato. Gli elettrodi hanno forma 
circolare e sono alloggiati in supporti di materiale plastico la cui forma consente buona 
aderenza degli elettrodi al capo e alta tollerabilità da parte del paziente. La forma circolare 
degli elettrodi permette anche di inserire all’interno del “buco” la pasta conduttrice. I fili di 
collegamento degli elettrodi sono raccolti sulla sommità della testa per evitare che tra gli 
stessi si formino spire capaci di concatenarsi col campo magnetico. 
 
 
 
Figura 7-2 Elettrodo  di Ag/AgCl sinterizzato. 
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7.2 Brainamp 
 
 
Figura 7-3 Brainamp. 
 
Il brainamp è un amplificatore non magnetico e schermato alimentato con batterie al litio. 
Queste caratteristiche lo rendono adatto a lavorare all’interno dello scanner della 
risonanza magnetica.  
Il dispositivo è formato, in realtà, da tre parti: l’amplificatore vero e proprio, il cavo a fibra 
ottica, e l’adattatore USB2 per la comunicazione dei dati al personal computer. Per ulteriori 
dettagli si veda l’ Allegato 2. 
 
7.3 Il software di registrazione 
 
Il software impiegato per l’acquisizione del segnale EEG è il Brain Vision Recorder 
versione 1.03. Si tratta di uno strumento dedicato alla ricerca medica attraverso il quale 
l’operatore può personalizzare le caratteristiche dell’acquisizione: numero di elettrodi 
abilitati, filtri applicati al segnale, tipo di  montaggio. Oltre alla funzione per memorizzare il 
tracciato, sono disponibili anche una funzione per la misura dell’impedenza degli elettrodi, 
e una funzione per la visualizzazione “in diretta” del segnale. 
Brain Vision Recorder  può funzionare abbinato ad un modulo che permette la 
visualizzazione del tracciato EEG on-line, cioè in tempo reale durante la scansione. 
Questo modulo si chiama Brain Vision RecView e la versione che è stata impiegata per 
questo lavoro di tesi è la 1.0. 
La visualizzazione del segnale on-line presenta notevoli difficoltà perché si basa su un 
algoritmo di eliminazione degli artefatti di tipo predittivo, per il quale è necessario che il 
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tempo che intercorre tra due successivi gradienti sia conosciuto esattamente o almeno 
con accuratezza maggiore dell’intervallo di campionamento ( in questo caso 0.2 ms). 
 
7.4 Il software di analisi 
 
Per l’analisi dei tracciati EEG è stato usato il Brain Vision Analyzer versione 1.05. 
Anch’esso è un software sviluppato per essere impiegato come strumento di ricerca 
medica. Dispone di numerose funzioni per l’elaborazione del segnale EEG sia nel dominio 
del tempo che della frequenza. Per questo lavoro di tesi è stata sfruttata principalmente la 
funzione di riduzione degli artefatti da gradiente (funzione MRI artifact correction), che è 
stata sviluppata in accordo all’algoritmo IAR (bibliografia rif. 8) i cui punti principali sono 
discussi nel seguito. 
 
8 Il sistema di acquisizione per immagini RM 
 
8.1 La risonanza 
 
L'apparecchiatura RM in dotazione al Laboratorio è del tipo GE Signa Horizon Echospeed 
1.5 Tesla, con gradienti di intensità di 23 mT/m ed una velocità di 120 mT/s. La macchina 
è dotata di workstation di post-processing per l’ elaborazione dei dati di imaging 
tradizionale morfologico, spettroscopia, funzionale, diffusione, perfusione; è disponibile 
inoltre un sistema per il monitoraggio dei parametri cardiocircolatori e respiratori del 
paziente e un sistema per la proiezione degli stimoli visivi per studi fMRI. 
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9 Il sistema di registrazione 
 
 
Figura 9-1 Schema a blocchi dell’hardware di acquisizione. 
 
Nel sistema di registrazione EEG il segnale, proveniente dagli elettrodi, attraversa un 
primo filtro (non facente parte del front end dell’amplificatore) il cui scopo è “tagliare” le 
componenti del segnale a radio frequenza. Tali componenti sono infatti al di fuori della 
banda utile del segnale EEG e non portano informazione. Il filtro a radio frequenza 
introduce un’attenuazione di 70 dB a 85 MHz. 
Lo stadio successivo comprende un amplificatore da strumentazione con guadagno 10. 
Questo valore del guadagno è scelto in modo da essere abbastanza piccolo da evitare 
che in corrispondenza dell’artefatto l’amplificatore saturi, ma sufficiente per ridurre l’effetto 
del rumore introdotto dagli stadi successivi. 
Segue un filtro passa-basso, di Bessel, del secondo ordine con frequenza di taglio a 70 Hz  
il cui scopo è tagliare le componenti non comprese nella banda del segnale EEG (la parte 
utile del segnale EEG ha frequenza inferiore a 50Hz). Il filtro di Bessel ha un’ottima 
linearità di fase e quindi una buona risposta transitoria ai rapidi impulsi che caratterizzano 
gli artefatti dovuti ai gradienti.  
Proseguendo, il segnale passa attraverso uno stadio di disaccoppiamento (AC coupling) 
con costante di tempo 0.33 secondi per “bloccare” la componente di tensione continua 
proveniente dagli elettrodi prima dello stadio di amplificazione principale. Quest’ultimo 
introduce un guadagno pari a 30, cosicché l’amplificazione totale subita dal segnale è 300. 
A questo punto, per ragioni di sicurezza, il segnale passa attraverso un amplificatore da 
isolamento con guadagno unitario e banda passante dalla continua fino a un KHz. Lo 
stadio successivo opera il campionamento del segnale a 5 KHz e la digitalizzazione su 16 
bit.  
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Negli studi EEG/fMRI è sufficiente registrare l’elettroencefalogramma con risoluzione di 
2µV, quindi se il quantizzatore presenta un numero effettivo di bit pari a 14 (ENOB 
effective number of bit < del numero di bit nominale) la dinamica dell’amplificatore EEG è 
33 mV picco-picco. Se il filtro di Bessel non fosse a monte dello stadio di guadagno ma lo 
seguisse, l’ampiezza degli artefatti da gradiente sarebbe tale da saturare l’amplificatore; il 
filtro, invece, riduce la dinamica dell’artefatto al valore massimo di  25 mV picco-picco.  
Il segnale detto slice-timing signal viene generato dallo scanner e identifica accuratamente 
gli istanti in cui vengono inviati gli impulsi di selezione delle slice. Esso viene acquisito con 
risoluzione di 10 µs e serve nell’applicazione dell’algoritmo di filtraggio dell’EEG. 
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10 Algoritmo di riduzione dell’artefatto IAR. 
 
 
 
Figura 10-1 Schema a blocchi del software di filtraggio degli artefatti da gradiente. 
 
L’algoritmo di riduzione degli artefatti da gradienti IAR (Image Artifact Reduction, 
bibliografia rif. 8) è composto da due fasi:  
• Viene calcolato un artefatto medio che viene poi sottratto dall’EEG. 
• L’artefatto residuo viene soppresso per mezzo di un filtro adattivo. 
In una sequenza fMRI periodica, in cui c’è un ritardo tra le scansioni dei volumi la 
registrazione EEG viene divisa in sezioni. Su 25 di queste sezioni viene calcolata la 
media. La scelta di 25 sezioni è giustificata dal fatto che la maggior parte degli eventi EEG 
ha ampiezza tra 10 e 25 µV, e quindi la media deve essere fatta su un minimo di 25 
sezioni affinché la probabilità dell’evento EEG più grande sia ridotta al di sotto di quella del 
più piccolo. Per acquisizioni fMRI continue, cioè senza ritardi tra i volumi, le sezioni 
corrispondono alla durata di una slice. Siccome la durata di una slice è tipicamente 
inferiore a 100 ms, la probabilità che ci sia correlazione tra gli EEG delle diverse slice è 
non trascurabile. Si fa l’ipotesi che l’EEG sia incorrelato su 0.3 secondi e, allo scopo di 
determinare l’artefatto medio, si divide l’EEG in sezioni di 25x0.3s=7.5s. 
Per fMRI periodiche, la sezione su cui viene calcolata la media include un periodo in cui 
non sono applicate variazioni di gradiente. Questo è necessario in quanto è stato spesso 
osservato che  l’artefatto si presenta dopo che la variazione dei gradienti è cessata. 
Questo artefatto successivo ai gradienti ha due componenti: una parte esponenziale con 
costante di tempo uguale a quella dell’ AC coupling dell’amplificatore EEG, e 
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un’oscillazione smorzata a bassa frequenza dovuta probabilmente ai movimenti del 
paziente nel campo magnetico statico causati da piccoli spostamenti dello scanner 
durante l’applicazione dei gradienti di campo. 
Quando viene calcolato l’artefatto medio, le prime 5 slice di ciascuna sezione sono sempre 
incluse, mentre le successive vengono incluse solo se la funzione di cross correlazione tra 
esse e la media corrente supera 0.975. 
Comunque, il metodo di questo schema non è ottimale perché non riduce l’errore 
sull’artefatto medio dovuto alle slice in cui il segnale ha un andamento atipico, per 
esempio, quelle in cui il paziente si muove. 
L’artefatto dovuto ai gradienti è strettamente sincronizzato con lo slice-timing signal. Per 
ottimizzare il calcolo dell’artefatto medio, il segnale EEG viene interpolato con una 
funzione sinc a 25 coefficienti sincronizzata con lo slice-timing signal. Un’interpolazione 
simile viene applicata nella direzione opposta quando l’artefatto medio viene sottratto 
dall’EEG, per sincronizzare la forma d’onda media ai campioni dell’EEG. Dopo la 
sottrazione, il segnale viene filtrato in un filtro passa-basso di Chebyshev con frequenza di 
taglio di 80 Hz applicato nella direzione diretta e inversa per dare distorsione di fase nulla. 
Questo serve a ridurre la probabilità di aliasing nel processo successivo che consiste in un 
sottocampionamento a 200 Hz, frequenza di campionamento usato tipicamente negli 
EEG. Viene inoltre applicato un ulteriore filtro passa-basso  a risposta impulsiva finita, con 
55 coefficienti e frequenza di taglio di 50 Hz. 
Anche se la sottrazione dell’artefatto medio, seguita dal filtraggio passa-basso, rimuove 
gran parte del disturbo, rimangono degli artefatti residui alla frequenza dello slice-timing 
signal. Essi, avendo frequenza compresa nella banda del segnale EEG,  non possono 
essere eliminati con filtraggi lineari. Si impiega, invece, un filtro adattivo che riduce le 
componenti del segnale correlate  con un segnale di riferimento. 
Nel filtro adattivo che è stato impiegato il segnale EEG da cui è stato sottratto l’artefatto 
medio costituisce l’ingresso primario. Il segnale di riferimento viene generato digitalmente 
alla frequenza di 200 Hz, e vale zero in corrispondenza di tutti i campioni eccetto di quelli 
in cui si presenta lo slice-timing signal, dove invece vale 1. Questo segnale viene poi 
filtrato da un filtro passa-basso come quello usato per l’EEG. I coefficienti del filtro adattivo 
sono adattati a ciascun campione di ingresso per minimizzare l’errore, secondo l’algoritmo 
dei minimi quadrati di Widrow-Hoff, tra l’uscita del filtro e il segnale primario. 
Il filtro adattivo viene applicato solo alla parte di EEG coincidente con la scansione, visto 
che l’artefatto residuo è presente solo in quei periodi. Per ridurre le discontinuità tra questi 
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periodi,viene rivelato il segnale di riferimento (funzione coseno rialzato) su i primi e gli 
ultimi 0.5 secondi di ciascun periodo. 
L’EEG di uscita si ottiene come differenza tra l’ingresso primario e l’uscita del filtro 
adattivo, che è, il segnale EEG meno le componenti correlate con il segnale di riferimento.   
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11 L’ acquisizione dei dati 
 
Per questo studio sono stati svolte varie registrazioni del segnale EEG in diverse 
condizioni sperimentali. I dati raccolti si possono considerare suddivisi in tre principali 
categorie: 
- EEG su fantoccio 
- EEG su un volontario sano 
- EEG su un paziente patologico. 
 
11.1 EEG su fantoccio 
 
11.1.1 Introduzione 
 
Un fantoccio di MRI è un oggetto che può essere esaminato per valutare le prestazioni 
dell'apparecchiatura di risonanza magnetica. I fantocci sono composti di materiali che 
originano un segnale quando sottoposti a risonanza magnetica. Nei fantocci MRI sono 
state usate molte sostanze per produrre il segnale. Alcune di queste sono soluzioni 
acquose paramagnetiche; gel puri di gelatina, agar, alcool polivinile, silicone, 
poliacrilamide o agarosio; gelatina organica simulata; gel paramagnetici simulati; e 
soluzioni di micelle invertite. Per questo studio è stato impiegato un fantoccio di forma 
sferica di dimensioni simili a quelle di un cranio umano, contenete metaboliti simili a quelli 
del cervello. 
 
 
Figura 11-1 Fantoccio di risonanza magnetica. 
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11.1.2 Scopo della registrazione su fantoccio 
 
La registrazione sul fantoccio ha lo scopo di verificare la qualità delle immagini RM e 
caratterizzare gli artefatti sui diversi canali dell’EEG in assenza di segnale 
elettroencefalografico. L’ampiezza del disturbo indotto dai gradienti dipende dalla 
posizione degli elettrodi rispetto al campo e, sebbene la forma del fantoccio non rispetti 
fedelmente quella di una testa, questa misura permette di individuare le caratteristiche di 
ampiezza e forma dell’artefatto. 
11.1.3 Procedura di registrazione 
 
Il segnale EEG del fantoccio è stato registrato preliminarmente fuori dal tomografo. Come 
si può osservare il risultato è dovuto solo al rumore elettronico. 
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Figura 11-2 EEG su fantoccio fuori dal tomografo. 
 
Portando il fantoccio all’interno dello scanner, non sono state osservate variazioni del 
segnale per effetto del campo magnetico statico, né per effetto dell’applicazione del 
segnale RF, che, come già visto, viene bloccato del filtro dell’amplificatore.  
Nel posizionare il fantoccio all’interno dello scanner è stato usato l’accorgimento di 
immobilizzarlo con del nastro adesivo per impedire che le vibrazioni meccaniche della 
macchina ne provocassero il movimento. A tale proposito è stato anche spento il sistema 
di ventilazione. 
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Nella seguente immagine è evidente come gli artefatti da gradiente corrompano del tutto 
l’aspetto del tracciato. 
E’ stata eseguita un’acquisizione BOLD a 20 slice con 20 campionamenti temporali. Il TR 
nominale della risonanza è 3000 ms quindi la durata di tale acquisizione è un minuto. 
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Figura 11-3 EEG su fantoccio all’interno dello scanner. A destra è evidente l’effetto dei gradienti. 
 
Esaminando la registrazione di un unico canale in frequenza, si osserva che le 
componenti del tracciato prima dell’applicazione dei gradienti sono equamente distribuite 
nella banda del segnale: quello che si registra è in pratica rumore bianco.  Il passaggio dal 
dominio del tempo a quello della frequenza è stato realizzato mediante la trasformata 
veloce di fouriervi (Fast Fourier Transform, FFT), applicata a una porzione del tracciato 
della durata di 4 secondi (20000 campioni). 
 
                                      
vi Per i dettagli consultare l’Allegato 1. 
 54 
Fp1
50 
Fp2
2 µV
0 20 40 60 80 [Hz]  
 
Figura 11-4 EEG del canale Fp1 prima dell’applicazione dei gradienti: andamento nel tempo e in 
frequenza. 
 
Eseguendo la stessa operazione in un tratto di EEG corrotto dai gradienti si nota la 
comparsa di componenti frequenziali significative dovute alla scansione. 
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Figura 11-5 EEG del canale Fp1 durante l’applicazione dei gradienti: andamento nel tempo e in 
frequenza. 
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11.2 EEG su un volontario sano. 
 
11.2.1 Introduzione. 
 
Per le registrazioni dell’elettroencefalogramma in vivo è stata richiesta la presenza di un 
medico. La volontaria per questa prova è stata una donna di 26 anni.   
11.2.2 Scopo della registrazione su un  volontario. 
 
Lo scopo della registrazione su un volontario è l’acquisizione di un tracciato “normale” per 
stabilire se il segnale proveniente dal sistema di acquisizione presenta adeguate 
caratteristiche di leggibilità. In particolare era necessario accertarsi che fossero 
riconoscibili i principali ritmi EEG (vedi par. 5.3). 
Questo tracciato è stato acquisito con una procedura simile a quella usata per il fantoccio: 
fuori dalla sala dello magnete, all’interno del tomografo senza l’applicazione dei gradienti, 
e infine durante una scansione. L’obiettivo era eseguire il filtraggio del segnale corrotto e il 
confronto del risultato con quello acquisito fuori dallo scanner.  
11.2.3 Procedura di registrazione. 
 
La preparazione del soggetto per l’acquisizione è una fase dell’esame molto lunga. Per 
prima cosa è stata sgrassata la cute con alcool e speciale pasta abrasiva. Dopodichè è 
stata indossata la cuffia EEG ed è stata applicata su ciascun elettrodo una particolare 
pasta conduttrice (si deve aver cura di scegliere una pasta RM-compatibile). Una difficoltà 
nell’acquisizione del segnale è dovuta alla presenza dei capelli che ostacola l’aderenza 
degli elettrodi alla testa.  A questo punto è stata avviata la funzione di Brain Vision 
Recorder per il test delle impedenze, e sono stati “aggiustati” uno per uno gli elettrodi che 
presentavano impedenza superiore a 8KΩ. 
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Figura 11-6 Funzione di Brain Vision Recorder per il test delle impedenze. 
 
La prima registrazione è stata realizzata fuori dalla sala dello scanner; il soggetto era 
sdraiato e  periodicamente gli veniva chiesto di aprire e chiudere gli occhi o di eseguire 
semplici calcoli matematici, in accordo ai metodi solitamente impiegati per l’osservazione 
dei diversi ritmi EEG. Questa registrazione è durata circa quindici minuti. In Figura 11-7 è 
riportato un tratto del tracciato EEG rilevato dall’elettrodo O1 in un momento in cui la 
volontaria aveva gli occhi chiusi e si trovava in stato di rilassamento; accanto si vede lo 
spettro di frequenza del segnale: è evidente il picco a 9.5 Hz relativo al ritmo α. 
 
 57
O1
500 
O1
10 µV
0 10 20 30 40 50 60 70 80 90 [Hz]  
Figura 11-7 A sinistra EEG all’elettrodo O1. A destra FFT del segnale. 
 
Successivamente è stata eseguita una registrazione all’interno dello scanner senza 
l’applicazione dei gradienti. Anche in questo caso non sono state rilevate variazioni sul 
segnale EEG. Questa registrazione è durata circa un minuto. Infine sono state eseguite 
due registrazioni durante due diverse sequenze di imaging: la prima è stata una sequenza 
BOLD 64X64 a 21 slice, 28 campionamenti temporali; la seconda una BOLD 64X64 a 20 
slice e 28 campionamenti temporali. 
 
11.2.4 Il filtraggio on-line. 
 
La fase successiva dell’acquisizione su volontario è stata un tentativo di correzione e 
visualizzazione on-line del tracciato. A questo proposito è stato impiegato il Brain Vision 
RecView (vedi par. 7.3). Il risultato di questa acquisizione è stato insoddisfacente in 
quanto il segnale risultante dal filtraggio on-line presenta caratteristiche accettabili solo per 
brevi intervalli di tempo (circa 10 secondi), nei periodi restanti invece risulta non filtrato. Un 
esame a posteriori delle cause dell’insuccesso della procedura ha portato alla conclusione 
che la risonanza del laboratorio ha caratteristiche incompatibili con l’algoritmo di filtraggio 
predittivo. Esso, infatti, richiede che lo slice timing signal (vedi cap. 10) sia conosciuto con 
una precisione superiore al tempo di campionamento del segnale (in questo caso 0.2 ms), 
mentre la sequenza di scansione usata produce un riferimento temporale che si discosta 
sensibilmente dal valore nominale (anche di 2 ms). 
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11.3 EEG su un paziente patologico. 
 
11.3.1 Introduzione. 
 
Come nel caso descritto nei paragrafi precedenti anche questa registrazione è stata svolta 
in presenza di un medico. Il paziente scelto per questa prova è un uomo di 35 anni affetto 
da una forma di epilessia caratterizzata da anomalie lente del tracciato EEG. 
 
11.3.2 Scopo della registrazione su paziente. 
 
Dopo aver verificato sul volontario che il sistema di acquisizione permette di ottenere 
elettroencefalogrammi validi per quanto riguarda i principali ritmi EEG, è stata eseguita la 
registrazione sul paziente allo scopo di verificare che anche le anomalie del tracciato 
dovute all’epilessia venissero evidenziate in maniera opportuna dallo strumento. 
Anche questa registrazione è stata svolta in tre fasi: fuori dalla sala del magnete, dentro lo 
scanner ma senza l’applicazione dei gradienti, e infine durante diverse sequenze di 
imaging. 
11.3.3 Procedura di registrazione. 
 
Anche in questo caso la fase di preparazione del paziente ha richiesto molto tempo. Le 
difficoltà nella messa appunto delle impedenze degli elettrodi rappresentano un problema 
aperto in questo tipo di acquisizioni EEG, infatti non si può non tener conto del disagio cui i 
pazienti sono sottoposti durante questa procedura. Questo aspetto è ancora più delicato 
quando i pazienti da sottoporre all’esame sono bambini o soggetti “non collaboranti” a 
causa di patologie.  
Per  questa registrazione tutte le impedenze degli elettrodi sono state portate al di sotto 
degli 8KΩ (vedi  
Figura 11-8: gli elettrodi rappresentati in verde hanno impedenza inferiore a 8KΩ). Sono 
stati collegati anche due elettrodi per la rilevazione del segnale ECG: il primo è stato 
collegato sul punto di Erb, il secondo (per riferimento) sullo zigomo. Questi due elettrodi 
sono stati fissati con del cerotto. 
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Figura 11-8 Rappresentazione delle impedenze degli elettrodi. 
 
La registrazione fuori dalla risonanza è durata circa 18 minuti e le anomalie sono apparse 
chiaramente evidenti.  
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Figura 11-9 EEG acquisito fuori dalla sala del magnete. 
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Dopodichè è stata eseguita l’acquisizione all’interno dello scanner, dalla quale si è 
osservato, nonostante l’assenza dei gradienti, l’aumento di ampiezza del segnale ECG e 
la conseguente comparsa di un artefatto sul tracciato EEG sincrono con la pulsazione 
cardiaca. Questo è l’artefatto da ballistocardiogramma (vedi cap. 2), il secondo tipo di 
artefatto che si osserva in un tracciato EEG acquisito in uno scanner. 
Infine, sono state eseguite quattro sequenze di imaging: 
• Un’acquisizione 3D SPGR nel piano sagittale. 
• Due acquisizioni BOLD, matrice 64X64, Fovvii 24, 21 slice, 128 fasi viii (TR=3000 
ms, TE=50 ms, Tempo di acquisizione=6’24’’). 
• Un’acquisizione AX, T1 MASK, 21 slice , matrice 256X256, Fov 24. 
La  
Figura 11-10 riporta l’EEG acquisito sul paziente all’interno dello scanner: a sinistra 
(prima dell’applicazione dei gradienti) si nota che l’ampiezza del segnale ECG-EOG è 
aumentata rispetto alla figura precedente e che sugli altri canali è comparso l’artefatto da 
ballistocardiogramma; a destra (applicazione dei gradienti) si osserva che l’artefatto da 
gradiente corrompe totalmente il segnale. 
 
                                      
vii  Fov sta per field of view (campo di vista). 
viii Con il termine fase si indica una scansione del volume. 
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Figura 11-10 EEG affetto da artefatti da ballistocardiogramma e da gradienti. 
12 Il filtraggio del segnale con Brain Vision Analyzer 
 
I segnali acquisiti sul fantoccio, sul volontario, e sul paziente sono stati elaborati off-line 
per mezzo di Brain Vision Analyzer (vedi par. 7.4). 
L’obiettivo dell’operazione era la riduzione degli artefatti da gradiente. A questo proposito 
è stata impiegata la funzione “MRI artifact correction” la quale è basata sull’algoritmo 
descritto al capitolo 10. 
Solitamente gli artefatti da gradiente si presentano a intervalli regolari con variazioni molto 
piccole sia nella forma che nel tempo di ripetizione. Questa caratteristica, unita al fatto che 
sono di ampiezza molto maggiore del segnale EEG, li rende facilmente riconoscibili. L’idea 
che sta dietro questo tipo di filtraggio è che si può creare un artefatto medio da sottrarre al 
segnale originale. Questo procedimento implica che siano state accettate le seguenti 
ipotesi: 
• Il segnale acquisito x(t) è dato dalla somma di tre componenti incorrelate: il 
segnale utile eeg(t), il rumore dovuto alla strumentazione n(t), e l’artefatto da 
gradiente art(t). 
     )()()()( tarttnteegtx ++=  
• eeg(t) e n(t) sono a media nulla. 
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In questo modo, la media di x(t), data dalla somma delle medie delle tre componenti (per 
la proprietà di incorrelazione), risulta uguale alla media dell’artefatto. 
I segnali acquisiti durante questo lavoro di tesi, però, sono affetti da artefatti da gradiente 
che si presentano con periodo di ripetizione non costante. Questo dipende dalle sequenze 
di scansione e dall’hardware della risonanza che produce un TR variabile rispetto al valore 
nominale. A causa di ciò il filtraggio ottenuto con Analyzer non è completo: rimane 
sovrapposto al segnale un artefatto residuo alla frequenza di ripetizione dei gradienti (vedi 
Figura 12-1). 
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Figura 12-1 EEG filtrato con Analyzer: è evidente l’artefatto residuo. 
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Figura 12-2 Spettro del segnale EEG filtrato. 
 
Tale artefatto potrebbe essere rimosso applicando al segnale una serie di filtri notch 
centrati intorno ai picchi di frequenza (vedi Figura 12-2). Una simile operazione 
produrrebbe un risultato “apparentemente” buono ma danneggerebbe in maniera 
inaccettabile il contenuto informativo del segnale EEG le cui frequenze più significative 
sono appunto nell’intorno di quelle dell’artefatto. 
Un’altra soluzione potrebbe essere quella di eseguire una scansione con un diverso 
numero di slice per volume. In questo modo si potrebbe cercare di portare la frequenza 
dell’artefatto fuori della banda utile dell’EEG. Ciò non è tuttavia possibile in quanto la 
frequenza dell’artefatto è data da: 
 
1−
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
slice
art N
TRf . 
 
La banda utile dell’EEG per applicazioni nel campo dell’epilessia si estende fino a 30 Hz. 
Per portare la frequenza dell’artefatto sopra questo valore occorrerebbe eseguire una 
scansione con: 
 
 90300030 =⋅=⋅= msHzTRfN artslice  . 
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Una tale scansione è impossibile da realizzare per limiti tecnici della risonanza. Infatti, un 
numero così elevato di slice non può essere acquisito con un TR di 3000 ms, e d’altra 
parte  non si può aumentare TR se si vuole variare fart. 
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13 Il filtraggio del segnale con matlab 
 
13.1  Introduzione 
 
Visto che la riduzione dell’artefatto con Brain Vision Analyzer non ha prodotto risultati 
soddisfacenti, il passo successivo di questo lavoro di tesi è stato lo studio e 
l’implementazione di un nuovo algoritmo che si adattasse in maniera particolare alle 
caratteristiche dell’artefatto prodotto dal sistema RM del laboratorio. L’elaborazione del 
segnale, anche in questo caso, è stata suddivisa in due fasi principali: 
• La sottrazione tra il segnale originale e un artefatto medio. 
• Una cancellazione del rumore residuo per mezzo di un filtro adattivo. 
 
13.2  I dati di ingresso 
 
L’algoritmo che è stato elaborato opera sul dato di un unico canale dell’EEG. Tale dato, 
costituito da un vettore riga contenete la successione di campioni del segnale separati da 
“spazio”, è stato ottenuto esportando i dati da Brain Vision Analyzer. Il vettore dei dati non 
deve contenere caratteri quindi, se i campioni sono preceduti dal  nome del canale, questo 
deve essere tolto. I dati si presentano nella seguente forma: 
 
Fp1  -28.000 -29.000 -30.500 -31.000 -29.500 -28.000 -26.500 -27.500 -27.500……….. 
 
 
Oltre al dato, per l’implementazione dell’algoritmo è necessario un vettore colonna detto 
“trigger” i cui elementi sono gli indici dei campioni in cui lo slice timing signal vale uno. 
Questo vettore viene estratto dal file prodotto dalla funzione “export Markers” di Brain 
Vision Analyzer, selezionando esclusivamente la colonna dei valori numerici. I vettore del 
trigger deve essere nella seguente forma: 
 
37803 
38553 
39302 
40052 
40801 
41551 
42300 
43050 
43799 
44549 
45298 
46048 
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46797 
47547 
48296 
… 
… 
  
In fine occorre indicare il numero di slice per volume che caratterizza la scansione.  
Questa variabile è chiamata “sliceN”.  
Il software è stato sviluppato secondo lo schema a blocchi riportato in Figura 13-1 e 
descritta nei seguenti paragrafi. 
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Figura 13-1 Schema a blocchi dell’algoritmo. 
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13.3 Sottrazione dell’artefatto medio 
 
Per ricavare l’artefatto medio da sottrarre al segnale originale, il dato è stato organizzato in 
una matrice costituita da tante righe quanti sono i volumi acquisiti durante la scansione, e 
da un numero di colonne pari al prodotto tra il numero di slice che formano un volume 
(sliceN) e il numero minimo di campioni contenuti in una slice (sliceS). Nel paragrafo 
seguente è descritto il motivo per cui è stato necessario ricavare la variabile sliceS. 
 
13.3.1 Aspetto dell’artefatto 
 
 L’artefatto indotto dai gradienti sul segnale EEG si presenta con un andamento “quasi 
periodico”. La forma d’onda che si ripete è rappresentata in Figura 13-2 e corrisponde 
all’acquisizione di una slice. In essa si distingue una parte in cui il segnale assume valori 
negativi che corrisponde alla codifica di fase e una serie di oscillazioni intorno allo zero 
che sono dovute alla scansione del piano. 
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Figura 13-2 Andamento dell’artefatto indotto dalla scansione di una slice. 
 
 69
La durata teorica di una slice in termini di campioni può essere ricavata dalla seguente 
relazione: 
 
slice
slice N
TRt = . 
 
Il TR nominale della risonanza in questa acquisizione è 3000 ms e, nel segnale che è 
stato preso in considerazione per questa trattazione, un volume è formato da 20 slice 
quindi 
 
 msmstslice 15020
3000 == . 
 
La frequenza di campionamento dell’hardware di acquisizione è 5000 Sample/sec, da cui 
si ricava che il numero di campioni teorico che costituisce una slice è 750. 
La risonanza invia al sistema di acquisizione un segnale detto slice-timing signal (vedi 
paragrafo 9) sincrono con l’inizio della slice. Anche questo segnale di riferimento 
temporale viene campionato a  5000 Sample/sec. Esaminando la distanza tra ripetizioni 
successive di questo segnale è stato osservato che non tutte le slice sono formate da 750 
campioni. Affinché la media abbia significato occorre uniformare la lunghezza delle slice al 
valore minimo, quindi in quelle più lunghe gli ultimi campioni sono stati esclusi (ciò ha 
senso in quanto si tratta di campioni non affetti da artefatto essendo nella parte terminale 
della slice). 
 
13.3.2 Creazione dell’artefatto medio e ricostruzione del segnale 
 
Una volta costituita la matrice in modo da avere su ogni riga i dati corrispondenti ad un 
volume (ad eccezione dei campioni scartati) viene calcolata la media per colonne. In 
questo modo si ottiene un vettore riga i cui elementi costituiscono l’artefatto medio.  
L’operazione successiva è la sottrazione tra ciascuna riga della matrice del segnale e 
l’artefatto medio. Il risultato è ancora una matrice. 
In seguito il segnale deve essere ricomposto in forma di vettore riga reinserendo i 
campioni eliminati. 
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Figura 13-3 Aspetto del segnale in seguito alla sottrazione dell’artefatto medio (un volume). 
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Figura 13-4  Aspetto del segnale in seguito alla sottrazione dell’artefatto medio (una slice). 
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13.4  Generazione del segnale di riferimento 
 
 
Il segnale di riferimento è necessario al funzionamento del successivo filtro adattivo. Esso 
deve avere lo stesso numero di campioni del dato di ingresso e deve valere 
alternativamente  “1” e “-1” in corrispondenza degli istanti in cui lo slice-timing signal è alto 
e zero altrove. 
 
Figura 13-5 Aspetto del segnale di riferimento. 
 
13.5  Sottocampionamento e filtro 
 
Il sistema di acquisizione impiegato campiona il segnale a 5000 Sample/s. La frequenza di 
campionamento è scelta così elevata per poter rilevare le rapide variazioni del segnale di 
ingresso causate dagli artefatti da gradiente. Il sottocampionamento riduce questa 
frequenza da 5000 Sample/s a 200 Sample/s. Questo valore è più che sufficiente per 
ottenere una buona risoluzione del segnale di uscita (gli elettroencefalografi digitali 
campionano tipicamente il segnale a 128 Sample/s) e permette di ridurre la complessità 
computazionale nella fase successiva.  
Successivamente al segnale viene applicato un filtro FIR passa-basso con frequenza di 
taglio 50 Hz per eliminare componenti frequenziali residue fuori dalla banda significativa 
per l’EEG. 
Anche il segnale di riferimento viene sottocampionato e filtrato allo stesso modo dei dati, 
così che tra i due si mantenga la correlazione nella cadenza temporale e nella forma. 
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Nella Figura 13-6 è rappresentato l’andamento del segnale e del riferimento dopo il 
sottocampionamento. Si può osservare che a questo livello  l’artefatto è ancora visibile ma 
che il sottocampionamento ha prodotto un ulteriore riduzione dello stesso. Inoltre il 
segnale di riferimento sottocampionato è sincrono e di forma simile all’artefatto residuo. 
Queste caratteristiche lo rendono adatto come segnale di riferimento per il filtro adattivo. 
 
 
Figura 13-6 Andamento del segnale e del riferimento dopo il sottocampionamento. 
 
 
13.6  Filtro adattivo 
 
Per l’eliminazione dell’artefatto residuo si ricorre all’implementazione di un filtro adattivo 
nella configurazione di “adaptive noise cancellier” (vedi Allegato 3). 
L’algoritmo scelto per l’adattamento dei coefficienti del filtro è del tipo RLS (Recursive 
Least Squeres) basato su filtro FIR. 
Nel segnale risultante l’artefatto risulta ulteriormente ridotto.  
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Figura 13-7 Aspetto del segnale EEG filtrato. 
 
 
13.7  Modifiche alla procedura di sottrazione dell’artefatto medio 
 
Allo scopo di ottenere un minore artefatto residuo dopo la sottrazione dell’artefatto medio, 
sono state apportate alcune modifiche alla procedura di sottrazione. In particolare alla 
matrice del segnale sono stati aggiunti 60 campioni, e l’artefatto medio è stato sottratto da 
ciascuna riga a partire dal campione per cui la correlazione tra slice e artefatto è massima. 
Inoltre, prima di procedere alla sottrazione, l’artefatto medio è stato moltiplicato per il 
coefficiente che massimizza la correlazione stessa.  Questo è stato fatto perché, dallo 
studio della forma del segnale a questo livello dell’elaborazione, è emerso che la 
sottrazione dell’artefatto medio produce errori residui diversi nelle differenti slice (si osservi 
la Figura 13-3: si alternano slice in cui l’artefatto residuo è molto ampio a slice dove invece 
il risultato della sottrazione produce buoni risultati). Ciò è dovuto alla diversa lunghezza 
delle slice che introduce un errore di fase che non si risolve del tutto costruendo la matrice 
del segnale secondo il criterio descritto nel paragrafo 13.3.1. 
La ricerca della massima correlazione tra ciascuna riga della matrice modificata e artefatto 
medio permette di eseguire la sottrazione minimizzando l’errore di fase.  
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Lo schema a blocchi dell’algoritmo che esegue le suddette operazioni è rappresentato 
nella  Figura 13-8. 
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Figura 13-8 Schema a blocchi dell’algoritmo modificato. 
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Tuttavia i vantaggi ottenuti eseguendo il suddetto algoritmo sulla matrice del segnale 
organizzata per volumi sono scarsi in quanto l’errore di fase risulta già minimo e il 
coefficiente moltiplicativo dell’artefatto medio presenta variazioni rispetto all’unità alla terza 
cifra decimale. 
Più interessanti, sono i risultati ottenuti applicando questo procedimento a una matrice 
costruita organizzando il segnale per slice. In questo caso la matrice del segnale ha un 
numero di righe pari al prodotto tra il numero di volumi acquisiti e il numero di slice per 
volume, e tante colonne quanti sono i campioni che costituiscono una slice di durata 
minima (più i 60 campioni aggiunti per la correlazione). 
In questo caso la ricerca della correlazione massima porta ad eseguire la sottrazione 
traslando l’artefatto medio di un campione a destra o a sinistra in funzione del ritardo con 
cui si presenta il segnale su ciascuna riga della matrice.  
Grazie a questi accorgimenti è possibile presentare all’ingresso del filtro adattivo un dato 
in cui l’artefatto è già ridotto rispetto al segnale originale di circa settanta volte, 
consentendo all’algoritmo di adattamento dei coefficienti del filtro di convergere più 
velocemente, e quindi di correggere con buona risoluzione anche segnali composti da 
pochi campioni. 
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14 Il filtraggio del segnale mediante EEGLAB 
 
14.1 Applicazione dell’ analisi delle componenti indipendenti. 
 
Parallelamente all’implementazione dell’algoritmo in Matlab, è stato studiato un metodo di 
riduzione degli artefatti da gradiente basato sull’applicazione dell’analisi delle componenti 
indipendenti (ICA). A questo proposito è stato impiegato un apposito toolbox di matlab di 
nome EEGLAB che mette a disposizione utili funzioni di analisi dei segnali EEG.  
Il problema della rimozione dell’artefatto da gradiente dal segnale elettroencefalografico 
costituisce un tipico esempio di segnale cui può essere applicata l’analisi delle componenti 
indipendenti. In questo caso, infatti, i segnali da “separare” (EEG, artefatto da gradiente, 
artefatto da ballistocardiogramma, rumore di misura)  sono statisticamente indipendenti e 
giungono ai numerosi sensori (elettrodi) mescolati tramite un processo sconosciuto. 
Queste sono esattamente le condizioni necessarie per l’applicazione dell’ICA (vedi 
allegato 4). 
Questa analisi è stata applicata al segnale registrato sul volontario, dopo averlo 
sottocampionato a 200 Sa/s. In questo caso ha senso operare direttamente sul segnale 
sottocampionato dato che riducendo la frequenza di campionamento non si danneggia il 
contenuto informativo del segnale, e si rende invece il calcolo delle componenti meno 
gravoso dal punto di vista computazionale.   
Nella Figura 14-1 è mostrato un tratto del tracciato EEG in cui avviene l’inizio della 
scansione con la conseguente comparsa degli artefatti. 
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Figura 14-1 Segnale EEG. 
 
La Figura 14-2, invece, mostra le 20 componenti indipendenti del segnale che sono state 
separate, mentre nella Figura 14-3 è mostrato l’ingrandimento di tre delle componenti. 
 
 
Figura 14-2 Componenti estratte dal segnale. 
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Figura 14-3 Ingrandimento di tre delle componenti di fig. 14-2. 
 
Attraverso l’ispezione visiva delle componenti è stato possibile individuare quelle che per 
ampiezza e frequenza possono essere considerate rappresentative dell’artefatto. 
Sottraendo tali componenti dal segnale originale, è stato ottenuto un segnale filtrato in cui 
gran parte dell’artefatto è stato soppresso. La Figura 14-4 mostra il segnale ottenuto 
sottraendo le quattro componenti più significative dell’artefatto; il risultato è un segnale in 
cui il disturbo è ancora ben evidente. La Figura 14-5 mostra, invece,  il segnale ottenuto 
sottraendo da quello di figura 14-4  ulteriori 3 componenti indipendenti; appare evidente 
che è stato ottenuto un ulteriore miglioramento nel segnale risultante. 
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Figura 14-4 Segnale ottenuto sottraendo 4 componenti dell’artefatto. 
 
 
Figura 14-5 Segnale ottenuto sottraendo 7 componenti dell’artefatto. 
 
 
Nelle Figura 14-6 e Figura 14-7 sono rappresentati rispettivamente lo spettro di potenza 
del segnale sottocampionato e quello del segnale ottenuto in seguito alla sottrazione delle 
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componenti attribuite all’artefatto. Si osserva su tutti i canali una notevole riduzione della 
potenza associata alle frequenze dell’artefatto stesso.  
 
 
 
 
Figura 14-6 Spettro di potenza del segnale sottocampionato. 
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Figura 14-7 Spettro di potenza del segnale filtrato col metodo dell’ICA. 
 
Sebbene la sola ispezione visiva non garantisca la validità dei risultati, e nonostante  siano 
ancora da approfondire i criteri di scelta delle componenti da attribuire all’artefatto, i 
risultati prodotti da questo metodo sono molto promettenti. Infatti, a fronte di una 
complessità computazionale ampiamente sostenibile, si raggiungono risultati molto 
soddisfacenti ed è auspicabile che si possa giungere alla completa eliminazione degli 
artefatti. 
14.2 Applicazione dell’algoritmo FASTR. 
 
Proseguendo lo studio dei possibili metodi di riduzione dell’artefatto da gradiente, è stato 
preso in considerazione l’algoritmo FASTR (bibliografia rif. 9) che ispirandosi all’algoritmo 
IAR introduce interessanti modifiche concettuali.  
Lo schema a blocchi dell’algoritmo FASTR è rappresentato nella seguente figura: 
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Figura 14-8 Schema a blocchi dell’algoritmo FASTR. 
 
L’algoritmo è suddiviso in quattro fasi: 
• Il segnale viene interpolato e lo slice-timing signal viene aggiustato per ottimizzare 
l’allineamento. Infatti la risonanza e il sistema di acquisizione EEG sono pilotati da 
clock separati facendo sì che le slice non vengano campionate sempre nello stesso 
punto e causando la non completa eliminazione dell’artefatto in seguito alla 
sottrazione. 
• L’artefatto medio da sottrarre viene calcolato su ciascuna slice eseguendo una 
“media mobile”. 
• Viene stimato l’artefatto residuo usando funzioni base ottenute eseguendo l’analisi 
delle componenti principali (PCA) su ciascun canale. 
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• Viene applicato un filtro adattivo usando come riferimento il segnale ottenuto dopo 
la sottrazione dell’artefatto medio. 
L’algoritmo FASTR viene implementato per mezzo del plug-in fmrib1.2 di EEGLAB. Le 
seguenti immagini mostrano l’effetto dell’esecuzione di tale algoritmo in diversi punti 
dell’artefatto. Questi risultati sono stati ottenuti senza l’applicazione del filtro adattivo. 
 
 
Figura 14-9 Segnale EEG all’inizio della scansione. 
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Figura 14-10 Filtraggio del segnale di fig. 14-9. 
 
 
 
Figura 14-11 Segnale EEG durante la scansione. 
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Figura 14-12 filtraggio del segnale di fig. 14-11. 
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15 Conclusioni 
 
Le tecniche diagnostiche che si avvalgono dell’acquisizione contemporanea del tracciato 
EEG e di immagini di risonanza magnetica funzionale sono attualmente allo studio di 
numerosi gruppi di ricerca per l’interesse che rivestono nelle applicazioni riguardanti la 
cura dell’epilessia, l’individuazione dei generatori del ritmo alfa, lo studio delle risposte 
cerebrali agli stimoli esterni (potenziali evocati), il riconoscimento delle aree del cervello 
attivate durante le diverse fasi del sonno. Nonostante il crescente interesse da parte della 
comunità scientifica, le informazioni inerenti l’argomento sono ancora scarse, e le difficoltà 
nell’applicazione del metodo non sono ancora risolte. I gravi artefatti indotti sul tracciato 
EEG durante le scansioni all’interno del tomografo rappresentano al momento il maggior 
limite all’impiego di questa metodica. In questa tesi sono stati investigati alcuni possibili 
metodi di eliminazione di tali artefatti con particolare interesse nei confronti di quelli dovuti 
ai gradienti. Durante l’acquisizione dei segnali in laboratorio, sono stati riscontrate difficoltà 
tecniche impreviste e non descritte in letteratura: da un lato difficoltà legate al grave 
disagio cui sono sottoposti i soggetti sotto esame, e da l’altro difficoltà nell’applicazione dei 
comuni algoritmi di filtraggio per problemi di sincronizzazione tra il sistema RM e il sistema 
di acquisizione EEG. Sono stati dunque studiati e implementati algoritmi specificatamente 
adatti a risolvere i difetti di sincronizzazione dell’hardware, ed è stata esaminata la 
possibilità di eseguire l’eliminazione dei disturbi attraverso tecniche di analisi delle 
componenti principali (PCA), e di analisi delle componenti indipendenti (ICA). 
I risultati prodotti in questo lavoro di tesi indicano che i metodi impiegati sono idonei alla 
riduzione degli artefatti da gradiente. Ciò nonostante sono ancora allo studio ulteriori 
modifiche degli algoritmi tese a diminuire gli artefatti residui.  
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Allegato 1 
 
La trasformata continua di Fourier 
 
Consideriamo una funzione continua di una variabile f(t), la sua trasformata di Fourier F(f) 
è definita come: 
 
∫
+∞
∞−
⋅⋅⋅−⋅= dtetffF tfj π2)()(  
E la trasformata di Fourier inversa come: 
 
∫
+∞
∞−
⋅⋅⋅⋅= dfefFtf tfj π2)()( . 
 
La trasformata discreta di fourier 
 
Consideriamo una serie x(k) formata da N campioni del tipo: 
 
x0,x1,x2,x3,…..,xk,….,xn-1 
 
con xi numeri complessi nella forma  
 
xi =xreal +j ximag 
 
Consideriamo inoltre che la serie sia periodica di periodo N, cioè che valga la seguente 
proprietà: 
 
xk=xk+n           per ogni k.  
 
Anche la trasformata di Fourier della serie X(k) sarà composta da N campioni.  
La trasformata diretta è definita come: 
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∑−
=
⋅⋅−⋅= 1
0
2
)(1)(
N
K
N
nj
ekx
N
nX
π
 per n=0....N-1 
 
La trasformata inversa, invece, è definita come: 
 
∑−
=
⋅⋅
⋅= 1
0
2
)()(
N
K
N
nj
ekXnx
π
 per n=0…N-1 
 
In generale, la trasformata nel dominio della frequenza sarà una funzione a valori 
complessi, dei quali si può calcolare l’ampiezza e la fase dalle seguenti relazioni: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
+==
−
real
imag
imagreal
X
X
fase
XXnXampiezza
1
22
tan
)(
 
 
I seguenti diagrammi mostrano la relazione tra gli indici della serie e gli indici dei campioni 
nel dominio della frequenza. 
Si noti che le funzioni qui rappresentate hanno solo parte reale, ma, in generale, esse 
sono entrambe a valori complessi. 
 
 
 
 
 
Per esempio se la serie rappresenta una sequenza temporale di lunghezza T, la seguente 
immagine mostra i valori nel dominio della frequenza: 
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Note 
• Il primo campione X(0) della serie trasformata è la componente continua, cioè la 
media della serie di partenza. 
• La DFT di una serie reale, cioè in cui la parte immaginaria di ciascun campione  è 
nulla, produce una serie simmetrica rispetto alla frequenza di Nyquist. I campioni a 
frequenza negativa  sono gli inversi dei corrispondenti a frequenza positiva. 
• La relazione tra le armoniche prodotte dalla DFT e le componenti periodiche nel 
dominio del tempo è illustrata nella seguente immagine: 
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Dalla DFT alla FFT 
 
In pratica, la trasformata discreta di Fourier è un’operazione estremamente onerosa dal 
punto di vista computazionale. 
Per il calcolo di ciascun termine occorre eseguire N moltiplicazioni complesse e N somme. 
Dato che le moltiplicazioni richiedono un tempo di calcolo molto maggiore delle somme è 
possibile trascurare il tempo impiegato per il calcolo di quest’ultime. Il calcolo degli N valori 
della DFT richiederà N2 moltiplicazioni complesse. 
La FFT ci permette di ridurre il numero di operazioni da compiere (in particolare il numero 
di moltiplicazioni); Questo è un aspetto molto importante, soprattutto quando l’ 
implementazione avviene su un sistema che deve garantire il calcolo in tempo reale.  
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Per capire come il numero di operazioni diminuisce si consideri il seguente esempio: 
supponiamo di avere a disposizione 16 campioni:    ((x(0),x(1)…..x(15)) 
allora per il calcolo di un singolo valore della X(n) si devono eseguire 16 moltiplicazioni 
complesse. Per calcolare tutti gli N (16 nel nostro esempio) campioni ne dovremmo 
eseguire 256=162 (N2). 
Tuttavia, se si opera una suddivisione dell’insieme dei campioni in due sottoinsiemi 
contenenti ciascuno N/2 campioni, la DFT applicata a ciascun sottoinsieme, richiederà un 
numero di operazioni pari a (N/2)2. Per il calcolo di tutti i campioni saranno necessarie 
2*(N/2)2 operazioni che nel nostro caso saranno 128 moltiplicazioni. Questo processo di 
suddivisone può 
essere iterato fino ad arrivare a lavorare su due campioni per volta, fatta l’ipotesi che il 
numero di campioni è potenza di 2 (N=2k).  
Essendo N=2k al più si avrà un numero di successivi dimezzamenti pari a log2N, proprio 
pari al numero di passi necessari per eseguire la FFT. Dato che ad ogni passo al massimo 
saranno necessarie N/2 moltiplicazioni allora la FFT richiederà al massimo (N/2)*log2N 
contro le N2 richieste nel calcolo della DFT. 
L’ipotesi N=2k può essere rimossa passando ad algoritmi più complessi capaci di operare 
la FFT su un numero qualsiasi di campioni (anche numeri primi). 
 
Esempio (sulle prestazioni della FFT) 
 
N=1024 campioni, con la FFT vengono eseguite (N/2)*log2N=5120 moltiplicazioni 
complesse; 
Nel calcolo diretto della DFT sono necessarie N2= 1048576 moltiplicazioni complesse. 
Si ottiene, dunque, una riduzione di circa 200 volte. 
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Allegato 2 
 
BrainAmp specification 
 
• Number of channels: 32 – 128 
• Input Noise: 1.5 µVpp 
• Common mode 
• rejection (CMRR): 90 dB 
• High pass filter: 0,016 Hz/ 10 s AC 
• Low pass filter: 250 Hz 
• Resolution: 500 nV 
• A/D-Conversion: 16 Bits 
• A/D rate: 5000 Hz 
• Max DC Offset: +/- 300 mV 
• Input impedance: 10 MOhm 
• Impedance measurement 
• Ground/Reference: Yes 
• Synchronized Digital 
• Trigger Input: Up to 16 bit 
• Use in fMRI environment: Yes 
• Safety: Twin fiber Optical Transmission 
• Protection class I (EN 60601) 
• BF, EMC tested 
• Deblocking Function: Yes 
• Blocking of unused channels: Yes 
• Optional Power Supply: 100 – 240 Volt, 50/60 Hz 
• Interface to computer: PCI or USB2 
• Aux-Channels: 8 bipolar with USB2-Adapter 
• (in development) 
• Classification: EU Directive 93/42/ECC, 
• class IIa, CE 0123 
• Dimensions: 6 x 16 x 19cm (32 channels) 
• Weight: 1050 grammes 
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Allegato 3 
 
Filtri adattivi 
 
I filtri adattivi (o adattativi, bibliografia rif. 30-31) differiscono dai filtri fissi per il fatto che i 
coefficienti di filtraggio si modificano nel tempo secondo una funzione dipendente dal 
segnale di input. Il concetto generale si fonda sul seguente schema:  
 
 
Schema generale di un filtro adattivo. 
 
Sostanzialmente l’implementazione di tale schematizzazione consiste nel filtrare il segnale 
di ingresso x[n] e, conseguentemente, determinare iterativamente i coefficienti del filtro, 
w[0…M] affinché il segnale d’uscita y[n] sia il più simile possibile alla risposta desiderata 
d[n]. 
 
Filtri FIR (Finite Impulse Response) 
 
Nella scelta del filtro si preferisce il FIR all’IIR (Infinite Impulse Response) perché, 
nonostante richieda il calcolo di più coefficienti, assicura la stabilità e, quindi, rende gli 
algoritmi di adattamento più semplici. 
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Filtro FIR in forma diretta. 
 
Lo schema mostra che l’uscita y[n] di un generico filtro di ordine M all’istante n-esimo è la 
somma dell’ingresso all’istante n, x[n], e di tutti gli istanti precedenti fino a x[n-M], pesata 
dai coefficienti del filtro w[0]…w[M]. 
In pratica il valore dell’uscita è dato da: 
 
[ ] [ ] [ ]∑
=
−⋅= M
k
knxkwny
0
 
 
e la funzione di trasferimento corrispondente è un polinomio in z-1 : 
 
( ) [ ]∑
=
−⋅= M
k
kzkwzH
0
 
 
antitrasformando, otteniamo la risposta impulsiva del filtro: 
 
( ) [ ] [ ] [ ]∑
= ⎩⎨
⎧
→
≤≤→=−⋅= M
k altrimenti
Mnnw
knkwnh
0 0
0δ  
 
Essa è costituita da un numero finito di valori di ampiezza limitata, risulta evidente che tutti 
i sistemi FIR sono sempre stabili senza alcuna condizione sul numero di coefficienti e sui 
valori limitati da essi assunti. 
 96 
ìAlgoritmo LMS (Least Mean Squares)  
 
Una volta caratterizzato il filtro da utilizzare restano da calcolare iterativamente i suoi 
coefficienti. 
Un metodo per ottenere in uscita un segnale che sia il più simile possibile a quello 
desiderato è quello di minimizzare l’errore tra i due, infatti, dallo schema: 
 
[ ] [ ] [ ]nyndne −=      e se     [ ] [ ] [ ]nyndne =⇒= 0  
 
Ridurre l’errore a zero è impossibile, ma ci si può avvicinare a tale valore con ottima 
approssimazione attraverso appositi algoritmi di minimizzazione dell’errore quadratico 
medio quali MMSE, LMS, RLS. 
L’algoritmo LMS,per esempio, permette di ottenere i pesi all’istante n+1 a partire da quelli 
calcolati all’istante n secondo un aggiornamento sequenziale che semplifica notevolmente 
i calcoli risparmiando potenza rispetto all’MMSE e RLS (valutata in numero di MAC). 
La legge di aggiornamento dei pesi del FIR può essere scritta in modo più snello 
considerando i segnali come grandezze vettoriali (scritte in neretto): 
 
[ ] [ ] [ ]
[ ] [ ] [ ]
[ ] [ ] [ ] [ ]nennn
nyndne
nnny T
⋅⋅+=+
−=
⋅=
XWW
XW
µ1
 
 
Le prime due relazioni non sono altro che la scrittura vettoriale dell’uscita e dell’errore 
all’istante n-esimo, solo la terza relazione rappresenta l’aggiornamento del filtro. 
Il parametro µ è chiamato step-size. Con l’aumentare dei quest’ultimo si rende più veloce 
la convergenza dell’errore al valore di regime ma, contemporaneamente, si aumenta 
anche l’errore stesso, quindi, la scelta dello step-size è un compromesso tra errore a 
regime e velocità di convergenza (un valore tipico è 0.5). 
 
Applicazioni filtri adattivi 
 
Le applicazioni dei filtri adattivi siano molteplici per il fatto che la loro struttura dinamica 
permette di impiegarli in diverse situazioni. Di seguito sono elencate le più comuni: 
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a) Identificazione adattiva  
 
 Identificazione adattativa. 
 
 
 
b) Predizione adattiva 
 
 
 Predizione adattativa. 
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c) Equalizzazione adattiva 
 
 
Equalizzazione adattativa. 
 
 
d) Cancellazione di rumore o interferenze 
 
 
Cancellazione di rumore o interferenze. 
 
 
Le considerazioni fatte precedentemente sono valide per tutte queste applicazioni in 
quanto tutte rielaborazioni dello schema principale. 
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Allegato 4 
 
Analisi delle Componenti Indipendenti e BSS  
 
 
L’analisi delle componenti indipendenti (Indipendent Component Analysis ICA) è nata per 
risolvere il più generale problema di separazione ed individuazione di sorgenti nascoste 
(Blind Source Separation BSS). Il problema consiste nel determinare i segnali originali 
(sorgenti) dopo che questi sono stati sottoposti ad un’operazione di mescolamento 
(mixing).  
Un tipico esempio in cui si sente la necessità di utilizzare tali tecniche è il cocktail party 
problem :  
 
 
 
 
In pratica si vogliono separare le singole voci dei partecipanti ad una festa (eventualmente 
in presenza di rumore di fondo) a partire da diverse registrazioni effettuate tramite 
microfoni. Tali registrazioni consistono (nella più semplice delle ipotesi) in un mix 
istantaneo, tramite un processo sconosciuto, (di cui si tiene conto tramite i coefficienti nella 
figura di pagina precedente) di tutte le voci dei partecipanti alla festa. Il problema cioè 
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consiste nel fatto che non è noto né il modo con cui queste voci vengono combinate per 
dare i segnali registrati nei singoli microfoni, né tanto meno sono note le singole sorgenti 
(cioè le voci). E’ da notare che si usa il termine mescolamento istantaneo perché si 
ipotizza nullo il ritardo temporale eventualmente presente nel mescolamento.  
I concetti sopra associati a segnali acustici possono essere generalizzati ed estesi a 
segnali-sorgente di natura del tutto generica e a situazioni in cui si acquisiscono segnali 
con sistemi multisensore come per esempio l’elettrocardiografia, l’elettroencefalografia e la 
risonanza magnetica funzionale.  
 
Modello generativo  
 
Per aiutarci ad inquadrare il problema e servendoci di un maggiore formalismo si possono 
indicare con ( ) ( )tsts N,....,1  i segnali sorgente e con ( )txtx N),....,(1  i segnali acquisiti dai 
sensori (le registrazioni dei microfoni nell’ analogia acustica).  
Nel caso di tre sorgenti e tre sensori si può scrivere: 
 ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )tsatsatsatx
tsatsatsatx
tsatsatsatx
3332321313
3232221212
3132121111
++=
++=
++=
 
 ovvero il modello di riferimento risulta  
 
( ) ( )∑
=
= 3
1j
jiji tsatx
                       i=1,2,3 
 
dove sono incogniti sia gli ija (che dipendono dal sistema fisico che provoca il 
mescolamento) sia gli ( )tsi .  
Generalizziamo al caso di N componenti, trascurando l’indicazione temporale e usiamo 
una notazione matriciale, indicando rispettivamente con 
{ }TxNxx ,....,1=  e con { }TsNss ,....,1=  
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i vettori colonna delle osservazioni e dei segnali sorgente. Il sistema allora si può scrivere 
come  
 
dove con A  si indica la matrice di mescolamento.  
Il problema ha una soluzione se si riesce a trovare una matrice di trasformazione W  tale 
per cui  
 
siano una approssimazione delle sorgenti originarie s  .  
La W  è detta matrice di unmixing ed è una stima dell’inversa di A . Infatti con semplici 
passaggi si vede che:  
 
e trovando la W  tale per cui  
 
IWA =   
 
cioè  
 
otteniamo  
 
Il problema tuttavia è solo apparentemente risolto, poiché la matrice A  è incognita.  
 
Ambiguità espresse dall’ICA  
 
Dato il modello si hanno alcune ambiguità di cui è bene tenere conto. La prima consiste 
nel fatto che non è possibile determinare le energie delle componenti indipendenti che 
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cerchiamo e questo deriva dal fatto che sia s che A  sono incognite e ogni scalare a 
moltiplicare una delle componenti può essere cancellato dal suo reciproco:  
( )ii
i i
i sax λλ∑ ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
 
Quindi conviene fissare le componenti indipendenti assumendo che abbiano tutte varianza 
unitaria: { } 12 =isE . Anche dopo questa assunzione tuttavia resta associata un’ambiguità 
sul segno, poiché ogni componente può essere moltiplicata per (-1) senza che il modello 
venga modificato.  
La seconda ambiguità riguarda l’ordine con cui vengono determinate le componenti. Infatti 
il modello resta ancora valido se moltiplichiamo le componenti indipendenti per una 
matrice P  di permutazione e post-moltiplichiamo la matrice A  per 1P−  : sx PAP 1−= . 
Quindi AP  è la nuova matrice di mixing, mentre sP sono le variabili originali ma in ordine 
diverso.  
In genere poi, anche per ridurre la complessità del problema, si preferisce lavorare con 
variabili a media nulla. Per far questo si effettua un centraggio e cioè si sottrae il valore 
medio dalle variabili osservate, in modo tale che anche le rispettive componenti 
indipendenti risultino a media nulla  
{ }xExx −= '  
{ } { } { }xExEsE 11 AA −− ==  
Una volta stimate le componenti indipendenti è possibile riaggiungere i valori medi per 
semplice addizione:  
{ }xEss 1A−+='  
Assunzioni sul modello  
 
Per raggiungere lo scopo della separazione delle sorgenti si fanno allora alcune ipotesi sul 
modello:  
a) Le sorgenti sono assunte essere statisticamente indipendenti.  
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b) Le sorgenti non possono avere una distribuzione gaussiana.  
c) Il numero delle sorgenti è uguale al numero delle osservazioni.  
L’indipendenza statistica viene definita in termini probabilistici sfruttando il fatto che, date 
due generiche variabili aleatorie x e y, esse sono considerate indipendenti se e solo se la 
loro densità di probabilità congiunta ( yxp , ) può essere fattorizzata nel prodotto delle 
rispettive densità marginali ( yp , xp ). In altri termini si ha indipendenza statistica tra n 
variabili aleatorie se vale  
( ) ( )∏
=
=
n
i
inxx xpxxp n
1
,...,1,...,1
 
L’indipendenza statistica implica anche la seguente proprietà:  
 
( ) ( ){ } ( ){ } ( ){ }yhExgEyhxgE =  
 
dove con g e h si sono indicate due generiche funzioni assolutamente integrabili, mentre E 
è l’ aspettazione statistica.  
La seconda restrizione sul modello da noi investigato abbiamo visto riguardare la non 
gaussianità. Ciò risulta necessario in quanto la condizione di indipendenza implica la 
ricerca di momenti (di ordine superiore al secondo) che descrivono la distribuzione 
statistica di una variabile. Tali momenti risultano essere nulli per variabili di tipo gaussiano 
e determinano il fallimento di qualsiasi tentativo di separazione.  
Infine l’ultima ipotesi sul modello forza la matrice di mescolamento ad essere quadrata, la 
qual cosa semplifica concettualmente il problema imponendo che ci siano tante 
componenti indipendenti quante sorgenti reali.  
 
Incorrelazione  
 
Due variabili aleatorie x e y si dicono incorrelate se la loro covarianza risulta nulla  
 
 104 
( ) ( )( ){ } 0,cov , =−−== yxyx mymxECyx  
 
dove xm e ym indicano i rispettivi valori medi. La mutua correlazione tra le due variabili, 
invece, vale:  
{ } { } { } yxxy mmyExExyEr ===  
essendo 
 yxxyxy mmcr +=    
Per vettori di variabili aleatorie incorrelate ( x e y ) vale la stessa relazione, solamente che 
ora la covarianza e la mutua correlazione sono una matrice  
 ( )( ){ } 0=−−= Tyxxy mymxEC
 
{ } { } { } yxTTxy mmyExExyER ===  
In particolare, due variabili aleatorie indipendenti sono anche incorrelate mentre il contrario 
non è sempre vero. Non è quindi utile utilizzare unicamente tecniche di decorrelazione 
delle variabili per stimare le componenti indipendenti.  
Una variabile aleatoria a media nulla e covarianza unitaria ( ICx = ) è detta bianca o 
sphered a causa della simmetria assunta dalla distribuzione delle variabili.  
 
Sbiancamento  
 
L’operazione di sbiancamento non serve direttamente alla determinazione delle 
componenti indipendenti, ma è utilizzata per ridurre la complessità di calcolo e diminuire il 
numero di parametri da stimare nella ricerca della matrice di mixing.  
Per sbiancare le variabili si effettua, quindi una decorrelazione seguita da un’operazione di 
scaling. Dato un vettore aleatorio formato da N variabili aleatorie { }TNzzz ,...,1=  
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l’operazione sopra citata è rappresentata da una trasformazione lineare xz V=  . La 
matrice di trasformazione lineare V  viene ricavata a partire dalla decomposizione a valori 
singolari della matrice di covarianza dei dati  
 
{ } TEDE=TxxE  
 
dove E è la matrice ortogonale di autovettori ( { }Tnee ,...,1=E ) e D è la matrice diagonale 
dei suoi autovalori ( )ndddiag ,...,1=D . 
La matrice di sbiancamento risulta allora  
T2
1
EEDV
−=  
 
La nuova matrice di mescolamento è data da VAA =~  ed è ortogonale come si può 
evincere dal fatto che  
 
{ } { } IAA T == ~~ TT ssEzzE  
 
Il guadagno che si ha dopo aver effettuato lo sbiancamento dei dati consiste nel fatto che i 
gradi di libertà di una matrice ortogonale sono n(n-1)/2 rispetto agli 2n di una matrice 
generica. Per esempio nello spazio bidimensionale una trasformazione ortogonale è 
rappresentata da una rotazione individuata da un solo parametro angolare.  
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