Abstract. A point z in the Julia set of a polynomial p is called biaccessible if two dynamic rays land at z; a point z in the Mandelbrot set is called biaccessible if two parameter rays land at z. In both cases, we say that the external angles of these two rays are biaccessible as well.
Introduction
Dynamic rays and their landing properties are a key tool to understanding (the topology of) Julia sets of polynomials; and a similar statement holds for parameter rays and their landing points of the Mandelbrot set M; see for instance the Orsay notes of Douady and Hubbard [DH1] .
A point z in the Julia set is called biaccessible if it is the landing point of two different dynamic rays (equivalently, if z is the limit of two non-homotopic curves within the basin of ∞). There may be no biaccessible points at all (for instance, for p c (z) = z 2 + c with c = 0, where the Julia J c set is a circle), or all points are biaccessible with only two exceptions (for p −2 (z) = z 2 −2 where J c is an interval). Points in J c can be biaccessible also if J c is a Cantor set, i.e., for c / ∈ M. We call an external angle biaccessible if the dynamic ray with this angle lands at a biaccessible point. We show that in most cases, the set of biaccessible external angles has Hausdorff dimension strictly between 0 and 1. We will use the term biaccessibility dimension for the Hausdorff dimension of biaccessible angles.
An external angle ϑ is biaccessible (in parameter space) if there is another angle ϑ such that the parameter rays of ϑ and ϑ land at the same point. It is not known whether all parameter rays land. We show that the Hausdorff dimension of the set of biaccessible angles in parameter space is 1, but give upper bounds away from 1 for all sets in parameter space that avoid a neighborhood of c = −2.
Biaccessibility is of interest from various points of view. The topology of Julia sets, and of the Mandelbrot set, can be described by the knowledge which rays land together (at least under the assumption of local connectivity). Further applications of biaccessibility of external angles (and rays) are in mating constructions [R, Shi, Ta2] .
Biaccessible angles have been studied in terms of Lebesgue measure on S 1 , in particular by Smirnov [Sm] and Zdunik [Zd] : for any polynomial Julia set that is not an interval, the set of biaccessible angles on S 1 has 1-dimensional Lebesgue measure zero. In other words, the biaccessible points have harmonic measure zero. More recently, the stronger result was established that the set of biaccessible angles has Hausdorff dimension less than 1 [MS] . For further results on different aspects of biaccessibility, see for instance Zakeri [Za] or [SZ] .
Recently, Thurston studied the concept of core entropy of polynomial Julia sets, and this is closely related to our biaccessibility dimension. Thurston and Hubbard asked whether core entropy, or equivalently our biaccessibility dimension, depended continuously on the polynomial (this became a $100-dollar-bet between them). This question was to some extent answered by Penrose in his PhD. thesis [P] . We take this a step by showing that the biaccessibility dimension depends in a certain Hölder continuous fashion on the external angle defining a quadratic polynomial; in independent work with Dudko and Tiozzo, we also show continuity with respect to the complex parameter c of z → z 2 + c (in preparation). In this paper, we will focus on the Hausdorff dimension of the set of external angles in S 1 , both for the dynamical and the parameter space. Every quadratic polynomial p c (z) = z 2 + c is associated to an external angle ϑ, and such an angle has an associated kneading sequence ν = ν(ϑ) and the (equivalent) internal address 1 → S 1 → S 2 → . . . . This is a finite or infinite strictly increasing sequence of integers that combinatorially locates the parameter c in the Mandelbrot set. In fact, our study is entirely combinatorial, and every angle ϑ defines its set of biaccessible external angles. We make this precise in Definitions 2.1, 2.2, and 2.4 below.
(i) For a kneading sequence ν = 1ν 2 ν 3 ν 4 · · · ∈ {0, 1} N * , let N := 1 + min{i > 1 :
so that N − 1 is the position of the second 1 in ν (and N = ∞ if ν = 10). Set (ii) For a kneading sequence ν with internal address 1 → S 1 → S 2 → . . . , let κ := sup{k ≥ 1 : S j is a multiple of S j−1 for all 1 ≤ j ≤ k} .
If κ < ∞ and ν is periodic of period S κ , then we set S κ+1 = ∞ by convention. Define
, U 2 (κ) := min 1, 7 2(S κ + 1) ,
and if κ = ∞, then L 2 (κ) = U 2 (κ) = 0; if S κ < S κ+1 = ∞, then 0 = L 2 (κ) < U 2 (κ). With these definitions, define the interval I(N, κ) := max{L 1 (N ), L 2 (κ)} , min{U 1 (N ), U 2 (κ)} .
Theorem (Hausdorff Dimension of Biaccessible Angles)
For every external parameter angle ϑ ∈ S 1 , the set of biaccessible external dynamic angles ϕ ∈ S 1 has Hausdorff dimension in I(N, κ) for N = N (ϑ) and κ = κ(ϑ). In particular, the set of biaccessible external dynamic angles has Hausdorff dimension less than 1 unless ϑ = 1/2.
Remark. If the parameter c ∈ M is associated to the external angle ϑ, then the set of biaccessible angles in this theorem equals the set of biaccessible angles of p c (z) = z 2 +c, up to a set of Hausdorff dimension zero. This will be discussed in detail in [BS2] .
The following statements are equivalent: (a) ϑ = 1/2; (b) ν = 10; (c) p c (z) = z 2 − 2; (d) the Julia set is an interval. In these cases, all but two external angles are biaccessible. We will usually exclude this trivial case.
Theorem (Hausdorff Dimension of Biaccessible Parameter Angles)
The set of external parameter angles ϑ for with N (ϑ) = N and κ(ϑ) = κ has Hausdorff dimension in I(N, κ).
These results imply that the harmonic measure of the biaccessible points in quadratic Julia sets (unless c = −2) and in the boundary of the Mandelbrot set is zero. They also underline the similarity of the structure of J c and the local structure of M near c as in [Ta1] .
An important interpretation of the Hausdorff dimension of dynamic biaccessible angles is given by the following result regarding the core entropy h top (f | T ϑ ):
1.3. Theorem (Hausdorff Dimension of Entropy of Hubbard Trees) Let B ϑ be the set of combinatorially biaccessible dynamic external angles for parameter angle ϑ, and (T ϑ , f ) is the corresponding (abstract) Hubbard tree. Then
Furthermore, these numbers depend Hölder continuously on ϑ ∈ S 1 , with Hölder exponent equal to dim H (B ϑ ).
Monotonicity of h top (p c | T ) as the parameter c ∈ M moves "outward from the main cardioid" was proved in the PhD thesis of Tao Li [TL] . A decade before, both monotonicity and continuity were treated in the PhD thesis of Chris Penrose [P, Theorem 4.8.3. and Proposition 4.8.1.] , although in Penrose's specific approach, this number emerges as the local stretching factor of a metric that he constructs for an abstract Julia (a quotient space of the full two-shift in his approach), and he does not want to interpret it as core entropy if the Hubbard tree is infinite. The Hölder exponent being equal to dim H (B ϑ ) agrees with results for the real antenna of the Mandelbrot set obtained in [CT] . Naturally, at the zero entropy (= zero dimension of biaccessible angles) locus, the continuity is no longer Hölder. In [CT] , more accurate asymptotics at the Feigenbaum parameter are given. Now we draw some direct consequences of the methods of the main results.
Definition (Renormalizable)
A quadratic polynomial p c : z → z 2 + c is renormalizable if there exist neighborhoods U ⊂ V (with U compactly contained in V ) of the critical point 0 such that p
•n c
: U → V is a two-fold branched covering map for some m ≥ 2 (called the period of renormalization) and such that f
Remark. If p c is simple renormalizable of period m, then m = S k is an entry in the internal address and all successive entries S j , j ≥ k, are all multiples of m, and conversely; see [LS, Sch1] .
We recover the following result, proved (for external angles but not kneading sequences) in [Man, page 523] .
Proposition (Hausdorff Dimension of Renormalizable Angles)
For any m ≥ 2, the Hausdorff dimension of simple n-renormalizable kneading sequences and of simple m-renormalizable external angles is at most 1/m. The Hausdorff dimension of infinitely renormalizable kneading sequences and external angles is 0.
A polynomial p c is finitely or infinitely renormalizable via direct bifurcation if it is obtained from c = 0 by an (in)finite sequence of bifurcations, each going from a hyperbolic component in M to a direct satellite hyperbolic component. (In this context, it is sufficient to only consider simple renormalization.) Such polynomials are characterized by internal addresses with the property that each S k is a multiple of its predecessor. If 1 ≤ κ < ∞, then p c is κ−1 times renormalizable via direct bifurcations. Polynomials that are infinitely renormalizable via direct bifurcations are exactly those with κ = ∞ in (3).
Proposition (Infinitely Renormalizable Angles)
For a polynomial p c the Hausdorff dimension of its set of biaccessible dynamical angles is zero if and only if p c is finitely or infinitely renormalizable via direct bifurcations.
Remark. (i) We would like to emphasize that the Hausdorff dimension estimates obtained in this paper are all for sets of external angles, i.e., subsets of S 1 , as well as for itineraries and kneading sequences. Except for the case ϑ = 1/2, and the ones discussed in Proposition 1.6, the set of dynamical external angles has Hausdorff dimension always strictly between 0 and 1. As far as we are aware, there is no direct relation to the dimension of the set of biaccessible points either in J c or in M,
(ii) Our results start with a combinatorial analysis of symbolic itineraries of angles under the doubling map (combinatorial biaccessibility), and as such side-step the important question of whether external rays actually land. For (locally connected) topological models of Julia sets and Mandelbrot set, combinatorial biaccessibility coincides with topological biaccessibility. Also for non-locally connected Julia sets we know that the set of external rays corresponding to a non-landing ray has zero Hausdorff dimension, see [B, Man] . However, this by itself does not imply that rays land in pairs as the combinatorics predict. For the true Julia sets and Mandelbrot set, one can provide extra arguments, based on the fiber approach of Schleicher [Sch2] , to show that the bounds of Theorems 1.1 and 1.2 are true, also if the landing of specific rays is not always guaranteed. See [BS2] .
(iii) There are so-called non-admissible kneading sequences that are not realized by any external parameter angle. This somewhat complicates the transition from the dynamical to the parameter space, see Proposition 7.4, but it does not affect the dimension bounds. In [BS1] , non-admissible kneading sequences are characterized precisely (see Admissibility Condition 5.2); their occurrence is related to so-called evil branch points in the Hubbard tree, see Proposition 5.1. This paper is organized as follows. In Section 2 we give the basic definitions from symbolic dynamics, and Section 3 relates them to complex dynamics and the topological concept of biaccessibility. In Section 4 we give preliminary general results on Hausdorff dimension, and Sections 6 and 7 give the main dimension estimates for combinatorially biaccessible sequences and angles respectively. Section 8, finally, gives the proofs of Propositions 1.5 and 1.6, leading also to the proof of Theorem 1.3.
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Symbolic Dynamics and its Basic Properties
Let S 1 := R/Z be the circle of external angles and let N and N * be the nonnegative and positive integers, respectively. We say that a sequence ν = ν 1 ν 2 . . . has period n if ν k+n = ν k for all k; this allows the case that ν is periodic with period n/m for some m dividing n. The minimal n ≥ 1 for which ν is periodic is called the exact period of ν.
Definition (Itinerary and Kneading Sequence of External Angle)
Given an external angle ϑ ∈ S 1 , we associate to each ϕ ∈ S 1 its itinerary ν ϑ (ϕ) = ν 1 ν 2 . . . with ν i ∈ {0, 1, } by setting:
where the intervals are interpreted with respect to cyclic order. The kneading sequence ν(ϑ) of ϑ is its itinerary with respect to itself: ν(ϑ) = ν ϑ (ϑ). See Left: the kneading sequence of an external angle ϑ (here ϑ = 1/6) is defined as the itinerary of the orbit of ϑ under angle doubling, where the itinerary is taken with respect to the partition formed by the angles ϑ/2, and (ϑ + 1)/2. Right: in the dynamics of a polynomial for which the ϑ-ray lands at the critical value, an analogous partition is formed by the dynamic rays at angles ϑ/2 and (ϑ + 1)/2, which land together at the critical point.
Note that in the definition of the kneading sequence, a change in ϑ amounts to a change in the orbit (2 i ϑ) i≥0 , as well as a change in the partition itself. A kneading sequence ν contains a at position n if and only if ϑ is periodic with period n; the exact period of ϑ may divide n. (There are non-periodic angles that yield periodic kneading sequences without .) We say that a sequence ν is -periodic of period n if ν = ν 1 . . . ν n−1 with ν 1 = 1 and ν i ∈ {0, 1} for 1 < i < n. Let Σ := {0, 1} N * , Σ 1 := {ν ∈ Σ : the first entry in ν is 1} ,
In order to avoid silly counterexamples, is not considered to belong to Σ . All sequences in Σ will be called kneading sequences, regardless of whether or not they occur as the image of an angle ϑ ∈ S 1 . They all begin with 1 by convention. We write C e 1 e 2 ...en = {x 1 x 2 · · · ∈ Σ : x 1 = e 1 , . . . , x n = e n } for cylinder sets in Σ of length n. Denote the length of a cylinder C by |C| (e.g. |C e 1 e 2 ...en | = n).
Definition (ρ-Function and Internal Address
We usually write ρ for ρ ν and call orb ρ (k) = {ρ •i (k)} i≥0 the ρ-orbit of k. The case k = 1 is the most important one; this is the internal address of ν and we denote it as
The map from kneading sequences in Σ 1 to internal addresses is injective. In fact, the algorithm of this map (originally from [LS, Algorithm 6 .2]) can easily be inverted:
Algorithm (From Internal Address to Kneading Sequence)
The following inductive algorithm turns internal addresses into kneading sequences in Σ 1 : the internal address S 0 = 1 has kneading sequence 1, and given the kneading sequence ν k associated to 1 → S 1 → . . . → S k , the kneading sequence associated to 1 → S 1 → . . . → S k → S k+1 consists of the first S k+1 − 1 entries of ν k , then the opposite to the entry S k+1 in ν (switching 0 and 1), and then repeating these S k+1 entries periodically.
Proof. The kneading sequence 1 has internal address 1. If ν k has internal address 1 → S 1 . . . → S k and ν is the internal address of period S k+1 as constructed in the algorithm, then the internal address of ν clearly starts with 1 → S 1 → . . . → S k , and
Not every sequence in Σ 1 or Σ occurs as the kneading of an external angle, or of a quadratic polynomial. The main result of [BS1] is an explicit condition which sequences occur as kneading sequences of external angles.
Let Σ = {0, 1} N * be equipped with the metric
; it is injective except for the countably many dyadic rationals. We denote the Hausdorff dimension of subsets of Σ and of S 1 by dim H , defining the Hausdorff dimension of
For any kneading sequence ν ∈ Σ and x ∈ Σ, let
Obviously, ρ ν,ν = ρ for ρ as in Definition 2.2.
Definition (Biaccessible Itinerary)
An itinerary x ∈ Σ will be called biaccessible with respect to ν if there is a k ≥ 2 such that orb ρν,x (1) ∩ orb ρν,x (k) = ∅. A kneading sequence ν will be called biaccessible if there is a k ≥ 2 such that
This is an abstract combinatorial definition; in the next section, we will explain how this relates to the topological concept of biaccessibility.
Complex Dynamics and the Relation between Topology and Combinatorics
In complex dynamics, the complex structure of the maps often makes is possible to reduce topological or geometric questions to symbolic dynamics. This is also the case in this paper.
We start by a brief review of dynamic and parameter rays. Suppose that p c : z → z 2 + c is defined on the Riemann sphere C and the parameter c ∈ M. Then the basin of infinity Bas(∞) = {z ∈ C : p •i c (c) → ∞} is a topological disk, and there is a unique Riemann map ϕ c :
The dynamic ray at angle ϑ is the preimage
c (re 2πiϑ ) exists (necessarily in the Julia set of p c ), and z is called the landing point of R c (ϑ). By Carathéodory's Theorem, the Julia set J c of p c is locally connected if and only if all dynamic rays land, and the landing point depends continuously on the angle ϑ.
A similar approach can be taken for the Mandelbrot set M. Since M is connected, C \ M is a topological disk and we have a Riemann map ϕ :
We now outline how the abstract Definition 2.4 relates to the topological concept of biaccessibility; a precise statement will be given in [BS2] . Suppose that a quadratic polynomial p c (z) = z 2 + c has the property that the dynamic ray at angle ϑ lands at the critical value c 1 . Then the critical ray-pair with angles ϑ/2 and (1 + ϑ)/2 land at the critical point c 0 = 0. A precritical point in the Julia set is a point ζ with p
•k c (ζ) = c 1 ; the least such k is called Step(ζ). A point z ∈ J c that is not precritical has a well-defined itinerary x 1 x 2 · · · ∈ Σ by defining x i (z) = 1 if p
lies on the same side of the critical ray-pair as the critical value, and x i (z) = 0 otherwise.
Suppose that some point z ∈ J c is biaccessible. Then the G ≥ 2 dynamic rays landing at z cut C into G components. Let X be one component intersected with the Julia set. Let ζ ∈ X be the precritical point for which
Step(ζ) is minimal. Such a point exists (the backwards orbit of the critical point is dense in the Julia set), and it is unique because any two precritical points with equal values of Step are separated by an "earlier" precritical point, i.e., one with a lower value of Step.
Let x be the itinerary of z, and compare it to the itinerary of some ζ with
Step(ζ) = j. As we assumed that z and ζ are not separated by a precritical point of lower
Step, the itinerary of ζ must be x 1 . . . x j−1 ν, where ν is the itinerary of the critical value c 1 .
If the first difference after j occurs in the k-th entry, then p
•k c (ζ) and p
•k c (z) are separated by the critical point, so that ζ and z are separated by a precritical point ζ with
Step(ζ ) = k + 1, and they are not separated by an earlier precritical point. The itinerary of ζ consists of the initial k − 1 entries of x, then a for the critical point, and then followed by ν, the itinerary of the critical value. That means that k = ρ x,ν (j).
In other words, if we write ζ = ζ j to indicate that
. . is the sequence of precritical points of smallest Step that one encounters on the arc from ζ to z.
All these points are in the same component X of J c \ {z}. If z is biaccessible, then two points ζ j and ζ j in different components yield disjoint sequences (ζ ρ •t ν,x (j) ) t≥0 and (ζ ρ •t ν,x (j ) ) t≥0 of precritical points, and their sequences of Steps (i.e., indices) must also be disjoint: if there are two precritical points ζ and ζ with
Step(ζ) = Step(ζ ), then they must be separated by an earlier precritical point, and this earlier precritical point separates either ζ or ζ from z in contradiction to the construction. Therefore, if z is biaccessible, then the sequences orb ρν,x (1) (coming from the critical point c 0 ) and orb ρν,x (j) (coming from a precritical point ζ in a different component than c 0 ) are disjoint; the converse is easy to check.
Also if c / ∈ M and hence J c is a hyperbolic Cantor set, points z ∈ J c can still be biaccessible, and external angles of such points are still combinatorially biaccessible. To explain why this is true, consider an external ray R c (of angle ϑ c ) passing though c 1 = p c (0) and its preimage ray-pair passing through 0. They separate C into two halves C 1 c and C 0 . For a given word x 1 . . . x n , let U x 1 ...xn be the set of points z ∈ C with itinerary starting as x 1 . . . x n . Each such U x 1 ...xn is open, connected and non-empty, because p c maps C 1 and C 0 both onto C \ R c . Therefore every infinite intersection U x = ∩ n∈N * U x 1 ...xn is still connected and has no interior, because every open set in C will under iteration of p c eventually cover an annular region around J c , and hence it cannot have a unique itinerary. Moreover, U x contains at least one point in J c , because all sequences in Σ are represented as itineraries in J c . If z, z ∈ J c ∩ U x , then an entire arc A connecting z and z must be contained in U x as well. Now the maps p If U x contains non-homotopic rays from z to ∞, then each such ray is associated to a unique external angle ϑ with itinerary x. If z has G such external angles, then they separate the circle in G complementary open arcs I. Fix I = (ϑ, ϑ ), where ϑ and ϑ are both external angles of
, the critical angle, and k is minimal with this property. We assume that precritical angle ϑ k is closest to ϑ in the sense that (ϑ, ϑ k ) contains no precritical angle of Step ≤ k. Comparing the itineraries of ϑ and ϑ k , we can see that the next precritical angle ϑ k of lowest Step has Step(ϑ j ) = j = ρ ν,x (k). In particular, the itineraries ν(ϑ) and ν(ϑ k ) coincide for k − 1 entries; the k-th entry of ν(ϑ k ) = . This means that p
has the critical ray-pair in its boundary, and a fortiori, there is a precritical angle ϑ k ∈ I close to ϑ . It follows that there are sequences of precritical angles ϑ kt → ϑ and ϑ kt → ϑ where k t+1 = ρ ν,x (k t ). Furthermore, this index orbit (k t ) is specific for I as 2 k−1 I indicates the side of p
..x k−1 ) at which it is adjacent to the critical ray-pair. Other complementary arcsĨ have their own index orbit (k t ). Since there are G such complementary arcs, and closest precritical angle ϑ k must belong to some complementary arc, ρ ν,x has exactly G grand orbits. This completes the argument for c / ∈ M.
Preliminary results on Hausdorff dimension
The motor for the dimension estimates will be the following elementary lemma.
Lemma (Hausdorff Dimension of Sample Sets)
Given integers u > v ≥ 1, construct nested compact sets A s ⊂ [0, 1] (for s ≥ 0) as follows:
• Divide each of the (u − v) s intervals of A s of length u −s into u equal intervals and remove the closures of v of them, chosen arbitrarily. Then A s+1 is the union of the closures of the remaining (u − v) s+1 intervals of length u
Proof. Since A s consists of (u − v) s intervals of length u −s , the box dimension of A is
. For the lower bound we use the measure µ s on A s which assigns mass (u − v) −s to each of the (u−v) s intervals of A s and refine it to a measure µ on A using Kolmogorov's extension theorem, see e.g. [Ch] . For a point x ∈ A, let I s (x) be the interval of A s containing x. If B(x; ε) denotes the ε-ball around x, then the interval I s (x) is contained in the ball B(x; ε) for u −s < ε ≤ u −s+1 , and B(x; ε) is contained in at most u intervals of length u −s . Choosing δ < log u−v log u , we have for s sufficiently large:
The Frostman Lemma (see e.g. [Mat] ) now implies that the δ-dimensional Hausdorff mass of A is positive. Since δ < log u−v log u is arbitrary, we obtain the required lower bound dim
Corollary (Hausdorff Dimension of Concatenations of Blocks)
For distinct blocks X 1 , . . . , X k of 0s and 1s, none of which is a suffix of another, let
Proof. Extend each block X i to the left to a blockX i of length m in an arbitrary way. Since no X i is a suffix of any other X j , the resulting blocksX i are distinct. Then Lemma 4.1 immediately gives that dim H (B) = log k/(m log 2) forB = {x = W 1 W 2 . . . : W i ∈ {X 1 , . . . ,X k }}. Indeed,B can be transformed into a subset of S 1 using the binary extension map b : Σ → S 1 that makes the shift on Σ commute with the angle doubling map on S 1 . Now define h : Σ → Σ by replacing every 'non-overlapping' occurrence of a block X i in x = x 1 x 2 x 3 · · · ∈ Σ by the blockX i and leaving the other coordinates x j untouched. More precisely, we work from left to right: whenever we encounter a block X j not overlapping with an occurrence of some block X i replaced previously, then we replace it withX j . Then h maps B bijectively and continuously ontoB, and the Lipschitz constant of h is at most 1. Therefore dim H (B) ≥ dim H (B) = log k/(m log 2), as required. 2
Lemma (Binary Extension Preserves Hausdorff Dimension)
Let P : N * → N * be a polynomial and K > 0 and suppose that I : S 1 → Σ is a map such that the preimage I −1 (C) of any n-cylinder consists of at most P (n) intervals of
If Q : N * → N * is a polynomial such that the preimage I −1 (C) of any n-cylinder consists contains an arc of length ≥ 2 −n /Q(n), then dim
Proof. Let ε > 0 be arbitrary and take any δ > δ > δ = dim H (Ω). Let N be so large that
(Without loss of generality we can assume that each U i is a cylinder set of length n i ≥ N . In the standard metric on
−n i , and
Since this is true for every ε > 0 and δ > δ, it follows that dim H (I −1 (Ω)) ≤ δ. Now for the second statement, take 0 < δ < δ < δ = dim H (Ω) and K > 0 arbitrary. Then there exists N so large that
, where {C i } is a cover of Ω with cylinder sets with
Since K and δ < δ < δ are arbitrary, we obtain dim
This proves the lemma. 2
Preliminaries on Hubbard Trees
In the study of Julia sets of quadratic polynomials, Hubbard trees play an prominent role. A Hubbard tree T is an idealised copy of the connected hull of the critical orbit within an abstract Julia set J = S 1 / ∼ c , and it inherits dynamics f from the angle doubling map. We continue to denote the critical point in J by 0 and c k = f
•k (0). The importance of this hull is that all biaccessible points (in particular branch points) of J eventually map into it. In [BKS] we constructed Hubbard trees based on the combinatorial information encoded in the internal address or kneading sequence only. It was shown that all branch points that are not precritical have a representative periodic point, called characteristic point on their orbit that lies on the arc [0, c 1 ] and closer to c 1 any other periodic point on the same orbit. Characteristic point come in two types, tame and evil, of which the tame points are the ones that actually occur in true embedded Julia sets. We call the components of T \ {z 1 } the global arms of z 1 , whereas the global arms intersected with a small neighborhood of z 1 are called local arms. The next lemma collects from [BS1, Lemma 3.6 ] those properties of global arms of branch points that are relevant for this paper.
Lemma (Global Arms at Branch Points Map Homeomorphically)
Let z 1 be the characteristic point of a tame n-periodic orbit of branch points, each with q ≥ 3 arms. Then n appears in the internal address, and the global arms at z 1 can be labelled G 0 , G 1 , . . . , G q−1 so that G 0 0, G 1 c 1 , and f •n maps G 1 , . . . , G q−2 homeomorphically onto their images in G 2 , . . . , G q−1 .
Not every sequence in Σ 1 or Σ occurs as the kneading of an external angle, or of a quadratic polynomial. The main result of [BS1] is an explicit condition which sequences occur: a kneading sequence or internal address does occur unless it fails the following admissibility condition for some period m, which forces the Hubbard tree to have an evil periodic branch point of period m.
Definition (The Admissibility Condition)
A kneading sequence ν ∈ Σ fails the admissibility condition for period m if the following three conditions hold:
(1) the internal address of ν does not contain m;
) ρ(m) < ∞ and if r ∈ {1, . . . , m} is congruent to ρ(m) modulo m, then orb ρ (r) contains m. A kneading sequence fails the admissibility condition if it does so for some m ≥ 1. An internal address fails the admissibility condition if its associated kneading sequence does.
Dimension for combinatorially biaccessible sequences
We will produce two pairs of bounds for the Hausdorff dimension of biaccessible itineraries (and kneading sequences). The first pair (2) is very accurate if ν starts with 10000..., so for parameters near the tip of the left antenna of the Mandelbrot set, where the Hausdorff dimension of biaccessible angles is close to 1; everywhere else, the dimension is bounded away from 1. At the tip of the antenna (i.e., p −2 (z) = z 2 − 2) the Julia set is the interval [−2, 2] and all external dynamic angles are biaccessible, except for ϕ = 0 and ϕ = 1/2.
The second pair (4) works accurately for kneading sequences that are renormalizable several times, and each subsequent renormalization emerges via a direct bifurcation from the previous hyperbolic component. As mentioned in Proposition 1.6, the biaccessible angles of infinitely "direct bifurcation" renormalizable Julia sets (such as the Feigenbaum map) have Hausdorff dimension 0.
6.1. Proposition (Dimension of Biaccessible Sequences) (i) For any kneading sequence ν, the Hausdorff dimension of biaccessible itineraries with respect to ν is in I(N (ν), κ(ν)).
(ii) The Hausdorff dimension of biaccessible kneading sequences ν with N (ν) = N and κ(ν) = κ is in I(N, κ).
Proof. (i) Fix a kneading sequence ν, let N = N (ν) and define, for k ≥ 2,
Note that the set of biaccessible itineraries is k E k . We will show that all E k satisfy the same dimension bounds.
log 2 N , we show that for sufficiently large n > k, every n-cylinder C e 1 ...en contains at least one n+N -cylinder that is disjoint from E k .
Let a := max{i ≤ n : i ∈ orb ρν,x (1)} and b := max{i ≤ n : i ∈ orb ρν,x (k)}. Then clearly ρ ν,x (a) > n and ρ ν,x (b) > n. Suppose that C e 1 ...en ∩ E k = ∅ (otherwise there is nothing to show); then a = b. Let w a = ν n−a+1 . . . ν n−a+N and w b = ν n−b+1 . . . ν n−b+N . Recall that ρ ν,x (a) finds the first difference between x a+1 x a+2 . . . and ν 1 ν 2 . . . . Therefore ρ ν,x (a) ≤ n + N unless x starts with e 1 . . . e a ν 1 ν 2 . . . ν n−a w a , and similarly for b.
Our task is the following: given ν, n and e 1 . . . e n , we want to find at least one n + N -cylinder in C e 1 ...en disjoint from E k .
Let 0 . . . 0 and 01 . . . 0 be the two words of length N which contain no 1, except possibly at the second position. The following three cases are easy to check:
Case 1: w a = 0 . . . 0 and w b = 0 . . . 0. We claim that the cylinder C e 1 ...en0...0 is disjoint from E k . Indeed, for x ∈ C e 1 ...en0...0 , we get ρ ν,x (a) ∈ {n+1, . . . , n+N }: we have ρ ν,x (a) ≥ n + 1 by definition of a, and ρ ν,x (a) ≤ n + N because w a = 0 . . . 0 means that ν does not have a sequence of N zeroes starting at position n − a + 1. After ρ ν,x (a) ∈ {n + 1, n + N }, the orbit orb ρν,x (a) increases in steps of 1 until it reaches n + N , hence n + N ∈ orb ρν,x (a) ⊂ orb ρν,x (1). Similarly, n + N ∈ orb ρν,x (k), which proves the claim. Case 2: w a = 0 . . . 0 and w b = 1 . . . . This time, we claim that C e 1 ...en01...0 is disjoint from E k : for x ∈ C e 1 ...en01...0 , we have ρ ν,x (a) = n + 2, and after that, orb ρν,x (a) increases in steps of 1 up to n + N , so again n + N ∈ orb ρν,x (a). This time, ρ ν,x (b) = n+1 and ρ ν,x (ρ ν,x (b)) = n+N , so n+N ∈ orb ρν,x (1)∩orb ρν,x (k). Case 3: w a = 0 . . . 0 and w b = 0 . . . . Now the entire N + 1-cylinder C e 1 ...en1 is disjoint from E k : for x ∈ C e 1 ...en1 , we have ρ(a) = n + 1 = ρ(b). These three cases cover all possibilities, possibly interchanging the roles of w a and w b . Hence each n-cylinder contains at least one n + N -cylinder disjoint from E k . By Lemma 4.1, E k is contained in a Cantor set of Hausdorff dimension log(2 N − 1)/log 2 N .
Lower Bound L 1 (N ): First assume that N = N (ν) ≥ 6. Observe that the beginning of ν = 100 . . . 01 . . . contains N − 3 zeroes in a row. Take M = N/2 − 1, and let
In particular, no x ∈ B contains N − 3 consecutive symbols 0. It follows that ρ ν,x (i) < i + N for all i ≥ 1. Moreover, every x ∈ B admits at least two disjoint ρ ν,x -orbits: if m i describes the positions of the entries 1 in x, then ρ ν,x (m i − 1) = m i+1 , and then the orbit increases in steps of 1 until m i+2 − 1, and it later reaches m i+4−1 − 1 etc. A different orbit goes through m i+1 − 1, m i+3 − 1, m i+5−i , etc., and is disjoint from the first one. Therefore, all sequences in B are biaccessible. The Hausdorff dimension of B is log(2 N/2 −1 − 1)/ log 2 N/2 −1 according to Lemma 4.1. Now let us treat the case N = 5, so ν = 1001 . . . . In this case, we take
Then every x ∈ B admits two disjoint ρ ν,x -orbits. The Hausdorff dimension of B is log 2/ log 4 = 1/2 according to Lemma 4.1. This proves the lower bound L 1 (N ). Incidentally, for the latter two examples, these bounds equal the respective bounds L 2 (κ) below. The bound 1/4 for ν = 10110 . . . is better than L 2 (κ) = 1/5.
Upper Bound U 2 (κ): By the definition of κ, we can write S j = p j S j−1 for 1 ≤ j ≤ κ, and
where ν i = 1 if ν i = 0 and vice versa. Every n < S κ can be written uniquely as
If ρ(n) < S κ+1 , then ρ(n) = n + aS h for h ≥ min{j : a j = 0} and some 1 ≤ a < p h .
Now if x ∈ E k , then we can enumerate the entries of orb ρν,x (1) and orb ρν,x (k) as 1 = u 0 < u 1 < . . . and k = v 0 < v 1 < . . . . We try to estimate how many different sequences (u s ) s≥0 and (v t ) t≥0 (and hence sequences x ∈ E k ) can be both disjoint and satisfy ρ ν,x (u s ) = u s+1 and ρ ν,x (v t ) = v t+1 . If x is known up to entry u s+1 and u s < v t < u s+1 , then v t+1 is fully determined, provided v t+1 < u s+1 . So let us analyse what can happen if u s < v t < u s+1 < v t+1 .
Claim: If u s+1 − u s ≤ S κ , then u s+1 − v t = aS h for some h < κ and 1 ≤ a < p h , and furthermore v t+1 − v t ≥ min{S h+1 , S κ + 1}.
To prove this, let y ∈ Σ 1 be such that the first difference between x and y is at position u s+1 . Abbreviate n = v t −u s and r = u s+1 −u s . Then y us+1 . . . y u s+1 = ν 1 . . . ν r , and ρ ν,y (v t ) = u s+1 . By (8), this means that u s+1 − v t = r − n = aS h for some h and 1 ≤ a < p h . Now the form of ν given in (7) shows that
). This proves the claim.
Next take s is maximal such that u s < v t+1 . Then one of the following holds:
(1) v t+1 − v t = a S j for some h + 1 ≤ j ≤ κ and 1 ≤ a < p j . Then (7) shows that v t+1 − u s = a S j−1 for some 1 ≤ a < p j−1 , and the above argument (with the roles of u and v interchanged) implies that (7) again, we find v t+1 = u s +1 , so in this case v t+1 − v t ≥ S κ+1 , but of course S κ+1 = S κ + 1 is possible. Let us say that u and v switch roles at entries (s, t) if u s < v t < u s+1 < v t+1 . Let h = h(s, t) is such that u s+1 − v t = aS h . The above arguments shows that if h(s, t) ≤ κ and v and u switch roles again at entries (t + 1, s ), then h(t + 1, s ) ≥ h(s, t). Hence, at switches, h is non-decreasing at least until it exceeds κ, whereas between switches (say u s < v t < v t+1 < u s+1 , the entry v t+1 is fully determined by u s+1 . To illustrate this, let us give an example: ν = 101011101010100 . . . with κ = 3 and internal address 1 → 2 → 6 → 12 → 15 → . . . , and
1 1 0 1 0 1 1
1 . . . with k = 2. We see that h stays constant if the roles of u and v switch, and increases between switches. Furthermore, two consecutive switches of roles takes S h+1 digits.
We can code the consecutive switches by integers l j ≥ 0: each l j indicates the number of pairs of switches where h(s, t) = h(s + 1, t + 1) (or h(t, s) = h(t + 1, s + 1) for reversed roles of u and v) remain constant at j. If l j = 0, it means that h(s, t) increases from below j to above j. There are r ≥ 1 occurrences of h(s, t) > κ before h(s, t) drops to ≤ κ again. Let m j ≥ S κ + 1, 1 ≤ j ≤ r, denote the distances between the remaining switches before h(s, t) ≤ κ again. (If r = 0, then there are no such m j s.) Thus the whole loop from h(s, t) = 0 to the last h(s, t) ≥ κ takes at least κ j=0 l j S j+1 + r j=1 m j digits. Let us introduce a second index i to indicate the loopnumber. Then the pair
n, r i i=1,j=1 encodes a cylinder set in E k going through n loops, and the cylinder length is at least k +
where the first main sum runs over all combinations of n(κ+1) positive integers l i,j and the second main sum over all combinations of integers m i,j ≥ S κ + 1. Using geometric series, the estimate
, and changing the order of product and sum, we can rewrite this quantity as
Next observe that (S κ+1 ) ≥ S j ≥ 2 j for 0 ≤ j ≤ κ, and hence
1/δ(log 2) 2 . The second factor is another geometric series, and can be computed as
Therefore expression (9) is bounded by 2 to the power
The factor in the brackets is decreasing in S κ , so for S κ ≥ 3 and δ = U 2 (κ) = 7 2(Sκ+1) , we find that this factor is at most
It follows that (9) is bounded in n, and hence dim
Remark. If S κ = 3, then ν = 110 . . . and U 2 (κ) = 7 8 ≈ 0.93541 gives a slightly better estimate than U 1 (N ) = U 1 (3) = log 7/ log 8 ≈ 0.93578. If S κ = 2, then ν = 10 . . . and U 2 (N ) ≤ U 2 (4) is the better upper bound. At the other end, given any ε > 0, we can take δ = 1+ε √ (Sκ+1) log 2 as upper bound provided S κ is sufficiently large.
Lower Bound L 2 (κ): Write ν = ν 1 ν 2 . . . and define V = ν 1 ν 2 . . . ν Sκ−1 ν Sκ and V = ν 1 ν 2 . . . ν S κ+1 −1 ν S κ+1 , where ν i = 1 if ν i = 0 and vice versa. (Note that if S κ+1 = ∞, then there is nothing to prove.) Let
as claimed, so it suffices to show that each x ∈ B admits two disjoint ρ ν,x -orbits. By construction of x ∈ B, ρ
We will show that the ρ ν,x -orbit of S κ−1 is disjoint from this. Note that V is the concatenation of S κ /S κ−1 blocks ν 1 ν 2 . . . ν S κ−1 . Therefore, for any integer a ∈ {1, . . . ,
where we extended the definition of ρ ν,x to the case where x is a finite block in the obvious way. Also
Let n = S κ+1 −S κ , so we can writeV = V W for W = ν 1 . . . ν n . Furthermore W = V i X for some i ≥ 0 and m := |X| < S κ . We can use (8) to compute ρ XV,XV (m) = aS h for some h ≤ κ − 1 and 1 ≤ a ≤ S h+1 /S h . If h = κ − 1, then X is the concatenation of at most p κ − 1 blocks ν 1 . . . ν S κ−1 and in this case we readily find
Since ρ(m) ≤ S κ−1 , Lemma 4.2 in [BKS] gives that S κ−1 ∈ orb ρ (ρ(m) − m), and therefore S κ+1 + S κ−1 belongs to the ρ ν,V V -orbit (and to the ρ ν,V V -orbit) of S κ .
Combining these facts, we derive that the ρ ν,x -orbit of S κ−1 contains |W 1 . . . W i | + a i S κ−1 for each i and some 1 ≤ a i < p κ , and hence is disjoint from the ρ ν,x -orbit of S κ .
(ii) Now for the second statement, i.e., for kneading sequences, we repeat the proof with
Take G = N or S κ+1 according to whether the dimension estimate is obtained from (2) or (4). For ν ∈ Σ N,κ,k , instead of comparing subwords of ν with a fixed itinerary, we compare subwords of ν with ν itself, and in the above arguments, only a comparison with ν 1 . . . ν G matters. Therefore there is no change in the upper bounds, also if we have to exclude the non-admissible kneading sequences.
For the lower bounds, take n > max{k, G}, and we can always select an admissible n-cylinder for C intersecting Σ N,κ,k and such that orb ρ (i) n for all i < G. If G = N , then the sequences B = {ν = CW 1 W 2 · · · : W i ∈ {0, 1} M \ {00 . . . 0}} (constructed in the same gist as (6)) have the property that ρ(i) − i < G for all i ≥ n, and hence they satisfy Admissibility Condition 5.2. If G = S κ+1 , then we use
M \ {V,V }} (as in (10)). The same reasoning gives that all ν ∈ B satisfy the admissibility condition, and so we obtain the same lower bounds L 1 (N ) and L 2 (κ). 2
Dimension estimates for combinatorially biaccessible angles
In this section, we make the transition from symbolic dynamics to the angle doubling map g : S 1 → S 1 .
Proposition (Dimension of Combinatorially Biaccessible Angles)
For every external parameter angle ϑ ∈ S 1 \ {1/2}, the set of external dynamic angles ϕ ∈ S 1 with biaccessible itineraries has Hausdorff dimension in I(N, κ), where N = N (ν(ϑ)) and κ = κ(ν(ϑ)) are as in (1) and (3) respectively. In particular, the set of biaccessible external dynamic angles has Hausdorff dimension less than 1. 2
Proof. We start with the upper bound. The arcs
) and
) form the partition of S 1 which yields itineraries, except that A 0 and A 1 are half-open, while they are supposed to be open in Definition 2.1. Only countably many angles ϕ ∈ S 1 are affected by the differing definition, so this has no effect on the Hausdorff dimension. The two sets A 0 and A 1 correspond to the two 1-cylinders C 0 and C 1 of Σ.
We claim that for every n-cylinder C ⊂ Σ (with n ≥ 1), I For the lower bound, we know now that if C is any cylinder set of length n, then I −1 ϑ (C) consists of at most n intervals of total length 2 −n . At least one of these intervals must have length 2 −n /n. Hence, the lower bound from Proposition 6.1 and the second part of Lemma 4.3 give the lower bound. 2
Let I : S 1 → Σ be the map that assigns the kneading sequence to an external parameter angle. In order to investigate how Hausdorff dimension behaves under I −1 , we must determine, for an n-cylinder C, the number of components of I −1 (C) and their minimal length. This relies on the number of different ways a Hubbard tree with an m-periodic critical point can be embedded in the plane, because this equals the number of components of I −1 (C) for m-cylinders C. Let φ(q) be the Euler function counting the integers 1 ≤ i < q that are coprime to q; it gives the number of transitive order preserving permutations on q points on the circle.
Lemma (Embedding of the Hubbard Tree)
A Hubbard tree (T, f ) can be embedded into the plane so that f respects the cyclic order of the local arms at all branch points if and only if (T, f ) has no evil orbits. More precisely, if q 1 , q 2 , . . . are the number of arms of the different characteristic branch points (all of them tame), then there are φ(q i ) different ways to embed T into the plane such that f extends to a two-fold branched covering.
Proof. If (T, f ) has an embedding into the plane so that f respects the cyclic order of local arms at all branch points, then clearly there can be no evil orbit (this uses the fact that no periodic orbit of branch points contains a critical point).
Conversely, suppose that (T, f ) has no evil orbits, so all local arms at every periodic branch point are permuted transitively. First we embed the arc [0, c 1 ] into the plane, for example on a straight line. Every cycle of branch points has at least its characteristic point p 1 on the arc [0, c 1 ], and it does not contain the critical point. Suppose p 1 has q arms. Take s ∈ {1, . . . , q−1} coprime to q and embed the local arms at p 1 in such a way that the return map f
•n moves each arc over by s arms in counterclockwise direction. This gives a single cycle for every s < q coprime to q. There are φ(q) choices to do this and these choices can be made for all characteristic branch points independently.
A point x ∈ T is called marked if it is a branch point or point on the critical orbit. We say that two marked points x, y are adjacent if (x, y) contains no further marked point. If a branch point x is already embedded together with all its local arms, and y is an adjacent marked point on T which is not yet embedded but f (y) is, then draw a line segment representing [x, y] into the plane, starting at x and disjoint from the tree drawn so far. This is possible uniquely up to homotopy. Embed the local arms at y so that f : y → f (y) respects the cyclic order of the local arms at y; this is possible because y is not the critical point of f .
Applying the previous step finitely many times, the entire tree T can be embedded. It remains to check that for every characteristic branch point p 1 of period m, say, the map f : p 1 → f (p 1 ) =: p 2 respects the cyclic order of the local arms. By construction, the forward orbit of p 2 up to its characteristic point p 1 is embedded before embedding p 2 , and f
•(m−1) : p 2 → p 1 respects the cyclic order of the embedding. If the orbit of p 1 is tame, the cyclic order induced by f : p 1 → p 2 (from the abstract tree) is the same as the one induced by f
•(m−1) : p 2 → p 1 used in the construction (already embedded in the plane), and the embedding is indeed possible. Recalling that q 1 , q 2 , . . . are the number of arms of the characteristic branch points in T , we see that there are altogether φ(q i ) different ways to embed T . 2
Lemma (Upper Bound for Number of Embeddings)
A Hubbard tree in which the critical orbit is periodic with period n has less than n embeddings into the plane that respect the circular order of the local arms at every branch point.
Proof. Let 1 → S 1 → . . . → S k be the internal address of the tree with S k = n. We may suppose that all branch points are tame (or there would be no embedding at all). By Lemma 5.1, the periods of all branch points appear on the internal address. Let p 0 , . . . , p k−1 be the tame characteristic periodic points of periods S 0 , . . . , S k−1 . Let their numbers of arms be q 0 , . . . , q k−1 ; according to [BS1, Propositions 4 .19] they satisfy
where the r i are uniquely defined by the condition 1 ≤ r i ≤ S i . Since only branch points contribute to the number of embeddings, let us write i(0), i(1), . . . , i(l) for the indices of p i that are branch points. Obviously k > i(l).
By Lemma 7.2, there are precisely a := l s=0 φ(q i(s) ) dynamically compatible embeddings of the Hubbard tree into the plane. Clearly a ≤ l s=0 (q i(s) − 1). We will show that a < S k .
In analogy with Section 3, let ζ j be a precritical point of Step(ζ j ) = j if f •j (ζ) = c 1 . In this proof, we need the closest precritical points to c 1 in the sense that the arc [c 1 , ζ j ] contains no precritical point of Step < j. The arc [p i(t) , c 1 ] contains the closest precritical point ζ S i(t)+1 , and f
•(q i(t) −2)S i(t) maps it to a precritical point ζ t of Step(ζ t ) = S i(t)+1 − (q i(t) − 2)S i(t) . Lemma 5.1 implies that the arm G 1 of p i(t) containing c 1 homeomorphically survives f
•(q i(t) −2)S i(t) and ζ t lies in a different arm of p i(t) as the critical point. However, ζ t and ζ S i(t−1)+1 lie in the same global arm of p i(t−1) , which homeomorphically survives another (q i(t−1) − 2)S i(t−1) iterates. Inductively repeating this argument gives
Then by induction u t+1 = (q i(t) − 1)u t , and therefore
. It is easily checked that S i(1) ≥ q i(0) −1. Therefore S k > a as asserted. 2
Proposition (Hausdorff Dimension of Biaccessible Parameter Angles)
The set of external angles ϑ for which the kneading sequence is biaccessible with N (ϑ) = N and κ(ϑ) = κ has Hausdorff dimension in I(N, κ).
In particular, this implies that the harmonic measure of the biaccessible points in the boundary of the Mandelbrot set is 0.
Proof. We start with the lower bound. We claim that for every n-cylinder C ⊂ Σ, I
−1 (C) consists of at most 1 2 n(n + 1) arcs of length ≤ 1 2 n −1 . Indeed, if α is such that the n-th entry I n (α) = , say that 2 n−1 α = m+α 2 for some m ≥ 1, then for α = α+
. Therefore every component of I −1 (C) must be contained in an arc (α, α + 1 2 n −1 ) for some α ∈ S 1 . This shows that I −1 is Lipschitz on each branch. Let T be a Hubbard tree with a periodic critical point; say the period is m = S k . The external angles of T depend on the specific embedding of T in the plane. According to Lemma 7.3 there are at most m different embeddings. Each embedding of T (with biaccessible critical value) comes with at least two external angles. We can exclude the Hubbard trees with more than two external angles at the critical value, because these correspond to strictly preperiodic critical points and this constitutes a countable set. So there are at most 2m external angles realizing the kneading sequence ν 1 . . . ν m−1 . Each arc in I −1 (C ν 1 ...νn ) has two boundary points having kneading sequences ν 1 . . . ν m−1 for some m ≤ n. Therefore the total number of arcs is bounded by For the lower bound, take M = N or S κ+1 according to whether the lower bound in Proposition 6.1 is obtained from L 1 (N ) or L 2 (κ). Let k > M and take a cylinder set C = C e 1 ...en intersecting Σ N,κ,k . Without loss of generality we can choose C so that n ∈ orb ρ (i) for each i ≤ M , and that no ν ∈ C gives rise to an evil period m with ρ(m) ≤ n.
Using Proposition 6.1, we are able to find a subset B ⊂ C of Hausdorff dimension δ ≥ max{L 1 (N ), L 2 (κ)}. Moreover, for all ν ∈ B, r i := ρ(i) − i ≤ M for all i > n. Therefore n ∈ orb ρ (r i ), so it follows that every ν ∈ B corresponds to an admissible Hubbard tree T , whose periodic branch points have period ≤ M . By Lemma 7.2, T has a bounded number of embeddings, hence the map I : I −1 (B) → B is bounded-to-one. A second property of B ⊂ C is that ifC = C e 1 ...e j is any subcylinder intersecting B, then all four subcylinders C e 1 ...e j e j+1 e j+2 satisfy Admissibility Condition 5.2. Therefore the single arc component A ⊂ I −1 (C) is divided into four pieces by points of the form
(where i is an integer), and |A| > 1 2 j+2 −1 . It follows that the map I restricted to I −1 (B) is Lipschitz (with Lipschitz constant ≤ 4) on each of its branches. Therefore, we can use the second part of Lemma 4.3, say with polynomial Q(n) ≡ 4, to conclude that the set of biaccessible external angles contains a Cantor set I −1 (B) of Hausdorff dimension δ. 2 8. Hölder continuity; the proof of Theorem 1.3
Recall that simple renormalizability of period m can be detected from a kneading sequence, or rather an internal address, by the fact that m is an entry of the internal address associated, and every further entry is divisible by m. Such m-renormalizable internal address is obtained via direct bifurcation if each successive entries S k is a multiple of its predecessor S k−1 . Hence in case m is the highest period of renormalization via direct bifurcation, then m = S κ−1 with κ ≥ 2 as in (3) . This tree has only finitely many itineraries: 1, 110, 11011011 and their shifts. Characteristic points are the fixed point α = p 0 and period 3 point p 1 .
e e e e e e t p 1 = f 
This allows us to prove Proposition 1.5, see [Man] .
Proof of Proposition 1.5. If a kneading sequence is m-renormalizable (which should be read as "via direct bifurcations from the main cardioid" throughout the proof), then the associated internal address contains after entry m only entries which are divisible by m. If the kneading sequence is divided in blocks of length m, then any block can differ from the first one only at the last position. Since ν 1 is always 1 and the m-th entry must be such that m occurs in the internal address, there are at most 2 n−2 · 2 k−1 possibilities for the first kn entries of m-renormalizable kneading sequences. Therefore the set of m-renormalizable kneading sequences has Hausdorff dimension at most (log 2)/ log(2 m ) = 1/m. Infinitely renormalizable kneading sequences are mrenormalizable for arbitrarily large m, and their Hausdorff dimension is 0.
The statement about external angles follows from Proposition 7.4. 2
Proof of Proposition 1.6. The "if" part follows immediately from Theorem 1.1, because in this case S κ < S κ+1 < ∞ and we have lower bound L 2 (κ) = 1/S κ+1 > 0. 2
Proof of Theorem 1.3. We divide the proof in several steps. I: Equation (5), i.e., dim H (B ϑ ) = h top (f | T ϑ )/ log 2, for finite trees: Let us first assume that parameter angle ϑ has a finite kneading invariant, or at least a Hubbard tree (T ϑ , f ) with finitely many arms. This applies to a dense set of angles ϑ ∈ S 1 . Let A ϑ be the set of dynamic angles with itineraries corresponding to an itinerary in the Hubbard tree. Since T is a compact tree, A ϑ is a compact subset of S 1 and invariant under the doubling map g.
Except for a finite set (not affecting Hausdorff dimension), all φ ∈ A ϑ are biaccessible, and because of the well-known fact that every biaccessible angle eventually maps to some angle with itinerary represented in T ϑ , B ϑ is the countable union of sets with the same Hausdorff dimension as
As g (φ) ≡ 2, each g-invariant measure has Lyapunov exponent λ(µ) := log g dµ = log 2. Applying the Variational Principle to the dimension formula h µ (g| supp(µ) ) = λ(µ) dim H (supp(µ)), we find dim H (A ϑ ) = h top (g| A ϑ )/ log 2. Except for finitely many points on T ϑ , every x ∈ T ϑ has itinerary coinciding with the itineraries of two dynamic angles φ ∈ A ϑ , so h top (g| A ϑ ) = h top (T ϑ , f ). This proves (5) for the case that T ϑ is a finite tree.
II. The previous argument is inconclusive for infinite trees: If the kneading invariant of ϑ is so rich that T ϑ cannot be a tree, then there is an obstacle in the previous argument. Potential non-compactness of the connected hull ∪ n [0, c n ] in the abstract Julia set, and similarly non-compactness of the set of corresponding external angles A ϑ in S 1 , compromises the use of the Variational Principle. On the other hand, compactifying ∪ n [0, c n ] (or A ϑ ) can increase the topological entropy. Therefore we deal with the continuity of ϑ → dim H (B ϑ ) first.
III. Hölder continuity of ϑ → dim H (A ϑ ): Assume that ν is the kneading sequence obtained via κ − 1 direct bifurcations, so that its largest period is m := S κ−1 . (We allow κ = 1 i.e., ν is not renormalizable via direct bifurcation, and also κ = ∞, in which case we can take m = S k finite, but arbitrarily large.) Definẽ 
Let U be a neighborhood of ϑ such that the first N entries of the kneading sequence remain unchanged on U . (If ϑ is -periodic, then ϑ is the common boundary of two such intervals U and U . We can argue for U and U separately.) LetÃ ϑ be the collection of itineraries corresponding to dynamic angles in A ϑ , and let V (n) be the number of mncylinders that have two disjoint orbits orb ρ (a)∩{1, . . . , mN } and orb ρ (b)∩{1, . . . , mN } for a, b mN . Then V (n 1 )V (n 2 ) ≥ V (n 1 + n 2 ), so log V (n) is subadditive, and we find
The same can be done for the number W (n) of mncylinders inÃ ϑ ∩Λ n ; so dim H (Ã ϑ ∩Λ N ) = lim n→∞ log W (n) log 2 mn = inf n log W (n) log 2 mn , and we write
where in the second line we estimated the forbidden blocks x mn+1 . . . x m(n+1) = ν 1 . . . ν mN by the N cyclic shifts of ν 1 . . . ν mN , hence V (N ) is decreased to V (N ) − N . The errors δ N and ε N are caused by the fact that not every concatenation of mNblocks B 1 and B 2 (which separately allow disjoint orbits orb ρ (a) and ρ 1 (b)) can produce a 2mN -block B 1 B 2 with orb ρ (a) ∩ orb ρ (b) ∩ {1, . . . , 2mN } = ∅, and similar for longer concatenations. To estimate this error, we divide the mN -block B 1 into classes B r,s where r = max{orb ρ (a) ∩ {1, . . . , mN }} and s = max{orb ρ (b) ∩ {1, . . . , mN }}, and then pair them to classes of mN -blocks B 2 if orb ρ (a) ∩ {1, . . . , 2mN } and orb ρ (b) ∩ {1, . . . , 2mN } are still disjoint. For each B r,s there is a definite proportion C r,s ∈ (0, 1) of blocks B 2 where this is the case. Thus we can write (for the ν 1 . . . ν mN excluding case): log W (2mN ) = log r,s #B r,s C r,s W (mN ) = 2 log W (mN ) + log C * where C * is the appropriate weighted average of the C r,s . This argument can be extended to k-fold concatenations of mN -blocks, and shows that ε N ≈ − log(C * ) mN log 2 . However, allowing the blocks ν 1 . . . ν mN to appear in x ∈Ã ϑ has an exponentially small effect on the proportions C r,s , and therefore on the weighted average C * . Thus we obtain log V (2mN ) = log r,s #B r,s C r,s (1 + O(2 −N ))V (mN ) = 2 log W (mN ) + log C * (1 + O(2 −N )).
This yields
if ϑ is renormalizable of period m via direct bifurcation from the main cardioid, see Proposition 1.5. Hence, removing the sequence containing blocks ν 1 . . . ν mN changes dim H (A ϑ ) in a Hölder continuous way in terms of 2 −mN . Combining these estimates, and using the equality dim H (Ã ϑ ) = dim H (A ϑ ) from Lemma 4.1, we can find C > 0 such that
But dim H (A ϑ ∩ Λ N (ν)) is constant on U , because combinatorial biaccessibility of φ ∈ A ϑ ∩ Λ N (ν) only depends on the first N entries of ν(ϑ ). Therefore
This shows that dim H (A ϑ ) cannot vary more than C(2 −mN ) dim H (A ϑ ) on U . Finally, using the Lipschitz continuity of the itinerary map ϑ → ν(ϑ) shown in the proof of Proposition 7.4, we obtain that ϑ → dim H (A ϑ ) is Lipschitz with exponent dim H (A ϑ ), as asserted.
IV. Monotonicity of ϑ → h top (f | T ϑ ): The map ϑ → h top (f | T ϑ ) is monotone in the sense that if ϑ and φ are biaccessible parameter angles such that φ ∈ (ϑ, ϑ ), i.e., φ belongs to the wake, or shorter arc, of ϑ and its companion angle ϑ with the same kneading sequence, then h top (f | T φ ) ≥ h top (f | T ϑ ). This result is contained in the PhD thesis of Tao Li [TL] , and, in different language, in the PhD thesis of Penrose [P] . It can also be seen by the fact that the itineraries present in (T ϑ , f ) are represented by a (Cantor) subset of points in T φ .
V. The biaccessible Mandelbrot set: Since dim H (A ϑ ) = h top (f | T ϑ )/ log 2 for a dense set of ϑ, and ϑ → h top (f | T ϑ )/ log 2 is monotone, dim H (A ϑ ) = h top (f | T ϑ )/ log 2 for all ϑ that are majorized by another postcritically finite φ, i.e., a combinatorially biaccessible pair of parameter angles (φ, φ ) within the arc (ϑ, ϑ ). Since postcritically finite parameter angles are dense in S 1 , this covers all biaccessible parameter angles. For the "tips of the Mandelbrot set", we need an additional argument.
VI. Zero entropy tips: If ϑ is the parameter angle corresponding to an infinitely renormalizable map via direct bifurcations, i.e., κ = ∞ in Theorem 1.1, then h top (f | T ϑ ) = 0, so dim H (B ϑ ) = h top (f | T ϑ )/ log 2 holds trivially. For all other tips, Theorem 1.1 implies that h top (f | T ϑ ) > 0. We will show that ϑ → h top (f | T ϑ ) is continuous at those values of ϑ.
VII. Continuity of ϑ → h top (f | T ϑ ) at tips: Let ε > 0 be arbitrary. Let ϑ be a tip (i.e., uni-accessible) external parameter angle with internal address 1 → S 1 → S 2 → . . . and 1 ≤ κ < ∞ from Theorem 1.1, such that the largest period of renormalization via direct bifurcations is m = S κ−1 . According to [BS1, Lemma 3.6] , there is a sequence (p k ) k≥0 of S k -periodic so-called characteristic points on [0, c 1 ]; their orbits have the property that p k never separates f
•j (p k ) from 0 in the Hubbard tree (T, f ). It follows that f −1 (p k ) = w ± k consists of (at most) two points, one of either side of 0, such that (w + k , w − k ) ∩ orb(p k ) = ∅. Let H k be the connected hull of orb(p k ) in T . Since T is an infinite tree, the number of endpoints e k of H k tends to infinity as k → ∞. Let P k = {branch points of H k } ∪ {w ± k } ∪ orb(p k ); this set partitions H k into finitely many open arcs {J i } i , say with J 0 = (w + k , w − k ). As P k is f -invariant, these arcs almost form a Markov partition, except that K 0 := f (J 0 ) lies outside H k .
The idea is now to view the partition {J i } of (T, f ) as the vertex set of topological Markov graph, consisting of the core H k = ∪J i (or rome in the terminology of [BGMY] , see also [BB, Chapter 9] ), with additional paths from J 0 back into H k . Since f
•j (Y 0 ) are pairwise disjoint arcs beyond H k for 1 ≤ j < e k , these paths have length ≥ e k . To estimate the entropy of (T, f ) from above, we replace (T, f ) by a postcritically finite Hubbard tree (T ,f ) with the same core H k and kneading sequence ν i (f ) = ν i (f ) for i < S k , and such that (T ,f ) has demonstrably more and/or shorter paths than (T, f ). The entropy is the exponential growth rate of the number of paths of this Markov graph.
Let 0 = min{j ≥ 1 : f •j (K 0 ) ∩ H k = ∅}. Note that 0 ≥ e k . We have three cases:
