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E – funkcija pogrješke umjetne neuronske mreţe; 
f -  aktivacijska funkcija umjetne neuronske mreţe; 
h – izlazni podatci kod mjerenja pogrješke sume kvadratne pogrješke; 
l – promatrani, tj. ulazni podatci za mjerenje pogrješke sume kvadratne pogrješke; 
N(h) - broj parova podataka usporeĊenih na udaljenosti 'h' kod raĉuna variograma; 
olh – predviĊena vrijednost izlaza kod raĉuna sume kvadratne pogrješke; 
p - vjerojatnost opaţanja podataka kakvi su na promatranom uzorku (ili ekstremnijih 
podataka) kada je nulta hipoteza istinita; 
wi - teţinski koeficijent i-tog ulaza umjetne neuronske mreţe; 
xi - vrijednost i-tog ulaza umjetne neuronske mreţe; 
ylh – promatrani izlaz kod raĉuna sume kvadratne pogrješke; 
Zk - vrijednosti varijable na odabranoj lokaciji kod raĉuna krigiranja; 
zi - postojeći podatci za kartiranje krigiranjem;  
Z1...Zn - mjerene vrijednost u toĉkama za raĉun krigiranja; 
zn - vrijednost varijable na lokaciji 'n'; 
zn+h - vrijednost varijable na lokaciji udaljenoj za 'h' od promatrane lokacije 'n'. 
 
α – Cronbachov alfa koeficijent znaĉajnosti; 
2γ(h) - vrijednost variograma; 
γ - vrijednost semivariograma na udaljenosti dviju toĉaka; 
λ - teţinski koeficijent dodan podatcima u raĉunu krigiranja;  
λi -  teţinski koeficijent za lokaciju 'i'; 
τ – Kendallov tau koeficijent korelacije.
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1. UVOD  
 
 Geostatistika, znanstvena i struĉna disciplina prostorne analize, nalazi znaĉajnu 
primjenu u prouĉavanju geološke graĊe podzemlja te karakterizaciji geoloških modela. 
Kao polazište za temeljnu zadaću geostatistike, izradbu karte, koriste se razliĉiti geološki 
podatci poput šupljikavosti, propusnosti, dubine, debljine i dr. Budući da prikupljeni 
podatci mogu biti manjkavi te u nelinearnom odnosu, u tom sluĉaju primjenu nalazi 
metoda umjetnih neuronskih mreţa u kojoj se podatci ujedinjuju u jedan sloţeni ulazni 
skup. Karakteristika te metode je da simulira postupak ljudskog uĉenja uvjeţbavanjem i 
optimiziranjem parametara nizom ponavljanja. U geologiji leţišta fluida i naftnom 
inţenjerstvu je metoda umjetnih neuronskih mreţa razmjerno zahvalna metoda budući da 
se raspolaţe velikim brojem podataka iz istraţivaĉkih bušotina i postoji dugi kontinuitet 
prikupljanja podataka tijekom ţivotnog vijeka proizvodnih bušotina pa se mogu izdvojiti i 
urediti ulazni skupovi podataka na najbolji naĉin kako bi se minimizirala pogrješka u 
predviĊanju izlaza.  
 U ovomu radu je postavljena hipoteza uspješnog kartiranja metodom umjetnih 
neuronskih mreţa izvornim algoritmom umjetne neuronske mreţe izraĊenom u programu 
za statistiĉku obradbu podataka „R“. UsporeĊeni su rezultati kartiranja umjetnom 
neuronskom mreţom i geostatistiĉkom interpolacijom, tj. metodom obiĉnog kriginga. 
Metoda je primijenjena na kartiranju dubine EK markera (elektrokarotaţnog markera) 
„Rs5“. EK marker je korelacijski horizont kojeg se izdvaja u stupovima bušotina, a 
izdvojen je temeljem odreĊenog svojstva izmjerenog bušotinskom karotaţom. EK marker 
„Rs5“ predstavlja granicu formacija Moslavaĉka gora (taloţne stijene donjeg i srednjeg 
miocena) te formacije Ivanić-grad (taloţne stijene gornjega panona), a nalazi se u 
Bjelovarskoj subdepresiji koja je na jugozapadu Dravske depresije. U nastavku će biti 
detaljno objašnjen zemljopisni smještaj i geologija promatranog podruĉja te metodologija 
istraţivanja i naĉin rada neuronske mreţe ĉime će ovaj rad biti zaokruţena cjelina. 
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2. ZEMLJOPISNI SMJEŠTAJ I GEOLOGIJA PROMATRANOG PODRUČJA 
 
 Hrvatski dio Panonskog bazenskog sustava smješten je na jugozapadu geološke 
makrojedinice najvećega reda nazvane Panonski bazenski sustav. Postojeće makrojedinice 
unutar Hrvatskog dijela Panonskog bazena su Murska, Dravska, Savska te Slavonsko-
srijemska depresija.  
 Dravska depresija se nalazi na podruĉju koje prelazi granice Republike Hrvatske na 
podruĉje Republike MaĊarske. Tako od ukupne površine od oko 12000 km2 Republici 
Hrvatskoj pripada oko 9100 km
2
 (Malvić & Cvetković, 2013). Na jugozapadu Dravske 
depresije se na površini od oko 2900 km2 prostire Bjelovarska subdepresija. Zemljopisno, 
omeĊena je Kalnikom na sjeverozapadu, Bilogorom na sjeveroistoku, Papukom, Ravnom 
gorom i Psunjem na istoku i jugoistoku te Moslavaĉkom gorom na jugu (slika 2-1). 
 
Slika 2-1. Zemljopisni poloţaj Bjelovarske subdepresije (Malvić, 2003) 
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 Dravsku depresiju općenito ĉine neogenske i kvartarne stijene i naslage (Malvić & 
Cvetković, 2013). Ukupne debljine naslaga mogu biti veće od 7000 m u središnjem dijelu 
depresije. Uz sedimentne stijene, mjestimice se mogu naći pojave efuzivnih stijena 
srednjomiocenske starosti kao i fluvijalnih i jezerskih sedimenata donjeg miocena. U 
većini sluĉajeva neogensko-kvartarna ispuna sastoji se od srednjo- i gornjomiocenskih, 
pliocenskih te pleistocenskih i holocenskih klastiĉnih i biogenih sedimenata. Stijene u 
podini neogensko-kvartarnoga slijeda su bitno drukĉijeg litološkog sastava i stratigrafske 
pripadnosti. Radi se većinom o karbonatima (vapnencima i dolomitima), metamorfitima 
(amfibolitima, škriljavcima i gnajsevima) i magmatitima (granitima i gabrima) mezozojske 
i paleozojske starosti. Stijene u podini neogensko-kvartarnoga slijeda nisu litostratigrafski 
rašĉlanjene u Hrvatskom dijelu.   
 Na temelju brojnih bušotinskih (karotaţnih) i seizmiĉkih podataka su razraĊene 
prouĉavane kronostratigrafske i litostratigrafske jedinice Dravske depresije. 
Litostratigrafska rašĉlamba zapadnog dijela Dravske depresije naĉinjena je i prema 
rašĉlambi Savske depresije koje u pojedinim dijelovima odgovaraju jedna drugoj (slika 2-
2). Ta dva podruĉja zajedno predstavljaju krajnji juţni (jugozapadni) dio Panonskog 
bazenskog sustava (PBS)  u kojem su vladali sliĉni mehanizmi i okoliši taloţenja. 
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Slika 2-2. Litostratigrafske jedinice unutar Dravske depresije (Malvić & Cvetković, 2013) 
 
 U Bjelovarskoj subdepresiji su istraţivaĉkim bušenjem otkrivene stijene koje su 
razvrstane u dvije skupine. Prvoj, mlaĊoj, pripadaju stijene neogensko-kvartarne starosti, a 
drugoj pripadaju mezozojski i paleozojski magmatiti, metamorfiti i karbonati (Malvić, 
2003). U nastavku su detaljnije opisane taloţne stijene, poĉevši od najstarijih. 
 
2.1. TALOŢNE STIJENE MEZOZOIKA   
 Skupinu stijena mezozojske starosti ĉine vapnenci i dolomiti koji su iznimno 
trošeni i to do stupnja breĉe i konglomerata. Ove stijene svrstavaju se u podinu neogena 
unutar hrvatskoga dijela Panonskoga bazenskog sustava (skr. HPBS). Njihova starost 
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definirana je kao srednjotrijaska,  što je naĉinjeno pomoću fosila i bušotinskih podataka 
koji su korelirani s izdancima na okolnim rubnim gorama, posebice taloţinama srednjeg 
trijasa zapadnog Papuka. Litološki, radi se o istovrsnom dolomitu, dolomitiĉnom vapnencu 
te dolomitno-vapnenaĉkoj breĉi.  
 
2.2. TALOŢNE STIJENE DONJEG I SREDNJEG MIOCENA 
 Sedimenti srednjega miocena oznaĉavaju poĉetak sveobuhvatne transgresije na 
cijelom podruĉju subdepresije. Lokalno, u podruĉju Velike Ciglena i Deţanovca, 
pretpostavljeni su sedimenti i donjega miocena koji su taloţeni u manjim jezerskim 
okolišima. Takvi manji prostori predstavljali su prethodnicu prve transtenzije koja je 
obiljeţila baden. Općenito, svi ti transtenzijski sedimenti taloţeni su diskordantno na 
paleozojske te mezozojske stijene i sedimente u podini. Litostratigrafski pripadaju 
formaciji Moslavaĉka gora koja je podijeljena na ĉlan Mosti, pribliţne starosti od badena, 
mjestimice donjeg miocena, pa do sarmata te mlaĊi ĉlan Kriţevci  pribliţno donjopanonske 
starosti (Malvić, 2003). Granica s paleozojskim i mezozojskim stijenama u podini je 
odreĊena EK reperom „Tg“, a u krovini je odreĊena EK markerom „Rs5“, koja ĉini 
granicu s formacijom Ivanić-Grad. 
 U vrijeme badena dolazi do taloţenja sedimenata u marinskoj sredini zbog izrazite 
ekstenzijske tektonike. Samo su veće gore, poput Moslavaĉke, Kalnika, Papuka i Psunja 
ostale dijelom iznad morske razine i postale otoci. Trošenjem kopnenih i plitkomorskih 
dijelova paleozojskih stijena u priobalju je taloţen siliciklastiĉni materijal, najĉešće 
mehanizmom aluvijalnih lepeznih delti. Dolazi do taloţenja krupnoklastiĉnih sedimenata 
kao što su breĉe, konglomerati i krupnozrnati pješĉenjaci. Krajem badena ekstenzijski 
pokreti slabe, opada veliĉina zrna te je taloţen sitnozrnati pješĉenjak, a zatim lapor i 
vapnenac.   
Tijekom donjeg panona taloţe se meĊusobne izmjene tanjih slojeva glinovitog 
vapnenca, kalcitnog, siltnoga ili pjeskovitog lapora, ĉistog lapora te ponekad pješĉenjaka. 
Dominira karbonatni materijal ĉiji izvor predstavljaju algni grebeni. Mjestimice dijelovi 
paleoreljefa izviruju iznad površine vode i predstavljaju izvor siliciklastiĉnog materijala, 
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no puno siromašniji nego u badenu. Karta debljine formacija Moslavaĉka gora prikazana je 
na slici 2-3. 
 
Slika 2-3. Karta debljine formacije Moslavaĉka gora (Malvić, 2003) 
 
2.3. TALOŢNE STIJENE GORNJEG PANONA 
 Prva sljedeća mlaĊa litostratigrafska jedinica ranga formacije koja je izdvojena 
unutar Dravske depresije, a slijedi formaciju Moslavaĉka gora, imenovana je Ivanić-Grad 
(slika 2-4). U starijim bušotinama sedimenti ove formacije ĉesto su oznaĉeni kao «naslage 
Banatica» prema karakteristiĉnom fosilnom školjkašu Congeria banatica. Taloţenje 
vremenski odgovara gornjem panonu. Formacija Ivanić-Grad graniĉi s formacijom 
Moslavaĉka gora u podini, a  granica je predstavljena elektrokarotaţnim markerom Rs5, a 
u krovini graniĉi s formacijom Kloštar Ivanić koja je predstavljena elektrokarotaţnim 
markerom „Z’“. Formacija je dalje podijeljena na litostratigrafske jedinice ranga ĉlan, a 
zapoĉinje lipovaĉkim laporom, a nastavlja se zagrebaĉkim ĉlanom ili njegovim boĉnim 
 7 
 
ekvivalentom okolskim pješĉenjacima. Gornjopanonska starost odreĊena je uglavnom na 
temelju fosilnih nalazaka (Malvić, 2003). 
 
Slika 2-4. Karta debljine formacije Ivanić-Grad (Malvić, 2011) 
 
2.4. TALOŢNE STIJENE DONJEG PONTA    
 Sedimenti donjeg ponta formacije Kloštar-Ivanić (slika 2-5) najĉešće se nazivaju 
„naslagama Abichi“ prema karakteristiĉnom fosilu Paradachna abichi (Malvić, 2003). 
Naslage su definirane kao pojedini ĉlanovi unutar formacije Kloštar-Ivanić, a to su 
najstariji lepsiĉki lapori, a vremenskim slijedom nastavljaju se poljanski pješĉenjaci, 
graberski lapor, pepelanski pješĉenjaci i cabunski lapor (Šimon, 1968). Kod izrazite 
dominacije nepropusnih sedimenata svi ti ĉlanovi prelaze u jedan nazvan lapor Kloštar-
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Ivanić (Šimon, 1968). Granica u podini, prema formaciji Ivanić-Grad, oznaĉena je E  
markerom „Z’“, dok EK marker „Δ“ u krovinskom dijelu cabunskog lapora predstavlja 
pribliţnu granicu s formacijom Bilogora. Gotovo na cijelom prostoru su zabiljeţeni svi 
ĉlanovi (Malvić, 2003). 
 
Slika 2-5. Karta debljine formacije Kloštar-Ivanić (Malvić, 2011) 
 
2.5. TALOŢNE STIJENE GORNJEG PONTA  
 Naslagama formacije Bilogora (slika 2-6), starost je definirana kao pribliţno 
gornjopontska, a taloţine formacije nazivaju se još i Rhomboidea-naslagama prema 
fosilnom školjkašu Congeria rhomboidea (Malvić, 2003). Kako u formaciji Bilogora 
postoji znatno manja mogućnost otkrivanja leţišta ugljikovodika, nije dalje podijeljena u 
litostratigrafske jedinice niţeg ranga kao što je sluĉaj u starijim formacijama. Granicu sa 
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sedimentima formacije Kloštar-Ivanić predstavlja elektrokarotaţni marker „Δ“ u podini, a 
u krovini je odijeljena od formacije Lonja EK markerom „D’“. U najvećem dijelu depresije 
stariji sedimenti su predstavljeni glinovitim laporom, a u manjoj mjeri i slabovezanim 
pješĉenjakom. MlaĊi sedimenti formacije su predstavljeni laporovitom glinom i glinom te 
pješĉenjakom i pijeskom uz dominaciju nepropusnih taloţina. Dominiraju nepropusni 
sedimenti. U središnjem dijelu, kod Narte i Korenova cijela formacija razvijena je u 
nepropusnom facijesu glinovitog lapora, laporovite gline i gline (Malvić, 2003). 
 
 
 
Slika 2-6. Karta debljina formacije Bilogora (Malvić, 2011) 
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2.6. TALOŢNE STIJENE I TALOŢINE  PLIOCENA 
 NajmlaĊe naslage razraĊene su u litostratigrafsku jedinicu, ranga formacije, Lonja 
(slika 2-7). Starost formacije Lonja definirana je kao pribliţno pliocenska (dacij i romanij) 
te kvartarna. U vrijeme pliocena prostor Bjelovarske subdepresije već je podijeljen na niz 
slatkovodnih jezera (Vrbanac, 1996; Rögl, 1996, 1998) koja se uglavnom u potpunosti 
zapunjavaju. U pleistocenu taloţenje se nastavlja samo u fluvijatilnim sredinama (Malvić 
& Cvetković, 2013).  Taloţi se pijesak i glina, a unutar dubljih jezera i siltit, lapor i 
karbonat. Općenito, radi se o jezerskom klastiĉnom okolišu s taloţenjem u deltama 
Gilbertovog tipa (Malvić, 2003). Najdublji dijelovi kod Velike Ciglene i Patkovca, su 
odreĊeni kao laporovite gline,a kod Ciglenice kao pjeskoviti lapori. Ostatak depresije 
zapunjen je glinom, mjestimiĉno pjeskovitom ili s proslojcima pijeska. Jedino u središnjem 
dijelu istaloţeni su u izmjeni šljunak, pijesak i glina s proslojcima lignita (Malvić, 2003). 
Generalno je moguće naići na centimetarske do metarske proslojke slabokarboniziranog, 
crnog lignita. Stupanj konsolidacije raste s dubinom, dakle u mlaĊim dijelovima se nalaze 
nekonsolidirani sedimenti, a uz površinu su istaloţeni holocenski prapor, ilovaĉa, humus, 
šljunak, pijesak, a dominira glina. Formacija Lonja je u podini ograniĉena EK markerom 
„D’“, a u krovini granica je odreĊena današnjom površinom terena.  
 
Slika 2-7. Karta debljina formacije Lonja (Malvić, 2003) 
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3. PREGLED REZULTATA DOSADAŠNJIH ISTRAŽIVANJA I RADOVA 
UPORABE NEURONSKIH MREŽA U ISTRAŽIVANJU I RAZRADBI LEŽIŠTA 
UGLJIKOVODIKA 
 
 Metoda umjetnih neuronskih mreţa je zadnjih nekoliko desetljeća našla primjenu u 
mnogim podruĉjima prirodnih, tehniĉkih i društvenih znanosti. U geologiji se uporaba te 
metode istiĉe unutar istraţivanja ugljikovodika. Dokazana je vrijednost i u drugim 
podruĉjima geologije u kojima se primjenjuju statistiĉke metode analize podataka. U 
Republici Hrvatskoj su istraţivanja ovom metodom postala uĉestala tek od 2006. godine 
kroz djelovanje Geomatematiĉkog odsjeka Hrvatskog geološkog društva. Jedan od prvih 
radova kojim je uvedena metoda u primjenu unutar geologije u Republici Hrvatskoj je 
imao primjenu u predviĊanju klastiĉnih facijesa u polju Okoli (Malvić, 2006). Neuronski 
alati su još korišteni i za predviĊanje šupljikavosti u polju Beniĉanci (Malvić & Prskalo, 
2007), predviĊanje leţišnih svojstava unutar naftnog polja Kloštar, poput litološkog sastava 
iz karotaţnih dijagrama (Cvetković et al., 2008), za predviĊanje litološkog saastava leţišta 
i zasićenja ugljikovodicima (Cvetković et al., 2009). Jedan od radova velikog znaĉaja za 
popularizaciju ovog podruĉja istraţivanja svakako je „Hrvatsko-hrvatski rjeĉnik iz 
primjene neuronskih mreţa u geologiji“ (Malvić & Cvetković, 2008), ĉija je terminologija 
primijenjena i u ovomu radu. 
 Primjena umjetnih neuronskih mreţa se pokazala kao uĉinkovitom u analizi 
podataka karotaţnih dijagrama, primjerice za kartiranje litofacijesa pliocenskih, 
pleistocenskih i holocenskih sedimenata u Savskoj depresiji (Cvetković et al., 2012), te za 
predviĊanje litologije jedne bušotine koristeći karotaţne podatke druge bušotine u polju 
Kloštar u sedimentima gornjeg miocena (Cvetković & Velić, 2013). Uspješnost korištenja 
umjetnih neuronskih mreţa za nadopunjavanje nedostajućih karotaţnih podataka u 
odreĊenim intervalima je prikazano u radu Cvetković & Bošnjak (2009) gdje su i odabrani 
najbolji algoritmi za takva istraţivanja.  
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3.1. PRIMJENA UMJETNIH NEURONSKIH MREŢA U NAFTNOM INŢENJERSTVU 
 Primjena neuronskih mreţa u naftnom inţenjerstvu moţe biti znaĉajna u 
situacijama kada inţenjerski podatci korišteni za modeliranje i interpretaciju nisu u 
potpunosti adekvatni. Taj sluĉaj je ĉesto moguć u leţištima i geološkim sustavima koji 
pridobivaju ugljikovodike duţe vrijeme. TakoĊer se moţe javiti i manjak podataka zbog 
visoke cijene dodatnog istraţivanja i prikupljanja podataka, jezgrovanja i karotaţnih 
podataka.  
 Neuronske mreţe su našle primjenu u predviĊanju, odnosno odreĊivanju, 
propusnosti (Mohaghegh et al., 1995) u heterogenim formacijama gdje je mala korelacija 
izmeĊu šupljikavosti i propusnosti, a poznavanje prostorne distribucije je od velikog 
znaĉaja za izradbu geološkog modela. TakoĊer je moguća primjena neuronskih mreţa u 
predviĊanju pridobivih koliĉina nafte tijekom procesa utiskivanja CO2 (Mohammadi et al., 
2014) te simulacija utiskivanja CO2 i pridobivanja metana iz leţišta ugljena te predviĊanja 
utiskivanja skladišnog kapaciteta za CO2 u nepridobivim leţištima ugljena (He et al., 
2013). 
 Iznimno je znaĉajna primjena umjetnih neuronskih mreţa u podruĉju hidrauliĉkog 
frakturiranja, i za dizajn i za monitoring, odnosno praćenje. Kulga (2010) koristi model 
neuronske mreţe koji predviĊa mjeseĉno pridobivanje ugljikovodika iz hidrauliĉki 
frakturiranih horizontalnih bušotina u slabopropusnim pješĉenjacima s pogrješkom 
manjom od 10 %. U primjeni neuronskih mreţa u predviĊanju vodljivosti pukotine nastale 
hidrauliĉkim frakturiranjem (Prabuharnogo, 2011) pokazano je da se uz znatne uštede 
korištenjem starih podataka o leţištu i pukotinama dobiju podatci o vodljivosti pukotine s 
prosjeĉnom pogrješkom u iznosu 7 %. 
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4. METODOLOGIJA 
  
 Rad se temelji na kartiranju dubine EK-markera „Rs5“ metodom umjetnih 
neuronskih mreţa. Budući da postupak izradbe algoritma umjetne neuronske mreţe i 
njegovo korištenje zahtijeva „uvjeţbavanje“ mreţe postojećim podatcima, podatci dubina 
EK-markera „Rs5“ za „uvjeţbavanje“ mreţe su preuzeti iz doktorske disertacije 
„Naftnogeološki odnosi i vjerojatnost pronalaska novih zaliha ugljikovodika u bjelovarskoj 
uleknini“ (Malvić, 2003) te rada „Geological maps of Neogene sediments in the Bjelovar 
Subdepression (northern Croatia)“ (Malvić, 2011) i dani su u prilogu u obliku ASCII 
datoteke. Podatci su u pravilnoj mreţi, a sastoje se od koordinata „x“ i „y“ te podataka 
dubine. Na slici 4-1 prikazana je karta s prikazom poloţaja svih toĉaka kojima su 
pridruţene vrijednosti dubina na temelju kojih je naĉinjena karta. U nastavku je opisana 
sama metoda umjetnih neuronskih mreţa te programsko okruţenje „R“. 
 
Slika 4-1. Karta s poloţajem ulaznih, odnosno, mjerenih vrijednosti 
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4.1. UMJETNE NEURONSKE MREŢE 
 Umjetne neuronske mreţe imaju dodirnih toĉaka s ljudskom moţdanom 
strukturom. Zajedniĉko im je da obje vrste mreţa prenose samo dvije informacije, je li 
veza aktivna ili nije, a te informacije su izraţene odreĊenim elektriĉnim potencijalom, u 
mozgu ili raĉunalu.  
 Neuronske mreţe su se razvile unutar istraţivanja umjetne inteligencije, uglavnom 
inspirirani pokušajima imitiranja tolerancije pogrješke i sposobnosti uĉenja bioloških 
neuronskih sustava (Patterson, 1996). U sastavu mozga se nalazi izuzetno velik broj 
neurona (10
11) koji su meĊusobno povezani brojnim vezama. Svaki neuron je posebna 
stanica koja moţe stvoriti, proslijediti te primiti elektrokemijski signal. Kao i biološka 
stanica, neuron ima tijelo, dendrite koji primaju signale iz ostalih neurona i aksone preko 
kojih se šalje elektriĉni impuls do krajeva sinapse. Akson jedne stanice je spojen s 
dendritima druge stanice preko sinapse. Kada je neuron aktiviran, šalje elektrokemijski 
signal preko aksona. Signal prelazi sinapsu i dolazi do tisuća drugih neurona koji mogu 
slati signal po cijelom neuronskom sustavu (tj. mozgu). Neuron šalje signal samo ako je 
razina signala koji dospije u tijelo stanice preko dendrita veća od odreĊene razine „praga“. 
Iako jedan neuron sam ne napravi znaĉajan posao, kombinirani rezultat velikog broja 
neurona postaje toliko znaĉajan da se mogu obavljati iznimno sloţeni kognitivni zadatci 
poput uĉenja ili svijesti. Stoga je zanimljivo da umjetne neuronske mreţe mogu ostvariti 
zapanjujuće rezultate koristeći jedan jednostavan model.  
 
Slika 4-2. Shema neuronske mreţe s više ulaza i jednim izlazom 
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 U praksi se neuronska mreţa sastoji od više neurona, no zbog jednostavnosti će se 
opisati umjetna neuronska mreţa s jednim neuronom s odreĊenim brojem ulaza i jednim 
izlazom. Dakle, neuron prima signale iz mnogih izvora. Ti izvori obiĉno su podatci i 
definirani su kao ulazne varijable x, ili samo ulazi (engl. inputs). Ulazi dolaze iz spojeva 
koji imaju odreĊenu snagu, koja se naziva „teţina“ (engl. weight). Vrijednost teţine je 
predstavljena brojem, koji što je veći ukazuje na jaĉi dolazni signal, i to ima veći utjecaj na 
izlaz (engl. output). Nakon što je signal primljen, odredi se suma ponderirana teţinskim 
koeficijentima i odredi se aktivacijska funkcija (engl. activation function) neurona. 
Aktivacijska funkcija neurona je matematiĉka funkcija koja pretvara sumu ponderiranu 
teţinskim koeficijentima u izlaz. To je prikazano formulom 4-1: 
                             (4-1) 
Gdje su: 
f -  aktivacijska funkcija; 
wi - teţinski koeficijent i-tog ulaza; 
xi - vrijednost i-tog ulaza. 
Aktivacijska funkcija obiĉno je sigmoidnog oblika (slika 4-2), ali moţe biti i tangens 
hiperboliĉka, linearna i dr.  
 
Slika 4-3. Sigmoidna aktivacijska funkcija (npr. Malvić, 2013) 
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 Da bi neuronska mreţa oponašala rad ljudskog mozga, potrebno je simulirati proces 
uĉenja. To se u sustavima neuronskih mreţa naziva „uvjeţbavanje“ (engl. training). 
Uvjeţbavanje ili postupak uĉenja je iterativni postupak predoĉavanja ulaznih primjera 
(uzoraka, iskustva) i eventualno oĉekivana izlaza (Dalbelo-Bašić et al., 2008). 
Uvjeţbavanje je potrebno da bi se kasnija mreţa mogla koristiti i davati odgovarajući izlaz. 
Postoje dva naĉina uvjeţbavanja, odnosno uĉenja, a definirana su s obzirom na to je li 
poznat izlaz iz mreţe. Prvi je uĉenje s uĉiteljem (engl. supervised learning) koje 
predstavlja uĉenje uz primjere u obliku para (ulaz, izlaz), a drugi je uĉenje bez uĉitelja 
(engl. unsupervised learning) gdje mreţa uĉi bez poznavanja izlaza. Tijekom postupka 
uvjeţbavanja, vrijednost pogrješke izmeĊu stvarnog i ţeljenog izlaza se vraća natrag u 
mreţu da bi se bolje uvjeţbala (slika 4-3). Takav postupak se naziva „mreţa s postupkom 
povratne informacije“ (engl. backpropagation network). Ponavlja se toliko puta dok se 
vrijednost pogrješke ne spusti ispod odreĊene granice. Nakon uvjeţbavanja, potrebno je 
provesti provjeru (engl. validation) mreţe jednim dijelom ulaznog skupa podataka. Kod 
testnog skupa podataka već su poznati izlazi pa je lako kontrolirati kvalitetu uvjeţbavanja. 
Nakon završetka ovog postupka, mreţa je spremna za obradbu novog skupa podataka ĉiji 
izlazi nisu poznati. Sada se raĉunaju nove vrijednosti iz uspostavljenih odnosa. 
Postoji više vrsta neuronskih mreţa, a u ovome radu je korišten model  višeslojnih 
perceptrona. 
 
Slika 4-4. PrilagoĊavanje teţinskih koeficijenata i smanjivanje pogrješke (Malvić, 2013) 
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4.1.1. Višeslojne neuronske mreţe 
 Kako se umjetne neuronske mreţe mogu sastojati od više neurona i više slojeva, 
njihova organiziranost i povezanost u mreţi odreĊuju njezinu arhitekturu. Postoje ĉetiri 
osnovne vrste arhitekture (Dalbelo-Bašić et al., 2008): 
a) Acikliĉka mreţa (engl. feedforward net); 
b) Mreţa s povratnom vezom (engl. recurrent net); 
c) Boĉno povezana mreţa (rešetkasta); 
d) Hibridna mreţa.  
 Karakteristika acikliĉke mreţe je da nema povratnih veza izmeĊu neurona, što znaĉi 
da signali iz ulaznih neurona nakon odreĊenog broja prijelaza dolaze do izlaza mreţe. 
Ovakva mreţa se sastoji od ulaznog sloja, izlaznog i skrivenog sloja.  
 Višeslojne neuronske mreţe s arhitekturom mreţe s povratnom vezom sadrţava u 
svojoj strukturi barem jednu povratnu vezu. To znaĉi da postoji minimalno jedan takav 
ĉvor da ako se prati njegov izlaz kroz sve moguće putove, nakon konaĉnog broja koraka 
ĉvor će se ponovno obići. U ovom tipu mreţe, postoje vidljivi ĉvorovi i skriveni ĉvorovi, 
za razliku od prethodne mreţe gdje je bila rijeĉ o ulaznom i izlaznom sloju.  
  
4.2. PROGRAM ZA STATISTIĈKU OBRADU PODATAKA „R“ 
 „R“ predstavlja programski jezik i okruţenje za statistiku, upravljanje podatcima, 
raĉunanje i grafiku. Kako je „R“ dobro planiran i konzistentan sustav, u njemu je moguće 
uĉinkovito programiranje, upravljanje podatcima i njihovo pohranjivanje. Posjeduje niz 
operatora za raĉunanje s poljima podataka, a posebno matricama te ustupa brojne grafiĉke 
mogućnosti za analizu podataka te za njihovo prikazivanje direktno na zaslonu raĉunala ili 
na papiru. Brojne statistiĉke tehnike su ugraĊene u osnovu „R“ okruţenja, a mnoge su 
dostupne u obliku paketa. „R“ je u potpunosti besplatan program, ĉime je omogućeno 
njegovo konstantno unaprjeĊivanje i neometano dobavljanje već spomenutih paketa sa 
sluţbene internetske stranice. Umjetne neuronske mreţe su omogućene unutar paketa, a 
najpopularniji su „neuralnet“, „nnet“ i „AMORE“. U ovome radu je korišten „neuralnet“ 
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prvenstveno zbog mogućnosti upravljanja velikom većinom parametara, poput aktivacijske 
funkcije, funkcije pogrješke, broja skrivenih slojeva, broja neurona u skrivenim slojevima, 
stope uĉenja itd. Paket „neuralnet“ je izraĊen za uvjeţbavanje višeslojnih perceptrona u 
kontekstu regresijske analize, tj. za aproksimaciju veze izmeĊu ulaznih i izlaznih varijabli.  
 
4.3. DIJAGRAM TOKA ALGORITMA UMJETNIH NEURONSKIH MREŢA 
 Na slici 4-5 prikazan je dijagram toka algoritma za izradbu umjetnih neuronskih 
mreţa po komu je kasnije napisan programski kod. Primjer grafiĉkih prikaza rezultata u 
obliku karti dat je u nastavku, gdje su takoĊer detaljno objašnjeni i dijelovi koda. 
 Dakle, prvi korak uspješnog kartiranja algoritmom umjetne neuronske mreţe je 
prikupljanje i priprema ulaznih podataka. U ovomu radu su korišteni podatci o 
koordinatama smjestišta te pripadajuća dubina. Budući da je bila nuţna obradba podataka 
za što bolji izlaz, odnosno smanjenje pogrješke, poĉetne Gauss-Krügerove koordinate su 
pretvorene u relativne koordinate, ĉime se nije promijenio prostorni odnos, ali jest 
numeriĉka vrijednost, dok su vrijednosti dubina logaritmiranjem po bazi 10 numeriĉki 
umanjene, ali su odnosi ostali isti.  
 Nakon ureĊivanja ulaznog skupa, podijeljen je na skup za uvjeţbavanje i skupa za 
provjeru. Skup za uvjeţbavanje se sastoji od 75 % sluĉajno odabranih podataka iz ulaznog 
skupa. Sljedeći korak ukljuĉuje optimiziranje parametara neuronske mreţe, a parametri u 
sklopu paketa „neuralnet“ koji su podloţni optimiranju su broj skrivenih slojeva i broja 
neurona u njima, vrijednost praga (zadana vrijednost 0,01), maksimalan broj koraka kod 
uvjeţbavanja nakon kojeg se zaustavlja postupak uvjeţbavanja (zadana vrijednost 1×105), 
broj ponavljanja uvjeţbavanja mreţe, poĉetne vrijednosti teţinskih koeficijenata (zadana je 
sluĉajna vrijednost), stopa uĉenja, vrsta algoritma (zadan je algoritam s povratnim 
postupkom uĉenja), funkcija pogrješke (zadana je suma kvadrata pogrješke), aktivacijska 
funkcija (zadana je sigmoidalna) i još nekoliko drugih parametara. 
 Zatim program ispisuje izlaz neuronske mreţe i crta shemu pripadajuće mreţe uz 
prikaz pripadajućih teţinskih koeficijenata i pogrješke. Ukoliko je optimiranjem 
parametara pogrješka smanjena na minimalnu vrijednost, slijedi korištenje uvjeţbane 
mreţe na novim podatcima koji će biti ukomponirani u ulazni skup. To je umjetni skup 
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koji se sastoji od x i y koordinata iz ulaznog skupa uvećanih za 1 (xi+1, yi+1) da bi se 
dobio veći broj podataka na karti i bolja razluĉivost. Kad su predviĊene dubine za 
koordinate dodatnog skupa, izlaz prvog i drugog skupa se ujedinjuje i slijedi postupak 
kartiranja, odnosno grafiĉkog prikaza prostornog razmještaja. Kartiranje se obavilo 
pomoću paketa „ggplot2“. 
 
Slika 4-5. Dijagram toka algoritma neuronske mreţe 
 20 
 
5. ALGORITAM NEURONSKE MREŽE 
 
 Algoritam umjetne neuronske mreţe temelji se na podatcima o koordinatama x i y 
te podatcima o dubini. Nakon uĉitavanja skupa podataka, dijeli se na skup za uvjeţbavanje 
koji iznosi 75 % ukupnog broja podataka i skup za provjeru. Podatci dubine su 
logaritmiranjem s bazom 10 pretvoreni u manje brojeve (logaritamska transformacija), 
ĉime se dobije bolji izlaz neuronske mreţe (manja pogrješka). Zatim, s obzirom na 
varijable x i y, predviĊa se dubina. Odabrana je mreţa s dva skrivena sloja, u kojima prvi 
sloj sadrţi 10 neurona, a drugi 6 neurona. Shematski je to prikazano na slici 5-1. Nakon 
provjere algoritma drugim skupom podataka, ispisan je izlaz. Paketom „ggplot2“ su 
podatci kartirani.  
#Učitavanje podataka 
podatci<-read.csv("rs5_t.csv", sep=";", header=T) 
#Podjela podataka na podatke za uvježbavanje i provjeru 
vel_pod <- floor(0.75 * nrow(podatci)) 
vjezba_ind <- sample(seq_len(nrow(podatci)), size = vel_pod) 
vjezba <- podatci[vjezba_ind, ] 
#Uvježbavanje mreže 
install.packages('neuralnet') 
library("neuralnet") 
mreza_tr <- neuralnet(dubina_log~x+y,data=vjezba,hidden=c(10,6),linear.output=T) 
plot(mreza_tr) 
#Provjera mreže 
mreza_pr<-compute(mreza_tr, podatci[,1:2]) 
print(mreza_pr$net.result) 
#Ispis izlaza 
cisti_izlaz <- cbind(podatci, as.data.frame(mreza_pr$net.result)) 
colnames(cisti_izlaz) <- c("x","y","dubina","dubina_log","Izlaz_neuronske_mreze") 
print(cisti_izlaz) 
#Izlaz dubine u metrima 
dubina_1<-podatci[3] 
dubina_logg<-cisti_izlaz[5] 
dubina_m<-10^(dubina_logg) 
izlaz<-cbind(dubina_1, dubina_m) 
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izlaz 
#Predviđanje dodatnih podataka 
dodatnipodatci<-read.csv("rs5_dodatnibr2.csv", sep=";", header=T) 
vjezba2<-data.frame(podatci$x, podatci$y, dubina_logg) 
mreza_tr2<-neuralnet(Izlaz_neuronske_mreze~podatci.x+podatci.y, 
data=vjezba2,hidden=c(10,6),linear.output=T) 
plot(mreza_tr2) 
mreza_tr2$net.result[[1]] 
mreza_pr2<-compute(mreza_tr2, dodatnipodatci[,1:2]) 
print(mreza_pr2$net.result) 
#Ispis 
cisti_izlaz2 <- cbind(dodatnipodatci, as.data.frame(mreza_pr2$net.result)) 
colnames(cisti_izlaz2) <- c("x","y","Izlaz_neuronske_mreze") 
print(cisti_izlaz2) 
#Izlaz dubine u metrima 
dubina_logg2<-cisti_izlaz2[3] 
dubina_m2<-10^(dubina_logg2) 
izlaz2<-cbind(dubina_m2) 
izlaz2 
#Spajanje osnovnih i dodatnih podataka 
kartiranje1<-data.frame(cisti_izlaz[1], cisti_izlaz[2], dubina_m) 
kartiranje2<-data.frame(cisti_izlaz2[1], cisti_izlaz2[2], dubina_m2) 
kartiranjespoj<-rbind(kartiranje1,kartiranje2) 
n <- nrow(podatci) 
kartiranjespoj[kronecker(1:n, c(0, n), "+"), ] 
#Kartiranje 
dubina<-kartiranjespoj[3] 
x<-(kartiranjespoj$x)*2000+6379993 
y<-(kartiranjespoj$y)*2000+5053986 
kartiranjespoj2<-data.frame(x,y,dubina) 
colnames(kartiranjespoj2)<-c("x","y","dubina") 
install.packages("ggplot2") 
library(ggplot2) 
breaks <- c(0, 500, 1000, 1500, 2000, 2500,3000) 
ggplot(aes(x = x, y = y, fill = dubina), data = kartiranjespoj2) + geom_tile()+scale_fill_gradientn(colours = 
rainbow(7), breaks = breaks) 
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Slika 5-1. Shematski prikaz neuronske mreţe 
 
5.1. REZULTATI I ODABIR NAJBOLJE MREŢE 
Izlaz algoritma daje ukupnu pogrješku predviĊanja u iznosu od 0,238 u oko 35000 
ponavljanja (iteracija). Takva pogrješka je rezultat raĉunanja s relativnim iznosima 
vrijednosti podataka, odnosno s logaritmiranim podatcima. Izlaz algoritma u postupku 
predviĊanja dubina drugog (umjetnog) skupa daje pogrješku u iznosu 0,03178 u oko 40000 
ponavljanja. Primjenjujući isti algoritam na skup podataka koji nije prethodno logaritmiran 
dobije se pogreška u iznosu 84854148,760 u 1616 ponavljanja, te je izlaz konstantna 
vrijednost za svaki par ulaznih varijabli, što onemogućava interpretaciju. Funkcija 
pogrješke koja se koristi u algoritmu je suma kvadrata pogrješke (engl. sum of squared 
errors) i njena jednadţba glasi :  
  
 
 
∑ ∑          
  
   
 
           (5-1) 
Gdje su: 
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E – funkcija pogrješke; 
l=1,...,L – promatrani, tj. ulazni podatci; 
h=1,...,H – izlazni podatci; 
olh – predviĊeni izlaz; 
ylh – promatrani izlaz. 
 Ova funkcija mjeri razliku izmeĊu predviĊene i promatrane vrijednosti izlaza, a 
proces se zaustavlja kad je vrijednost svih parcijalnih derivacija funkcija pogrješke po 
teţinskim koeficijentima (∂E/∂w) manja od zadanog praga (Günther & Fritsch, 2010). 
Na slici 5-2 se nalazi karta dubina dobivena izlazom neuronske mreţe. 
 
Slika 5-2. Karta dubina EK markera „Rs5“ dobivena algoritmom neuronskih mreţa 
 24 
 
 Najbolja mreţa je odabrana s obzirom na najmanju pogrješku koju daje, a to je 
dobiveno u sluĉaju mreţe s dva skrivena sloja gdje se u prvom sloju nalazi 10, a u drugom 
6 neurona. U tablici 5-1 se nalaze nasumiĉno izabrani rezultati mreţe u usporedbi s 
izvornim podatcima.  
Tablica 5-1. Nasumiĉno izabrani ulazni i izlazni podatci neuronske mreţe 
Relativne koordinate 
x 
Relativne koordinate 
y 
Dubina (m) Izlaz neuronske mreţe 
(m) 
25 19 960 935,0805 
24 20 850 804,0181 
11 20 920 1023,6280 
0 17 395 388,9871 
1 20 520 521,9115 
13 26 480 526,1691 
2 14 290 289,4170 
5 15 510 495,0765 
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6. STATISTIČKA ANALIZA  
 
 Tablica 6-1 sadrţi prikaz rezultata analize pouzdanosti i korelacijske analize. Na 
temelju naĉinjene analize pouzdanosti u kojoj su usporeĊivani izlazni podatci s ulaznim, 
vidljivo je kako algoritam postavljene neuronske mreţe ima izrazito visok koeficijent 
pouzdanosti u iznosu 0,99 s 99 %-tnim intervalom pouzdanosti u rasponu od 0,988 do 
0,991 (p<0,001). Korelacijskom analizom pronaĊena je statistiĉki znaĉajna (p<0,001) 
pozitivna korelacija velike snage s koeficijentom korelacije od 0,91 s 99 postotnim 
intervalom pouzdanosti od 0,895 do 0,92.  
Tablica 6-1. Rezultati analize pouzdanosti i korelacijske analize 
    99%-I.P. p 
α* 0,99 0,988 0,991 <0,001 
τ† 0,91 0,895 0,92 <0,001 
*Cronbachov alfa, †Kendallov tau 
 
 Dijagram na slici 6-1 prikazuje odnos ulaznih i izlaznih podataka. Vidljivo je kako 
postoji izraţenija konzistentnost na podruĉju niţih vrijednosti, dok pri visokim dolazi do 
raspršenja. Pojedini ekstremi (engl. outliers) su vidljivi, ali dubljom analizom podataka 
ustanovljeno je kako su oni posljedica ekstremnih promjena u ulaznim podatcima, zbog 
kojih se izlazni podaci algoritma neuronske mreţe nisu prilagodili. Visoka pouzdanost i 
visoka korelacija su pokazatelj izvrsnosti postojećeg algoritma i potencijalne primjene 
neuronskih mreţa u analizu leţišta ugljikovodika. 
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Slika 6-1. Dijagram odnosa ulaznih i izlaznih podataka  
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7. INTERPOLACIJA DUBINA EK-MARKERA „Rs5“ OBIČNIM KRIGIRANJEM 
 
 U ovomu radu kao interpolacijska metoda koristit će se metoda krigiranja pa je u 
nastavku ukratko objašnjena. Kriging predstavlja jednu od najznaĉajnijih geostatistiĉkih 
metoda, a prethodi joj odreĊivanje prostorne zavisnosti, odnosno variogramska analiza. 
Kriging se smatra naprednom metodom za procjenu vrijednosti regionalizirane varijable u 
odabranim toĉkama mreţe. Procjena krigingom moţe se opisati jednostavnim linearnim 
izrazom (jednadţba 7-1), koji se kasnije raspisuje u obliku matriĉnih jednadţbi (jednadţba 
7-2). Vrijednosti varijable na odabranoj lokaciji (Zk) procjenjuju se na temelju postojećih 
podataka (zi). Svakom podatku pridruţen je i odgovarajući teţinski koeficijent (λ) kojim se 
opisuje utjecaj tog mjerenog podatka na vrijednost varijable koja se procjenjuje: 
 
   ∑      
 
            (7-1) 
 
Teţinski koeficijenti kriginga raĉunaju se sustavom linearnih jednadţbi, a ovise o 
udaljenosti podataka od toĉke koja se procjenjuje te njihovoj grupiranosti. Postoje razliĉite 
tehnike kriginga, a neki od njih su jednostavni kriging (engl. Simple Kriging), obiĉni 
kriging (engl. Ordinary Kriging), indikatorski kriging (engl. Indicator Kriging), univerzalni 
kriging (engl. Universal Kriging) i disjunktivni kriging (engl. Disjunctive Kriging). Kod 
jednostavnog kriginga, kao osnovne tehnike, matriĉna jednadţba napisana u punome 
obliku glasi: 
 
 (
                         
                         
                         
)  (
  
  
  
)  
       
       
       
 (7-2) 
 
gdje su: 
γ - vrijednost semivariograma na udaljenosti dviju toĉaka; 
λ -  teţinski koeficijent za lokaciju 'i'; 
Z1...Zn - mjerene vrijednost u toĉkama. 
 
Sve ostale tehnike kriginga imaju dodane „faktore ograniĉenja” (engl. constraint). 
Time je u potpunosti zadovoljen uvjet da ih se moţe nazvati najboljim linearnim 
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nepristranim procjeniteljima (engl. Best Linear Unbiased Estimator). Kod jednostavnog 
kriginga nije ispunjen uvjet da je procjena nepristrana (engl. „unbiased”). 
 
7.1. VARIOGRAMSKA ANALIZA  
 Variogram je temeljni geostatistiĉki alat. Njime se odreĊuje prostorna zavisnost, a 
sluţi i za bolje definiranje meĊusobne povezanosti toĉkastih podataka koji se ţele 
zajedniĉki kartirati. Rezultat izrade variograma je eksperimentalni variogram, koji se dalje 
aproksimira teoretskim modelom (sferiĉni, eksponencijalni, Gaussov). Takav model ulaz je 
za daljnju metodu kartiranja. Variogramsku jednadţbu moguće je pojednostavniti tako da 
se iz nazivnika eliminira broj 2 pa se dobivena funkcija 2γ naziva semivariogramom 
(jednadţba 7-3): 
 
      
 
    
  ∑ [       ]
   
   
          (7-3) 
 
gdje su: 
2γ(h) - vrijednost variograma; 
N(h) - broj parova podataka usporeĊenih na udaljenosti 'h'; 
zn - vrijednost varijable na lokaciji 'n'; 
zn+h - vrijednost varijable na lokaciji udaljenoj za 'h' od promatrane lokacije 'n'. 
 
Variogram koji će se dalje koristiti u kartiranju izraĊen je u programu Variowin. Prvi korak 
je definiranje parametara s obzirom na ulazni skup, te nakon toga slijedi izrada 
eksperimentalnog variograma. Eksperimentalni variogram prikazan je na slici (7-1).  
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Slika 7-1. Eksperimentalni variogram s pripadajućom krivuljom 
 
Sljedeći korak je aproksimacija eksperimentalnog variograma jednim od teorijskih modela 
(sferiĉni, eksponencijalni, Gaussov). Variogram je aproksimiran sferiĉnim modelom (slika 
7-2) s vrijednošću varijance, odnosno praga, 425 514, a dosega 24 684.  
 
 
Slika 7-2. Aproksimacija variograma teorijskim modelom 
 
7. 2. INTERPOLACIJA OBIĈNIM KRIGIRANJEM 
 Karta je izraĊena u programu SURFER 9, a kao ulazne vrijednosti uzete su 
koordinate EK markera RS5 (x i y) te podatci o dubini. Vrijednost variograma je takoĊer 
jedan od bitnih podataka za izradbu karte metodom krigiranja. Kao relevantna metoda 
izabrana je metoda obiĉnog krigiranja. Naĉinjena karta je prikazana na slici 7-3, a 
metodom krosvalidacije dobivene su vrijednosti kvadratne pogrješke procjene te 
najprecjenjeniji i najpodcjenjeniji podatci.  
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 Vrijednost kvadratne pogrješke procjene iznosi 14638,35. Najprecjenjeniji podatak 
je dubina s vrijednošću 900 m, koja je procijenjena na 2161,50 m, a nalazi se na 
koordinatama X=6431993 te Y=5059986. Najpodcjenjeniji podatak je podatak na 
X=6429993 i Y=5081986. Umjesto 3060 m predviĊeno je 2271,39 m.  
 Za usporedbu, kvadratna pogrješka procjene kod kartiranja metodom umjetnih 
neuronskih mreţa iznosi 16742,5. Ova usporedba pokazuje ipak nešto toĉniju procjenu i 
toĉniji prikaz karte dobivene obiĉnim krigiranjem. 
 
 
Slika 7-3. Karta EK markera „Rs5“ dobivena metodom obiĉnog krigiranja 
Ovi dobiveni rezultati ukazuju na iznimno malu meĊusobnu razliku u postupku 
procjene podataka te moguće korištenje obje metode (krigiranja i neuronske mreţe) u 
kartiranju. 
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8. DISKUSIJA I ZAKLJUČAK 
 
 Tijekom kartiranja prikupljeni podatci mogu biti u nelinearnom odnosu, a u tom 
sluĉaju primjenu nalazi metoda umjetnih neuronskih mreţa u kojoj se podatci ujedninjuju u 
jedan sloţeni ulazni skup. TakoĊer u takvom sluĉaju linearne metode kartiranja poput 
krigiranja uopće nisu primijenjive, odnosno rezultati bi bili pogrješni, iako bi izlaze bilo 
moguće generirati. Takva prednost neuronske mreţe proizlazi iz njezine karakteristika  da 
simulira postupak ljudskog uĉenja uvjeţbavanjem i optimiranjem parametara nizom 
ponavljanja. U geologiji leţišta fluida i naftnom inţenjerstvu je metoda umjetnih 
neuronskih mreţa relativno zahvalna metoda. 
U ovomu radu je potvrĊena postavljena hipoteza o uspješnom kartiranju izvornim 
algoritmom umjetne neuronske mreţe izraĊenom u programu za statistiĉku obradbu 
podataka „R“ na primjeru kartiranja dubine EK markera (elektrokarotaţnog markera) Rs5. 
Sama arhitektura mreţe koja je dala najbolji izlaz je bila takva da se sastoji od dva skrivena 
sloja kod kojih prvi sadrţi 10 neurona, a drugi sloj 6. Koristio se algoritam mreţe s 
povratnim postupkom uĉenja (engl. backpropagation algorithm). Ulazni podatci bile su 
koordinate koje su iz Gauss-Krügerovog koordinatnog sustava pretvorene u relativne 
koordinate kako bi se dobio bolji izlaz i manja pogrješka mreţe, te podatci o dubini, koje 
su pak logaritmiranjem pretvorene u manje vrijednosti s istim ciljem smanjenja pogrješke. 
S obzirom na koordinate, predviĊana je dubina. Ovaj algoritam moţe biti korisno sredstvo 
u kartiranju u sluĉaju poznavanja većeg broja podataka ili podataka koji su u nelinearnom 
odnosu te se jednostavnim postupkom odreĊuju meĊusobni odnosi i umogućava se 
uspješno kartiranje. 
 U sluĉaju uporabe kod podataka obiljeţenih linearnom meĊuzavisnošću neuronske 
mreţe mogu se i trebaju usporediti s drugim ĉesto uspješnim linearnim metodama 
kartiranja. Najpoznatija meĊu njima je krigiranje. Tada u odnosu na klasiĉne geostatistiĉke 
interpolacijske metode, primjerice tehniku obiĉnog kriginga, metoda umjetnih neuronskih 
mreţa daje iznimno dobre i kvalitetne rezultate koji su potkrijepljeni analizom pouzdanosti 
i  korelacijskom analizom. Algoritam postavljene neuronske mreţe ima izrazito visok 
koeficijent korelacije u iznosu 0,99 s 99 %-tnim intervalom pouzdanosti u rasponu od 
0,988 do 0,991 (p<0,001). Korelacijskom analizom pronaĊena je statistiĉki znaĉajna 
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(p<0,001) pozitivna korelacija velike snage s koeficijentom korelacije od 0,91 s 99 %-tnim 
intervalom pouzdanosti od 0,895 do 0,92.  
 U analizi odnosa izlaznih i ulaznih podataka vidljiva su odreĊena odstupanja koja 
se mogu opisati naglom promjenom predviĊane varijable, odnosno dubine, na bliskim 
udaljenostima ĉemu se mreţa nije uspjela prilagoditi zbog stope uĉenja ili drugih 
parametara.   
 Kako neuronska mreţa raspolaţe relativno malim brojem podataka u usporedbi s 
onim kod obiĉnog krigiranja, gdje se dodatni dobivaju interpolacijom, pogrješka kod 
neuronske mreţe je nešto veća i karta je „zrnatija“. Ta zrnatost je posljedica naĉina 
kartiranja, gdje se metodom neuronskih mreţa karta dobiva procjenjivanjem dubine u 
samoj ĉeliji. Ova dva problema se mogu riješiti povećanjem broja ćelija u neuronskim 
mreţama. U tom sluĉaju bi se javio veći broj podataka na manjim udaljenostima ĉime bi se 
smanjila razlika u vrijednostima te javio trend kojeg bi neuronska mreţa „nauĉila“ i unatoĉ 
povećanju ukupne vrijednosti kvadratne pogrješke, ona bi bila manja u odnosu na onu kod 
obiĉnog krigiranja. 
 Obiĉnim krigiranjem dobivena je karta s vrijednosti kvadratne pogrješke procjene 
14638,35. Najprecjenjeniji podatak je dubina s vrijednošću 900 m, koja je procijenjena na 
2161,50 m, a nalazi se na koordinatama X=6431993 te Y=5059986. Najpodcjenjeniji 
podatak je podatak na X=6429993 i Y=5081986. Umjesto 3060 m predviĊeno je 2271,39 
m.  Vrijednost najprecjenjenijeg podatka dobivenog algoritmom neuronske mreţe iznosi 
2089,336 m, umjesto 900 m na lokaciji X=6431993, Y=5059986. Najpodcjenjeniji podatak 
je na lokaciji X=6429993, Y=5081986 sa vrijednosti 2086,28 m umjesto 3060 m. 
 Algoritam neuronske mreţe će dati valjani izlazni skup pri kartiranju bilo kojeg 
geološkog parametra (šupljikavosti, propusnosti, zasićenja, debljine) ukoliko je uvjeţban 
na valjanim podatcima i u tomu sluĉaju postoji oĉekivanje malih  pogrješaka po toĉkama 
ili ćelijama. Glavni problem kod izradbe uspješnih mreţa je ureĊivanje ulaznog skupa i 
optimiranje parametara koje moţe biti dugotrajno.  
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