Many modern data sets are sampled with error from complex highdimensional surfaces. Methods such as tensor product splines or Gaussian processes are effective/well suited for characterizing a surface in two or three dimensions but may suffer from difficulties when representing higher dimensional surfaces. Motivated by high throughput toxicity testing where observed dose-response curves are cross sections of a surface defined by a chemical's structural properties, a model is developed to characterize this surface to predict untested chemicals' dose-responses. This manuscript proposes a novel approach that models the multidimensional surface as a sum of learned basis functions formed as the tensor product of lower dimensional functions, which are themselves representable by a basis expansion learned from the data. The model is described, a Gibbs sampling algorithm proposed, and is investigated in a simulation study as well as data taken from the US EPA's ToxCast high throughput toxicity testing platform.
Introduction
Chemical toxicity testing is vital in determining the public health hazards posed by chemical exposures. However, the number of chemicals far outweighs the resources available to adequately test all chemicals, which leaves knowledge gaps when protecting public health. For example, there are over 80, 000 chemicals in industrial use with less than 600 of these chemicals subject to long term in vivo studies conducted by the National Toxicology Program, and most of these studies occur only after significant public exposures.
As an alternative to long term studies, which are expensive and take years to complete, there has been an increased focus on the use of high throughput bioassays to determine the toxicity of a given chemical. In an effort to understand the utility of these approaches for risk assessment, many agencies have developed rich databases to study this problem. To such an end, the US EPA ToxCast chemical prioritization project (Judson et al., 2010) was created to collect dose-response information on thousands of chemicals for hundreds of in vitro bioassays, and it has been used to develop screening methods that prioritize chemicals for study based upon in vitro toxicity. Though these methods have shown utility in predicting toxicity for many chemicals that pose a risk to the public health, there are many situations where the in vitro bioassay information may not be available (e.g, a chemical may be so new that it has not been studied). In these cases, it would be ideal if toxicity could be estimated in silico by chemical structural activity relationship (SAR) information. Here the goal is to develop a model based on SAR information that predicts the entire dose-response for a given assay. This manuscript is motivated by this problem.
Quantitative Structure Activity Relationships
There is a large literature estimating chemical toxicity from SAR information. These approaches, termed Quantitative Structure Activity Relationships (QSAR) (for a recent review of the models and the statistical issues encountered see Emmert-Streib et al. (2012) ), estimate a chemical's toxicity from the chemical's structural properties. Multiple linear regression has played a role in QSAR modeling since its inception (Roy et al., 2015, p. 191) , but models where the predictor enters into the relationship as a linear function often fail to describe the non-linear nature of the relationship. To address the non-linearity of the predictor-response relationship, approaches such as neural networks (Devillers, 1996) , regression trees (Deconinck et al., 2005) , support vector machines (Czermiński et al., 2001; Norinder, 2003) , and Gaussian processes (Burden, 2001 ) have been applied to the problem with varying levels of success. These approaches have been tailored to scalar responses, and, save one instance, have not been used to model the doseresponse relationship, which may result in a loss of information.
The only QSAR approach that has addressed the problem of estimating a dose-response curve is the work by Low-Kam et al. (2015) . This approach defined a Bayesian regression tree over functions where the leaves of the tree represent a different dose-response surface. It was used to identify chemical properties related to the observed dose-response, and when this approach was applied to prediction the approach sometimes performed poorly in a leave one out analysis. Further, it is computationally intensive and was estimated to take more than a week to analyze the data in motivating problem.
Relevant Literature
Assume that one obtains a P dimensional vector s ∈ S, and one wants to predict a Q dimensional response over d ∈ D from s. Given s (e.g., SAR characteristics in the motivating problem) and d (e.g., doses in the motivating problem) one is interested in estimating an unknown P + Q dimensional surface h : (S × D) → R where response curve i is a cross section of h(s, d) at s i . Figure ( 1) describes this in the case of the motivating example. Here two 1-dimensional cross sections (black lines) of a 2-dimensional surface are observed and one is interested the entire 2-dimensional surface.
One may use a Gaussian process (GP, (Rasmussen and Williams, 2006) ) to characterize the entire P + Q dimensional surface, but there are computational problems that make the use of a GP impractical. In the motivating example, there are over 4000 unique (s, d) pairs. GP regression requires inversion of the covariance matrix, which is inherently an O(n 3 ) operation; inverting a 4000 × 4000 matrix in each iteration of a Gibbs sampler is challenging, and, though the covariance matrix may be approximated leading to reduced computational burden (Quiñonero-Candela and Rasmussen (2005) , Banerjee et al. (2013) ), it is the author's experience that, in the higher dimensional case of the data example, such approximations became accurate when the dimension of the approximation matrix approaches that of the matrix it is approximating. This leads to minimal computational savings. Further, if the approximation approach can be used resulting in computational benefits, the d o s e s z Figure 1 : Example of the problem for a 2-dimensional surface. Here two doseresponse curves (black lines), which are cross sections of a larger surface, are observed, and one is interested in this surface. the proposed method can be used in in conjunction with such approximations.
As an alternative to GPs, one can use tensor product splines (de Boor (2000) , Chapter 17); however, even if one defines a functional basis having only two basis functions for each dimension, the resulting tensor spline basis would have dimension 2 P +Q , which is often computationally intractable. The proposed model sidesteps these issues by defining a tensor product of learned multi-dimsensional surfaces defined on S and D.
One could consider the problem from a functional data perspective (Ramsay, 2006; Morris, 2015) by assuming a functional response over S × D. Approaches such as the functional linear array model (Brockhaus et al., 2015) and functional additive mixed models are closest to the proposed approach as they allow the surface to be modeled as a basis defined on the entire space. For high dimensional spaces where interactions are appropriate, these approaches suffer the drawbacks because they do not allow for interactions in all dimensions. Additionally, these approaches assume that for any two observations i, i when s i = s i , loadings are drawn from a distribution independent of s i . This differs from the proposed approach assumes, which correlates loadings through S.
Clustering the functional responses is also a possibility. Here, one would model the surface using D and cluster using S. There are many functional clustering approaches (see for example Hall et al. (2001) , Ferraty and Vieu (2006) , Zhang and Li (2010) , Sprechmann and Sapiro (2010) Delaigle and Hall (2012) , Delaigle and Hall (2013) , and references therein), but these methods predict s ∈ S based upon observing the functional response f (d), which is the opposite of the problem at hand. In this problem, one observes information on the group (i.e., s) and one wishes to estimate the new response (i.e., h(s, d)). However different, such approaches can be seen as motivating the proposed method. Instead of clustering the loadings, the proposed approach assumes these loading for each basis is a value on a continuous function over S. This is similar to clustering as similarity is induced for any two responses having values in S that are sufficiently close.
As the number of basis functions used in the model is choice that may impact the model's ability to represent an arbitrary surface, a sufficiently large number of basis functions are included. Parsimony in this basis set is ensured by adapting to the number components in the model using the multiplicative gamma prior (Bhattacharya and Dunson, 2011) . This is a global shrinkage prior is used to remove components from the sum by stochastically decreasing the prior variance of consecutive loadings in the sum to zero. The sum adapts to the actual number of basis functions needed to model the data and the choice in the number of basis functions is less important as long as the number is sufficiently large.
In what follows, section 2 defines the model. Section 3 gives the data model for normal responses and outlines a sampling algorithm. Section 4 shows through a simulation study the method outperforms many traditional machine learning approaches, and section 5 is a data example applying the method to data from the US EPA's ToxCast database.
Model

Basic Approach
Consider modeling the surface h : (S × D) → R where S ⊂ R P , P ≥ 1, and D ⊂ R Q , Q ≥ 1. Given s ∈ S and d ∈ D, tensor product spline approaches (de Boor, 2000, chapter 17) approximate h as a product of spline functions defined over S and D, i.e.,
for g : S → R P and f : D → R Q . The tensor product spline defines g and f to be in the span of a spline basis. Assuming g and f are functions defined as
where {φ j (s)} J j=1 and {ν j (d)} L l=1 are spline bases. The tensor product spline is
where ρ jl = λ j γ l . As this approach typically uses 1-or 2-dimensional spline bases, when the dimension of (S × D) is large the tensor product becomes impractical as the number of functions in the tensor product increases exponentially.
Where tensor product spline models define the basis through a spline basis a priori, many functional data approaches (e.g, Montagna et al. (2012) ) model functions from a basis learned from the data. Often the function space is not defined over (S × D) directly, but is constructed on a smaller dimensional subspace, defined to be D in the present discussion. For cross section i, this approach models h(s i , d), to be in the span of a finite basis
where (z i1 , . . . , z iK ) is a vector of basis coefficients. This effectively ignores S which may not be reasonable in many applications.
, the functional data and tensor product approaches can be combined. The idea is to define a basis over (S ×D) where each basis function is the tensor product of two surfaces defined on S and D respectively. Extending (2), define {g 1 (s), . . . , g K (s)} to be surfaces on S, and replace each z ik with ζ k g k (s i ). Now, loadings are continuous function indexed by s, and a new basis
As pointed out by a referee, an alternative way to look at (3) is that of an ensemble learner (Sollich and Krogh, 1996) , which includes techniques such as bagging Breiman (1996) and random forests (Breiman, 2001) . Ensemble learners describe the estimate as a weighted sum of learners (see Murphy (2012) and references therein). In this way, model (3) can be looked as a weighted sum over tensor tensor product learners, and related to an ensemble based approach.
To define a tensor product, the functions {g k (s)} K k=1 and {f k (d)} K k=1 must be in of a linear function space (DeBoor, 2001, pg 293) . For flexibility, let
where σ g k (·, ·) and σ f k (·, ·) are positive definite kernel functions. This places g k and f k , k = 1, . . . , K, in a reproducing kernel Hilbert space defined by σ
, and embeds h(s, d) in a linear space defined by the tensor product of these functions. By estimating the hyperparameters, this approach learns the basis of each function in (3), which may be preferable to a tensor spline approach that defines the basis a priori.
One may mistake this definition to be a GP defined by the tensor product of covariance kernels (e.g., see Bonilla et al. (2007) ). Such an approach forms a new covariance kernel over (S × D) as a product of individual covariance kernels defined on S and D. For the proposed model, the product is the modeled function and not the individual covariance kernels.
Selection of K
The number of elements in the basis is determined by K. The larger K, the richer the class of functions the model can entertain. In many cases, one would not expect a large number of functions to contribute to the surface and would prefer as few components as possible. One could place a prior on K, but it is difficult to find efficient sampling algorithms in this case. As an alternative, the multiplicative gamma process (Bhattacharya and Dunson, 2011 ) is used to define a prior over the ζ 1 , . . . ζ k that allows the sum to adapt to the necessary number of components. Here,
with φ ∼ Ga(1, 1) and δ j ∼ Ga(a 1 , 1), 1 ≤ j ≤ K. This is an adaptive shrinkage prior over the functions. If a 1 > 1, the variances are stochastically decreasing favoring more shrinkage as k increases. The choice of this prior implies the surface defined by ζ k g k (s)f k (d) is increasingly close to zero as k increases. As many of the basis functions contribute negligibly to modeling the surface, this induces effective basis selection.
Relationships to other Models
Though GPs are used in the specification of the model, one may use alternative approaches such as polynomial spline models or process-convolution approaches (Higdon, 2002) . Depending on the choice (3) can degenerate into other methods. For example, if σ g 1 , . . . , and σ g K are defined as white noise processes and f 1 (s), · · · , and f k (s) defined to be in the linear span of the same finite basis, the model is identical to the approach of Montagna et al. (2012) , which connects the model to functional data approaches. In this way, the additive adaptive tensor product model can be looked at as a functional model with loadings correlated by a continuous stochastic process over S, instead of a white noise process.
If P + Q = 2 and the functions g 1 and f 1 are defined using a spline basis, this approach trivially degenerates to the tensor product spline model. Similarly, let each function in {f 1 (d), . . . , f k (d)} be defined using a common basis, with,
is a basis used for all f k (d). In this case, model (3) can be re-written as
Letting β * lk = ζ k β , one arrives at a tensor product model with learned basis {g 1 (s), . . . , g K (s)} and specified basis {φ (d)} L =1 .
Computational Benefits
When D is observed on a fixed number of points and s is the same for each cross section, the proposed approach can deliver substantial reductions in the computational resources needed when compared to GP regression. Let r be the number of unique replicates on D, and let n be the total number of observed cross sections. For a GP, the dimension of the corresponding covariance matrix is rn. Inverting this matrix is an O ([rn] 3 ) operation. For the proposed approach, there are K inversions of a matrix of dimension r and K inversions of a matrix of dimension n. This results in a computational complexity of O(K[r 3 + n 3 ]), which can be significantly less than a GP based method. In the data example this results in approximately 1/20th the resources needed as compared to the GP approach, here K = 15, n = 669, and r = 7. Savings increase as the experiment becomes more balanced. For example, if n = r and there are the same number of observations as in the data example, then a GP approach would require 10, 000 times more computing time than the proposed method.
3 Data Model and Sampling Algorithm
Data Model
A Markov chain Monte Carlo (MCMC) sampling approach is outlined for normal errors. Assume that for cross section i, i = 1, . . . , n, one observes
assumes the surface is centered at zero; here, let the model be centered at f 0 (d).
In defining h k (s) and f k (d), the covariance kernel, along with its hyperparameters, determines the smoothness of the function. The squared exponential kernel is used to model smooth response surfaces. Let
where · is the Euclidean norm, ς k is the prior variance, θ k and ω k are scale parameters, and 1 ≤ k ≤ K. In this specification, the parameter ζ k is not necessary; it is equivently defined through the variance of the GP where
To allow for a variance other than one for the process f 0 ,
. Depending on the application any positive definite kernel may be used. For example, one may wish to use a Matern kernel, which is frequently used in spatial statistics. As S is described in the application as the distance between spatial locations in an abstract chemical space, such an approach may be appropriate. Inpreliminary tests, a Matern kernel provides results that are qualitatively identical to the squared exponential kernel, and it is not considered further.
Given these choices the data model is
Appropriate priors are placed over the hyperparameters of {σ
. For the length parameter of the squared exponential kernels in (4) and (5), uniform distributions, i.e., Unif(a, b), 0 < a < b, are placed over the scale parameters θ k and ω k . This places equal prior probability over a range of plausible values allowing the smoothness of the constituent basis to be learned. The value a is chosen so that correlations between any two points in the space of interest are close to 1, and b is chosen so that correlation between any two points in the resultant correlation is approximately to 0.
Sampling Algorithm
Define the vector of observations Y = {y 1 (s 1 , d 11 ) , . . . , y 1 (s 1 , d 1C 1 ) , . . . , y 1 (s n , d n1 ),. . . , y 1 (s 1 , d nCn )} to be the (N × 1) vector of measurements across the n observed curves. Likewise define
to be an (N × K + 1) matrix, where each row corresponds to the loadings for observation
be an (N × K + 1) matrix, where each row represents the basis functions evaluated at d ic . Using these definitions, (6) is expressible as
where • is the Schur product, J = (1, 1, . . . , 1) is a K + 1 row vector, and = ( 11 , . . . , iC 1 , . . . , n1 , . . . , nCn ) is the (N × 1) vector of error terms.
be the set of R uniquely observed inputs across all observations, and define I f to be an (N × R) matrix where the rows corresponds to each element in Y. For each row in I f , all entries are set to zero except at column r. This entry is set to one, and it corresponds to the observation
Likewise, define the matrix I g to be an (N × n) matrix. For each row r, each entry is set to zero except at column i, which is set to one. This entry corresponds to
, φ, and {δ k } K k=1 in a series of Gibbs steps as follows:
f , and I is an R × R identity matrix.
For each
where Σ k is the (n × n) covariance matrix formed from σ g k (·, ·), F is an (N × n) matrix defined to be (F J ) • I g , and I is the n × n identity matrix.
Sample φ ∼ Ga(c, d), where
G i is a column vector from column k of G, and Σ i is the matrix formed from exp(−θ i ||s − s || 2 )
4. For each k sample δ k ∼ Ga(c, d), where
G i is a column vector from column i of G, Σ i is the matrix formed from exp(−θ i ||s − s || 2 ), and
The other parameters in the model are sampled using Gibbs or Metropolis steps. The algorithm is written in the R programming language (R Core Team, 2015) using the Rcpp C++ extensions (Eddelbuettel, 2013) and the RcppArmadillo (Eddelbuettel and Sanderson, 2014) linear algebra extensions and is available in the supplement.
When the number of unique observations is small, it is possible to develop a block Gibbs sampler for all of the {f k } K k=0 and {g k } K k=1 . In large problems, this requires the inversion of a large matrix offsetting the benefits of the increased computational efficiency.
Predictive Inference
The posterior predictive distribution of n * unobserved cross sections of h(s, d) atS = {s 1 , . . . ,s n * } is estimated through MCMC. Let the vector g k = (g k (s 1 ), . . . , g k (s n )) be observed at S = (s 1 , . . . , s n ) and one is interested ing k = (g k (s 1 ), . . . , g k (s n * )) evaluated atS; g k andg k are jointly distributed as 
For each iteration, this expression is used to draw {g 1 , . . . ,g K }. Given this draw, as well as {f 0 , .
, one can estimate the posterior predicted distribution of h(S, D). If newD are of interest, the same technique can be applied to estimating {f 0 , . . . ,f K . These values can be used with {g k } K k=1 to provide estimates for h(S,D).
Simulation
This approach was tested on synthetic data. Here the dimension of S was chosen to be 2 or 3, and for a given dimension, 50 synthetic data sets were created, For each data set, a total of 1000 cross sections of h(s, d) were observed at seven dose groups. Each data set contained a total of 7000 observations.
To create a data set, the chemical information vector s i , for chemical i = 1, . . . , 1000, was sampled uniformly over the unit square/cube. At each s i , h(s i , d) was sampled at d = 0, 0.375, 0.75, 1.5, 3.0, 4.5, and 6, from
where ν(s i ) is the magnitude of the response and κ(s i ) is the dose d where the response is at 50% of the maximum. To vary the response over over S, a different zero centered Gaussian process, z(s), was sampled at {s i } and for each simulation; ν(s i ) and κ(s i ) were functions of z(s) with ν(s i ) = 11 max(z(s i ), 0) and κ(s i ) = max(4.5 − ν(s i ), 0). This resulted in the maximum response being between 0 and approximately 50 and the dose resulting in 50% response being placed closer to zero for steeper dose-responses. Sample data sets used in the simulation are available in the supplement. In specifying the model, priors were placed over parameters that reflect assumptions based upon the smoothness of the curve. For {σ
, each θ k was drawn from a discrete uniform distribution over the set {0.05, 0.1, 0.15, . . . , 4.05}. Additionally, for {σ (2, 1), 1 ≤ k ≤ K, which were the choices used in (Bhattacharya and Dunson, 2011) . The choice of the parameters for the prior over the δ k were examined, and the results were nearly identical with δ k ∼ Ga(5, 1). The prior specification for the model was completed by letting τ ∼ Ga(1, 1).
A total of 12, 000 MCMC samples were taken with the first 2, 000 disregarded as burn in. Trace plots from multiple chains were monitored for convergence. Convergence was fast usually occurring after 500 iterations with approximately 4 functions in the learned basis defining the surface (i.e. having posterior variance at or above 1).
To analyze the choice of K, the performance of the model was evaluated for K = 1, 2, 3 and 15. The estimates produced from these models were compared against bagged multivariate adaptive regression splines (MARS) (Friedman, 1991) and bagged neural networks (Zhou et al., 2002) using the 'caret' package in R (from Jed Wing et al., 2016) . Additionally, treed Gaussian Processes (Gramacy and Lee, 2008) ,using the R 'tgp' package (Gramacy et al., 2007) , were used in the comparison. All packages were run using their default settings; 100 bagged samples were used for both the MARS and neural network models. For the neural network model, 100 hidden layers were used. Posterior predictions from the treed Gaussian process were obtained from the maximum a posteriori (MAP) estimate. This was done as initial tests revealed estimates sampled from the posterior distribution were no better than the MAP estimate, but sampling from the full posterior dramatically increased computation time making the full simulation impossible.
For each data set, N = 75, 125, and 175 curves were randomly sampled and used to train the respective model; the remaining curves were used as a hold out sample for posterior predictive inference with the true curve being compared against the predictions. All methods were compared using the mean squared predicted error (MSPE). Table ( 1) describes the average mean squared predicted error across all simulations. For the adaptive tensor product model there is an improvement in prediction when increasing K. For the 2-dimensional case the improvment occurs from 1 to 2, but the results of K = 3 and 15 are almost identical to K = 2. For the 3-dimensional case, improvements are seen up to K = 3 with identical results for K = 15. These results support the assertion that one can make K large and let the model adapt to the number of tensor products in the sum. This table also gives the MSPE for the other methods. Compared to the other approaches, the adaptive tensor product approach is superior. For N = 175, the treed Gaussian process, which is often the closest competitor, produces mean square prediction errors that are about 1.5 times greater than the adaptive TP approach. For smaller values of N, the treed GP as well as the bagged MARS approach failed to produce realistic predictions. In these cases, the trimmed mean with 5% of the tails removed was used to provide a better estimate of center.
Figure (2), shows where the gains in prediction take place. As a surrogate for the intensity of the true dose-response function, the intensity of the doseresponse at d = 6 across S is shown in the 2-dimensional case. Comparison of the predictive performance between the adaptive tensor product and the treed Gaussian process. In the figure, the corresponding model's root mean squared predicted error is given as a contour plot. The heat map represents the maximum dose response given the coordinate pair; lighter colors represent greater dose-response activity.
on the heat maps. The top plot shows the performance of the adaptive TP and the bottom plot shows the performance of the treed GP, which was the closest competitor for this data set. The figure shows the adaptive TP is generally better at predicting the dose-response curve across S and that larger gains are made in regions of high dose response activity. This is most evident in the lower left corner of both plots, where regions of high dose response activity are located. At the peaks, the root MSPE is almost double that for the treed Gaussian process.
Data Example
The approach is applied to data released from Phase II of the ToxCast high throughput platform. The AttaGene PXR assay was chosen as it has the highest number of active dose-response curves across the chemicals tested. This assay targets the Preganene X receptor, which detects the presence of foreign substances and up regulates proteins involved with detoxification in the body; an increased response for this assay might relate to the relative toxicity of the given chemical. Chemical descriptors were calculated using Mold 2 (Hong et al., 2008 ) where chemical structure was described from simplified molecular-input lineentry system (SMILES) information (Weininger, 1988) . Mold 2 computes 777 unique chemical descriptors. For the set of descriptors, a principal component analysis was performed across all chemicals. This is a standard technique in the QSAR liturature (Emmert-Streib et al., 2012, pg 44) . Here, the first 38 principal components, representing approximately 95% of the descriptor variability, were used as a surrogate for the chemical descriptor s i .
The database was restricted to 969 chemicals having SMILES information available. In the assay, each chemical was tested across a range of doses between 0 µM and 250 µM with no tests done at exactly a zero dose. Eight doses were used per chemical, with each chemical being tested at different doses within the above range. Most chemicals had one observation per dose; however, some of the chemicals tested had multiple observations per dose. In total, the data set consisted of 9111 data points from the 969 distinct dose-response curves.
A random sample of 669 chemicals was taken and the model wad trained to this data; in evaluating posterior predictive performance, the remaining 300 chemicals were used as a hold out sample. In this analysis, d was the log dose, where this value was rounded to two significant digits, and the same prior specification was in the simulation was used to train the model. To compare the prediction results, boosted MARS and neural networks were used; treed Gaussian processes were attempted, but the R package 'tgp' crashed after 8 hours during burn-in. The method of Low-Kam et al. (2015) was also attempted, but, the code was designed such that each chemical is tested at the same doses with the same number of replications per dose point. As the ToxCast data are not in this format, the method could not be applied to the data. Figures (3) and (4) show the posterior predicted curves (solid black line) with equal tail 90% posterior predicted quantiles (dashed line) for eight chemicals in the hold out sample. Figure ( 3) describes the predictions for chemicals having multiple measurements per dose group, and figure (4) gives predic- tions having only a single observation per dose group. As compared to the observed data, these figures show the model provides accurate dose-response predictions across a variety of shapes and chemical profiles. Additionally the grey dashed-dotted line represents the prediction using the bagged neural network. These estimates are frequently less smooth and further off from the observed data than the adaptive tensor product splines. As additional confirmation the model is predicting dose-response curves based upon the chemical information, one can look a the chemicals from a biological mode of action perspective. For example in (3), it is interesting to note that the doseresponse predictions for both Bisphenol A and 17α Hydroxyprogesterone are similar, because both act similarly and are known to bind the estrogen receptor.
In comparison to the other models, the adaptive tensor product approach also had the lowest predicted mean squared error and the predicted mean absolute error for the data in the hold out sample. Here the model had a predicted mean squared error of 342.1 and mean absolute error of 11.7, as compared to values of 354.7 and 12.4 for neural networks as well as 383.6 and 13.4 for MARS. These results are well in line with the simulation. One can also compare the ability of the posterior predictive distribution to predict the observations in the hold out sample. To do this, lower and upper tail cut-points defined by p were estimated from the posterior predictive distribution. The number of observations that were below the lower cut-point or above the upper cut-point were counted. Under the assumption the posterior predictive distribution adequately describes the data, this count is Binomial(2p, n) where n equal to the number of observations for that chemical. To test this assumption, the 90% critical value was computed and compared to the count. This was done for p = 5, 10 and 15%; here, 88, 89, and 90% of the posterior predictive distributions were at or below the 90% critical value. This supports the assertion that the model is accurately predicting the dose-response relationship given the chemical descriptor information S.
The method was also compared to standard QSAR approaches, which model a single data point. Similar to the standard QSAR methodology, a model was fit to each data-set i and the response associated with a given dose was computed to be observation y i . This value was then used in the model y i = x(s i ) + i , where x(s i ) is a Gaussian process with squared exponential covariance kernel. The model was fit on the same 669 observations in the training set and predictions were made of the response at that dose. Both this QSAR approach as well as the adaptive tensor product approach were compared to the hold out samples using the correlation coefficient, a standard practice in the QSAR literature. For the dose of 20µM the standard QSAR approach had a correlation of 0.42 as compared to the co-mixture approaches' correlation of 0.48. For the dose of 100µM a similar 0.06 increase was seen, and, when observations that have a chemical within the training set defined as 'close' (i.e., a relative distance between two chemicals less than 2.2), this improvement in the correlation coefficient is almost 0.1 (i.e, 0.5 compared to 0.6). This indicates that 10% to 20% improvements in the correlation coefficient using the proposed approach.
Conclusions
The proposed approach allows one to model higher dimensional surfaces as a sum of a learned basis, where the effective number of components in the basis adapts to the complexity of the surface. In the simulation and the motivating problem, this method is shown to be superior to competing approaches, and, given the design of the experiment, it is shown to require significantly less computational resources than GP approaches. Though this approach is demonstrated for high throughput data, it is anticipated it can be used for any multi-dimensional surface.
In terms of the application, this model shows that dose-response curves can be estimated from chemical SAR information, which is a step forward in QSAR modeling. Though such an advance is useful investigating toxic effects, it can also be used in therapeutic effects. It is conceivable, that such an approach can be used in silico to find chemicals that have certain therapeutic effects in certain pathways without eliciting toxic effects in other pathways. Such an approach may be of significant use in drug development as well as chemical toxicity research.
Future research may focus on extending this model to multi-output functional responses. For example, multiple biossays dose-responses may be observed, and, as they target similar pathways, are correlated. In such cases, it may be reasonable to assume their responses are both correlated to each other and related to the secondary input, which is the chemical used in the bioassay. Such an approach may allow for lower level in vitro bioassays, like the ToxCast endpoint studied here, to be used to model higher level in vivo responses.
