Abstract-This paper proposes a new blind sequence estimation method for single-input single-output (SISO) systems utilizing an optimal trellis search, which is performed by a channel-independent Viterbi algorithm (CIVA). In contrast to the traditional Viterbi algorithm that requires accurate channel estimation, CIVA does not require channel coefficients. Instead, the metrics are calculated from a bank of test vectors designed off-line. The proposed algorithm has outstanding performance under most of the channel conditions. Specifically, it does not suffer from ill-conditioned channels. In addition, it does not depend on channel correlation estimation and, therefore, has fast convergence. Simulations demonstrate its superior performance over even most training-based equalization algorithms.
I. INTRODUCTION
W ITH the emergence of new communication technologies like packet radio, fast frequency hopping, and ad hoc mobile networks, where the data packets are usually short and channels may vary fast between packets, traditional trainingbased detection (or equalization) methods greatly reduce bandwidth efficiency if embedded training sequences are used in each short packet [1] . In these cases, blind methods may be more promising. However, most traditional blind equalization algorithms suffer from problems such as ill-conditioned channels, slow convergence, etc.
For blind methods working on single-input single-output (SISO) channels, higher than second-order statistics, and/or nonlinear optimization are usually required for either equalizer coefficient estimation [2] or channel estimation followed by Viterbi equalization [3] , where the convergence is not guaranteed in general [4] . What's more, there are some ill-conditioned channels such as those with zeros on the unit circle [1] , upon which most of the traditional blind methods have limited performances.
For blind methods working in fractional space or single-input multiple-output (SIMO) systems, blind detection (equalization) can be performed by second-order statistics only with global convergence [5] - [9] . However, practical communication channels may be ill-conditioned with (near) common zeros among Manuscript received April 25, 2001 ; revised March 14, 2002 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Dennis R. Morgan.
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subchannels, or some systems are only SISO, where the secondorder statistics-based methods do not work. In addition, their performances may degrade greatly on certain noisy channel conditions. For example, the subspace methods [6] require rank estimation, whereas linear prediction methods [10] cannot deal with channels that have small leading coefficients. Considering the possibly ill-conditioned wireless channels, there is a trend of research interests in diversity, such as transmitting/receiving antenna arrays [11] or precoding techniques [12] . They can generally achieve better equalization performance, however, at the cost of extra system resources. On the other hand, information of network protocols can also be utilized to assist channel equalization [13] .
A common limitation of the traditional blind approaches is that they are based on either second-or higher order statistics and, therefore, require a large amount of data record for accurate correlation estimation. The corresponding adaptive versions can usually deal with slow time variations only [14] . However, in the future packet radios, fast frequency hopping systems, as well as ad hoc mobile networks, etc., because the data packet is relatively short while the channel may vary fast, reliable correlation estimation may not be possible, which hinders the application of the traditional blind approaches.
In this paper, we propose new approaches of blind detection that do not require channel correlation estimation. They guarantee convergence within a short data packet and, therefore, can work in systems with a much shorter data record and faster time-varying channels. In addition, they have optimal performance in most ill or good channel conditions for both SISO and SIMO systems. Our new approaches use the blind channel independent Viterbi algorithm (CIVA) without channel estimation.
The Viterbi algorithm (VA) has been widely used in convolutional decoding. Its application in equalization was first proposed in [15] as an optimal detector and has since attracted much research interest and applications [1] . However, it requires accurate channel estimation, which can be performed by either nonblind or blind approaches. For nonblind approaches, training sequences are used to estimate channels [1] , whose typical application is in the global system for mobile communications (GSM) [3] . For blind approaches, channels can be estimated blindly, or channels and symbols can be estimated jointly by nonlinear optimization [16] , where local convergence is highly possible [4] , [17] . The VA can also be applied for blind sequence estimation after a certain statistical preprocessing step [18] , which works only in SIMO channels and suffers from the same problems as the fractionally spaced subspace algorithms [5] . In spite of the computational complexity, VA-based maximum likelihood sequence estimation (MLSE) is promising [1] , [4] , [19] because of its optimal and robust performance. However, the requirement of channel estimation makes it vulnerable to the same problems as other traditional approaches in performance degradation, robustness, and convergence.
Contrary to the traditional VA-based MLSE that requires channel estimation, in this paper, we show that the VA can be performed blindly without channel estimation, where the optimal trellis search is performed by CIVA.
The organization of this paper is as follows. In Section II, we introduce the communication system model. In Section III, we propose the new blind method and then examine identifiability under known channel length and high signal-to-noise ratio (SNR). In Section IV, we develop the CIVA for general cases with an overestimated channel length. Simulations are shown in Section V, and conclusions are presented in Section VI.
II. PROBLEM FORMULATION
Consider the baseband digital communication system model (1) where received sample at time instant ; symbol emitted by the digital source; baseband channel coefficient; additive white Gaussian noise. The channel is of order with . For simplicity, we use the SISO model, although our proposed approaches can be similarly applied in SIMO cases. Define the channel vector and the symbol vector as
where denotes complex conjugate. Then, (1) can be written as (3) where denotes Hermitian. For simplicity, we assume that the noise is stationary white Gaussian with zero mean and variance and is uncorrelated with the symbol . The input symbol is independent and identically distributed (i.i.d.) and chosen from a finite alphabet with different values. Note that the proposed approaches may similarly be used in cases where and have colored distributions, as discussed later in Section IV-D.
Traditional MLSE is performed on (3) with known channel coefficients . For a data sequence consisting of symbols , it searches through all possible symbol sequences to find the one with the smallest metric (4) Although there are altogether possible symbol sequences, this exhaustive search can be simplified without any loss of optimality by the VA [1] , whose complexity is exponential in the length of the channel impulse response but grows only linearly in the length of the symbol sequence . The corresponding trellis contains states. In practice, the channel can be estimated either by training sequences or through some blind methods [4] , [20] .
III. BLIND SEQUENCE ESTIMATION
In this section, we present the new idea of channel-independent blind sequence estimation, which utilizes test vectors during the optimal trellis search. It will be shown that the new blind method can uniquely determine the transmitted symbols up to some scalar phase ambiguity. We assume that the channel length is known and that the SNR is high. The extension to general cases with unknown channel length and low SNR will be discussed in Section IV, where the practical algorithms will be derived.
A. Optimization by Test Vectors
From the SISO model (3), we construct the received data vector (5) Then, we have (6) where . . . . . .
is the symbol matrix, and is the noise vector. If the channel length is known, we can choose such that (8) Then, for the symbol matrix in (7) [21] ) concept, this objective can be obtained.
B. Test Vector Group Construction
Let us consider the noiseless case first. From (9) and (10), there are different symbol matrices . Remove those with scalar phase ambiguity, i.e., if with some complex number , then remove one of them. We have symbol matrices. From (9) , the test vector for should satisfy (13) According to (8) , every symbol matrix (hence ) has more columns than rows. Therefore, we can use singular value decomposition (SVD) on to find the right null subspace from which can be found. On the other hand, in order to uniquely determine from , the ideal case is that also satisfies (14) However, this is not always satisfied.
First, if each of the other symbol matrices , , has the right null subspace differently from , i.e., , then we can choose the appropriate test vectors such that both (13) and (14) are satisfied, although we may need more than one .
Second, if there are some symbol matrices such that , i.e., the right null subspace of is included in the right null subspace of , then it is impossible to find to satisfy both (13) and (14) . In this case, we can randomly select to satisfy (13) only. Finally, let all symbol matrices with the same right null subspaces share the same test vector group. In this way, each symbol matrix corresponds to a unique test vector group. A sequence of symbol matrices also corresponds to a unique sequence of test vector groups. Note that this procedure may not be economic in the number of test vectors. Simplified practical approaches will be given in Section IV.
C. Sequence Identifiability
In order to show that the symbol sequence can be identified, we assume the following.
Assumption A.1: All possible symbol matrix sequences have the same initial symbol matrix or the same terminal symbol matrix, which may, however, be unknown.
Note that this assumption is reasonable, considering that many transmissions involve some initial or terminal guard periods or, sometimes, some known symbols from training, other (e.g., network protocol) knowledge, or even from the previous blind or nonblind symbol estimations, etc.
Proposition 1: If two different symbol matrix sequences and have the same symbol matrices and at time and , respectively, then either or the two sequences are identical from to .
Proof: From (7) and (10) Proof: In the noiseless systems, since , if we evaluate each test vector group on , it has the same result as when we evaluate each on . Therefore, similarly to the proof of Proposition 2, we can find a unique sequence of test vector groups from . According to Proposition 2, the correct symbol matrix sequence can then be determined up to some phase ambiguity.
In the noisy case with high enough SNR, we can use some threshold value to decide whether the output of is completely noise or not. Let denote probability. At each time instant , we need to decide whether is greater than [for ] or less than [for ] . If the noise is so small that , then the case of can be determined correctly with probability close to 1. Similarly, it is easy to verify that for high enough SNR, the other case can also be determined correctly with probability approaching 1. Hence, the sequence of test vector groups as well as the sequence of symbol matrices can both be determined from the data sequence . Note that assumption A.1 can be relaxed in practice because it is rare that long symbol matrix sequences have identical right null subspaces between each pair of the corresponding symbol matrices. It happens if some special symbol sequences appear periodically, which, however, is rare and is usually avoided in practice by the randomization.
On the other hand, assumption A.2 can also be relaxed, considering that the existence of some symbol matrices with common test vector groups does not affect symbol detection. In practice, A.2 may be violated for a few symbol matrices only, which gives some more symbol matrices that have common test vector groups.
D. Direct Trellis Search Without Channel Estimation
When the system is noisy and the SNR does not satisfy the conditions indicated previously, we need to utilize the overall optimization information to determine the test vector sequence as well as symbols. This task can be performed utilizing the trellis search technique, which also reduces the computational complexity.
Since our objective is to evaluate (12) from the analysis in Section III-B [cf. (15) and (16) (17) is now ]. As long as the SNR is relatively high and is relatively large, the trellis search is reliable.
The optimization (12) is then changed to (20) which is also the cost function for the trellis search. Note that (20) (20) is much greater than since the output may contain many items. Then, we can determine the transmitted symbol sequence up to some scalar phase ambiguity. This procedure can be implemented by the VA-like trellis search technique [1] .
When optimizing (20) by trellis search, from (9) and (10), the trellis state at time is defined by the symbols , whereas each symbol matrix determines a state transition path from time to . The number of trellis states is . Each path in the trellis corresponds to a unique test vector group . Fig. 1 illustrates an to are the paths that minimize of (21) . After all the data sample vectors are processed by (21), we can find the minimum metric among all the states and trace back along the trellis to find the optimal trellis path that achieves the minimum metric, which minimizes (20) . Then, from the analysis in Section III-B, symbols can be detected from the obtained test vector group sequence. The details of this procedure are similar to those of the classical channel-based VA, as shown in [1] , except that we use the test vectors for metric calculation and, therefore, do not require channel estimation.
The test vector groups and the trellis diagram are determined as long as the system signaling scheme has been designed and, thus, can be precomputed. Symbol estimation is then performed blindly without channel estimation.
Note that just like all other blind equalization (detection) algorithms, there is a phase ambiguity for symbol detection. If is in phase ambiguity with , i.e., for some constant scalar , then they cannot be discriminated by the test vectors. This phase ambiguity is inherent to all blind detection (equalization) methods. It can be resolved by, for example, training symbols or differential encoding. Therefore, we do not give special consideration to phase ambiguity in this paper.
IV. CHANNEL-INDEPENDENT VA
In Section III, we developed a blind sequence detection method based on test vectors and channel-independent trellis search, with the assumption of known channel length and high SNR. However, in practice, the channel length may not be known, or the SNR may be low so that the effective channel length becomes shorter because of the small tail and head coefficients. In this section, we first show that we can use an overestimated channel length in the system design and trellis search. Then, we develop practical algorithms for designing the test vectors. Based on the test vectors, we develop the CIVA.
A. Using an Over-Estimated Channel Length
For an overestimated channel length , the metric calculation utilizes . . . . . .
If the leading coefficient is zero or small enough such that is comparable to noise values, although , then the performance will degrade due to the ambiguity of the symbol , which means that in the trellis diagram (cf. Fig. 1 ), there are some states that may have similar metrics. Specifically, in each symbol detection recursion, is unreliably determined with the transitional path if is zero or small, whereas the noise is large. Similar degradation happens if the last channel coefficient is zero or very small, whereas the noise is considerably large.
One possible way to resolve the ambiguity introduced by the overestimated channel length is to combine the corresponding trellis states with the same ambiguous symbol value during symbol decision. In this paper, however, we use another approach, i.e., we use a stack of the received data vectors instead of a single data vector for the metric calculations. Specifically, we calculate , where
The data matrix is related to the symbols by
where is an block Toeplitz matrix
and is a smoothing factor. For the system (24), the constraint length of the symbol matrix is (26) Intuitively, for the preselected and the overestimated , the in (10) is fixed for . If the trellis and the test vectors are designed with and , from (26), we can vary the smoothing factor to match the effective channel length.
To explain the above in detail, since we use the constraint length in (10) with an overestimated channel length , which is equivalent to in (26) with , to design the test vector and the trellis diagram, the test vector still has dimension based on the symbol matrix . If we apply the test vector on the data matrix , by partitioning the channel matrix and the symbol matrix into three parts (27) where consists of the first rows of , consists of the middle rows. The test vector will only give instead of . Since the channel matrix is divided into three corresponding parts in (27), we require that and have small norms, where contains all the effective channel coefficients and, thus, has larger norm. Let the effective channel length be . Because the sub-matrix has dimension , there exists a best smoothing factor (28) such that is , which means that contains all the effective channel coefficients, and at the same time, its first and last columns have sufficiently large norms.
For the overestimated and the unknown , the optimal in (28) can be obtained by varying the smoothing factor and test the thus-obtained data matrix by the test vectors . We begin with a smaller such that . In this case (29) results in small values comparable with the noise variance because, according to (27), all effective channel coefficients are in and, thus, can be cancelled by for some . Then, we gradually increase . When is large enough so that , some effective channel coefficients will be in either or so that (29) is large. Hence, there is a significant magnitude change in (29) with the increase of . The optimal smoothing factor can be obtained as the value just before this significant change. This detection procedure can be implemented by comparing the ratio of magnitudes for and with some threshold values, which can be determined by the popular information theoretical criteria [22] .
In summary, the test vectors and the trellis diagram can be designed off-line with an overestimated channel length without considering the smoothing factor . The optimal smoothing factor can be obtained during the trellis updating.
B. Practical Algorithm for Test Vector Design

Let
, and choose to be an exact or overestimated channel length. For the symbol matrix with constraint length (10) A possible method for implementing this second step is to see whether (which is obtained in the first step) satisfies (35) or not. If yes, then add it into the group as a test vector for . However, it is necessary to compare each pair (or even every combination) of symbol matrices, which is too complex if is large. Fortunately, from the trellis diagram, we have a much simpler and, thus, more practical approach.
From the trellis diagram, we simply consider the two cases as illustrated in Fig. 2 , where the symbol matrices and the corresponding test vectors selected from their null subspaces (after the first step) are shown. In Fig. 2(a) , a decision has to be made during the trellis update to select the path with the minimum metric as the survivor. If, for example, but , then a wrong decision is possible when the input is . If for any nonzero scalar factor , we can construct
Note that when applying (17) to calculate the metrics, we can use the correct formula because we know whether and are zero test or not. Therefore, if the input is , then . On the other hand, if the input is , we have . The metrics match the input symbols. If , we can optimize all branches similarly. In Fig. 2(b Fig. 2(a) .
4) For State
, optimize the test vectors for all the trellis paths leaving this state, as per (37) and Fig. 2(b) .
5) Combine the test vectors obtained in
Steps 2-4 to construct test vector (17), (19) , and (21) do not require noise variance, which offers convenience with some tradeoff in performance. Note that the approximations and simplifications result in suboptimal detectors.
C. Blind Sequence Detection Algorithm
The new algorithm for blind sequence estimation utilizing the CIVA is outlined. . Calculate , from which to find the optimal in (28) and (29). 3) Update the metrics by in (17) and (19) for each trellis state, except for the surviving path. 4) After all the data samples are processed, find the smallest metric in the last stage, trace back to find the optimal path in the trellis, and detect the symbols.
The noise variance can be adaptively estimated online from in Step 2. Similar to the classical channel-based VA, we do not have to defer symbol decisions until all the received data has been processed. Instead, a truncated trellis can be used with a trellis depth of approximately . In addition, the newly detected symbol during each recursion has the same phase ambi-guity as the previously detected symbols because both are related to the same trellis state. Therefore, phase ambiguity can be finally resolved by differential encoding or by some a priori knowledge such as training symbols, just as in all other blind methods.
D. Properties and Computational Complexity
As shown in Section III, the blind CIVA is able to uniquely determine the symbol sequences up to some phase ambiguity. Because it searches through all possible sequences to find the best one, it can also be applied in this sense in systems where symbols and noise have colored distributions. The proposed CIVA has fast (finite sample) convergence. Using this technique, symbols can be detected within a finite number of data samples, which is a great advantage over most of the other second-or higher order statistics-based blind algorithms. Since the CIVA searches the trellis with a constraint length , symbol estimation can be obtained in as few as data samples. In contrast, even second-order correlations require many more (hundreds of) data samples for reliable estimation. Moreover, for time-varying channels, the new algorithm calculates metrics based on each group of symbols. As long as the channel variation is not large during the period of symbol intervals, metric calculation, as well as the trellis searching, are reliable. On the contrary, for traditional methods applying correlation estimation, channel variation should be small over the entire period of hundreds of symbol intervals during correlation estimation. Hence, our new algorithm can work in relatively much faster time-varying environments, which makes it especially suitable for fast time-varying channels, fast frequency hopping systems, packet radios, ad hoc mobile networks, etc, where data packets are relatively short, and channels vary fast between packets.
The computational complexity of the new algorithm is high. With a constraint length , the complexity is on the order of , whereas the traditional MLSE is . Hence, the former is at least the square of the latter and, thus, requires complexity reduction.
Since the test vectors can be designed off-line, they are fixed for a specific system and can be implemented in parallel by either hardwired VLSI technology or by DSP utilizing software code. In addition, for each , only a single output needs calculating for every . It can be implemented in parallel as a filterbank where the filters are . Furthermore, for trellis searching, the techniques for complexity reduction of the classical VA [1] may also be similarly applied in CIVA.
Another interesting way for complexity reduction is to utilize the channel coding information [23] . The optimal ways for simplifying implementation and reducing computational complexity will be reported elsewhere.
V. SIMULATIONS
In this section, we present simulation results for the performance of the CIVA. We compare it with the theoretically optimal MLSE (which is obtained by the VA with known channel), VA with channel estimated from training or blind methods, training-based MMSE linear equalizer, and the joint data and channel estimation method [16] , which is a special case of per-survivor processing (PSP) methods [17] . We evaluated the bit-error-rate (BER) performance for either BPSK or QPSK signaling schemes with differential encoding, where symbols were generated as i.i.d. sequences. Each comparison uses 200 Monte Carlo runs. The signal-to-noise ratio (SNR) is defined as ; see (1) . Experiment 1-Performance of the New Algorithm: In this experiment, we used a BPSK signaling scheme, and the channel was . The trellis diagram is shown in Fig. 1 with , , and . For the design of the test vectors, there are eight symbol matrices without phase ambiguity. Let . After
Step 2 of Algorithm 1, the eight corresponding test vectors were obtained as listed in Table I , where the ambiguous states are omitted. Note that some test vectors are shared by more than one symbol matrix. In the right column, the first test vector is the nominal one for the corresponding symbol matrix or trellis path.
We applied three different methods as introduced in Section IV-B to construct three sets of test vector groups, which are shown in Table II . For simplicity, we used the number to denote and the negative sign to denote nonzero testings, i.e.,
[cf. (15) and (16)]. For Scheme 2, we used the construction method of Algorithm 1. Scheme 3 is the variation that each includes at most three test vectors. Scheme 1 is the simplification that no noise variance is required in metric calculations, as discussed in Section IV-B.
The simulation results utilizing the above three sets of test vector groups are shown in Fig. 3 . We compare these three schemes as a function of SNR and trellis truncation depth. In Fig. 3(a) , the algorithms show good sequence detection results with an exponential decrease of BER with increasing SNR. Fig. 3(b) shows that the implementation of the algorithm with varying truncated trellis depths (decision length) does not severely affect performance. This means that the CIVA can be implemented as a truncated trellis with short depth. Furthermore, it means that the CIVA has fast convergence and works on short data packets. In summary, Scheme 2 has the best performance because it considers more test vector information. Scheme 3 is only slightly worse with reduced complexity because of the reduction of the number of test vectors. Therefore, Scheme 3 has a better tradeoff of complexity with performances. In the following, we consider only Scheme 3 in constructing test vector groups.
Experiment 2-Performance Comparison With Other Algorithms:
In this experiment, the channel had three taps, which were generated randomly in each Monte Carlo run, i.e., we used a different channel during each run, and the effective channel length could randomly be 0, 1, or 2. Note specifically that channels with zeros on or near the unit circle were among the experiments. BPSK was used.
For CIVA, we used an overestimated channel length and ; thus, . The optimal MLSE was obtained by VA with known channel [1] . We also compared CIVA with channel estimation-based VA [1] in which 100 training data samples were used for channel estimation, and the channel length was assumed known. For the "blind" method, the channels were estimated blindly through higher order statistics [20] and then used in VA. In addition, for the blind PSP [16] , adaptive LMS with zero initial condition and step size 0.02 was applied. The MMSE utilizes a training-based linear equalizer with two taps [1] , where 500 training symbols were used to estimate the correlation matrix on which SVD with known rank was performed to find the MMSE equalizer.
First, we examine the determination of the optimal smoothing factor by calculating the ratio where 1, 2, 3, and 4. Hence, denotes the data matrix with smoothing factor . We calculated the mean value as the ratio when is the optimal smoothing factor, the mean value as the ratio when is below the optimal factor, and the mean value as the ratio when is greater than the optimal factor. Then, we plotted all three cases versus SNR in Fig. 4(a) . In addition, we compared the ratio with the optimal (denoted as mismatch 0) and the ratios with other (denoted as mismatch ) in Fig. 4(b) . We see that the optimal can be chosen simply by comparing with some threshold value. In this experiment, we simply compared it with 2.5 for SNR greater than 10 dB and with 2 for SNR less than 10 dB to determine the smoothing factor .
The comparison results are shown in Fig. 5 , which shows that CIVA is only about 3 dB worse than the optimal MLSE and is only slightly inferior to VA with training. However, CIVA is much better than the training-based linear MMSE equalizer, whose performance is limited because of some ill-conditioned channels. The blind method and PSP generally gave the worst performance because of the inaccuracy in blindly estimating a random SISO channel using a short data record.
Experiment 3-Performance Comparisons for Short Data Packets:
In this experiment, channels were randomly generated during each run from a two-ray channel model with random attenuation and random delay where the windowing function is for for and is the raised cosine function with roll-off factor 0.11, and have Gaussian distribution, and and have uniform distribution over . In each Monte Carlo run, 150 QPSK symbols were transmitted through the thus obtained channels. Then, the CIVA used and to model channels with three taps considering that the energy of the above channels concentrates in three symbol intervals. The VA used 30 symbols for channel estimation. The MMSE used 30 symbols for linear equalizer estimation. From the simulation results shown in Fig. 6 , the proposed CIVA is seen to outperform both the training-based VA and MMSE, which have degraded performances because of insufficient training.
VI. CONCLUSIONS
In this paper, a new blind algorithm for sequence estimation is proposed, which is based on the techniques of test vectors and results in the channel-independent Viterbi algorithm (CIVA). Compared with other VA-based MLSE algorithms, the CIVA does not require channel estimation. Compared with most of the other correlation-based blind equalization algorithms, CIVA does not require channel correlation. CIVA has faster convergence as well as optimal performance for even ill-conditioned SISO channels. Simulations demonstrate robustness and good performance of the CIVA.
The new CIVA algorithm requires a computationally complex trellis search. Although this is practical for some wireless systems with short channel length and simple symbol alphabets, for longer channels or more complex symbol alphabets, complexity-reduction techniques should be applied, which is left for future investigations.
APPENDIX
A. Proof of Proposition 2
From Proposition 1 and the assumptions, we need only consider two cases, as illustrated in Fig. 7 .
First, for two different symbol matrix sequences and in Fig. 7(a) , if at some time instant, say , and have different right null subspaces, then according to the procedure for the test vector group constructions, there are test vectors for and for such that Thus, and are different, considering their functions in the above equations. Hence, the two symbol matrix sequences correspond to different sequences of test vector groups from which the correct symbol sequences can also be determined.
Second, for the two different symbol sequences and , as illustrated in Fig. 7(a) , if at some time instant the right null subspace of completely includes the right null subspace of , then according to the construction of test vector groups, there are test vectors and such that Hence, the assertion is also true in this case.
Third, if at every time instant , has the same right null subspace as , we need to utilize the information with which that they begin (or with which they terminate) and, thus, have the same symbol matrix. Because of the symmetry, we need only consider the first case without loss of generality, as illustrated in Fig. 7(b) , where may be unknown. Let us first assume , i.e., there is one more column than rows in the symbol matrix [cf. (7) Because , for some nonzero scalar , which, however, is contrary to the assumption that is the right null subspace of whose last column is clearly nonzero. On the other hand, if , the same conclusion also holds since the right null subspace vectors of the case form a subset (with zeros pending) of the right null subspace of the cases.
Therefore, all symbol matrix sequences beginning with (or terminating with) the same symbol matrix have different right null subspaces between the corresponding symbol matrices at some time , as long as the length of the sequence is greater than , which is assured by Proposition 1. Therefore, from the above analysis, the proposition is true.
