Abstract. We formulate an initial-and Dirichlet boundary-value problem for a linear stochastic heat equation, in one space dimension, forced by an additive space-time white noise. First, we approximate the mild solution to the problem by the solution of the regularized second-order linear stochastic parabolic problem with random forcing proposed by Allen, Novosel and Zhang (Stochastics Stochastics Rep., 64, 1998). Then, we construct numerical approximations of the solution to the regularized problem by combining the Crank-Nicolson method in time with a standard Galerkin finite element method in space. We derive strong a priori estimates of the modeling error made in approximating the mild solution to the problem by the solution to the regularized problem, and of the numerical approximation error of the Crank-Nicolson finite element method.
a.s. in Ω, whereẆ denotes a space-time white noise on [0, T ] × D (see, e.g., [19] , [9] ). The mild solution of the problem above is given by the formula from which we conclude that: the stochastic function u has a finite noise structure depending on N ⋆ J ⋆ random variables (see Remark 1.1), and the space-time regularity of u is higher than that of the mild solution u to (1.1). are independent. For further details we refer the reader to [19] and [9] . (D) be a finite element space consisting of functions which are piecewise polynomials of degree at most r over a partition of D in intervals with maximum mesh-length h. Then, we constuct computable fully-discrete approximations of u using the Crank-Nicolson method for time-stepping and the standard Galerkin finite element method for space discretization. The proposed method is as follows: first we set 
1.4.
References and main results of the paper. The Crank-Nicolson method for stochastic evolution equations has been analyzed in [7] and [8] under the assumption that the additive spacetime noise is smooth in space. In [20] , the solution of a semilinear stochastic heat equation with multiplicative noise is approximated by a numerical method that combines a θ−time discretization method with a finite element method in space over a uniform mesh. Also, for the proposed family of methods an error analysis has been developed, the outcome of which depends on the value of θ. In particular, for the Backward Euler finite element method (θ = 1), the error estimate obtained is of the form O ∆τ
, which is in agreement with that in [18] for the stochastic heat equation with multiplicative noise. However, for the Crank-Nicolson finite element method (θ = ). Taking into account that both methods must have the same order of convergence since the regularity of the solution is low, one is wondering if the difference between the above error estimates is caused by the fact that the Crank-Nicolson method is not strongly stable while the Backward Euler method is. Here, adapting properly the analysis in [21] , we show that, in the special case of an additive space time white noise, is that obtained in [18] for the Backward Euler finite element method and thus no mesh conditions are required to ensure its convergence.
The first step in our analysis is to show that the solution u to the regularized problem (1.6) converges to the mild solution u to the problem (1.1) when both ∆x and ∆t tend freely to zero. This is established by proving in Theorem 3.1 the following
for ǫ ∈ 0, 1 2 , which measures the effect of breaking the infinite noise dimension of u to the finite one of u.
The second step is the estimation of the discretization error of the Crank-Nicolson finite element method for the approximation of u that is formulated in Section 1.3. We achieve the derivation of a discrete in time
x )) error estimate of the following form:
for ǫ 1 ∈ 0, 1 4 and ǫ 2 ∈ 0, 1 2 , where the constant C is independent of ∆t and ∆x. To get the latter estimate, we use a discrete Duhamel principle (cf. [18] , [2] ) that is based on the representation of the numerical approximations via the outcome of a modified Crank-Nicolson method for the deterministic problem. The analysis is moving along the lines of the convergence analysis developed in [21] for a Crank-Nicolson finite element method proposed to approximate the mild solution of a fourth order, linear parabolic problem with additive space time white noise.
Let us give an epigrammatic description of the paper. In Section 2 we introduce notation and recall several known results. In Section 3 we estimate the modeling error. In Section 4 we introduce and analyze the convergence of modified Crank-Nicolson time-discrete and fully-discrete approximations of v. Finally, Section 5 contains the error analysis of the Crank-Nicolson finite element approximations of u formulated in Section 1.3.
Preliminaries
We denote by L 2 (D) the space of the Lebesgue measurable functions that are square integrable on D with respect to the Lebesgue measure dx, equipped with the standard norm
, which is derived by the inner product ( 
is a solution to the eigenvalue/eigenfunction problem:
It is well-known (see, e.g., [16] ) that
and there exist constants C m,A and C m,B such that
for which, using (2.3), it is easy to conclude that there exists a constant C −m > 0 such that
is finite, where Γ HS is the so called Hilbert-Schmidt norm of Γ. We note that the quantity Γ HS does not change when we replace (ε i ) ∞ i=1 by another complete orthonormal system of L 2 . It is well known (see, e.g., [6] , [15] ) that an operator Γ ∈ L(L 2 ) is Hilbert-Schmidt iff there exists a measurable function γ :
, and then, it holds that
. Also, for a random variable X, let E[X] be its expected value, i.e., E[X] := Ω X dP . Then, the Itô isometry property for stochastic integrals reads
We recall that (see Appendix A in [11] ): if c ⋆ > 0, then
and if (H, (·, ·) H ) is a real inner product space, then
Finally, for α ∈ [0, 1] and for n = 0, . . . , M − 1, we set τ n+α := τ n + α ∆τ .
which is the usual L 2 (O)−projection onto the finite dimensional space G N⋆ ⊗ G J⋆ . In the lemma below, we connect the projection operator Π to the stochastic load W (cf. Lemma 2.1 in [12] , [1] ).
Proof. Using the properties of the stochastic intergral (see, e.g., [19] ) along with (2.9), (1.7) and (1.8), we obtain
Since it holds that
we, easily, conclude that
Linear elliptic and parabolic operators
and, for m ∈ N 0 , there exists a constant C
Let (S(t)v 0 ) t∈[0,T ] be the standard semigroup notation for the solution v of (1.3). Then (see, e.g., [16] ) for ℓ ∈ N 0 , β ≥ 0, p ≥ 0 and q ∈ [0, p + 2ℓ], there exists a constant C p,q,ℓ > 0 such that
and a constant C β > 0 such that
2.3. Discrete operators. Let r ∈ N and Z r h ⊂ H 1 0 (D) be a finite element space consisting of functions which are piecewise polynomials of degree at most r over a partition of D in intervals with maximum mesh-length h. It is well-known (cf., e.g., [4] , [3] ) that there exists a constant C FE > 0 such that (2.17) inf
Then, we define the discrete Laplacian operator ∆ h :
and f ∈ L 2 (D), and the standard Galerkin finite element approximation v E,h ∈ Z r h of the solution v E to (2.12) is specified by requiring
h be the solution operator of the finite element method (2.18), i.e.
. Then, we can easily conclude that
which, along with (2.1), yields
Due to the approximation property (2.17), the theory of the standard Galerkin finite element method for second order elliptic problems (cf., e.g., [4] , [3] ), yields that
Estimating the Modeling Error
Here, we derive an
x ))−estimate of the modeling error in terms of ∆t and ∆x (cf. [1] , [2] , [10] , [12] ).
Theorem 3.1. Let u be the mild solution to (1.1), u be the solution to (1.6) and
Then, there exist a constant C ME > 0, independent of ∆t and ∆x, such that
Proof. The proof is moving along the lines of the proof of Theorem 3.1 in [12] . To simplify the notation we set S n,j := T n × D j for n = 1, . . . , N ⋆ and j = 1, . . . , J ⋆ . Also, we will use the symbol C to denote a generic constant that is independent of ∆t and ∆x, and may changes value from the one line to the other. Let t ∈ (0, T ]. Using (1.2), (1.9), Lemma 2.1 and Itô isometry, we conclude that
, where Ψ t,x (s, y) := g t,x (s, y) − Πg t,x (s, y) and g t,x (s, y) := X (0,t) (s) G t−s (x, y). Now, we introduce the following splitting
where
, and
for (s, y) ∈ S n,j and for n = 1, . . . , N ⋆ and j = 1, . . . , J ⋆ .
Estimation of Z 1 (t): Using (1.5) and the L 2 (D)− orthogonality of (ε k ) ∞ k=1 we have
which, along with the Cauchy-Schwarz inequality, yields
Let k ∈ N and j ∈ { 1, . . . , J ⋆ }. Using the mean value theorem we have
and
. We combine (3.2), (3.3), (3.4) and (2.7) to obtain
Estimation of Z 2 (t): Using again (1.5) and the L 2 (D)− orthogonality of (ε k ) ∞ k=1 we have
Tn Tn
and letting
Let k ∈ N and n ∈ {1, . . . , N (t) − 1}. Then, we have
from which, using the Cauchy-Schwarz inequility, we obtain
Thus, by summing with respect to n, we obtain (3.8)
, (3.8) and (3.9) we obtain (3.10)
The last step in the proof is to bound the series above in terms of ∆t. For the first series, we proceed as follows
from which we obtain (3.11)
We treat the second series, in a similar manner, as follows 
Using the bounds (3.10), (3.11) and (3.12) we arrive at
Since Z(0) = 0, the error bound (3.1) follows easily from (3.2), (3.6) and (3.13). and by finding
and then, for m = 2, . . . , M , by specifying
The first convergence result we provide, is a discrete in time L 1)-(4.3) . Then, there exists a constant C > 0, independent of ∆τ , such that
Proof. In the sequel, we will use the symbol C to denote a generic constant that is independent of ∆τ and may changes value from the one line to the other. Let E , using (2.13) and then summing with respect to m from 2 up to M , we obtain
which, after applying the Cauchy-Schwarz inequality and the geometric mean inequality, yields
Next, we bound the residual functions (ρ m ) M m=2 as follows:
Also, observing that E 0 = 0 and combining (4.6), (4.7) and (2.16) (with β = 0, ℓ = 1, p = 0), we obtain
(4.8)
In order to bound the first two terms in the right hand side of (4.8), we introduce the following splittings
We continue by estimating the terms in the right hand side of (4.9) and (4.10). First, we observe that
2 0,D dτ , which, along with (2.16) (with ℓ = 1, p = 0, β = 0), yields
Next, we use (2.14) and (2.4), to get
Thus, we arrive at
Finally, using (1.3) and (4.2) we have (4.13)
, ·)] ds. Since E 0 = 0, after taking the L 2 (D)−inner product of both sides of (4.13) with E 1 2 and using (2.13) and the Cauchy-Schwarz inequality along with the arithmetic mean inequality, we obtain (4.14)
|T
0,D . Now, using (2.16) (with β = 0, ℓ = 1, p = 0) we obtain
H 1 , which, along with (4.14), yields (4.15) |T E E We continue, by observing that (4.2) and (4.3) are equivalent to 
Now, we take the L 2 (D)−inner product of both sides of (4.16) with V 1 , use (2.13) along with (2.8) and (4.1) to get
Combining (4.18) and (4.19) and then using (2.14) and (2.4), we obtain ∆τ V 
which, along with (2.16) (taking (β, ℓ, p) = (0, 0, 0) and (β, ℓ, p) = (2, 1, 0)), yields
Observing that E 1)-(4.3) . Then, there exists a constant C > 0, independent of ∆τ , such that
Proof. We will arrive at the error bound (4.23) by interpolation after proving it for δ = 1 and δ = 0 (cf. Proposition 4.1). In both cases, the error estimation is based on the following bound
In the sequel, we will use the symbol C to denote a generic constant that is independent of ∆τ and may change value from one line to the other. After summing both sides of (4.25) with respect to m from 2 up to M , we obtain
Taking the L 2 (D)−inner product of both sides of (4.2) with V 1 , and then integrating by parts and using (2.8), we obtain:
Thus, combining (4.26) and (4.27), we get
Also, we observe that the estimate (4.4), for θ = 1 2 , yields
14 Finally, using (2.15) (with ℓ = 1, p = 0, q = 0), we obtain .2) with V 1 and then integrating by parts and using (2.1), (2.4) and (2.3) along with the arithmetic mean inequality, we obtain
Thus, combining (4.26) and (4.31), we conclude that
(4.32) Also, the estimate (4.4), for θ = 0, yields
Using the Cauchy-Schwarz inequality and (4.22), we have 35)-(4.37) . Then, there exists a constant C > 0, independent of h and ∆τ , such that
Proof. We will get the error estimate (4.38) by interpolation after proving it for θ = 1 and θ = 0 (cf. [12] ). In the sequel, we will use the symbol C to denote a generic constant that is independent of ∆τ and h, and may change value from one line to the other. Letting
. . , M , we use (4.2), (4.36), (4.3) and (4.37), to arrive at the following error equations:
Taking the L 2 (D)−inner product of both sides of (4.40) with Θ m− 1 2 and then using (2.19), the Cauchy-Schwarz inequality along with the arithmetic mean inequality, we obtain
After summing with respect to m from 2 up to M , the relation above yields
Observing that T E,h Θ 0 = 0, we take the L 2 (D)−inner product of both sides of (4.39) with Θ 1 and then use the Cauchy-Schwarz inequality along with the arithmetic mean inequality, to get , and then integrating by parts and summing with respect to m, from 2 up to M , it follows that
Now, take the L 2 (D)−inner product of (4.2) with ∂ 2 V 1 , and then integrate by parts and use (2.8) to get
which, along with (2.3), yields
Thus, combining (4.45), (4.46) and (4.47), we obtain (4.38) for θ = 1.
From (4.36) and (4.37), it follows that
Taking the L 2 (D)−inner product of (4.49) with V 
. . , M, which, after summing with respect to m from 2 up to M , yields
Now, take the L 2 (D)−inner product of (4.48) with V 1 h and use (2.8) and (4.35), to have Proof. The proof is based on the estimation of the terms in the right hand side of the following triangle inequality:
In the sequel, we will use the symbol C to denote a generic constant that is independent of ∆τ and may change value from one line to the other. Taking the L 2 (D)−inner product of both sides of (4.37) with (
), we have
After summing both sides of (4.55) with respect to m from 2 up to M , we obtain
Taking the L 2 (D)−inner product of both sides of (4.36) with V 1 h and then using (2.8), we obtain
Thus, combining (4.56) and (4.57) we have
Taking again the L 2 (D)−inner product of both sides of (4.36) with V 1 h and then using (2.4) and (2.1) along with the arithmetic mean inequality, we obtain
Thus, combining (4.56) and (4.59), we conclude that By interpolation, from (4.58), (4.61), (4.60) and (4.62), we conclude that
Finally, the estimate (4.38) reads
Thus, (4.53) follows as a simple consequence of (4.54), (4.63) and (4.64).
Convergence Analysis of the Crank-Nicolson finite element method
In this section, we focus on the derivation of an estimate of the approximation error of the CrankNicolson finite element method introduced in Section 1.3. For that, we will use, as a comparison tool (cf. [12] , [21] ), the corresponding Crank-Nicolson time-discrete approximations of u, which are defined first by setting 
Thus, we split the discretization error of the Crank Nicolson finite element method as follows
is the time discretization error at τ m , and
is the space discretization error at τ m . In the sequel, we estimate the above defined type of error using a discrete Duhamel principle technique along with the convergence results for the modified Crank-Nicolson method obtained in Section 4 (cf. [17] , [18] , [2] , [12] , [21] ). To simplify the notation, we set G m (τ ; x, y) := X (0,τm) (τ ) G τm−τ (x, y) for m = 1, . . . , M . Also, we will use the symbol C to denote a generic constant that is independent of ∆t, ∆x and ∆τ , and may change value from one line to the other.
An induction argument applied to (5.2), yields 
