Abstract-We consider a cache network, where a single server is connected to multiple users via a shared bottleneck link. The server has a set of files, which can be cached by each user in a prefetching phase. In a following delivery phase, each user requests a file and the server delivers user demands as efficiently as possible by taking into account their cache contents. We focus on an important and commonly used class of prefetching schemes, where the caches are filled with uncoded data. We provide the exact characterization of rate-memory tradeoff for this problem, by deriving both the minimum average rate (for a uniform file popularity) and the minimum peak rate required on the bottleneck link for a given cache size available at each user. We propose a novel caching scheme, which strictly improves the state of the art by exploiting commonality among user demands. We then demonstrate the exact optimality of our proposed scheme through a matching converse, by dividing the set of all demands into types, and showing that the placement phase in the proposed caching scheme is universally optimal for all types. Using these techniques, we can also fully characterize the ratememory tradeoff for a decentralized setting, in which users fill out their cache content without coordination.
I. INTRODUCTION
Caching is a commonly used approach to reduce traffic rate in a network system during peak-traffic times, by duplicating part of the content in the memories distributed across the network. In its basic form, a caching system operates in two phases: (1) a placement phase, where each cache is populated up to its size, and (2) a delivery phase, where the users reveal their requests for content and the server has to deliver the requested content. During the delivery phase, the server exploits the content of the caches to reduce the network traffic.
Conventionally, caching systems have been based on uncoded unicast delivery where the objective is mainly to maximize the hit rate, i.e. the chance that the requested content can be delivered locally [1] . While in systems with single cache memory this approach can achieve optimal performance, it has been recently shown in [2] that for multi-cache systems, the optimality no longer holds. In [2] , an information theoretic framework for multi-cache systems was introduced, and it was shown that coding can offer a significant gain that scales with the size of the network. Several coded caching schemes have been proposed since then in [3] - [8] . The caching problem has also been extended in various directions, including decentralized caching [9] , online caching [10] , caching with nonuniform demands [11] - [13] , device-to-device caching [14] , caching on file selection networks [15] , caching on broadcast channels [16] , and caching for channels with delayed feedback with channel state information [17] . The same idea is also useful in the context of distributed computing, taking advantage of extra computation to reduce the communication load [18] - [20] .
Characterizing the exact rate-memory tradeoff in the above caching scenarios is an active line of research. Besides developing better achievability schemes, there have been efforts in tightening the outer bound of the rate-memory tradeoff [15] , [21] - [25] . Nevertheless, in almost all scenarios, there is still a gap between the state-of-the-art communication load and the converse, leaving the exact tradeoff an open problem.
In this paper, we focus on an important class of caching schemes, where the prefetching scheme is required to be uncoded. In fact, almost all caching schemes proposed for the above problem use uncoded prefetching. As a main advantage, uncoded prefetching allows us to handle asynchronous demands without increasing the communication rates, by dividing files into smaller subfiles [9] . Within this class of caching schemes, we characterize the exact rate-memory tradeoff for both the average rate for uniform file popularity and the peak rate, in both centralized and decentralized settings, for all possible parameter values.
In particular, we first propose a novel caching strategy for the centralized setting, which strictly improves the state of the art, reducing both the average rate and the peak rate. We exploit commonality among user demands when they are not all distinct, by showing that the scheme in [2] may introduce redundancy in the delivery phase, and proposing a new scheme that systematically removes all such redundancies.
In addition, we demonstrate the exact optimality of the proposed scheme through a matching converse. The main idea is to divide the set of all demands into smaller subsets (referred to as types), and derive tight lower bounds for the communication rates on each type separately. We show that, when the prefetching is uncoded, the rate-memory tradeoff can be completely characterized using this technique, and the placement phase in the proposed caching scheme universally achieves those minimum rates on all types.
Furthermore, we can extend the techniques we developed for the centralized caching problem to characterize the exact rate-memory tradeoff in the decentralized setting. In the longer version of this paper [26] , we develop a new decentralized scheme that strictly improves the state of the art [8] , [9] . In addition, we formally define the framework of decentralized caching, and prove matching converses given the framework, showing that the proposed scheme is optimal.
The problem of caching with uncoded prefetching has also been considered before in [4] , [27] , which showed that the scheme in [2] is optimal when considering peak rate and centralized caching, if there are more files than users. Although not stated in [4] , [27] , the converse bound in our paper for the special case of peak rate and centralized setting could have also been derived using their approach. In this paper however, we introduce the novel idea of demand types, which allows us to go beyond and characterize the rate-memory tradeoff for both peak rate and average rate for all possible parameter values, in both centralized and decentralized settings. The result covers the peak rate centralized case, as well as strictly improves the bounds in all other cases. More importantly, we introduce a new achievability scheme, which strictly improves the scheme in [2] .
II. SYSTEM MODEL AND PROBLEM DEFINITION
We start by introducing the system model for centralized caching, and defining the main problem studied in this paper.
A. System Model
We consider a system with one server connected to K users through a shared, error-free link (see Fig. 1 ). The server has access to a database of N files W 1 , ..., W N , each of size F bits. 1 We denote the jth bit in file i by B i,j , and we assume that all bits in the database are i.i. The system operates in two phases: a placement phase and a delivery phase. In the placement phase, users are given access to the entire database, and each user can fill their cache using the database. However, instead of allowing coding in the prefetching [2] , we focus on an important class of prefetching schemes, referred to as uncoded prefetching schemes: Definition 1. An uncoded prefetching scheme is where each user k selects MF bits from the database and stores them in its own cache, without coding. Let M k denote the set of indices of the bits chosen by user k, then we denote the prefetching as
In the delivery phase, only the server has access to the database. Each user k requests one of the files in the database. To characterize the user requests, we define 
B. Problem Definition
Based on the above framework, we define the rate-memory tradeoff for average rate using the following terminology. Given a prefetching M = (M 1 , ..., M K ), we define that a communication rate R is achievable for demand d if and only if there exists a message X of length RF such that every active user k is able to recover its desired file
as the minimum achievable rate given d and M.
We assume that all users are making requests independently, and that all files are equally likely to be requested by each user. Thus, the probability distribution of the demand d is uniform on D. We define the average rate R * (M) as the expected minimum achievable rate given a prefetching M under uniformly random demand, i.e., R
(1) The rate-memory trade-off for average rate is essentially finding the minimum average rate R * for different memory constraints M that can be achieved by prefetchings that satisfy this constraint. In other words, we want to find
as a function of N , K, M , and for sufficiently large F .
III. MAIN RESULTS
We state the main result as the following theorem. 
for r ∈ {0, 1, . [2] , which was relied on by all prior works considering the minimum average rate for the caching problem [11] , [23] , [28] . In particular, the rate achieved by the previous best known caching scheme equals the lower convex envelope of min{
In this paper we define n k = 0 when k > n.
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r K )]} at r ∈ {0, 1, ..., K}, which is strictly larger than R * when N > 1 and r < K − 1. For example, when K = 30, N = 30, and r = 1, the state-of-the-art scheme requires a communication rate of 14.12, while the proposed scheme achieves the rate 12.67.
The improvement of our proposed scheme over the state of the art can be interpreted intuitively as follows. The caching scheme proposed in [2] essentially decomposes the problem into 2 scenarios: in one case, the redundancy of user demands is ignored, and the information is delivered by satisfying different demands using single coded multicast transmission; in the other case, random coding is used to deliver the same request to multiple receivers. Our result demonstrates that the decomposition of the caching problem into these 2 scenarios is suboptimal, and our proposed caching scheme precisely accounts for the effect of redundant user demands. Remark 2. The technique for finding the minimum average rate in the centralized setting can be easily extended to find the minimum peak rate, denoted by R * worst , which was solved for N ≥ K [27] . We show that we not only recover their result, but also fully characterize the rate for all possible values of N and K, resulting in the following corollary. can be exactly achieved using the caching scheme introduced in section IV, and then proving a matching converse by specializing Lemma 1 to the case of worst case demands. For detailed corollary definition and proof, see [26] . Remark 3. We can also extend the techniques we developed for proving Theorem 1 to the decentralized setting. In the longer version of this paper [26] , we fully characterize the exact rate-memory tradeoff for decentralized setting for both average rate and peak rate using these techniques. Besides, the newly proposed optimal decentralized caching scheme strictly improves the state of the art [8] , [9] . We prove Theorem 1 by first describing a caching scheme that achieves the minimum average rate, and then deriving tight lower bounds of the average rates for any uncoded prefetching scheme.
IV. THE OPTIMAL CACHING SCHEME In this section, we provide a caching scheme to achieve R * stated in Theorem 1. We first demonstrate the main ideas of the proposed scheme through a motivating example.
A. Motivating Example
Consider a caching system with 3 files (denoted by A, B, and C), 6 users, and a caching size of 1 file for each user.
To develop a caching scheme, we need to design an uncoded prefetching scheme, independent of the demands, and develop delivery strategies for each of the possible 3 6 demands. For the prefetching strategy, we break file A into 15 subfiles of equal size, and denote their values by {A {i,j} } 1≤i<j≤6 . Each user k caches the subfiles whose second index includes k, e.g., user 1 caches {A {1,i} } 2≤i≤6 . The same goes for B and C. This prefetching scheme was originally proposed in [2] . Given the above scheme, we now need to develop an optimal delivery strategy for each of the possible demands. In this subsection, we demonstrate the key idea of our proposed delivery scheme through a representative demand scenario, namely, each file is requested by 2 users as shown in Figure 2 . We first consider a subset of 3 users {1, 2, 3}. User 1 requires subfile A {2,3} , which is only available at users 2 and 3. User 2 requires subfile A {1,3} , which is only available at users 1 and 3. User 3 requires subfile B {1,2} , which is only available at users 1 and 2. In other words, the three users would like to exchange subfiles A {2,3} , A {1,3} , and B {1,2} , which can be enabled by transmitting the message A {2,3} ⊕ A {1,3} ⊕ B {1,2} over the shared link. Similarly, we can create and broadcast messages for any subset A of 3 users that exchange 3 subfiles among those 3 users. As a short hand notation, we denote the corresponding message by Y A . According to the delivery scheme proposed in [2] , if we broadcast all 6 3 = 20 messages that could be created in this way, all users are able to decode their requested files.
However, we propose a delivery scheme that, instead of broadcasting all 20 messages, only 19 of them are computed and broadcasted, omitting message Y {2, 4,6} . Surprisingly, without the extra message, all users are still able to decode the requested files: User 1 can decode file A since every subfile A {i,j} that is not cached by user 1 can be computed with the help of Y {1,i,j} , which is directly broadcasted. The above is the same decoding procedure used in [2] 
B. General Scheme
Now we present a general caching scheme that achieves the rate R * stated in Theorem 1. We focus on prefetching schemes and delivery schemes when r ∈ {0, 1, ..., K}, since for general r, the minimum rate R * can be achieved by memory sharing. To prove the achievability of R * , we consider the following optimal prefetching: We partition each file i into bits, the caching load of each user equals NrF/K = MF bits, which satisfies the memory constraint. This prefetching was originally proposed in [2] . In the rest of the paper, we refer to this prefetching as symmetric batch prefetching. Given this prefetching (denoted by M), our goal is to show that for any demand d, we can find a delivery scheme that achieves the following optimal rate:
Hence, by taking the expectation about the demand d, the rate R * stated in Theorem 1 can be achieved.
Remark 4. Note that, in the special case where all users are requesting different files (i.e., N e (d) = K), the above rate equals
, which can already be achieved by the delivery scheme proposed in [2] . Our proposed scheme aims to achieve this optimal rate in more general circumstances, when some users may share common demands.
Remark 5. Finding the minimum communication load given a prefetching M can be viewed as a special case of the index coding problem. Theorem 1 indicates the optimality of the delivery scheme given the symmetric batch prefetching, which implies that (5) gives the solution to a special class of nonsymmetric index coding problem.
The optimal delivery scheme is designed as follows: For each demand d, recall that N e (d) denotes the number of distinct files requested by all users. The server arbitrarily selects a subset of N e (d) users, denoted by U = {u 1 , ..., u Ne(d) }, that request different files. We refer to these users as leaders.
Given an arbitrary subset A of r + 1 users, each user k ∈ A needs the subfile W d k ,A\{k} , which is known by all other users in A. In other words, all users in set A would like to exchange subfiles W d k ,A\{k} for all k ∈ A. This exchange can be processed if the binary sum of all those files, i.e. ⊕ x∈A W dx,A\{x} , is available from the broadcasted message. To simplify the discussion, for each subset A of users, we define the following short hand notation
To achieve the rate stated in (5), the server only greedily broadcasts the binary sums that directly helps at least 1 leader. Rigorously, the server computes and broadcasts all Y A for all subsets A of size r + 1 that satisfy A ∩ U = ∅. The length of the message equals
times the size of a subfile, which matches the stated rate.
We now show that any user that requests a file is able to decode their requested file upon receiving the messages. For any leader k ∈ U and any subfile W d k ,A requested but not cached by user k, the message Y {k}∪A is directly available from the broadcast. Thus, k is able to obtain all requested subfiles by decoding each subfile W d k ,A from message Y {k}∪A . The decoding procedure for a non-leader user k is less straightforward, since not all messages Y {k}∪A for corresponding needed subfiles W d k ,A are directly broadcasted. However, user k can generate these messages simply based on the received messages, which is proved in the longer version of this paper [26] . Consequently, they can decode all needed subfiles as previously discussed.
V. CONVERSE
In this section, we derive a tight lower bound on the minimum expected rate R * , which shows the optimality of the caching scheme proposed in this paper. To derive the corresponding lower bound on the average rate over all demands, we divide the set D into smaller subsets, and lower bound the average rates within each subset individually. We refer to these smaller subsets as types, which are defined as follows. 1, 1, 0), (1, 1, 1, 1 )}, and D can be divided into 5 types accordingly, as shown in Fig. 3 . Note that for each demand d, the value N e (d) only depends on its statistics s(d), and is thus identical across all demands in D s . For convenience, we denote that by N e (s).
Given a prefetching M, we denote the average rate within each type D s by R * (s, M). Rigorously,
Recall that all demands are equally likely, so we have
Hence, in order to lower bound R * , it suffices to bound the minimum value of R * (s, M) for each type D s individually. We show that, for uncoded prefetching, the minimum rate within a type can be tightly bounded, thus the rate-memory tradeoff can be completely characterized using this technique. The tight lower bounds are presented in the following lemma. (10) where Conv(f (r)) denotes the lower convex envelope of the following points: {(r, f (r)) | r ∈ {0, 1, ..., K}}.
Lemma 1 can be proved by first using a genie-aided approach to derive a lower bound of R * (s, M) for any s and M, and then minimizing this lower bound over all possible prefetchings M. Detailed proof can be found in the longer version of this paper [26] .
Remark 6. The above lemma characterizes the minimum average rate given a type D s , if the prefetching M can be designed based on s. However, for (9) to be tight, the average rate for each different type has to be minimized on the same prefetching. Surprisingly, such an optimal prefetching exists, an example being the symmetric batch prefetching. This indicates that the symmetric batch prefetching is universally optimal for all types.
As discussed before, R * can be tightly bounded using (9) and Lemma 1. For brevity we omit the rest of the proof details for Theorem 1, which can be found in [26] .
VI. CONCLUSION
In this paper, we completely characterized the rate-memory tradeoff among all coded caching schemes with uncoded prefetching. We proposed an optimal caching scheme and proved its exact optimality for both average rate and peak rate. In a recent work, we extended these results by deriving new converses, to show that the exact rate-memory tradeoff can be characterized within a factor of approximately 2, when coding is allowed in the prefetching [30] .
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