SimRank is a widely studied link-based similarity measure that is known for its simple, yet powerful philosophy that two nodes are similar if they are referenced by similar nodes. While this philosophy has been the basis of several improvements, there is another useful, albeit less frequently discussed interpretation for SimRank known as the Random Surfer-Pair Model. In this work, we show that other well known measures related to SimRank can also be reinterpreted using Random Surfer-Pair Models, and establish a mathematically sound, general and unifying framework for several link-based similarity measures. This also serves to provide new insights into their functioning and allows for using these measures in a Monte Carlo framework, which provides several computational benefits. As an illustration of its utility in designing measures, we develop a new measure based on two existing measures under this framework, and empirically demonstrate its efficacy.
I. INTRODUCTION
As human knowledge grows, leading to rapidly expanding bodies of literature, there is an increasing requirement for effective recommender systems to aid researchers. Thus, utilizing network data such as citation and co-authorship networks to provide recommendations is of rising importance.
In general, some form of similarity assessment would be a key component of recommender systems. We consider a class of similarity measures that use only the link structure of the network known as structural (or link-based) similarity measures. Among such measures, SimRank [1] with its intuitive graph-theoretic model was a breakthrough which formed the basis of several subsequent measures such as P-Rank [2] , PSimRank [3] and SimRank* [4] .
At the focus of this work is the probabilistic interpretation of SimRank known as the Random Surfer-Pair (RSP) Model [1] . We develop a generalization of this interpretation that applies to several measures and present a unified view of these measures. Casting them under the Generalized Random Surfer-Pair (GRSP) model also provides new insights into their functioning: with P-Rank, the GRSP model brings to light an otherwise indiscernible peculiarity, and for SimRank* provides an elegant and intuitive justification. We show how the framework also provides the tools necessary for performing Monte Carlo computation of these measures and discuss the computational benefits that result. We demonstrate its usage in designing measures by applying the framework to combine the benefits of two existing measures, PSimRank and SimRank* to develop a hybrid measure, PSimRank*. Experiments are performed to establish empirically how this combination improves upon both of the measures on which it is based in terms of retrieval efficiency on citation network data.
II. BACKGROUND
Throughout this work, we consider networks with directed, simple graphs. We denote the graph by G, its vertex set by V , and its edge set by E. For any vertex a, I (a) denotes its in-neighbors and O (a) its out-neighbors. We index into these sets as I i (a) and O i (a).
A. SimRank and related measures
The famous SimRank philosophy that two nodes are similar if they are referenced by similar nodes is formalized recursively as:
where a = b and C < 1 is a fixed, positive parameter. In the rare cases where either of the nodes a and b have no inneighbors, the similarity is considered to be zero. Maximal self similarity applies, with s (x, x) = 1 ∀x ∈ V . These two base cases also apply for other measures discussed subsequently.
[5] describes some deficiencies that have been identified in SimRank, outlined follows :
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can decrease as there are more and more common inneighbors. • The Level-wise computation problem: It can be shown that SimRank is unavailable for node pairs that don't have any paths of equal length to a common node. That is, it discards any evidence of similarity provided by path pairs of unequal length to a common node. We now present some measures that were developed to address these issues. They all have recursive forms similar to that of SimRank, and we refer the reader to the corresponding works for these. a) P-Rank: P-Rank [2] was proposed to take into account out-links as well in computing similarity. It essentially adds an additional clause to the SimRank philosophy: two entities are also similar if they reference similar entities. b) PSimRank: PSimRank [3] solves the pairwise normalization problem by assigning greater weights to common inneighbor pairs. c) SimRank*: SimRank* [4] solves the level-wise computation problem by considering all path pairs, not just equallength pairs from a given (a, b) to some common node.
B. The RSP Model for SimRank
The Random Surfer-Pair interpretation for Simrank is based on a random experiment involving two random walks (or surfers) starting at the given nodes a and b, and traversing the graph backwards until they meet. That is, at the end of each step, each walk transitions to a randomly chosen inneighbor. If either of the current nodes have no in-neighbors, the experiment is stopped.
Definition. Let L(a, b) be the random variable that gives the number of steps taken until the surfers meet starting from a and b respectively. The expected f -meeting distance between a and b is defined as
It turns out that this expected score is nothing but the SimRank of (a, b). The equivalence of the Random Surfer-Pair formulation and the recursive form in equation 1 are proved in [1] :
Theorem. SimRank as defined by Equation 1 is the same as the expected f -meeting distance between a and b.
In this interpretation, two nodes are similar if they are close to some source(s) of similarity. As we will discuss, various measures differ in what they consider to be sources of similarity and how much weight is assigned to them.
III. RELATED WORK
An RSP interpretation has already been made for PSim-Rank, and it was in fact the way in which the measure was developed [3] .The improvements to Simrank are justified using this RSP model, and its recursive form is also derived from it. However, unlike this work, the RSP model is not discussed as a general framework, and no general connections between the recursive forms and the RSP model are established.
IV. GENERALIZING THE RSP MODEL
For defining the GRSP model, we treat the Random Surfer-Pair experiment as a single random walk, but on a compound state space that consists of vertex pairs from V ×V to indicate the positions of both surfers, and also a "stopped" state, which represents unavailability. We use the letter h to denote a typical state from this space, which we denote by S.
The transition probabilities for this random walk are denoted as p(h | h), the probability of transitioning to h from h. The stopped state is an absorbing state, that is, it is impossible to leave once it is reached. We can collect these probabilities into a matrix P.
The following definition of the GRSP model formalizes the idea that different measures can be realized for different choices of transition probabilities: Definition 1. Consider the compound random walk experiment over S starting from (a, b) at time t = 0, with transition matrix P that terminates when a state of the form (x, x) is reached, for some x ∈ V .
Let L(a, b) be the random variable that gives the number of steps taken until the walk ends. The expected f -meeting distance between a and b is defined as E [f (L (a, b))], where f (t) = C t with 0 < C < 1. This is a function of (a, b) which we call the similarity measure induced by P under the GRSP model.
The termination condition is equivalent to the random surfers meeting at some node for the first time. If the walk goes into the stopped state, it stays there forever, and does not reach a state of the form (x, x). This gives an infinite number of steps, thus leading to a score of zero. The base case of maximal self-similarity applies here as well because if a = b, the surfers deterministically meet at time t = 0, giving a score of 1 always.
For a given P, consider the following set of recursive equations defined for all node pairs (a, b) :
Here, R ((a, b)) ⊆ V × V is the region of support (which we will also refer to as support set) for (a, b) under P. Note that this does not include the stopped state, which means the sum of the coefficients appearing in Equation 2 need not be 1 (of course, they have to be less than 1). The same base case of s (a, a) = 1 ∀ a ∈ V is used. If R ((a, b) 
is taken to be zero unless a = b. These equations define what is called the recursive similarity measure induced by P.
We now state the results that establish the mathematical soundness of the GRSP model:
There exists a unique solution to the system of equations defined by equation 2.
Theorem 2. The similarity measure induced by P is the same as the recursive similarity measure induced by P.
For the proofs of these results, we refer the reader to the extended version of this paper [6] .
V. APPLICATION TO OTHER MEASURES
Theorem 2 is the result necessary to convert an existing recursive form into an RSP Model. All that needs to be done is to read off the non-zero coefficients into the appropriate places into the matrix, or equivalently get the support set and the corresponding transition probabilities as a function of (a, b). For SimRank for instance, R ((a, b) ) is simply all neighbor pairs of a and b with the transition probabilities being uniform over this set. If either node has no in-neighbors, it transitions to the stopped state with probability 1 (i.e unavailable).
We demonstrate the usage of the GRSP model by applying it to the recursive forms of P-Rank [2] and SimRank* [4] as discussed in the previous section. Throughout this exercise, any "unallocatable" probability due to e.g unavailability of inneighbors or out-neighbors is given to the stopped state.
A. P-Rank
Support Set: R ((a, b)) now has two disjoint parts:
Transition Probabilities: The two parts of R ((a, b)) are given total probabilities of λ and 1 − λ, and just like PSimRank, probabilities for individual elements are uniform over each set. This can be interpreted as follows: a coin with probability λ is tossed, and based on its result, both surfers move backward or forward and choose from applicable edges uniformly. Transitions where the surfers take different directions are not allowed. This behavior of discarding pathpairs containing such transitions as evidence for similarity is not at all evident from its recursive form. Transition Probabilities: The two parts of R ((a, b)) are given total probabilities of 1 2 each, which is again subdivided uniformly among their individual elements. This is the same as tossing a fair coin, and based on the outcome, stepping one surfer to a uniformly chosen in-neighbor.
The notable feature here is that only one of the surfers is allowed to move at each step. The choice as to which surfer moves is made uniformly. This shows in a simple and intuitive manner how SimRank* manages to consider pathpairs of unequal length: the surfers need not have made an equal number of jumps to meet at some node.
VI. MONTE CARLO COMPUTATION
A key benefit of the GRSP model is that it enables the use of Monte Carlo methods for the entire class of measures that fall under this model. This includes SimRank* and P-Rank, for which Monte Carlo methods have not been used so far. It is quite straightforward to apply: simulate the surfers' transitions starting from a given pair of nodes for some number of times, and return the average score as the similarity.
In practice, the surfers would have to be truncated after some number of steps L max , and only a limited number of samples N S can be drawn in the interest of fast querying, but decent guarantees for accuracy in practice are shown in [3] . Radius based pruning can be done to reduce the amount of nodes that need to be considered for top-k similarity queries, i.e restricting the search to nodes at a particular distance(or radius) r max from the query node.
The various benefits of using Monte Carlo computation are as follows:
Complexity: Typically, there is an easy (O(1)) way to generate a transition from any given state. Thus, the complexity of a single similarity computation is just O(N S L max ). In comparison, solving the recursive equations takes at least O(|V | 2 ) even when extensive optimizations can be made [4] . Further, individual similarities can be computed without having to compute all pairs of similarities.
Memory efficiency: It is O(1) for each similarity being queried, as opposed to O(N 2 ) for the recursive forms (due to needing to store all pairs of similarities).
Adaptability to changes in network structure: The network can be updated without having to recompute all similarities. This is useful when nodes or edges are regularly added or removed, such as in social and citation networks.
Extensive Parallelizability: Every instance of the RSP experiment can be run separately and concurrently. Further, under the RSP model, different similarities can be computed in parallel.
VII. PSIMRANK* : THE BEST OF BOTH WORLDS
In this section, we describe a measure designed based on two existing measures using the GRSP framework. More detailed discussions on using the framework for designing measures and the considerations involved are given in [6] . Previously, we have discussed how PSimRank solves the Pairwise Normalization problem and SimRank* solves the Levelwise Computation problem. With PSimRank*, we attempt to combine these two benefits resulting in a better measure because of solving both the problems.
The combination is straightforward; to make the surfers meet at a common in-neighbor with probability equal to the Jaccard coefficient just like in PSimRank, but the remainder of the time behave like SimRank*, moving only one at a time.
R ((a, b) ) is given by
The first two subsets are for behavior like SimRank*, and the third subset is from PSimRank with both surfers stepping to a common in-neighbor. The latter is allocated probability |I(a)∩I(b)| |I(a)∪I(b)| , and the remaining is divided equally among the other two. The same scheme as before is used for individual probabilities.
VIII. EXPERIMENTS
We compare the performance of PSimRank* against existing measures on a real-world dataset. For P-Rank, a sweep over the λ parameter is performed in increments of 0.1 and the best performing value of λ is used for comparison. We use the Arnetminer dataset [7] , which is a citation network of 2,244,021 papers and 4,354,534 citations extracted from DBLP. A portion of these papers have been manually annotated and given labels corresponding to 10 different topics (clusters). The evaluation consists of running top-k(=100) similarity query on 50 randomly chosen labeled nodes, and finding the Mean Average Precision (MAP) [8] for the answer set having the same label as the query. The rationale behind this is that papers in the same topic as the query are likely to be similar.
Values of N S = 200, L max = 15 and r max = 4 (meanings as in Section VI) were used. Only nodes that had at least 5 citations and 5 references were used to ensure that the measures wouldn't become unavailable. Since not all the nodes are labeled, only the nodes in the answer set that have a label are considered for calculating the MAP. Further, 50 such trials are performed and the averaged MAP scores are reported in Table I .
It is observed that PSimRank* outperforms all the other measures, improving on both PSimRank and SimRank* on which it is based. In networks much smaller than Arnetminer such as preprocessed versions [9] of the Cora [10] and CiteSeer [11] datasets which have only a few thousand nodes each, we found that PSimRank* as well as SimRank* and PSimRank performed worse than P-Rank (Table I) . However, even in these cases, PSimRank* outperformed its predecessors. Thus, combining the benefits of PSimRank and SimRank* under the GRSP interpretation is indeed effective, improving on both the measures.
IX. CONCLUSIONS
The GRSP model serves as a unifying framework for a class of similarity measures based on the SimRank philosophy and subsumes several seemingly disparate measures. Any properties that are discovered for this framework would also apply to these measures. Notably, the benefits of Monte Carlo computation are brought to this class of measures, making them more suitable for practical applications, particularly online bibliographic and social recommender systems.
The development of PSimRank* under this framework, improving on the measures from which it was derived, highlights the potential of the GRSP Model to aid in the designing measures tailored to various applications and domains. One exciting avenue for future work is to use this framework to incorporate knowledge generated by Machine Learning methods, such as document embeddings generated by the state of the art Natural Language Processing methods. In view of these observations, this work has hopefully opened up possibilities for theoretical dissection and development of more effective measures.
