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a b s t r a c t
Recursive constructions for decomposing the complete directed graph Dn into minimum
broadcast trees of order n are given, thereby showing the existence of such decompositions
for all n. Such decompositions can be used for a routing system in a network where every
participant has the ability to broadcast a message to the group; as each arc is used in only
one tree, a participant’s further actions upon receipt of a message depend only on its sender,
and so all routing information can be stored locally rather than in the message itself.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and motivation
Several models for the dissemination of information in a network have been studied; in its simplest form, the problem
of interest concerns how to devise a scheme for passing information that minimizes the number of interactions between
participants and/or the time required for all participants to become informed. The broadcast problem features a single
node with information to share with the rest of the network; the gossip problem assumes that all nodes simultaneously
have information to disseminate. Given a graph G the usual question concerns the minimum amount of time necessary
to disseminate information in G in either the broadcast or the gossip settings; see [3] for a summary of the relationships
between the two problems and results on graphs that achieve theoretical minimum broadcast or (primarily) gossip times,
and [6] for a rich survey of algorithmic aspects. The concern in this paper is with implementing a system for broadcasting
in a network, which is assumed to be complete, that allows a simple description of the routing involved.
For our purposes, given a tree T and vertex r ∈ V(T) the broadcast tree Tr is the directed version of T where all arcs
are oriented away from the root r. The notions of parent and child nodes in a broadcast tree are defined naturally; for our
purposes, a leaf node is one with no children. (Thus, even if r is a leaf in T, it is not considered a leaf in Tr unless the tree
consists of a single vertex.)
Given a rooted tree Tr , a broadcast (as described by Proskurowski [8]) is a process of communicating a message from the
root r to all other nodes, via a sequence of discrete and synchronous calls (interactions) from each vertex to its children. A
vertex v is informed if there exists a path from r to v of calls made in chronologically ordered time instances; the minimum
broadcast time t(Tr) is the minimum time required to inform all nodes. If Tr has n vertices then clearly t(Tr) ≥ dlog2 ne, since
the number of nodes possessing the information can at most double during a round of transactions; those trees that achieve
this lower bound are the minimum broadcast trees (henceforth MBTs), and in the previously cited article Proskurowski gives
a linear-time algorithm to determine whether a given rooted tree is an MBT.
If one is concerned only with passing information from a single source, then a minimum broadcast tree gives a perfectly
good solution (which is then subject to refinement to allow for the possibility of faults in the network, as in the discussion
of phone trees in [2]). If every node needs the capacity to disseminate information, then multiple minimum broadcast trees
are needed: one rooted at each vertex. (This assumes that new information in the network is rare, and thus that only one
piece of news is being sent around at a time; hence, the complexity of a gossiping system is unnecessary.)
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Fig. 1. A broadcast system on {1, 2, 3, 4}, with root vertices circled.
Let us place a constraint on the broadcast trees chosen: namely, that the actions of a given node in a broadcast tree
(represented by a calling sequence, which lists the children of the node in question in some particular order, and which may
be null) are determined solely by the node’s parent. This allows each node to have a simple look-up table to determine its
calling sequences, rather than having to store the global structure of the broadcast tree anywhere or send routing information
along with the content of the message. One way to ensure this is to require that any given (directed) interaction occurs in a
unique broadcast tree, so we shall take this as our constraint.
The problem is then modelled as follows: let Dn represent the complete directed graph on n vertices v1, . . . , vn,
representing the complete set of possible directed interactions between members of the network. We wish to decompose
the arcs of Dn into trees T1, . . . , Tn such that:
(1) The tree Ti is rooted at vi with all arcs directed away from the root,
(2) Each of the trees is a MBT.
Let us call any such decomposition a broadcast system of order n; an example of a broadcast system of order 4 is shown in
Fig. 1. The main result is that broadcast systems exist for all orders.
2. Preliminaries
Throughout this paper, the following notation for arcs in a digraph will be used: if u, v are vertices in a digraph under
discussion, then u→ v represents an arc from u to v.
Fundamental to what follows is a result from Proskurowski’s original paper. This paper uses a modified notation for
subtrees: if Tr is a broadcast tree containing a vertex v, then let Tr[v] represent the subtree rooted at v containing v and all of
its descendants. Clearly, Tr[v]will be a broadcast tree.
If Tr, Ts1 , . . . , Tsk are broadcast trees, then let Tr  {Ts1 , . . . , Tsk } denote the broadcast tree constructed by taking a copy
of each tree and adding arcs r → s1, . . . , r → sk. Braces will be omitted if the set on the right contains only one tree:
Tr  Ts = Tr  {Ts}. If v1, . . . , vk are the children of r in Tr , then Tr = r  {Tr[v1], . . . , Tr[vk]}.
Lemma 1 ([8]). Given a broadcast tree Tr , there exists a broadcast with completion time t if and only if the children of r may be
labelled v1, . . . , vk with k ≤ t such that t(Tr[vi]) ≤ t − i for all i.
An easy consequence is the following lemma, which is stated without proof.
Lemma 2. For any broadcast tree Tr , t(Tr  Tr) = t(Tr)+ 1. If Tr is a MBT, then so is Tr  Tr .
Harary [5] defines the integral
∫
G of a graph G as the graph constructed by attaching a pendant edge to every vertex of
G. (This has also been called the corona of the graph, also by Harary; we shall use the term “integral” here after Graham and
Harary [4].) As directed graphs are the concern of this paper, for any directed graph D define the out-integral
∮
D as the result
of attaching a pendant arc to each vertex of D, with all new arcs pointing towards the new vertices. Note that if v ∈ V(Tr)
then (
∮
Tr)[v] = ∮ (Tr[v]), and hence the notation ∮ Tr[v] is unambiguous.
Lemma 3. If Tr is a broadcast tree with t(Tr) = k then ∮ Tr is a broadcast tree with t(∮ Tr) = k+ 1. If Tr is a MBT then so is ∮ Tr .
The set of complete minimum broadcast trees (CMBTs) are defined by iterating the out-integral on a single vertex, as
discussed in [4]. Note that the CMBTs are the unique MBTs on n = 2k vertices for k ≥ 0; this fact ensures that any recursive
construction of MBTs which doubles the number of vertices, when iterated on a single vertex, produces the CMBTs.
The next two lemmas come from straightforward computation, and the proofs are omitted.
Lemma 4. If Tr is a broadcast tree and T∗r = Tr − v for some leaf vertex v, then T∗r is a broadcast tree with t(T∗r ) ≤ t(Tr).
Lemma 5. If Tr is an MBT, then
∮
Tr with any single leaf vertex deleted is an MBT.
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Fig. 2. The even construction, as applied to the broadcast system of order 4 from Fig. 1. The xi vertices are white, the yi black; the quasigroup is defined
by a ◦ b = a+ b− 1(mod 4).
In the constructions of the following section, much use will be made of quasigroups. A quasigroup (S, ◦) is a finite set
S together with a binary operation ◦ such that for any w, x ∈ S there are unique elements y, z ∈ S such that w ◦ y = x and
z ◦w = x. (Hence, the Cayley table of a quasigroup is a Latin square.) A quasigroup is idempotent if x ◦ x = x for all x ∈ S. The
order of a quasigroup is the cardinality of its underlying set; quasigroups are known to exist for all orders, and idempotent
quasigroups exist for all orders except 2. See [7] for more on quasigroup properties and construction methods.
3. Constructions
The goal of this section is to establish the existence of broadcast systems of all orders. Two constructions are used to
show this.
Theorem 6 (Even Construction). If there exists a broadcast system of order n for any integer n ≥ 1, then there exists a broadcast
system of order 2n.
Proof. Let us label the vertices of D2n with x1, . . . , xn, y1, . . . , yn. Let ([n], ◦) be a quasigroup. Finally, let T1, . . . , Tn be the
trees of a broadcast system of order n, assuming that the vertices of Dn are labelled with [n] (and hence that the tree Ti is
rooted at i).
Construct the trees of the new system as follows: for each i, take as the arcs of Txi :
• the arcs xa → xb corresponding to arcs a→ b in Ti;
• the arcs xa → ya◦i for all a ∈ [n].
The trees Tyi are constructed analogously, replacing all x with y in the above instructions and vice versa.
To show that each of the 2n trees thus constructed is a MBT, note that each of Txi , Tyi is isomorphic to
∮
Ti by the properties
of a quasigroup; Lemma 3 guarantees that, since Ti is a MBT, the new trees are also minimum.
All that remains to show is that this is a decomposition of D2n. Using the vertex labels, there are four types of arcs in the
graph: x→ x, x→ y, y→ x, y→ y. All arcs of the first two types are used in the trees Txi : those between x vertices by the
fact that, restricted to the x-vertices, these trees form a broadcast system; and those of the form x→ y by the fact that the
quasigroup defines a 1-factorization of Kn,n. By symmetry, all of the other arcs are accounted for by the trees Tyi . 
An example of the even construction is shown in Fig. 2.
Theorem 7 (Odd Construction). If there exists a broadcast system of order n for any integer n ≥ 4, then there exists a broadcast
system of order 2n− 1.
Proof. Label the vertices of D2n−1 with x1, . . . , xn−1, y1, . . . , yn−1, z; the vertex z will also sport the labels xn and yn when
appropriate, for reasons which will become clear. Let ([n − 1], ◦) be an idempotent quasigroup; it is well-known that
such structures exist for all orders three or greater. As before, let T1, . . . , Tn be the trees of a broadcast system on [n]. Let
S = {i : n→ i is an arc of Tn}.
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We now construct the trees in the new system. For each i ≤ n− 1, take as the arcs of Txi :
• those arcs xa → xb corresponding to arcs a→ b in Ti, allowing that z = xn;
• the arcs xa → ya◦i for all a ∈ [n− 1].
The trees Tyi for i ≤ n− 1 are constructed similarly, but with a twist:
• those arcs ya → yb corresponding to arcs a→ b in Ti, allowing that z = yn;
• if i ∈ S, the arcs ya → xa◦i for all a ∈ [n− 1], a 6= i, together with the arc z→ xi;
• if i 6∈ S, the arcs ya → xa◦i for all a ∈ [n− 1].
Finally the tree Tz contains:
• those arcs of the form ya → yb corresponding to arcs a→ b in Tn, allowing that z = yn;
• those arcs of the form xa → xb corresponding to arcs a→ b in Tn with a 6= n;
• those arcs of the form ya → xa for all a ∈ S.
Two things need now be shown: that each Tv for v ∈ V(D2n−1) is a minimum broadcast tree, and that they describe a
decomposition of D2n−1.
To demonstrate the first, note that each of the trees Txi and Tyi for 1 ≤ i ≤ n − 1 is isomorphic to
∮
Ti with a single
leaf vertex deleted; by Lemma 5, each of these is therefore a MBT. For Tz, let S = {s1, . . . , sj}, so that the vertices s1, . . . sj
are the children of n in Tn and hence the vertices ys1 , . . . , ysj are the children of z in Tz. We shall assume (after Lemma 1)
that t(Tn[si]) ≤ t − i for each i, where t = t(Tn) = dlog2 ne. It can be seen from the construction that each subtree Tz[ysi ] is
isomorphic to Tn[si]Tn[si]; therefore, Lemma 2 shows that t(Tz[ysi ]) ≤ (t+1)− i for each i. Since Tz = z{Tz[ys1 ], . . . , Tz[ysj ]},
Lemma 1 reveals that Tz admits a broadcast time of t + 1, which means it is a MBT.
To show that this is indeed a decomposition of D2n−1, we partition the arcs according to their endpoints; for the purposes
of this discussion, let X = {x1, . . . , xn−1} and Y = {y1, . . . , yn−1}. The cases are as follows:
(1) X→ X: The arc a→ b where 1 ≤ a, b ≤ n−1 is employed in some tree Ti in the decomposition of Dn; by the construction,
the corresponding arc xa → xb will be used in some tree Txi (noting that Txn = Tz).
(2) Y → Y: Analogous to the previous case.
(3) X→ z: Analogous to case 1.
(4) Y → z: Analogous to case 1.
(5) X → Y: This follows from the structure of the quasigroup introduced in the construction; for any a, b such that
1 ≤ a, b ≤ n − 1 the arc xa → yb will be employed in the tree Txi where b = a ◦ i; in the parlance of universal algebra,
i = a \ b.
(6) Y → X: This is analogous to the previous case except for the arcs of the form ya → xa where a ∈ S, which are specifically
excluded from Tya to appear instead in Tz.
(7) z→ X: If the arc n→ a appears in the tree Tn in the original system, then the corresponding arc z→ xa is found in the
tree Tya . If not then n→ a is in some tree Ti with i < n, and the arc z→ xa appears in Txi .
(8) z→ Y: If the arc n→ a appears in tree Ti for 1 ≤ i ≤ n, then z→ ya appears in tree Tyi , treating Tz = Tyn .
Therefore the construction results in a broadcast system of order 2n− 1. 
An example of the odd construction is shown in Fig. 3.
Theorem 8. There exists a broadcast system of order n for all positive integers n.
Proof. This follows recursively from the two preceding constructions: to show that a broadcast system of order n exists, it
suffices to construct one of order n′ = dn/2e and employ the construction that corresponds to the parity of n. The required
base cases are n = 1, 3, 5; the first is trivial, and the other two are provided directly in Figs. 4 and 5. 
4. Some possible refinements
While it serves its purpose admirably, the odd construction presented above is not without its shortcomings. Consider
the example from Fig. 3, building on the broadcast system in Fig. 1; the latter has the feature that all of the broadcast trees
are isomorphic, while the former does not. If some broadcast trees of a given size were to be preferred to others for whatever
reason, then a construction that preserves isomorphic trees (as the even construction does) would be useful to have. (Note
that this is only a concern for orders n 6= 2k for all k, as the complete minimum broadcast tree of each order is unique.)
One approach would be to seek cyclic broadcast systems, such as those demonstrated in Fig. 4 (of order 3) and 5 (of
order 5). This is equivalent to finding a graceful broadcast tree of each order; see [1] for information on graceful labellings
of directed graphs. The following result gives a partial recursive construction for cyclic broadcast systems.
Theorem 9. If there exists a cyclic broadcast system of order n and a cyclic Latin square with a transversal of order n, then there
exists a cyclic broadcast system of order 2n.
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Fig. 3. The odd construction, as applied to the broadcast system of order 4 from Fig. 1. The X vertices are white, the Y black, and z is grey; the quasigroup
is the unique idempotent quasigroup on {1, 2, 3}with S = {2, 3}.
Fig. 4. Broadcast system of order 3, with root nodes circled.
Fig. 5. Broadcast system of order 5, with root nodes circled.
Proof. Assume that the Latin square is on the symbols {0, . . . , n− 1}, which also serves as the label set of Dn in the original
cyclic broadcast system, and let D2n be labelled with the elements of Z2n. Let pi represent the permutation corresponding to
the transversal: that is, pi(i) = j iff (i, j) is in the transversal. Let T0 be the base block of the cyclic broadcast system of order
n (with root 0). Then construct the base block T ′0 on D2n as follows:
• For each arc a→ b in T0, add the arc 2a→ 2b to T ′0.
• For each i, 0 ≤ i ≤ n− 1, add the arc 2i→ 2pi(i)+ 1 to T ′0.
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Then the resulting tree T ′0 is isomorphic to
∮
T0, and is therefore a MBT by Lemma 3. All of the (directed) even differences
are achieved exactly once in the base block by inheritance from the original construction; the cyclicity of the Latin square
guarantees that each odd distance is achieved exactly once. 
Unfortunately this result has limited utility; the existence of a transversal in a cyclic Latin square implies that of an
orthogonal mate, and Euler showed that no such mates exist for cyclic squares of even orders.
Another property that one may require is that the broadcast system be easily extensible. That is, suppose that T1, . . . , Tn is
a broadcast system of order n and a new participant is added to the network; then a new broadcast system T ′1, . . . , T ′n, T ′n+1
is now required. An “extensible” system would be one where the tree T ′ i in the new system for i ≤ n shares most of its
arcs with the original tree Ti; it would be of interest to determine the smallest number of changed arcs possible in such an
extension. (“Changed” here is in contrast with the arcs added to bring the new node into each of the original trees.) Another
interpretation (which may not lead to the same answers) would be to make the extension minimal with respect to each
participant’s routing table, rather than the structure of each tree. In either case, the ideal solution would comprise a family
of broadcast systems of all orders, each of which extends nicely to its successor.
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