We study the orbits of right infinite or ω-words under the action of semigroups and groups generated by automata. We see that an automaton group or semigroup is infinite if and only if it admits an ω-word with an infinite orbit, which solves an open problem communicated to us by Ievgen V. Bondarenko. In fact, we prove a generalization of this result, which can be applied to show that finitely generated subgroups and subsemigroups as well as principal left ideals of automaton semigroups are infinite if and only if there is an ω-word with an infinite orbit under their action. We also discuss the situation in self-similar semigroups and groups and present some applications of the result. Additionally, we investigate the orbits of periodic and ultimately periodic words as well as the existence of ω-words whose orbit is finite.
Introduction
Automaton groups and self-similar groups became very popular after the introduction of the famous Grigorchuk group. It was the first example of a group with intermediate growth (i.e. faster than polynomial but slower than exponential), and it also has many other interesting properties. For example, it is infinite and finitely generated, but each of its elements has finite order. It was also the first example of an amenable but not elementary amenable group. Soon after its introduction, it started to become clear that the most natural way to study this kind of groups is by their action on an infinite regular rooted tree, an approach which has given rise to an entirely new direction of research focusing on finitely generated groups acting by automorphisms on rooted trees and described by finite automata. Although this research revealed many interesting -and sometimes surprising -results about this class of so called automaton groups, the overall knowledge about them from an algebraic, algorithmic or dynamical point of view still remains limited. The dynamic view here primarily means the study of how automaton groups, which are always countable because they are finitely generated, act on the uncountable set of right infinite words, which is homeomorphic to the Cantor set. Further details can be found, for example, in [4, 15, 16, 17, 19] . Since right infinite words can be seen as infinite paths starting at the root of an infinite regular rooted tree, this set is also often referred to as the boundary of this tree. The action of automaton groups on the boundary seems to be very rich and best described by the structure of the corresponding Schreier graphs. In the generalized setting of semigroups instead of groups, the concept of Schreier graphs can naturally be extended into orbital graphs. One of the most natural questions in this frame is how the algebraic structure of an automaton semigroup or group influences its dynamical properties. For example, is there an infinite automaton group having only finite Schreier graphs in the boundary?
The main result of this paper is to show that this question (communicated to us by Ievgen V. Bondarenko) has a negative answer; we do this in subsection 3.1. In fact, our result is stronger: if one takes a subset of an automaton semigroup given by what we call a finitely suffix-closed language in the generators, then this subset is infinite if and only if there is an ω-word with an infinite orbit. A language L over a finite set Q of generators is finitely suffix-closed if there is a finite set P of words over Q such that L is a subset of P * and suffix-closed when interpeted as a language over the alphabet P . This is a stronger result because, firstly, it holds in the more general setting of automaton semigroups instead of groups and, secondly, it makes a statement about certain subsets instead of only the whole automaton semigroup. These subsets include the automaton semigroup or group itself, but also finitely generated subsemigroups and subgroups -which do not need to be automaton semigroups or groups themselves -as well as principal left (semigroup) ideals. On the other hand, we see that we cannot generalize the result to self-similar semigroups or groups (i. e. those generated by automata with possibly infinitely many states) in subsection 3.2.
An application in subsection 3.3 of our result is that torsion-freeness of an element of an automaton semigroup or group is witnessed by a single ω-word on which all powers of the element act differently. Also from an algorithmic point of view, the result has some immediate consequences. Indeed, we obtain that the well-known open problem of checking whether a given automaton generates an infinite group is equivalent to checking whether the automaton admits a word with infinite orbit. Strictly connected to this problem, we show that in the class of automaton groups, the more general problem of checking whether a given finite word u can be extended into an element in the boundary uξ with an infinite orbit is undecidable. But our result is not only interesting in the context of automaton semigroups and groups: we make a short intermezzo and apply it to Wang tilings. We show that the first quadrant of the plane can be tiled in such a way that the sequences of colors at the south sides of all rows are pairwise distinct if and only if, for every height, a (finite) rectangle of this height can be tiled in such a way.
In subsection 3.4, we also study orbits of periodic (or almost periodic) points. This is motivated by the fact that the finiteness of such orbits are related to torsion elements belonging to the dual automaton. Using this connection, we immediately obtain that the dual of the Grigorchuk group is an example of an infinite automaton semigroup having only finite orbit graphs centered at (ultimately) periodic words. We study two further consequences of this connection: the first one is that it is undecidable to check for a reversible and complete automaton if a given orbital graph rooted at a periodic word is finite and the second one is that any group generated by a reversible but not bi-reversible automaton admits a periodic word with an infinite orbit.
Finally, in section 4, we focus on the converse problem of verifying whether an automaton semigroup has finite orbital graphs in the boundary. We show that, for the class of reversible and complete automata, this problem is undecidable (leaving out the group case, however). Structurally, we observe that any automaton which admits an element of the boundary with finite orbits already admits an ultimately periodic one with this property. If the automaton is reversible, then the word is even periodic, but in the general case, this is not true -not even for groups. Surprisingly, this result on words with finite orbit can be combined with our results on reversible but not bi-reversible automata generating groups from above in order to show that every ω-word has infinite orbit in this case (if, additionally, the dual automaton is connected).
Preliminaries
Fundamentals and Words. We assume the reader to be familiar with basic notions from semigroup and group theory such as finite generation and inverses (in the group sense). We say an element s of a semigroup S has torsion if there are i, j ≥ 1 with i = j but s i = s j ; if an element does not have torsion, it is torsion-free. This is connected to the order of a group element g: it is the smallest number i ≥ 1 such that g i is the neutral element of the group; if there is no such i, then the element has infinite order. Obviously, an element of a group is of infinite order if and only if it is torsion-free.
To denote the disjoint union of two sets A and B, we write A ⊔ B. For a partial function from A to B, we write A → p B. If the function is total, we omit the index p. Furthermore, we use N to denote the set of natural numbers including 0. A nonempty, finite set Σ is called an alphabet, and finite or right-infinite sequence over Σ are respectively called finite words or ω-words or, in both cases, simply words. We use Σ * to denote the set of finite words over Σ including the empty word ε and Σ + to denote Σ * \ {ε}; the set of ω-words over Σ is denoted by Σ ω . For single symbols, we also use the notation a * instead of {a} * for the set {a i | i ∈ N}. The length n of a finite word u = a 1 . . . a n with a 1 , . . . , a n ∈ Σ is denoted by |u|. The reverse of u is the mirrored word ← − u = a n . . . a 1 . An ω-word is called ultimately periodic if it is of the form uv ω for some u ∈ Σ * and v ∈ Σ + where v ω = vv . . . ; it is called periodic if it is of the form v ω for v ∈ Σ + .
A word u is called a suffix of another word w if there is some finite word x with w = xu. Symmetrically, u is a prefix of w if there is a word x with w = ux. A language L is a set of words over some alphabet Σ. It is suffix-closed if w ∈ L implies that every suffix of w is in L as well.
Automata. The most important objects in this paper are automata, which are more precisely described as finite-state, letter-to-letter transducers. Formally, an automaton is a triple T = (Q, Σ, δ) where Q is a set of states, Σ is an alphabet and δ ⊆ Q×Σ×Σ×Q is a set of transitions. For a transition (q, a, b, p) ∈ Q × Σ × Σ × Q, we use a more graphical notation and denote it by q p a/b
or, when depicting an entire automaton, by
is at least one for every q ∈ Q and a ∈ Σ. If, on the other hand, all d q,a are at most one, then T is deterministic. Additionally, T is reversible if it is co-deterministic with respect to the input, i. e. if {q p
contains at most one element for every a ∈ Σ and p ∈ Q. In addition to the notation(s) defined above, we also use cross diagrams 1 to indicate transitions of automata. A transition q p a/b ∈ δ of some automaton T = (Q, Σ, δ) is represented by the cross diagram a q p b .
Multiple transitions can be combined into a single cross diagram. For example, the cross diagram
a n−1,1 a n−1,m q n,0 q n,1 . . . q n,m−1 q n,m a n, 1 . . . a n,m states that the automaton contains all transitions q i,j−1
for 1 ≤ i ≤ n and 1 ≤ j ≤ m. Often, we will omit unneeded names for intermediate states or letters in cross diagrams. Since cross diagrams tend to be quite spacious, we introduce a shorthand notation. Omitting the inner states and letters, we abbreviate the above cross diagram by u = a 0,1 . . . a 0,m q n,0 . . . q 1,0 = q p = q n,m . . . q 1,m v = a n,1 . . . a n,m .
An important point to notice here is the order in which we write the states: q n,0 comes last but is written on the left while q 1,0 comes first but is written on the right. Later on, it will become clearer why this is the case 2 .
Automaton Semigroups. Let T = (Q, Σ, δ) be a deterministic automaton and let q ∈ Q and u ∈ Σ + . It is easy to see that there is at most one v ∈ Σ + (and at most one p ∈ Q) such that the cross diagram
holds. This allows us to define a partial, length-preserving function q • : Σ * → p Σ * which maps every u to the corresponding v = q • u; additionally, we define q • ε = ε. These functions are prefix-compatible in the sense that we have q • u 1 u 2 = (q • u 1 )v 2 for some v 2 ∈ Σ * (whenever q • is defined on a word u 1 u 2 ). This allows us to naturally extend q • into a partial map
• is undefined on some prefix of ξ, then q • obviously should also be undefined on ξ). For q = q n . . . q 1 with q 1 , . . . , q n ∈ Q, we define q • as the composition q n • · · · • q 1 • of partial functions. Accordingly, the set Q + • = {q • | q ∈ Q + } forms a semigroup, which we denote by S (T ) and call the semigroup generated by T . To emphasize the fact, that they generate semigroups, we will use the name S-automata for deterministic automata from now on.
Remark 2.0.1. Note that we have defined q • with q ∈ Q as a partial function. It is useful to observe that q • and, thus, all q • with q ∈ Q * are total functions Σ * ∪ Σ ω → Σ * ∪ Σ ω if they belong to a complete S-automaton T = (Q, Σ, δ). In fact, in the literature, automaton semigroups are usually defined using complete automata only. We will, however, consider the more general case where the automata are allowed to be non-complete as all our results hold in this setting as well. Please note that we usually state our results in the stronger of the two ways; for example, we show undecidability results for complete automata while we show decidability (or general structural) results for (partial) automata.
2 Anticipating the definition below, this is because we let automaton semigroup act on the left.
For a discussion of how automaton semigroups generated by (partial) automata relate to automaton semigroups generated by complete automata, we refer the reader to [9] .
Dual Action and Dual Automaton. Suppose that we have the cross diagram u q p v for some S-automaton T = (Q, Σ, δ) (where q, p ∈ Q + and u, v ∈ Σ * ). We have just defined the map q •, which maps u to v. In a similar way, we can also define the partial maps · u : Q * → p Q * which map q to p. It follows from the structure of cross diagrams that all · u are length-preserving and that we have q
for u, u 1 , u 2 ∈ Σ * and q, q 1 , q 2 ∈ Q * whenever either respective side is defined.
The dual action is closely related to an automaton construction: we define the dual of an automaton T = (Q, Σ, δ) as the automaton ∂T = (Σ, Q, ∂δ) with the transitions
In other words, we exchange the roles of letters and states. By construction, we obtain that T admits the cross diagram 
i. e. we have to mirror the diagram along the north west to south east diagonal when passing to the dual. Also by construction, we have that T is deterministic if and only if ∂T is. This yields the following connection: if we interpret ← − u as a sequence of states in ∂T , which we assume to be an S-automaton, then the function ← − u • ∂T : Q * ∪ Q ω → p Q * ∪ Q ω induced by it is connected to the dual action of u when seen as a word over the alphabet of T by:
Union and Composition of Automata. In addition to taking the dual, we need some other automaton constructions. The first construction we need is the disjoint union
Trivially, the disjoint union of two deterministic automata is deterministic as well, and analogously, the disjoint union of two reversible automata remains reversible. If two complete automata share the same alphabet, then their disjoint union is also complete.
The composition of two automata T 1 = (Q 1 , Σ, δ 1 ) and T 2 = (Q 2 , Σ, δ 2 ) with the same alphabet Σ is the automaton
} is the Cartesian product of Q 2 and Q 1 and the transitions are given by
If both automata T 1 and T 2 are deterministic, then this is also true for their composition T 2 • T 1 . Similarly, if both automata are complete, then so is their composition. A bit less obvious (but still rather easy to see) is the fact that the composition of two reversible automata is reversible. From the construction, it is also easy to see that the partial function induced by the state q 2 • q 1 is indeed the composition of the partial functions q 2 • and
The most important application of composition automata is to take the power of some automaton. Let T k denote the k-fold composition of T with itself. With the above remark, we can see that q • with q ∈ Q + for some S-automaton T = (Q, Σ, δ) can also be seen as the partial function induced by q seen as a state of T |q| . A typical application of this is the following. Suppose we have an S-automaton T = (Q, Σ, δ) generating the semigroup S (T ). Then, we can assume, for any sequence q ∈ Q + of states, that q is already a state in T : if this is not the case, then we can replace T by T ⊔ T |q| since it generates the same semigroup.
Another application is the following fact (although it can also be obtained in different ways).
Fact 2.0.3. Let T = (Q, Σ, δ) be a complete and reversible S-automaton. Then, all maps
Proof. We only show that · u is a bijection when restricted into a map Q + → Q + . Bijectivity on Q ω (and on ε) then follows from how we extended the map. In fact, we will only show that · a for a ∈ Σ is bijective since · u is a composition of such maps. Notice that · a is a bijection on Q: it is complete because T is complete, it is injective because T is reversible and it is surjective due to reasons of cardinality (there are exactly |Q| transitions whose input is a because the automaton is complete and deterministic). To see that · a is also bijective on Q n for every n > 1, we consider the automaton T n , which is a complete and reversible S-automaton (see Fact 2.0.2). By construction of the composition, q ·a for q ∈ Q n is the same independently of whether q is seen as a sequence of states in T or as a single state in T n . Since we have already seen that · a is a bijection on states, we obtain that it is a bijection on Q n .
Inverse Automata and Automaton Groups. The last construction we are going to introduce is the inverse of an automaton. Let T = (Q, Σ, δ) be an automaton. Then, its inverse is the automaton T = (Q, Σ, δ) where Q = {q | q ∈ Q} is a disjoint copy of Q and the transitions are given by
To turn taking the inverse of an automaton into an involution, we define q = q for all q ∈ Q.
We call an automaton whose inverse is deterministic inverse-deterministic (or invertible). Similarly, if the inverse of an automaton is reversible, we call it inverse-reversible. If, both, T and T , are deterministic, then we call them bi-deterministic and, if both are reversible, we call them bi-reversible. There is an important connection between invertibility and reversibility of the dual: an automaton T is invertible if and only if its dual ∂T is reversible.
Remark 2.0.4. Often, bi-reversibility is defined to also include invertibility (and completeness). Here, we use a different approach and define it only as co-determinism in the input and in the output. However, we will usually only consider bi-reversibility in the context of invertible automata, so no confusion should arise.
Consider a complete, inverse-deterministic S-automaton T = (Q, Σ, δ). By the construction of inverse automata, we have q • q • u = q • q • u = u for all q ∈ Q and u ∈ Σ * or -in other words -that q • is indeed the inverse function of q • . This shows that S (T ⊔ T ) is a group. We say that it is the group generated by T and denote it by G (T ). Additionally, we call a complete, inverse-deterministic S-automaton a G-automaton and any group which is generated by some G-automaton is an automaton group. which we denote by T = ({q, id}, {0, 1}, δ) in this example. Obviously, it is deterministic and invertible but neither reversible nor inverse-reversible. The action of q is best understood when considering an example: we have q • 000 = 100, q • 100 = 010 and q • 010 = 110. Thus, if we interpret a word u ∈ {0, 1} * as the reverse/least-significant bit first binary representation of a natural number n, then q • maps u to the reverse/leastsignificant bit first binary representation of n+1 (with appropriately many leading zeros). Therefore, the element q • of the semigroup S (T ) can be identified with plus one in the monoid of natural numbers with addition as operation; accordingly, q i • is plus i. Since we also have the identity as a state, we obtain that the semigroup S (T ) generated by T is isomorphic to N (with addition) or -in different words -the free monoid of rank one. Since the automaton is complete and invertible, we can also consider the group G (T ) generated by it. The inverse of q • can, obviously, be identified with minus one and we obtain that G (T ) is isomorphic to the free group of rank one or the set of integers with addition as operation.
Orbits of Groups. If T = (Q, Σ, δ) is an S-automaton and u is a word over Σ, we can consider the orbit of u under the action of T :
If T is also invertible, then we can also consider the action of the inverses. Let T = (Q, Σ, δ) be the inverse of T and let Q = Q ⊔ Q. Then, we define
Although we have Q * • u ⊆ Q * • u, the two sets do not coincide in general. In fact, we can have that the larger one is infinite while the smaller one is finite (see [7, Lemma 2.6] ). However, if T is a G-automaton (i. e. it is not only invertible but also complete), then we have that the two sets are either both finite, in which case they are be equal, or both infinite, in which case one can still be a strict subset of the other (see, e. g. [7, Lemma 2.5] ). In the group case, there is another important connection. If we consider the stabilizer of u
then this induces a subgroup S of G = G (T ) and the co-set G/S can be mapped bijectively to Q • u via the bijection q Stab(u) • → q • u. Thus, the set Q • u corresponds to the state set of the Schreier graph for the stabilizer of u.
3 Infinite Orbits
Infinite Automaton Semigroups Have Infinite Orbits
In this subsection, we are going to show that an automaton semigroup S (T ) with a generating S-automaton T = (Q, Σ, δ) is infinite if and only if there is some ω-word ξ ∈ Σ ω with an infinite orbit Q * • ξ = {q • ξ | q ∈ Q * }. In fact, we are going to show a more general result, which we apply also for finitely generated infinite subsemigroups of S (T ) and for principal left ideals.
Finitely suffix-closed languages. Let F ⊆ Q * be a finite, non-empty language over some alphabet Q. Then, we can consider a language L ⊆ F * in two ways: first, as a language over the alphabet Q and, second, as a language over the (finite) alphabet F . If L is suffix-closed when seen as a language over F , then we say that L (as a language over Q) is suffix-closed over F . If a language L ⊆ Q * is suffix-closed over some finite, non-empty set F ⊆ Q * , then L is called finitely suffix-closed.
As the choice of variables in the above definition indicates, we will mostly consider finitely suffix-closed languages of state sequences for some S-automaton T = (Q, Σ, δ). The reason to consider such languages is that they allow to generalize the idea of an orbital graph (with constant out-degree at every node). Let F ⊆ Q * be some finite, non-empty set. Then, we define the orbital graph over F of a word u ∈ Σ * ∪ Σ ω as the (rooted) directed graph with nodes
For a language L ⊆ F * , we obtain the L-orbital graph over F of u from this graph by removing all nodes and edges which do not belong to a path
Remark 3.1.1. We need to talk about the reverse label of the path here because, above, we defined automaton semigroups by left actions. Similar to cross diagrams, q 1 , the label of the first edge, gets applied first and, therefore, has to be written last. This, however, is just a technical detail and not too important for the overall result.
If L ⊆ F * ⊆ Q * is suffix-closed over F , then its definition yields that the node set of the L-orbital graph over F of u is
the L-orbit of u. However, not every path starting in u has a label whose reverse (seen as a word over F ) is from L. For example, consider an S-automaton with state set Q containing a state id which acts like the identity. Then, L = Q * id ∪{ε} is suffix-closed (over Q already) but there are certainly paths which do not start with an id-loop (unless it is the only edge).
Since L-orbital graphs over a finite, non-empty set have bounded out-degree, we can recover results from normal orbital graphs. For example, we have the following proposition, which generalizes [7, Proposition 3] (see also [5, Corollary 1] ). Proposition 3.1.2. Let T = (Q, Σ, δ) be an S-automaton and let L ⊆ Q * be a finitely suffix-closed language of state sequences.
Then
, is finite if and only if there is some constant C such that the size of
For the converse, suppose that L is suffix-closed over a finite, non-empty set F ⊆ Q * and that |L • u| is bounded by the constant C for all u ∈ Σ * . Consider the L-orbital graphs over F for all u ∈ Σ * . Since their sizes are all bounded by C (and since all their out-degrees are bounded by |F |), there are only finitely many of them up to edgelabel preserving isomorphism of rooted graphs. Choose one representative L • u i for each isomorphism class and take the disjoint union graph U of all these graphs. There is a natural (partial) action of F * on the vertices of U . The action of q n . . . q 1 for q 1 , . . . , q n ∈ F is to map a vertex u to the vertex in T which is reached by following the (unique if existing) path labeled with q 1 . . . q n starting in u. If no such path exists, then the action is undefined. With this definition, the action of every q ∈ F * gives rise to a partial map q ⋆ : U → p U . Since U is a finite union of graphs with at most C nodes, it is itself finite and there are only finitely many maps U → p U . Thus, the semigroup F * ⋆ formed by the actions q ⋆ of the elements q ∈ F * (with composition as operation) is finite.
We will show that the map L • → F * ⋆ , q • → q ⋆ is injective, which yields that L • must be finite. Suppose that we have p • = q • for some p, q ∈ L. Then, there is some word u ∈ Σ * such that p • and q • differ on it: this can either be because one is defined on u while the other one is not, or because they are both defined but their images of u differ. In both cases, we can without loss of generality assume that p • is defined on u. Since we have L ⊆ F * , we can write p = p m . . . p 1 and q = q n . . . q 1 for p 1 , . . . , p m , q 1 , . . . , q n ∈ F . This means that there is some path in the L-orbital graph of u over F labeled with p 1 . . . p m and starting in u. If q • is undefined on u, then, in the same graph, there is no path starting in u labeled with q 1 . . . q n . If it is defined but the values differ, then there must be such a path but it must end in a different node than the one labeled with p 1 . . . p m . If we choose u i as the representative for the isomorphism class of the L-orbital graph of u over F , then we have the same situation in the L-orbital graph of u i over F : a path labeled by p 1 . . . p m starting in u 1 and either no path labeled by q 1 . . . q n , or one which ends in a different node. Since this graph is a sub-graph of U , p ⋆ and q ⋆ must be different partial functions and thus, we obtain injectivity of the above map.
Remark 3.1.3. Observe that we did not use the finiteness of the state set Q in the previous proof. We only needed that there is a finite set F over which L is suffix-closed. Later on, we will use this fact in order to apply Proposition 3.1.2 also to finitely suffix-closed lnaguages of state sequence for deterministic automata with infinitely many states (i. e. for self-similar semigroups).
Proposition 3.1.4. Let T = (Q, Σ, δ) be an S-automaton and let L ⊆ Q * be a finitely suffix-closed language of state sequences. Furthermore, let ξ = x 1 x 2 · · · ∈ Σ ω be an ω-word with x 1 , x 2 , · · · ∈ Σ + and define
Proof. Let F ⊆ Q * be a finite, non-empty set such that L is suffix-closed over F and suppose that L • ξ contains only finitely many words. Notice that, for every η ∈ L • ξ and every i ≥ 1, there is some prefix η i of η with η i ∈ L • ξ i . We will extract some I ≥ 1 such that, for all i ≥ I, every η ∈ L • ξ and every q ∈ F , we have that q • is undefined on η i if it is undefined on η.
The existence of such an I then yields a contradiction because all L • ξ i with i ≥ I would be at most as large as |L • ξ| < ∞. To see this, suppose that L • ξ i is larger than L • ξ for some i ≥ I. This can only be the case if there is some q ∈ L with q • ξ i ∈ L • ξ i but q • is undefined on ξ. In particular, we have that q • is defined on ξ i . Because q is in L ⊆ F * , we can write it as q = q n . . . q 1 for q 1 , . . . , q n ∈ F . Let j be maximal such that q j . . . q 1 • is defined on ξ (j = 0 is possible). Due to suffix-closure over F of L, we have that q j . . .
By choice of j, we have that q j+1 • is undefined on η and, by definition of I, we obtain that q j+1 • must also be undefined on η i = q j . . . q 1 • ξ i . This is a contradiction because q • was defined on ξ i .
It remains to describe how I is extracted. Let η ∈ L • ξ and q ∈ F be arbitrary. If q • is undefined on η, then it must already be undefined on some (finite) prefix of η. Choose i q,η large enough so that η iq,η is at least as long as this prefix. If q • is defined on η, we simply choose i q,η = 1. With these definitions, we can take I as the maximum of {i q,η | q ∈ F, η ∈ L • ξ}, which exists because the set is finite.
Orbital Transducers. Let T = (Q, Σ, δ) be some S-automaton and let F ⊆ Q * be a finite, non-empty set. We can enrich the L-orbital graph over F of some u ∈ Σ * for a language L ⊆ F * ⊆ Q * with outputs: to every edge v w p in the graph, we add the output q = p · v and obtain the edge v w p/q
. Notice that this is always possible because p · v is defined if and only if p • v is. In this way, we obtain an S-automaton, which we call the L-orbital transducer over F of u. Notice that, if L is suffix-closed over F , then any node/word of the L-orbital transducer of u is of the form q • u for some state sequence q ∈ L, but the output read along the corresponding path does not necessarily belong to L. In fact, it does not even need to be in F * . However, it is always from the set F · Σ * = {q · w | q ∈ F, w ∈ Σ * with · w defined on q}, which is finite since the lengths of the finitely many words in F must be bounded by some constant and the partial maps · w are length-preserving. As an example of this definition, we have that the Q * -orbital transducer (over Q) of u is the part reachable from u in the power (∂T ) |u| of the dual of T .
Suppose that we have two orbital transducers O 1 and O 2 over the same F with node set W 1 ⊆ Σ * and W 2 ⊆ Σ * . We say that they are isomorphic if there is some bijection ϕ :
. Geometrically speaking, two orbital transducers over F are isomorphic if their underlying rooted and F × (F · Σ * )-labeled graphs are the same up to re-naming of the nodes.
By definition, for v 1 ∈ W 1 and q ∈ F , we have that either ϕ(q
has an outgoing edge whose input-label is q. For the isomorphism ϕ and all q = q n . . . q 1 with q 1 , . . . , q n ∈ F , we thus immediately have
or that neither in u 1 nor in u 2 starts a path whose input label is (the reverse of) q (seen as a word over F ). With some calculations, we also get q · u 1 = q · u 2 (if there is such a path):
We first show totality of this map (under the assumption that it is well-defined, which we will show later). For this, we have to show that q • for q ∈ L is defined on u 2 x whenever it is defined on u 1 x. Therefore, assume that the latter is true. Then, q • is, in particular, defined on u 1 and, therefore, q•is defined on u 2 since we have
To show well-definedness of Ψ,
which shows that Ψ is well-defined. Finally, surjectivity is trivial and injectivity follows from the existence of the well-defined and total inverse map q
It remains to show that a transition q
The other direction then follows from a symmetric argumentation using the inverse of Ψ. Thus, assume that the former transition exists. Since L is suffix-closed over F , this is the case if and only if pq ∈ L (with an appropriate choice of the representative q) and pq•is defined on u 1 x. Since we have seen above that, in this case, pq•must also be defined on u 2 x, there is a transition q
in O u 2 x . Therefore, all we need to show is p·(q•u 1 x) = p·(q•u 2 x). To see this, observe that the edge in O u 1 x in particular also yields the edge q
in O u 1 . Due to the isomorphism with O u 2 , we also have the edge
and that the output-labels of the edges coincide, which yields p · (q
Combining this with q · u 1 = q · u 2 , we obtain
Infinite Potential. We define the potential of a finite word u ∈ Σ * with respect to some S-automaton T = (Q, Σ, δ) and a language L ⊆ Q * of state sequences as
This means, in particular, that, for a finite word u ∈ Σ * with infinite potential pot L u = ∞, there are finite words with arbitrary large L-orbits and u as a prefix. Notice that pot L uv ≤ pot L u for all u, v ∈ Σ * . The notion of potential allows us to re-formulate Proposition 3.1.2: if L • is infinite, then the empty word has infinite potential with respect to this L under the condition that L needs to be finitely suffix-closed.
Lemma 3.1.6. Let T = (Q, Σ, δ) be an S-automaton and L ⊆ Q * a finitely suffix-closed language of state sequences whose image L • in S (T ) is infinite. Then, the empty word has infinite potential with respect to T and L.
Proof. Suppose to the contrary that the empty word has finite potential, i. e. that the size of all L-orbits L • x with x ∈ Σ * is bounded by some constant C. Then, by Proposition 3.1.2, this implies that L • is finite.
Next, we show the main step of our proof: any word with infinite potential can be extended into a longer word with infinite potential and larger L-orbit:
Lemma 3.1.7. Let T = (Q, Σ, δ) be an S-automaton, L ⊆ Q * a finitely suffix-closed language of state sequences and let u ∈ Σ * be a finite word with infinite potential with respect to T and L. Then, there is some x ∈ Σ * such that ux still has infinite potential and, additionally, a larger L-orbit: |L • ux| > |L • u|.
Proof. Let I = {uy | y ∈ Σ * , pot L uy = ∞} denote the set of finite words with u as prefix and infinite potential. Notice that u itself is in I but that I also contains a word (strictly) longer than u: since u has infinite potential, there is some x i ∈ Σ * for every i ∈ N such that |L • ux i | ≥ i. There must be a letter a ∈ Σ such that infinitely many of those x i start with a. Thus, ua still has infinite potential and we have ua ∈ I.
We are done if there is some ux ∈ I with |L • ux| > |L • u|. So, assume to the contrary that we have |L • uy| ≤ |L • u| = C for all uy ∈ I. Since L is finitely suffix-closed, there is some finite, non-empty F ⊆ Q * such that L ⊆ F * is suffix-closed as a language over F . Notice that there are only finitely many rooted, F × (F · Σ * )-labeled graphs of size at most C (up to re-naming of the nodes). Thus, there are only finitely many isomorphism classes among the L-orbital transducers over F of the words in I. By Lemma 3.1.5, this means that there are also only finitely many isomorphism classes among the L-orbital transducers of the words in I ′ = IΣ = {uya | uy ∈ I, a ∈ Σ}. Since, by the same lemma, the potential of a finite word depends only on the isomorphism class of its L-orbital transducer, the set
is finite and we can define M = max ({C} ∪ pot L (I ′ ) \ {∞}). We claim that the size of the L-orbit of any word uy ∈ uΣ * is bounded by M , which constitutes a contradiction to the infinite potential of u. First, if uy is in I the size of its L-orbit is bounded by C ≤ M by our assumption. If uy is not in I, it has finite potential. There must be some z ∈ Σ * with uy = uzay ′ for some a ∈ Σ and some y ′ ∈ Σ * such that the prefix uz of uy still has infinite potential while uza has finite potential. This means uz ∈ I and uza ∈ I ′ with
Combining the last two lemmas, we obtain the main result of this subsection:
Theorem 3.1.8. Let T = (Q, Σ, δ) be an S-automaton and let L ⊆ Q * be a finitely suffix-closed language of state sequences. Then, the subset L • of S (T ) is infinite if and only if there is some ω-word ξ ∈ Σ ω with an infinite L-orbit L • ξ.
Proof. If there is some ξ ∈ Σ ω with |L • ξ| = ∞, then L • is obviously infinite. The other direction follows primarily from the previous two lemmas. Starting with the empty word (which has infinite potential by Lemma 3.1.6), we can iteratively extend the current finite word with infinite potential into some longer one whose L-orbit is lager (by Lemma 3.1.7). This process defines an ω-word ξ whose prefixes have larger and larger L-orbits. By Proposition 3.1.4, this implies that the L-orbit L • ξ of ξ is infinite.
Corollaries. The formulation of Theorem 3.1.8 is quite general as it allows us to derive a few natural corollaries. The first one states that an automaton semigroup is infinite if and only if it admits an ω-word with an infinite orbit.
Corollary 3.1.9. The semigroup S (T ) generated by some S-automaton T = (Q, Σ, δ) is infinite if and only if there is some ω-word ξ ∈ Σ ω with an infinite orbit Q * • ξ.
Proof. Clearly, L = Q * is suffix-closed over Q.
Since every automaton group is, in particular, an automaton semigroup, we immediately have the previous result also for automaton groups. However, we can formulate this in a stronger way. Next, we can extend our result to finitely generated subsemigroups: a finitely generated subsemigroup of an automaton semigroup is infinite if and only if it admits an ω-word which has an infinite orbit under its action. This is even true if the subsemigroup itself is not an automaton semigroup! Corollary 3.1.11. Let T = (Q, Σ, δ) be an S-automaton. A subsemigroup of S (T ) generated by a finite set P ⊆ Q + is infinite if and only if there is an ω-word ξ ∈ Σ ω whose orbit P * • ξ under the action of the subsemigroup is infinite.
Proof. If P is empty, there is nothing to show. Otherwise, the semigroup generated by P is obviously P + •, which is infinite if and only if P * • is. Since P * is suffix-closed over the finite, non-empty set P , the result follows.
We also get an analogous result for principal left ideals of automaton semigroups. A subset I of some semigroup S is a left ideal if SI ⊆ I holds. A principal left ideal is a left ideal of the form S 1 s for an s ∈ S. Notice that all left ideals (whether principal or not) are subsemigroups but that they are not finitely generated in general. We get that a principal left ideal of an automaton semigroup is infinite if and only if it admits an ω-word with an infinite orbit.
Corollary 3.1.12. Let T = (Q, Σ, δ) be an S-automaton and let p ∈ Q + . Then, the principal left ideal
However, not every interesting subsemigroup of an automaton semigroup belongs to a language of generators which is finitely suffix-closed. One such example are principal right ideals: a subset I of a semigroup S is a right ideal if IS ⊆ I holds; a principal right ideal is a right ideal of the form sS 1 for some s ∈ S. If I is both a left and a right ideal, it is called a two-sided ideal. Principal two-sided ideals are two-sided ideals of the form S 1 sS 1 for some s ∈ S. The analogous result to Corollary 3.1.12 for principal right and two-sided ideals does not hold, as the next counter-example shows. Since all three types of ideals are also subsemigroups, this shows as well that Corollary 3.1.11 cannot be generalized to arbitrary (non-finitely generated) subsemigroups and that the requirement for L to be finitely generated cannot be dropped in general.
Counter-Example 3.1.13. A counter-example is given by the S-automaton
whose state set we denote by Q. For L = pQ * , we then have that L • ξ = {a ω } contains only a single word for every ξ ∈ Σ ω . However, the principal right ideal (and non-finitely generated subsemigroup) L • = pQ * • is infinite: if we take pq i ∈ L and pq j ∈ L for i > j, then pq i • b i = a i while pq j • is undefined on b i (see the schematic depiction of the orbital graph of b i in Figure 1) ; thus, we have found infinitely many pairwise distinct elements in L •. Finally, we have the same situation for the principal two-sided ideal Q * pQ * • since we have qp
The next corollary of Theorem 3.1.8 is of a slightly different nature than the previous ones, as it does not only make a statement about the existence of an ω-word but also about an infinite state sequence belonging to this word. Corollary 3.1.14. Let T = (Q, Σ, δ) be an S-automaton and let P ⊆ Q be a subset of states. Then, the subsemigroup P + • of S (T ) is infinite if and only if there is an ω-word ξ ∈ Σ ω and an infinite sequence . . . , p 2 , p 1 ∈ P such that all ξ i = p i . . . p 1 • ξ for i ∈ N are pairwise distinct.
Proof. If there is such an infinite sequence, then, obviously, P + • is infinite.
Conversely, suppose that P + • -and, equivalently, P * • -are infinite. Then, there is an ω-word ξ ∈ Σ ω with an infinite P * -orbit P * • ξ by Theorem 3.1.8 since P * is obviously suffix-closed over P . This means that the P * -orbital graph of ξ is infinite as well. Since it is connected and the out-degree of every node is bounded by |P |, there is some infinite path
which is simple (i. e. all nodes ξ 0 , ξ 1 , . . . are pairwise distinct). The labels p 1 , p 2 , . . . of this path yield the desired sequence.
The previous corollary does not make a statements about arbitrary finitely suffix-closed languages L of state sequences. The reason for this is that it does not hold in this most general form. If we have an S-automaton T = (Q, Σ, δ) with a state id ∈ Q which acts as the identity, then the language L = {id, ε}(Q id) * , which is suffix closed over Q, is a counter example. Consider an infinite sequence . . . , q 2 , q 1 ∈ Q such that q i . . . q 1 is in L for infinitely many -and, thus, for all! -i. Then, every state q i with odd i must be id. Therefore, q 2i+1 q 2i q 2i−1 . . . q 1 • ξ = q 2i q 2i−1 . . . q 1 • ξ holds for every ξ ∈ Σ ω and every i ≥ 1.
Self-Similar Semigroups
In this paper, we usually consider automata to be finite, in the sense that both the state set and the alphabet are finite. For the rest of this subsection, we are going to relax this constraint on the state set. We will call semigroups generated by such infinite state S-automata self-similar. It turns out that, in the setting of self-similar semigroups and groups, it is rather easy to construct a counter example for the analogue of Corollary 3.1.9: the automaton given in Figure 2 generates an infinite self-similar semigroup (and also an infinite self-similar group), but all its orbits are finite.
However, in the example of Figure 2 , the orbits are uniformly bounded; in fact, they have size at most 2. It is thus natural to ask if, for a self-similar semigroup, either the orbits are uniformly bounded by a constant or there exists an infinite orbit. This turns out to be false, as can be seen in the following example, suggested to us by Laurent Bartholdi.
Counter-Example 3.2.1. Let Σ = {0, 1, 2} and Q = {id, q ij | i ∈ N \ {0}, 1 ≤ j ≤ i 2 } and define the map τ : Q × Σ → Σ × Q by τ (id, a) = (a, id) for all a ∈ Σ and
(where we set q i0 = id). This induces a G-automaton T = (Q, Σ, δ) by
A part of the automaton is represented in Figure 3 . It is easy to see, that the semigroup generated by T coincides with the group generated by T . We claim that all its orbits are finite, but that they are not uniformly bounded. We will first show the former. For this, consider some ξ ∈ Σ ω . If ξ contains at most one letter from {0, 1}, then it is easy to see that the orbit of ξ has size at most 2 since elements of S fix every occurrence of the letter 2 in any word.
Otherwise, we can write ξ = ua2 n−1 bη for some u ∈ Σ * , a, b ∈ {0, 1}, n ∈ N \ {0} and η ∈ Σ ω . Notice that, from the definition, we have q ij · (a2 n−1 b) = id for all 1 ≤ j ≤ i 2 with i = n. Therefore, for all q ∈ Q + and n ∈ N \ {0}, we have q · a2 n−1 b ∈ {id, q n1 , q n2 , . . . , q nn 2 } * and, thus, also q · ua2 n−1 b ∈ {id, q n1 , q n2 , . . . , q nn 2 } * . . . . Since the semigroup generated by T is composed of finitary automorphisms of Σ ω , it is locally finite (i.e. every finitely generated subgroup of S is finite). In particular, we obtain that the subsemigroup generated by {a n1 , a n2 , . . . , a nn 2 } • is finite. As we have
, we obtain that the orbit of ξ is also finite. To see that the orbits are unbounded, it suffices to note that the action is transitive on all
We have seen that the analogue of Corollary 3.1.9 -that every infinite automaton semigroup admits a single ω-word with an infinite orbit -does not hold in the context of self-similar semigroups. Next, we will see that neither does the generalization to finitely generated subsemigroups given in Corollary 3.1.11.
For our discussion, let T = (Q, Σ, δ) be an infinite state S-automaton and consider a finitely generated infinite subsemigroup of S (T ). By taking the union of appropriate powers of T , we can, without loss of generality, assume that it is generated by a finite subset P of Q. Due to Remark 3.1.3, we can apply Proposition 3.1.2 also for infinite state S-automata and obtain that there are x ∈ Σ * with arbitrarily large orbit P * • x, since P * is obviously suffix-closed over P . For the case of finitely many states, we could extract a single ω-word with an infinite orbit from those x. This, however, is not possible anymore with infinitely many states. 0 fixes 0 ω . Thus, let ξ be an ω-word different to 0 ω and write it as ξ = 0 n 1η ′ with n ∈ N. We further factorize η ′ = vη for |v| = n. From the definition of the automaton, we see that
Therefore, the orbit {q 0 , q −1 0 } * • ξ is bounded by |{0, 1}| |v| = 2 n and, thus, finite. On the other hand, we can always choose n large enough so that q i 0 • and q j 0 • differ on 0 n 10 n for i = j, showing that the subsemigroup and subgroup generated by q 0 is infinite.
It is not surprising that there are infinitely many states reachable from the finite set P = {q 0 } in the automaton in Proposition 3.2.2 because, otherwise, P would already be the subset of some finite state S-automaton. This observation allows us to formulate a result similar to Corollary 3.1.11: every infinite subsemigroup of a self-similar semigroup generated by a finite subset P of states such that there are only finitely many states reachable from P admits an ω-word with an infinite orbit under the action of the subsemigroup.
Applications
Infinite Automaton Groups Have Infinite Schreier Graphs. An immediate consequence of Corollary 3.1.9 is the following corollary, which negatively answers an open question by communicated to us by Ievgen V. Bondarenko (see also [7, Open Problem 4.3] ).
Corollary 3.3.1. There is no G-automaton T = (Q, Σ, δ) such that G (T ) is infinite while Q * • ξ is finite for all ξ ∈ Σ ω (where Q is the union of Q and the state set of the inverse of T ).
Proof. We have G (T ) = S (T ⊔ T ) and can, thus, apply Corollary 3.1.9.
Torsion and Infinite Orbits. We can use Corollary 3.1.14 to show that an element of an automaton semigroup is torsion-free if and only if there is a single ω-word on which all powers of the element act differently. Proposition 3.3.2. Let T = (Q, Σ, δ) be an S-automaton and let q ∈ Q + be some state sequence. Then, q • is torsion-free if and only if there is some ω-word ξ ∈ Σ ω such that
If T is a G-automaton, then q • has infinite order in G (T ) if and only if there is some ω-word ξ ∈ Σ ω such that q i • ξ = ξ for all i > 0.
Proof. The statement for semigroups implies the one for groups and the existence of some ξ with the stated property trivially implies torsion-freeness.
Therefore, assume that q • is torsion-free and consider the power T |q| of T , in which q is a state. Thus, P = {q} is a subset of states in this automaton, which generates an infinite subsemigroup in S (T |q| ). Note that, by construction, q • is the same partial function regardless of whether q is seen as a sequence of states in T or as a single state in T |q| . Thus, by Corollary 3.1.14, there is an ω-word ξ ∈ Σ ω and an infinite sequence . . . , p 2 , p 1 ∈ P = {q} such that all p i . . .
The Finiteness Problem for Automaton Groups. Decidability of the finiteness problem for automaton groups is one of the most important open problems in the algorithmic study of automaton groups. Corollary 3.1.10 immediately shows the following equivalence.
Corollary 3.3.3. The finiteness problem for automaton groups
Input: a G-automaton T Question: is G (T ) finite? is equivalent to the problem
Input:
a G-automaton T = (Q, Σ, δ) Question: is there an ω-word ξ ∈ Σ ω with |Q * • ξ| = ∞?
Infinite Potential is Undecidable. Since, on the other hand, the finiteness problem for automaton semigroups is known to be undecidable [11] , Corollary 3.1.9 leads to an undecidability result: it is impossible to decide, given a finite word u as input, whether one can append an ω-word ξ such that uξ has an infinite orbit. On the other hand, it is indeed possible to decide whether one can append a finite word x such that the orbit of ux is larger than the one of u [8, Theorem 3.2].
Corollary 3.3.4. The decision problem
Input: a complete S-automaton T = (Q, Σ, δ) and a finite word u ∈ Σ * Question: does u have infinite potential? and the equivalent decision problem Input: a complete S-automaton T = (Q, Σ, δ) and a finite word u ∈ Σ * Question: is there some ω-word ξ ∈ Σ ω such that |Q * • uξ| = ∞? are undecidable.
Proof. Equivalence of the two problems follows from Lemma 3.1.7 and undecidability follows from reducing the undecidable [11] finiteness problem for automaton semigroups
Input:
a complete S-automaton T = (Q, Σ, δ) Question: is S (T ) infinite? to the problem(s). The reduction uses the same automaton and the word u = ε.
We can slightly improve the previous result using a simple trick and the undecidability proof of Gillibert [12] for the order problem
a finite state sequence q ∈ Q * Question: has q • finite order in G (T )? of some automaton group.
Proposition 3.3.5. The decision problem
Constant: a G-automaton T = (Q, Σ, δ) Input: a finite word u ∈ Σ * Question: is there some ω-word ξ ∈ Σ ω such that |Q * • uξ| = ∞? is undecidable for some T .
Proof. Although it is not explicitly stated in the proof, Gillibert actually shows undecidability of the decision problem Constant: a G-automaton T = (Q, Σ, δ) and a state $ ∈ P Input: a finite sequence q ∈ Q * of states Question: is Λ(q)$ • of finite order in G (T )?
where Λ : Q * → Q * is given by Λ(ε) = ε and Λ(qq) = Λ(q)qΛ(q) [12] . 3 Notice that, by Proposition 3.3.2, we can re-formulate the question as "is there some ω-word ξ ∈ Σ ω such that We take the G-automaton T and extend it into a new G-automaton R = (P, Γ, τ ), which we use to show the proposition. As the alphabet, we use Γ = Σ ∪ {a q | q ∈ Q}×{0, 1}∪{ * , #}, i. e. we add two new special letters * and # as well as two new letters (a q , 0) and (a q , 1) for every state q ∈ Q. Similarly, we use P = Q∪{s, t, id}∪{# q | q ∈ Q}, i. e. we add three new states s, t and id as well as a new state for every old state q ∈ Q. Of course, we also add new transitions
which are depicted schematically in Figure 4 , and make the automaton complete by adding a transition to the identity state whenever some transition is missing:
Notice that the resulting automaton is indeed a G-automaton! We conclude by reducing the strengthened version of the order problem to the problem stated in the proposition for the automaton R. For this, we map the input sequence q = q 1 . . . q n to the finite word u = * (a q 1 , 0) . . . (a qn , 0)#. Notice that, by construction, we have p • uξ = uξ for all p ∈ P \ {s} and all ξ ∈ Γ ω because, for all states p ∈ P except s, we have the transition p id * / * ∈ τ due to the way we have completed the automaton. Therefore, the only state sequences we need to consider for the orbit of uξ are of the form s i for i ∈ N since we have
Suppose, we have established the claim
or, written as a cross diagram,
for every q ∈ Q + by induction on the length of q. For q = q ∈ Q, this is easily verified from the definition of R (notice that Λ(q) = Λ(q) = q in this case). For q ′ =with q ∈ Q, we have |Λ(qq)| = 2|Λ(q)| + 1 and the cross diagram
where the shaded part is obtained from using the induction hypothesis twice. For the part on the right, notice that we have # q • (a q , i) = (a q , i) and # q · (a q , i) = # q for all q ∈ Q and i ∈ {0, 1} by construction. The two transactions on the right involving t can directly be verified, which concludes the induction. Finally, we can extend the cross diagram to prove our claim:
The only point to notice here is that we indeed have # Λ(q) · # = Λ(q); however, this is straight-forward to verify.
Wang Tilings. The result stated in Corollary 3.1.14 might also be of interest outside the area of automaton structures. As an example, we apply it to SW-deterministic Wang tilings. Let C be a finite non-empty set of colors. A quadruple T ∈ C 4 of colors is called a (Wang) tile. For a tile T = (c N , c W , c S , c E ), we use the more graphical notation
and denote the color c D at the D-edge by T D for all D ∈ {N, W, S, E}. A set of Wang tiles W is said to tile a rectangle R = {0, . . . , X} × {0, . . . , Y } with X, Y ∈ N ∪ {∞} if there is a map t : R → W with t(x, y) E = t(x + 1, y) W for all 0 ≤ x < X and t(x, y) N = t(x, y + 1) S for all 0 ≤ y < Y , which is then called a tiling of R. If W tiles a finite R = {0, . . . , X} × {0, . . . , Y } with tiling t, then the horizontal color sequences of t are the finite words h y = t(0, y) S . . . t(X, y) S ∈ C X+1 with 0 ≤ y ≤ Y and h Y +1 = t(0, Y ) N . . . t(X, Y ) N ∈ C X+1 . If W tiles the first quadrant {0, 1, . . . } × {0, 1, . . . }, then the horizontal color sequences of t are the ω-words h y = t(0, y) S t(1, y) S · · · ∈ C ω for 0 ≤ y. If the horizontal color sequences of some tiling are pairwise distinct, we call it non-y-recurrent.
A tile set W is SW-deterministic if every tile T ∈ W is uniquely determined by T S and T W . There is a natural way to associate an S-automaton T (W) to a SW-deterministic tile set W: as state set and alphabet, one uses the colors C and every tile
Using the result above, we can now show that every SW-deterministic tile set which admits a tiling of the first quadrant already admits such a tiling which satisfies some aperiodicity property: Proof. If W admits a non-y-recurrent tiling of the first quadrant, this can obviously be restricted into a non-y-recurrent tiling of some rectangle {0, . . . , X}×{0, . . . , Y } for every Y ∈ N.
A non-y-recurrent tiling t Y of some rectangle {0, . . . , X} × {0, . . . , Y } implies that the horizontal color sequence t Y (0, 0) . . . t Y (X, 0) interpreted as a word in the alphabet of the S-automaton T = T (W) corresponding to the tile set has an orbit of size at least Y + 1. Thus, if there is such a tiling for every Y , the orbits of T (W) are unbounded, which, by Proposition 3.1.2 5 , means that S (T ) is infinite. Therefore, by Corollary 3.1.14, there is some ω-word ξ and some infinite sequence . . . , q 2 , q 1 of states such that all ξ i = q i . . . q 0 •ξ are pairwise distinct. This induces a non-y-recurrent tiling t of the first quadrant, in which the tiles are determined by ξ as the horizontal word t(0, 0) S t(1, 0) S . . . and by q 0 q 1 . . . as the coloring t(0, 0) W t(0, 1) W . . . of the west side.
Orbits of Periodic Words
We have seen that every infinite automaton semigroup admits an ω-word whose orbit is infinite. In this subsection, we are going to discuss under which conditions this ω-word can be assumed to be periodic. Periodic words are particularly interesting because they are linked to elements of torsion in the dual.
Torsion and Finite Orbits of the Dual. We start with this connection between torsion of an element and the size of its (reverse's) orbit under the action of the dual. This is a generalization of [6, Theorem 3] for the semigroup case and for ultimately periodic words. 6 Theorem 3.4.1. Let T = (Q, Σ, δ) be an S-automaton and let q = q 1 q 2 . . . q n be a non-empty sequence of states q 1 , q 2 , . . . , q n ∈ Q. Let ← − q = q n . . . q 2 q 1 denote its reverse. Then, the statements
2. The orbit Σ * • ∂T pq ω of pq ω under the action of the dual of T is finite for all p ∈ Q * .
3. The orbit Σ * • ∂T q ω of q ω under the action of the dual of T is finite.
are equivalent.
Proof. First, we show the implication from 1. to 2. So, suppose that ← − q • has torsion, i. e. that there are i, j ∈ {1, 2, . . . } such that i = j but ← − q i • = ← − q j • and let p ∈ Q * be arbitrary. By setting ℓ = j − i, we have for every u ∈ Σ * the cross diagram
in the dual of T for some v, w ∈ Σ * if u • ∂T is defined on pq ω . Thus, every element u • ∂T pq ω in the orbit of the dual is of the form r 1 r ω 2 for some r 1 ∈ Q |p|+|q|i and r 2 ∈ Q |q|ℓ . As there are only finitely many such state sequences, the orbit (under the action of the dual) is finite.
The implication from 2. to 3. is trivial. For the implication from 3. to 1., set p = ε and suppose Σ * • ∂T q ω = {ψ 0 , ψ 1 , . . . , ψ n−1 } is finite. We may assume ψ 0 = q ω and define r i,ℓ ∈ Q * as the reverse of the prefix of length ℓ of ψ i for ℓ ∈ N. This means that, for every a ∈ Σ, i ∈ {0, 1, . . . , n − 1} and ℓ ∈ N, we have the cross diagrams
in T whenever a • ∂T is defined on ψ i -or, equivalently, whenever r i,ℓ • is defined on a for all ℓ ∈ N -where b is some element of Σ and i ′ is determined by a • ∂T ψ i = ψ i ′ . Now, consider some fixed a ∈ Σ and the index set L 0 = {|q| k | k ∈ N}, which is infinite. Notice that we have r 0,ℓ • = ← − q ℓ/|q| • for all ℓ ∈ L 0 . First, assume that r 0,ℓ • is defined on a for all ℓ ∈ N. Then, since the set L 0 is infinite, there is some b ∈ Σ which appears infinitely often in the sequence (r 0,ℓ • a) ℓ∈L 0 . Let L a denote the infinite subset of L 0 with r 0,ℓ • a = b for all ℓ ∈ L a . If r 0,ℓ • is undefined on a starting at some ℓ ⊥ ∈ N, let L a denote the infinite subset of L 0 whose values are at least ℓ ⊥ . In either case, we have r 0,ℓ • a = r 0,ℓ ′ • a or that r 0,ℓ • and r 0,ℓ ′ • are both undefined on a for all ℓ, ℓ ′ ∈ L a .
Repeating the argument for the next a ′ ∈ Σ, we obtain an infinite subset L a ′ of L a with r 0,ℓ • a = p 0,ℓ ′ • a (or both undefined on a) and r 0,ℓ • a ′ = r 0,ℓ ′ • a ′ (or both undefined on a ′ ) for all ℓ, ℓ ′ ∈ L a ′ . Iteration of the argument |Σ| times thus yields an infinite subset L 1 of L 0 with r 0,ℓ • a = r 0,ℓ ′ • a or r 0,ℓ • and r 0,ℓ ′ • both undefined on a for all a ∈ Σ and all ℓ, ℓ ′ ∈ L 1 . Now, we repeat the whole process for ψ 1 and obtain an infinite subset L 2 of L 1 with r i,ℓ • a = r i,ℓ ′ • a or r i,ℓ • and r i,ℓ ′ • both undefined on a for all a ∈ Σ, ℓ, ℓ ′ ∈ L 2 and i ∈ {0, 1}. Since there are only finitely many ψ i , we finally obtain an infinite subset L = L n of L 0 with r i,ℓ • a = r i,ℓ ′ • a or r i,ℓ • and r i,ℓ ′ • both undefined on a for all a ∈ Σ, ℓ, ℓ ′ ∈ L and i ∈ {0, 1, . . . , n − 1}.
Using a simple induction, we show r i,ℓ • = r i,ℓ ′ • for all i ∈ {0, 1, . . . , n − 1} and ℓ, ℓ ′ ∈ L. After doing so, we have, in particular, ← − q ℓ/|q| • = r 0,ℓ • = r 0,ℓ ′ • = ← − q ℓ ′ /|q| • for two distinct elements ℓ and ℓ ′ of L, which are multiples of |q| since L is a subset of L 0 . In other words, ← − q • has torsion. For u = ε, there is nothing to show. For u = av for some a ∈ Σ, we distinguish two cases: first, if r i,ℓ • is undefined on a, then so is r i,ℓ ′ • by construction of L. Obviously, r i,ℓ • and r i,ℓ ′ • are, in particular, both undefined on u = av in this case. If, on the other hand, they are both defined on a, then r i,ℓ • is defined on a for all (arbitrary large) ℓ ∈ L and there is some i ′ ∈ {0, . . . , n − 1} given by a • ∂T ψ i = ψ i ′ with r i,ℓ · a = r i ′ ,ℓ and r i,ℓ ′ · a = r i ′ ,ℓ ′ . By induction, we have that either r i ′ ,ℓ • and r i ′ ,ℓ ′ • are both undefined on v or they are both defined and their values coincide. In the former case, we also have that r i,ℓ • and r i,ℓ ′ • are both undefined on u = av and, in the latter case, we have
• av where equality of the respective first letters follows from the choice of L.
Undecidability of Orbit Finiteness. The connection stated in Theorem 3.4.1 allows us to obtain an undecidability result: it is not possible to decide whether some given periodic ω-word u ω has infinite orbit. a finite word u ∈ Σ + Question: is Q * • u ω finite? is undecidable.
Proof. There is an automaton group with an undecidable order problem [2, 12] , i. e. there is a G-automaton T such that the problem
a state sequence q ∈ Q * Question: is q • of finite order in G (T )? is undecidable. We reduce this problem to the one in the proposition: as the automaton, we use ∂T , the dual of T , which -as the dual of a G-automaton -is reversible and complete; the word is ← − q ω , which is periodic. By Theorem 3.4.1, the orbit of ← − q ω under the action of the dual ∂T is finite if and only if q • has torsion (i. e. is of finite order).
The General Case. Next, we will use the connection in Theorem 3.4.1 to show that, in the general case, for an infinite automaton semigroup, there does not necessarily exist a periodic or ultimately periodic word with an infinite orbit. 
generates an infinite semigroup but all orbits Σ * • ∂T pq ω of ultimately periodic words with p ∈ Q * and q ∈ Q + are finite. Remark 3.4.4. For arbitrary S-automata T and T ′ , isomorphism of S (T ) and S (T ′ ) does not imply isomorphism of S (∂T ) and S (∂T ′ ). In other words, the dual is not an algebraic property of an automaton semigroup but only a property of the presentation by a specific automaton. In fact, the dual of the Grigorchuk automaton depicted in Proposition 3.4.3 generates the free semigroup of rank two 8 . This semigroup can also be generated by a different automaton (see [3, Proposition 4 .1]) which admits a periodic ω-word with an infinite orbit (in fact, every ω-word has an infinite orbit under its action). Therefore, we have not completely settled the question whether every infinite automaton semigroup is generated by an automaton admitting a periodic word with infinite orbit.
The Reversible but not Bi-Reversible Group Case. Next, we show that an automaton group generated by a reversible but not bi-reversible G-automaton T admits a periodic word u ω with an infinite orbit. The main idea is to take the dual of T , which is a reversible but not bi-reversible G-automaton as well, and to find torsion-free elements in the semigroup generated by the dual. Using Theorem 3.4.7, these elements correspond to periodic ω-words with infinite orbits. For the special case that the dual is connected (or only contains non-bi-reversible connected components), we could use [14, Theorem 23] or [6, Proposition 7] to obtain that none of the elements have torsion. However, the result is also true in the general case.
In a reversible and complete S-automaton T = (Q, Σ, δ), all maps · a : Q → Q for a ∈ Σ are bijections (see Fact 2.0.3). It is not difficult to see that, therefore, in such automata, every connected component is already strongly connected.
The central argument for our proof is that the semigroup generated by a reversible but not bi-reversible G-automaton cannot contain the (group) inverse of any function induced by a state from a non-bi-reversible connected component. Proof. We first show that Q + • must contain q • for all q ∈ P if it contains p • for a single p ∈ P . Therefore, assume the latter to be true. Since q and p are in the same (strongly) connected component, there is some u ∈ Σ * with p · u = q. Then, for v = p • u, we have
Now, assume to the contrary that Q + • contains p • for one, and thus for all, p ∈ P . Since P is the state set of some non-bi-reversible component, there are q, p, r ∈ P and a, b, c ∈ Σ with p = q or a = b (or both) and the transitions 
and, thus, a = p • c = q • c = b, which is a contradiction.
Actually, Lemma 3.4.5 allows for a stronger formulation:
Lemma 3.4.6. Let T = (Q, Σ, δ) be a reversible G-automaton and let P be the state set of some non-bi-reversible connected component of T . Then, P contains at least two elements and no element qp • with q ∈ Q + and p ∈ P has an inverse in S (T ). In particular, all elements qp • are torsion-free in G (T ).
Proof. Since the connected component belonging to P is non-bi-reversible (but needs to be reversible since T is), it contains transitions q p
with q = q ′ , as q = q ′ contradicts the invertibility of T . Therefore, {q, q ′ , p} ⊆ P contains at least two elements. Now, let p ∈ P and q ∈ Q * be arbitrary and suppose that there is some r ∈ Q + such that rqp • is the identity on Σ * . Then, rq • ∈ Q + • would be an inverse of p • contradicting Lemma 3.4.5.
Finally, if qp • was of torsion, then (qp) i • for some i would be its inverse, which would also constitute a contradiction because of (qp) i ∈ Q + .
We can now apply Lemma 3.4.6 to obtain periodic ω-words with infinite orbits. 
Corollary 3.4.8. Let T = (Q, Σ, δ) be a reversible but not bi-reversible G-automaton. Then, there are two distinct letters a, b ∈ Σ such that all Q * • u(av) ω and all Q * • u(bv) ω for u, v ∈ Σ * are infinite.
Proof. Notice that ∂T is a reversible but not bi-reversible G-automaton as well. Thus, the corollary follows from Theorem 3.4.7 since ∂T must contain at least one non-bi-reversible connected component.
As a side remark, we note that, in Lemma 3.4.6, we can neither drop the completeness nor the invertibility requirement. To see the former, consider the S-automaton
which is strongly connected, reversible and invertible but neither bi-reversible nor complete. One may observe that q 2 • is undefined on all words (except ε) and that q • , therefore, has torsion as we have q 2 • = q 3 •. In fact, it turns out that the semigroup generated by the automaton is finite 9 and thus, that all elements have torsion.
To see that invertibility is required, we consider the S-automaton
, which is reversible and complete but neither bi-reversible nor invertible. Notice that, both, q • and p • are left zeros of the generated semigroup. Thus, they are the only elements and they both have torsion.
a finite orbit depends on the generating automaton T (i. e. it is a property of the way the semigroup is presented, not an algebraic property). Indeed, if an automaton T does not admit an ω-word whose orbit is finite, we can add a new letter a to the alphabet of T and loopsa/a to every state q. Obviously, this does not change the generated semigroup; however, now a ω has a finite orbit.
Next, we show that, if there is an ω-word with a finite orbit, then there is already an ultimately periodic word with finite orbit for every S-automaton.
Proposition 4.0.1. Let T = (Q, Σ, δ) be an S-automaton. If there is an ω-word ξ ∈ Σ ω such that its orbit Q * • ξ is finite, then there are u ∈ Σ * and v ∈ Σ + such that Q * • uv ω is finite and v can be chosen in such a way that is contains all letters that appear infinitely often in ξ.
If, in addition, T is complete and reversible, then we already have that the orbit Q * •v ω is finite.
Proof. Let Q * • ξ = {ξ 0 , . . . , ξ n−1 } where we choose ξ 0 = ξ and let u i,ℓ be the prefix of ξ of length ℓ. Our goal is to obtain an index set of infinite size L with either q ·u i,ℓ = q ·u i,ℓ ′ or · u i,ℓ and · u i,ℓ ′ both undefined on q for all i ∈ {0, . . . , n − 1}, all q ∈ Q and all ℓ, ℓ ′ ∈ L.
We start by choosing some state q ∈ Q. There are two cases: either all · u 0,ℓ with ℓ ∈ N are defined on q or there is some smallest ℓ ⊥ ∈ N such that · u 0,ℓ ⊥ is undefined on q. In the former case, there must be some state p ∈ Q which appears infinitely often in the sequence (q · u 0,ℓ ) ℓ∈N and we define L q as the corresponding sequences of positions such that q · u 0,ℓ = p for all ℓ ∈ L q . In the latter case, we choose L q = {ℓ | ℓ ≥ ℓ ⊥ }. In either case, we have q · u 0,ℓ = q · u 0,ℓ ′ or that · u 0,ℓ and · u 0,ℓ ′ are both undefined on q for all ℓ, ℓ ′ ∈ L q .
Continuing with the next state q ′ ∈ Q, there must be an infinite subset of L q such that q · u 0,ℓ = q · u 0,ℓ ′ (or both undefined) and q ′ · u 0,ℓ = q ′ · u 0,ℓ ′ (or both undefined) for all ℓ, ℓ ′ ∈ L q ′ . Thus, repeating the argument |Q| times, we obtain an infinite set of indices L 0 such that q · u 0,ℓ = q · u 0,ℓ ′ (or both undefined) for all ℓ, ℓ ′ ∈ L 0 and all q ∈ Q. If we continue the process for all i with 0 < i < n, we end up with an infinite set L = L n such that q · u i,ℓ = q · u i,ℓ ′ or · u i,ℓ and · u i,ℓ ′ both undefined on q for all i ∈ {0, . . . , n − 1}, all q ∈ Q and all ℓ, ℓ ′ ∈ L, as desired.
We now choose two elements ℓ < ℓ ′ from L (for example, the two smallest ones). Every ω-word ξ i ∈ Q * • ξ can be factorized into ξ i = u i v i ξ ′ i where u i is of length ℓ and u i v i is of length ℓ ′ . For q ∈ Q and i ∈ {0, . . . , n − 1}, we now have that q • is either undefined on u i v ω i or that
where j is determined by q • ξ i = ξ j . In other words, all elements of the orbit Q * • u i v ω i are of the form uv ω with u ∈ Σ ℓ and v ∈ Σ ℓ ′ −ℓ . As there are only finitely many such words, the orbit is finite. Since we can choose ℓ and ℓ ′ arbitrarily, we may assume that ℓ ′ is large enough so that v 0 contains every letter that appears infinitely often in ξ = ξ 0 . Next, assume that T is, additionally, complete and reversible. Then, · u is a bijection for every u ∈ Σ * (see Fact 2.0.3; we only need that it is a bijection on Q here, though).
We show that, for every i ∈ {0, . . . , n − 1} and every q ∈ Q, there is some j ∈ {0, . . . , n − 1} with p • v i = v j ; from this follows that every v ω i has finite orbit. Since · u i is a bijection on Q, there is some state p ∈ Q with q = p · u i and we have
for j determined by p • ξ i = ξ j . Thus, we have q
Interestingly, the result about words with finite orbit in Proposition 4.0.1 can be combined with Theorem 3.4.7 from above to obtain a result stating that many orbits in groups generated by reversible but not bi-reversible G-automata are infinite.
Corollary 4.0.2. Let T = (Q, Σ, δ) be a reversible but not bi-reversible G-automaton and let Γ ⊆ Σ denote the set of states in the dual automaton ∂T belonging to a non-bireversible connected component.
Then, every ξ ∈ Σ ω which contains at least one letter from Γ infinitely often has infinite orbit: |Q * • ξ| = ∞.
Proof. Suppose to the contrary that there is some ξ ∈ Σ ω with finite orbit such that ξ contains a letter a ∈ Γ infinitely often. Then, by Proposition 4.0.1, there is some w ∈ Σ + with w = w 1 aw 2 for some w 1 , w 2 ∈ Σ * such that the orbit of w ω = w 1 (aw 2 w 1 ) ω is finite. However, from Theorem 3.4.7 follows that all words of the form u(av) ω must have infinite orbit; a contradiction.
The previous corollary directly implies that no infinite word has a finite orbit under the action of a reversible but not bi-reversible G-automaton with a connected dual:
Corollary 4.0.3. Let T = (Q, Σ, δ) be a reversible but not bi-reversible G-automaton whose dual ∂T is connected. Then, every ω-word ξ ∈ Σ ω has an infinite orbit Q * • ξ.
Proof. Obviously, all letters from Σ belong to a non-bi-reversible connected component of the dual. Therefore, any ξ ∈ Σ ω must, in particular, contain at least one of them infinitely often and the result follows from Corollary 4.0.2.
In the general case, however, the existence of an ω-word with finite orbit does not imply the existence of a periodic ω-word with finite orbit. where id acts as the identity. Furthermore, let Q be the state set of the inverse of T and define Q = Q ∪ Q as its (disjoint) union with Q.
Then, there exist an (ultimately periodic) ω-word ξ ∈ Σ ω with finite orbit Q * • ξ but every periodic ω-word u ω with u ∈ Σ + has an infinite orbit Q * • u ω .
Proof. Let ξ = 1 ′ 0 ω and ξ ′ = 0 ′ 0 ω . It is easy to see that p • ξ = ξ, p • ξ ′ = ξ ′ , q • ξ = ξ ′ and q • ξ ′ = ξ. Thus, we have Q * • ξ = {ξ, ξ ′ }, which is finite.
To see that the orbit of every periodic word is infinite, let u ∈ Σ + be arbitrary. We distinguish two cases: u ∈ {0, 1} + or u contains a 0 ′ or a 1 ′ . For the first case, observe that we obtain the adding machine (see Example 2.0.5) if we remove the state q and the letters 0 ′ and 1 ′ from T . Thus, for u ∈ {0, 1} + , the orbit of u ω is infinite; in fact, we already have |p * • u ω | = ∞.
In the other case, we can factorize u = u 0 a 1 u 1 a 2 . . . a n u n with a 1 , a 2 , . . . , a n ∈ {0 ′ , 1 ′ } and u 0 , u 1 , . . . , u n ∈ {0, 1} * . Similarly to the other case, we observe that we obtain the adding machine (with letters 0 ′ and 1 ′ ) from T if we remove the state p and the letters 0 and 1. Thus, we have |q * • (u ′ ) ω | = ∞ where u ′ = a 1 a 2 . . . a n is obtained by removing all letters in {0, 1} from u. By the construction of the automaton, reading any of the blocks u i ∈ {0, 1} does not change the state as long as we are in q or in id. Therefore, it follows easily that q * • u ω and, thus, the orbit of u ω remain infinite.
By Corollary 3.1.9, the question of whether a given (complete) S-automaton admits a word with an infinite orbit or not is equivalent to the finiteness problem for automaton semigroups and, thus, undecidable [11] . Using Theorem 3.4.7, we can show a dual result: checking the existence of an ω-word with a finite orbit is undecidable, even for complete and reversible S-automata.
Proposition 4.0.5. The decision problem
Input: a complete and reversible S-automaton T = (Q, Σ, δ) Question: is there an ω-word ξ ∈ Σ ω such that |Q * • ξ| < ∞? is undecidable.
Proof. By [7, Theorem 1] , the problem
Input:
a G-automaton T = (Q, Σ, δ) Question: is there a state sequence q ∈ Q + such that q • is the identity? is undecidable. We reduce this problem to the one in the proposition by taking the dual automaton. Obviously, the dual of a G-automaton is complete and reversible. Now, suppose that there is some q ∈ Q + such that q • is the identity. Then, q •, in particular, has torsion. By Theorem 3.4.1, this implies that ← − q ω has a finite orbit under the action of the dual.
If, on the other hand, there is some word with a finite orbit under the action of the dual, then, by Proposition 4.0.1, this implies that there already is some periodic word q ω with q ∈ Q + with finite orbit. Again, by Theorem 3.4.1, this implies that ← − q • has torsion in the group generated by the original automaton. In other words, there is k ≥ 1 such that ← − q k • is the identity.
