We derive effective wall-laws for Stokes systems with inhomogeneous boundary conditions in three dimensional bounded domains with curved rough boundaries. No-slip boundary condition is given on the locally periodic rough boundary parts with characteristic roughness size ε and boundary data is assumed to be supported in the nonoscillatory smooth boundary.
Introduction
Rough boundary problems have many practical applications in aerodynamics, electromagnetism, hydrodynamics and hemodynamics, etc. Direct numerical computation around rough boundaries is usually out of reach for the time being since the problems have both macroscopic and microscopic scales and hence need lots of computational burden. Therefore one usually changes the boundary condition on rough boundary with a new boundary condition on a regularized fictitious boundary close to the rough boundary, that is so-called a wall-law. For viscous fluid flows, no-slip boundary condition at the rough wall is replaced by a type of Navier slip boundary condition, Navier walllaw, at the fictitious boundary. The derivation of Navier wall-laws are also important for shape optimization of roughness for better drag reduction since the procedure of shape optimization for drag reduction requires to know a priori the Navier's coefficient in the slip boundary condition.
In this article we study effective wall-laws for the Stokes system
where Ω ε ⊂ R 3 is a bounded and simply connected domain and its sufficiently smooth boundary ∂Ω ε consists of a nonoscillatory part and a rough part formed by locally periodic microscopic rugosities of characteristic size O(ε). Boundary data is assumed to be supported in the nonoscillatory part of ∂Ω ε . There is a number of papers dealing with effective wall-laws for Stokes and Navier-Stokes equations, see e.g. [2, 3, 5, 7, 9, 10, 20, 21, 22, 23, 28] and the references therein for the case of periodic roughness and [11, 19] for the case of nonperiodic random roughness. Moreover, one can find results concerning explicit or implicit wall-laws for Poisson equations, see, e.g. [1, 6, 8, 12, 13, 14, 15, 16, 25, 26, 29] . Here, we note that the Poisson equations describe simplified flows which are uniform in longitudinal direction. The main techniques used to derive effective wall-laws are domain decomposition and multiscale asymptotic expansions.
Most rough boundaries we meet in reality are curved boundaries, and for practical applications, results of flat rough boundaries may be applied to curved rough boundary problems with small curvature to some extent. However, if the curvature is considerably large, for more accurate analysis near the rough surfaces and for determination of micro-roughness shape giving better performance of drag reduction, the curved rough boundary must be considered as it is. We note that most of above mentioned references concern the flat rough boundaries, while for references dealing with wall-laws for curved rough boundaries, we refer to e.g. [1, 25, 26, 29] . In a pioneering work [1] a first order wall-law for the Poisson equation in a ring with many small holes near the outer boundary was obtained using domain decomposition techniques. Later, in [25, 26] , first and second order wall-laws for Poisson equations in general two-dimensional annular domains with curved rough boundaries were obtained by combining techniques of domain decomposition and two-scale asymptotic expansions. We note that two-dimensional problems correspond to the case where longitudinal grooves form rough surfaces.
Wall-laws for multi-dimensional Poisson problem over curved rough boundary were obtained in [29] . More precisely, for Poisson problem with homogeneous Dirichlet boundary condition on curved compact boundary with locally periodic roughness on it the authors constructed suitable approximations of O(ε 3/2 )-order in L 2 -norm and O(ε)-order in energy norm based on analysis of a boundary layer cell problem. Then, a wall-law with the same order of error estimates as the approximations in interior domains was derived.
We refer to a review article [27] for more details on the derivation and analysis of wall laws of fluid flows.
Motivated by [29] , in this article we address derivation of wall-laws for inhomogeneous boundary value problem for the Stokes systems (1.1) over curved rough boundaries. We note that the system (1.1) may be used to analyze exterior fluid flows, if the boundary has two components and boundary data is supported only in outer non-oscillatory boundary part. Furthermore, if the rough boundary part and non-oscillatory boundary part are adjacent, the system (1.1) may be used for local analysis of fluid flows near a curved rough surface that can be a part of boundary of any type of objects.
To achieve our goal, first, we analyse a boundary layer cell problem depending on the geometry of the fictitious boundary and roughness shape, that is elliptic in the sense of Agmon, Douglis and Nirenberg, see (BL) i λ,x ′ in subsection 3.2, by using technique of Fourier series expansion. Then we construct boundary layer approximations of O(ε 3/2 )-order in L 2 -norm and O(ε)-order in energy norm using the orthogonal tangential vectors and normal vector on the fictitious surface. Using these approximations we obtain an effective Navier wall-law which is shown to be irrespective of the choice of the orthogonal tangential vector fields and has error of O(ε 3/2 )-order in L 2 -norm and O(ε)-order in W 1,1 -norm. The main theorems of the paper are Theorems 3.20, 3.22 and 3.24. Dealing with the Stokes system, we are encountered with additional difficulties compared to the Poisson problem, which are mainly related to the difference between vectorial and scalar case as well as the structural complicatedness of the Stokes system over Poisson equation. The main difference from the case of scalar Poisson equation is that for the construction of the approximations and wall-laws we need to consider curvilinear systems of tangential vectors and normal vector on the fictitious surface; we should take careful observations of dependence of approximations on the local curvilinear system. Moreover, due to inhomogeneous boundary condition, we need some sophisticated techniques using cut-off functions in construction and estimates of boundary layer approximations so that artificial vertical layer flows around the nonoscillatory boundary part could not be generated thus ensuring the required approximation order near the edge between nonoscillatory and oscillating parts of boundary.
For simplicity we consider the case of spacial dimension n = 3, but the result of the paper can be directly extended to the case of n > 3 without essential change. This paper is organized as follows. In Section 2 we describe the rough domain considered in the paper and give the main notations. Section 3, the major part of the paper, consists of several subsections. Estimates of Dirichlet wall-law are given in subsection 3.1 and a boundary layer cell problem is analyzed in subsection 3.2. Subsections 3.3 and 3.4 concern the construction of local and global boundary layer correctors, respectively. In subsection 3.5 boundary layer approximations are constructed and an effective Navier wall-law with higher order error estimates is derived. Finally, in Appendix we give a refined analysis for divergence problem ensuring the estimate constant for a solution of divergence equation in our rough domain being independent of micro-roughness size ε.
Domains with rough boundaries and main notations
We give description on the rough domain and notations. The domain Ω ε ⊂ R 3 is bounded with its boundary ∂Ω ε consisting of rough part Γ 0 and nonoscillatory smooth part Γ 1 , i.e.,
where Γ 1 is closed and Γ 0 consists of finite locally ε-periodic oscillating parts with microscopic size ε. The domain Ω ε is divided into Ω and Ω ε \ Ω by an open and nonoscillatory sufficiently smooth surface Γ (fictitious boundary) such that Γ is at the distance of O(ε) from Γ 0 and ∂Ω = Γ ∪ Γ 1 , Γ ∩ Γ 1 = ∅. If Γ and Γ 1 are adjacent, we assume ∂Ω ∈ C 0,1 . Denoting by ν(x ′ ) the outward normal vector for Ω at x ′ ∈ Γ, suppose that there is some positive δ = O(1) such that the mapping
is diffeomorphism. Moreover, suppose that there are some bounded open sets
is a chart of Γ and the rough surface Γ 0 is expressed by
where γ i ≥ 0 defined in U i × R 2 is (1, 1)-periodic with respect to the second variable and may take multi-values. In this sense the rough boundary part Γ 0 is locally ε-periodic. In addition, let
and put
It is natural to assume that Ω ε can be expressed as a type of domain
where
for each j ∈ {1, . . . , M }. We assume further that each G (j)
k , k = 0, . . . , m j , j = 1, . . . , M , is a star-shaped domain with respect to some ball of radius R (j) k and k . These additional assumptions will guarantee that the estimate constant for a solution of divergence equation is independent of ε, see Appendix.
For consideration of inhomogeneous boundary condition we use the notation for Γ ′ and Ω 0 as Γ ′ ≡ Γ and Ω 0 ≡ Ω if Γ and Γ 1 are components of ∂Ω, and, if Γ and Γ 1 are adjacent,
and Ω 0 is a sufficiently smooth domain satisfying
As usual, N is the set of all natural numbers, N 0 = N ∪ {0}, and Z is the set of all integers. For a domain G ⊂ R n its closure is denoted byḠ and its boundary by ∂G. We do not distinguish between spaces of scalar-and vector-, or even tensor-valued functions as long as no confusion arises. For Lebesgue, Sobolev spaces on a domain or boundary we use standard notations
and H −1 the dual of H 
Effective wall-laws for the Stokes system
Let us assume for the data of (1.1) that
It is well known, cf. e.g. [17] , that the system (1.1) has a unique solution {u
Dirichlet wall-law
Consider the approximation of the system (1.1) as
3)
The system (3.3) has a unique solution {u,
Proof. For x ′ ∈ Γ let l(x ′ ) and l 0 (x ′ ) be the distances from x ′ to the intersection points of the outer normal line at x ′ for Ω with ∂Ω 0 \ Γ 1 and Γ 0 , respectively. Letφ be extension of ϕ by 0 to Γ δ \ Γ ε δ . Then we get by ϕ| Γ0 = 0 and Minkowski's inequality that
Then, by Hölder inequality one gets
The estimate of ϕ L 2 (Γ) can be obtained in the same way. Thus, (3.5) is proved. Let us prove (3.6). Letφ ∈ H 2 (Ω ε ∪ Γ δ ) be an extension of ϕ satisfying
with constant C > 0 independent of ε. The existence of such an extension is guaranteed by Sobolev extension theorem. Note that, due to the continuous embedding
with an embedding constant independent of ε and (3.8), one has ∂φ ∂x 3
Consequently, we can proceed in (3.7) as
Combining this inequality with (3.7) yields the required estimate for ϕ L 2 (∂Ω0\Γ1) in (3.6). The estimate of ϕ L 2 (Γ) in (3.6) can be obtained in the same way. Thus, the proof of the lemma is complete. ✷
We have the following theorem on the error estimate for the zeroth order approximation system (3.3).
Theorem 3.2 Let u
ε be the solution to (1.1) and letũ,p be extensions of u, p by 0 to Ω ε , respectively. Then,
Proof. Let v = u ε −ũ and s = p ε −p. Then, obviously, v ∈ H 1 0,σ (Ω ε ) and for any ϕ ∈ H 1 0,σ (Ω ε ) we have using integration by parts that
where (·, ·) denotes either L 2 -scalar product or duality paring between H −1 and H 1 0 . By Poincaré's inequality one has
and, by Lemma 3.1 and (3.4),
Therefore, the first inequality of the theorem is proved. Let us prove the second inequality of the theorem. Let A be the Stokes operator in
where P is the Helmholtz projection of
cf. [32] . Fix any ϕ ∈ D(A). Then, from (3.9) one has
Note that, by Lemma 3.1, (ii) and (3.4),
Therefore, in view of (3.10), (3.11), we get
, which yields the second inequality of the theorem since the range of A is L 2 σ (Ω ε ). The proof of the theorem is complete. ✷
Boundary layer analysis
In order to derive a wall-law of higher order approximation for (1.1) we analyze the boundary layer near the rough boundary. For x ∈ Γ δ,i let
(see Section 2 for ϕ i ).
Based on the expression of gradient ∇ x , divergence div x and Laplacian ∆ x with respect to the coordinate x, that is,
where D x Φ i is Jacobian matrix for Φ, we introduce matrices A i (x), B i (x) as
Note that
Then we formulate the boundary layer cell problem (BL) i λ,x ′ with parameter x ′ ∈ U i and λ ∈ R 3 :
Here Z BL denotes the semi-infinite cylinder {(y
is the jump at S = (0, 1) × (0, 1) × {0}. In this subsection the unit vector in the direction of y l -axis is denoted by e l for l = 1 ∼ 3.
We assume w.l.o.g. that
λ,x ′ formally with ϕ ∈ V, one gets the equality Proof. Note that, by Poincaré's inequality,
where and in what follows Z + BL = {y ∈ Z BL : y 3 > 0}. Thus, by Lax-Milgram's lemma we get the conclusion. ✷ We give a variation of De-Rham's lemma without proof, that can be easily proved using standard techniques.
Lemma 3.5 Let a matrix B be nonsingular and suppose that h ∈ H −1 (Z BL ) satisfies 
(m) (Z BL ) such that {β, ω} solves the first equation of (BL) i λ,x ′ . On the other hand, one can easily verify that the first and second equations of (BL) i λ,x ′ form an elliptic system in the sense of Agmon, Douglis and Nirenberg. Then, by the interior regularity for solutions to ADN elliptic systems (cf. [4] , Theorem 10.3), we get
Moreover, it follows that {β, ω} satisfies the fourth equation of (BL)
and
one gets that for any Lipschitz subdomain G of
loc (∂G) where n is the outward normal vector at the boundary ∂G, see [32] or [17] . Now, testing the first equation of (BL) 
The next theorem shows behavior of solutions to (BL) i λ,x ′ near the interface S and for y 3 → −∞.
and 19) and C depends on the boundedness constants of Dϕ i , Dϕ
and l and r .
Proof. We rely on Fourier expansion techniques. We shall write A = A i , B = B i for simplicity. Let A = (a jl ) j,l=1∼3 . Due to Remark 3.7, we may assume w.
In view of the definition of the solution to (BL)
and Remark 3.6, we get that
and that β, ω as functions of
formed by all (1,1)-periodic functions. Hence we have Fourier expansions of β, ω such that
where Fourier coefficients
) are vector and scalar functions in y 3 , respectively. Then, using a 3j = a j3 = 0 (j = 1, 2), a 33 = 1 we get for
Here, without loss of generality we may regard
On the other hand, div y (B T β) = 0 implies
0 . Thus, we get the following system of ordinary equations for each given m ∈ Z 2 :
In particular, for m = (0, 0) we have
Now let us determine {β, ω} for y 3 > 0. From the jump condition [
By (3.23), for y 3 ∈ (0, 1) we have
Moreover, in view of (3.26) we have (3.25) for |m| ≥ 1, y 3 ∈ (0, 1) as well. Thus, we get that c m , d m are defined for all y 3 ∈ (−∞, 1) and
where c
By (3.28), for all y 3 < 1 we have
where the constant c > 0 depends on the boundedness constants of Dϕ i , Dϕ
Hence, in view of (3.28), (3.29), (3.24), we get that β − c (0,0) , ω − d (0,0) are infinitely differentiable in U i × Z BL and by Parceval's equality that
and, in view of (3.29), (3.27) , that
In the same way, using the expression (3.20), (3.28), we get for l ∈ N 3 0 with | l| ≥ 1 that 32) and that with constant c > 0 depending on the boundedness constants of Dϕ i , Dϕ
and l. In particular, (3.30) ∼ (3.33) imply that
Thus, (3.17) for | m| = | k| = 0 is proved. In order to prove (3.18) for | m| = | k| = 0, consider a smooth domain Z 0 expressed by Fig 3. 2 (b). By the above proved regularity, periodicity and continuity at y 3 = 0 of β, it follows that the trace of β on ∂Z 0 belongs to W 1−1/r,r (∂Z 0 ) for any r ∈ (1, ∞). Therefore, by well-known theory of existence of solutions to inhomogeneous boundary value problems to ADN elliptic systems, see [4] ,
Hence, (3.18) for | m| = | k| = 0 holds true. Now, let us show for all k ∈ N 2 0 with | k| ≥ 1 and l ∈ N 3 0 with | l| ≥ 1 that
Differentiating the variational equation (3.14) in x j , we get a new variational equation with the unknown D xj β and additional external force terms which are exponentially decreasing. More precisely, we get
Then, D x j ∇ y β ∈ L 2 (Z BL ) and (3.35) for | k| = 1 follow in the same way as above using LaxMilgram's lemma and Theorem 3.4. Then, repeating the above argument, (3.35), (3.18) and hence (3.17), (3.18) for for | k| > 1, | m| = 0 follows in view of (3.30), (3.32) and
Next let us prove (3.17),(3.18) for | m| ≥ 1. By the end of this subsection we use notation
where λ = λ 1 e 1 + λ 2 e 2 + λ 3 e 3 . Hence, by already proved conclusion of the theorem for | m| = 0 we get the conclusion for | m| = 1. For the case | m| > 1 (3.17) is proved since
The proof of the theorem is complete. ✷ Remark 3.9 From Theorem 3.8 and its proof one can infer the following facts:
In particular, for | m| > 1
(iii) All the constants have the order of O(λ) by the linearity of the problem (BL) is negatively definite.
and, consequently, c lk = c kl . By the linearity of (BL)
It follows by uniqueness of solution to (BL) i λ,x ′ that the equality in the above inequality holds if and only if λ = 0. Therefore the matrixC bl i is negatively definite. Thus, the proof is complete. ✷
Local boundary layer corrector
Using the result of boundary layer analysis, we construct a local boundary layer corrector in Γ ε δ,i
whereβ i is defined by (3.19) using the solution
is tangential on Γ by (3.38).
Proof. Fix any i ∈ {1, . . . , N }.
-Proof of (i): By chain rule, for j = 1 ∼ 3 we get Note that ρ(x) = x 3 . Therefore the first estimate of (i) for | k| = 1 is proved. The first estimate of (i) for the cases | k| > 1 can be obtained by differentiating (3.42) repeatedly.
The second estimate of (i) follows by (3.42) and (3.18) of Theorem 3.8 in view of
where matrices R(x ′ , x 3 ) and S(x ′ , x 3 ) satisfy
see (3.13) . Therefore, in view of the expression of ∆ x , see (3.12), one can get for x ∈ Γ ε δ,i that
as in the proof of Theorem 5.1 in [29] . By Theorem 3.8 and
the moduli of the second and third terms in the right-hand side of (3.45) are estimated by
in view of (3.43). Now let us expand the first term in the right-hand side of (3.45). Direct calculation yields
(3.46)
By Theorem 3.8 and (3.37) from the second to fourth terms in the right-hand side of (3.46) are estimated by ε
On the other hand, it follows from (3.12), (3.44) that
Hence we get that
By Theorem 3.8 the sum from the second to fourth term in the bracket of the right-hand side of (3.49) equals O(e
1/r . Now, subtracting (3.49) from (3.47) yields the conclusion of (ii).
-Proof of (iii): Using the fact that divergence of a vector field is independent of the choice of orthogonal coordinate system, we get by Theorem 3.8 that
where (β i,1 ,β i,2 ,β i,3 ) ≡β i . Thus, by the same argument as in the proof of (ii) we get the conclusion.
-Proof of (iv):
-Proof of (v): (v) is obvious from definition ofβ ε,λ i . ✷
Global boundary layer corrector
In this subsection, a global boundary layer corrector is constructed using cut-off functions for Γ and local boundary layer correctorsβ
. . , N, be cut-off functions such that
is the open covering of Γ introduced in Section 2. Let 
given by (3.41). Then,
and c bl,λ is tangential on Γ.
Lemma 3.12 (i) It holds
(ii) It holds
Proof. -Proof of (i):
Hence, by Lemma 3.11 we get the conclusion (i).
-Proof of (ii): Direct calculations yield that
+ derivatives ofβ ε,λ i up to first order multiplied by ε + zeroth derivative terms ofω ε,λ i . Thus, from Lemma 3.11 (ii) we get the conclusion (ii).
-Proof of (iii):
The conclusion (iii) follows directly from Lemma 3.11 (iii) since -Proof of (iv):
The conclusion (iv) is obvious sinceψ i (x), x ∈ Γ δ , depends only on tangential variables of Γ and hence ∂ ∂νψ i (x) = 0 . ✷
Construction of first order approximations and Navier wall-laws
The global boundary layer corrector constructed above rapidly decreases with exponential decay rate going from Γ to the interior of Ω. Using the corrector we construct higher order approximations for the real solution u ε . Then, we derive an effective Navier wall-law. Let us fix a vector field λ (l) ∈ C ∞ (Γ) 3 , l = 1 ∼ 3, on Γ with
see (3.50), and let c lk (
Then, by Lemma 3.10 the matrix c bl (x ′ ) for all x ′ ∈ Γ is negatively definite and c bl ∈ C 1 (Γ). The extension of c bl by zero matrix on Γ 1 is denoted again by c bl . Let us take a function Ψ ∈ C 1 (Γ) and its extensionΨ ∈ W 1,∞ (Γ ε δ ) such that
if Γ and Γ 1 are components of ∂Ω. If Γ and Γ 1 are adjacent, then we take a function
In order to take a suitable extensionΨ of Ψ onto Γ 
with some constant k > 0. Then we choose a functionΨ such that
Here the constant K depends on δ, Γ. Obviously,
Lemma 3.13 Let q > 2 if Γ 0 and Γ 1 are components of ∂Ω ε (equivalently, Γ and Γ 1 are components of ∂Ω) and q > 3 if Γ 0 and Γ 1 are adjacent (equivalently, Γ and Γ 1 are adjacent). Then, for all v ∈ W 1,q (Γ ε δ ) the following inequality holds:
Proof. The proof for the case where Γ 0 and Γ 1 are components of ∂Ω is trivial. Let Γ 0 and Γ 1 be adjacent. Then, in view of the construction ofΨ we get that
. The second term in the right-hand side of (3.56) is estimated as
using Hölder's inequality and Sobolev embedding theorem, and the third term as
using Poincaré's inequality. Finally, the fourth term in the right-hand side of (3.56) is estimated as
with the help of Sobolev embedding
be respectively some extensions of ∂u ∂ν | Γ , p| Γ given by a linear bounded extension operator from
(3.57)
The existence of such extension operator can be shown by Sobolev extension theorem using the assumption on Γ. In the sequel, we use the notation
where ∂uτ ∂ν denotes the ν-directional derivative of
∂ν − u ν = 0 in view of the solenoidal condition for u and u| Γ ′ = 0. We put χ := 3 l=1 χ l λ (l) . We construct a correction η ε rapidly oscillating in a neighborhood of Γ by
Note that the function η ε after extended by 0 to Ω ε belongs to W 1,q (Ω ε ). Moreover, if q ≥ 2 is given as in Lemma 3.13, then by (3.57) and Sobolev embedding theorem one has
(3.60)
In order to construct a non-oscillating correction, consider the following problem:
where and in what follows
The system (3.61) has a unique weak solution {η, ζ} ∈ W 1,2 (Ω) × L 2 (m) (Ω) since the boundary data for η belongs to H 1/2 (∂Ω), and, in view of (3.51), (3.60), we have
provided q is given as in Lemma 3.13. Let us construct a correctionη ε non-oscillating in a neighborhood of Γ bȳ
Note that div (η ε + η ε ) = 0, in general, and (η ε + η ε )| ∂Ω ε = 0 in view of Lemma 3.11 (v) and Remark 3.9 (iv).
Lemma 3.14 The vector c bl ∂uτ ∂ν on Γ defined by (3.62) and the approximationsη ε and η ε defined by (3.64), (3.59), respectively, are independent of the choice of orthogonal tangent vector fields on Γ.
Proof: Let {λ (1) , λ (2) } and {ξ (1) , ξ (2) } be different curvilinear systems of orthogonal tangential vector fields on Γ. For x ′ ∈ Γ we denote the rotational matrix from {ξ
Let C = (c ij ) and D = (d ij ) denote the 2×2 matrices defined by (3.54) corresponding to {λ (1) , λ (2) } and {ξ (1) , ξ (2) }, respectively. When A j , B j , j = 1, 2, are two dimensional vectors, we use short notation
Then, it is easily seen that
Note that C bl (Λ) = N C bl (Ξ) holds by the linearity of c bl (x ′ , λ) w.r.t. λ. Hence, in view of
Here, the first component of the vector C bl (Ξ) :
In the same way, one can check that the second component of
). Thus c bl ∂uτ ∂ν and henceη ε are irrespective of the choice of tangential vectors.
Next, in order to get the conclusion for η ε , it is enough to prove
for all i = 1, . . . , N in view of the construction of η ε (see (3.59), (3.58), (3.52), (3.50) and (3.39)). This equality follows directly by inserting λ Proof. For a vector v ∈ R 3 , let v j denote the j-th component of v. For any ϕ ∈ D(Ω) 3 , j = 1 ∼ 3, using integration by parts we have
Here, in view of ϕ| ∂Ω ε = 0 and boundary condition in (3.61),
Hence, by (3.63), (3.60) we have
by denseness argument. Thus the lemma is proved. ✷ 
Proof.
-Proof of (i):
By (74) of [29] , one has
leading to
Here,
which completes the proof of (i).
-Proof of (ii):
See page 498. of [29] . ✷
Lemma 3.18 Assume for q the same as in Lemma 3.13. Then, for function η ε defined by (3.59) it holds
where (ii) is estimated by
(3.67) using (3.60) and (3.4) . On the other hand, we have
68) where
by Lemma 3.16 (i), (3.60), Lemma 3.12 (i) and Poincaré's inequality. On the other hand, by Lemma 3.12 (iv) the first term in the right-hand side of (3.68) is expanded as follows:
Here we used that
The last two terms in the right-hand side of (3.70) are shown to be equal to
by Lemma 3.12 (i), (ii), Lemma 3.16 (i) and (3.60).
Let Γ \ Γ ′ be nontrivial (q > 3 in this case). Since the width of two-dimensional annular disc Γ \ Γ ′ is O(ε) and ϕ = 0 on its outer boundaryΓ ∩ Γ 1 , we get by Poincaré's inequality
Consequently, by Sobolev embedding theorem in view of q > 3 we have
The proof of the lemma is complete. ✷ Lemma 3.19 Assume for q as in Lemma 3.13. Then the inhomogeneous boundary value problem
has a unique weak solution {w
, where the constant C is independent of ε. This fact follows by Appendix, Lemma A.1 and Lemma A.2 using the assumption (2.2) on Ω ε that Ω ε can be expressed by sum of several rough domains G (j)ε where G (j)ε , j = 1, . . . , m, is again a sum of one "main" macroscopic star-shaped domain and many microscopic O(ε)-size star-shaped domains, i.e.,
Then, it is standard to show the existence of unique weak solution {w ε , r ε } to the problem (3.72) such that ∇w
By the way, we get
74) from (3.59), Lemma 3.12 (iii) and (3.60).
Thus, the proof comes to end. ✷ Now we can prove the following theorem on the error estimates of first order approximation for u ε .
Theorem 3.20 Assume for q the same as in Lemma 3.
2,q (Ω 0 ) be the solution to (3.3). Then, the estimates
hold true.
where w ε is the solution to the system (3.72) andη ε , η ε are defined by (3.61), (3.59), respectively. Then, we have
(3.78) By Lemma 3.18, Lemma 3.15, (3.73) and (3.4), the sum of the first four terms in the right-hand side of (3.78) is equal to
Moreover, by Poincaré's inequality the fifth term in the right-hand side of (3.78) is estimated by
and the sixth term by
using Sobolev embedding theorem and |Ω 0 \ Ω| ≤ O(ε 3 ). Therefore, if we prove
then we get
and hence (3.75) by Lemma 3.19. We need to consider only the case where Γ and Γ 1 are adjacent. Note that q > 3 in this case. It follows from the construction of Ψ and (3.71) that
Hence, we get (3.79) due to (3.4) and (3.75) is proved. Next, in order to prove (3.76), we use the idea of [29] . Let
Then, by Poincaré's inequality and already proved (3.75) we have
Therefore, for the proof of (3.76) we only need to estimate
be the unique solution to the Stokes problem
Note that the estimate (3.5) in Lemma 3.1 holds for Ω ′ as well. Hence, it follows from z| ∂Ω ε = 0 and (3.75) that
Therefore the second term in the right-hand side of (3.82) is estimated by
Let us get estimate of the first term in the right-hand side of (3.82). Obviously, we have
By Lemma 3.12, β ε,l , −ε∆β ε,l + ∇ω ε,l , ε∇β ε,l , ω ε,l in the right-hand side of (3.83) decays at the rate of e −αρ(x)/ε near Γ. Therefore, by Lemma 3.16 (ii), (3.60) and (3.4) we have
In the same way, using decay estimate of div β ε,l , l = 1 ∼ 3, given by Lemma 3.12 (iii), the integral of sdiv η ε can be estimated with the same order of O(ε 3/2 ). Thus we have
and hence (3.76) . ✷ Now, let us construct an effective Navier wall-law for the Stokes system (1.1) as follows: Remark 3.21 The Navier wall-law of (3.84) is irrespective of the choice of curvilinear systems of orthogonal tangential vectors on Γ due to Lemma 3.14.
Since the matrix c bl (x ′ ) is negatively definite and Ψ(x ′ ) ≥ 0 for all x ′ ∈ Γ, the problem (3.84) is well-posed and has a weak solution u ef f ∈ H 1 (Ω) by Lax-Milgram's lemma.
Theorem 3.22
Assume for q the same as in Lemma 3.13. Let u be the solution to (3.3) , and let η ε be defined by (3.64). Then,
Proof. Let v := u ef f − u −η ε . Then, v solves the system
For the associate pressure s we may assume without loss of generality that s ∈ L 2 (m) (Ω). Then,
Since ∇v, s ∈ L 2 (Ω) and div (∇v − sI) = 0, we get that
see [17] , Ch. 3, Theorem 2.2; cf. also [32] . By the same reasoning, for the solution {η, ζ} to (3.61) we have
Since the matrix Ψ(x ′ )c bl (x ′ ) for any x ′ ∈ Γ is invertible, it follows from the boundary condition of (3.85) that
Hence, by testing (3.85) with v in view of (3.86) and negativity of c bl , we have
.
(3.88)
Since u vanishes at the boundary of Ω 0 and the thickness of the annular disc
and, by trace theorem,
Therefore, it follows by complex interpolation
Consequently, the third term in the right-hand side of (3.88) is estimated using (3.86) as
(3.91) On the other hand, due to the construction of Ψ, the first term in the right-hand side of (3.88) is estimated as
cf. [24] , Ch.1, Theorem 11.3. This inequality can be extended to the case where R n + is replaced by Γ \ Γ ′ using diffeomorphism ϕ i between U i ⊂ R 2 and V i ⊂ Γ for i = 1, . . . , N . In particular,
of the set of all smooth functions vanishing on Γ ∩ Γ 1 . This inequality together with (3.90) with θ = 3/4 yields
Therefore, from (3.92) it follows that
by (3.86), (3.63) and (3.4) we get that 
which proves the first inequality of the theorem. Next, let us prove the second inequality of the theorem. Notice that (3.71) holds for v as well. Then, we get from the boundary condition on v, uniform negativity of matrix c bl (x ′ ) with respect to x ′ ∈Γ, (3.71) with v in place of ϕ and (3.89) that
In the right-hand side of this inequality, we get, in view of (3.86), (3.87) and (3.4) that
Therefore, by (3.63), (3.4) and (3.95) we have
then, in view of (3.96) and the first inequality already proved, we have the second inequality of the theorem. When Γ 1 is a component of ∂Ω, (3.97) is obvious from the property v L 2 (Ω) v L 2 (∂Ω) for a very weak solution to the Stokes system in Ω of C 2 -class (see e.g. [18] ). But, we can not claim
v L 2 (∂Ω) when Γ 1 and Γ are adjacent, since Ω is then C 0,1 -domain. In that case, let us choose a smooth subdomain Ω ′ ⊂ Ω which is obtained by cutting off a very small tube Ω \ Ω
Note that, the estimate constant C in the Sobolev inequality ϕ 6 ≤ C ∇ϕ 2 is invariant with respect to scaling transforms, and hence we have 
. Here, in the same way as the proof of Lemma 3.1, we can get estimate
using that Ω is a Lipschitz domain. Consequently, we have
and hence (3.97).
The proof of the theorem is complete. ✷ Lemma 3.23 Let q > 3. For η ε defined by (3.59) there hold
and ∇η (3.60) and Lemma 3.17, we have
Hence, (3.98) is proved in view of the construction of η ε , see (3.59).
O (1) holds by the construction of β ε,l , see (3.52), and (3.43) with r = 1. Hence it follows that
Thus, (3.99) is proved. ✷ By Theorem 3.22 and Lemma 3.23 we get the following theorem showing the error estimate for the obtained wall-law (3.84).
, q > 3, and let u ε and u ef f be the solutions to the systems (1.1) and (3.84), respectively. Then,
Remark 3.25 As seen above, the Navier-wall law derived in this work is independent of the choice of the orthogonal tangent vectors; it depends only on the geometry of the fictitious boundary Γ and roughness shape since the matrix c bl in (3.54) is constructed using boundary layers near the rough surface, which are determined by the boundary layer cell problems (BL) i λ,x ′ . It will be shown in the forthcoming papers [30, 31] that the results of boundary layer analysis given in §3.2 are still fundamental for derivation of effective wall-laws for Navier-Stokes equations over curved rough boundaries as well as for fluid flows around rotating bodies. For these problems, c bl , constructed in (3.54), will also be shown to be useful coefficient matrix to be involved in the effective wall-laws.
Remark 3.26
The result of the paper can be directly extended to the case of spacial dimension n > 3 without any nontrivial changes.
A Estimate for Divergence Problem div u = f
Divergence problem is one of the fundamental problems in the study of Navier-Stokes equations. In some references rigorous estimates for some solutions of the divergence problem is known, see e.g. [17] , Ch.III, Section 3. Unfortunately, however, the results of [17] do not guarantee that for our domain Ω ε given by (2.2) the estimate constants for solutions to divergence equation do not depend on the microscopic size ε. Therefore, in this appendix, we give a refined analysis for the dependence of the estimate constant for solution to the divergence problem in some specific domains.
Lemma A.1 Let a simply connected and bounded domain G of R n , n ≥ 2, be expressed as
where G k , k = 0, . . . , m, has cone-property and star-shaped with respect to some balls B(x k , R k ) of radius R k , and Proof: Since the existence for the problem (A.1) is already well-known, see e.g. [17] , Ch.III, Theorem 3.1, we shall show that the constant C in (A.2) is irrespective of m and diam(G k ), k = 0, . . . , m, and depends only on n, q and l. For k = 1, . . . , m let us define f k on G k by
|G k ∩G0| , and let f 0 := f − m k=1 f k . Obviously, supp f k ⊂ G k , G k f k dx = 0 for all k ∈ {0, . . . , m} and, denoting the extension by 0 of f k to G again by f k , we have f = m k=0 f k . Then, for k = 1, . . . , m using Hölder inequality and (a + b) q ≤c(q)(a q + b q ) for a, b ≥ 0 we get that
Using (A.3) we get that 
Thus, (A.2) is proved with C = c 0 (n, q, l)(2c(q)(1 +c(q) + l q−1 )) 1/q . ✷
In the next lemma we consider more general setting for the divergence problem.
Lemma A.2 Let a simply connected and bounded domain G of R n , n ≥ 2, be expressed as Proof: First, construct functions f j ∈ L q (G), j = 1, . . . , N , such that supp f j ⊂ G (j) ,
f (x) − a 1 for x ∈ G (1) ∩ G (2) , a 1 = 1 |G (1) ∩ G (2) | G (1) f (x) dx (A. 7) and for j = 2, . . . , N
Here and in what follows, G (0) = G (N +1) ≡ ∅ and hence in (A.8) we neglect the cases where G
(0) appears for j = 2 or G (N +1) appears for j = N . Denote the extension by 0 of f j , j = 1, . . . , N, to G again by f j . Then f j , j = 1, . . . , N, satisfy (A.6). In fact, it is clear that G (1) f 1 dx = 0, and for j = 2, . . . , N we have
Moreover, N j=1 f j = f can be easily checked in view of the recursive construction of f j , j = 1, . . . , N . Now, let us get estimate of f j L q (G (j) ) , j = 1, . . . , N . In view of B f (x) dx = G\B f (x) dx for any measurable set B ⊂ G, we get
using the same technique of Lemma A.1. In the same way, for j = 2, . . . , N − 1 we get that
dx ≤c(q) 1 + min{|
Thus, by the assumption of the lemma, for each j = 1, . . . , N the divergence problem (A.1) in G (j) with f j in the right-hand side has a solution u j ∈ W 1,q 0 (G (j) ) such that 
