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Abstract
Generalizations of identities for certain orthogonal functions due to Ellis–Gohberg (1992) and Ellis
(2011) are presented. The matrix-valued version of the Ellis identity is derived, and a more general 2 × 2
block matrix version is obtained. The latter contains the (matrix-valued versions of the) Ellis–Gohberg and
Ellis identities as sub-identities. Intertwining relations involving shifts are used systematically. This allows
us to derive the results in an ℓ2-setting rather than in an ℓ1-setting.
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1. Introduction
We split this introduction into four subsections. First we introduce some notation that will be
used throughout the paper. Next we review the relevant Ellis–Gohberg theorem from [4], and its
recent generalization obtained by Ellis in [3]. We proceed with the statements of our first two
main results (Theorems 1.3 and 1.4) and conclude with a description of the contents of the paper.
1.1. Notation
Let n be an integer, and r a natural number (i.e., a strictly positive integer). We shall need
the spaces ℓ2(Cr ), ℓ2−,n(Cr ) and ℓ2+,n(Cr ), and the associated canonical embeddings τ+r,n from
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ℓ2+,n(Cr ) into ℓ2(Cr ) and τ−r,n from ℓ2−,n(Cr ) into ℓ2(Cr ). These spaces and operators are defined
by
ℓ2(Cr ) =


...
x−1
x0
x1
...
 |
∞
j=−∞
∥x j∥2 <∞

, (1.1)
ℓ2−,n(Cr ) =


...
xn−2
xn−1
xn
 | n
j=−∞
∥x j∥2 <∞
 , τ
−
r,n

...
xn−2
xn−1
xn
 =

...
xn−1
xn
0
...
 , (1.2)
ℓ2+,n(Cr ) =


xn
xn+1
xn+2
...
 | ∞
j=n
∥x j∥2 <∞
 , τ
+
r,n

xn
xn+1
xn+2
...
 =

...
0
xn
xn+1
...
 . (1.3)
The entries xν are vectors in Cr . If r = 1, we shall omit (C1) and simply write ℓ2 in stead of
ℓ2(C1) and so on. The box in (1.1) denotes the entry in zero position.
By e+r,n and e−r,n we denote the canonical embeddings of Cr into ℓ2+,n(Cr ) and ℓ2−,n(Cp),
respectively. Thus
e+r,n =

ICr
0
0
...
 : Cr → ℓ2+,n(Cr ), e−r,n =

...
0
0
ICr
 : Cr → ℓ2−,n(Cr ). (1.4)
The natural (orthogonal) projections π+r,n from ℓ2(Cr ) onto ℓ2+,n(Cr ) and π−r,n from ℓ2(Cr ) onto
ℓ2−,n(Cr ) are defined by
π+r,n = (τ+r,n)∗, π−r,n = (τ−r,n)∗. (1.5)
Note that π+r,nτ+r,n and π−r,nτ−r,n are the identity operators on ℓ2+,n(Cr ) and ℓ2−,n(Cr ), respectively.
By definition the (inverse) Fourier transformx of x = col[x j ] j∈Z in ℓ2(Cr ) is the Cr -vector
valued function on the unit circle T with square summable entries defined byx(ζ ) =
j∈Z
ζ j x j , ζ ∈ T a.e.
In the sequel we shall omit the label “inverse” and simply write Fourier transform. We extend
the definition of the Fourier transform to a linear map y : Cs → ℓ2(Cr ) by using the following
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formula
y(ζ )u =yu(ζ ), ζ ∈ T, u ∈ Cs, a.e. (1.6)
Note that for each u ∈ Cs the vector yu belongs to ℓ2(Cr ), and hence yu is well-defined. Since
y is a linear map, it follows that the functiony in (1.6) is well-defined too. As usual a linear map
from Cs into Cr is identified with the r×s matrix that describes the action of the linear map with
respect to the standard bases of Cs and Cr . Thusy is an r × s matrix function on the unit circle.
This function is called the (inverse) Fourier transform of y. Again in what follows we omit the
label “inverse”. The entries ofy belong to the Lebesgue space L2(T). Conversely, if η is an r × s
matrix whose entries belong to the Lebesgue space L2(T), then η = y, where y : Cs → ℓ2(Cr )
is given by
y = col[yν]ν∈Z with yν = 12π
 π
−π
e−iνtη(ei t ) dt : Cs → Cr . (1.7)
As usual, yν is called the ν-th Fourier coefficient ofy.
For linear maps y : Cs → ℓ2+,n(Cr ) or y : Cs → ℓ2−,n(Cr ) the Fourier transforms are defined
in a similar way. It follows that
y(ζ ) = (τ+r,n y)(ζ ), y : Cs → ℓ2+,n(Cr ),y(ζ ) = (τ−r,n y)(ζ ), y : Cs → ℓ2−,n(Cr ).
In all three cases the Fourier transform is an r × s matrix function on the unit circle. The Fourier
transforms of the maps e+r,0 and e
−
r,0 defined by (1.4) are the matrix functions identically equal to
the r × r identity matrix Ir .
We shall also need the spaces ℓ1(Cr ), ℓ1−,n(Cr ) and ℓ1+,n(Cr ). These spaces are defined by
(1.1)–(1.3), respectively, replacing the number 2 by 1. Note that ℓ1(Cr ) ⊂ ℓ2(Cr ). The Fourier
transform y of an element y in ℓ1 = ℓ1(C) belongs to the Wiener algebra W on the unit circle,
and all elements inW are obtained in this way (see [7, Section XXIX.2] for the definition ofW).
Finally, the set of all r×s matrix functions on the unit circle with entries in the Wiener algebra
W is denoted by Wr×s . In other words, an r × s matrix function g on the unit circle belongs to
Wr×s if and only if g has an absolutely convergent Fourier series, that is, g(ζ ) = ν∈Z gνζ ν
for |ζ | = 1 and ν∈Z ∥gν∥ < ∞. For g ∈ Wr×s we let G denote the block Laurent operator
from ℓ2(Cs) into ℓ2(Cr ) defined by g. Thus the action of G is given by the doubly infinite matrix
(gν−µ)∞ν,µ=−∞. Note that G also maps ℓ1(Cs) into ℓ1(Cr ).
1.2. Review of the results of Ellis and Gohberg
We begin with the Ellis–Gohberg identity from [4]. The following theorem is a variant of
[4, Theorem 1.1].
Theorem 1.1. Let g ∈W =W1×1, and let G be the corresponding Laurent operator acting on
ℓ2. For each integer n we define Gn to be the truncation of G acting from ℓ2−,−n into ℓ2+,n given
by Gn = π+1,nGτ−1,−n . Assume that an ∈ ℓ1+,n and cn ∈ ℓ1−,−n are such that
I Gn
G∗n I
 
an
cn

=

e+1,n
0

, (1.8)
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and let an,n be the n-th Fourier coefficient of an . Thenan(ζ )∗an(ζ )− cn(ζ )∗cn(ζ ) = an,n, ζ ∈ T. (1.9)
Relative to the standard bases in ℓ2−,−n and ℓ2+,n the action of the operator Gn is given by the
following semi-infinite matrix
· · · g2n+2 g2n+1 g2n
· · · g2n+3 g2n+2 g2n+1
· · · g2n+4 g2n+3 g2n+2
...
...
...
 . (1.10)
Thus Gn is a Hankel operator. Also, note that Gn maps ℓ1−,−n into ℓ1+,n . In particular, for
an ∈ ℓ1+,n and cn ∈ ℓ1−,−n the left hand side of (1.8) is well-defined.
The particular choice of the truncation in the above theorem is not essential. For instance,
with minor modifications Theorem 1.1 remains true when the truncation Gn = π+1,nGτ−1,−n is
replaced by Gn,k = π+1,nGτ−1,k , where n and k are arbitrary integers. The operator Gn,k is again
a Hankel operator and the matrix representing Gn,k is given by (1.10) with n − k in place of 2n.
We plan to return to this type of truncations in [10].
In Section 3 we shall see that the above theorem remains true with an ∈ ℓ2+,n and cn ∈ ℓ2−,−n .
In that case the equality (1.9) only holds almost everywhere. A similar remark holds true for the
other theorems presented in this section.
The identity (1.9) is the Ellis–Gohberg identity referred to in the title of the present paper.
The related orthogonal functions are the 2× 1 matrix functions . . . ,Φ−1,Φ0,Φ1, . . . on the unit
circle given by
Φn(ζ ) =
an(ζ )cn(ζ )

, n ∈ Z.
These functions are mutually orthogonal in the sense that
⟨Φn,Φm⟩ =
 2π
0
Φm(ei t )∗

1 g(ei t )
g(ei t ) 1

Φn(ei t ) dt = 0 (n ≠ m). (1.11)
To see why the latter identity holds, let φn be the vector in ℓ2 ⊕ ℓ2 defined by
φn =

τ+1,nan
τ−1,−ncn

, n ∈ Z.
Then (1.8) yields
φ∗n

I G
G∗ I

φm = 0 (n ≠ m).
Since Φn = φn , it is then straightforward to check (1.11). The identity (1.9) plays an important
role in inverse problems related to the orthogonal function Φn ; see [4, Section 4].
Recently Ellis [3] presented a generalization of Theorem 1.1. To state the result, fix a positive
integer m. For i, j = 1, . . . ,m let fi j be functions in the Wiener algebra W = W1×1. The
Laurent operator on ℓ2 defined by fi j will be denoted by Fi j . Next, for any integer n, let Fn be
the operator from ℓ2 ⊕ · · · ⊕ ℓ2 ⊕ ℓ2−,−n to ℓ2+,n ⊕ ℓ2 ⊕ · · · ⊕ ℓ2 (in each of the direct sums there
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are m − 1 copies of ℓ2) given by
Fn =

π+1,n F11 · · · π+1,n F1,m−1 π+1,n F1,mτ−1,−n
F21 · · · F2,m−1 F2,mτ−1,−n
...
...
...
Fm1 · · · Fm,m−1 Fm,mτ−1,−n
 . (1.12)
In what follows an element a of ℓ2+,n ⊕ ℓ2 ⊕ · · · ⊕ ℓ2 is written as a column vector,
a =

a1
a2
...
am
 a1 = col[a1,ν]∞ν=n ∈ ℓ2+,n,ai = col[ai,ν]ν∈Z ∈ ℓ2, for i = 2, . . . ,m.
Furthermore we define
E+1,n =

e+1,n
0
...
0
 ∈

ℓ2+,n
ℓ2
...
ℓ2
 , E−1,−n =

0
...
0
e−1,−n
 ∈

ℓ2
...
ℓ2
ℓ1−,−n
 . (1.13)
In terms of the above notations the following result holds.
Theorem 1.2 ([3, Theorem 3.1]). Let Fn be the operator defined by (1.12), and let E+1,n be
defined by (1.13). Assume that a ∈ ℓ1+,n ⊕ ℓ1 ⊕ · · ·⊕ ℓ1, and c ∈ ℓ1 ⊕ · · ·⊕ ℓ1 ⊕ ℓ1−,−n are such
that 
I Fn
F∗n I
 
a
c

=

E+1,n
0

, (1.14)
and let a1,n be the n-th Fourier coefficient of a1. Thena(ζ )∗a(ζ )−c(ζ )∗c(ζ ) = a1,n, ζ ∈ T. (1.15)
For the orthogonal system related to the above theorem we refer to Theorem 2.1 in [3]. Note
that the operator in the right upper corner of (1.12) is again a Hankel operator. When in (1.12)
the integer m is equal to one, then Theorem 1.2 reduces to Theorem 1.1 with g = f11.
The matrix-valued version of Theorem 1.1 is proved in Ellis–Gohberg–Lay paper [6]; see also
Theorem 11.3.1 in the Ellis–Gohberg book [5]. The matrix-valued version of Theorem 1.2 will
be derived below, in Section 2, as a corollary of Theorem 1.3 presented in the next subsection.
1.3. The first two main theorems
We shall now present our first two main results. The first covers Theorems 1.1 and 1.2 and
their matrix-valued versions.
For 1 ≤ i, j ≤ 2 let gi j ∈W pi×q j , and let Gi j be the corresponding (block) Laurent operator
from ℓ2(Cq j ) into ℓ2(Cpi ). Put
G =

G11 G12
G21 G22

:

ℓ2(Cq1)
ℓ2(Cq2)

→

ℓ2(Cp1)
ℓ2(Cp2)

. (1.16)
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For each integer n define Gn to be the truncation of G given by:
Gn =

π+p1,nG11 π
+
p1,nG12τ
−
q2,−n
G21 G22τ
−
q2,−n

:

ℓ2(Cq1)
ℓ2−,−n(Cq2)

→

ℓ2+,n(Cp1)
ℓ2(Cp2)

. (1.17)
Note that for each 1 ≤ i, j ≤ 2 the operator Gi j maps ℓ1(Cq j ) into ℓ1(Cpi ), and hence Gn maps
ℓ1(Cq1)⊕ ℓ1−,−n(Cq2) into ℓ1+,n(Cp1)⊕ ℓ1(Cp2).
Theorem 1.3. Let Gn be the operator defined by (1.17). Assume that there exist linear maps
a =

a1
a2

: Cp1 →

ℓ1+,n(Cp1)
ℓ1(Cp2)

, c =

c1
c2

: Cp1 →

ℓ1(Cq1)
ℓ1−,−n(Cq2)

,
such that

I Gn
G∗n I
 
a
c

u =


e+p1,n
0


0
0

 u, u ∈ Cp1 , (1.18)
and let a1,n be the n-th Fourier coefficient of a1. Then
a(ζ )∗a(ζ )−c(ζ )∗c(ζ ) = a1,n, ζ ∈ T. (1.19)
In particular, the matrix a1,n is hermitian.
The second theorem includes a second equation and provides a stronger 2 × 2 block-matrix
identity.
Theorem 1.4. Let Gn be the operator defined by (1.17). Assume that there exist linear maps
a =

a1
a2

: Cp1 →

ℓ1+,n(Cp1)
ℓ1(Cp2)

, b =

b1
b2

: Cq2 →

ℓ1+,n(Cp1)
ℓ1(Cp2)

,
c =

c1
c2

: Cp1 →

ℓ1(Cq1)
ℓ1−,−n(Cq2)

, d =

d1
d2

: Cq2 →

ℓ1(Cq1)
ℓ1−,−n(Cq2)

,
such that for each u ∈ Cp1 and v ∈ Cq2 we have

I Gn
G∗n I
 
a
c

u =


e+p1,n
0


0
0

 u,  I GnG∗n I
 
b
d

v =


0
0


0
e−q2,−n

 v. (1.20)
Furthermore, let a1,n be the n-th Fourier coefficient of a1 and d2,−n be the (−n)-th Fourier
coefficient of d2. Thena(ζ )∗ c(ζ )∗b(ζ )∗ d(ζ )∗
 
Ip1+p2 0
0 −Iq1+q2
 a(ζ ) b(ζ )c(ζ ) d(ζ )

=

a1,n 0
0 −d2,−n

,
ζ ∈ T. (1.21)
In particular, the matrices a1,n and d2,−n are hermitian.
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Note that (1.21) is equivalent to the following three identities
a(ζ )∗a(ζ )−c(ζ )∗c(ζ ) = a1,n, (1.22)a(ζ )∗b(ζ )−c(ζ )∗d(ζ ) = 0, (1.23)b(ζ )∗b(ζ )− d(ζ )∗d(ζ ) = −d2,−n for |ζ | = 1. (1.24)
The first identity (1.22) covers identities like (1.9) and (1.15). The third identity (1.24) can be
derived as a corollary of Theorem 1.3. In Section 3 we shall prove Theorems 1.3 and 1.4 using
intertwining relations.
When the matrices a1,n and d2,−n in (1.21) are positive definite, then (1.21) tells us the matrix
functiona(ζ )a−1/21,n b(ζ )d−1/21,−nc(ζ )a−1/21,n d(ζ )d−1/21,−n

is J -unitary, with J = Ip1+p2 ⊕ −Iq1+q2 . Such 2 × 2 matrix functions appear in a natural way
in suboptimal norm constrained interpolation problems, namely as the coefficient matrix of a
fractional linear transformation describing all solutions. See, e.g., the description of all solutions
of the suboptimal Nehari problem in Theorem XXXV.4 in [7] or Theorem 5.2 in [2]; see also [1].
1.4. Contents
This paper consists of four sections including the present introduction. In the second section
we derive Theorem 1.2 (and its matrix valued version) as a corollary of Theorem 1.3. In Section 3
we prove Theorems 1.3 and 1.4. In fact we shall prove somewhat stronger versions of these
theorems, allowing the linear maps a, b, c, d to map into ℓ2-spaces rather than in ℓ1-spaces. The
final section presents a number of remarks, including some comments on [10], a follow up to the
present paper.
2. Theorem 1.2 (and its matrix-valued version) as a corollary of Theorem 1.3
It will be useful first to prove an auxiliary result. This requires some preparations. For each
positive integer k we define a natural isomorphism Σk identifying the space ℓ2 ⊕ · · · ⊕ ℓ2 with
ℓ2(Ck), where the direct sum contains k copies of ℓ2. The map Σk is defined as follows. Take
x = (x1, . . . , xk) ∈ ℓ2 ⊕ · · · ⊕ ℓ2. Thus x j = col[x j,ν]ν∈Z for j = 1, . . . , k. Given such a vector
x we set
Σk(x) = y =

...
y−1
y0
y1
...
 , where yν =
x1,ν...
xk,ν
 , ν ∈ Z.
Then y ∈ ℓ2(Ck) and Σk is a unitary operator mapping ℓ2 ⊕ · · · ⊕ ℓ2 onto ℓ2(Ck). Note that Σ1
is the identity operator on ℓ2. Furthermore, if x ∈ ℓ1 ⊕ · · · ⊕ ℓ1, then y ∈ ℓ1(Ck).
Lemma 2.1. For 1 ≤ i ≤ k and 1 ≤ j ≤ ℓ let fi j ∈W , and put
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h =
 f11 · · · f1ℓ... ...
fk1 · · · fkℓ
 ∈Wk×ℓ.
Let H : ℓ2(Cℓ) → ℓ2(Ck) and Fi j : ℓ2 → ℓ2 be the Laurent operators corresponding to h and
fi j , respectively, and define
F =
F11 · · · F1ℓ... ...
Fk1 · · · Fkℓ
 :
ℓ
2
...
ℓ2
→
ℓ
2
...
ℓ2
 ,
where the first direct sum has ℓ components and the second has k. Then
Σk F = HΣℓ :
ℓ
2
...
ℓ2
→ ℓ2(Ck). (2.1)
Proof. Let x = (x1, . . . , xk) be an arbitrary element of ℓ2 ⊕ · · · ⊕ ℓ2, where the direct sum
consists of ℓ copies of ℓ2. Thus x j = col[x j,ν]ν∈Z for j = 1, . . . , ℓ. In order to prove (2.1) it
suffices to show that for each ν ∈ Zwe have (Σk Fx)ν = (HΣℓx)ν . The latter identity is checked
by a straight forward calculation. For the sake of completeness we present the details.
Given x as above and ν ∈ Z we have
(Σk Fx)ν =
(Fx)1,ν...
(Fx)k,ν
 =
(F11x1 + · · · + F1ℓxℓ)ν...
(Fk1x1 + · · · + Fkℓxℓ)ν

=
(F11x1)ν + · · · + (F1ℓxℓ)ν...
(Fk1x1)ν + · · · + (Fkℓxℓ)ν

=

∞
j=−∞
( f11)ν− j x1 j + · · · +
∞
j=−∞
( f1ℓ)ν− j xℓj
...
∞
j=−∞
( fk1)ν− j x1 j + · · · +
∞
j=−∞
( fkℓ)ν− j xℓj
 .
On the other hand
(HΣℓx)ν =
∞
j=−∞
hν− j (Σℓx) j =
∞
j=−∞
( f11)ν− j · · · ( f1ℓ)ν− j... ...
( fk1)ν− j · · · ( fkℓ)ν− j

x1, j...
xℓ, j

=
∞
j=−∞
( f11)ν− j x1 j + · · · + ( f1ℓ)ν− j xℓj...
( fk1)ν− j x1 j + · · · + ( fkℓ)ν− j xℓj
 .
This yields (Σk Fx)ν = (HΣℓx)ν , and thus (2.1) is proved. 
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In this section our aim is to derive Theorem 1.2 as a corollary of Theorem 1.3. To do this we
fix a positive integer m. First assume m = 1. In that case, Theorem 1.2 is just Theorem 1.1 (see
the paragraph after (1.15)). On the other hand, Theorem 1.1 is a special case of Theorem 1.3.
Indeed, if in Theorem 1.3 one takes p1 = q2 = 1 and p2 = q1 = 0, then Theorem 1.1 appears.
Therefore, in what follows we may assume m > 1.
Proof of Theorem 1.2. For i, j = 1, . . . ,m let fi j be functions in the Wiener algebra W =
W1×1 on the unit circle. Given these functions put
g11(ζ ) =

f11(ζ ) · · · f1,m−1(ζ )

, g12(ζ ) = f1,m(ζ ),
g21(ζ ) =
 f21(ζ ) · · · f2,m−1(ζ )... ...
fm1(ζ ) · · · fm,m−1(ζ )
 , g22(ζ ) =
 f2,m(ζ )...
fm,m(ζ )
 .
Then gi j ∈ W pi×q j , 1 ≤ i, j ≤ 2, where p1 = q2 = 1 and q1 = p2 = m − 1. Let Fi j be the
Laurent operators defined by fi j , i, j = 1, . . . ,m, and let Gi j be the (block) Laurent operators
defined by gi j , i, j = 1, 2. By applying Lemma 2.1 with h = gi j for each 1 ≤ i, j ≤ 2, we
obtain

G11 G12
G21 G22
 
Σm−1 0
0 Σ1

=

Σ1 0
0 Σm−1


F11 · · · F1,m−1

F1mF21 · · · F2,m−1... ...
Fm1 · · · Fm,m−1

F2m...
Fmm

 .
Put Σ = Σm−1, and recall that Σ1 is the identity operator I on ℓ2. This allows us to rewrite the
previous identity in the following form:

G11 G12
G21 G22
 
Σ 0
0 I

=

I 0
0 Σ
F11 · · · F1m... ...
Fm1 · · · Fmm
 . (2.2)
Next, put
Σ− =

Σ 0
0 Iℓ2−,−n

: ℓ2 ⊕ · · · ⊕ ℓ2 ⊕ ℓ2−,−n → ℓ2(Cm−1)⊕ ℓ2−,−n,
Σ+ =

Iℓ2+,n 0
0 Σ

: ℓ2+,n ⊕ ℓ2 ⊕ · · · ⊕ ℓ2 → ℓ2+,n ⊕ ℓ2(Cm−1).
Here ℓ2 ⊕ · · · ⊕ ℓ2 is a direct sum of m − 1 copies of ℓ2. Both Σ− and Σ+ are unitary operators.
Multiplying (2.2) from the left and from the right by the matrices
π+1,n 0
0 I

and

I 0
0 τ−1,−n

, respectively,
one gets GnΣ− = Σ+Fn , where Fn is defined by (1.12) and Gn by (1.17).
Now assume that we have solutions a f = a and c f = c of (1.14), i.e.,
a f ∈ ℓ1+,n ⊕ ℓ1 ⊕ · · · ⊕ ℓ1,
c f ∈ ℓ1 ⊕ · · · ⊕ ℓ1 ⊕ ℓ1−,−n,
and

I Fn
F∗n I
 
a f
c f

=

E+1,n
0

.
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Notice that
Σ−[ℓ1 ⊕ · · · ⊕ ℓ1 ⊕ ℓ1−,−n] = ℓ1(Cm−1)⊕ ℓ1−,n,
Σ+[ℓ1+,n ⊕ ℓ1 ⊕ · · · ⊕ ℓ1] = ℓ1+,n ⊕ ℓ1(Cm−1).
Thus

Σ+ 0
0 Σ−
 
I Fn
F∗n I
 
Σ−1+ 0
0 Σ−1−
 
Σ+a f
Σ−c f

=

Σ+E+1,n
0

=


e+1,n
0


0
0

 .
Hence
Σ+a f ∈ ℓ1+,n ⊕ ℓ1(Cm−1),
Σ−c f ∈ ℓ1(Cm−1)⊕ ℓ1−,−n,
and

I Gn
G∗n I
 
Σ+a f
Σ−c f

=


e+1,n
0


0
0

 .
So ag = Σ+a f and cg = Σ−c f provide a solution to (1.18). From Theorem 1.3 we conclude
that ag(ζ )∗ag(ζ ) − cg(ζ )∗cg(ζ ) = (ag)1,n . Since the transformations Σ− and Σ+ only reorder
entries, we see thatag(ζ )∗ag(ζ ) =a f (ζ )∗a f (ζ ) and cg(ζ )∗cg(ζ ) = c f (ζ )∗c f (ζ ), ζ ∈ T.
It follows that a f (ζ )∗a f (ζ ) − c f (ζ )∗c f (ζ ) = (a f )1,n . For the right hand side of the latter
equality we remark that the first scalar component of ag is equal to the first one of a f . Hence
(1.15) is proved with a f = a and c f = c. 
Next we state the matrix-valued version of Theorem 1.2. Let p1, p2 and q1, q2 be natural
numbers. Assume p2 = µ1 + · · · + µr and q1 = ν1 + · · · + νs . Write
H1 = ℓ2(Cν1)⊕ · · · ⊕ ℓ2(Cνs ), (2.3)
H2 = ℓ2(Cµ1)⊕ · · · ⊕ ℓ2(Cµr ). (2.4)
Let fi j (ζ ) be a matrix function,
fi j ∈

W p1×ν j when i = 1 and 1 ≤ j ≤ s,
W p1×q2 when i = 1 and j = s + 1,
Wµi−1×ν j when 2 ≤ i ≤ r + 1 and 1 ≤ j ≤ s,
Wµi−1×q2 when 2 ≤ i ≤ r + 1 and j = s + 1.
Let Fi j be the (block) Laurent operator defined by fi j , and put
Fn(r, s) =

π+p1,n F11 · · · π+p1,n F1,s π+p1,n F1,s+1τ−q2,−n
F21 · · · F2,s F2,s+1τ−q2,−n
...
...
...
Fr+1,1 · · · Fr+1,s Fr+1,s+1τ−q2,−n
 . (2.5)
We consider Fn(r, s) as an operator from the direct sum H1 ⊕ ℓ2−,−n(Cq2) into the direct sum
ℓ2+,n(Cp1)⊕H2.
The following result is the matrix-valued version of Theorem 1.2.
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Theorem 2.2. Let Fn be the operator defined by (2.5). Assume that the linear maps
a : Cp1 →

ℓ1+,n(Cp1)
H2

, c : Cp1 →
 H1
ℓ1−,−n(Cq2)

are such that for all u ∈ Cp1 one has

I Fn(r, s)
Fn(r, s)
∗ I
 
a
c

u =


e+p1,n
0


0
0

 u, u ∈ Cp1 , (2.6)
and let a1,n be the n-th Fourier coefficient of a1. Thena(ζ )∗a(ζ )−c(ζ )∗c(ζ ) = a1,n, ζ ∈ T.
In particular, the matrix a1,n is hermitian.
To derive this theorem from Theorem 1.3, one follows the line of reasoning that we used
above to prove Theorem 1.2.
3. Theorems 1.3 and 1.4 in an ℓ2-setting
The proofs of Theorems 1.3 and 1.4 will use Hilbert space methods and intertwining relations
involving shift operators. This allows us to prove a somewhat more general result, with ℓ1 being
replaced by ℓ2. In fact, the following ℓ2-version of Theorem 1.4 is the main result of this section.
Theorem 3.1. Let Gn be the operator defined by (1.17). Assume that the linear maps
a =

a1
a2

: Cp1 →

ℓ2+,n(Cp1)
ℓ2(Cp2)

, c =

c1
c2

: Cp1 →

ℓ2(Cq1)
ℓ2−,−n(Cq2)

,
b =

b1
b2

: Cq2 →

ℓ2+,n(Cp1)
ℓ2(Cp2)

, d =

d1
d2

: Cq2 →

ℓ2(Cq1)
ℓ2−,−n(Cq2)

,
satisfy the equations

I Gn
G∗n I
 
a
c

=


e+p1,n
0


0
0

 ,  I GnG∗n I
 
b
d

=


0
0


0
e−q2,−n

 . (3.1)
Furthermore, let a1,n be the n-th Fourier coefficient of a1 and d2,−n be the (−n)-th Fourier
coefficient of d2. Thena(ζ )∗ c(ζ )∗b(ζ )∗ d(ζ )∗

Ip1+p2 0
0 −Iq1+q2
a(ζ ) b(ζ )c(ζ ) d(ζ )

=

a1,n 0
0 −d2,−n

, |ζ | = 1 a.e. (3.2)
Moreover the matrices a1,n and d2,−n are hermitian and for the n-th Fourier coefficient b1,n ofb1 and the (−n)-th Fourier coefficient c2,−n of c2, we have that b∗1,n = c2,−n .
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The proof of Theorem 3.1 will be based on a few auxiliary results. The first is a general
proposition involving intertwining relations.
Proposition 3.2. Let H1 and H2 be Hilbert spaces, H : H2 → H1, P : H1 → H1 and
Q : H2 → H2 operators such that H Q = P H, and let e : Cp → H1, f : Cq → H2 be
linear maps. Assume that the linear maps a : Cp → H1 and c : Cp → H2 satisfy the equation
I H
H∗ I
 
a
c

=

e
0

. (3.3)
Then
a∗P j a − c∗Q j c = a∗P j e. (3.4)
If, in addition, the linear maps b : Cq → H1 and d : Cq → H2 satisfy the equation
I H
H∗ I
 
b
d

=

0
f

, (3.5)
then 
a∗ c∗
b∗ d∗
 
P j 0
0 −Q j
 
a b
c d

=

a∗P j e 0
b∗P j e − f ∗Q j c − f ∗Q j d

. (3.6)
Proof. The identities (3.3) and (3.5) are equivalent to the following set of identities:
a + Hc = e, b + Hd = 0, (3.7)
H∗a + c = 0, H∗b + d = f. (3.8)
To check (3.4) and the left upper corner of equality (3.6) we use the first identities of (3.7) and
(3.8) together with the intertwining relation H Q = P H , as follows:
a∗P j a − c∗Q j c = a∗P j a + a∗H Q j c = a∗P j a + a∗P j Hc
= a∗P j (a + Hc) = a∗P j e.
For the right lower corner we perform a similar computation based on the second identities in
(3.7) and (3.8):
b∗P j b − d∗Q j d = −b∗P j Hd − d∗Q j d = −b∗H Q j d − d∗Q j d
= −(b∗H + d∗)Q j d = − f ∗Q j d.
For the right upper corner we use the second identity in (3.7) and the first identity in (3.8) in
a∗P j b − c∗Q j d = −a∗P j Hd − c∗Q j d = −a∗H Q j d − c∗Q j d
= −(a∗H + c∗)Q j d = −(H∗a + c)∗Q j d = 0.
For the left lower corner we use the first identity in (3.7) and the second identity in (3.8) in
b∗P j a − d∗Q j c = b∗P j a − ( f − H∗b)∗Q j c = b∗P j a + b∗H Q j c − f ∗Q j c
= b∗P j a + b∗P j Hc − f ∗Q j c = b∗P j (a + Hc)− f ∗Q j c
= b∗P j e − f ∗Q j c.
This completes the proof. 
M.A. Kaashoek, F. van Schagen / Indagationes Mathematicae 23 (2012) 777–795 789
We shall apply the preceding proposition with P and Q built from certain concrete shift
operators. To do this requires some additional notation.
Let n be an arbitrary integer. As usual, the forward shift Vr on ℓ2(Cr ), the forward shift S+r,n
on ℓ2+,n(Cr ), and the forward shift S−r,n on ℓ2−,n(Cr ) are defined by
Vr

...
x−1
x0
x1
...
 =

...
x−2
x−1
x0
...
 , S
+
r,n

xn
xn+1
xn+2
...
 =

0
xn
xn+1
...
 ,
S−r,n

...
xn−2
xn−1
xn
 =

...
xn−1
xn
0
 .
In case n = 0 we write S+r for S+r,0 and S−r for S−r,0. The backward shifts are the adjoint operators
V ∗r , (S+r,n)∗ and (S−r,n)∗. Between the shift operators, the canonical embeddings τ±r,n , and the
canonical projections π±r,n , which have been defined in Section 1.1, the following intertwining
relations hold:
τ+r,n S+r,n = Vrτ+r,n, τ−r,n S−r,n = V ∗r τ−r,n, (3.9)
(S+r,n)∗π+r,n = π+r,n V ∗r , (S−r,n)∗π−r,n = π−r,n Vr . (3.10)
Since π+r,nτ+r,n and π−r,nτ−r,n are identity operators, the relations in (3.9) yield:
(S+r,n) j = π+r,n(Vr ) jτ+r,n, (S−r,n) j = π−r,n(V ∗r ) jτ−r,n ( j ≥ 0). (3.11)
In what follows we shall often use that a (block) Laurent operator G from ℓ2(Cs) into ℓ2(Cr )
is characterized by the intertwining relation
GVs = Vr G or, equivalently, by GV ∗s = V ∗r G. (3.12)
Let R+ and R− be the operators acting on the spaces ℓ2+(Cp1) ⊕ ℓ2(Cp2) and ℓ2(Cq1) ⊕
ℓ2−(Cq2), respectively, defined by
R+ =

(S+p1)
∗ 0
0 V ∗p2

, R− =

V ∗q1 0
0 S−q2

. (3.13)
The next lemma shows that we may apply Proposition 3.2 with H = G0, Q = R− and P = R+.
Later on we will also specify the vectors e and f that appear in Proposition 3.2.
Lemma 3.3. Let G0 be the operator defined by (1.17), with n = 0, and let R+ and R− be the
operators defined by (3.13). Then the following intertwining relation holds:
G0 R− = R+G0. (3.14)
Proof. From (1.17) with n = 0 and (3.13) we see that G0 R− and R+G0 are 2 × 2 operator
matrices. Hence, in order to prove (3.14), it suffices to show that for each 1 ≤ i, j ≤ 2
790 M.A. Kaashoek, F. van Schagen / Indagationes Mathematicae 23 (2012) 777–795
the (i, j)-th entries of G0 R− and R+G0 are equal. For (i, j) = (1, 1) this follows from the
intertwining relations in (3.12) and the first equality in (3.10). Indeed,
π+p1,0G11V
∗
q1 = π+p1,0V ∗p1 G11 = (S+p1)∗π+p1,0G11.
For the equality of the (1, 2) entries we use again (3.12) and the first equality in (3.10) but now
together with the second equality in (3.9). Indeed, this yields
π+p1,0G12τ
−
q2,0
S−q2 = π+p1,0G12V ∗q2τ−q2,0 = π+p1,0V ∗p1 G12τ−q2,0
= (S+p1)∗(π+p1,0G12τ−q2,0).
From the intertwining relations in (3.12) and the second equality in (3.9) we obtain that the (2, 1)
entries of G0 R− and R+G0 are equal. Indeed, we have
V ∗p2 G22τ
−
q2,0
= G22V ∗q2τ−q2,0 = G22τ−q2,0S−q2 .
Finally, the intertwining relations in (3.12) show that the (2, 2) entries coincide. 
Lemma 3.4. Let x : Cs → ℓ2(Cr ) and y : Ct → ℓ2(Cr ) be linear maps, and letx and y be the
corresponding Fourier transforms. Then the j-th Fourier coefficient z j of the product x(·)∗y(·)
is given by
z j = x∗(V ∗r ) j y = x∗V− jr y, j ∈ Z. (3.15)
Proof. Without loss of generality we may assume that s = t = 1, and thus x and y belong to
ℓ2(Cr ). Next observe that
e−i j tx(ei t )∗ = V jr x(ei t )∗.
Using this identity and the fact that the Fourier transform is a unitary operator from ℓ2(Cr ) onto
L2(Cr ), the space consisting of the square Lebesgue integrable Cr -valued functions on the unit
circle, we are done. 
Proof of Theorem 3.1. The proof will be divided into two parts. In the first part we prove
Theorem 3.1 for the case when n = 0. In the second part we show that the general case can
be reduced to the case n = 0.
Part 1. Let
M(ζ ) =
a(ζ )∗ c(ζ )∗b (ζ )∗ d (ζ )∗
 
Ip1+p2 0
0 −Iq1+q2
 a(ζ ) b(ζ )c(ζ ) d(ζ )

, |ζ | = 1 a.e.
Let M j be the j-th Fourier coefficient of M(·). We shall show that M0 is equal to the right hand
side of (3.2) and that M j = 0 for j ≠ 0. Since all entries in the 2 × 2 block matrix M(·) are in
L1, the space consisting of all Lebesgue integrable functions on the unit circle T, each of these
entries is uniquely determined by its Fourier coefficients (see, e.g., [11, Theorem 5.15]). Thus M0
is equal to the right hand side of (3.2) and M j = 0 for j ≠ 0 implies that the equality (3.2) holds
true. Note that M(ζ ) is selfadjoint. So in order to prove that M j = 0 for j ≠ 0 it is sufficient to
prove M j = 0 for j > 0.
First we remark that the entry in the left upper corner of the 2 × 2 block matrix M(ζ ) is
equal toa1(ζ )∗a1(ζ )+ a2(ζ )∗a2(ζ )− c1(ζ )∗c1(ζ )− c2(ζ )∗c2(ζ ). (3.16)
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Now apply (3.15) to each of the four terms of (3.16) and use (3.11). We get that for j ≥ 0 the
j-th Fourier coefficient of the function (3.16) is given by
(τ+p1,0a1)
∗(V ∗p1)
j (τ+p1,0a1)+ a∗2(V ∗p2) j a2 − c∗1(V ∗q1) j c1 − (τ−q2,0c2)∗(V ∗q2) j (τ−q2,0c2)
= a∗1

(S+p1,0)
∗ j a1 + a∗2(V ∗p2) j a2 − c∗1(V ∗q1) j c1 − c∗2(S−q2,0) j c2
= a∗R j+a − c∗R j−c,
where R+ and R− are given by (3.13). Computing, in a similar way, the Fourier coefficients of
the other entries of M(ζ ), we find that
M j =

a∗ c∗
b∗ d∗

R j+ 0
0 −R j−

a b
c d

, j ≥ 0.
According to Lemma 3.3 we have G0 R− = R+G0. So we can apply Proposition 3.2 with
H1 = ℓ2+,0(Cp1)⊕ ℓ2(Cp2), H2 = ℓ2(Cq1)⊕ ℓ2−,0(Cq2), H = G0, P = R+, and Q = R− and
with e and f given by
e =

e+p1,0
0

, f =

0
e−q2,0

. (3.17)
We conclude that
M j =

a∗R j+e 0
b∗R j+e − f ∗R j−c − f ∗R j−d

, j ≥ 0.
Notice that R+e = 0 and R∗− f = 0. Hence for j > 0 we have that R j+e = 0 and − f ∗R j− = 0
and thus M j = 0 for j > 0. Moreover
M0 =

a∗e 0
b∗e − f ∗c − f ∗d

=

a∗1,0 0
b∗1,0 − c2,0 −d2,0

.
We know that M0 is selfadjoint. Therefore b∗1,0 − c2,0 = 0, and hence M0 is equal to the right
hand side of (3.2). Notice that we also proved that a1,0 and d2,0 are hermitian and that b∗1,0 = c2,0.
Part 2. In this part we show that it suffices to prove Theorem 3.1 for the case when n = 0. Let
h(ζ ) =

ζ−ng11(ζ ) ζ−ng12(ζ )ζ−n
g21(ζ ) g22(ζ )ζ
−n

=

h11(ζ ) h12(ζ )
h21(ζ ) h22(ζ )

.
Then hi j ∈W pi×q j . Put
H0 =

π+p1,0 H11 π
+
p1,0
H12τ
−
q2,0
H21 H22τ
−
q2,0

.
We have
H11 = (V ∗p1)nG11, H12 = (V ∗p1)nG12(V ∗q2)n,
H21 = G21, H22 = G22(V ∗q2)n .
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Assume that a, b, c and d satisfy the Eqs. (3.1). Then (3.1) can be rewritten as

I H0
H∗0 I
 
x
z

=


e+p1,0
0


0
0

 ,  I H0H∗0 I
 
y
w

=


0
0


0
e−q2,0

 ,
where
x =

π+p1,0(V
∗
p1)
nτ+p1,na1
a2

, z =

c1
π−q2,0V
n
q2τ
−
q2,−nc2

,
y =

π+p1,0(V
∗
p1)
nτ+p1,nb1
b2

, w =

d1
π−q2,0V
n
q2τ
−
q2,−nd2

.
Now apply Theorem 3.1 for the case just proven when n = 0. We getx(ζ )∗ z(ζ )∗y(ζ )∗ w(ζ )∗
 
Ip1+p2 0
0 −Iq1+q2
 x(ζ ) y(ζ )z(ζ ) w(ζ )

=

x1,0 0
0 −w2,0

, (3.18)
a.e. for |ζ | = 1. Sincex(ζ )∗x(ζ ) =a(ζ )∗a(ζ ), z(ζ )∗z(ζ ) =c(ζ )∗c(ζ ),y(ζ )∗y(ζ ) =b(ζ )∗b(ζ ), w(ζ )∗w(ζ ) = d(ζ )∗d(ζ ),x(ζ )∗y(ζ ) =a(ζ )∗b(ζ ), z(ζ )∗w(ζ ) =b(ζ )∗d(ζ ),
for almost all |ζ | = 1 we may conclude thata(ζ )∗ c(ζ )∗b(ζ )∗ d(ζ )∗
 
Ip1+p2 0
0 −Iq1+q2
 a(ζ ) b(ζ )c(ζ ) d(ζ )

=

a1,n 0
0 −d2,−n

, (3.19)
a.e. for |ζ | = 1. Also, b∗1,n = x∗1,0 = z2,0 = c2,−n . 
We remark that Theorem 1.4 follows from Theorem 3.1. Indeed assume that a, b, c and d are
such that (1.20) holds true. Since ℓ1(Cr ) is a subspace of ℓ2(Cr ), we have that a, b, c and d are
solutions of (3.1). Hence we have (3.2). Since in this ℓ1 case the entries of the matrix functionsa,b,c and d are continuous on the unit circle, we may leave out the restriction a.e. in (3.2). This
concludes the proof of Theorem 1.4.
Also for Theorem 1.3 we have an ℓ2 alternative which is given by the next theorem.
Theorem 3.5. Let Gn be the operator defined by (1.17). Assume that there exist linear maps
a =

a1
a2

: Cp1 →

ℓ2+,n(Cp1)
ℓ2(Cp2)

, c =

c1
c2

: Cp1 →

ℓ2(Cq1)
ℓ2−,−n(Cq2)

,
such that

I Gn
G∗n I
 
a
c

=


e+p1,n
0


0
0

 , (3.20)
and let a1,n be the n-th Fourier coefficient of a1. Thena(ζ )∗a(ζ )−c(ζ )∗c(ζ ) = a1,n for |ζ | = 1, a.e. (3.21)
Moreover the matrix a1,n is hermitian.
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Proof. First we assume that n = 0. Put m(ζ ) =a(ζ )∗a(ζ )−c(ζ )∗c(ζ ). Note that m(ζ )∗ = m(ζ ).
So to prove the equality (3.21), it is sufficient to show that the j-th Fourier coefficient m j of m(ζ )
is equal to 0 for j > 0 and that m0 = a1,0.
As in the proof of Theorem 3.1 we use (3.15) to get that for j ≥ 0 the j-th Fourier coefficient
m j of m(ζ ) is given by m j = a∗R j+a − c∗R j−c, where R+ and R− are given by (3.13).
According to Lemma 3.3 we have G0 R− = R+G0. So we may apply Proposition 3.2 with
H1 = ℓ2+,0(Cp1)⊕ ℓ2(Cp2),H2 = ℓ2(Cq1)⊕ ℓ2−,0(Cq2), H = G0, P = R+, Q = R−, and with
e given by (3.17). We conclude that for all j ≥ 0 we have m j = a∗R j+e. Since R j+e = 0 for
j > 0, we see that m j = 0 for j > 0. Moreover m0 = a∗e = a1,0. Observe that m0 is hermitian
and therefore, so is a1,0.
The proof of the theorem for general n follows from the special case n = 0 by using arguments
similar to those used in Part 2 of the proof of Theorem 3.1. One has to delete all references to b,
d , y and w. In particular, one reduces the matrix equalities (3.18) and (3.19) to their left upper
corners. 
One can derive Theorem 1.3 from Theorem 3.5 in the same way as Theorem 1.4 was derived
from Theorem 3.1.
4. Concluding remarks
In this section we present a few remarks. The first four concern Theorems 1.1–1.4. The other
three deal with some feasible further developments.
(1) We begin with Theorem 1.1. Note that in the scalar case Eq. (1.8) is solvable with a = an ∈
ℓ1+,n and c = cn ∈ ℓ1−,−n if and only if the equation
I Gn
G∗n I
 
b
d

=

0
e−1,−n

(4.1)
is solvable with d ∈ ℓ1−,−n and b ∈ ℓ1+,n . In fact, any solution of (4.1) can be expressed in a
solution of (1.8), and conversely. More precisely, if a = (aν)∞ν=n and c = (cν)−nν=−∞, then for d
and b one can take d = (a¯−ν)−nν=−∞ and b = (c¯−ν)∞ν=n , and conversely. Here x¯ is the complex
conjugate of x .
(2) A result similar to the one mentioned in the remark above does not hold for (1.14). We provide
a simple counter example. Take m = 2, n = 0, and put F11 = F12 = F21 = 0. Furthermore, let
F22 be the identity operator on ℓ1. In other words, f22 is the function identically equal to one.
With these choices Eq. (1.14) reduces to the equations
a1 = e+1,0, c1 = 0, a2 + τ−1,0c2 = 0, π−1,0a2 + c2 = 0.
Take any c2 ∈ ℓ1−,0, and put a2 = −τ−1,0c2. Since c2 = π−1,0τ−1,0c2, this choice of c2 provides a
solution. Next, let us consider
I Fn
F∗n I
 
b
d

=

0
E−1,0

, (4.2)
where E−1,0 is defined by the second identity in (1.13). Using F11 = F12 = F21 = 0 and F22 is
an identity operator, we see that (1.14) reduces to the equations
b1 = 0, d1 = 0, b2 + τ−1,0d2 = 0, π−1,0b2 + d2 = e−1,0.
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Since d2 ∈ ℓ1−,0, we see that d2 = π−1,0τ−1,0d2. So, on the one hand we have π−1,0(b2 + τ−1,0d2) =
π−1,00 = 0, while on the other hand the identity π−1,0(b2 + τ−1,0d2) = π−1,0b2 + d2 = e−1,0 holds
true. Thus there exists no solution for b and d in (4.2).
(3) Theorem 1.1 can also be derived as a corollary of Theorem 1.4. To see this, recall from
(1) above that in the scalar case the assumption that (1.8) has a solution implies that the same
holds true for (4.1). So the two equations in (1.20) have solutions. But then Theorem 1.4 tells
us that (1.21) holds true. Considering the left upper corner in (1.21) and using the notation of
Theorem 1.1 we see that (1.9) is proved.
(4) To get a generalization of Theorem 1.1 for the case when g ∈ W and the entries of the
corresponding Laurent operator G are p × q matrices in stead of scalars, it suffices to choose
p1 = p, q2 = q and p2 = q1 = 0 in Theorem 1.3.
(5) Theorems 1.3 and 1.4 have asymmetric versions. To illustrate this, we present an asymmetric
version of Theorem 1.1 with n = 0.
Theorem 4.1. Let g and h belong to the Wiener algebraW =W1×1, and let G0 and H0 be the
Hankel operators defined by:
G0 =

· · · g2 g1 g0
· · · g3 g2 g1
· · · g4 g3 g2
...
...
...
 : ℓ2− → ℓ2+,
H0 =

...
...
...
h−2 h−3 h−4 · · ·
h−1 h−2 h−3 · · ·
h0 h−1 g−2 · · ·
 : ℓ2+ → ℓ2−.
Assume that a1, a2 ∈ ℓ1+ and c1, c2 ∈ ℓ1− satisfy the equations
I G0
H0 I
 
a1
c1

=

e+
0

,

I H∗0
G∗0 I
 
a2
c2

=

e+
0

.
Here e+ = 1 0 0 · · ·T. Thena2(ζ )∗a1(ζ )− c2(ζ )∗c1(ζ ) = a1,0 = a∗2,0, ζ ∈ T,
where a1,0 and a2,0 are the 0-th Fourier coefficients of a1 and a2, respectively.
The proof of the above theorem can be obtained by using a modification of the arguments
employed in the first part of the proof of Theorem 3.1. In particular, we need appropriate
modifications of Proposition 3.2 and Lemma 3.3. We omit the details.
(6) In [10] we shall put the problems considered in the present paper in a band method setting,
and we shall derive the results of the present paper, including Theorem 4.1 above, as a corollary
of a general band method theorem. The latter theorem will allow us to prove a continuous time
version of the Ellis identity and its generalizations.
(7) In the theory of Szego˝–Kreıˇn orthogonal polynomials and Kreıˇn orthogonal entire functions
inverse problems play an important role, both in the scalar and matrix case (see [9,8] and the
references therein). For the orthogonal functions Φn related to Theorem 1.1 the solution of the
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inverse problem is known; see Theorem 4.1 in [4]. For the matrix-valued version of Theorem 1.1
and for Theorems 1.2–1.4 the problem seems to be open.
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