A new algorithm for the investigation of unstationary spatiotemporal signals is ontroduced, which consists of two parts: the rst determines time windows of non-stationary signal segments and the second aims at low-dimensional dynamical systems describing the detected unstationary behaviour. Results of an application on simulated data, which shows a similar behaviour as a K uppers-Lortz-instability, are discussed.
Introduction
The dynamics of spatially extended systems can be measured by sets of multidetector arrays. The obtained data can be investigated either each channel seperately or as a whole set a signals. Analysis of latter spatiotemporal signals is applied in various di erent research elds as meteorolgy (e.g. 1 ), hydrodynamics (e.g. 2 ) or neuroscience 3;4;5;6 . Several methods, which t multi-dimensional models dynamical models in spatiotemporal signals 7;8;27;9;10 cover the data in full time range. We introduce a method to segments a spatiotemporal signal into parts, which can be described by xed point dynamics and are modeled by a nonlinear analysis in a further step. This combination is called Fixed Point Analysis. The segmentation step is introduced as a cluster approach in section 3, where we derive a new cluster criterion by applying the method on the simulated dataset from section 2. In section 4, we introduce a nonlinear analysis method based on perturbation theory and apply it on a simulated Hopf-bifurcation, which contains orthogonal and correlated noise. The combination of both approaches is applied on the dataset of section 2. A i (t)v i ; (1) where the amplitudes A i (t) determines the temporal behaviour of spatial modes v i . We choose 3 two-dimensional spatial patterns consisting of 12x12 elements ( . By a composition corresponding to Eq. 1, we obtain a spatiotemporal signal (Fig. 3) , and one recognizes that these xed points correspond to the spatial modes v 3 , v 1 and v 2 . Now, we aim at extracting the xed points back from the signal without using any prior knowledge about the internal dynamics, we use the raw signal as input for our method. In the next section, a clustering approach is introduced and its application on the simulated data is discussed. Abbildung 2: Trajectory of the 3-dimensional signal A(t). It starts near one corner and passes three corners, before it returns to the initial corner. The numbers denote the timesteps of the trajectory at their locations.
Abbildung 3: Spatiotemporal signal as a temporal sequence of spatial patterns. One recognizes transitions between three basis patterns and a return to the initial pattern.
Fixed Point Clustering
We assume a signal trajectory, which shows a sequence of segments governed by saddle point dynamics (Fig. 4) . Under the hypothesis, that these segments comprise the main functionality of the underlying system, we aim to extract them from the signal. According to Fig. 4 , trajectories approach saddle points along their stable manifolds whereas they leave the vicinity of the xed points along the unstable manifolds. The signal points accumulate close to thexed points if the signal is sampled at a constant rate. This accumulation also represents a point cluster in data space. Subsequently, stable manifolds in multi-dimensional signals lead to point clusters (at constant sampling rate) and their detection can be treated as a recognition problem of these clusters in data space 12 .
In the present paper we use the K-Means Algorithm (see e.g. 13 ) to detect regions in data space with high density of data points. Though there are highly developed and optimized routines 14;15;16 to detect point clusters, we choose one of the simplest methods is probed to be useful here. are re-estimated until a convergence condition is ful lled. This criterion can be set either as a upper Euclidean distance limit between sequential cluster centers k n ; k n+1 or or as number of iterations. We choose to limit the number of iterations to 25. 
Results of clustering
In a rst step, we choose the number of clusters to k = 3 and apply the KMeans algorithm on the 144-dimensional simulated dataset. In Fig. 6 , the Euclidean distance from each data point to the determined cluster centers cluster is plotted in respect of the temporal point sequence. When trajectory points are near respectively far from a cluster center, their Euclidean distance to a center is small resp. large. These changes can be observed in Fig. 6 by decreasing and increasing Euclidean distances in time. We consider a data point to be a member of the cluster whose center is closest to the point. The hypothesis, that cluster centers are related to stable manifolds or , in general, xed points, thus allows an identi cation of regions of xed points. The borders of clusters are marked by vertical dashed lines in Fig. 6 . A change of 3 states is observed, where the rst occuring cluster returns at the end of the signal.
Increasing the number of detected clusters k from 2 to 7, we obtain the distance- the Euclidean distance of data points of a cluster to the center is obvious smaller then the Euclidean distance of points to the next nearest cluster center, and the width of the cluster-time window is not too small Although these criteria are rather heuristic then formal, they proved to be useful in practice 12 . Now, we try to evolve them quantitatively. The rst item can be formulated as a sum over all clustering results: valid contributions are additive if they occur for all k, others vanish in the sum as small contributions.
Thus the contribution of a valid cluster to the sum has to be large, not reliable clusters should contribute with small values. A good quantity for these contributions is the area between the di erence curves of the signal-nearest clusterdistance and signal-next cluster-distance. This de nition allows the analytical formulation of the second item and is outlined in Fig. 8 . Each data point t i obtains an index corresponding to the cluster j it is member of. The index is equal the relativ area
, where T is the number of data points. By summing up the indices over K cluster realizations for every data points, we obtain a Cluster Quality Measure (CQM) for every data point:
The application on the simulated data with K = 30 leads to CQM shown in Fig. 9 , are very similar and indicate a correct detection of the xed points. Now, we aim at modeling the dynamics of the detected trajectory segments by a nonlinear spatiotemporal analysis. If we can obtain reliable models, then the dynamics of the trajectory segments and, consequently, the whole signal is described. 
G(t)
Abbildung 9: The Cluster Quality Measure for every data point. Plateaus denote valid clusters, which are delimited by rapid changes.
4 Spatiotemporal Modelling
In this section, we introduce a nonlinear spatiotemporal analysis 19 . It determines optimal projections of high-dimensional signals onto a low-dimensional basis and ts synchronously a deterministic dynamical system describing the low-dimensional projections. The presented method is based on Principal Component Analysis (PCA), also known as Karhunen-Lo eve expansion or Empirical Orthogonal Functions. These methods aim at a few orthonormal spatial modes and projections, which explain most of the variance of a multi-dimensional signal. Extensions in respect of ttings of deterministic dynamical model were proposed by Kirby 20 and Ramsay et. al. 21 . But these methodes leave the basis of modes orthonormal. The orthogonality constraint was rst abolished in metereology by Kwasniok 22;23 and in neuroscience by Uhl et.al. 24;25;26 . We outline the latter method in the following. Investigations of the dynamics t V d lead to a criterion for an optimal pertura It was shown in 19 , that the perturbation corrections can be derived analytically for the nondegenerated case, in analogy to Schr odingers perturbation theory in quantum mechanics. It also turns out, that the perturbation theory for non-degenerated PCA-modes with ..... eigenvalues is only valid for low-dimensional deterministic models, whereas the degenerated case should be applied on non-deterministic and thus noisy projections 28 .
Abbildung 10: The basis 12x12-patterns a i for the multi-dimensional signal.
bation parameter c for a minimal V d . This parameter determines the optimal t of spatial modes and the dynamical system. Note that = 0 yields PCAprojections and 6 = 0 new modes and dynamical systems.
As an example, we apply the spatiotemporal analysis on a Hopf-bifurcation with correlated noise, embedded in a 5-dimensional space PCA-modes and the perturbation modes are shown. An improvement in respect of the noise contribution to the projections is obvious. The integration of the determined dynamical system is presented in Fig. 12 and the reconstructed signal represents a Hopf-bifurcation described by Eq. 3. We conclude that the presented method determines an optimal low-dimensional projection in respect of a deterministic dynamical system. Note that this method performs nicely even in case of correlated noise, which is present in most natural systems 29 .
5 Fixed Point Analysis (FPA)
In the previous sections, we have addressed the problems of segmenting a spatiotemporal signal into a temporal sequence of spatiotemporal models and the dynamical modeling of its functional parts. A combination of both methods leads to a full functional description of a non-stationary signal.
In the following, we apply FPA on the simulated data of the previous sections. Bottom: reconstructed patterns, which represent the dynamical xed points. They accord with the patterns of Section 2.
Summary
An algorithm for segmenting a spatiotemporal signal was introduced, where each segment can be described by a xed point dynamics. A clustering method for high-dimensional signals detects the time windows of the segments. We derived a new criterion for valid clusters, the Cluster Quality Measure CQM. The application on a simulated dataset, which shows non-stationary spatiotemporal behaviour, shows results in good accordance with the signals properties. A nonlinear spatiotemporal analysis completes the Fixed Point Analysis by determining spatiotemporal models for each detected time window. The perturbational approach of the nonlinear analysis allows an analytical derivation of optimal projections and tted dynamical systems. This guarantees fast numerics, as well for higher dimensional behaviour. While simulated datasets demonstrate the properties of the algorithm, the investigation of real data is even more interesting. Thus the presented approach has been applied on data from electroencephalography (EEG) and magnetoencephalography (MEG). The measured data show high-dimensional behaviour in space and time and is, of course, far from thermodynamic equilibrium. Nonstationary processes in the brain (i.e. cognitive components) carry functional information about the brain activity. First applications of FPA on Event Re-lated Potentials(ERP) data 30 revealed relations between clusters and ERPcomponents. A relevant application of the presented cluster algorithm is given by the automatic detection of ERP-components.
