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Groupoid models for the C*-algebra of labelled spaces
Giuliano Boava, Gilles G. de Castro, and Fernando de L. Mortari
Abstract. We define a groupoid from a labelled space and show that it is isomorphic to
the tight groupoid arising from an inverse semigroup associated with the labelled space.
We then define a local homeomorphism on the tight spectrum that is a generalization of
the shift map for graphs, and show that the defined groupoid is isomorphic to the Renault-
Deaconu groupoid for this local homeomorphism. Finally, we show that the C*-algebra of
this groupoid is isomorphic to the C*-algebra of the labelled space as introduced by Bates
and Pask.
1. Introduction
The definition of a C*-algebra associated with a labelled graph, or more precisely a
labelled space, was first given by Bates and Pask in [2]. Among the examples given by them
were the classes of graph C*-algebras [15, 20], ultragraph C*-algebras [25] and Carlsen-
Matsumoto algebras [7, 6]. These encompass other important classes of C*-algebras such as
Cuntz algebras [9], Cuntz-Krieger algebras [10] and Exel-Laca algebras [13]. The original
definition was later revised in [3] and then in [1]. We point out that the authors in [5]
independently found the revised definition given in [1].
One powerful tool when studying C*-algebras is to describe them as groupoid C*-algebras
as pioneered by Renault [21]. Several of the classes mentioned above were shown to be
isomorphic to a groupoid C*-algebra [21, 15, 22, 19, 17, 24].
The main goal of this paper is to prove that the C*-algebra associated with a labelled
space is also isomorphic to a groupoid C*-algebra. This was partially done for the countable
case in a paper by Carlsen, Ortega and Pardo [8, Theorem 8.3 and Example 11.1] where
they work in the setting of Boolean dynamical systems, under an additional assumption on
the labelled space. However, certain C*-algebras, such as those associated with shift spaces,
when seen from the point of view of labelled graphs, deal with uncountable sets (in the case
of the shift, the vertices are the points of the shift). Their approach was to use a universal
property of groupoid C*-algebras described by Exel in [12] in the case of second countable
e´tale groupoids. In a footnote of [12], Exel observes that it might be possible to circumvent
the second countability hypothesis by working out the results therein using Baire σ-algebras
instead of Borel σ-algebras, and it is thus possible that Carlsen, Ortega and Pardo’s results
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could be generalized to the uncountable case. We follow a different path, more in the lines
of what was done by Kumjian, Pask, Raeburn and Renault [15].
Our approach is also heavily based in the framework developed by Exel in [12], working
with inverse semigroups, their semilattices of idempotents and tight spectra. The interplay
between inverse semigroups, groupoids and C*-algebras already appears in Renault’s mono-
graph [21] and in Paterson’s book [18]. Paterson associated a universal groupoid with an
inverse semigroup, however in several cases this was not the “correct” groupoid, in a sense;
it was also necessary to restrict this groupoid by looking at the object used to define the
inverse semigroup. One of Exel’s main motivations was to find the correct groupoid solely
with the inverse semigroup.
The original purpose of [4] and [5] was to lay down the framework for the results now
presented here. In [4], the authors defined an inverse semigroup associated with a labelled
space by mimicking the product of elements inside the C*-algebras associated with this
labelled space; contrary to what is done by Carlsen, Ortega and Pardo in [8], however, the
elements of the inverse semigroup are not seen inside the C*-algebra and, as it turns out,
they need not even be the same [5, Example 7.3]. We then gave a description of the tight
spectrum associated with the defined inverse semigroup that is somewhat similar to the
boundary path space of a graph [26] and, depending on the labelled space, they actually
coincide [4, Proposition 6.9].
The boundary path space of a graph is the unit space of the groupoid that gives the graph
C*-algebra; it is also the spectrum of a commutative C*-subalgebra, called the diagonal
subalgebra. The authors extended this result to the case of labelled spaces [5] and, in doing
so, the revised definition for labelled space C*-algebras mentioned in the first paragraph was
found.
After reviewing the necessary tools, we begin our paper by describing, from a labelled
space, a groupoid isomorphic to the tight groupoid defined by Exel [12], but concretely
instead of as a quotient. First we work in a purely algebraic setting and then in a topo-
logical setting. By using some cutting and gluing maps defined in [5], we build a local
homeomorphism and show that our groupoid can be seen as a Renault-Deaconu groupoid
[21, 11, 22]. We then prove that the C*-algebra of this groupoid is isomorphic to the
C*-algebra associated with the labelled space.
2. Preliminaries
2.1. Labelled spaces. A (directed) graph E = (E0,E1, r, s) consists of non-empty sets
E
0 (of vertices), E1 (of edges), and range and source functions r, s : E1 → E0. A vertex v
such that s−1(v) = ∅ is called a sink, and the set of all sinks is denoted by E0sink.
A path of length n on a graph E is a sequence λ = λ1λ2 . . . λn of edges such that r(λi) =
s(λi+1) for all i = 1, . . . , n − 1. We write |λ| = n for the length of λ and regard vertices as
paths of length 0. En stands for the set of all paths of length n and E∗ = ∪n≥0E
n. We extend
the range and source maps to E∗ by defining s(λ) = s(λ1) and r(λ) = r(λn) if n ≥ 2 and
s(v) = v = r(v) for n = 0. Similarly, we define a path of infinite length (or an infinite path)
as an infinite sequence λ = λ1λ2 . . . of edges such that r(λi) = s(λi+1) for all i ≥ 1; for such
a path, we write |λ| =∞; E∞ denotes the set of all infinite paths.
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A labelled graph consists of a graph E together with a surjective labelling map L : E1 → A,
where A is a fixed non-empty set, called an alphabet, and whose elements are called letters.
A
∗ stands for the set of all finite words over A, together with the empty word ω, and A∞ is
the set of all infinite words over A. A labelled graph is said to be left-resolving if for each
v ∈ E0 the restriction of L to r−1(v) is injective.
The labelling map L extends in the obvious way to L : En → A∗ and L : E∞ → A∞.
L
n = L(En) is the set of labelled paths α of length |α| = n, and L∞ = L(E∞) is the set of
infinite labelled paths. We consider ω as a labelled path with |ω| = 0, and set L≥1 = ∪n≥1L
n,
L
∗ = {ω} ∪ L≥1, and L≤∞ = L∗ ∪ L∞.
For α ∈ L∗ and A ∈ P(E0) (the power set of E0), the relative range of α with respect to
A is the set
r(A, α) = {r(λ) | λ ∈ E∗, L(λ) = α, s(λ) ∈ A}
if α ∈ L≥1 and r(A, ω) = A if α = ω. The range of α, denoted by r(α), is the set
r(α) = r(E0, α),
so that r(ω) = E0 and, if α ∈ L≥1, then r(α) = {r(λ) ∈ E0 | L(λ) = α}.
We also define
L(AE1) = {L(e) | e ∈ E1 and s(e) ∈ A} = {a ∈ A | r(A, a) 6= ∅}.
A labelled path α is a beginning of a labelled path β if β = αβ ′ for some labelled path
β ′; also, α and β are comparable if either one is a beginning of the other. If 1 ≤ i ≤ j ≤ |α|,
let αi,j = αiαi+1 . . . αj if j <∞ and αi,j = αiαi+1 . . . if j =∞. If j < i set αi,j = ω.
A labelled space is a triple (E,L,B) where (E,L) is a labelled graph and B is a family
of subsets of E0 that is closed under finite intersections and finite unions, contains all r(α)
for α ∈ L≥1, and is closed under relative ranges, that is, r(A, α) ∈ B for all A ∈ B and all
α ∈ L∗. If in addition B is closed under relative complements, we say the labelled space is
normal. Finally, a labelled space (E,L,B) is weakly left-resolving if for all A,B ∈ B and all
α ∈ L≥1 we have r(A ∩ B, α) = r(A, α) ∩ r(B, α).
For a given α ∈ L∗, let
Bα = B ∩ P(r(α)).
If the labelled space is weakly left-resolving and normal, then the set Bα is a Boolean algebra
for each α ∈ L≥1, and Bω = B is a generalized Boolean algebra as in [23]. By Stone duality
there is a topological space associated with each Bα with α ∈ L
∗, which we denote by Xα,
consisting of the set of ultrafilters in Bα.
2.2. The inverse semigroup of a labelled space. For a given labelled space
(E,L,B) that is weakly left-resolving, consider the set
S = {(α,A, β) | α, β ∈ L∗ and A ∈ Bα ∩Bβ with A 6= ∅} ∪ {0}.
A binary operation on S is defined as follows: s · 0 = 0 · s = 0 for all s ∈ S and, given
s = (α,A, β) and t = (γ, B, δ) in S,
s · t =


(αγ′, r(A, γ′) ∩ B, δ), if γ = βγ′ and r(A, γ′) ∩ B 6= ∅,
(α,A ∩ r(B, β ′), δβ ′), if β = γβ ′ and A ∩ r(B, β ′) 6= ∅,
0, otherwise.
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If for a given s = (α,A, β) ∈ S we define s∗ = (β,A, α), then the set S, endowed with the
operation above, is an inverse semigroup with zero element 0 ([4], Proposition 3.4), whose
semilattice of idempotents is
E(S) = {(α,A, α) | α ∈ L∗ and A ∈ Bα} ∪ {0}.
The natural order in the semilattice E(S) is described in the next proposition.
Proposition 2.1 ([4], Proposition 4.1). Let p = (α,A, α) and q = (β,B, β) be non-zero
elements in E(S). Then p ≤ q if and only if α = βα′ and A ⊆ r(B, α′).
2.3. Filters in E(S). For E a (meet) semilattice with 0, there is a bijection between
the set of filters in E (upper sets that are closed under meets and that do not contain 0) and
the set Eˆ0 of characters of E (zero and meet-preserving nonzero maps from E to the Boolean
algebra {0, 1}). Under the topology of pointwise convergence in Eˆ0, the closure of the subset
Eˆ∞ of characters that correspond to ultrafilters in E is denoted by Eˆtight, and is called the
tight spectrum of E; its elements are the tight characters of E, and their corresponding filters
are tight filters. See [12, Section 12] for details.
For a given labelled space (E,L,B) that is weakly left-resolving and normal, we now
review a description of the tight spectrum of E(S) given in [4]: let us begin by dropping the
normality and considering a labelled space that is just weakly left-resolving.
Let α ∈ L≤∞ and {Fn}0≤n≤|α| (understanding that 0 ≤ n ≤ |α| means 0 ≤ n <∞ when
α ∈ L∞) be a family such that Fn is a filter in Bα1,n for every n > 0 and F0 is either a filter
in B or F0 = ∅. The family {Fn}0≤n≤|α| is said to be complete for α if
Fn = {A ∈ Bα1,n | r(A, αn+1) ∈ Fn+1}
for all n ≥ 0.
It is worth pointing out that in the case of a labelled space that is weakly left-resolving
and normal, if a filter in a complete family is an ultrafilter, then all filters in the family
coming before it are also ultrafilters [4, Proposition 5.7].
Theorem 2.2 ([4], Theorem 4.13). Let (E,L,B) be a weakly left-resolving labelled space
and S be its associated inverse semigroup. Then there is a bijective correspondence between
filters in E(S) and pairs (α, {Fn}0≤n≤|α|), where α ∈ L
≤∞ and {Fn}0≤n≤|α| is a complete
family for α.
Filters are of finite type if they are associated with pairs (α, {Fn}0≤n≤|α|) for which
|α| <∞, and of infinite type otherwise.
A filter ξ in E(S) with associated labelled path α ∈ L≤∞ is sometimes denoted by ξα to
stress the word α; in addition, the filters in the complete family associated with ξα will be
denoted by ξαn (or simply ξn). Specifically,
ξαn = {A ∈ B | (α1,n, A, α1,n) ∈ ξ
α}.(2.3)
Remark 2.4. It follows from [4, Propositions 4.4 and 4.8] that for a filter ξα in E(S)
and an element (β,A, β) ∈ E(S) we have (β,A, β) ∈ ξα if and only if β is a beginning of α
and A ∈ ξ|β|.
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Theorem 2.5 ([4], Theorems 5.10 and 6.7). Let (E,L,B) be a weakly left-resolving,
normal labelled space and S be its associated inverse semigroup. Then the tight filters in
E(S) are:
(i) The filters of infinite type for which the non-empty elements of their associated complete
families are ultrafilters.
(ii) The filters of finite type ξα such that ξ|α| is an ultrafilter in Bα and for each A ∈ ξ|α|
at least one of the following conditions hold:
(a) L(AE1) is infinite.
(b) There exists B ∈ Bα such that ∅ 6= B ⊆ A ∩ E
0
sink.
The set T of tight filters in E(S) is endowed with the topology induced from the topology
of pointwise convergence of characters of E(S), and is thus treated as being (homeomorphic
to) the tight spectrum of E(S). For α ∈ L∗, we denote by Tα the set of all tight filters in
E(S) for which the associated word is α. Also, in what follows F denotes the set of all filters
in E(S).
2.4. Filter surgery in E(S). From now on, (E,L,B) stands for a weakly left-resolving
normal labelled space unless stated otherwise, and all sets Xα, as presented at the end of
Subsection 2.1, are considered as topological spaces, with the topology given by convergence
of filters (that is, the pointwise convergence of the corresponding characters). For all omitted
details and proofs in this subsection, see [5, Section 4].
Given α, β ∈ L≥1 such that αβ ∈ L≥1, the relative range map r( · , β) : Bα −→ Bαβ is a
morphism of Boolean algebras and, therefore, we have its dual morphism
fα[β] : Xαβ −→ Xα
given by fα[β](F) = {A ∈ Bα | r(A, β) ∈ F} (think of this as the map on ultrafilters induced
by cutting β from the end of the labelled path αβ).
When α = ω, if F ∈ Bβ then {A ∈ B | r(A, β) ∈ F} is either an ultrafilter in B = Bω
or is the empty set, and we can therefore consider fω[β] : Xβ −→ Xω ∪ {∅}. These functions
fα[β] are continuous, and fα[βγ] = fα[β] ◦ fαβ[γ].
We now review functions described in [5] that generalize two operations that can easily
be done with paths on a graph E: gluing paths, that is, given µ and ν paths on E such that
r(µ) = s(ν), it is easy to see that µν is a new path on E; and cutting paths, that is, given a
path µν on E then ν is also a path on the graph.
In the context of labelled spaces, we have an extra layer of complexity because filters
in E(S) are described not only by a labelled path but also by a complete family of filters
associated with it, by Theorem 2.2. When we cut or glue labelled paths, the Boolean algebras
where the filters lie change because they depend on the labelled path. We also note that,
since we are only interested in tight filters in E(S), it is enough to consider families consisting
only of ultrafilters, by Theorem 2.5.
Let us begin with the gluing: for composable labelled paths α ∈ L≥1 and β ∈ L∗ (that
is, such that αβ ∈ L≥1), consider the subspace X(α)β of Xβ given by
X(α)β = {F ∈ Xβ | r(αβ) ∈ F}.
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There is then a continuous map
g(α)β : X(α)β −→ Xαβ
on ultrafilters induced by gluing α at the beginning of the labelled path β given by
g(α)β(F) = {C ∩ r(αβ) | C ∈ F}.(2.6)
The following simple result will be needed later on.
Lemma 2.7. Suppose that A ∈ Bγ and F ∈ X(a)γ . Then, A ∈ F if and only if A∩r(aγ) ∈
g(a)γ(F).
Proof. If A ∈ F then A ∩ r(aγ) ∈ g(a)γ(F) from the definition of g(a)γ(F). For the
converse, suppose that A ∩ r(aγ) ∈ g(a)γ(F). Since g(a)γ(F) ⊆ F , A ∈ Bγ and F is a filter
in Bγ, it follows that A ∈ F . 
Now for composable labelled paths α ∈ L≥1 and β ∈ L≤∞, let T(α)β be the subspace of
Tβ given by
T(α)β = {ξ ∈ Tβ | ξ0 ∈ X(α)ω}.
We can then define a gluing map
G(α)β : T(α)β −→ Tαβ
taking a tight filter ξ ∈ T(α)β to the tight filter η ∈ Tαβ , whose complete family of (ultra)filters
is obtained by gluing and cutting labelled paths appropriately, as follows:
• If β = ω,
η|α| = g(α)ω(ξ0) = {C ∩ r(α) | C ∈ ξ0}
and, for for 0 ≤ i < |α|,
ηi = fα1,i[αi+1,|α|](η|α|) = {D ∈ Bα1,i | r(D,αi+1,|α|) ∈ η|α|};
• If β 6= ω, for 1 ≤ n ≤ |β| (or n < |β| if β is infinite)
η|α|+n = g(α)β1,n(ξn) = {C ∩ r(αβ1,n) | C ∈ ξn}
and, for 0 ≤ i ≤ |α|,
ηi = fα1,i[αi+1,|α|β1](η|α|+1) = {D ∈ Bα1,i | r(D,αi+1,|α|β1) ∈ η|α|+1}.
Finally, for α = ω set T(ω)β = Tβ and let G(ω)β be the identity function on Tβ.
Next, we describe the cutting: for composable labelled paths α ∈ L≥1 and β ∈ L∗, there
is a continuous map
h[α]β : Xαβ −→ X(α)β
induced on ultrafilters by cutting α from the beginning of αβ given by
h[α]β(F) = ↑BβF = {C ∈ Bβ | D ≤ C for some D ∈ F}.(2.8)
Lemma 2.9. Suppose that A ∈ Baγ and F ∈ Xaγ. Then, A ∈ F if and only if A ∈
h[a]γ(F).
Proof. If A ∈ F then A ∈ h[a]γ(F) from the definition of h[a]γ(F). Now, if A ∈ h[a]γ(F),
using that F = g(a)γ(h[a]γ(F)) = {B ∩ r(aγ) |B ∈ h[a]γ(F)}, since A ⊆ r(aγ), we conclude
that A ∈ F . 
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For composable labelled paths α ∈ L≥1 and β ∈ L≤∞, these give rise to a cutting map
H[α]β : Tαβ −→ T(α)β
that takes a tight filter ξ ∈ Tαβ to the tight filter η ∈ T(α)β such that, for all n with
0 ≤ n ≤ |β|,
ηn = h[α]β1,n(ξn+|α|).
For α = ω define H[ω]β to be the identity function over Tβ.
Theorem 2.10 ([5], Theorem 4.17). Suppose the labelled space (E,L,B) is weakly left-
resolving and normal, and let α ∈ L≥1 and β ∈ L≤∞ be such that αβ ∈ L≤∞. Then H[α]β =
(G(α)β)
−1.
Theorem 2.11 ([5], Lemmas 4.13 and 4.16). Suppose the labelled space (E,L,B) is
weakly left-resolving and normal, and let α, β ∈ L≥1 and γ ∈ L≤∞ be such that αβγ ∈ L≤∞.
Then G(αβ)γ = G(α)βγ ◦G(β)γ and H[β]γ ◦H[α]βγ = H[αβ]γ.
2.5. The C*-algebra of a labelled space. Let (E,L,B) be a weakly left-resolving,
normal labelled space. The C*-algebra associated with (E,L,B), denoted by C∗(E,L,B),
is the universal C∗-algebra generated by projections {pA | A ∈ B} and partial isometries
{sa | a ∈ A} subject to the relations
(i) pA∩B = pApB, pA∪B = pA + pB − pA∩B and p∅ = 0, for every A,B ∈ B;
(ii) pAsa = sapr(A,a), for every A ∈ B and a ∈ A;
(iii) s∗asa = pr(a) and s
∗
bsa = 0 if b 6= a, for every a, b ∈ A;
(iv) For every A ∈ B for which 0 < #L(AE1) < ∞ and there does not exist B ∈ B such
that ∅ 6= B ⊆ A ∩ E0sink,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a.
For each word α = a1a2 · · · an, define sα = sa1sa2 · · · san ; we also set sω = 1, where ω is
the empty word. We observe that sω does not belong to C
∗(E,L,B) unless it is unital – we
work with sω to simplify our statements. For example, sωpAs
∗
ω means pA. We never use sω
alone.
Proposition 2.12. Let (E,L,B) be a weakly left-resolving normal labelled space. Then
C∗(E,L,B) = span{sαpAs
∗
β | α, β ∈ L
∗ and A ∈ Bα ∩Bβ}.
For details, see [1] and [5].
3. The groupoid associated with a labelled space
In [12, Section 4] a certain action of inverse semigroups on their tight spectra is con-
structed, from which one can associate a groupoid of germs. In this section we give an
isomorphism between this groupoid of germs and a kind of boundary path groupoid (such
as in [14] and [27]). This description will facilitate the study of the groupoid C*-algebra in
Section 5.
We begin by constructing, in the present context, the groupoid Gtight as in [12]. Let
(E,L,B) be a labelled space, with associated inverse semigroup S. For each idempotent
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e ∈ E(S), define De = {φ ∈ Eˆtight | φ(e) = 1} and Ω = {(s, φ) ∈ S × Eˆtight | φ ∈ Ds∗s}. The
action θ of S on Eˆtight is given by
θs(φ)(e) = φ(s
∗es).(3.1)
The following is an equivalence relation on Ω: (s, φ) ∼ (t, ψ) if and only if φ = ψ and
there exists e ∈ E(S) such that φ ∈ De and se = te. Let Gtight = Ω/ ∼ and denote the class
of (s, φ) by [s, φ]. Set
G
(2)
tight = {([s, φ], [t, ψ]) ∈ Gtight × Gtight | φ = θt(ψ)}
and for ([s, φ], [t, ψ]) ∈ G
(2)
tight define
[s, φ] · [t, ψ] = [st, ψ].
Also, for [s, φ] ∈ Gtight let
[s, φ]−1 = [s∗, θs(φ)].
Then Gtight is a groupoid with operations defined as above.
Remark 3.2. Given a non zero element s = (µ,A, ν) ∈ S and φ ∈ Eˆtight, let us charac-
terize when φ(s∗s) = 1. Since s∗s = (ν, A, ν), if ξα is the filter on E(S) associated with φ
then φ(s∗s) = 1 if and only if (ν, A, ν) ∈ ξα; from (2.3), this happens if and only if ν is a
beginning of α and A ∈ ξα|ν|.
Proposition 3.3. Let s = (µ,A, ν), t = (β,B, γ) be two non zero elements in S and φ
be a tight character associated with a filter ξα on E(S). Suppose that (s, φ), (t, φ) ∈ Ω and
that ν is a beginning of γ with γ = νγ′. Then (s, φ) ∼ (t, φ) if and only if β = µγ′.
Proof. Suppose that (s, φ) ∼ (t, φ), then there exists e = (δ, N, δ) ∈ E(S) such that
φ ∈ De and se = te. Since φ ∈ De, we have φ(e) = 1; therefore, Remark 3.2 ensures δ is a
beginning of α and N ∈ ξα|δ|. Additionally, it follows from (t, φ) ∈ Ω that φ ∈ Dt∗t. Remark
3.2 then says γ (and thus also ν, since γ = νγ′) is a beginning of α and hence δ is comparable
with γ (and ν). There are a few cases to consider.
First consider that |δ| ≤ |ν| ≤ |γ|. Writing ν = δν ′ and γ = δγ′′ for µ′, γ′′ ∈ L∗ we have
se = (µ,A ∩ r(N, ν ′), ν)
te = (β,B ∩ r(N, γ′′), γ).
It follows from se = te that γ = ν, that is, γ′ = ω, hence β = µ = µγ′ as desired.
Now suppose that |ν| ≤ |γ| ≤ |δ|. In this case δ = γδ′ = νγ′δ′ for δ′ ∈ L∗, and
se = (µγ′δ′, r(A, γ′δ′) ∩N, δ)
te = (βδ′, r(B, δ′) ∩N, δ),
whence βδ′ = µγ′δ′ and therefore β = µγ′.
Finally, if |ν| < |δ| < |γ|, from the previous cases the third coordinate of se is δ and the
third coordinate of te is γ; however, since |δ| < |γ|, we have δ 6= γ and se 6= te, which is a
contradiction.
For the converse, suppose that β = µγ′ and define e = (γ, r(A, γ′) ∩ B, γ). Let us first
check that e ∈ E(S) \ {0}. From (s, φ), (t, φ) ∈ Ω, Remark 3.2 gives A ∈ ξα|ν| and B ∈ ξ
α
|γ|.
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Using that |γ| = |ν| + |γ′|, A ∈ ξα|ν| and the completeness of the family {ξ
α
n}n we obtain
r(A, γ′) ∈ ξα|γ|. In particular B∩r(A, γ
′) ∈ ξα|γ| since ξ
α
|γ| is a filter and so ∅ 6= r(A, γ
′)∩B ∈ Bγ ,
hence e ∈ E(S) \ {0}. Now
se = (µγ′, r(A, γ′) ∩B, γ)
te = (β, r(A, γ′) ∩ B, γ),
so that se = te and (s, φ) ∼ (t, φ).

Remark 3.4. Let s = (µ,A, ν), t = (β,B, γ) be such that (s, φ), (t, φ) ∈ Ω for some
φ ∈ Eˆtight. If ξ
α is the filter associated with φ then ν and γ are both beginnings of α so that
they are comparable. It follows from Proposition 3.3 that (s, φ) ∼ (t, φ) if and only if µ and
ν are beginnings of β and γ respectively with the same ending, or the other way around.
We now focus our attention in defining an analogue to the boundary path groupoid of
a graph ([14], [27]) in the setting of labelled spaces. Let s = (µ,A, ν) ∈ S and φ ∈ Eˆtight
be such that (s, φ) ∈ Ω. If ξα is the filter corresponding to φ then by Remark 3.2, ν is a
beginning of α, that is α = να′ for some α′ ∈ L≤∞.
As with the case of graphs, a candidate to be associated with the class [s, φ] would be
the triple (µα′, |µ| − |ν|, να′), but doing so would ignore the information contained in the
family {ξαn}n of ultrafilters. In order not to lose this information we cut and glue tight filters
adequately, using filter surgery as described in Subsection 2.4, to build a new tight filter ηµα
′
from ξα by cutting off ν from the beginning of α = να′ and gluing µ in its place.
Proposition 3.5. Let (E,L,B) be a weakly left-resolving, normal labelled space and
define
Γ = {(ξαγ, |α| − |β|, ηβγ) ∈ T× Z× T | H[α]γ(ξ
αγ) = H[β]γ(η
βγ)}.
Then Γ is a groupoid with product given by
(ξ,m, η)(η, n, ρ) = (ξ,m+ n, ρ)
and an inverse given by
(ξ,m, η)−1 = (η,−m, ξ).
Proof. The only difficulty lies in proving that the product (ξ,m+n, ρ) is an element of
Γ. On the one hand, from (ξ, n, η) ∈ Γ we can write ξ = ξαγ and η = ηβγ with |α|− |β| = m;
on the other hand, since (η, n, ρ) ∈ Γ we have η = ηβ
′γ′ and ρ = ρδγ
′
with |β ′| − |δ| = n.
Now η = ηβγ = ηβ
′γ′ , so βγ = β ′γ′; this ensures that either β is a beginning of β ′ or β ′ is a
beginning of β.
In the case that β is a beginning of β ′, say β ′ = βγ′′,
βγ = β ′γ′ = βγ′′γ′,
so that γ = γ′′γ′. Therefore ξ = ξαγ = ξ(αγ
′′)γ′ , ρ = ρδγ
′
, and
m+ n = (|α| − |β|) + (|β ′| − |δ|)
= |α| − |β|+ |βγ′′| − |δ|
= |αγ′′| − |δ|.
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Additionally, using that H[α]γ(ξ) = H[β]γ(η) and H[β′]γ′(η) = H[δ]γ′(ρ),
H[αγ′′]γ′(ξ) = (H[γ′′]γ′ ◦H[α]γ′′γ′)(ξ) = (H[γ′′]γ′ ◦H[α]γ)(ξ)
= (H[γ′′]γ′ ◦H[β]γ)(η) = (H[γ′′]γ′ ◦H[β]γ′′γ′)(η)
= H[βγ′′]γ′(η) = H[β′]γ′(η)
= H[δ]γ′(ρ)
whence (ξ,m+ n, ρ) ∈ Γ. The case that β ′ is a beginning of β is analogous. 
Lemma 3.6. Let (E,L,B) be a weakly left-resolving, normal labelled space. Suppose that
α, β ∈ L∗ are such that αβ ∈ L∗, and that F is a filter on Bαβ. If A ∈ F and C ∈ ↑BβF ,
then A ∩ C ∈ F .
Proof. Notice thatA∩C ∈ Bαβ sinceB is closed under intersections andA∩C⊆A⊆r(αβ).
Also, there exists X ∈ F such that X⊆C. Since A ∩ X⊆A ∩ C and A ∩ X ∈ F , we have
that A ∩ C ∈ F . 
Lemma 3.7. Let (E,L,B) be a weakly left-resolving, normal labelled space. Let (t, φ) be
an element of Ω with t = (β,A, γ) and φ ∈ Eˆtight be a character associated with ξ
α so that
α = γα′ for some α′ ∈ L≤∞. Then η = (G(β)α′ ◦H[γ]α′)(ξ
α), where α = γα′, is well defined,
and η is the character associated with θt(φ) given by (3.1).
Proof. Let (δ,D, δ) ∈ E(S). Then, using Remark 3.2,
θt(φ)(δ,D, δ) = φ((γ, A, β)(δ,D, δ)(β,A, γ))
=


φ(γδ′, r(A, δ′) ∩D, γδ′) if δ = βδ′
φ(γ, A ∩ r(D, β ′), γ) if β = δβ ′
0 otherwise
=


[
δ′ is a beginning of α′ and r(A, δ′) ∩D ∈ ξα|γδ′|
]
if δ = βδ′
[A ∩ r(D, β ′) ∈ ξα|γ|] if β = δβ
′
0 otherwise,
where [ ] represents the boolean function that returns 0 if the argument is false and 1 if it is
true. Note that for θt(φ)(δ,D, δ) = 1 to hold, it is necessary for δ to be a beginning of βα
′.
There is a also a condition on D that depends on whether δ = βδ′ or β = δβ ′.
To see that η = (G(β)α′ ◦H[γ]α′)(ξ
α) is well defined first notice that (β,A, γ) is an element
of S(E,L,B) so that ∅ 6= A ⊆ r(β) ∩ r(γ). If β = ω, then the domain of G(β)α′ is Tα, which
contains the range of H[γ]α′. If β 6= ω then by Remark 3.2 A ∈ ξ
α
|γ|, and since A ⊆ r(β), this
implies that r(β) ∈ H[γ]α′(ξ
α)0 by the definition of H . Finally, from the definition of T(β)α′
we conclude that H[γ]α′(ξ
α) ∈ T(β)α′ , which is the domain of G(β)α′ .
Let ψ be the character associated with η = (G(β)α′ ◦H[γ]α′)(ξ
α), then
ψ(δ,D, δ) =
[
δ is a beginning of βα′ and D ∈ η|δ|
]
.
If δ = βδ′ then, by (2.6) and (2.8),
η|δ| = (g(β)δ′ ◦ h[γ]δ′)(ξ|γδ′|)
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= g(β)δ′
(
↑Bδ′ ξ|γδ′|
)
=
{
C ∩ r(βδ′) | C ∈ ↑Bδ′ ξ|γδ′|
}
.
We claim thatD ∈ η|δ| if and only ifD∩r(A, δ
′) ∈ ξα|γδ′|. On the one hand, ifD ∈ η|δ|, then
there exists C ∈ ↑Bδ′ ξ|γδ′| such that D = C∩r(βδ
′). Since (β,A, γ) ∈ S we have A ∈ Bβ∩Bγ
and so r(A, δ′) ⊆ r(βδ′). Now, D ∩ r(A, δ′) = C ∩ r(βδ′) ∩ r(A, δ′) = C ∩ r(A, δ′) ⊆ r(γδ′),
which is an element of ξα|γδ′| by Lemma 3.6.
On the other hand if D∩ r(A, δ′) ∈ ξα|γδ′|, since D ∈ Bδ ⊆ Bδ′ and r(A, δ
′)∩D ⊆ D, then
D ∈ ↑Bδ′ ξ|γδ′| and D = D ∩ r(βδ
′) ∈ η|δ|.
Now suppose that β = δβ ′. In this case by the definitions of G and H given in Subsection
2.4,
η|δ| = (fδ[β′] ◦ g(β)ω ◦ h[γ]ω)(ξ
α
|γ|)
= (fδ[β′] ◦ g(β)ω)
(
↑Bξ
α
|γ|
)
= fδ[β′]
({
C ∩ r(β) | C ∈ ↑Bξ
α
|γ|
})
=
{
F ∈ Bδ | r(F, β
′) ∈
{
C ∩ r(β) | C ∈ ↑Bξ
α
|γ|
}}
.
We claim that D ∈ η|δ| if and only if A ∩ r(D, β
′) ∈ ξα|γ|. In fact, if D ∈ η|δ| then there
exists C ∈ ↑Bξ
α
|γ| such that r(D, β
′) = C ∩ r(β). Since A ⊆ r(β) and A ∈ ξα|γ|, we have that
A ∩ r(D, β ′) = A ∩ C ∩ r(β) = A ∩ C which is an element of ξα|γ| by Lemma 3.6.
On the other hand, if A ∩ r(D, β ′) ∈ ξα|γ|, since A ∈ ξ
α
|γ|, by choosing C = r(D, β
′) in the
expression for η|δ|, we see that D ∈ η|δ|.
By comparing the formulas for ψ and θt(φ) we conclude that they are equal, that is, η is
the filter associated with θt(φ).

Theorem 3.8. Let (E,L,B) be a weakly left-resolving, normal labelled space. Then
Φ : Gtight −→ Γ
[t, φ] 7−→ ((G(β)α′ ◦H[γ]α′)(ξ
α), |β| − |γ|, ξα)
is a well defined isomorphism of groupoids where ξα is the filter associated with φ and t =
(β,A, γ) is such that (γ, A, γ) ∈ ξα, so that α = γα′ for some α′ ∈ L≤∞.
Proof. We divide the proof in several steps.
• Φ is well defined:
For t and φ as in the statement, (G(β)α′ ◦H[γ]α′)(ξ
α) is well defined by Lemma 3.7. Also,
by Theorem 2.10,
(H[β]α′ ◦G(β)α′ ◦H[γ]α′)(ξ
α) = H[γ]α′(ξ
α)
so that ((G(β)α′ ◦H[γ]α′)(ξ
α), |β| − |γ|, ξα) ∈ Γ.
Now, let s = (µ,B, ν) ∈ S(E,L,B) be such that φ ∈ Ds∗s and [s, φ] = [t, φ]. By Remark
3.4, it is sufficient to suppose that γ = νγ′ and β = µγ′ for some γ′ ∈ L∗. Then
|β| − |γ| = |µγ′| − |νγ′| = |µ| − |ν|
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and, by Theorems 2.10 and 2.11,
(G(β)α′ ◦H[γ]α′)(ξ
α) = (G(µ)γ′α′ ◦G(γ′)α′ ◦H[γ′]α′ ◦H[ν]γ′α′)(ξ
α)
= (G(µ)γ′α′ ◦H[ν]γ′α′)(ξ
α)
so that Φ does not depend on the representative.
• Φ is injective:
Suppose that Φ[t, φ] = Φ[s, ψ], where t = (β,A, γ) and s = (µ,B, ν). Since the third
entries of Φ[t, φ] and Φ[s, ψ] are the filters associated with φ and ψ respectively, for the
equality Φ[t, φ] = Φ[s, ψ] to be true it is necessary that φ = ψ. Let ξα be the filter associated
with φ. By Remark 3.2, γ and ν are beginnings of α so that they are comparable. Without
loss of generality, suppose that γ = νγ′ for some γ′ ∈ L∗.
By the definitions of G and H , the first entries of Φ[t, φ] and Φ[s, ψ] are filters with
associated words βα′ and µγ′α′ respectively. From Φ[t, φ] = Φ[s, ψ], it follows that βα′ =
µγ′α′ and hence β = µγ′. By Proposition 3.3, [t, φ] = [s, φ] and Φ is injective.
• Φ is surjective:
If (ηα˜, m, ξα) ∈ Γ then there exists β, γ ∈ L∗ and α′ ∈ L≤∞ such that α˜ = βα′, α = γα′,
m = |β| − |γ| and H[γ]α′(ξ
α) = H[β]α′(η
α˜). Let φ be the filter associated with ξα. Suppose
that γ 6= ω and define t = (β, r(β)∩r(γ), γ). Since H[γ]α′(ξ
α) = H[β]α′(η
α˜), by [5, Proposition
4.6] we have that r(β) ∩ r(γ) 6= ∅. It follows from Theorem 2.10 that
Φ[t, φ] = ((G(β)α′ ◦H[γ]α′)(ξ
α), |β| − |γ|, ξα)
= ((G(β)α′ ◦H[β]α′)(η
α˜), |β| − |γ|, ξα)
= (ηα˜, m, ξα).
If γ = ω and α′ 6= ω, we can use Theorem 2.11 to define γ′ = α′1, β
′ = βα′1 and
α′′ = α′2,|α′|, and repeat the above argument. If γ = α
′ = ω, then there exists A ∈ ξα0 and we
then take t = (β, r(β) ∩A, γ) and again show that Φ[t, φ] = (ηα˜, m, ξα).
• (Φ× Φ)
(
G
(2)
tight
)
⊆ Γ(2) and Φ preserves multiplication:
Let ([s, θt(φ)], [t, φ]) ∈ G
(2)
tight with s = (µ,B, ν), t = (β,A, γ) and ξ
α be the filter associ-
ated with φ. Also, let ηβα
′
be the filter associated with θt(φ) as in Lemma 3.7. It follows
from the definition of Ω that st 6= 0, and so from the definition of the product given in
Subsection 2.2 we have two cases to consider.
Case 1: β = νβ ′ for some β ′ ∈ L∗. In this case βα′ = νβ ′α′ and
st = (µβ ′, r(B, β ′) ∩A, γ).
On the one hand
Φ[st, φ] = ((G(µβ′)α′ ◦H[γ]α′)(ξ
α), |µβ ′| − |γ|, ξα).
GROUPOID MODELS FOR LABELLED SPACES 13
On the other hand
Φ[s, θt(φ)] = ((G(µ)β′α′ ◦H[ν]β′α′)(η
βα′), |µ| − |ν|, ηβα
′
)
and, by Lemma 3.7,
Φ[t, φ] = ((G(β)α′ ◦H[γ]α′)(ξ
α), |β| − |γ|, ξα) = (ηβα
′
, |β| − |γ|, ξα),
which implies that (Φ[s, θt(φ)],Φ[t, φ]) ∈ Γ
(2).
Multiplying, we obtain
Φ[s, θt(φ)]Φ[t, φ] = ((G(µ)β′α′ ◦H[ν]β′α′)(η
βα′), |µ| − |ν|+ |β| − |γ|, ξα).
Since β = νβ ′,
|µ| − |ν|+ |β| − |γ| = |µ| − |ν|+ |νβ ′| − |γ| = |µβ ′| − |γ|.
Also, from theorems 2.10 and 2.11,
(G(µ)β′α′ ◦H[ν]β′α′)(η
βα′) = (G(µ)β′α′ ◦H[ν]β′α′ ◦G(β)α′ ◦H[γ]α′)(ξ
α)
= (G(µ)β′α′ ◦H[ν]β′α′ ◦G(ν)β′α′ ◦G(β′)α′ ◦H[γ]α′)(ξ
α)
= (G(µ)β′α′ ◦G(β′)α′ ◦H[γ]α′)(ξ
α)
= (G(µβ′)α′ ◦H[γ]α′)(ξ
α).
It follows that
Φ[st, φ] = Φ[s, θt(φ)]Φ[t, φ].
Case 2: ν = βν ′ for some ν ′ ∈ L∗. Since (s, θt(φ)) ∈ Ω, ν is a beginning of βα
′ and in
this case α′ = ν ′α′′ for some α′′ ∈ L≤∞. Also, we have that
st = (µ,B ∩ r(A, ν ′), γν ′).
Now,
Φ[st, φ] = ((G(µ)α′′ ◦H[γν′]α′′)(ξ
α), |µ| − |γν ′|, ξα).
On the other hand
Φ[s, θt(φ)] = ((G(µ)α′′ ◦H[ν]α′′)(η
βα′), |µ| − |ν|, ηβα
′
)
and
Φ[t, φ] = ((G(β)α′ ◦H[γ]α′)(ξ
α), |β| − |γ|, ξα) = (ηβα
′
, |β| − |γ|, ξα),
which again implies that (Φ[s, θt(φ)],Φ[t, φ]) ∈ Γ
(2).
Multiplying, we obtain
Φ[s, θt(φ)]Φ[t, φ] = ((G(µ)α′′ ◦H[ν]α′′)(η
βα′), |µ| − |ν|+ |β| − |γ|, ξα).
Since ν = βν ′,
|µ| − |ν|+ |β| − |γ| = |µ| − |βν ′|+ |β| − |γ| = |µ| − |γν ′|.
From theorems 2.10 and 2.11,
(G(µ)α′′ ◦H[ν]α′′)(η
βα′) = (G(µ)α′′ ◦H[ν]α′′ ◦G(β)α′ ◦H[γ]α′)(ξ
α)
= (G(µ)α′′ ◦H[ν′]α′′ ◦H[β]α′ ◦G(β)α′ ◦H[γ]α′)(ξ
α)
= (G(µ)α′′ ◦H[ν′]α′′ ◦H[γ]α′)(ξ
α)
= (G(µ)α′′ ◦H[γν′]α′′)(ξ
α).
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It follows that
Φ[st, φ] = Φ[s, θt(φ)]Φ[t, φ].

4. Topological considerations
Our goal in this section is to describe the topology on Γ induced by the isomorphism
given in Theorem 3.8 from the topology of Gtight given in [12]. First we recall a basis of
compact-open sets for F given in [16]. For e ∈ E(S) define
Ue = {ξ ∈ F | e ∈ ξ}
and, if we are also given a finite (possibly empty) set {e1, . . . , en}, define
Ue:e1,...,en = Ue ∩ U
c
e1
∩ · · · ∩ U cen .
As observed in [16],
Ue:e1,...,en = Ue ∩ U
c
e1e
∩ · · · ∩ U cene
so that we may assume that ei ≤ e for all i ∈ {1, . . . , n}.
Proposition 4.1 ([16], Lemmas 2.22 and 2.23). The sets Ue:e1,...,en form a basis of
compact-open sets for F such that the resulting topology is Hausdorff.
This is the topology induced by the topology of pointwise convergence on characters,
given the bijection between filters and characters.
Remark 4.2. Since T is a closed subset of F, the sets
Ve:e1,...,en = Ue:e1,...,en ∩ T
as above form a basis of compact-open sets for the relative topology on T. As a particular
case, we denote Ve = Ue ∩ T.
Now we recall the topology on Gtight given in [12]. Given s ∈ S and an open set U ⊆ Ds∗s,
let
Θ(s,U) = {[s, φ] ∈ Gtight | φ ∈ U}.
Then, the collections of all Θ(s,U) is basis for a topology on Gtight making it a topological
e´tale groupoid.
Finally we define a collection of subsets on Γ as follows. Given s = (µ,A, ν) ∈ S(E,L,B)
and e1, . . . , en ∈ E(S), let
Zs,e:e1,...,en = {(η
µγ , |µ| − |ν|, ξνγ) ∈ Γ | ξ ∈ Ve:e1,...,en and H[µ]γ(η) = H[ν]γ(ξ)}.
Remark 4.3. In the above definition, if e = s∗s, we denote it by Zs:e1,...,en. We also allow
n to be zero and in this case we denote it simply by Zs,e or Zs when e = s
∗s.
Proposition 4.4. The sets Zs,e:e1,...,en defined above form a basis of compact-open sets
for the topology on Γ induced by the map Φ of Theorem 3.8 from the topology on Gtight given
by the sets Θ(s,U).
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Proof. Given an open set U ⊆ Ds∗s for some s ∈ S(E,L,B), the corresponding set of
filters V is an open set of T. Let [s, φ] ∈ Θ(s,U) with φ ∈ U and associated filter ξ ∈ V
be given. Then there exists e, e1, . . . , en such that ξ ∈ Ve:e1,...,en ⊆ V . Let Ue:e1,...,en be the
corresponding open set on Ds∗s so that φ ∈ Ue:e1,...,en ⊆ U and [s, φ] ∈ Θ(s,Ue:e1,...,en) ⊆
Θ(s,U).
It follows that the family of all sets Θ(s,Ue:e1,...,en) is also a basis for Gtight where s ∈
S(E,L,B) and Ue:e1,...,en is the corresponding set of characters associated with the elements
of Ve:e1,...,en.
By Theorem 2.10, H[µ]γ(η) = H[ν]γ(ξ) if and only if η = (G(µ)γ ◦ H[ν]γ)(ξ). By the
definition of the isomorphism Φ of Theorem 3.8, we have that
Φ(Θ(s,Ue:e1,...,en)) = Zs,e:e1,...,en
and then it is easy to see that the sets Zs,e:e1,...,en form a basis for the induced topology by
Φ on Γ.
To see that they are compact, we use Proposition 4.15 of [12]. We have the homeomor-
phisms
Zs,e:e1,...,en
∼= Θ(s,Ue:e1,...,en)
∼= Ue:e1,...,en
∼= Ve:e1,...,en,
where the last is compact by Remark 4.2. 
Let us now check that, with the above topology, Γ is Hausdorff. This follows from an
algebraic property of the semigroup as studied in [12].
Definition 4.5. An inverse semigroup S with zero is said to be E∗-unitary if for every
s ∈ S such that e = se for some e ∈ E(S) \ {0}, we have that s ∈ E(S).
Proposition 4.6. Let (E,L,B) be a weakly left-resolving labelled space, then S(E,L,B)
is a E∗-unitary inverse semigroup.
Proof. Let s = (µ,B, ν) and e = (δ,D, δ) ∈ E(S) \ {0}. Suppose that e = se, that is
(δ,D, δ) = (µ,B, ν)(δ,D, δ).
By the definition of the product on S, for this equality to be true it is necessary that
s 6= 0, δ = νδ′ and δ = µδ′ for some δ′ ∈ L∗. If that is the case then µ = ν, that is,
s = (µ,B, µ) ∈ E(S). 
Corollary 4.7. Γ with the above topology is Hausdorff.
Proof. This follows immediately from Corollary 10.9 of [12]. 
Next, we show that Γ can be seen as a Renault-Deaconu groupoid [21, 11, 22]. For that
we define, for each n ∈ N with n ≥ 1, T(n) = {ξα ∈ T |α ∈ L≤∞, |α| ≥ n} and σ : T(1) → T
by σ(ξα) = H[a]γ(ξ) if α = aγ.
Proposition 4.8. Let T(1) and σ be as above. Then:
(i) T(1) is open;
(ii) σ is a local homeomorphism.
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Proof. To prove (i), observe that if ξ = ξα with |α| ≥ 1, then (α1, r(α1), α1) ∈ ξ. Hence
T
(1) =
⋃
a∈A
V(a,r(a),a),
which is an open set.
For (ii) we prove that, when restricted to V(a,r(a),a), σ is a homeomorphism between
V(a,r(a),a) and V(ω,r(a),ω). Denote by σa the restriction of σ to V(a,r(a),a), with V(ω,r(a),ω) as
codomain. We use Theorem 2.10 in what follows. To see that σa is injective, suppose that
σa(ξ) = ζ
γ = σa(η). In this case, ξ = ξ
aγ, η = ηaγ and H[a]γ(ξ) = σa(ξ) = σa(η) = H[a]γ(η).
Since H[a]γ is injective, ξ = η. For the surjectivity, let ζ = ζ
γ ∈ V(ω,r(a),ω) whence ζ ∈ T(a)γ .
Define ξ = G(a)γ(ζ), so that ξ ∈ V(a,r(a),a) and σa(ξ) = H[a]γ(ξ) = ζ .
To show that σa is a homeomorphism, one can use Lemma 2.9 to conclude that
σa(V(aγ,A,aγ):(aγη1 ,B1,aγβ1),...,(aγηn,Bn,aγβn)) = V(γ,A,γ):(γη1,B1,γβ1),...,(γηn,Bn,γβn)
for an arbitrary basic open set V(aγ,A,aγ):(aγη1 ,B1,aγβ1),...,(aγηn,Bn,aγβn) of V(a,r(a),a), and Lemma
2.7 to see that
σ−1a (Vω,r(a),ω ∩ V(γ,A,γ):(γη1,B1,γβ1),...,(γηn,Bn,γβn))
= V(aγ,A∩r(aγ),aγ):(aγη1 ,B1∩r(aγη1),aγβ1),...,(aγηn,Bn∩r(aγηn),aγβn)
for an arbitrary basic open set Vω,r(a),ω ∩ V(γ,A,γ):(γη1,B1,γβ1),...,(γηn,Bn,γβn) of V(ω,r(a),ω). Hence
σa and σ
−1
a are continuous. 
Notice that for ξα ∈ T(1), the length of the word associated with σ(ξ) is |α| − 1. This
implies that for n ∈ N with n ≥ 1, dom(σn) = T(n). Also if ξ = ξαβ then by Theorem 2.11,
σ|α|(ξ) = H[α]β(ξ). This implies that
Γ = {(η,m− n, ξ) |m,n ∈ N, η ∈ dom(σm), ξ ∈ dom(σn) and σm(η) = σn(ξ)},
that is, Γ is the Renault-Deaconu groupoid associated with σ [22, Definition 2.5].
Now, let us prove that the topology given in Proposition 4.4 is the same as the one given
in [22], which is the topology defined by the basic open sets
(4.9) V(X, Y,m, n) = {(η,m− n, ξ) | (η, ξ) ∈ X × Y and σm(η) = σn(ξ)}
where X (resp. Y) is an open subset of dom(σm) (resp. dom(σn)) for which σm|X (resp.
σn|Y ) is injective.
Lemma 4.10. If (α,A, β) ∈ S(E,L,B) and e1 = (βδ1, B1, βδ1), . . . , en = (βδn, Bn, βδn) ∈
E(S) are such that Bi ⊆ r(A, δi), then σ
|α| (resp. σ|β|) is injective restricted to Vss∗:f1,...,fn
(resp. Vs∗s:e1,...,en) and Zs:e1,...,en = V(Vss∗:f1,...,fn, Vs∗s:e1,...,en, |α|, |β|), where f1 = (αδ1, B1, αδ1),
. . ., fn = (αδn, Bn, αδn).
Proof. For injectivity, it is sufficient to show that σ|α| is injective in Vss∗. This is indeed
the case, for, if σ|α|(η) = σ|α|(ξ) = ζγ then η = G(α)γ(ζ) = ξ by Theorem 2.10.
Now, by the definition of S(E,L,B), A ⊆ r(α)∩ r(β). Since the labelled space is weakly
left-resolving, this implies that for each i = 1, . . . , n,
Bi ⊆ r(A, δi) ⊆ r(r(α) ∩ r(β), δi) = r(αδi) ∩ r(βδi).
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From this, it follows that for (ηαγ, |α| − |β|, ξβγ) ∈ Γ, η ∈ Vss∗:f1,...,fn if and only if ξ ∈
Vs∗s:e1,...,en.
The equality between the sets in the statement is then a consequence of their respective
definitions. 
Proposition 4.11. The topologies on Γ given by Proposition 4.4 and the basic open sets
given by 4.9 coincide.
Proof. By Lemma 4.10, it is sufficient to show that for each (η,m−n, ξ) ∈ V(X, Y,m, n),
there exists s ∈ S(E,L,B) and e1, . . . , en ∈ E(S) such that (η,m − n, ξ) ∈ Zs:e1,...,en ⊆
V(X, Y,m, n). Given such (η,m− n, ξ), there exist labelled paths α, β, γ such that |α| = m,
|β| = n, η = ηαγ, ξ = ξβγ, and H[α]γ(η) = H[β]γ(ξ). Since ξ ∈ Y and Y is open there exists
e, e1, . . . , en ∈ E(S) such that ξ ∈ Ve:e1,...,en ⊆ Y . This implies, by Remark 2.4, that e is of the
form (βδ, A, βδ) for some beginning δ of γ. Due to the construction ofH , A′ = A∩r(αδ) 6= ∅.
Define s = (αδ, A′, βδ), so that Zs:e1,...,en is the desired set. 
Corollary 4.12. The groupoid Γ is amenable, so that the reduced and full C*-algebras
coincide.
Proof. This is an immediate consequence of Proposition 2.9 from [22]. 
5. The C*-algebra of the labelled graph as a groupoid C*-algebra
We begin this section recalling from [21] that, since Γ is an e´tale groupoid, the corre-
sponding Haar system is given by counting measures and, for f, g ∈ Cc(Γ), their product is
given by
(5.1) (f ∗ g)(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
f(η,m, ζ)g(ζ, n−m, ξ).
Proposition 5.2. Consider the following functions in Cc(Γ) viewed as elements of
C∗(Γ):
PA = χZ(ω,A,ω)
Sa = χZ(a,r(a),ω)
where A ∈ B, a ∈ A and χ represents the characteristic function of the given set. Then the
families {PA}A∈B and {Sa}a∈A satisfy the relations defining C
∗(E,L,B).
Proof. Fix an arbitrary element (η, n, ξ) ∈ Γ. By the definition of Z(ω,A,ω), PA(η, n, ξ) =
1 if and only if n = 0, η = ξ, and A ∈ ξ0. Similarly, by the definition of Z(a,r(a),ω),
Sa(η, n, ξ) = 1 if and only if, n = 1, η = η
aγ and H[a]γ(η) = ξ. For the remainder of the
proof, let A,B ∈ B and a, b ∈ A be given. When we use (5.1) bellow, all the sums are either
zero or only have one term which is not zero, in which case the sum will be equal to 1.
Since ξ0 is a filter in B, ∅ /∈ ξ0 and hence P∅ = 0.
Now,
(PA ∗ PB)(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
PA(η,m, ζ)PB(ζ, n−m, ξ).
This sum is not zero precisely when m = n = 0, η = ζ = ξ, A ∈ ξ0 and B ∈ ξ0. Using that
x0 is a filter in B, A ∈ ξ0 and B ∈ ξ0 if and only if A∩B ∈ ξ0, and therefore PA ∗PB = PA∩B.
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The equality PA∪B = PA + PB − PA∩B follows from the fact that ξ0 is an ultrafilter and
therefore a prime filter, so that A ∪ B ∈ ξ0 if and only if A ∈ ξ0 or B ∈ ξ0.
We compute both PA ∗Sa and Sa ∗Pr(A,a) at (η, n, ξ) and analyse when they are not zero.
On the one hand
(PA ∗ Sa)(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
PA(η,m, ζ)Sa(ζ, n−m, ξ),
which is not zero if and only if m = 0, n = 1, ζ = η = ηaγ, A ∈ η0, H[a]γ(η) = ξ and
r(a) ∈ ξ0. On the other hand
(Sa ∗ Pr(A,a))(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
Sa(η,m, ζ)Pr(A,a)(ζ, n−m, ξ),
which is not zero if and only if m = n = 1, η = ηaγ , H[a]γ(η) = ξ = ζ and r(A, a) ∈ ξ0. In
the condition that H[a]γ(η) = ξ we have that ξ0 ⊆ η1 and, in this case, r(A, a) ∈ ξ0 if and
only if r(a) ∈ ξ0 (since r(A, a) ⊆ r(a) and ξ0 is a filter) and A ∈ η0 (see the definition of
complete family in Subsection 2.3). The equality PA ∗ Sa = Sa ∗ Pr(A,a) follows.
We have that
(S∗a ∗ Sb)(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
S∗a(η,m, ζ)Sb(ζ, n−m, ξ)
=
∑
ζ,m:(η,m,ζ)∈Γ
Sa(ζ,−m, η)Sb(ζ, n−m, ξ).
A necessary condition for the above sum not to be zero is that the labelled path associated
with ζ must start with a and b and, in particular, it is necessary that a = b. Hence, S∗a∗Sb = 0
if a 6= b. When a = b, the above sum is not zero if and only if ζ = ζaγ, η = H[a]γ(ζ) = ξ,
m = −1, n = 0 and r(a) ∈ ξ0. This implies that S
∗
a ∗ Sa = Pr(a).
Finally, for the last relation, let A ∈ B be such that 0 < #L(AE1) < ∞, and such that
there is no C ∈ B with ∅ 6= C ⊆ A ∩ E0sink. We need to verify that
(5.3) PA =
∑
a∈L(AE1)
Sa ∗ Pr(A,a) ∗ S
∗
a = PA ∗
∑
a∈L(AE1)
Sa ∗ S
∗
a.
Let us first apply Sa ∗ S
∗
a to (η, n, ξ),
(Sa ∗ S
∗
a)(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
Sa(η,m, ζ)S
∗
a(ζ, n−m, ξ)
=
∑
ζ,m:(η,m,ζ)∈Γ
Sa(η,m, ζ)Sa(ξ,m− n, ζ),
which is not zero if and only if m = 1, n = 0, ζ = ζγ, ξ = ξaγ, η = ηaγ and H[a]γ(η) = ζ =
H[a]γ(ξ). Now
PA ∗ (Sa ∗ S
∗
a)(η, n, ξ) =
∑
ζ,m:(η,m,ζ)∈Γ
PA(η,m, ζ)(Sa ∗ S
∗
a)(ζ, n−m, ξ),
and using the above calculations, we see that the sum is not zero if and only if m = n = 0,
A ∈ η0, ζ = η = η
aγ , ξ = ξaγ and H[a]γ(η) = H[a]γ(ξ). Applying G(a)γ to the last equality
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we conclude that in this case η = γ. On the other hand, as seen above, PA(η, n, ξ) 6= 0 if
and only if n = 0, A ∈ η0 and ξ = η. By Theorem 2.5 and the assumptions on A, if η = η
γ,
then A ∈ η0 implies that γ 6= ω, and in this case γ = aγ
′ for some a such that a ∈ L(AE1).
Hence, equation (5.3) holds.

Using the universal property of C∗(E,L,B), there is a *-homomorphism
(5.4) pi : C∗(E,L,B)→ C∗(Γ)
such that pi(pA) = PA for all A ∈ B and pi(sa) = Sa for all a ∈ A. Our next goal is to
show that pi is an isomorphism. To prove that pi is injective we use the gauge-invariance
uniqueness theorem.
Theorem 5.5 ([1], Corollary 3.10). Let (E,L,B) be a weakly left-resolving normal labelled
space. Let {pA, sa |A ∈ B, a ∈ A} be the universal representation of (E,L,B) that generates
C∗(E,L,B), let {qA, ta |A ∈ B, a ∈ A} be a representation of (E,L,B) in a C*-algebra X
and let ϕ be the unique *-homomorphism from C∗(E,L,B) to X that maps each pA to qA and
each sa to ta. Then ϕ is injective if and only if qA is non-zero whenever A 6= ∅, and for each
z ∈ T there exists a *-homomorphism ρz : C
∗({qA, ta |A ∈ B, a ∈ A}) → C
∗({qA, ta |A ∈
B, a ∈ A}) such that ρz(qA) = qA and ρz(ta) = zta for A ∈ B and a ∈ A.
Corollary 5.6. The homomorphism pi in (5.4) is injective.
Proof. To find the action ρ of T on C∗(Γ), we consider the one-cocycle c : Γ→ R given
by c(η, k, ξ) = k analogous to what is done in [11]. 
To prove that pi is onto we follow the ideas of [15], but first we need a few lemmas.
Lemma 5.7. Let (α,A, β), (µ,B, ν) ∈ S(E,L,B), then
(5.8) Z(α,A,β) ∩ Z(µ,B,ν) =


Z(µ,r(A,δ)∩B,ν) if µ = αδ, ν = βδ and r(A, δ) ∩ B 6= ∅,
Z(α,A∩r(B,δ),β) if α = µδ, β = νδ and A ∩ r(B, δ) 6= ∅,
∅ otherwise.
Proof. Let (η, k, ξ) ∈ Γ be given. From the definition of Z(α,A,β), (η, k, ξ) ∈ Z(α,A,β) if
and only if η = ηαγ , ξ = ξβγ, (β,A, β) ∈ ξ and H[α]γ(η) = H[β]γ(ξ). Similarly, (η, k, ξ) ∈
Z(ν,A,µ) if and only if η = η
µε, ξ = ξνε, (ν, B, ν) ∈ ξ and H[µ]ε(η) = H[ν]ε(ξ).
If (η, k, ξ) ∈ Z(α,A,β) ∩Z(µ,B,ν) then one of the first two conditions of (5.8) must hold. To
show the equality is true in the first two cases, simply use the definition of complete family
given in Subsection 2.3 to conclude that A ∈ ξ|α| if and only if r(A, δ) ∈ ξ|µ| = ξ|α|+|δ. 
Lemma 5.9. Let (α1, A1, β1), . . . , (αn, An, βn) be elements of S(E,L,B). Then, there exist
B1, . . . , Bn ∈ B \ {∅} such that Bi ⊆ Ai for all i = 1, . . . , n and
n⊔
i=1
Z(αi,Bi,βi) =
n⋃
i=1
Z(αi,Ai,βi)
where ⊔ represents a disjoint union.
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Proof. By induction on n. We start with the case n = 2. Due to Lemma 5.7, we can
suppose without loss of generality that (α1, A1, β1) = (α,A, β) and (α2, A2, β2) = (αδ,B, βδ)
in such a way that r(A, δ) ∩B 6= ∅. We claim that
Z(α,A,β) ⊔ Z(αδ,B\r(A,δ),βδ) = Z(α,A,β) ∪ Z(αδ,B,βδ).
The union on the left hand side is indeed disjoint by Lemma 5.7 and, by the definition of
these basic open sets, it is contained in the right hand side. To prove the other inclusion,
let (η, n, ξ) ∈ Z(αδ,B,βδ) be given. Since ξ|βδ| is an ultrafilter, either r(A, δ)∩B or B \ r(A, δ)
belongs to ξ|βδ|. In the first case (η, n, ξ) ∈ Z(α,A,β), and in the second case (η, nξ) ∈ Z(αδ,B,βδ).
Now suppose we are given a disjoint union
⊔n
i=1 Z(αi,Ai,βi) (by using the induction hy-
pothesis) and a basic open set Zα,A,β. We use the case n = 2 with Zα,A,β and Zα1,A1,β1 to
find C1 ⊆ A and B1 ⊆ A1 such that Zα,A,β ∪ Zα1,A1,β1 = Zα,C1,β ⊔ Zα1,B1,β1. Now, use the
case n = 2 with Zα,C1,β and Zα2,A2,β2 and repeat the process to find sets Bi and Ci such that
Bi ⊆ Ai, Ci ⊆ Ci−1 and Zα,Ci−1,β ∪ Zαi,Ai,βi = Zα,Ci,β ⊔ Zαi,Bi,βi. Defining B = Cn, it follows
that
Z(α,A,β) ∪
n⊔
i=1
Z(αi,Ai,βi) = Z(α,B,β) ⊔
n⊔
i=1
Z(αi,Bi,βi).

As in the case of C∗(E,L,B), for α = α1 . . . αn ∈ L
≥1, we will denote by Sα the product
Sα1 ∗ · · · ∗ Sαn in C
∗(Γ).
Lemma 5.10. For all (α,A, β) ∈ S(E,L,B), Sα ∗ PA ∗ S
∗
β = χZ(α,A,β).
Proof. Following arguments similar to the ones used in the proof of Proposition 5.2, one
can show that (Sα∗PA∗S
∗
β)(η, A, ξ) is non-zero if and only if (α,A, α) ∈ η, (β,A, β) ∈ ξ, η =
ηαγ, ξ = ξβγ and H[α]γ(η) = H[β]γ(ξ), but this happens if and only if (η, A, ξ) ∈ Z(α,A,β). 
Proposition 5.11. The map pi in (5.4) is surjective.
Proof. As mentioned above, we follow the ideas of [15]. The argument goes as follows.
By Proposition 2.12, it suffices to show that S := span{Sα∗PA∗S
∗
β | (α,A, β) ∈ S(E,L,B)} =
span{χZ(α,A,β) | (α,A, β) ∈ S(E,L,B)} is dense in C
∗(Γ), where the equality is due to Lemma
5.10.
Since CC(Γ) is dense in C
∗(Γ) it is sufficient to approximate an element f ∈ CC(Γ).
Using Lemma 5.9, and the fact that the family of compact-open sets {Z(α,A,β) | (α,A, β) ∈
S(E,L,B)} covers Γ, we can suppose that f ∈ C(Z(α,A,β)) for some (α,B, β). The sup norm
dominates the I-norm, which dominates the norm in C∗(Γ) (see [21]). The result will follow
from the Stone-Weierstrass theorem by proving that S ∩ C(Z(α,A,β)) separates points.
Due to Lemma 5.7, elements of S ∩C(Z(α,A,β)) must be a linear combination of elements
of the form χZ(αδ,B,βδ) for some δ and B such that r(A, δ) ∩ B 6= ∅. Now fix two elements
(ηαδ, n, ξβδ), (ζαγ, n, ρβγ) of Z(α,A,β) (here n = |α| − |β|, and γ and δ may be infinite paths).
If there is a labelled path ε that is a beginning of γ and not δ (or vice-versa), then we
can consider the characteristic function of the basic open set Z(αε,r(A,ε),βε) to separate the
points. Otherwise, δ = γ. If this labelled path is infinite, then ξ and ρ are ultrafilters
in E(S) (by Theorem 2.5) that must be equal since they have a common element, namely
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(β,A, β). If the labelled path is finite, then it is also the case that ξ = ρ because ξ|βδ| and
ρ|βδ| are ultrafilters in BBβδ that contain the element r(A, δ). This implies that ξ = ρ (by
the definition of complete family given in Subsection 2.3). So, in both cases ξ = ρ, and since
H[α]δ is injective, by the definition of the groupoid it follows that η = ζ , and we do not have
two different points to separate. 
Putting everything together we have the following.
Theorem 5.12. Let (E,L,B) be a normal weakly left-resolving labelled space, and Gtight
the groupoid given in [12]. Then C∗(E,L,B) ∼= C∗(Gtight).
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