The relationships among central path in the context of semidefinite programming, generalized proximal point method and Cauchy trajectory in Riemannian manifolds is studied in this paper. First it is proved that the central path associated to the general function is well defined. The convergence and characterization of its limit point is established for functions satisfying a certain continuous property. Also, the generalized proximal point method is considered, and it is proved that the corresponding generated sequence is contained in the central path. As a consequence, both converge to the same point. Finally, it is proved that the central path coincides with the Cauchy trajectory in the Riemannian manifold.
Introduction
The extension of concepts and techniques from linear programming to semidefinite programming became attractive after the seminal works due to Alizadeh (1995) and Nesterov and Nemirovskii (1994) . It is well known that the concept of central path, with respect to log barrier function, is very important in several subjects including linear programming and semidefinite programming, see for example Güler (1994) and Todd (2001) . The central path for semidefinite programming problems converges, see Halická et al. (2002) . More general, Graña Drummond and Peterzil (2002) established its convergence for analytic convex nonlinear semidefinite programming problems. However, the central path does not converges to the analytic center of the solution set, see Halická et Al. (2002) . Partial characterizations of the limit point has been given by Luo et al. (1998) , Sporre and Forsgren (2002) and Halická et al. (2005) .
Several generalizations of the classical proximal point method studied in Rockafellar (1976) have been considered, due to the important role they play in the development of Augmented Lagrangian algorithms. Early works include Censor and Zenios (1992) , Chen and Teboulle (1993) , Eckstein (1993) , Iusem (1998) and Doljansky and Teboule (1998) who introduced a generalized proximal method for unconstrained convex semidefinite programming problems.
Extensions of concepts and techniques from Euclidean space to Riemannian manifold are natural. It has been done frequently in the last few years, with theoretical objectives and also in order to obtain effective algorithms of optimization on Riemannian manifold setting. Severals works dealing with this issue include Karmarkar (1990) , Smith (1994) , Udriste (1994) , Rapcsák, T. and Thang (1996) , Rapcsák (1997) , da Cruz Neto et al. (1998) , Ferreira and Oliveira (1998) , Ferreira and Oliveira (2002) , Nesterov and Todd (2002) and Nesterov and Nemirovski (2003) . A couple of paper have dealt with the behavior of the Cauchy trajectories in Riemannian manifolds including Karmarkar (1990) , Helmke and Moore (1994) , Balogh et al. (2004) and Alvarez et al. (2004) .
The central path with respect to general barrier function, for monotone variational inequality problem, has been considered by Iusem et al. (1999) and its well definition and convergence properties was obtained. Characterizations of the limit point for some specific problems including linear programming was given, i.e., it was proved that the central path converges to the analytic center of the solution set. Also, Iusem et al. (1999) provided a connection among central path, generalized proximal point sequence and Cauchy trajectory (or gradient trajectories) in Riemannian manifold. It was showed that in some cases, including linear programming, these three concepts are in a certain way equivalent. In particular, this relationship allowed to show that the generalized proximal point sequence converges to the analytic center of the solution set.
In this paper we will prove the equivalence among three concepts, namely, central path, generalized proximal point sequence and Cauchy trajectory in Riemannian manifold, in the context of semidefinite programming. The results obtained are natural extensions of the results of Iusem et al. (1999) . We begin by studying the central path for semidefinite programming problems associated to the general function. By assuming that this function satisfies some specific properties, we prove that the central path is well defined. The convergence and characterization is established for functions satisfying a certain continuous property, i.e, we prove that the central path converges to the analytic center of the solution set. After the study of the central path we obtain its equivalence with the generalized proximal point sequence and Cauchy trajectory in Riemannian manifold.
The organization of our paper is as follows. In Subsection 1.1, we list some basic notation and terminology used in our presentation. In Section 2, we describe the semidefinite programming problem and the basic assumptions that will be used throughout the paper. In Section 3, we introduce some assumptions in order to guarantee well definedness of the central path and establish some results about it. In Section 4, we describe the proximal point method and establish its connection with the central path. In Section 5, we present the relationship among Cauchy trajectory in Riemannian manifold and central path.
Notation and terminology
The following notations and results of matrix analysis are used throughout our presentation, they can be found in Horn and Johnson (1985) . IR n denotes the n-dimensional Euclidean space.
.., n} denote nonnegative and positive orthant, respectively. The set of all matrices n × m is denoted by IR n×m . The (i, j)-th entry of a matrix X ∈ IR n×m is denoted by X ij and the j-th column is denoted by X j . The transpose of X ∈ IR n×m is denoted by X T . The set of all symmetric n × n matrices is denoted by S n . The cone of positive semidefinite (resp., definite) n × n symmetric matrices is denoted by S n + (resp., S n ++ ) and ∂S n + denotes the boundary of S n + . The trace of a matrix
The Frobenius norm of the matrix X is defined as X ≡ ( X , X ) 1/2 . The image (or range) space and the null space of a linear operator A will be denoted by Im(A) and Null(A) respectively; the dimension of the subspace Im(A), referred to as the rank of A, will be denoted by rank(A). Given a linear operator A : E → F between two finite dimensional inner product spaces (E, ·, · E ) and (F, ·, · F ), its adjoint is the unique operator
Note that the adjoint application
T denote the vector of eigenvalues of an n × n matrix A. We assume that the eigenvalues are ordered, e.g.,
Preliminaries
In this section, we describe our problem and two assumptions on it that will be used throughout the paper. We consider the semidefinite programming problem (SDP)
where the data consist of C ∈ S n , b ∈ IR m and a linear operator A : S n → IR m , the primal variable is X ∈ S n , and the dual variable consists of (S, y) ∈ S n × IR m . We write F(P ) and F(D) for the sets of feasible solutions to (P ) and (D) respectively, and by F 0 (P ) and F 0 (D) its relative interior. We also write F * (P ) and F * (D) for the sets of optimal solutions of (P ) and (D) respectively. Throughout this paper, we assume that the following two conditions hold without explicitly mentioning them in the statements of our results.
Assumption A1 is not really crucial for our analysis but it is convenient to ensure that the variables S and y are in one-to-one correspondence. Assumption A2 ensures that both (P ) and (D) have optimal solutions, the optimal values of (P ) and (D) are equals and the solutions sets F * (P ) and F * (P ) are limited (see for example Todd (2001) ). It is also important to ensure the existence of the central path.
Central paths in semidefinite programming
In this section we describe the central path associated to a function ϕ : S n ++ → IR. By assuming that ϕ satisfies some assumptions, we prove that the central path is well defined, bounded and converges. Moreover, if ϕ can be continuously extended to S n + we prove also that the central path converges to the analytic center of the solution set of the problem (P).
Let ϕ : S n ++ → IR be a strictly convex function and C 2 . We assume this assumption in all our results without mention it. The central path to the Problem (P) with respect to ϕ is the set of points {X(µ) : µ > 0} defined by
Some of our results require one of the following assumptions on ϕ:
A3)
i) The function ϕ can be continuously extended to S n + and for all α ∈ IR the sub-level set
for allX ∈ S n ++ .
A4)
i) The function ϕ goes to +∞ as X goes to the boundary ∂S n + of S n + , i.e., lim
The assumptions A3 and A4 are important to assure the well definition of the central path. Now, we are going to show that the assumption A4 implies that φ V,µ has a compact sub-level.
Lemma 3.1. Under assumption A4 the sub-level set
So, we have established the claim. Now we are going to show that
is compact, and it easy to conclude that φ V,µ has a minimizer in S n ++ .
The above assumptions will be applied to the function ϕ : S n ++ → IR in the following examples: Example 3.1. Let ϕ : S n ++ → IR be given by ϕ(X) = tr X ln(X) . Clearly ϕ extends continuously to S n + with the convention that 0 ln 0 = 0. The gradient of ϕ is given by ∇ϕ(X) = ln(X) + I.
It is easy to see that the function ϕ is strictly convex and has a unique minimizer
SinceX ∈ S n ++ and lim k→∞ X k = X ∈ ∂S n + the first term of the right hand side of last inequality goes to −∞ as k goes to ∞, and due the fact that the other ones have a finite limit we obtain that
For details on properties of ln(X) see Horn and Johnson (1991) .
Therefore, ϕ satisfies A4.
It is straightforward to show that the gradient and the Hessian of ϕ are given, respectively, by
where H ∈ S n . Hence we obtain Proof. Take X 0 ∈ F 0 (P ) and
First, assume that ϕ satisfies A3. It easy to see that C, X = S 0 , X + b T y 0 , for all X ∈ F(P ), hence (2) is equivalent to
Let us consider the sub-level set
is strictly convex we have that there exists a unique minimizer X(µ) ∈ F(P ) and therefore (3) is well defined. Thus the central path {X(µ) : µ > 0} is also well defined. Now, we are going to show that X(µ) ∈ F 0 (P ). Assume by contradiction that X(µ) ∈ ∂F(P ) = {X ∈ ∂S n + : AX = b} and define the sequence
where {ε k } is a sequence satisfying ε k ∈ (0, 1) and lim k→∞ ε k = 0. Then, as X 0 ∈ F 0 (P ), X(µ) ∈ ∂F(P ), ε k ∈ (0, 1) and F 0 (P ) is convex, we conclude that Z k ∈ F 0 (P ) for all ε k ∈ (0, 1). Now, combining definitions of X(µ) and sequence {Z k } with convexity of ϕ we obtain
The latter inequality implies that
.ii implies that the right hand side of the above inequality goes to −∞, as k goes to ∞, however the left hand side of this inequality has a finite limit. Therefore, this contradiction implies that X(µ) ∈ F 0 (P ). Finally, assume that ϕ satisfies A4. Let us consider the sub-level set
. Now, from Lemma 3.1 it easy to see that K α,µ (S 0 ) ∩ {X ∈ S n + AX = b} is compact. So, a similar argument used in the first part permit to conclude that the central path {X(µ) : µ > 0} is well defined and definition of K α,µ (S 0 ) implies that it is in F 0 (P ).
For ϕ satisfying A3 or A4, the above Theorem implies that the central path {X(µ) : µ > 0}, with respect to ϕ, is well defined and is in F 0 (P ). So, for all µ > 0, we have from (2) that
for some y(µ) ∈ IR m . Assume that ϕ satisfies A3. Let X * ∈ S n + be the analytic center of F * (P ) with respect to ϕ, i.e., the unique solution of the problem
Then lim µ→+∞ X(µ) = X * , where {X(µ) : µ > 0} is the central path with respect to ϕ.
Proof. TakeX a cluster point of {X(µ) : µ > 0} and a sequence of positive numbers {µ k } such that lim k→+∞ µ k = 0 and lim k→+∞ X(µ k ) =X. Now, from (4) we have
for all X ∈ F * (P ). Using that X − X(µ k ) ∈ Null(A), this equality becomes
Since ϕ is convex, the above equality implies that
Because X ∈ F * (P ) and µ k > 0, it follows from the latter inequality that ϕ (X(µ k )) ϕ(X). Now, as ϕ is continuous we can take limits, as k goes to +∞, in this inequality to conclude that ϕ(X) ϕ(X), for all X ∈ F * (P ). Thus, any cluster pointX of {X(µ) : µ > 0} is a solution of the problem (S). Therefore, since X * is the unique solution of the problem (S), the central path converges to it and the theorem is proved. 
Central paths and generalized proximal point methods
In this section we describe a generalized proximal point method to solve semidefinite programming problem and present some convergence results for it. It is worthwhile to mention that our goal in this section is to bring to semidefinite programming context the ideas of Iusem et al. (1999) .
We begin by defining a generalized distance. Let ϕ : S n ++ → IR be a C 2 strictly convex function. 
Remark 4.1. Note that if ϕ is C 2 and strictly convex then for each fixed Y ∈ S n
++ the function D ϕ (., Y ) is also C 2 and strictly convex. Moreover, the following statements hold:
Indeed, by assuming that ϕ satisfies A3, it is immediate to conclude that D ϕ (., Y ) also can be extended continuously to S n + . Now, since D ϕ (., Y ) has a minimizer and is strictly convex in S n ++ , we have that the sub-level set
ii we have that the first term of the right side of last equality goes to −∞ and the second one converges, as k goes to
On the other hand, if ϕ satisfies A4.i then we have
Therefore D ϕ (., Y ) satisfies A4, and the statements are proved.
Let X 0 ∈ F 0 (P ). The proximal point method with generalized distance D ϕ , for solving the problem (P ), generates a sequence {X k } ⊂ S n ++ with starting point X 0 ∈ F 0 (P ) and
where the sequence {λ k } ⊂ IR ++ satisfies
From now on we refer to the above sequence {X k } as proximal point sequence with respect to D ϕ , associated to {λ k } and starting point X 0 . If ϕ satisfies A3 or A4, then Remark 4.1 permits to use a similar argument to prove the well-definedness of the proximal point sequence {X k }, Moreover,
for some sequence {z k } in IR m and k = 0, 1, 2, · · · . Let {X(µ) : µ > 0} be the central path for the Problem (P), with respect to the function
for all µ > 0. If ϕ satisfies A3 or A4, then from Remark 4.1 and Theorem 3.1 we obtain that the central path {X(µ) : µ > 0} is well defined and is the unique solution of the system
for some path {y(µ) : µ > 0} in IR m . 
Proof. From (6) we have that
Summing this equality from j = 0 to k − 1, letting µ k as in (8) and
for all k ≥ 1. So, the above equality and (7) implies that X k = X(µ k ) and the first part is proved. For the second part, let {X(µ) : µ > 0} be the central path and let {y(µ) : µ > 0} be given by (7) . Take a positive decreasing sequence {µ k } and define the sequences X k = X(µ k ) and y k = y(µ k ). It follows from (7) that (5) Proof. If {X k } is the proximal point sequence, then setting µ k , as in (8), we obtain from Theorem 4.1 that X k = X(µ k ). Since lim k→+∞ µ k = 0, the result follows from Proposition 4.1. Proof. If {X k } is the proximal point sequence with starting point X 0 , then setting µ k , as in (8), we obtain from Theorem 4.1 that X k = X(µ k ). Since lim k→+∞ µ k = 0, the result follows from Lemma 4.2.
Central paths and Cauchy trajectories in Riemannian manifolds
In this section we are going to prove that the central path, with respect to the function ϕ for the Problem (P ), becomes a Cauchy trajectory on the Riemannian manifold endowed with the metric given by the Hessian of ϕ. This result extends to semidefinite programming context the corresponding result of linear programming, see Section 4 of Iusem et al. (1999) .
We begin with some basics results of Riemannian geometry. Consider the set of positive definite n×n symmetric matrices S n ++ with its usual differentiable structure and endowed with the Euclidean metric . , . . The tangent space to S n ++ at X is given by T X S n ++ = {Y − X; Y ∈ S n } = S n . Let ϕ : S n ++ → IR be strictly convex and C 2 . Define a new metric in S n ++ as
is now a Riemannian Manifold. The metric of M induces a map φ → grad φ which associates to each φ ∈ C 1 S n ++ its gradient grad φ ∈ S n by the rule
where X ∈ S n ++ and V ∈ S n . It is easy to see that the gradient vector field in M is given by
where ∇φ(X) is the Euclidean gradient vector field at X, i.e., ∇φ(X) is the gradient with respect to the Euclidean metric. Let A : S n → IR m be the linear operator as defined in (1) . The assumptions A1 and A2 imply that the set F 0 (P ) = {X ∈ S n : AX = b, X ∈ S n ++ } is a Riemannian submanifold of M with the induced metric and tangent space at X given by T X F 0 (P ) = {V ∈ S n ; AV = 0}. The adjoint operator of A with respect to the metric of M is (∇ 2 ϕ(X)) −1 A * , where A * : IR m → S n is the usual adjoint operator of A. In this case, the orthogonal projection Π X : S n → T X F 0 (P ) with respect to the metric of M is
The gradient vector field of the function φ | F 0 (P ) : F 0 (P ) → IR, with respect to the metric of M , is given by grad φ | F 0 (P ) = Π grad φ, i.e.,
Finally, the Cauchy trajectory for the function φ | F 0 (P ) , with respect to ϕ, is the differentiable curve
for the starting point Z 0 and some β > 0.
Remark 5.1. It is well known that for each Z 0 ∈ F 0 (P ), there exists β > 0 such that (10) has a unique solution
Consider the following parametrization of the central path {X(t) : t ≥ 0}, where
Next result extends to semidefinite programming, namely, the corresponding one in Iusem et al. Proof. First, note that from optimality condition for (11) we have tC + ∇ϕ(X(t)) = A * y(t), for all t ≥ 0 and some y(t) ∈ IR m . So, ∇ϕ(X(0)) = A * y(0). Since ∇ϕ(Z 0 ) = A * z 0 and ϕ is strictly convex we have X(0) = Z 0 and y(0) = z 0 . Now, taking derivative in the above equality we obtain C + ∇ 2 ϕ(X(t))X (t) = A * y (t), or equivalently
Applying A in this equality we have
Because X (t) ∈ T X F 0 (P ), it follows from last equality that
A(∇ 2 ϕ(X(t)))
−1 C = A(∇ 2 ϕ(X(t))) −1 A * y (t).
Now, due the fact that A(∇ 2 ϕ(X(t)))
−1 A * is nonsingular, is easy to see from latter equality that Finally, as φ(X) = C , X it follows from last equation and (9) that X(t) satisfies (10) and the statement of the theorem is proved.
The next result is a consequence of the latter theorem.
Corollary 5.1. The central path {X(t) : t ≥ 0} for the problem (P) with starting point X 0 ∈ F 0 (P ), where X 0 satisfies ∇ϕ(X 0 ) = A * y 0 for some y 0 ∈ IR m , is bounded.
Proof. Let φ(X) = C, X and define ψ(t) = φ X(t) . It follows from Theorem 5.1 that
= −||(∇ 2 ϕ(X(t))) 1/2 grad φ | F 0 (P ) X(t) || 2 < 0, ∀ t ∈ (0, +∞).
Then φ is decreasing along to the central path, which implies that {X(t) : t > 0} ⊂ {X ∈ S n + ; φ(X) φ(X 0 )}. Since that optimal solutions set of (P) is compact, it follows from convexity of φ that {X ∈ S n + ; φ(X) φ(X 0 ), AX = b} is also compact. Therefore, {X(t) : t > 0} is bounded.
Final Remarks
In this paper we have studied the convergence properties of central path, for semidefinite programming problems, associated to a function satisfying some specific assumptions. We have showed that the central path is well defined and bounded. Moreover, whether that function can be continuously extended to the boundary of its domain, we have proved that the central path converges to the analytic center of the solution set of the problem. Partial characterizations of the limit point of the central path with respect to the log-barrier function for semidefinite programming problems has been obtained by Sporre As application of the study of the central path, we have presented some convergence properties of the generalized proximal point method for semidefinite programming problems. Also, convergence results for the generalized proximal point methods associated to a class of functions including the functions presented in the Examples 3.3 and 3.4 is lacking.
