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Abstrakt
Práce se zab˝vá implementací algoritmu pro rychlou detekci 3D objekt  bez textur a následn˝m
ur ením jejich pózy v obraze. Jednotlivé objekty jsou definovány sadou obrázk  zachycujících je
pod r zn˝mi úhly (pózami). Práce je rozd lena na teoretickou a praktickou  ást. V teoretické
 ásti jsou p edstaveny pouûité metody, dataset a související práce. Praktická  ást se v nuje
samotné implementaci algoritmu a d kladn  popisuje jednotlivé  ásti detek ní kaskády. Dále je
zde uveden postup precizního ur ení pózy detekovan˝ch objekt . Na záv r je provedeno záv re né
shrnutí zahrnující experimenty, evaluace a p edstavení nam  en˝ch v˝sledk .
Klí ová slova: template matching, zpracování obrazu, detekce objekt , precizní odhad pózy,
detekce objektivity, RGB-D obrazy
Abstract
The thesis deals with the implementation of the algorithm for fast detection of 3D textureless
objects and subsequent determination of their pose in the image. Each object is represented by
the set of images depicting the object from various angles (poses). The thesis is divided into
theoretical and practical part. Theoretical part introduces used methods, dataset and related
work. The practical part deals with the implementation of the algorithm itself and thoroughly
describes the individual parts of the detection cascade. Procedure for fine pose estimation of
detected objects is further described. Finally, a final summary is made, including experiments,
evaluation and presentation of measured results.
Key Words: template matching, image processing, object detection, fine pose estimation, ob-
jectness detection, RGB-D images
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Seznam pouûit˝ch zkratek a symbol 
SAD – Sum of Absolute Di erence
SSD – Sum of Squared Di erence
CC – Cross-Correlation
NCC – Normalized Cross-Correlation
NMS – Non-Maxima Suppression
MS – Microsoft
OpenCV – Open Source Computer Vision Library
OpenGL – Open Graphics Library
ICP – Iterative Closest Point
SSE – Streaming SIMD Extensions
CAD – Computer Aided Design
API – Application Programming Interface
ICP – Iterative Closest Point
PSO – Particle Swarm Optimization
GPU – Graphics Processing Unit
CPU – Central Processing Unit
8
Seznam obrázk 
1 P íklad template matchingu s vyuûitím posuvného okénka. . . . . . . . . . . . . 13
2 Porovnání v˝sledk  jednotliv˝ch metod v˝po tu míry podobnosti. . . . . . . . . 16
3 Obrazová pyramida dopln ná o r zné rotace templatu. . . . . . . . . . . . . . . . 17
4 Ukázka template matchingu s vyuûitím hran. . . . . . . . . . . . . . . . . . . . . 17
5 Ukázka aplikace v˝öe popsan˝ch masek na vstupní obraz, Robertsova (druhá
zleva), Sobelova (druhá zprava), laplacián (první zprava). . . . . . . . . . . . . . 21
6 Vizualizace jednotliv˝ch krok  Cannyho detektoru hran. . . . . . . . . . . . . . . 22
7 Vizualizace pr b hu algoritmu ICP. . . . . . . . . . . . . . . . . . . . . . . . . . 25
8 Ukázka dostupn˝ch objekt  a scén v pouûitém datasetu [16]. . . . . . . . . . . . 26
9 Metoda obrazov˝ch pyramid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
10 Vizualizace evalua ní kaskády. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
11 V˝sledek p edfiltrování oken aplikací detekce objektivity (zleva: vstupní hloub-
kov˝ obraz, edgely v obraze, mnoûina oken obsahujících objekt). . . . . . . . . . 31
12 Vizualizace v˝po tu oblasti v obraze s vyuûitím integrálního obrazu. . . . . . . . 33
13 Ukázka n kolika triplet  rozvrûen˝ch v pravidelné síti 12◊ 12. . . . . . . . . . . 34
14 Definování hranic bin  „hrubou silou” (vlevo) a dynamická definice (vpravo). . . 34
15 Povrchové normály vyextrahované z hloubkového obrazu (vlevo) a jejich kvanti-
zace (vpravo). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
16 Ukázka 100 referen ních bod  generovan˝ch uniformn  na r zn˝ch templatech
(modrá - stabilní body,  ervená - body na hranách). . . . . . . . . . . . . . . . . 40
17 Kvantizace orientací gradient  vstupní scény (vpravo naho e), v˝sledek po detekci
hran (vlevo dole) a kvantizované hrany (vpravo dole). . . . . . . . . . . . . . . . 42
18 Ukázka normalizace HSV, vstup RGB (první zleva), po p evodu do HSV (druhá
zleva), normalizované HSV v RGB (t etí zleva), normalizované HSV ( tvrté zleva). 43
19 Vizualizace v˝po tu response map s vyuûitím konvoluce. . . . . . . . . . . . . . . 44
20 Ukázka v˝po tu non-maxima suppression, scéna p ed aplikací NMS (druhá zleva),
scéna po aplikaci NMS (t etí zleva). . . . . . . . . . . . . . . . . . . . . . . . . . 46
21 Vizualizace precizního odhadu 3D pózy, vstupní scéna (první zleva), v˝chozí pózy,
které poskytuje detek ní algoritmus (druhé zleva), pózy po optimalizaci (t etí zleva). 49
22 Vizualizace 48 v˝chozích kandidát  póz. . . . . . . . . . . . . . . . . . . . . . . . 52
23 Ukázka pr b hu PSO p i optimalizaci pózy objektu v populaci 50 jedinc  (v zá-
vorce u obrázku je uvedena aktuální generace). . . . . . . . . . . . . . . . . . . . 53
24 Úsp önost algoritmu obou senzor  na první datové sad  pro jednotlivé scény. . . 55
25 Úsp önost algoritmu obou senzor  na druhé datové sad  pro jednotlivé scény. . . 56
26 Závislost úsp önosti a  asové náro nosti na po tu objekt  v databázi. . . . . . . 57
27 V˝sledek precizního ur ení 3D pózy pomocí PSO, detekované pózy (vlevo), pózy
po up esn ní (vpravo). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
9
Seznam tabulek
1 Porovnání rychlosti odliön˝ch implementací hashovací tabulky. . . . . . . . . . . 38
2 Porovnání rychlosti ov  ení kandidát  s vyuûitím response map. . . . . . . . . . 45
3  asové náro nosti jednotliv˝ch  ástí algoritmu pro Microsoft Kinect v2. . . . . . 59
4  asové náro nosti jednotliv˝ch  ástí algoritmu pro Primesense CARMINE 1.09. . 60
10
Seznam v˝pis  zdrojového kódu
1 Ukázka vyhledávací tabulky velikosti 6◊ 6. . . . . . . . . . . . . . . . . . . . . . 36
2 Algoritmus pro v˝b r uniformn  rozprost en˝ch referen ních bod . . . . . . . . . 41
3 Algoritmus aplikace non-maxima suppression. . . . . . . . . . . . . . . . . . . . . 47
11
1 Úvod
Detekce a sledování objekt  tvo í d leûitou sou ást po íta ového vid ní. P edevöím objekty
bez textury, a  vöudyp ítomné, a to zejména v pr myslu a robotick˝ch aplikacích, p edstavují
mnohdy v˝zvu pro moderní detek ní algoritmy [1].
 ast˝m pouûitím t chto algoritm  je identifikace a p esná lokalizace hledaného objektu,
která je následn  vyuûita pro dalöí manipulaci. Jednotn  zabarven˝ a relativn  nem nn˝ povrch
t chto objekt  nese jen velmi malou, ne-li ûádnou informaci, coû zna n  zt ûuje jejich detekci.
V töina moderních detek ních algoritm  je schopna velice rychle identifikovat pozice moûn˝ch
kandidát  objekt  ve scén  pomocí detekce takzvan˝ch bod  zájmu1[2]. Tento p ístup nicmén 
mnohdy selûe v p ípad  objekt  bez textury, jejichû vzhled je dán p edevöím jejich tvarem,
vlastnostmi materiálu a konfigurací osv tlení. Tyto vlastnosti je vöak nutné znát p edem, a je
jednoduööí reprezentovat jednotlivé objekty souborem n kolika obrázk , které jej zachycují ze
vöech moûn˝ch úhl . V˝sledná detekce tedy bu  najde objekt odpovídající jednomu z p edem
zachycen˝ch templat ,  i nenajde ûádného odpovídajícího kandidáta a okno lze klasifikovat jako
obsahující pozadí.
V následujících n kolika sekcích bude p iblíûen návrh  eöením metody detekce více objekt 
bez textury a precizního odhadu jejich pózy, jehoû algoritmus vychází zejména z metod popsa-
n˝ch v [3]. Tato metoda se snaûí zajistit velkou spolehlivost s mal˝m po tem öpatn˝ch detekcí
p i zachování zna né rychlosti. Vstupem je soubor RGB-D obrázk  nasníman˝ch senzorem, jako
je nap . MS Kinect. Tyto senzory poskytují zarovnané hloubkové a barevné obrazy popisující
jak vzhled, tak geometrii snímané scény.
1.1 Cíl práce
Cílem této diplomové práce je podrobn  nastudovat oblast detekce a sledování objekt  pomocí
po íta ového vid ní. Konkrétn  se jedná o implementaci detekce a precizního odhadu 3D pózy
(polohy a rotace) p edem znám˝ch objekt  bez textury, s definovanou geometrií, v obrazech
nasníman˝ch RGB-D senzorem (MS Kinect v2).
Detek ní algoritmus provede nalezení objekt  a vykreslení odpovídajících 3D model  do
sledovaného obrazu s precizním odhadem jejich orientace v 3D prostoru. Implementace algoritmu
bude psána v jazyce C++ s vyuûitím knihoven pro anal˝zu obrazu, jako je OpenCV, a práci
s 3D grafikou s vyuûitím OpenGL  i rozöí ení OpenCV v podob  VIZ. Takto implementovan˝
algoritmus najde vyuûití p edevöím v oblasti pr myslu  i robotiky pro provád ní robotick˝ch
montáûních a manipula ních úloh.
1Bod zájmu - p edstavuje bod v obraze, kter˝ má jasn  danou definici a je stabilní za r zn˝ch podmínek
osv tlení. Okolí bodu je zárove  bohaté na informace, které p edstavuje v töinou n jaká forma v˝razné 2D textury.
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2 Sou asné techniky template matchingu
Template matching je technika ve zpracování obrazu, pomocí níû lze vyhledávat díl í obrázky ze
vstupního obrazu, které odpovídají cílovému templatu, tedy öablon   i vzoru. Templaty b˝vají
 asto pouûívány pro tisk znak  [4], identifikaci  ísel nebo jednoduch˝ch objekt . Tato technika
je öiroce pouûívaná v oblastech detekce objekt , jako nap . v robotice, kde m ûe slouûit jako
prost edek pro  ízení robota, v léka ském zobrazování nebo ve v˝rob , v podob  kontroly kvality
v˝robk .
Rozhodujícím bodem p i pouûití template matchingu je definovat vhodné m  ení pro vy ís-
lení míry podobnosti mezi templatem a díl ím obrázkem vstupního obrazu. Tento proces vöak
vyûaduje zna nou v˝po etní kapacitu, jelikoû pr b h porovnávání zahrnuje postupné posouvání
posuvného okénka (sliding window) nap í  cel˝m obrazem a následn˝m v˝po tem podobnosti
mezi templaty a obsahem posuvného okénka. Mezi moûná urychlení pat í zmenöení velikosti
vstupního obrazu a templatu nebo posouvání posuvného okénka po p edem definovan˝ch sko-
cích. Zárove  se  asto vyuûívá obrazové pyramidy, která umoû uje detekovat hledan˝ objekt
nap í  n kolika m  ítky.
Obrázek 1: P íklad template matchingu s vyuûitím posuvného okénka.
Vzhledem k jejich öpatné generalizaci a limitované aplikaci byly techniky zaloûené na tem-
plate matchingu n jak˝  as vytla eny metodami zab˝vajícími se vyhledáváním lokálních bod 
zájmu, získan˝ch z objekt  bohat˝ch na texturu [3]. Tyto p ístupy vyûadují pouze mal˝ po et
templat  na objekt a zobec ují se velice dob e pro öirokou ökálu odliön˝ch scén. S p íchodem
moderních po íta   vybaven˝ch v töími pam tmi dnes metody zaloûené na template matchingu
op t získávají na popularit . Je tak zcela b ûné uchovávat aû tisíce templat  na objekt, coû
umoû uje d kladn  zachytit vöechny vlastnosti daného objektu.
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2.1 Kategorizace template matching metod
Obecná kategorizace se skládá z metod vyuûívajících p íznak  a metod zaloûen˝ch na porovná-
vání templat   i oblastí. Dalöí problémy, se kter˝mi se lze p i template matchingu setkat, jsou
sledování pohybu a  eöení okluze.
2.1.1 Metody vyuûívající p íznak 
Pokud má template silné p íznaky (angl. features), kter˝mi mohou b˝t nap . hrany, textury,
rohy nebo body, m ûe b˝t vhodné up ednostnit jejich pouûití pro detekci objekt  namísto ji-
n˝ch metod. V tomto p ípad  p i porovnávání není vyuûito vöech pixel  daného templatu, ale
pouze vybran˝ch bod  zájmu  i oblastí. V˝po et se tak stává mnohem efektivn jöí p i práci se
vstupními obrazy vyööích rozliöení. Cílem je najít korespondující dvojice bod  p íznak  mezi
vstupním obrazem a templatem [5]. Zárove  lze tuto metodu pouûít i pokud je hledan˝ objekt
ve vstupním obraze n jak˝m zp sobem transformovan˝ (nato en˝).
2.1.2 Metody zaloûené na oblastech
Metody zaloûené na oblastech,  asto také naz˝vané korela ní nebo template matching metody,
spojují v jednom kroku detekci i porovnvání. Tyto techniky spravují obrázky bez snahy identifi-
kovat v nich n jak˝ v˝zna n˝ p edm t. Jsou  asto pouûívány v p ípadech, kdy templaty nemají
ûádné silné p íznaky nebo velikost vstupního obrázku odpovídá velikosti samotného templatu.
Pro odhad korespondence (míry podobnosti) se v töinou pouûívají okna s p edem definovanou
velikostí.
Metody zaloûené na oblastech m ûou potenciáln  vyûadovat zpracování velkého mnoûství pi-
xel . To lze omezit zmenöením vstupního obrazu i samotného templatu o stejn˝ faktor a následn 
provést operaci porovnávání na zmenöen˝ch obrázcích (obrazová pyramida).
2.1.3 Sledování pohybu a  eöení okluze
Pro templaty, které nemohou a nemusí poskytovat p ímou shodu, je moûné vyuûít tzv. vlastního
podprostoru (angl. eigenspace). Ten poskytuje templaty zachycující hledan˝ objekt pod r zn˝mi
podmínkami jako osv tlení, jin˝ barevn˝ kontrast, m nící se perspektiva nebo dalöí p ijatelné
vhodné pózy objektu. Nap íklad pokud by uûivatel ve vstupním obraze vyhledával obli ej, vlastní
podprostor m ûe obsahovat templaty, které jej zachycují pod r zn˝mi úhly ke kame e v odliön˝ch
sv teln˝ch podmínkách.
Dále m ûe nastat situace, kdy je hledan˝ objekt v obraze zakryt jin˝m objektem nebo vzni-
kají jiné problémy zp sobené pohybem. V t chto p ípadech není ûádoucí poskytovat templaty
pro kaûdou situaci, která m ûe nastat. P íkladem m ûe b˝t vyhledávání hracích karet, kde je
hledaná karta zakryta prsty uûivatele nebo jinou kartou. Vhodn˝m  eöením je rozd lit hledan˝
template do n kolika podobrázk  a provést porovnání na jednotliv˝ch  ástech zvláö .
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2.2 M  ení míry podobnosti
Jak jiû bylo zmín no v p edchozí sekci 2.1.2, u template matchingu je o ekáván na vstupu obraz
a template p edstavující hledan˝ objekt. Ten se postupn  p ikládá na vöechny pozice v obraze,
kde se po ítá míra shody mezi templatem a pozicí okna v obraze. Tento koeficient lze vypo ítat
n kolika zp soby. Mezi nej ast jöí metody pat í: suma absolutních rozdíl , suma  tvercov˝ch
rozdíl , vzájemná korelace a její normalizovaná varianta [6].
2.2.1 Suma absolutních rozdíl 
Sumu absolutních rozdíl  (angl. Sum of Absolute Di erence (SAD)) lze vypo ítat získáním
absolutních rozdíl  nap í  vöemi pixely mezi vstupním obrazem S a odpovídající pozicí pixelu
v templatu T s vyuûitím rovnice (1). Sumu t chto hodnot lze následn  pouûít jako koeficient
míry podobnosti mezi obrázkem S a templatem T , kdy  ím menöí tato hodnota je, tím více se
jednotlivé pixely na dan˝ch pozicích shodují. Tudíû lze p edpokládat, ûe se zde nachází hledan˝
objekt.
SAD(u, v) =
M≠1ÿ
m=0
N≠1ÿ
n=0
|T (m,n)≠ S(u+m, v + n)| . (1)
Ve srovnání s ostatními metodami (SSD, NCC) je SAD p ímo ará, jednoduchá a v˝po etn 
nenáro ná. M ûe b˝t vöak nespolehlivá a produkovat chybné v˝sledky v p ípad  zm n ve sv -
teln˝ch podmínkách, barv , velikosti  i tvaru. Díky své rychlosti je vöak moûné ji pouûít spolu
s jin˝mi metodami, jako je detekce hran, pro zlepöení spolehlivosti.
2.2.2 Suma  tvercov˝ch rozdíl 
Suma  tvercov˝ch rozdíl  (ang. Sum of Squared Di erence (SSD)) p edstavuje jednu z více
pouûívan˝ch metod pro v˝po et koeficientu míry podobnosti, lze ji vypo ítat dle rovnice (2).
Nejmenöí hodnota pixelu op t p edstavuje nejlepöí shodu, jako tomu bylo v p ípad  SAD.
SSD(u, v) =
M≠1ÿ
m=0
N≠1ÿ
n=0
(T (m,n)≠ S(u+m, v + n))2 . (2)
Ve srovnání s SAD se jedná o v˝po etn  náro n jöí, z d vod  nutnosti násobení, ale stále
velice pouûívanou metodu. P eváûn  vzhledem ke své jednoduchosti a stále relativn  malé v˝-
po etní náro nosti. NCC vöak ve v töin  p ípad  produkuje p esn jöí a spolehliv jöí v˝sledky.
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2.2.3 Vzájemná korelace
Vzájemná korelace (angl. Cross-Correlation (CC)) p edstavuje sumu párov˝ch násobk  hodnot
jednotliv˝ch pixel  a lze ji vypo ítat s vyuûitím rovnice (3).
CC(u, v) =
M≠1ÿ
m=0
N≠1ÿ
n=0
(T (m,n)S(u+m, v + n)) . (3)
V reáln˝ch aplikacích se vöak tato metoda v töinou nepouûívá. P estoûe je relativn  v˝po-
 etn  nenáro ná, tak vzhledem k její nespolehlivosti v p ípadech, kdy se v obrázku nachází v töí
zm ny v m  ítku nebo rotaci mezi hledan˝m objektem a vstupním obrazem, se vyuûívá spíöe
její normalizovaná varianta, a to i p es daleko v töí v˝po etní náro nost.
2.2.4 Normalizovaná vzájemná korelace
Normalizovaná vzájemná korelace (angl. Normalized Cross-Correlation (NCC)) p edstavuje
jednu z nejpouûívan jöích metod pro v˝po et míry podobnosti mezi dv ma obrazy. Její nejv töí
v˝hodou oproti typické CC je v töí odolnost v  i zm nám v osv tlení scény, lze ji vypo ítat
s vyuûitím následující rovnice:
NCC(u, v) =
M≠1q
m=0
N≠1q
n=0
(T (m,n)S(u+m, v + n))Û
M≠1q
m=0
N≠1q
n=0
T (m,n)2
M≠1q
m=0
N≠1q
n=0
S(u+m, v + n)2
.
V porovnání s metodami SAD, SSD a CC je NCC ve v töin  situací nejp esn jöí, avöak v˝-
po etn  mnohem náro n jöí. P i jejím pouûití je, pro urychlení v˝po tu koeficient , doporu eno
provést jednoduché p edfiltrování zpracovávan˝ch oken nap . aplikací kontroly salience [7].
Obrázek 2: Porovnání v˝sledk  jednotliv˝ch metod v˝po tu míry podobnosti.
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2.3 Pokro ilé techniky
Vöechny v˝öe zmín né metody bohuûel trpí stejn˝mi nedostatky. P i vyhledávání jsou v˝skyty
vzork  ve vstupním obraze nuceny zachovat orientaci referen ního obrázku. Zárove  je velice
neefektivní a  asov  náro né po ítat korelaci mezi templatem a vstupním obrazem pro obrazy
st edních a vyööích rozliöení [4]. Existují proto techniky, které se snaûí tyto nedostatky eliminovat.
Obrázek 3: Obrazová pyramida dopln ná o r zné rotace templatu.
2.3.1 Rozöí ení obrazov˝ch pyramid o orientaci templat 
Jedná se o rozöí ení korela ních technik s cílem zlepöit jejich efektivitu o moûnost vyhledávat
objekty nezávisle na jejich orientaci. P estoûe ve v töin  situací je hledan˝ objekt uniformní
a fixní (nem ní se jeho póza),  asto se stává, ûe detekované objekty jsou ve vstupním obraze
nato eny. P i porovnávání je tak klasická obrazová pyramida rozöí ena o moûnost vyhledávání
nato en˝ch instancí hledaného templatu.
Toho lze dosáhnout generováním ne jedné, ale hned n kolika obrazov˝ch pyramid. Jedné
pro kaûdou moûnou rotaci templatu. B hem vyhledávání poté algoritmus najde odpovídající pár
(pozice templatu, orientace templatu) namísto pouze jeho pozice.
2.3.2 Template matching s vyuûitím hran
Porovnávání s vyuûitím hran vylepöuje v˝öe zmín nou metodu se znalostí jednoho zásadního po-
zorování - tvar jakéhokoliv objektu je definován z p eváûné v töiny jeho hranami. Proto namísto
porovnávání celého templatu, jsou nejprve z obrázku vyextrahovány hrany a porovnávány pouze
blízké pixely. Je tak moûné se vyhnout nadbyte n˝m v˝po t m. Ve v töin  reáln˝ch aplikací
toto  eöení p ináöí velk˝ nár st rychlosti ve srovnání s p edchozími metodami.
Obrázek 4: Ukázka template matchingu s vyuûitím hran.
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3 Detekce hran
V p edchozí sekci 2.3.2 jiû bylo zmín no pouûití hran pro detekci objekt . V následujících n ko-
lika sekcích budou popsány sou asné techniky jejich extrakce ze vstupních obraz .
Detekce hran zahrnuje velké mnoûství matematick˝ch metod, které se snaûí v obraze identi-
fikovat body, v nichû je náhlá zm na jasu. Jinak  e eno, v t chto bodech vzniká nespojitost [8].
Body, v nichû dochází ke zm nám jasu, jsou typicky organizovány do k ivek, které p edstavují
hrany objekt  ve scén . Jedná se o podstatnou  ást zpracování obrazu a strojového vid ní, a to
zejména v oblastech detekce a extrakce vlastností objekt .
3.1 Vlastnosti hran
Cílem detekce náhl˝ch zm n jasu je zachytit d leûité události ve zm nách vlastností obrazu.
Tyto zm ny typicky p edstavují:
• nespojitost v hloubce nebo orientaci povrchu,
• zm ny ve vlastnostech materiálu,
• zm ny v osv tlení snímané scény.
V˝sledkem detekce hran v obraze je v ideálním p ípad  mnoûina vzájemn  propojen˝ch k i-
vek, které reprezentují siluety jednotliv˝ch objekt , nebo také nespojitosti v orientacích povrchu.
Aplikace algoritmu pro detekci hran m ûe tudíû zna n  redukovat mén  d leûité informace v ob-
raze a p itom zachovat jeho strukturální vlastnosti.
Avöak detekce hran není v reáln˝ch situacích  asto ideální, jelikoû její v˝sledek b˝vá ovlivn n
öumem, kter˝ zp sobuje zna nou fragmentaci. V˝sledkem toho je mnoûina hran, které nejsou
vzájemn  propojené a mohou obsahovat i chybné hrany, které nejsou sou ástí oblasti zájmu.
Proti öumu lze  áste n  bojovat s pomocí Gaussova nebo mediánového filtru, kter˝ obraz p ed
samotnou detekcí mírn  rozost í. Hrany získané z 2D obrazu snímajícího 3D scénu lze klasifikovat
do dvou kategorií:
• Nezávislé na aktuálním zobrazení – tyto hrany typicky popisují vnit ní vlastnosti
snímaného objektu, jako jsou: zna ení na jeho povrchu, vlastnosti materiálu nebo jeho
tvar.
• Závislé na aktuálním zobrazení – tyto hrany se mohou m nit se zm nami zobrazení.
Popisují zejména obecnou geometrii scény a siluety jednotliv˝ch objekt , které se vzájemn 
p ekr˝vají.
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3.2 Metody první derivace
V töina detektor  hran je zaloûena na m  ení intenzity gradientu [9] v bod  vstupního ob-
razu nebo jejich vyfiltrovan˝ch verzích (pomocí jednoho z v˝öe uveden˝ch filtr ). Nejjednoduööí
p ístup detekce gradient  je vyuûití první derivace, která je v diskrétních obrazech nahrazena
centrální diferencí:
dx =
I(x≠ 1, y)≠ I(x+ 1, y)
2 , dy =
I(x, y ≠ 1)≠ I(x, y + 1)
2 . (4)
V˝sledek rovnice (4) udává sm r nejv töí zm ny gradientu, kter˝ sm  uje sm rem nap í 
hranou. Samotná hrana je kolmá k danému gradientu. Jako u kteréhokoliv jiného vektoru, i
zde je moûné zjistit jeho velikost (mnoûství zm n mezi pixely v jeho okolí – síla hrany) pomocí
rovnice (5).
|d| =
Ò
d2x + d2y . (5)
Mnoho algoritm  vyuûívá pouze velikosti gradientu, je ale d leûité zmínit, ûe i jeho orientace
m ûe nést stejné mnoûství informací. Vzhledem k tomu, ûe deriváty jsou lineární a invariantní
v  i posuvu, v˝po et gradient  b˝vá  asto nahrazen konvolucí. Existuje mnoho konvolu ních
masek [10], mezi které pat í nap . Sobelova, Robertsova, Kisrchova nebo maska Prewittové.
3.2.1 Robertsova maska
Jelikoû je snaha v obraze najít rozdíl mezi dv ma sousedními pixely, jedním ze zp sob  je
explicitn  pouûít operátory {1,≠1}, které vypo ítají rozdíl dvou sousedních pixel . Robertsova
maska, daná rovnicí (6), nedefinuje p ímo deriváty vzhledem k ose x a y, ale vzhledem k dv ma
diagonálním sm r m.
K1 =
C
1 0
0 ≠1
D
, K2 =
C
0 1
≠1 0
D
. (6)
V˝slednou velikost gradientu je následn  moûné vypo ítat jako délku vektoru pomocí rovnice
(7). V praxi je vöak tato maska moc malá na to, aby dokázala spolehliv  detekovat hrany
v obrazech postiûen˝ch öumem.
|g| =
Ò
(K1 ú f)2 + (K2 ú f)2 . (7)
3.2.2 Kirschova (kompasová) maska
Kirschova (kompasová) maska, p edstavuje nelineární detektor hran, kter˝ hledá gradienty v n -
kolika p eddefinovan˝ch sm rech. V˝chozí maska K(1) je tedy postupn  otá ena o 45¶ nap í 
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vöemi 8 sm ry kompasu (N, NE, E, SE, S, SW, W, NW):
K(1) =
SWWU
5 5 5
≠3 0 ≠3
≠3 ≠3 ≠3
TXXV , K(2) =
SWWU
≠3 5 5
≠3 0 5
≠3 ≠3 ≠3
TXXV , K(3) =
SWWU
≠3 ≠3 5
≠3 0 5
≠3 ≠3 5
TXXV , · · ·
V˝sledná velikost gradientu je následn  rovna maximální velikosti nap í  vöemi sm ry, lze ji
vypo ítat s vyuûitím následující rovnice:
|g| = max
n=1,...,8
(K(n) ú f) . (8)
3.2.3 Maska Prewittové
Maska Prewittové, daná rovnicí (9), je zaloûena na principu centrální diference. Provádí konvo-
luci ve sm ru x a y s vyuûitím v töí velikosti masky (3◊3) a pr m rování, které napomáhá k re-
dukci öumu. P esto vöak produkuje aproximace gradient , které jsou relativn  hrubé, zejména
v p ípad  vysokofrekven ních variací v obraze.
Kx =
SWWU
≠1 0 1
≠1 0 1
≠1 0 1
TXXV , Ky =
SWWU
≠1 ≠1 ≠1
0 0 0
1 1 1
TXXV . (9)
3.2.4 Sobelova maska
Sobelova maska, definovaná rovnicí (10), se znovu spoléhá na centrální diferenci a je velice
podobná masce Prewittové. Jedin˝m rozdílem je, ûe klade v töí d raz na p ísp vek centrálních
pixel .
Na Sobelovu masku lze také nahlíûet jako na 3 ◊ 3 aproximaci první derivace Gaussovy
masky. Jelikoû se jedná o ekvivalent nejprve rozost ení obrazu pomocí 3◊3 aproximace gaussiánu
a následné detekci hran s vyuûitím první derivace.
Kx =
SWWU
≠1 0 1
≠2 0 2
≠1 0 1
TXXV , Ky =
SWWU
≠1 ≠2 ≠1
0 0 0
1 2 1
TXXV . (10)
Velikost gradientu lze získat jako normu gradient  v obou sm rech,  asto se vöak pro urych-
lení také pouûívá aproximace pomocí absolutních hodnot, jejíû v˝po et p ináöí zna né zrychlení:
|g| =
Ò
(Kx ú f)2 + (Ky ú f)2
|g| = |Kx ú f |+ |Ky ú f | .
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3.3 Metody druhé derivace
V p ípad  první derivace gradient nab˝vá pouze jednoho extrému v míst  hrany. Druhá derivace
pr b hu jasu ve sm ru nap í  hranou nab˝vá dvou extrém  opa ného znaménka. Hrana se
nachází mezi t mito dv ma extrémy, kde je derivace rovna 0 [11]. V p ípad  diskrétních obraz 
je derivace op t nahrazena diferencí:
dx = I(x≠ 1, y)≠ 2I(x, y) + I(x+ 1, y) ,
dy = I(x, y ≠ 1)≠ 2I(x, y) + I(x, y + 1) .
Velmi populární operátor druhé derivace je laplacián, definován rovnicí (11), kter˝ je moûné
na obraz aplikovat s vyuûitím konvoluce. Zárove  vöak tyto metody trápí n kolik typick˝ch
problém , kv li kter˝m je jejich pouûití p i detekci hran spíöe historické:
1. jsou jeöt  citliv jöí na öum v obraze neû metody první derivace,
2. produkují 3 pixely silné hrany - pr chod nulou, záporn˝ a kladn˝ extrém.
K =
SWWU
0 1 0
1 ≠4 1
0 1 0
TXXV . (11)
Obrázek 5: Ukázka aplikace v˝öe popsan˝ch masek na vstupní obraz, Robertsova (druhá
zleva), Sobelova (druhá zprava), laplacián (první zprava).
3.4 Cannyho detektor hran
P estoûe byl tento detektor navrûen jiû v po átcích po íta ového vid ní (1986), stal se jednou
ze standardních metod pro detekci hran v obraze a je dodnes hojn  pouûíván. V˝sledkem toho
je, ûe dnes jiû je v podstat  sou ástí kaûdé knihovny pro zpracování obrazu.
Cílem Johna F. Cannyho [12] bylo vytvo it algoritmus, kter˝ je optimální vzhledem k násle-
dujícím kritériím:
• Detekce – pravd podobnost detekce reáln˝ch hran by m la b˝t maximalizována, p i emû
pravd podobnost detekce bod  neobsahujících hranu by m la b˝t minimalizována.
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• Lokalizace – detekované hrany by m ly b˝t co nejvíce blízké reáln˝m hranám.
• Po et detekcí – hrany by m ly b˝t v obraze detekovány jednozna n .
3.4.1 Algoritmus detekce hran
Cannyho detektor hran zpracovává vstupní obraz v p ti krocích:
1. Vyhlazení – obraz je rozost en ( asto s vyuûitím Gaussova operátoru) s cílem sníûit öum.
2. Nalezení gradient  – detekce gradient  v obraze jednou z v˝öe zmín n˝ch metod, nej-
 ast ji vöak posta í pouze centrální diference, tu lze vypo ítat dle rovnice (4).
3. Non-maxima suppression – ponechávají se pouze pixely hran s nejv töí velikostí. To
vede ke zten ení detekovan˝ch gradient  na hrany o velikosti 1 px.
4. Dvojité prahování – v obraze jsou ponechány pouze hrany mající velikost v töí neû t2.
5. Sledování hran hysterezí – v˝sledné hrany jsou ur eny potla ením vöech ostatních,
které nejsou p ímo propojeny s hranami, jeû m ly ve fázi dvojitého prahování velikost
v töí neû t1.
Obrázek 6: Vizualizace jednotliv˝ch krok  Cannyho detektoru hran.
3.5 Metody redukce öumu
Existuje mnoho algoritm  redukce öumu v obraze po ínaje konvolu ními metodami masek r z-
n˝ch velikostí, kon e filtry, které pracují ve frekven ní domén . Avöak mezi jedny z nejpouûíva-
n jöích nepochybn  pat í Gauss v filtr.
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3.5.1 Gauss v filtr
Gauss v vyhlazovací operátor definuje 2D konvolu ní masku, která slouûí k redukci öumu a od-
stran ní detail  v obraze. V jistém slova smyslu je podobn˝ uniformnímu filtru (12). Hodnoty
Gaussovy masky vöak reprezentují tvar Gaussovy funkce.
K =
SWWU
1 1 1
1 1 1
1 1 1
TXXV . (12)
Myölenka Gaussova vyhlazování spo ívá v pouûití 2D distribuce jako funkce bodového
rozost ení. Jelikoû hodnoty jednotliv˝ch pixel  jsou uloûeny jako diskrétní  ísla, je t eba provést
diskrétní aproximaci Gaussovy funkce k vypln ní masky jednotliv˝mi koeficienty. Teoreticky je
distribuce Gaussovy funkce vöude nenulová, to by vöak vyûadovalo nekone n  velkou konvolu ní
masku. Proto jsou v praxi vöechny hodnoty ve vzdálenosti v töí neû 3‡ nulové. Zárove  tato
vzdálenost definuje velikost v˝sledné masky.
 asto pouûívaná velikost masky je 3 ◊ 3 a 5 ◊ 5, definované rovnicí (13), je ale moûné
ji p izp sobit v závislosti na dané situaci. V p ípad  v töí masky je t eba dbát na to, ûe lze
dosáhnout zna né redukce öumu, avöak na úkor v töí ztráty detail .
K3◊3 =
SWWU
1 2 1
2 4 2
1 2 1
TXXV , K5◊5 =
SWWWWWWWU
1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1
TXXXXXXXV . (13)
3.6 Prahování
V˝sledkem detekce hran je  ernobíl˝ obraz, jehoû hodnoty pixel  obsahují velikosti gradient ,
které v daném míst  vznikají. Prahování p edstavuje jednu z nejjednoduööích metod segmentace
obrazu, jehoû pouûití spo ívá v definování prahu t, kter˝ udává minimální (maximální) hodnotu
pixelu. Cel˝ obraz se následn  prochází a pokud je v daném bod  hodnota pixelu menöí neû
definovan˝ práh t, p epíöe se na nulu, dle rovnice (14). V opa ném p ípad  se zde tato hodnota
bu  ponechá, nebo se zapíöe jedna, pokud je cílem vytvo it binární obraz. Prahování tedy po-
skytuje jednoduch˝ zp sob, jak odd lit pozadí od pop edí a v p ípad  detekce hran, jak z obrazu
odstranit hrany s malou intenzitou, které nejsou v následném zpracování daného obrazu ûádané.
f(x, y) =
Y][1, pokud f(x, y) Ø t0, jinak . (14)
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V˝öe popsaná metoda vyuûívá pouze jeden práh, kter˝ zna n  omezuje její vyuûití pouze
na konkrétní aplikace. Mezi nej ast ji pouûívané alternativy pat í metoda automatického ur ení
prahu na základ  histogramu.
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4 ICP
Iterative closest point (ICP) je öiroce pouûívan˝ algoritmus pro geometrické zarovnání 3D model 
v p ípadech, kdy je znám˝ odhad jejich relativní po áte ní pózy. Jeho cílem je minimalizovat
rozdíl mezi dv ma mra ny bod . Stal se v podstat  dominantní metodou pro zarovnání 3D mesh 
na základ  jejich geometrie (n kdy i barvy). Dále je  asto pouûíván pro registraci v˝stupu 3D
skener , model  kostí apod. Tento algoritmus byl poprvé p edstaven autory Chen, Medioni [13]
a Besl a McKay [14].
ICP typicky pracuje s dv ma mra ny bod , kde jedno je nem nné (referen ní nebo cílové)
a to druhé je transformováno tak, aby co nejlépe odpovídalo tomu referen nímu. Algoritmus
dále iterativn  upravuje dané transformace (translace a rotace) s cílem minimalizovat chybovou
metriku (typicky se jedná o vzdálenost mezi referen ním a zdrojov˝m mra nem bod ), kterou
m ûe b˝t suma absolutních rozdíl  sou adnic jednotliv˝ch pár  bod .
Obrázek 7: Vizualizace pr b hu algoritmu ICP.
Dnes jiû existuje mnoho variant p vodního ICP [15]. Ty lze klasifikovat do n kolika kategorií
na základ  fáze algoritmu, kterou ovliv ují:
1. selekce mnoûiny bod  z jednoho nebo obou mesh ,
2. p izp sobení mnoûiny bod  k vzork m jin˝ch mesh  (v˝po et transforma ních matic),
3. váûení p ísluön˝ch pár  odpovídajícím zp sobem p ed jejich zarovnáním,
4. zamítnutí jednotliv˝ch pár  nebo cel˝ch mnoûin odlehl˝ch bod ,
5. p i azení chybové metriky jednotliv˝m pár m bod ,
6. minimalizace chyby p ísluön˝m algoritmem.
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5 Pouûit˝ dataset
Vöechny experimenty a m  ení byly v rámci této diplomové práce provád ny na ve ejn  do-
stupném T-LESS datasetu od T. Hodan  [16]. Tento dataset obsahuje 30 objekt  bez textury,
mnohdy sob  navzájem podobn˝ch sv˝m tvarem, nemajících ûádnou v˝raznou barvu. To jej  iní
obtíûn˝m pro mnoho detek ních algoritm . Vöechny snímky v rámci datasetu jsou k dispozici
ze t í r zn˝ch synchronizovan˝ch senzor :
• Primesense CARMINE 1.09 (RGB-D),
• Microsoft Kinect v2 (RGB-D),
• Canon IXUS 950 IS (RGB snímky ve vysokém rozliöení).
Kaûd˝ objekt je definován 1296 templaty ve formátu RGB spolu s 16bitov˝mi hloubkov˝mi
mapami. Tyto templaty zachycují objekt z r zn˝ch úhl  na horní polovin  hemisféry, s 10¶
krokem elevace (od 85¶ do ≠85¶) a 5¶ azimutem. Dále dataset poskytuje 3D modely ve formátu
.ply, které odpovídají jednotliv˝m objekt m. Ke kaûdému templatu je navíc k dispozici také
datov˝ soubor ve formátu .yml obsahující následující parametry:
• cam_K – 3◊ 3 matice vnit ních parametr  kamery (uloûena po  ádcích),
• cam_R_w2c – 3◊ 3 rota ní matice (uloûena po  ádcích),
• cam_t_w2c – 3◊ 1 transla ní vektor,
• elev – p ibliûná elevace, ve které byl objekt zachycen,
• mode – reûim snímání (0 - objekt je postaven kolmo, 1 - objekt je vzh ru nohama).
Mimo v˝öe zmín né objekty dataset také obsahuje 20 scén pro testování, které jsou op t
zaznamenány s vyuûitím vöech t í senzor . V rámci t chto dvaceti scén se jejich sloûitost velice
liöí, od jednoduch˝ch aû po komplexní scény s velk˝m po tem objekt  a  áste nou okluzí. To
umoû uje algoritmus dostate n  otestovat ve velkém mnoûství odliön˝ch podmínek.
Obrázek 8: Ukázka dostupn˝ch objekt  a scén v pouûitém datasetu [16].
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5.1 Úpravy datasetu
I p esto, ûe tento dataset poskytuje velké mnoûství objekt  a scén v etn  anotací a vnit ních
parametr  kamery pro kaûd˝ snímek, které jsou uloûené v p iloûen˝ch .yml souborech, je nutné
provést n kolik úprav a dodate n˝ch v˝po t , aby jej bylo moûné pouûít v níûe popsané metod .
5.1.1 Sjednocení velikosti templat 
Vöechny templaty objekt  v datasetu jsou zachyceny ve stejné vzdálenosti od kamery a umíst ny
do st edu obrázku o velikosti 400◊ 400 px. Jelikoû dataset poskytuje objekty r zn˝ch velikostí,
liöí se tak i velikost p edem definovan˝ch bounding box , které definují jejich hranice v kaûdém
templatu. Pro správné fungování níûe popsané metody (zejména  ásti hashování) je pot eba, aby
byly vöechny obrázky stejn  velké. Proto je nutné projít vöechny templaty datasetu hledan˝ch
objekt  a proporcionáln  je zmenöit  i zv töit, aby se veöly do p edem dané velikosti obrázku
(v rámci této práce je velikost rovna 108◊ 108 px).
5.1.2 P epo et hodnot hloubkov˝ch dat
Po zm n  velikosti templatu je nutné upravit hodnoty hloubkov˝ch dat tak, aby odpovídaly
nové vzdálenosti. Pokud byl template zmenöen  i zv töen o faktor s, jedná se o situaci podobnou
tomu, kdy byla kamera od objektu vzdálena  i p iblíûena. Je tedy nutné vöechny hodnoty pixel 
hloubkov˝ch obraz  tímto faktorem vyd lit: I(x, y) = I(x, y)/s, aby tak doölo k zv töení, nebo
v opa ném p ípad  zmenöení hodnoty (vzdálenosti) v hloubkov˝ch datech.
5.1.3 V˝po et oblasti, která je templatem pokryta
Po provedení ov  ení kandidát  je nutné pro v˝po et v˝sledného skóre znát velikost oblasti, kte-
rou objekt v templatu pokr˝vá. Ta je následn  vztaûena relativn  vzhledem k velikosti obrázku.
Lze ji vypo ítat s vyuûitím znalosti toho, ûe objekty jsou v templatech vyobrazeny v  i  ernému
pozadí. Je proto definován práh t = 40, kde pokud hodnota pixelu  ernobílého obrázku je v töí
neû t, oblast templatu at se nav˝öí o 1. Takto se projde cel˝ vstupní obraz. Nakonec je v˝sledná
hodnota vztaûena relativn  vzhledem k velikosti okna pomocí vzorce: ant = at/(wh), kde w a h
p edstavují v˝öku a öí ku v˝sledného obrázku.
5.1.4 P epo et vnit ních parametr  kamery
V poslední  ad  je nutné upravit matici vnit ních parametr  kamery K tak, aby její hodnoty
odpovídaly nové velikosti obrázku. Toho lze dosáhnout s vyuûitím rovnice (15).
K =
Qcca
s fx “ s x0 0
0 s fy s y0 0
0 0 1 0
Rddb , (15)
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kde s je faktor zm ny velikosti, “ zkosení obrazu, fx, fy ohnisková vzdálenost osy x, y a x0,
y0 jsou sou adnice bodu ve st edu kamery (v pixelech). V p ípad , ûe bounding box daného
templatu není  tvercov˝ a template bylo nutné posunout tak, aby co nejefektivn ji vyplnil
v˝sledn˝ obraz, je navíc nutné posunout st ed kamery. To lze provést pomocí rovnice (16).
K =
Qcca
fx “ x0 ≠ (xis) 0
0 fy y0 ≠ (yis) 0 0
0 0 1 0
Rddb , (16)
kde xi, yi jsou levé horní sou adnice posunutého bounding boxu.
5.1.5 Generování pomocného souboru info.yml
Program po zpracování vöech v˝öe uveden˝ch zm n generuje nov˝ dataset, v etn  obrázk  a sou-
boru info.yml. Ten rozöi uje p vodní soubor o nov  vypo ítaná data, která dále usnad ují práci
p i zpracování datasetu. Kaûdému objektu je p i azen jeden soubor info.yml, kter˝ obsahuje
pole záznam  pro kaûd˝ template, jejichû struktura vypadá následovn :
• objId – id objektu (v p ípad  tohoto datasetu hodnota v rozsahu 1≠ 30),
• id – id konkrétního templatu (p i parsování je kaûdému templatu p id leno unikátní id,
z p edem definovaného  íta e),
• fileName – jméno souboru,
• diameter – pr m r reálného objektu (v mm),
• resizeRatio – faktor zm ny velikosti,
• objBB – sou adnice a velikost bounding boxu,
• objArea – oblast, kterou template pokr˝vá vztaûena vzhledem k velikosti obrázku,
• minDepth – minimální hodnota hloubkové mapy, která se v templatu nachází,
• maxDepth – maximální hodnota hloubkové mapy, která se v templatu nachází,
• camera – objekt, kter˝ obsahuje hodnotu elevace, azimutu, rota ní matici kamery R,
transla ní vektor t a aktualizovanou matici vnit ních parametr  kamery K.
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6 Souvisejici práce
Detekce 3D objekt  v obrazech p edstavuje öiroce zkouman˝ problém. P eváûnou v töinu t chto
p ístup  lze rozd lit do dvou kategorií:
1. Metody vyuûívající 3D model  – tyto metody vyuûívají p eváûn  CAD 3D model 
nebo hloubkov˝ch dat, coû je b ûné zejména v pr myslov˝ch aplikacích.
2. Metody vyuûívající templat  – detekce moûn˝ch póz je v tomto p ípad  limitována
po tem templat  objektu. Zárove  její sloûitost zna n  nar stá se zvyöujícím se po tem
templat . B˝vá  asto pouûívaná pro detekci aproximované pózy, která je následn  up es-
n na s vyuûitím odpovídajících 3D model .
V nedávné práci [17] [18] byla p edstavena efektivní metoda template matchingu, kde namísto
porovnávání cel˝ch obrázk  je kaûd˝ template objektu reprezentován body p íznak  v n kolika
modalitách (konkrétn  3D normály hloubkov˝ch obraz  a orientace gradient ). Hodnoty jed-
notliv˝ch p íznak  jsou následn  kvantizovány a reprezentovány pomocí bitov˝ch vektor , coû
umoû uje rychlé porovnávání s vyuûitím bitov˝ch operací. Nalezen˝ template poté poskytuje v˝-
chozí 3D pózu objektu, která je následn  up esn na s vyuûitím ICP algoritmu [14]. S datov˝mi
strukturami optimalizovan˝mi pro rychl˝ p ístup k pam ti a optimalizovan˝m algoritmem, jenû
vyuûívá speciálních vektorov˝ch instrukcí (SSE), je tento algoritmus schopen detekce objekt 
v reálném  ase. Rychlost této metody bohuûel (jako u mnoha dalöích) siln  degraduje p i v töím
po tu templat . Její sloûitost je lineární v  i po tu templat  v databázi.
Jedna z dalöích metod [19] popisuje detekci s vyuûitím pouze 3D model  objekt . Ta definuje
globální deskriptor objektu, kter˝ se skládá ze vöech moûn˝ch pár  3D bod  modelu, jeû jsou
následn  uloûeny do hashovací tabulky. P i detekci jsou vybrány páry 3D bod  ze scény, pro n û
se následn  hlasuje. Mnoûina bod  s nejvíce hlasy definuje v˝chozí pózu objektu, která m ûe
b˝t následn  up esn na s vyuûitím ICP. V [20] byla tato metoda rozöí ena o barevné informace
bod , které jsou uloûeny spolu s jejich orientací v hashovací tabulce.
Rychlost a ú innost v˝öe zmín n˝ch metod p ímo závisí na sloûitosti testovací scény, coû
m ûe limitovat jejich reálné pouûití. P esto vöak vyuûití n kolika p edem vyselektovan˝ch bod 
p íznak  ve více modalitách (3D normály, hloubková data, orientace gradient  a barevné in-
formace v prostoru HSV) inspirovalo fázi ov  ení templat  v níûe popsané detek ní kaskád .
Zárove  princip hashovacích tabulek zmín n˝ch v [20] spolu s procesem hlasování, kde bylo ha-
shování zaloûeno na základ  vzdálenosti a orientace k nejbliûöí hran  (jehoû implementace byla
také nejprve pouûita v [21]), byl p evzat a jeho varianta je pouûita v evalua ní kaskád  ve fázi
v˝b ru kandidát .
7 Detekce objekt 
Jak jiû bylo zmín no v úvodu, dosavadní metody detekce objekt  bez textury v p eváûné mí e
provád jí detekci s vyuûitím posuvného okénka, v töinou o velikosti templatu, které se po scén 
posouvá s p edem definovan˝m krokem. Poté se po ítá míra podobnosti mezi obsahem posuvného
okénka a templatem. Pokud je tato podobnost v töí neû definovan˝ práh t, m ûeme klasifikovat
okno jako obsahující dan˝ template.
Tento postup b˝vá  asto také dopln n o metodu obrazov˝ch pyramid, kdy po kaûdém pr -
chodu okna scénou je scéna zmenöena o dan˝ faktor f . Zpravidla je obraz také mírn  rozost en
s cílem minimalizovat artefakty a scéna je procházena znovu posuvn˝m oknem. Tento princip
umoû uje nalézt hledan˝ objekt nap í  n kolika m  ítky. Jedná se vöak o v˝po etn  velmi ná-
ro nou metodu, která klade velk˝ d raz na implementaci pro zajiöt ní v˝po tu tém   v reálném
 ase. Není tedy vhodná pro pouûití v situaci, kdy chceme najít velké mnoûství odliön˝ch objekt ,
kde s nar stajícím po tem nau en˝ch templat  roste  asová náro nost.
Obrázek 9: Metoda obrazov˝ch pyramid.
Metoda, která byla v rámci této diplomové práce zpracována, se této  asové náro nosti
snaûí vyhnout implementací kaskádové evaluace oken spolu s metodou obrazov˝ch pyramid s 4
úrovn mi nahoru i dol  a faktorem zmenöení q = 1,25. V prvním kroku kaskády dochází k eli-
minaci velkého mnoûství pozic oken aplikací jednoduché kontroly salience2 (objektivity). Pro
kaûdé zbylé okno je rychle a efektivn  vybrána podmnoûina nejlepöích kandidát  ze vöech tem-
plat , metodou hlasování s vyuûitím hashovací tabulky nau ené na mnoûin  bod  rozvrûen˝ch
v p edem definované m íûce. Vyuûití hashovací tabulky zaru uje sub-lineární  asovou náro nost
v závislosti na po tu hledan˝ch objekt , jelikoû pro kaûdé okno je vûdy vybrán pouze aû N po et
kandidát . Jednotlivé podmnoûiny kandidát  jsou následn  porovnávány na základ  p edem zís-
kan˝ch p íznak  (povrchové normály, orientace gradient , hloubkov˝ rozdíl a barva v prostoru
HSV). Kaûdému templatu je na za átku p i azena jeho orientace v 3D prostoru a vzdálenost od
kamery. Díky tomu je po nalezení správného kandidáta jiû známa jeho p ibliûná poloha. V po-
2Salience - soubor metod, které se snaûí odd lit sledované objekty od pozadí scény stejn˝m zp sobem jako to
d lá lidské oko.
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sledním kroku kaskády jiû dochází k p esnému ur ení pózy objekt  s vyuûitím jejich p ibliûné
polohy, posazením odpovídajícího 3D objektu do vstupní hloubkové mapy a stochastick˝ch me-
tod.
Detekce
objektivity Hashování
Porovnání
templatů
Non-maxima
suppression
Precizní určení
3D pózy
Zobrazení výchozí
3D pózy
Snímání scény
posuvným oknem
Obrázek 10: Vizualizace evalua ní kaskády.
Vyuûití kaskádového zpracování umoû uje nejprve vyfiltrovat velké mnoûství oken a kandi-
dát  s vyuûitím v˝po etn  mén  náro n jöích úkon  a provést p esn jöí, avöak  asov  náro n jöí,
v˝po ty jiû na zlomku p vodního po tu. To kladn  p ispívá k redukci  asové náro nosti celko-
vého v˝po tu. V následujících n kolika sekcích budou blíûe popsány jednotlivé  ásti evalua ní
kaskády a jejich vyuûití v detek ním algoritmu.
7.1 P edfiltrování pozic oken (detekce objektivity)
Cílem první  ásti evalua ní kaskády je rychle odstranit velké mnoûství oken, v nichû se nenachází
ûádn˝ objekt. To zahrnuje test objektivity, tedy ur ení, s jakou pravd podobností se v testova-
ném okn  nachází objekt. Jedná se v podstat  o dvout ídní klasifikátor rozliöující mezi t ídou
pozadí a t ídou objekt , která zahrnuje vöechny hledané objekty. Jednou z moûn˝ch metod pro
detekci objektivity je pouûití binarizovan˝ch normovan˝ch gradient  (BING) popsan˝ch v [22].
Ta je díky pouûití binárních operací aplikovan˝ch na obrázky velikosti 8◊ 8 popisující orientace
gradient  velice rychlá, avöak pro ú ely této diplomové práce aû p íliö komplikovaná.
Obrázek 11: V˝sledek p edfiltrování oken aplikací detekce objektivity (zleva: vstupní
hloubkov˝ obraz, edgely v obraze, mnoûina oken obsahujících objekt).
Metoda, která byla v této diplomové práci pouûita, je zaloûena na sledování po tu edgel ,
tedy pixel , které v hloubkov˝ch obrazech p edstavují hranu. Algoritmus odpovídá klasické
metod  posuvného okna s velikostí rovné velikosti nejmenöího objektu v databázi a krokem
posunu s = 5. Edgely vznikají na místech, kde v˝sledek aplikace Sobelova operátoru je v töí neû
práh ◊o, kter˝ je roven 30 % fyzického pr m ru nejmenöího objektu v databázi (108◊ 108 px).
Okno je klasifikováno jako obsahující objekt, pokud má alespo  30 % edgel  jako objekt, kter˝
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jich má nejmén . Tuto hodnotu lze získat ve fázi trénování aplikací stejn˝ch operací na jednotlivé
templaty objekt . Díky tomuto nastavení je metoda tolerantní v  i  áste nému p ekrytí, ale
p esto dostate n  robustní tak, ûe dokáûe eliminovat aû 90 % oken v závislosti na po tu objekt 
a nepo ádku ve scén . Okna, která projdou testem objektivity, jsou poslána dále v kaskád  pro
dalöí zpracování.
7.1.1 Urychlení v˝po tu s vyuûitím integrálního obrazu
Jelikoû detekce objektivity pracuje s binárním obrazem, kter˝ obsahuje informace o jednotliv˝ch
edgelech, a pro kaûdé okno je nutné spo ítat jejich po et, nabízí se moûnost pouûití integrálního
obrazu.
Integrální obraz se  asto pouûívá jako rychlá a efektivní metoda v˝po tu sumy hodnot pi-
xel  v obraze,  i jakéhokoliv  tverce umíst ného ve scén . Jednotlivé pixely integrálního obrazu
obsahují sou et hodnot doleva a nahoru [23], tedy prav˝ dolní pixel p edstavuje sou et vöech
hodnot pixel  v celém obraze. Integrální obraz lze získat pomocí rovnice (17).
I (x, y) =
iÆyÿ
i=0
jÆxÿ
j=0
I(x, y) , (17)
kde I(x, y) p edstavuje hodnotu pixelu vstupního obrazu na sou adnicích x, y. Pak uû je
velice jednoduché získat sumu hodnot pixel  konkrétního  tverce vymezeného body A, B, C, D
s vyuûitím rovnice (18).
 E = I (A)≠ I (B)≠ I (C) + I (D) . (18)
Vyuûití integrálního obrazu umoû uje dle vztahu (17) provést jeho p edpo ítání a následn 
se na po et jednotliv˝ch edgel  v hledan˝ch oknech dotazovat vztahem (18). Tímto zp sobem
lze p edejít nutnosti opakovaného po ítání sumy, která je nahrazena jednoduch˝m v˝po tem,
 ímû se zna n  sníûí  asová náro nost celkové detekce objektivity.
7.2 V˝b r kandidát 
Úkolem této fáze je rychle identifikovat malou podmnoûinu kandidát  pro kaûdé okno, které
proölo detekcí objektivity. Pro jednotlivá okna je následn  vybráno aû N kandidát  s nejv töí
pravd podobností Pt(t|w1) (pravd podobnost, ûe okno w1 obsahuje template objektu t). Na tuto
proceduru lze také nahlíûet jako na vícet ídní klasifika ní problém, kde existuje jedna t ída pro
kaûd˝ template a ûádná pro pozadí.
Princip spo ívá ve v˝b ru kandidát  z p edem (pro robustnost) natrénovan˝ch hashovacích
tabulek, coû zaru uje konstantní  asovou sloûitost O(1) v závislosti na po tu natrénovan˝ch
templat . Kaûdá hashovací tabulka h œ H je indexována trénovací mnoûinou m  ení Mh (zís-
kanou na templatu t nebo okn  w), která je jiná pro kaûdou tabulku. Jednotlivé bu ky tabulky
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31 2 4 33 5 36
12 26 9 10 29 25
30 8 28 27 11 7
1 35 34 3 32 6
13 17 21 22 20 18
24 23 15 16 14 19
31 33 37 70 75 111
43 71 84 127 161 222
110 186 263 371 450 555
111 222 333 444 555 666
56 101 135 200 254 333
80 148 197 278 349 444
450 - 161 - 186 + 71 = 174
Integrální obrazVstupní obraz
Obrázek 12: Vizualizace v˝po tu oblasti v obraze s vyuûitím integrálního obrazu.
dále obsahují list templat  objekt  se stejn˝m klí em. Pro kaûdé okno w jsou generovány mno-
ûiny m  ení Mh pro vöechny hashovací tabulky H. Tato m  ení slouûí poté jako klí  k bu ce
hashovacích tabulek.
Následn  probíhá proces hlasování pro templaty t nacházející se v bu kách pod klí i Mh.
Kaûd˝ template t m ûe získat aû |H| hlas . V tomto p ípad  by vöechna m  ení provedená na
vöech hashovacích tabulkách ukazovala na bu ky obsahující dan˝ template t. Aû N templat 
s nejv töím po tem hlas  a minimem hlas  v je posláno dále evalua ní kaskádou pro dalöí
zpracování.
7.2.1 Vytvá ení hashovacích tabulek
Nejprve se ve fázi trénování p es dan˝ template t umístí pravidelná m íûka velikosti 12 ◊ 12,
která vytvá í 144 referen ních bod , odkud jsou vzorkovány v˝sledné k ≠ tuply (mnoûina k
referen ních bod ). V p ípad  této diplomové práce byla pouûita hodnota k = 3 (vytvá ejí tzv.
triplety). Kaûdému tripletu jsou p i azeny povrchové normály nk a relativní hloubky dk≠1. Ty
vytvá ejí mnoûinu m  ení Mh = (d2 ≠ d1, d3 ≠ d1, n1, n2, n3), která se skládá ze dvou hodnot
relativní hloubky a t í povrchov˝ch normál. Konkrétní m  ení Mh poté vytvá í klí  hashovací
tabulky h. Tento klí  lze následn  pouûít pro uloûení daného templatu na odpovídající místo
v hashovací tabulce.
Ve fázi detekce objekt , kdy dochází k v˝b ru aû N kandidát  pro jednotlivá okna, je proces
velice podobn˝ fázi trénování. Znovu je p es dané okno w umíst na pravidelná m íûka a dochází
k v˝po tu hodnot pod jednotliv˝mi triplety hashovacích tabulek, které tvo í v˝öe zmín n˝ klí .
Tentokrát je vöak tento klí  pouûit k dotazu na templaty, které se pod ním v hashovací tabulce
nacházejí. Pro n  je následn  spuöt n proces hlasování, kde kaûd˝ template dostane jeden hlas,
pokud se pod dan˝m klí em vyskytoval. Tímto zp sobem se projde vöech H tabulek a prvních N
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templat  s po tem hlas  vyööím neû v je vybráno jako potencionální kandidáti, kte í se v obraze
vyskytují. Ti jsou následn  ov  eni v dalöí fázi detek ní kaskády.
Obrázek 13: Ukázka n kolika triplet  rozvrûen˝ch v pravidelné síti 12◊ 12.
7.2.2 V˝po et a kvantizace hloubkov˝ch rozdíl 
Relativní hloubky (d2 ≠ d1) a (d3 ≠ d1) jsou kvantizovány do p ti bin  (diskrétní hodnoty
definované v p edem dan˝ch intervalech), které tvo í hodnotu klí e tabulky. P estoûe teoreticky
mohou b˝t tyto hodnoty v rozsahu [≠65365, 65365], definování hranic jednotliv˝ch bin  jeho
rozd lením „hrubou silou” není vhodné.
Rozsahy jednotliv˝ch bin  se tudíû liöí pro kaûd˝ triplet (tabulku) a jejich hodnoty se ur í ve
fázi trénování tak, aby v kaûdém binu byl p ibliûn  stejn˝ po et templat . Tyto hrani ní hodnoty
lze získat p edb ûn˝m v˝po tem hloubkov˝ch rozdíl  na vöech templatech tabulky, jejichû v˝-
sledkem je mnoûina D. Ta je následn  se azena vzestupn . Dále je nutné zjistit pr m rn˝ po et
templat  na jeden bin, coû lze provést jednoduch˝m d lením celkového po tu hloubkov˝ch roz-
díl  mnoûiny D po tem bin , v tomto p ípad  p ti: b = |D|5 . Nyní jiû sta í pouze zjistit hodnoty
na indexech 1b, 2b, 3b a 4b v mnoûin  D, které udávají vnit ní hrani ní hodnoty jednotliv˝ch
bin . Minimální a maximální relativní hloubka definující hranici prvního a posledního binu je
rovna hodnot  prvního a posledního prvku mnoûiny D.
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Obrázek 14: Definování hranic bin  „hrubou silou” (vlevo) a dynamická definice (vpravo).
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7.2.3 V˝po et povrchov˝ch normál
Povrchové normály jsou v hloubkov˝ch obrazech vyextrahovány pomocí metody popsané v [18].
Ta poskytuje rychl˝ a robustní zp sob jejich odhadu. Nejd íve je nutné definovat kolem kaûdého
pixelu obrazu x první stupe  Taylorovy  ady hloubkové funkce D(x), tu definuje následující
rovnice:
D(x+ dx)≠D(x) = dxTÒD + h.o.t .
V rámci obdelníku definovaného kolem x o velikosti 5 px na kaûdou stranu, kaûd˝ posun
dx vrací rovnici, která dále omezí hodnotu ÒD a umoûní tak získat optimální gradient ÒˆD
ve smyslu metody nejmenöích  tverc . Tento gradient poté odpovídá 3D rovin , která prochází
t emi body X, X1 a X2, ty lze vypo ítat pomocí rovnice (19).
X = v(x)D(x) ,
X1 = v(x+ [1, 0]T )(D(x) + [1, 0]ÒˆD) ,
X2 = v(x+ [0, 1]T )(D(x) + [0, 1]ÒˆD) ,
(19)
kde v(x) je vektor procházející pixelem x v zorném poli kamery, jenû lze vypo ítat s vyuûitím
znalosti vnit ních parametr  kamery a rovnice (20).
vx = (x≠ cx) depth(x, y)/fx ,
vy = (y ≠ cy) depth(x, y)/fy ,
vz = depth(x, y) .
(20)
Normálu 3D roviny, která je projektována bodem x, lze následn  získat jako normalizovan˝
vektorov˝ sou in X1 ≠ X a X2 ≠ X. Tento postup vöak není robustní kolem p ekr˝vajících se
kontur, kde jiû není známa aproximace prvního stupn  Taylorovy  ady. S vyuûitím bilaterálního
filtru jsou ignorovány pixely, jejichû hloubkov˝ rozdíl se st edov˝m pixelem je v töí neû definovan˝
práh (td = 100). Zárove  tento filtr pomáhá eliminovat öum v hloubkov˝ch obrazech a p itom
stále poskytovat smysluplné odhady povrchov˝ch normál.
7.2.4 Kvantizace povrchov˝ch normál
Povrchové normály n1, n2, n3 jsou vzorkovány nad hloubkov˝mi obrazy a kvantizovány do 8
diskrétních hodnot na základ  [18]. Kvantizace normál spo ívá v definování 8 normalizovan˝ch
vektor  nri umíst n˝ch ve st edu jednotliv˝ch oktant  horní poloviny sféry. S takto p eddefi-
novan˝mi vektory lze provést skalární sou in s povrchovou normálou nk, kter˝ vrací hodnotu
rovnou kosinu úhlu svíraného ob ma vektory. Jakmile tato funkce najde maximum max(nri ·nk),
tak index vektoru nr odpovídá kvantizované hodnot .
Tato metoda je vöak relativn  pomalá, a to zejména v p ípad  v töího po tu povrchov˝ch
normál, které je t eba kvantizovat. S vyuûitím p edpokladu, ûe jednotlivé normály vûdy sm  ují
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Obrázek 15: Povrchové normály vyextrahované z hloubkového obrazu (vlevo) a jejich
kvantizace (vpravo).
ke kame e, a sta í tedy kvantizovat pouze sou adnice x, y daného vektoru, tak jedno z moûn˝ch
urychlení, na úkor menöí p esnosti, spo ívá v definování 2D vyhledávací tabulky (angl. lookup
table) o p edem dané velikosti (ta definuje míru p esnosti vyhledávání), která obsahuje jednotlivé
diskrétní hodnoty. Ty jsou v tabulce uspo ádány do 8 kvadrant . Pak uû jen sta í sou adnice
normalizovaného vektoru p evést do sou adného systému tabulky, kde 0 reprezentuje její st ed.
Hledaná kvantizovaná hodnota se poté nachází na sou adnicích table(x, y). Vyuûití vyhledávací
tabulky tak umoû uje nahradit sloûité v˝po ty jednoduch˝m vyhledáváním, coû kladn  p ispívá
k v˝sledné rychlosti algoritmu.
1 const unsigned char LUT[6][6] = {
2 {2, 2, 2, 3, 3, 3},
3 {1, 2, 2, 3, 3, 4},
4 {1, 1, 1, 4, 4, 4},
5 {8, 8, 8, 5, 5, 5},
6 {8, 7, 7, 6, 6, 5},
7 {7, 7, 7, 6, 6, 6}
8 };
V˝pis 1: Ukázka vyhledávací tabulky velikosti 6◊ 6.
7.2.5 Generování pozic triplet 
Kaûdé hashovací tabulce je ve fázi trénování p i azen jeden unikátní triplet, pro n û je následn 
celá tabulka natrénována nad mnoûinu templat  T . Nad jednotliv˝mi templaty je v pravidelné
m íûce dan˝ triplet p iloûen a v jednotliv˝ch bodech jsou po ítány povrchové normály spolu
s relativními hloubkami tvo ící klí  konkrétní bu ky v hashovací tabulce. Pozice jednotliv˝ch
bod  tripletu je vöak nutné ov  it a zjistit, zda se nacházejí na úrovni objektu daného templatu,
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aby tak nedocházelo k neplatn˝m v˝po t m. K tomu lze vyuûít RGB obrázk  datasetu, kde jsou
objekty vyobrazeny v  i  ernému pozadí, a mohou tak slouûit jako maska. Pokud se n kter˝
z bod  tripletu nenachází na úrovni objektu, tento template se do hashovací tabulky neukládá.
Pozice triplet  mohou b˝t zvoleny bu  náhodn , nebo p edem tak, aby:
1. pokryly co nejv töí mnoûství nezávisl˝ch m  ení,
2. vyplnily tabulky co nejrovnom rn ji je moûné.
Bohuûel zvolení optimální konfigurace pat í do t ídy problém  NP-úplné. Jedním z moûn˝ch
 eöení je vygenerovat m ◊ |H| tabulek a ponechat ty, které mají nejv töí pokrytí. Hodnota
koeficientu m by m la b˝t ur ena s mírou, jelikoû velké hodnoty zp sobí to, ûe v töina triplet 
bude generována ve st edu obrazu, a nedojde tak k dostate nému pokrytí celé referen ní m íûky.
Malá hodnota naopak m ûe zap í init nedostate né zapln ní hashovacích tabulek.
S cílem zajistit generování triplet , které toho o objektech vypovídají co nejvíce je dále zave-
den práh ta = 30¶, kter˝ udává minimální úhel mezi vektory z bodu normály n1 do bod  normál
n2 a n3. Dále je mezi t mito body omezena minimální a maximální euklidovská vzdálenost na
hodnotu 1,2 Æ dist Æ 7,2 (hodnoty jsou udány v sou adném systému referen ní m íûky).
7.2.6 Hodnoty parametr  p i implementaci
Pro vöechny v˝sledky zmín né v tomto dokumentu bylo pouûito |H| = 100 hashovacích tabulek
s koeficientem trénování m = 15, minimálním po tem hlas  v = 3 a maximálním po tem
kandidát  poslan˝ch dále kaskádou N = 100.
7.2.7 Implementace hashovací tabulky
P i implementaci hashovací tabulky v jazyce C++ se nabízí hned n kolik moûností. Níûe jsou
uvedeny jedny z nej ast jöích pouûití:
• std::unordered_map – jedná se o asociativní kontejner, kter˝ je sou ástí standardních
knihoven jazyka C++. Obsahuje páry unikátních klí  , kter˝m p ísluöí daná hodnota.
Zárove  zajiö uje p i vkládání, vyhledávání a mazání záznam  konstantní  asovou sloûitost
v pr m rném  ase. Její rychlost vöak velmi závisí na definování správné hashovací funkce
a ani tehdy nelze zaru it  asovou sloûitost O(1) p i náhodném p ístupu. To m ûe negativn 
ovlivnit rychlost b hu algoritmu ve fázi v˝b ru kandidát .
• std::vector – v tomto p ípad  se jedná o sekven ní kontejner, kter˝ zapouzd uje pole dy-
namické velikosti. Op t je sou ástí standardních knihoven. Ve srovnání s std::unordered
_map std::vector zaru uje sloûitost O(1) p i náhodném p ístupu. Avöak na druhou stranu
neumoû uje vytvá et vlastní klí e, a je tak na programátorovi, aby si napsal vlastní p e-
vodní tabulku. To v töinou vyûaduje inicializaci vektoru na maximální moûnou velikost
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nejv töího klí e, coû zvyöuje pam  ovou náro nost. P esto vöak ve v töin  p ípad  p eko-
nává std::unordered_map ve vöech sm rech.
• Externí knihovny – poslední moûností je vyuûití jedné z mnoha externích knihoven,
které se snaûí vylepöit nedostatky std::unordered_map efektivn jöí implementací. Mezi
ty nejznám jöí pat í: tsl::hopscotch_map, google::dense_hash_map, tsl::sparse_map
a tsl::robin_map.
Vöechny v˝öe zmín né varianty byly d kladn  nastudovány a otestovány. V p ípad 
std::vector byla pouûita funkce, která mapovala jednotlivé hodnoty klí   hashovací tabulky na
index v poli pomocí bitov˝ch operací. Z v˝öe zmín n˝ch knihoven byla pouûita tsl::hopscotch
_map, p eváûn  vzhledem k její jednoduchosti, p ímé náhrad  za std::unordered_map (vyuûívá
stejné API) a faktu, ûe se jedná pouze o header-only knihovnu. U obou hashovacích tabulek
byl pouûit vlastní klí , kter˝ odpovídá v˝öe popsané struktu e, spolu s vlastní implementací
hashovací funkce.
Vzhledem k tomu, ûe se ve fázi trénování a detekce vyuûívá pouze operací vyhledávání a vklá-
dání, byla rychlost ov  ena pouze na nich. Testováno bylo náhodné vyhledávání a vkládání 106
a 107 prvk  spolu s reáln˝m pouûitím p i detekci t í objekt  v testovací scén , kde docházelo
k vyhledávání kandidát  dle zadaného klí e v jedné ze 100 hashovacích tabulek. V˝sledky m  ení
lze pozorovat v následující tabulce.
Tabulka 1: Porovnání rychlosti odliön˝ch implementací hashovací tabulky.
Vyhledávání Vkládání Detekce
Po et prvk  106 107 106 107 106 - 107
std::unordered_map [ms] 143 1343 190 1601 813
std::vector [ms] 883 821 342 1242 345
tsl::hopscotch_map [ms] 105 1016 156 1356 463
Z v˝öe uvedené tabulky lze pozorovat, ûe ob  dv  dalöí varianty jsou ve vöech p ípadech
rychlejöí neû std::unordered_map. Externí knihovna v podob  tsl::hopscotch_map si vede
trochu lépe, ale nic z toho se nem ûe vyrovnat rychlosti vektoru, kter˝ byl nakonec pouûit
v rámci implementace.
7.3 Porovnání templat 
P edposlední fáze evalua ní kaskády jiû odpovídá klasick˝m metodám template matchingu, kdy
se jednotliví kandidáti p ikládají na pozici okna ve scén  a zjiö uje se jejich podobnost. Díky
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filtrování v p edchozí fázi kaskády kaûdé okno, které proölo detekcí objektovosti, obsahuje ma-
ximáln  N kandidát . To zajiö uje konstantní  asovou sloûitost vzhledem k po tu hledan˝ch
objekt . Jelikoû byli jednotliví kandidáti vybráni jiû ve fázi hashování, lze tuto  ást kaskády
chápat jako N odliön˝ch dvout ídních klasifikátor  rozliöujících mezi objektem reprezentova-
n˝m templatem a pozadím.
Verifika ní proces této fáze se skládá z p ti po sob  jdoucích test . Ty vyhodnocují dané
okno na základ  r zn˝ch p edpoklad  v p edem definovan˝ch referen ních bodech. Mezi tyto
testy pat í:
1. test velikosti objektu vzhledem k sledované vzdálenosti,
2. porovnání povrchov˝ch normál,
3. porovnání orientace gradient ,
4. test rozdíl  hloubek s vyuûitím hloubkové mapy,
5. porovnání barev pixel  v prostoru HSV.
V˝öe zmín né testy jsou se azeny na základ  jejich v˝po etní náro nosti. Pokud testovan˝
template n kter˝m z t chto test  neprojde, dalöí testy se jiû nevyhodnocují a dan˝ template je
klasifikován jako neplatn .˝ Obdobn  jako v p ípad  hashování, i tady se hodnoty jednotliv˝ch
test  v referen ních bodech p edpo ítávají pro kaûd˝ template p ed spuöt ním detekce s cílem
urychlit b h algoritmu.
7.3.1 Generování referen ních bod 
Jednotlivé testy nepo ítají podobnost na celém okn  po jednotliv˝ch pixelech s vyuûitím n které
z korela ních metod popsan˝ch v 2, ale v p edem ur en˝ch referen ních bodech. To znovu sni-
ûuje celkovou  asovou sloûitost algoritmu p i zachování dosta ující p esnosti, jelikoû není nutné
zpracovávat vöechny pixely templatu, ale v˝po et je omezen pouze na n kolik klí ov˝ch bod .
V p ípad  této diplomové práce je generováno 100 referen ních bod  na hranách (siluetách)
a stabilních místech povrchu objektu.
Referen ní body jsou vyextrahovány ve fázi trénování nezávisle pro kaûd˝ template. Jednou
z moûn˝ch metod je aplikace Cannyho detektoru hran s následn˝m prahováním s cílem získat bi-
nární obraz, ve kterém jsou vyobrazeny pouze hrany objektu. Poté jsou získány sou adnice vöech
bíl˝ch bod  v obraze, p edstavujících hrany, ze kter˝ch je náhodn  vybráno 100 referen ních
bod .
V p ípad  extrakce bod , které se nacházejí na stabilních místech povrchu objektu, tedy
místech relativn  nem nn˝ch, dále od hran, je nejprve na template aplikován Sobel v operátor
s následn˝m prahováním. Zde jiû není snaha získat p esné pozice hran, ale spíöe se hranám
vyhnout. Z toho d vodu byl pouûit Sobel v operátor namísto Cannyho detektoru hran, kter˝
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zachytí v töí oblast gradient , tedy pozic s nestabilním povrchem. Po získání t chto bod  je
op t procházen cel˝ obraz, kde jsou tentokrát vybírány body, které se nacházejí uvnit  objektu,
ale ne na jeho hranách. Z této mnoûiny je nakonec náhodn  vybrána podmnoûina 100 stabilních
referen ních bod .
V˝öe uveden˝ postup vöak nem ûe zaru it rovnom rné rozd lení bod  nap í  hranami
objektu. Alternativním  eöením je pouûití metody popsané v [17]. Ta nejprve na vstupní template
aplikuje Sobel v operátor pro detekci hran, které vytvá í mnoûinu bod  E. Ta je se azena dle
jejich intenzity sestupn . Dále je definována konstanta k, která p edstavuje minimální vzdálenost
mezi vöemi body. Seznam se azen˝ch bod  se poté prochází od prvního prvku, kde jsou odstra-
n ny vöechny body, které s ním mají menöí neû definovanou minimální euklidovskou vzdálenost
k. Tu lze vypo ítat s vyuûitím rovnice (21).
d =
Ò
(x2 ≠ x1)2 + (y2 ≠ y1)2 . (21)
Takto algoritmus pokra uje, dokud v seznamu nez stanou pouze body spl ující podmínku
minimální vzdálenosti. Pokud je velikost v˝sledné mnoûiny menöí,  i naopak v töí neû hledaná
hodnota, konstantu k je moûné zmenöit, respektive zv töit o definovan˝ faktor kd, a cel˝ algo-
ritmus spustit znovu.
Obrázek 16: Ukázka 100 referen ních bod  generovan˝ch uniformn  na r zn˝ch templatech
(modrá - stabilní body,  ervená - body na hranách).
V˝chozí hodnoty konstant k a kd je nutné ur it experimentem, jelikoû velmi závisí na pouûi-
tém datasetu. V p ípad  této práce je kd = 0,5 a k rovna pom ru po tu vöech zpracovávan˝ch
bod  v  i poûadovanému po tu v˝sledn˝ch bod . Tato heuristika je rozumná, jelikoû kontura
siluety objektu je v töinou 1 px öiroká hrana, takûe tato v˝chozí hodnota jednoduöe definuje ma-
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ximální moûnou vzdálenost mezi dv ma body, pokud by tyto body byly uniformn  rozprost eny
na ideální 1 px öiroké siluet .
V˝sledkem je ú inná metoda, která zajiö uje v˝b r referen ních bod , které jsou robustní
a zárove  tém r uniform  rozloûeny na siluet  objektu. Algoritmus napsan˝ v jazyce C++ je
p iloûen níûe.
1 uniformFeaturePoints(const std::vector<std::pair<cv::Point, uchar>> &points,
uint count, std::vector<cv::Point> &scattered) {
2 // Definování po áte ní minimální vzdálenosti
3 float minDst = points.size() / criteria->featurePointsCount;
4
5 // Postupné sniûování minimální vzdálenosti
6 while (scattered.size() < count) {
7 scattered.clear();
8 minDst -= 0.5f;
9
10 // V˝po et euklidovské vzdálenosti mezi vöemi body
11 for (size_t k = 0; k < points.size(); ++k) {
12 bool skip = false;
13 const size_t edgePointsSize = scattered.size();
14 // P esko ení v˝po tu pro body, s kter˝mi jiû existuje vzdá
lenost menöí neû minDst
15 for (size_t j = 0; j < edgePointsSize; ++j) {
16 if (cv::norm(points[k].first - scattered[j]) < minDst) {
17 skip = true;
18 break;
19 }
20 }
21 if (skip) { continue; }
22 scattered.push_back(points[k].first);
23 }
24 }
25
26 // Úprava velikosti nalezen˝ch bod  na poûadovan˝ po et
27 scattered.resize(count);
28 }
29 }
V˝pis 2: Algoritmus pro v˝b r uniformn  rozprost en˝ch referen ních bod .
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7.3.2 Test velikosti objekt  vzhledem k pozorované vzdálenosti
Jedná se o první a zárove  v˝po etn  nejmén  náro n˝ test, kter˝ sleduje, zda velikost objektu
odpovídá jeho vzdálenosti nam  ené v hloubkové map . Objekt je o ekáván na vzdálenosti Ze
vypo tené jako Ze = Zts, kde s odpovídá faktoru aktuálního m  ítka obrazové pyramidy a Zt je
natrénovaná (pr m rná) vzdálenost objektu v templatu. Pokud je nam  ená hloubka Zw uvnit 
intervalu ÈZe/td; ZetdÍ, kde td je p edem definovan˝ práh (v p ípad  této práce td = 0,85),
hloubka Zw je povaûována za správnou, v opa ném p ípad  test selûe. Pozorovaná hloubka je
kontrolována pouze ve st edu obrazu v okolí 5◊ 5px.
7.3.3 Test povrchov˝ch normál a orientací gradient 
Povrchové normály jsou z hloubkov˝ch obraz  extrahovány a následn  kvantizovány stejn˝m
zp sobem, jako bylo popsáno ve fázi hashování v sekci 7.2.3. Orientace gradient  jsou získány
z obraz  stupn  öedi provedením derivace v daném bod  ve sm ru x a y pomocí rovnice (4).
Dosazením hodnot dx, dy do funkce arctg(dy/dx) lze získat úhel, kter˝ gradient svírá s klad-
nou osou x. Tento úhel je následn  kvantizován do 5 bin  rozd lením intervalu 0¶ - 180¶ do
p ti  ástí [18]. Vyuûití pouze orientace gradient  a ne jeho velikosti  iní detekci robustní v  i
zm nám kontrastu. Kvantizace pouze v jedné polovin  kruûnice zárove  zajiö uje to, ûe orientace
gradientu nebude ovlivn na tím, zda je objekt vyobrazen v  i sv tlému  i tmavému pozadí.
180°0°
Obrázek 17: Kvantizace orientací gradient  vstupní scény (vpravo naho e), v˝sledek po detekci
hran (vlevo dole) a kvantizované hrany (vpravo dole).
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V p ípad  obou test  jsou kvantizované hodnoty porovnávány pouze na p edem definova-
n˝ch referen ních bodech. Pro test orientace gradient  se vyuûívá bod  generovan˝ch na hranách
objektu. Naopak povrchové normály vyuûívají stabilních bod . P i porovnávání jsou vöechny re-
feren ní body jednotliv˝ch templat  posunuty do sou adného systému aktuáln  zpracovávaného
okna.
7.3.4 Test rozdíl  hloubek a porovnání barev pixel 
Oba testy vyuûívají stabilních referen ních bod  extrahovan˝ch pro povrchové normály. Test roz-
díl  hloubek pro kaûd˝ referen ní bod porovnává rozdíl d mezi hloubkou v templatu t a hloubkou
v okn  w. Test projde, pokud je v˝sledná hloubka |d ≠ dm| < kD, kde dm je medián rozdíl 
hloubek nap í  vöemi referen ními body, D pr m r fyzického objektu a k konstanta (v p ípad 
této práce je k = 0,5).
Barvy jednotliv˝ch pixel  referen ních bod  jsou porovnávány v prostoru HSV [17], kde se
vyuûívá pouze sloûky hue, která  iní cel˝ test robustní v  i zm nám osv tlení. Zjiö uje se, kolik
hodnot odstín  jednotliv˝ch pixel mezi templatem a dan˝m oknem má o ekávanou barvu. Pixel
má o ekávanou barvu, pokud absolutní rozdíl hodnoty hue (modulo fi) mezi templatem a oknem
je menöí neû p edem definovan˝ práh tm.
V p ípad  porovnávání je vöak stále nutné oöet it bílé a  erné objekty p ed v˝po tem sa-
motného rozdílu. Jelikoû  erná a bílá barva není pokryta sloûkou hue, je nutné je mapovat do
hue hodnoty podobn˝ch barev:  erná na modrou a bílá na ûlutou. Tento proces je uskute n n
kontrolou hodnoty value a saturation. Pokud je value menöí neû práh tv, hodnota hue je mapo-
vána na ûlutou barvu. Pokud saturation je v töí neû práh ts, je hodnota hue nastavena na ûlutou
barvu. V p ípad  této práce byly hodnoty tm = 5, tv = 30 a ts = 40.
Obrázek 18: Ukázka normalizace HSV, vstup RGB (první zleva), po p evodu do HSV (druhá
zleva), normalizované HSV v RGB (t etí zleva), normalizované HSV ( tvrté zleva).
7.3.5 V˝sledné skóre
Testy 2≠5 zmín né v p edchozích n kolika sekcích projdou, pokud je po et shodn˝ch referen ních
bod  v malé oblasti kolem zkoumaného bodu (v tomto p ípad  5◊ 5 s cílem kompenzovat krok
posuvného okna s = 5 ve fázi detekce objektivity), alespo  55 %.
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Kaûdému kandidátovi, kter˝ projde vöemi testy, je p i azeno v˝sledné skóre m vypo tené
dle vztahu (22), kde Ci je zlomek shodn˝ch bod  v testech 2≠ 5.
m =
ÿ
iœ{2,...,5}
Ci . (22)
7.3.6 Urychlení test  s vyuûitím response map
Aby se zabránilo porovnávání kvantizovan˝ch hodnot (v p ípad  testu povrchov˝ch normál a gra-
dient ) kaûdého pixelu v definované oblasti kolem referen ního bodu pokaûdé, kdy je nutné
vyhodnotit nov˝ template, je zavedena nová binární reprezentace T kvantizovan˝ch hodnot
v p edem dané oblasti kolem kaûdého bodu v obraze.
V˝po et T je znázorn n na obrázku 19. Nejprve jsou nad jednotliv˝mi obrazy vypo ítány
poûadované vlastnosti (povrchové normály a orientace gradient ), které jsou následn  kvan-
tizovány do malého mnoûství hodnot, jak jiû bylo zmín no v sekcích 7.2.3 a 7.3.3. Maticová
reprezentace takto kvantizovan˝ch hodnot umoû uje „rozprost ít” jednotlivé hodnoty vstupního
obrazu kolem kaûdého bodu v okolí o velikosti m pro získání nové reprezentace originálního
obrazu. Z d vod  vyööí ú innosti jsou vöechny moûné kombinace kvantizovan˝ch hodnot vstup-
ního obrazu I reprezentovány binárním  et zcem, kde kaûd˝ bit tohoto  et zce odpovídá jedné
kvantizované hodnot  a je roven 1, pokud se daná hodnota vyskytuje v okolí o velikosti m.
Vstupní obraz s kvantizovanými gradienty Rozprostření hodnot (maska 3x3)
01000 01100 01100 00100
11000 11100 11100 00100
11000 11100 10110 00110
11000
01000
11000
01000 11100 11110 00110
00010 00011 00011 00101
00010 00011 00011 00111
00110
00010
00100
00110
Binární reprezentace
Obrázek 19: Vizualizace v˝po tu response map s vyuûitím konvoluce.
T lze vypo ítat velice efektivn  s vyuûitím konvoluce. Nejprve jsou vypo ítány mapy kvanti-
zovan˝ch povrchov˝ch normál a orientací gradient , kde kaûd˝ pixel odpovídá nenulové hodnot 
(mocnina dvou), pokud se na daném míst  nachází hledaná orientace, a nule, pokud je orientace
neplatná (nesprávná hloubka nebo malá velikost hrany). Následn  je na tyto mapy aplikována
konvoluce o velikosti masky m = 5 (velikost okolí, ve kterém jsou hodnoty porovnávány ve v˝öe
zmín n˝ch testech). Na vöechny hodnoty, jeû se v masce nacházejí, je aplikována binární operace
OR s centrálním pixelem. V˝sledkem této operace je mapa kvantizovan˝ch hodnot, kde binární
reprezentace kaûdého pixelu obsahuje vöechny orientace, které se nacházejí v jeho okolí m.
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P i porovnávání uû tudíû není nutné procházet jednotliv  okolí kaûdého referen ního bodu
a hledat shodu. Sta í pouze provést binární operaci AND s natrénovanou hodnotou aktuáln 
porovnávaného templatu a hodnotou mapy T v daném bod . Pokud je v˝sledek této operace
v töí neû 0, znamená to, ûe se v okolí o velikosti m daného pixelu nachází hledaná hodnota.
V opa ném p ípad , kdy je v˝sledek operace roven 0, nebyla v binárním  et zci nalezena ûádná
shoda a daná orientace se v tomto bod  ani v jeho okolí nenachází.
P estoûe p edpo ítání T vyûaduje dalöí nároky na v˝po etní kapacitu, její pouûití p ináöí
n kolikanásobné zrychlení detek ního algoritmu, a to p eváûn  v p ípad  sloûit jöích scén, kdy je
ve fázi v˝b ru kandidát  pomocí hashovacích tabulek vybrán v töí po et, jenû je následn  nutné
ov  it. Zárove  je moûné vyhnout se kontrolám, zda se dan˝ referen ní bod nenachází mimo
scénu, jelikoû v p ípad  pouûití p vodní metody nelze zaru it, ûe velikost prohledávaného okolí
jiû nezasahuje mimo hranice scény. S vyuûitím response map se jiû ûádné okolí neprohledává, ale
pouûívá se pouze hodnota v daném referen ním bod , jehoû pozice je vûdy uvnit  daného okna.
Tabulka 2: Porovnání rychlosti ov  ení kandidát  s vyuûitím response map.
Scéna 1 Scéna 2 Scéna 3
Po et kandidát  ve scén  173229 751096 1545466
P vodní implementace [ms] 946 3603 7430
Vyuûití response map [ms] 108 185 291
V˝öe uvedená tabulka znázor uje porovnání rychlosti detekce s vyuûitím obou metod. Zde
byly otestovány 3 r zn  sloûité scény s odliön˝m po tem kandidát  p i detekci 3 objekt  nap í 
9 úrovn mi obrazové pyramidy. V evalua ní kaskád  byly response mapy pouûity v p ípad 
dvou test  - porovnání povrchov˝ch normál a orientací gradient . Lze pozorovat, ûe jednoduch˝
logick˝ sou in, kter˝ zde nahradil n kolik cykl , jeû prohledávaly okolí kolem daného referen ního
bodu, n kolikanásobn  zrychluje detek ní algoritmus.
Nakonec je d leûité zmínit, ûe tyto dva testy vyfiltrují p eváûnou v töinu kandidát . Proto
testy rozdíl  hloubek a barvy v prostoru HSV nemají na v˝slednou rychlost aû takov˝ vliv,
jelikoû pracují pouze s malou podmnoûinou kandidát .
7.4 Non-maxima suppression
Posledním krokem evalua ní kaskády je aplikace non-maxima suppression na detekce, které
proöly vöemi v˝öe zmín n˝mi testy. Verifikované templaty jsou akumulovány ze vöech r zn˝ch
míst v obraze nap í  vöemi úrovn mi obrazové pyramidy. Vzhledem k tomu, ûe r zné pohledy
jednoho objektu vypadají skoro stejn  a více objekt  m ûe b˝t pom rn  podobn˝ch, jsou uni-
kátní detekce identifikovány op tovn˝m uchováváním kandidát  majících nejvyööí skóre snms
a následn˝m odstran ním detekcí, které se s nimi p ekr˝vají.
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Toto skóre lze vypo ítat jako snms = m
a
s
, kde m je verifika ní skóre definované v˝öe (22), s
je aktuální m  ítko obrazové pyramidy a a je oblast objektu, kterou zabírá ve zkoumaném tem-
platu, vztaûena relativn  vzhledem k jeho velikosti. Váûení v˝sledného skóre vzhledem k velikosti
objektu up ednost uje detekce, které toho vypovídají o scén  více (nap . pokud je hrnek zob-
razen˝ ze strany s viditelnou rukojetí, bude preferován template, kde je daná rukoje  viditelná,
namísto t ch, u kter˝ch je zakryta). Odfiltrované detekce jsou následn  poslány do fáze preciz-
ního odhadu 3D pózy spolu s jejich v˝chozími pózami, které jsou p i azené kaûdému templatu
ve fázi trénování.
x2
y2
y1
x1
αo
Obrázek 20: Ukázka v˝po tu non-maxima suppression, scéna p ed aplikací NMS (druhá zleva),
scéna po aplikaci NMS (t etí zleva).
Princip non-maxima suppression spo ívá ve v˝po tu velikosti oblasti, která je p ekr˝vána
dv ma r zn˝mi okny detekcí. Pokud je p ekrytí dostate n  velké, ponechá se ve v˝sledném
seznamu pouze detekce s vyööím skóre. K tomu je vöak nejprve nutné provést sestupné se azení
seznamu vöech detekcí podle jejich skóre m. Dále se zvolí první detekce w1 mající nejvyööí skóre,
která je následn  odstran na ze seznamu. Ta je poté pouûita pro porovnání oblasti se vöemi
zb˝vajícími prvky v seznamu. V kaûdém kroku algoritmus po ítá velikost p ekr˝vané oblasti,
která se poté porovnává s velikostí okna detekce w1. Pokud je pom r p ekrytí o vyööí neû p edem
definovan˝ práh to (v˝chozí hodnota t0 = 0, 6), okno dané detekce je ze seznamu odstran no
a algoritmus pokra uje dále, dokud není seznam prázdn .˝ V˝sledkem algoritmu je seznam detekcí
s nejvyööím skóre, které se vzájemn  nep ekr˝vají.
Velikost p ekr˝vané oblasti je znázorn na na obrázku 20. Lze ji vypo ítat se znalostí sou ad-
nic levého horního a pravého dolního bodu okna detekce. Dle vztahu (23), kde xwt1 , ywt1 , xwb1 ,
ywb1 jsou sou adnice levého horního a pravého dolního bodu okna w1 (detekce s nejvyööím skóre),
xwti , ywti , xwbi , ywbi jsou sou adnice levého horního a pravého dolního bodu aktuáln  porovná-
vaného okna detekce a wo, ho p edstavují v˝öku a öí ku p ekr˝vané oblasti, která je sjednocením
obou zpracovávan˝ch oken.
x1 = min(xbw1 , xbwi) , x2 = max(xtw1 , xtwi) ,
y1 = min(ybw1 , ybwi) , y2 = max(ytw1 , ytwi) ,
wo = max(0, x1 ≠ x2) , ho = max(0, y1 ≠ y2) .
(23)
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Pro získání hledaného pom ru p ekrytí –o, je pouûit vztah (24):
–o = (howo)/(hw1ww1) , (24)
kde hw1 , ww1 p edstavují v˝öku a öí ku okna w1, tedy detekce s aktuáln  nejvyööím skóre.
V˝sledn˝ algoritmus implementovan˝ v jazyce C++ je p iloûen níûe.
1 void nms(std::vector<Match> &matches, float maxOverlap) {
2 // Se azení vöech kandidát  podle jejich skóre sestupn 
3 std::sort(matches.rbegin(), matches.rend());
4
5 std::vector<Match> pick;
6 std::vector<int> suppress(matches.size()); // Indexy kandidát  k odebrání
7 std::vector<int> idx(matches.size()); // Indexy bounding box , které je
nutné zkontrolovat
8 std::iota(idx.begin(), idx.end(), 0); // Vypln ní pole idx hodnotami 0 -
idx.size()
9
10 while (!idx.empty()) {
11 // V˝b r prvního elementu s nejvyööím skóre
12 cv::Rect &firstMatchBB = matches[idx[0]].objBB;
13
14 // Uloûení indexu do pole v˝sledn˝ch kandidát , a jeho odebrání z pole
kandidát , které je nutné zkontrolovat
15 suppress.push_back(idx[0]);
16 pick.push_back(firstMatchBB);
17
18 // Kontrola p ekrytí prvního kandidáta se vöemi ostatními bouding boxy
19 for (size_t i = 1; i < idx.size(); i++) {
20 cv::Rect bb = matches[idx[i]].objBB();
21 int x1 = std::min<int>(bb.br().x, firstMatchBB.br().x);
22 int x2 = std::max<int>(bb.tl().x, firstMatchBB.tl().x);
23 int y1 = std::min<int>(bb.br().y, firstMatchBB.br().y);
24 int y2 = std::max<int>(bb.tl().y, firstMatchBB.tl().y);
25
26 // V˝po et p ekrávající se plochy
27 int h = std::max<int>(0, y1 - y2);
28 int w = std::max<int>(0, x1 - x2);
29 float overlap = static_cast<float>(h * w) / static_cast<float>(
firstMatchBB.area());
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30
31 // Pokud je plocha v töí neû práh, kandidát s menöím skóre je
odstran n
32 if (overlap > maxOverlap) {
33 suppress.push_back(idx[i]);
34 }
35 }
36
37 // Odstran ní vöech kandidát , kte í neproöli testem p ekrytí
38 idx.erase(std::remove_if(idx.begin(), idx.end(), [&suppress](int v) ->
bool {
39 return std::find(suppress.begin(), suppress.end(), v) !=
suppress.end();
40 }), idx.end());
41 suppress.clear();
42 }
43
44 matches.swap(pick);
45 }
V˝pis 3: Algoritmus aplikace non-maxima suppression.
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8 Precizní odhad 3D pózy
Precizní odhad 3D pózy objekt  v hloubkov˝ch obrazech p edstavuje zna n˝ problém v mnoha
aplikacích po íta ového vid ní. Typick˝m úkolem t chto algoritm  je ur ení orientace hleda-
ného objektu, která je relativní vzhledem k n jakému sou adnému systému. Tuto informaci lze
následn  vyuûít nap . v robotice pro manipulaci s reáln˝mi objekty. Póza objektu je definována
kombinací rotace a pozice.  asto se vöak tento pojem pouûívá také pouze pro popis rotace.
V p ípad  objekt  bez textury nelze odhadnout jejich pózu s vyuûitím state of the art technik
[24] a [25]. Ty vyuûívají SIFT [26] pro detekci a popis lokálních vlastností objekt , které jsou
robustní, invariantní v  i posuvu, rotaci, velikosti a  áste n  v  i osv tlení scény. Pokud objekty
nemají dostate n  v˝raznou texturu, je vhodné k ur ení jejich pózy vyuûít hloubkov˝ch obraz .
Precizní ur ení 3D pózy objekt  v hloubkov˝ch obrazech v töinou reprezentuje poslední krok
detek ních algoritm  (jako je tomu i v p ípad  této diplomové práce). Tyto postupy jsou schopné
detekovat hrub˝ odhad v˝chozí pózy objekt , která je následn  up esn na. Jelikoû je po detekci
známa po áte ní póza objektu, velmi populární metodou pro její up esn ní je ICP (více v sekci
4). Algoritmus ICP p edstavuje zlat˝ standard pro geometrické zarovnání dvou mnoûin bod ,
jejichû relativní póza je p ibliûn  známá. Avöak pokud jsou daleko od sebe, nebo mají malé
p ekrytí, ICP m ûe generovat velké mnoûství nesprávn˝ch korespondencí. Tato situace se jen
zhoröuje v p ípadech, kdy je obraz postiûen öumem. V˝sledkem toho m ûe b˝t, ûe ICP snadno
uvízne v lokálním minimu a její v˝kon závisí z velké míry na kvalit  ur ení v˝chozí pózy.
Obrázek 21: Vizualizace precizního odhadu 3D pózy, vstupní scéna (první zleva), v˝chozí pózy,
které poskytuje detek ní algoritmus (druhé zleva), pózy po optimalizaci (t etí zleva).
Práce autor  Rusinkiewicze a Levoye [15] p edstavuje mnoho variant ICP, které se t mto
problém m snaûí vyhnout. V töina z nich vöak vyûaduje  asov  náro né lad ní parametr  vzhle-
dem ke konkrétní aplikaci. V rámci této diplomové práce se proto pro up esn ní 3D pózy objekt 
vyuûívá optimaliza ní metody zaloûené na Particle Swarm Optimization (PSO). PSO je optima-
liza ní technika inspirovaná chováním hejna pták  p i hledání potravy. Snaûí se optimalizovat
dan˝ problém iterativním vylepöováním populace jedinc , kte í se navzájem ovliv ují s cílem
nalézt správné  eöení. PSO se ukázalo jako efektivní p ístup p i  eöení jin˝ch problém  s ur e-
ním 3D pózy [27], [28]. Zárove  vyûaduje nastavení pouze malého mnoûství vstupních parametr 
a málo kalkulací ú elové funkce, dokud neza ne konvergovat ke správnému  eöení.
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8.1 Popis metody
Metoda, která je v této práci zpracována, dokáûe odhadnout pózu objektu, jehoû pozice a ori-
entace v prostoru je p ibliûn  známa. Na vstupu o ekává model objektu, jeho v˝chozí pózu
{R0, t0} (ta je jiû známa z p edchozí fáze evalua ní kaskády), vstupní hloubkov˝ obraz a vnit ní
parametry kamery hloubkového senzoru. V˝stupem je poté up esn ná póza objektu {R, t}. Ob 
pózy jsou v sou adném systému daného senzoru.
Modely jednotliv˝ch objekt  mohou pocházet z 3D sken  nebo CAD model , které odpo-
vídají reáln˝m objekt m. Kaûd˝ model M se skládá z mnoûiny uspo ádan˝ch vertex  V , jejich
odpovídajících normál U a uspo ádané mnoûiny index  G, které definují jednotlivé trojúhelníky.
Tato metoda postupn  generuje kandidáty póz {Ri, ti}. Ty následn  vyhodnocuje s po-
mocí vyrenderovan˝ch syntetizovan˝ch obrázk  M , které vytvá ejí hloubkové mapy Di. Ú elová
funkce poté vrací skóre o(i), které definuje podobnost mezi obrázky Di a vstupním hloubkov˝m
obrazem D s vyuûitím hloubkov˝ch dat, hran a orientací povrchov˝ch normál. PSO je následn 
pouûito k prohledávaní definovaného prostoru pózy a minimalizaci chyby optimalizací ú elové
funkce s cílem nalézt pózu, která nejvíce odpovídá vstupnímu obrazu.
8.2 Inicializace
V˝chozí póza, kterou poskytuje v˝sledek detek ního algoritmu, m ûe b˝t celkem hrubá. Projekce
modelu v této póze definuje zarovnan˝ 2D bounding box b. Pro zmírn ní moûn˝ch nep esností
je nejprve b proporcionáln  zv töeno vzhledem k vzdálenosti objektu od kamery. Zárove  se
p edpokládá, ûe b zachycuje v töinu, ne-li celou, projekci cílového objektu ve vstupním obraze.
Poté je p ed samotn˝m spuöt ním optimaliza ního algoritmu nutné p ipravit n kolik po-
mocn˝ch struktur. Vstupní obraz D je (s cílem redukovat öum kamerového senzoru) filtrován
mediánov˝m filtrem o velikosti masky 5◊5. Z hloubkov˝ch obraz  jsou poté vyextrahovány po-
vrchové normály, které tvo í obraz N stejn˝m zp sobem, jak˝ je jiû popsán v sekci 7.2.3. V obou
p ípadech jsou vadné pixely obrazu D ignorovány a nep ispívají k v˝slednému v˝po tu ú elové
funkce. Následn  jsou z hloubkov˝ch obraz  extrahovány hrany E aplikací Sobelova operátoru
s prahováním (jak je jiû uvedeno v sekci 7.1). Nakonec je z E vypo ítána distan ní mapa T ,
která je uchována pro pozd jöí v˝po ty.
8.3 Renderování kandidát  póz
Renderovací proces simuluje hloubkové obrazy Di jednotliv˝ch kandidát  póz {Ri, ti}, které jsou
vyobrazeny v  i  ernému pozadí. Projek ní matice v OpenGL je vytvo ena ze znalosti vnit ních
parametr  kamery reálného senzoru pomocí následující rovnice:
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,
kde “ je zkosení obrazu, fx, fy ohnisková vzdálenost osy x, y; x0, y0 jsou sou adnice bodu ve
st edu kamery (v pixelech), w a h p edstavují öí ku a v˝öku obrazu v pixelech, q a qn lze získat
s vyuûitím následující rovnice:
d = cf ≠ cn , q = ≠(cf + cn)d , qn = ≠2
(cf + cn)
d
,
kde cf a cn p edstavují zadní a p ední o ezovou rovinu projek ní matice v OpenGL. Kaûd˝
hloubkov˝ obraz poté odpovídá tomu, kdy by byl objekt izolován na cílové poloze v aproximované
póze.
Sou ástí kaûdého templatu datasetu je jeho v˝chozí póza, která je reprezentována rota ní
maticí a transla ním vektorem {R0, t0}. Aplikace této transformace na odpovídající model jej
umístí do polohy a orientace v referen ním ráme ku senzoru, kter˝m byl dan˝ objekt zachycen
ve fázi trénování. Jednotliví kandidáti póz {Ri, ti} jsou parametrizováni relativn  vzhledem
k této v˝chozí póze s vyuûitím relativního posunu a „in-place” rotace kolem centroidu c vrchol 
V daného modelu. Model je tedy nejprve posunut o ≠c do st edu sou adného systému, kde
je na n j aplikována rotace Ri, a následn  posunut zp t o c. Rota ní matice R je produktem
primitivních rotací kolem 3 os Ri = Rx(–i)Ry(—i)Rz(“i). Kaûd˝ vrchol v mnoûiny V daného
modelu tudíû musí podstoupit následující transformaci:
Ri(v ≠ c) + c+ ti .
S cílem vyhnout se opakovan˝m v˝po t m jsou transformace kandidáta pózy a v˝chozí pózy
modelu kombinovány do jedné rovnice:
RiR0v +Ri(t0 ≠ c) + c+ ti . (25)
Jednotlivé komponenty rota ní matice jsou parametrizovány Eulerov˝mi úhly, p i emû
transla ní vektor vyuûívá euklidovsk˝ch sou adnic. V rámci kaûdé pózy je nejprve na dan˝model
aplikovaná transformace s vyuûitím rovnice (25). Mimo v˝öe zmín n˝ hloubkov˝ obraz Di, jsou
dále generovány obrazy povrchov˝ch normál Ni a hrany detekované v hloubkov˝ch obrazech Ei.
S cílem redukovat mnoûství komunikace mezi GPU a CPU jsou hloubkové mapy i povrchové
normály vyrenderovány najednou do 4-kanálového obrazu. První t i kanály odpovídají normo-
van˝m sou adnicím normálov˝ch vektor  obrazu Ni, p i emû poslední obsahuje hloubková data.
P i kaûdé iteraci optimaliza ního algoritmu je tak redukován po et nutn˝ch v˝m n dat mezi
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GPU a CPU, coû kladn  p ispívá k rychlosti algoritmu.
Obrázek 22: Vizualizace 48 v˝chozích kandidát  póz.
8.4 Vyhodnocení kandidát  póz
Kaûdá póza je vyhodnocena vzhledem k tomu, jak moc se podobá vstupnímu obrazu. V ideálním
p ípad  by byl obraz modelu, vyrenderovan˝ na správné póze, identick .˝ Ú elová funkce o(·) vrací
skóre o(i), které definuje míru podobnosti mezi hodnotami v hloubkové map , povrchov˝mi
normálami a hranami v obrazech D (N , E) a Di (Ni, Ei).
Hodnoty hloubkov˝ch dat jsou v obou obrazech p ímo porovnávány v rámci jednotliv˝ch n
pár  pixel . Rozdíly hodnot t chto pár  jsou akumulovány a definují ztrátovou funkci di:
di =
nÿ
k=1
1
|”k|+ 1 , (26)
kde |”k| je rozdíl hodnot jednotliv˝ch pár , která je nastavena na Œ (p i implementaci
na maximální velikost datového typu float), pokud hodnota p ekro í definovan˝ práh tk (tk =
20mm) s cílem vyhnout se porovnávání s pozadím. Pro stejné páry pixel  je provedeno porovnání
povrchov˝ch normál:
ui =
nÿ
k=1
1
|“k|+ 1 , (27)
kde “u p edstavuje úhel mezi dv ma normálami, získan˝ jako skalární sou in obou vektor .
V p ípad  obou test  se porovnávají pouze pixely, které se nacházejí na hranici vyrenderovaného
modelu. Zárove  vadné pixely vstupních hloubkov˝ch obraz  D nep ispívají k v˝sledku t chto
funkcí. Detekované hrany obrazu Ei jsou porovnávány s vyuûitím p edpo ítané distan ní mapy
Ti. Pokud m je celkov˝ po et edgel  v obraze Ei, pak kaûdé hran  j odpovídá vzdálenost ‘i od
nejbliûöího edgelu v obraze E, kterou lze vyhledat s vyuûitím distan ní mapy T na pozici j:
ei =
mÿ
j=1
1
‘j + 1
. (28)
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Kaûdá rovnice (26), (27) a (28) pracuje s dv ma uspo ádan˝mi mnoûinami pár  pixel , jeden
z kaûdého obrazu D (N , E) a Di (Ni, Ei). Jelikoû di, ui a ei mají jiné rozsahy hodnot, v˝sledná
kombinovaná hodnota ú elové funkce je dána jejich násobkem:
o(i) = ≠diuiei ,
kde di je záporné, aby se zajistilo, ûe optimální hodnoty odpovídají hledání minima, jelikoû
di, ui a ei jsou vûdy kladné. Sumy jednotliv˝ch rozdíl  |”k|, |“k| a ‘j up ednost ují pózy, které
mají nejv töí prostorové p ekrytí se vstupním obrazem. Z toho vypl˝vá, ûe hodnota ú elové
funkce se postupn  zlepöuje s p ib˝vajícím mnoûstvím pixel , které se navzájem v jednotliv˝ch
obrazech shodují. Naopak pózy se öpatn˝m p ekrytím nevracejí dobré skóre.
P i vyhodnocení jednotliv˝ch kandidát  m ûe nastat situace, kdy jsou jednotlivé pózy po-
rovnávány s pozadím nebo p ekr˝vajícími se povrchy. Tomu se lze vyhnout porovnáváním pouze
pixel , které jsou uvnit  daného bounding boxu b. Renderované pózy, které jsou pouze  áste n 
umíst né uvnit  b, proto vrací slabé skóre a algoritmus nemá tendenci konvergovat k nesprávn˝m
 eöením.
8.5 Prohledávání prostoru pózy pomocí PSO
Prohledávací prostor pro precizní ur ení 3D pózy je omezen v 6D okolí kolem v˝chozí pózy
{R0, t0}. Kaûdá dimenze prohledávaného prostoru má definované hranice, které vytvá ejí hyper-
krychli, jejíû st ed je zarovnan˝ na st ed v˝chozí pózy. PSO je pouûito pro prohledávání tohoto
prostoru s cílem optimalizovat hodnotu ú elové funkce a najít  eöení, které nejvíce odpovídá
vstupnímu obrazu.
PSO stochasticky vyvíjí populaci  ástic (ty jsou reprezentovány jednotliv˝mi kandidáty póz
{Ri, ti}), které iterativn  prohledávají definovan˝ prostor v n kolika generacích [28]. Kaûdá
 ástice postupn  upravuje své parametry, které jsou reprezentovány komponentami transla ního
vektoru (tx, ty, tz) a Eulerov˝mi úhly rotace kolem kaûdé osy (Rx(–), Ry(—), Rz(“)). Dále je
pro kaûd˝ parametr definován vektor rychlosti vi, kter˝ udává, jak rychle se budou jednotlivé
 ástice pohybovat nap í  prohledávan˝m prostorem.
{R0, t0} 3 8 15 GT
Obrázek 23: Ukázka pr b hu PSO p i optimalizaci pózy objektu v populaci 50 jedinc 
(v závorce u obrázku je uvedena aktuální generace).
Algoritmus pracuje ve t ech základních krocích, které se opakují, dokud není spln na n která
z ukon ovacích podmínek (maximální po et iterací, minimální chyba). Nejprve je vypo ítána
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hodnota ú elové funkce (skóre o(i)), která zna í fitness kaûdé  ástice v populaci. Ta si poté
zapamatuje sv j nejlepöí v˝sledek a zárove  je v celé populaci nalezen globální nejlepöí v˝sledek.
Poté je aktualizována pozice kaûdé  ástice s vyuûitím vektoru rychlosti. Nakonec dojde k v˝po tu
nov˝ch hodnot vektoru rychlosti pomocí rovnice:
vi(t+ 1) = wvi(t) + c1r1[xpbest(t)≠ xi(t)] + c2r2[xgbest(t)≠ xi(t)] ,
kde w, c1, c2 jsou konfiden ní koeficienty (0 Æ w Æ 1,2; 0 Æ c1, c2 Æ 2), r1, r2 náhodná
 ísla (0 Æ r1, r2 Æ 1), xpbest(t) je nejlepöí nalezen˝ kandidát pro kaûdou  ástici pi v generaci t
a xgbest(t) p edstavuje nejlepöí globální  eöení v  ase t. Pozice  ástice je následn  aktualizována
s vyuûitím rovnice:
xi(t+ 1) = xi(t) + vi(t+ 1) . (29)
Pro zajiöt ní co nejlepöího pokrytí prohledávaného prostoru je prvotní populace vygenerována
s pomocí 6D Sobol sekvence, která zajiö uje jejich dobré prostorové rozmíst ní. PSO takto
postupn  aktualizuje pozice vöech  ástic na konci kaûdé generace s vyuûitím rovnice (29). Zde
je nutné zajistit, aby se jednotlivé  ástice nedostaly mimo prohledávan˝ prostor, a pokud tato
situace nastane, vrátit je na p vodní pozici.  ástice se navzájem ovliv ují, dokud není dosaûeno
ukon ovacího kritéria (maximální po et generací), na jehoû konci algoritmus vrátí nejlepöího
kadidáta pózy {Ri, ti}, kter˝ se nachází pod  ásticí xgbest.
8.5.1 Parametry PSO p i implementaci
Prvotní populace póz je generována s pomocí 6D Sobol sekvence, kde tix, tiy œ È≠25; 25Í
a tiz œ È≠75; 125Í z d vod  v töí tolerance v  i faktoru zm ny velikosti obrazové pyramidy.
Komponenty rota ní matice jsou definovány v rozsahu –,—, “ œ È≠0,5; 0,5Í s cílem pokr˝t v töí
mnoûství moûn˝ch rotací v˝sledné pózy. Vektory rychlosti jsou generovány náhodn  vynásobe-
ním  ísla f œ È0; 1Í faktory ftx, fty = 10; ftz = 25; f–, f—, f“ = 0,15.
P i kaûdé generaci je p ed aktualizací pozice  ástice kontrolováno, zda se nenachází mimo
vymezen˝ prostor. Ten je pro rotaci definován v intervalu È≠0,6; 0,6Í, pro posun v osách x, y
v intervalu È≠40; 40Í a pro posun v ose z v intervalu È≠150; 250Í.
Parametry PSO jsou dále následující: c1, c2 = 0,15. Tyto hodnoty se po d kladném testování
ukázaly jako ideální, jelikoû umoû ují  ásticím d kladn  prozkoumat prohledávan˝ prostor v n -
kolika prvních generacích a p itom zajistit v asnou migraci k nejlepöímu v˝sledku. Konfiden ní
koeficient w je dále rozd len na dva koeficienty w1 = 0,9;w2 = 0,97, které udávají r zné fak-
tory sníûení vektoru rychlosti zvláö  pro translaci a rotaci. Zde je snaha rychleji sníûit rychlost
posunu, jelikoû správná pozice hledaného objektu je nalezena velmi rychle, a naopak zachovat
v töí rychlost zm n v rotaci s cílem prozkoumat v töí mnoûství více odliön˝ch póz kandidát .
Po et generací a velikost populace je rovna 50.
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9 Záv re ná m  ení
V˝öe popsaná metoda byla d kladn  otestována s vyuûitím datasetu popsaného v sekci 4. Ten
obsahuje 20 testovacích scén, které se liöí ve sloûitosti od nejjednoduööích s  áste nou okluzí
po sloûité scény s velk˝m mnoûstvím objekt . Kaûdá scéna je reprezentována 504 zarovnan˝mi
RGB a RGB-D obrazy spolu s anotacemi v podob  ground truth 6D póz a bounding box , spolu
s id objekt , které se v nich vyskytují.
V˝sledná m  ení jsou rozd lena do dvou  ástí. V první  ásti je ov  ena úsp önost detekce
objekt  s vyuûitím dat obou senzor  (Microsoft Kinect v2 a Primesense CARMINE 1.09) ve dvou
datov˝ch sadách. První sada na vstupu vûdy o ekává danou scénu a trénovací data pouze t ch
objekt , které se v ní vyskytují. Druhá sada jiû pracuje s celou databází trénovacích objekt 
(30) pro kaûdou scénu s cílem ov  it vliv objekt , které se ve scén  nenacházejí, na p esnost
a rychlost detek ního algoritmu. Druhá  ást se zab˝vá vyhodnocením precizního ur ení 3D pózy
objekt  na v˝stupech detek ního algoritmu.
Úsp önost detekce byla ov  ena s vyuûitím v˝öe zmín n˝ch ground truth bounding box 
a Jaccard indexu, kter˝ definuje míru p ekrytí detekovan˝ch oken s grouth truth daty a umoû uje
zjistit po et TP, FN, FP ve scén . Úsp önost je poté vypo ítána jako F1 skóre:
p = TPTP+ FP , r =
TP
TP+ FN , F1 = 2
pr
p+ r .
Algoritmus byl spuöt n pro kaûdou scénu p tkrát s cílem eliminovat dopady vn jöích vliv .
V˝sledné hodnoty, které lze vid t na níûe uveden˝ch grafech, jsou tedy aritmetick˝m pr m rem
z t chto p ti m  ení. Vöechna m  ení byla provedena na notebooku vybaveném procesorem Intel
Core i7 s frekvencí 3.1 GHz (Turbo Boost aû 4.1 GHz), 16GB RAM a grafickou kartou Radeon
Pro 560.
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Obrázek 24: Úsp önost algoritmu obou senzor  na první datové sad  pro jednotlivé scény.
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Obrázek 25: Úsp önost algoritmu obou senzor  na druhé datové sad  pro jednotlivé scény.
Na obrázku 24 lze pozorovat, ûe úsp önost se v rámci jednotliv˝ch scén velice liöí. Lépe se
v testu umístilo prvních 9 scén, kde jsou objekty vyobrazeny v  i  ernému pozadí. Zbylé scény
10 ≠ 20 si vedou mnohem h  e. Objekty v t chto scénách jsou umíst ny na d ev ném povrchu
s v˝raznou texturou spolu s jin˝mi objekty, které nejsou v databázi, coû st ûuje podmínky
detek nímu algoritmu. Z v˝sledk  je z ejmé, ûe si detek ní algoritmus s t mito obtíûn˝mi scénami
dokáûe jen t ûko poradit.
Naopak velk˝m p ekvapením jsou scény 16 a 19, které i p es ztíûené podmínky dosahují dob-
r˝ch v˝sledk . To je dáno p edevöím tím, ûe jsou ve scén  vyhledávány p eváûn  kulaté objekty,
jejichû body p íznak  na hranách vytvá í kruhy. Poté, i pokud jsou n které objekty detekovány
na nesprávn˝ch místech, neprojdou testem orientací gradient  ve fázi ov  ení kandidát .
Dále je nutné zmínit, ûe ve scénách, kde se vyskytují objekty s rovn˝mi plochami, vznikalo
mnoho FP detekcí na místech, kde se vyskytují ArUco zna ky (ty slouûí pro kalibraci kamery).
Ze samotné podstaty test  lze proti tomuto jen t ûko bojovat. Detekovaná plocha je rovná
a nem nná, coû umoûní její pr chod vöemi testy povrchov˝ch normál (orientace povrchu je
shodná s podstavou detekované scény). Zárove  orientace gradient  ArUco zna ek odpovídají
hranám ur it˝ch templat  t chto objekt . Nakonec jejich bílá barva umoûní spln ní p edpoklad 
pro pr chod posledního testu, jelikoû vöechny objekty v databázi jsou bílé.
Obrázek 25 poté ukazuje úsp önost detekce, kdy je natrénovaná pouze jedna mnoûina obsa-
hující vöechny objekty v databázi. Lze pozorovat, ûe v pr m ru doölo ke sníûení úsp önosti o 8%,
na n kter˝ch scénách aû o 20%. Nakonec obrázek 26 znázor uje sub-lineární  asovou sloûitost
v závislosti na po tu natrénovan˝ch objekt . Z obrázku je viditelné, ûe p i desetinásobku po tu
objekt  se  asová sloûitost nav˝öila pouze t ikrát.
Tyto v˝sledky nelze p ímo porovnat s úsp öností p vodní práce [3], kde autor dosahuje
aû 95,4% úsp önosti. Zde byl vöak pouûit syntetick˝ dataset obsahující velmi odliöené objekty
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r zn˝ch barev. Odpadá zde tudíû nutnost  eöit öum a nep esnost reáln˝ch hloubkov˝ch senzor .
Zárove  r znorodost barev jednotliv˝ch objekt  kladn  napomáhá k redukci öpatn˝ch detekcí
v posledním testu ov  ení kandidát .
V práci [16] byla stejná metoda aplikována na pouûit˝ dataset. Autor zde uvádí 67,2% úsp ö-
nost p i stejné metodice, která je aplikována v první datové sad  (na vstupu jsou pouze objekty,
které se v dané scén  nacházejí). Této úsp önosti se jiû n které scény vlastní implementace algo-
ritmu blíûí. Ve v˝öe uvedeném  lánku se vöak autor nezmi uje o hodnotách mnoha koeficient 
pouûit˝ch p i detekci, které mohou zna n  ovlivnit úsp önost detekce. Zárove  neuvádí, zda
jsou pro kaûdou scénu definované jiné hodnoty koeficient  nebo z stávají stejné po celou dobu
m  ení.
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Obrázek 26: Závislost úsp önosti a  asové náro nosti na po tu objekt  v databázi.
9.1 Vyhodnocení precizního ur ení 3D pózy
P estoûe dataset obsahuje ground truth pózy pro kaûdou scénu, tak po d kladném zkoumání
a mnoha konzultacích s vedoucím práce se na základ  nedostatku informací o pouûitém datasetu
nepoda ilo zjistit transformaci, která by posunula model objektu do detekovaného bounding
boxu v kame e snímané scény. Póza je proto up esn na s vyuûitím vnit ních parametr  senzoru,
kter˝m byl zachycen objekt p i trénování. Na funk nost algoritmu tento problém nemá vliv. Pro
jeho vyhodnocení vöak není moûné pouûít v˝öe zmín n˝ch ground truth póz a v˝sledek je moûné
posoudit pouze vizuáln .
Na obrázku níûe jsou znázorn ny v˝sledky precizního ur ení 3D pózy pro scénu  . 2. PSO
se ukázalo v syntetick˝ch testech jako velice efektivní i v p ípadech, kdy byla v˝chozí detekce
57
relativn  nep esná. I v t chto situacích bylo schopné nalézt správnou pózu detekovaného objektu
jiû v n kolika prvních generacích. V p ípad  reáln˝ch dat byly v˝sledky spíöe smíöené.
Jelikoû jsou vstupní obrazy datasetu postiûeny öumem, nelze v nich v mnoha p ípadech zcela
jasn  detekovat edgely hloubkov˝ch obraz , které se pouûívají p i v˝po tu ú elové funkce. To
vede k tomu, ûe PSO není vûdy schopné ur it p esnou pózu objektu. Zárove  v p ípadech, kdy
nelze ve scén  spolehliv  detekovat povrchové normály (v töí mnoûství neplatn˝ch pixel ), PSO
má tendenci konvergovat ke öpatn˝m  eöením, která vrací lepöí skóre.
Obrázek 27: V˝sledek precizního ur ení 3D pózy pomocí PSO, detekované pózy (vlevo), pózy
po up esn ní (vpravo).
9.2  asová náro nost jednotliv˝ch operací
V následující tabulkách jsou znázorn ny  asové náro nosti v˝po t  jednotliv˝ch v˝öe popsan˝ch
 ástí detek ní kaskády na t ech scénách, které se liöí ve své sloûitosti. Kaûdá hodnota je pr m rem
m  ení nap í  vöemi obrázky dané scény vyd lena po tem scén (tedy pr m r na jednu scénu).
P i implementaci algoritmu bylo pouûito OpenMP pro paralelizaci. Algoritmus je tudíû schopen
efektivn  vyuûít více jader procesoru ve vöech kritick˝ch krocích aplikace, coû zna n  sniûuje
jeho  asovou náro nost.
 asy jednotliv˝ch krok  jsou v následujících tabulkách rozd leny do dvou  ástí: detekce
a precizní ur ení 3D pózy objektu. První  ást vyuûívá p i v˝po tech pouze CPU, p i emû druhá
do v˝po tu zapojuje i GPU.
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Tabulka 3:  asové náro nosti jednotliv˝ch  ástí algoritmu pro Microsoft Kinect v2.
Akce
 asová náro nost [ms]
Scéna 2 Scéna 7 Scéna 19
Po et objekt  3 8 8
Na tení scény a vytvo ení obrazov˝ch pyramid 291 298 309
Detekce objektivity 23 32 34
V˝b r kandidát  (hashování) 156 1034 1587
Ov  ení kandidát  82 236 357
Non-maxima suppression << 1 5 1
Detekce celkem 552 1605 2287
Generování prvotní populace << 1 << 1 << 1
Vyrenderování kandidát  póz (50 póz v 50 generacích) 10123 15264 14466
V˝po et ú elové funkce 3233 3756 3125
Precizní ur ení 3D pózy celkem 13356 19020 17591
Celkem 13908 20625 19878
Z v˝öe uvedené tabulky lze pozorovat, ûe nejvíce  asu v  ásti detekce zabírá fáze v˝b ru kan-
didát . P estoûe se v této fázi po ítá pouze 5 hodnot pro kaûdou tabulku v p edem definovan˝ch
tripletech (5 · 100), pracuje s nejv töím mnoûstvím templat , coû d lá tuto fázi  asov  nejnáro -
n jöí.  asová sloûitost fáze ov  ení kandidát  a non-maxima suppression se následn  odvíjí od
po tu kandidát , kte í projdou p edchozí fází. T ch je více s p ib˝vající sloûitostí scény.
Precizní ur ení 3D pózy se skládá ze t í hlavních krok . V první fázi je na CPU vygenerována
prvotní populace kandidát  póz. Poté je v kaûdé generaci pro kaûdou pózu vyrenderován nor-
málov˝ a hloubkov˝ obraz na GPU pro n û je následn  vypo ítána ú elová funkce na CPU (jejíû
v˝po et je paralelizován a  asová náro nost záleûí na velikosti detekovaného bounding boxu).
V této  ásti je nejnáro n jöí práv  vyrenderování jednotliv˝ch objekt . P estoûe vyrenderování
jednoho objektu trvá mén  neû 1 ms (záleûí na velikosti bounding boxu), p i PSO je celkov˝
po et render  roven NGP , kde N je po et detekovan˝ch objekt , P velikost populace a G po et
generací. To d lá tuto fázi precizního ur ení 3D pózy  asov  nejnáro n jöí.
59
Tabulka 4:  asové náro nosti jednotliv˝ch  ástí algoritmu pro Primesense CARMINE 1.09.
Akce
 asová náro nost [ms]
Scéna 2 Scéna 7 Scéna 19
Po et objekt  3 8 8
Na tení scény a vytvo ení obrazov˝ch pyramid 301 294 293
Detekce objektivity 31 36 34
V˝b r kandidát  (hashování) 469 1088 1402
Ov  ení kandidát  245 351 474
Non-maxima suppression << 1 5 20
Detekce celkem 846 1774 2223
Generování prvotní populace << 1 << 1 << 1
Vyrenderování kandidát  póz (50 póz v 50 generacích) 11232 16124 15496
V˝po et ú elové funkce 3397 4176 3645
Precizní ur ení 3D pózy celkem 14629 20300 19141
Celkem 15475 22074 21364
Ve srovnání s Microsoft Kinect v2 je Primesense CARMINE 1.09 pomalejöí. To je zp so-
beno tím, ûe hloubková data tohoto senzoru jsou vyhlazen jöí. Neobsahují tudíû tolik öumu, coû
p ispívá k tomu, ûe fází v˝b ru kandidát  projde více templat . Zárove  je úsp önost detekce
tohoto senzoru mén  úsp öná. Ve v˝sledku je proto více FP detekcí, které musí precizní ur ení
3D pózy zpracovat.
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10 Záv r
V této diplomové práci byla nastudována problematika detekce a sledování objekt . Jedná se
p edevöím o objekty bez textury, které se vyskytují zejména v pr myslu a robotick˝ch aplikacích.
První  ást diplomové práce je zam  ena na teoretick˝ popis algoritm  a technik, které jsou zde
následn  pouûity. Dále je uveden popis pouûitého datasetu v etn  úprav, které na n m byly
provedeny.
Druhá  ást se zam  uje na popis a implementaci detek ního algoritmu s precizním odhadem
3D pózy objekt , která vychází z nedávné práce [4]. Implementovaná metoda je zaloûena na
principu posuvného okénka v kombinaci s obrazov˝mi pyramidami s kaskádov˝m zpracováním
detekovan˝ch oken. Na scénu je nejprve aplikována detekce objektivity, která vrátí pouze okna,
ve kter˝ch se s nejv töí pravd podobností nachází hledan˝ objekt. Sub-lineární  asová sloûitost
vzhledem k po tu natrénovan˝ch objekt  je zajiöt na ve fázi v˝b ru kandidát  s vyuûitím p e-
dem natrénovan˝ch hashovacích tabulek a aplikace procesu hlasování. Pro kaûdé okno je poté
vybrána malá mnoûina kandidát  s nejv töím po tem hlas . Ti jsou následn  ov  eni pomocí p ti
po sob  jdoucích test , liöících se ve sloûitosti, které ov  ují kandidáty v r zn˝ch modalitách
(orientace gradient , hloubková data, povrchové normály a barva v prostoru HSV). Aplikace
non-maxima suppression v poslední fázi zajistí ponechání pouze t ch kandidát  póz objekt ,
které mají nejlepöí shodu.
V˝chozí póza t chto objekt , kterou poskytuje p edchozí fáze detek ní kaskády, je dále up es-
n na s vyuûitím stochastick˝ch metod v podob  PSO. V této fázi algoritmus postupn  renderuje
odpovídající 3D modely detekovan˝ch objekt  s pomocí OpenGL v n kolika náhodn  rozmís-
t n˝ch pózách kolem v˝chozí pózy. Vhodnost kaûdé pózy je ohodnocena s vyuûitím definované
ú elové funkce. PSO je poté pouûito k optimalizaci v˝sledku ú elové funkce a nalezení nejlepöího
 eöení v podob  pózy, která nejvíce odpovídá vstupním dat m.
Nakonec bylo provedeno záv re né zhodnocení na v˝öe zmín ném datasetu. Rychlost algo-
ritmu se vzhledem k mnoûství proveden˝ch operací ukázala jako dosta ující, a to zejména díky
vyuûití paralelizace v podob  OpenMP a mnoha optimaliza ních vylepöení uveden˝ch v samotné
práci. Úsp önost detekce byla otestována na dvou testovacích sadách s vyuûitím trénovacích dat
dvou dostupn˝ch senzor  (Microsoft Kinect v2 a Primesense CARMINE 1.09). Sloûitost pouûi-
tého datasetu se projevila na úsp önosti v˝sledné detekce, kde se nepoda ilo dosáhnout stejné
procentuální úsp önosti jako v práci [16]. Zde vöak autor neuvádí hodnoty jednotliv˝ch koefi-
cient , a proto nelze tyto v˝sledky p ímo srovnávat. U precizního ur ení 3D pózy m ly na
v˝slednou p esnost vliv p edevöím hloubkové obrazy, u nichû nebylo mnohdy moûné spolehliv 
detekovat hrany, coû m lo negativní vliv na v˝po et ú elové funkce a konvergenci ke správnému
 eöení.
P i implementaci algoritmu se pr b ûn  vyskytovaly nové problémy, které nebyly v p vod-
ním  lánku dostate n  popsány,  i se o nich autor v bec nezmi oval, a bylo nutné je  eöit. To
zna n  zpomalilo celkov˝ pr b h práce na implementaci tohoto algoritmu. Z jeho úsp önosti
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vypl˝vá, ûe je zde stále prostor pro zlepöení. Jedno z moûn˝ch vylepöení spo ívá v efektivn jöím
generování pozic triplet , které zna n  ovliv ují v˝sledek algoritmu. Dalöím m ûe b˝t (vzhledem
k pouûitému datasetu) nahrazení testu barvy v prostoru HSV jin˝m testem, kter˝ by dokázal
objekty od sebe a od pozadí lépe rozliöit.
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A P ílohy na CD
Adresá ová struktura na p iloûeném CD je následující:
• src – zdrojové kódy implementace v˝öe popsaného algoritmu,
• doc – dokumentace k v˝öe uveden˝m zdrojov˝m kód m vygenerovaná pomocí nástroje
Doxygen.
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