We present novel theory for testing for reduction of GARCH-X type models with an exogenous (X) covariate to standard GARCH type models. To deal with the problems of potential nuisance parameters on the boundary of the parameter space as well as lack of identi…cation under the null, we exploit a noticeable property of speci…c zero-entries in the inverse information of the GARCH-X type models. Speci…cally, we consider sequential testing based on two likelihood ratio tests and as demonstrated the structure of the inverse information implies that the proposed test neither depends on whether the nuisance parameters lie on the boundary of the parameter space, nor on lack of identi…cation. Our general results on GARCH-X type models are applied to Gaussian based GARCH-X models, GARCH-X models with Student's t-distributed innovations as well as the integer-valued GARCH-X (PAR-X) models.
Introduction
Conditional volatility models with exogenous explanatory variable(s), or GARCH-X type models, have recently received much attention, see Han and Kristensen (2014) for real-valued variables and Agosto et al. (2016) for integervalued variables (and references in these). Of particular interest in these models is to formally test if the exogenous variable can be omitted whereby the models can be reduced to pure conditional volatility models. However, the testing problem is highly non-standard, as under the null of no covariate, nuisance parameters appear in the limiting distribution of standard test statistics. In particular, one, or more, nuisance parameters may be on the boundary of the parameter space, and may also be non-identi…ed under the null, which leads to a testing problem in GARCH-X type models not covered by existing literature.
We propose to solve this and thereby deal with the problems of potential nuisance parameters on the boundary of the parameter space as well as lack of identi…cation under the null, by a sequential testing strategy based on two likelihood ratio (LR) tests. We demonstrate that the proposed sequential test neither depends on whether the nuisance parameters lie on the boundary of the parameter space, nor on lack of identi…cation. In order to show this, we derive and exploit a particular property of zero-entries of the inverse information in GARCH-X type models.
The …rst LR test, or rather sup-LR test, addresses the issue of nonidenti…cation by testing for no conditional heteroskedasticity. Provided that the null of no conditional heteroskedasticity is rejected, in the second step, the signi…cance of the exogenous covariate is tested. The second test is a LR test where parameters are allowed on the boundary. The null of no exogenous covariate is tested under the assumption of conditional heteroskedasticity (as no conditional heteroskedasticity was rejected in the …rst step). All parameters are identi…ed, and by exploiting a speci…c structure of the information matrix for GARCH-X models, we show that the LR statistic is asymptotically pivotal and thus does not depend on whether nuisance parameters are on the boundary or in the interior of the parameter space. Note that if one is willing to assume a priori that the series investigated are conditionally heteroskedastic one can omit the …rst stage of the sequential test and focus on our new results for the second stage test.
In terms of presenting the results, we …rst discuss the widely applied Gaussian-based GARCH-X model. Next, we extend the theory to the GARCH-X model with Student's t-distributed innovations, and …nally consider the integer-valued (Poisson) GARCH-X model -the PAR-X model -in Agosto et al. (2016) .
In terms of existing literature, Han and Kristensen (2014) (see also Han and Park, 2012) consider the asymptotic properties of the (quasi-)maximum likelihood estimator for the GARCH-X model under the assumption that the true parameter value lies in the interior of the parameter spaces, which in particular excludes testing for the presence of exogenous covariates. More recently, Francq and Thieu (2015) consider the asymptotic properties of the (quasi-)maximum likelihood estimator in GARCH-X type models where the true parameter value is a boundary point. However, the assumptions in Francq and Thieu (2015) rule out the possibility of nuisance parameters on the boundary as allowed here. In terms of pure (G)ARCH models (i.e. GARCH models with no exogenous covariates) the general issue of testing with parameters on the boundary of the parameter space has been consid-ered for ARCH(q) models by Silvapulle and Silvapulle (1995) and Demos and Sentana (1998) , by Andrews (2001) for the GARCH(1,1) model, and by Zakoïan (2007,2009 ) for general GARCH(p; q) models.
The body of literature on constrained M-estimation and testing is vast and dates back to Cherno¤ (1954) . A general theory on estimation and testing on the boundary of the parameter space can be found in Andrews (1999 Andrews ( ,2001 . We refer to Pedersen (2017) for additional references.
The remainder of the paper is organized as follows. In Section 2 we present the GARCH-X model, present the sequential testing scheme, and derive the asymptotic distributions of the LR statistics used in the testing scheme. In Section 3 we discuss the applicability of the testing scheme in the context of the GARCH-X model with Student's t-distributed noise and the integer-valued GARCH-X model. All proofs can be found in the Appendix.
The following notation is applied throughout: For a matrix x 2 R m n , kxk = p tr(x 0 x), where tr( ) denotes the trace, and x 0 denotes the transpose of x. Unless stated otherwise, all limits are taken as the sample size tends to in…nity, that is T ! 1. Lastly, " w ! " and " p ! " denote convergence in distribution and probability, respectively.
The real-valued GARCH-X Model
As in Han and Kristensen (2014) , consider the real-valued GARCH-X model,
where x t is an exogenous ergodic covariate. The parameters of the model are given by = ( ; ; !) 0 and , where 2 and 2 de…ned by
for some 0 < < 1, 0 < < 1, 0 < ! < ! < 1, and
for some 0 < < 1. We let 0 2 and 0 2 denote the true parameters, and assume throughout that ! < ! 0 < !, 0 < , and 0 < such that 0 = 0 = 0 is allowed.
As mentioned we wish to test whether the covariate x t is signi…cant for the conditional variance 2 t of y t . That is, to test the simple hypothesis,
against the alternative where > 0. While empirically of key interest in most applications of models with exogenous covariates such as for the GARCH-X model, testing H 0 is non-standard. Under H 0 we allow for the possibility that the nuisance parameters (the "ARCH parameter") and (the "GARCH parameter") lie on the boundary of their respective parameter spaces, that is 0 = 0 and/or 0 = 0 is allowed. Additionally, under H 0 and if 0 = 0 then, as well-known, is non-identi…ed which leads to sup-type tests, see Andrews (2001) . Stated di¤erently, the (quasi-)likelihood ratio statistic of H 0 in the GARCH-X model will have di¤erent limiting distributions depending on whether the parameters and lie on the boundary or not. In particular, the usual likelihood ratio test is asymptotically non-pivotal.
We propose to circumvent the issues by applying a sequential test, while at the same time exploiting a noticeable structure of the inverse information in this testing problem. More precisely, the idea is to replace the likelihood ratio test by a sequential test based on two likelihood ratio (LR) tests: one …rst tests, by a sup-LR test, the joint hypothesis
and, provided rejection, one next tests by a LR-test the hypothesis H 0 : = 0. Thus = 0 may be rejected provided one rejects initially the joint hypothesis of (conditional) homoskedasticity. This way, we obtain a test which asymptotically does not depend on the and parameters. What is crucial here is that the second test is asymptotically pivotal. This is nontrivial as we allow 0 0 and hence di¤erent limiting distributions would be expected depending on whether 0 = 0 or not. However, as detailed below, a particular zero-entry of the inverse information matrix ensures that indeed the limiting distribution of the second LR statistic is the same whether 0 = 0 or not.
We present the two tests in the next two subsections. The …rst test is the sup-(quasi-)LR test for the hypothesis H 0 and the test statistic is denoted by LR T . The second test is the (quasi-)LR test of the hypothesis H 0 , with the test statistic denoted by LR T . We emphasize that if one is willing to assume a priori that y t is not conditionally homoskedastic, i.e. that H 0 is false, one can skip the …rst step sup-LR test and move directly to testing H 0 .
Testing H 0
With observations f(y t ; x t ) : t = 0; :::; T g, consider the Gaussian conditional quasi-log-likelihood function given by,
t 1 ; t = 1; :::; T and initial value h 0 ( ; ) = !. As is not identi…ed under H 0 , we consider the sup-LR statistic LR T when testing for H 0 . See Andrews (2001) for a general theory when testing in the presence of non-identi…ed parameters. De…ne therefore …rst the quasimaximum likelihood estimator (QMLE) for for …xed values of ; i.e.
Likewise, we also de…ne the constrained estimator,
6)
To allow for non-Gaussian innovations z t , following Andrews (2001, Section 5), we consider the rescaled sup-LR statistic, de…ned by
where the scaling factorĉ is de…ned bŷ (2014) and Francq and Thieu (2015) , one can relax Assumption 2.2 and the underlying assumption of z t being IID(0; 1). Indeed, one could instead assume that z t is a martingale di¤erence sequence with respect to F t with constant conditional higher-order moments, see Han and Kristensen (2014, Assumptions 1(i) and 2(i)). Relaxing Assumption 2.2 this way implies that one needs to impose …nite higher-order moments of z t and x t , as discussed in Francq and Thieu (2015) . Assumption 2.3 imposes a …nite fourth-order moment of x t , which can be motivated by considering the ratio appearing in the score (and Hessian),
For ; > 0, that is, with and interior points, the fraction is bounded by a constant, and hence integrable with no further requirements on …nite moments (see e.g. the arguments given in Jensen and Rahbek (2004a,2004b) for the non-stationary (G)ARCH model). If, as under H 0 , = = 0, the denominator reduces to !, such that …nite second (fourth) order-moments of x t are needed in order to show that the fraction is (square) integrable. Note also in this respect that Francq and Zakoïan (2009, Assumption A5) assume …nite sixth-order moments of y t when deriving asymptotic properties of the QMLE and related test statistics for the GARCH(p,q) model.
Theorem 2.1 Consider the GARCH-X model given by (2.1) with log-likelihood function in (2.4). Under Assumptions 2.1-2.4 and H 0 , with LR T the rescaled sup-LR statistic de…ned in (2.7), it holds that
Here c = 4 =2, K = [I 2 : 0] 2 R 2 3 , J is a constant positive de…nite matrix de…ned in (A.3), and
The proof of Theorem 2.1 is given in the Appendix. The limiting distribution in (2.9) is non-standard, in particular so as J depends on , and requires simulations as discussed in Andrews (2001) . Also note that e.g. Andrews (2001) and Francq and Zakoïan (2009) 
In the following we consider testing H 0 when H 0 is rejected, that is, we test H 0 under the assumption that 0 > 0 and 0 may be on the boundary of the parameter space.
Our results rely on a general result for testing on the boundary of the parameter space. The result formulated in Lemma 2.1 below states that the LR test is asymptotically nuisance parameter free even when a nuisance parameter is allowed to be on the boundary of the parameter space. The lemma relies on the speci…c condition (A.iv) below on the inverse expected information, which can be veri…ed for the GARCH-X model, in addition to standard high-level conditions (A.i)-(A.iii) for testing on the boundary.
We formulate the lemma in terms of a general likelihood function L T ( ) in terms of the parameter . 
With true value 0 = (0; 0 ; 0 ) where 0 2 and 0 2 int make the following assumptions:
(A.iv) Either 0 2 int , or if 0 = 0, (J 1 ) ; = 0 where ( ) ; denotes the corresponding entry of J :1 :
Lemma 2.1 follows by careful application of Andrews (2001, Theorem 4) under the additional Assumption (A.iv).
Next, we apply Lemma 2.1 to test H 0 in the GARCH-X model. Consider the standard (quasi-)LR statistic for testing H 0 based on estimation of the parameter := ( ; ; !; ) 0 2 := , with and de…ned in (2.2) and (2.3), respectively. The Gaussian-based conditional quasi-log-likelihood function is The rescaled (quasi-)LR statistic LR T is,
In order to state the limiting distribution of the LR T statistic in (2.11), we impose an additional Assumption 2.5 about the dependence between the processes (x t ) and (y t ) under the hypothesis H 0 . It is needed in order to ensure condition (A.iv) holds and is in particular implied by assuming that x t and F Assumption 2.5 With 0 2 , then for 0 = 0, E x k t jy t ; y t 1 = E x k t for k = 2; 4.
Moreover, we impose moment conditions on x t and y t :
Theorem 2.2 Consider the GARCH-X model given by (2.1) with log-likelihood function in (2.10). Suppose that Assumptions 2.1, 2.2 and Assumptions 2.4-2.6 hold. Then under H 0 , with 0 > 0 and 0 0; it holds that with LR T de…ned in (2.11),
Remark 2.2 Note that it is crucial for the condition in (A.iv) to hold that the parameter ! is estimated. That is, …xing
Remark 2.3 The results on testing H 0 are derived under the assumption that the covariate, x t , is strictly stationary and ergodic (Assumption 2.1).
Han and Kristensen (2014), see also Han and Park (2012) and Han (2015), consider the properties of the QMLE of the GARCH-X model in the case where x t is non-stationary under the crucial assumption that the parameters , and are bounded away from zero and thus the theory cannot be applied to test H 0 . Also, while much emphasis has been given to the condition (A.iv) of Lemma 2.1, we emphasize that our theory requires the score to be asymptotically Gaussian and the information constant. For the GARCH-Xunder non-stationarity of x t -as established by Han and Kristensen (2014) , the limit of the score is non-Gaussian, and the limiting information random. Consequently, it is a non-trivial task to derive the limiting distribution of the LR-statistic when x t is non-stationary, and we leave this task for future investigation.
Other GARCH-X Type Models
We show by two examples that we can extend the theory for the GARCH-X model to hold for the case where we either replace the likelihood de…ning distributional assumption, or replace y t to be integer-valued as opposed to real-valued. The two examples are the GARCH-X model with Student's t-distributed innovations (t-GARCH-X) and the integer valued Poisson autoregressive model with exogenous variables (PAR-X).
When presenting the two models, we focus on the second test of H 0 , while the …rst step in the sequential testing is omitted for brevity. Thus our focus is to show that for the PAR-X and t-GARCH-X models that the condition (A.iv) on the inverse information holds.
Student' s t-GARCH-X
We show that Lemma 2.1 applies to the t-GARCH-X model. In particular, we give details on establishing condition (A.iv) for the inverse information, and also establish in Theorem 3.1 a novel result on consistency of the t-GARCH-X MLE for condition (A.i). Theory for the t-GARCH model with no exogenous covariate is considered in Berkes and Horváth (2004) , Straumann (2005, Ch.6), and Pedersen and Rahbek (2016).
The t-GARCH-X model is,
where (z t ) IID scaled t -distributed with degrees of freedom > 2. Specifically, withz t Student's t-distributed with > 2 degrees of freedom,
With an additional parameter when compared to the GARCH-X model, de…ne the model parameter := ( ; ; !; ; ) 0 2 , where = ( ; ; !; ; ) 0 2 R 5 : 0 ; 0 ; ! ! !; 0 ; and g ; for some 0 < < 1; 0 < < 1, 0 < ! < ! < 1, 0 < < 1, and 2 < < < 1. As before 0 = ( 0 ; 0 ; ! 0 ; 0 ; 0 ) 0 2 denotes the true parameter, and we assume throughout that ! < ! 0 < !, 0 < , 0 < , and < 0 < . The Student's t-log-likelihood function is,
with initial value h 0 ( ) = ! and
with ( ) denoting the gamma function. With^ = arg max 2 L T ( ), and the constrained estimator~ = arg max 2 0 L T ( ), 0 = f( ; ; !; ; ) 0 2 : = 0g we …rst state result for consistency of the estimators which is needed to verify condition (A.i) in Lemma 2.1.
Theorem 3.1 Consider the t-GARCH-X model given by (3.1) with log-likelihood function in (3.2). Suppose that Assumptions 2.1, 2.2, and 2.4 hold, with
Theorem 3.1 implies that under H 0 : = 0 and 0 > 0, the MLE's^ and are consistent. Next, we state the equivalent of Theorem 2.2, where we in the proof in the Appendix establish that conditions (A.i)-(A.iv) of Lemma 2.1 hold for the t-GARCH-X model. Theorem 3.2 Consider the t-GARCH-X model given by (3.1) with log-likelihood function in (3.2). Assume that Assumptions 2.1, 2.2, 2.4-2.5 hold and
Then under H 0 , with 0 > 0 and 0 0;
Theorem 3.2 illustrates in particular, that even for the t-GARCH-X model with the t-likelihood and an extra parameter (degrees of freedom ) to be estimated, the condition (A.iv) still applies.
The integer-valued GARCH-X model: Poisson Autoregression with Exogenous covariate (PAR-X)
Consider next the Poisson integer-valued GARCH-X model, the PAR-X model as considered in Agosto et al. (2016) . We show here that a result similar to Theorem 2.2 (and Theorem 3.2), applies to the PAR-X model. Theory for the pure PAR model is given in Fokianos et al. (2009) , and Ahmad and Francq (2016) . Let y t 2 N [ f0g, t = 0; 1; ::: be a time series of counts, and x t , t = 0; 1; :::, as before an ergodic covariate. With F t the natural …ltration of f(y i ; x i ) 0 : i tg, the PAR-X model in Agosto et al. (2016) is given by y t jF t 1 Poisson( t ); t = 1; :::; T; (3.3)
with time-varying (conditional) intensity, t > 0,
Here ! > 0 , ; ; 0, and f ( ) is a non-negative link function, f : R ! [0; 1), see Agosto el al. (2016) for details.
As for the GARCH-X model, we consider testing the hypothesis H 0 : = 0, and as for the GARCH-X model, under H 0 the test is non-pivotal and furthermore is not identi…ed if = 0. Thus the problem of testing H 0 is identical to the (t-)GARCH-X models and we show that the same approach is indeed applicable.
With parameter = ( ; ; !; ) 0 , the conditional Poisson-log-likelihood function is given by,
; t = 1; :::; T;
where is given by
for some 0 < < 1; 0 < < 1, 0 < ! < ! < 1, and 0 < < 1. The constrained MLE is given by, = arg max 2 0 L T ( ) ; with 0 = f( ; ; !; ) 0 2 : = 0g:
As before let 0 2 denote the true parameter and assume throughout that ! < ! 0 < !, 0 < , and 0 < . Similar to Theorem 2.2, it follows from the proof in the appendix that the limiting information satis…es (J 1 ) ; = 0, that is condition (A.iv) holds.
Assumption 3.1 (Agosto et al., 2016) The joint process f(y t ; t ; x t ) 0 : t 2 Zg is stationary and ergodic with
Assumption 3.2 With z t := y t = t , it holds that z t and F t 1 are independent.
We note that Assumption 3.3 holds if the covariate x t is independent of F Theorem 3.3 Consider the PAR-X model given by (3.3) with log-likelihood (3.4). Suppose that Assumptions 3.1-3.4 are satis…ed. Then under H 0 , with 0 > 0 and 0 0,
2 , where U N (0; 1). 
Appendix
Throughout, we let 0 < C < 1 and 0 < < 1 denote generic constants.
A Proofs of Theorems 2.1 and 2.2
Proof of Theorem 2.1. Consider initially the ergodic version L T ( ; ) of the log-likelihood function L T ( ; ) in (2.4). Speci…cally, in light of Assumption 2.1, for any 2 and 2 , let
We verify the regularity condition of Andrews (2001, Theorem 5) :
) G for some Gaussian process fG : 2 g that has bounded continuous sample paths almost surely.
, with J positive de…nite uniformly on .
Here (i) follows by Lemma A.1, while (ii) holds by Lemma A.2 and the uniform law of large numbers (ULLN) for ergodic processes (see e.g. Ranga Rao, 1962) . (iii) holds by Lemma A.3. For (iv), note that by the ergodic theorem and Lemma A.2
Hence, with V t; de…ned in (A.19),
In order to show that the matrix J is positive de…nite, we note that Proof of Theorem 2.2. Similar to the proof of Theorem 2.1, we consider the ergodic quasi-log-likelihood function for 2 ,
We start out by verifying the following conditions which allows to use a modi…ed version of Lemma 2.1:
1. The estimators^ and~ satisfy condition (A.i) of Lemma 2.1.
2. Condition (A.ii) of Lemma 2.1 is satis…ed for the ergodic likelihood in (A.5) where the covariance matrix of G is replaced by cJ with c = 4 =2 and 4 = E[(z
3. Condition (A.iii) of Lemma 2.1 is satis…ed for the ergodic likelihood in (A.5).
With
and sup
The consistency of^ and~ follows by arguments given in Han and Kristensen (2014, proof of Theorem 3), using Assumptions 2.1 and 2.4.
Turning to point 2, we note that
By Assumption 2.6, E[kV t k 2 ] < 1, so using that z t and V t are independent, and that E[z
Noting that V t is F t 1 -measurable, we have that @l t ( 0 )=@ is a martingale di¤erence with respect to F t and with …nite variance. Hence, using that @l t ( 0 )=@ is ergodic, by the CLT by Brown (1971) , we have
. By the ergodic theorem and Lemma A.6,
, where, by (A.28),
Clearly, = cJ with c = 4 =2. By arguments similar to the ones given in the proof of Theorem 2.1 to show that J is positive de…nite, we conclude that E[V t V 0 t ] is positive de…nite. Point 3 follows by Lemma A.6 and the ULLN for ergodic processes. Point 4 follows by arguments similar to the ones given in the proof of Lemma A.5. Point 5 follows by Lemma A.7. If 0 > 0 condition (A.iv) of Lemma 2.1 is satis…ed. The limiting distribution of LR T is then immediate from Lemma 2.1, using point 4, thatc = c + o p (1) (by point 5), and Slutzky's Lemma. In the case 0 = 0, following condition (A.iv) of Lemma 2.1 we verify (J 1 ) ; = 0. From (A.7),(A.8), and (A.9), where We note that J 1 has entries zero with respect to and , and the limiting distribution of LR T follows by Lemma 2.1, using thatc = c + o p (1) (by point 5), and Slutzky's Lemma.
A.1 Lemmas related to the proof of Theorem 2.1 Lemma A.1 Under Assumptions 2.1-2.4, and H
Proof. We start out by showing that^ is consistent. The proof follows the steps given in Han and Kristensen (2014, Proof of Theorem 3). Since is compact and 7 ! l t ( ; ) is continuous almost surely on for …xed 2 , it su¢ ces to show that (i)
Hence (i) follows by the ergodic theorem. Turning to (ii), since 0 = 0 = 0, H 0 , h t ( 0 ; ) = ! 0 a.s for all t. Hence,
Using that log(x) x 1 for all x > 0 and with equality if and only if x = 1, we have that 
Suppose ( ; ) = (0; 0), then clearly ! = ! 0 . On the other hand, suppose that ( ; ) 6 = (0; 0). Then due to (A.16),
is degenerate, which is ruled out by Assumption 2.4. We conclude that (A.16) holds if and only if = 0 = (0; 0; ! 0 ) 0 , and hence that (ii) holds. We note that (A.14) implies (iii). It remains to verify (iv). From Francq and Zakoïan (2010, p.157) ,
Using that y 2 t = ! 0 z 2 t , we have that for some r 2 (0; 1),
where we have used Assumption 2.2 and that E[sup ( 0 ; ) 0 2 jh 0 ( ; )j r ] < 1 as E[k(x t ; y t )k 4 ] < 1 in light of Assumptions 2.2 and 2.3 and the fact that < 1. Using (A.17) and Markov's inequality, for any " > 0,
, we conclude that (iv), using Cesaro's Lemma.
Turning to the consistency of^ , we note that^ = (0; 0;! )
. By assumption, ! 0 2 (!; !); such that, using the ergodic theorem,! = T 
Proof. With i the ith entry of = ( ; ; !) 0 ,
As 
for some Gaussian process fG : 2 g that has bounded continuous sample paths almost surely. Moreover, with 1 ; 2 2 , the process fG : 2 g has kernel
where
Proof. Following Andrews (2001, p.730) , and noting that = [0; ] is totally bounded, it su¢ ces to show that (i) any …nite dimensional distributions of G T; converge to those of G and (ii) fG T; : T 1g is tight. We start out by proving (i). For 2 , (A.20) with V t; de…ned in (A.19). By Assumptions 2.2-2.3 and since < 1, E[kV t; k 2 ] < 1, so using that
is a martingale di¤erence sequence with respect to F t 1 , it follows by Brown (1971) 
).
Next, let 1 ; 2 2
, and k 1 ; k 2 2 R 3 . Using the same arguments as above,
0. An application of the Cramer-Wold theorem yields that (i) holds.
Next, we verify (ii) by relying on Bierens and Ploberger (1997, Lemma A.1 
which is F t 1 -measurable. Following Bierens and Ploberger (1997, Lemma A.1) , it su¢ ces to show that lim sup T !1 
Lemma A.5 Under Assumptions 2.1, 2.3 and H 0 , with L T ( ; ) de…ned in (A.1) and L T ( ; ) de…ned in (2.4),
Proof. We start out by showing that
for some su¢ ciently small r > 0. We have that
Note that
(A.25) and we have that for some small r 2 (0; 1),
where we have used Assumption 2.3 and that < 1. Hence, (A.23) holds. By the Markov inequality and the c r inequality (see e.g. White, 2001, Proposition 3.8), we have for any " > 0 and some r 2 (0; 1),
as T ! 1, where we have used (A.23). We conclude that (A.21) holds. In order to show (A.22), we start out by showing that for any i ; j 2 f ; ; !g, for some su¢ ciently small r 2 (0; 1),
From Francq and Zakoïan (2010, p.167) , suppressing the dependence on ; ,
Using Assumption 2.3, we conclude that for some small 0 < r < 1,
Likewise, in light of (A.24)
and using (A.25),
Combining these properties, and applying Hölder's inequality repeatedly, we conclude that (A.26) holds for some su¢ ciently small 0 < r < 1. By arguments identical to the ones given above, we conclude that for any " > 0,
A.2 Lemmas related to the proof of Theorem 2.2 Lemma A.6 Under Assumptions 2.1, 2.2, 2.4, 2.5, 2.6, H 0 and 0 2 (0; ), with l t ( ) de…ned in (A.6) and V( 0 ) = f 2 : k 0 k < "g for some small " > 0;
Proof. For i ; j 2 f ; ; !; g,
so we seek to show that
By Hölder's inequality, it su¢ ces to show that for some p; q > 1 satisfying
Choosing V( 0 ) such that is bounded away from zero on V( 0 ), by Francq and Zakoïan (2010, p.164) ,
Clearly, if 0 = 0; jh t ( 0 )=h t ( )j C; uniformly on V( 0 ): Hence, with > 0 de…ned in Assumption 2.6, using (A.31) and Assumption 2.2
If 0 > 0 we may choose V( 0 ) such that is bounded away from zero on V( 0 ). In that case, using Francq and Zakoïan (2010, p.164) , for s 2 (0; 1)
In light of (A.31) and (A.32), choosing s su¢ ciently small and V( 0 ) such that 0 = 1 s < 1 uniformly on V( 0 ) and E[y
] < 1, we have by Assumption 2.2 and repeated use of Minkowski's inequality,
Hence, (A.29) holds for q = (1 + )= > 1. Turning to (A.30), note that in particular
By Assumption 2.6 and Minkowski's inequality,
By similar arguments, we conclude that (A.30) holds for p = 1 + .
Lemma A.7 Under Assumptions 2.1, 2.2, 2.4, 2.5, 2.6, H 0 and 0 2 (0; ), with~ 4 de…ned in (2.12),~ 4 = 4 + o p (1).
Proof. By de…nition~
and we will start out by focusing on the …rst term. It holds that
Using that h t (~ ) ! on ;0 and a Taylor expansion .8) . By Assumption 2.6, and ULLN for ergodic processes,
. By a similar argument, we conclude that
, choosing s 2 (0; 1) su¢ ciently small, using the c r inequality and Assumption 2.6, E[z
By the Borel-Cantelli theorem and Cesaro's lemma, we have that
, and we have that
, and in light of (A.33) we conclude that~ 4 = 4 + o p (1). 3.1, 3.2, and 3.3 Proof of Theorem 3.1. The proof mimics Han and Kristensen (2014, Proof of Theorem 3) and arguments given in Straumann (2005, Proof of Theorem 6.1.1). We will focus on the consistency of^ and note that the consistency of~ is proved by identical arguments.
B Proofs of Theorems
First, we introduce the ergodic log-likelihood function
Since is compact and 7 ! l t ( ) is continuous almost surely on , it su¢ ces to show that (i)
(i) Follows by Assumption 2.1 and the ergodic theorem, provided that E[l t ( )] exists for all 2 . Note that by de…nition, log[h t ( )] log (!), and hence sup 2 l t ( ) C such that E[l t ( ) + ] < 1 for all 2 . Turning to (ii), from Han and Kristensen (2014, Proof of Theorem 3), Ej log[
Next, following Straumann (2005, Proof of Theorem 6.1.1), let
Using that log(x) x 1 for all x > 0 with equality if and only if, it holds that
with equality if and only if f t ( ) = f t ( 0 ) a.s. We have that
Note that by Assumption 2.2, z t and r t ( ) are independent. Consider the conditional expectation of f t ( )=f t ( 0 ) given r t ( ):
with equality if and only if f t ( ) = f t ( 0 ) a.s. So it remains to show that
Suppose that ( ; ; !; ) 6 = ( 0 ; 0 ; ! 0 ; 0 ); then by Assumption 2.4 and arguments given in Han and Kristensen (2014, Proof of Theorem 3), P (r t ( ) 6 = 1) > 0:
3), so necessarily we must have that ( ; ; !; ) = ( 0 ; 0 ; ! 0 ; 0 ). In light of (B.3), using that necessarily r t ( ) = 1, it remains to show that
s. implies that = 0 , which is trivial. We conclude that (ii) holds. In order show (A.ii), the asymptotic normality of the score is established, using the martingale CLT by Brown (1971) . We will rely on some results from the supplementary material to Pedersen and Rahbek (2016) . The score contributions are
Consider the score contribution at 0 , S t = (s t; ; s t; ; s t;! ; s t; ; s t; ) 0 , where
For i 2 f ; ; !; g,
where 
5 n f0g and some constant matrix . Moreover, using the ergodic theorem, for any > 0 and any k 2 R 5 ,
, verifying the Lindeberg condition. It remains to show that k 0 k > 0 for any k 2 R 5 n f0g, i.e. that is positive de…nite. We note that = E[S t S 0 t ], so is positive semi-de…nite. Following Straumann (2005, proof of Lemma 6.3.2), suppose that there exists k = (k 1 ; k 2 ; k 3 ; k 4 ; k 5 ) 0 2 R 5 such that k 0 k = 0, which is equivalent to k 0 S t = k 1 s t; + k 2 s t; + k 3 s t;! + k 4 s t; + k 5 s t; = 0 a:s: (B.5)
We will argue that it cannot be the case that k 6 = 0. Suppose that (k 1 ; k 2 ; k 3 ; k 4 ) 0 = 0 and k 5 6 = 0. Then k 0 k = k 
which contradicts k 0 k = 0. Suppose that (k 1 ; k 2 ; k 3 ; k 4 ) 0 6 = 0 and k 5 = 0. Using (B.4), that P (z 1t 6 = 0) = 1, and that P [h t ( 0 ) > 0] = 1, we have that (B.5) is equivalent to
which is ruled out by Assumption 2.4, using that ( 0 ; 0 ) 6 = 0. Lastly, suppose that (k 1 ; k 2 ; k 3 ; k 4 ) 0 6 = 0 and k 5 6 = 0. Again, using that P (z 1t 6 = 0) = 1 and
which contradicts the fact that z 3t =z 1t is non-degenerate and that z 3t =z 1t and F t 1 are independent. We conclude that k 0 k > 0 for any k 2 R 5 nf0g. Using (B.8) and the ergodic theorem,
! J, and we conclude that condition (A.ii) is satis…ed.
In order to establish (A.iii), we consider the second derivative of the loglikelihood contribution. With i ; j 2 f!; ; ; g, Proof for Theorem 3.3. We show that the conditions of Lemma 2.1 are satis…ed. Under Assumptions 3.1, 3.2, and 3.4, the consistency of^ and holds by Agosto et al. (2016, Theorem 2) , and hence condition (A.i) of Lemma 2.1 is satis…ed. For brevity, we focus on establishing conditions (A.ii)-(A.iii) of Lemma 2.1 for the ergodic log-likelihood function,
t ( ) = (1 )! + y t 1 + t 1 ( ) + f (x t 1 ); t 2 Z:
Consider the score contribution, @l t ( 0 )=@ = (y t = t ( 0 ) 1) (@ t ( 0 )=@ ). By Agosto et al. (2016, Section A.4 .1), T
1=2
P T t=1 @l t ( 0 )=@ w ! N (0; J),
, which is positive de…nite due to Agosto et al. (2016, Section A.4 .2), using Assumption 3.4. Moreover, due to Agosto et al. (2016, Section A.4 .2), T 1 P T t=1 @ 2 l t ( 0 )=@ @ 0 = J + o p (1). We conclude that condition (A.ii) of Lemma 2.1 holds.
Turning to condition (A.iii), consider the second derivative of the loglikelihood contribution,
where @ t ( )=@ = f P 1 i=0 i f (x t 1 i ); P 1 i=0 i y t 1 i ; 1; P 1 i=1 i i 1 [ y t 1 i + f (x t 1 i )]g 0 , and
Since, t ( ) ! > 0 on and sup 2 < 1, it holds that E[sup 2 k@ 2 l t ( )=@ @ 0 k] < 1 due to Assumption 3.1 and Hölder's inequality. By the ULLN for ergodic processes, we then have that condition (A.iii) of Lemma 2.1 is satis…ed.
For the case 0 > 0, the limiting distribution of LR T follows directly from Lemma 2.1. In the case 0 = 0, t ( 0 ) = ! 0 + 0 y t 1 . Here .
We note that (J 1 ) ; = 0, and hence the limiting distribution of LR T follows by Lemma 2.1.
