Introduction
There is an ever increasing demand for transmission and storage of vast amounts of information in data processing environments today.
To reduce the large costs involved, data compression is a widely accepted tool which aims at minimizing the amount of data to be stored or transmitted. A variety of data compression techniques have been developed in the past few decades for different types of industrial, commercial, and educational applications. These techniques can be classified into two major categories:
Lossless (exact) and lossy (inexact) [ 1, 2, 3] . Lossless compression is concerned with reconstructing an exact replica of the original input data stream. It is essentially used in text compression where no loss can be tolerated. Disastrous results may be encountered for even a single bit of loss in, for example, program files or database records. The techniques in this category typically reduce text size 40 to 80%, while those developed for specific applications may achieve compression over 90%. Lossy data compression causes some amount of loss which is considered to be a concession for a drastic increase in compression. Lossy compression techniques are effective and appropriate primarily for digitized voice and images for two reasons: Firstly, huge volumes of voice and images are normally generated in a typical application and, secondly, digital representation of analog signals is only an approximation, introducing a certain loss to begin with.
Numerous
image compression techniques [2] [3] [4] [5] [6] exist today with the common goal of reducing the number of bits needed to store or to transmit images.
The efficiency of a compression algorithm is generally measured using three criteria: 1) compression amount, 2) implementation complexity, and 3) resulting distortion.
The amount of compression can readily be obtained using several definitions, among which there are compression ratio, figure of merit, and compression percentage. Algorithmic complexity, on the other hand, can be measured by considering the data structures as well as the type and number of operations required.The difficulty in evaluatingalossycompression algorithmcomesfrom the fact that thereis no reliable andconsistentmeasurefor determiningthe magnitudeof distortion resultingfrom theloss. In otherwords,we lack a usefulandpracticalmeasurefor imagequality assessment!Sucha measureis not only neededfor comparingimages producedby different techniques, but it is alsoinstrumental in designingimageprocessing/compression algorithms.
In this paper,we surveythecriteriaavailablefor theevaluationof monochrome imagequality. In spite of thefact thatsomeof the measures foundin the literaturehavespecificallybeenusedfor ratingtheperformance of imageprocessing systems, theyareapplicablein evaluatingcompression algorithmsequallywell.
Image Quality Measures
It is possible to classify image quality criteria as given in Figure 1 . In absolute evaluation, the observers view an image and assess its quality by assigning to it a category in a given rating scale, whereas in comparative evaluation, a set of images are ranked from best to worst by the observers.
Image quality criteria
The rating scales that appear in the relevant literature [5, 12, 14, 15, 19] are listed in Table 1 . where Sk = the score corresponding to the kth rating, nk = the number of observers with this rating, and n = the number of grades in the scale.
Bubble sort [5, 11, 22] 9, 12, 19, [22] [23] [24] [25] .
A major class of bivariate error measures is based on the Lo-norm. The factor p determines the relative significance of errors of different magnitudes. L1 is the average absolute error and L2 is the commonly used root mean square error (RMSE). As the value of p is increased, a greater relative emphasis is given to large errors in the image.
(ii) Low order moment of a power spectrum.
This measure is obtained by discretizing the continuous cross-correlation function. normalized by the reference image energy to give unity as the peak correlation:
It may be (iv) Correlationquality:
Normalized absolute error between the reference and degraded image fields:
Peak mean square error: 
In many applications, the mean square error (however it is defined) is often expressed in terms of a signal-to-noise ratio defined in decibels.
(x) Image fidelity: It is reported that image quality assessment can be improved by incorporating into the evaluation process some model of the HVS.
The HVS is incorporated into the quality measure using two distinct approaches.
In the first approach, the Lp norm (or one of its variants) is employed attaching a weight to the image samples either in the spatial or frequency domain. The second approach is concerned with weighting the digital image power spectrum.
In oneof theearlieststudies, the transformation where m = number of picture elements (pels) in a picture, ei = xi -xi, xi = the value of the pel in the original picture and _i = the value of the pel in the distorted picture, is tried for p = 1, 2, 3, 4, 6. The conclusion is that Ep.iS a very good estimate of impairment rating where the type of distortion is additive white noise.
In the same study, another measure of picture impairment is obtained using
to reflect the masking effect of the signal. Wi denotes the value of the weighting function at pel i and is derived from an activity function that is a measure of the variability of the signal in the neighborhood of pel i. Three different forms of activity functions are studied:
Amax: measures the maximum signal change between any pair of pels in a neighborhood consisting of the pel being evaluated plus the eight surrounding pels.
Aav: sums the deviations of the same neighborhood of points from the neighborhood average Adf. providestheweighted sum of themagnitude of thesurroundingelement difference (slope)
in both the horizontal and vertical directions.
In all three cases Wi is obtained from Ai so as to span a range from 1.0 to 10.0. There is also an attempt in [12] to obtain a local measure of image quality.
Relying on the postulate that the viewer rates the image by some weighted average of the worst two or three patches, Limb divides the image into a rectangular array of squares and calculates a local measure for each square with and without masking.
He also tries the formula The function h.bp(m,n) is a rectangular coordinate form of the point spread function of the HVS.
In his compartson,
Hall finds that the correlation between PMSE and the subjective ranking (obtained by using bubble sort) of the data set is higher than that of NMSE and LMSE. where g = some processing function that determines the visibility of the error, al = a weight related to the informative value of pixel i, and p = a factor that determines the relative importance of small and large errors, xi = the gray level of pixel i in the original image, Yi = the gray level of pixel i in the processed image. He investigates the performance of different definitions for Di, and compares them to that of the mean squared error i=l The results obtained indicate that MSE is an unsatisfactory measure of perceived similarity, and that no measure is valid for each image set used. Saghri, Cheatham, andHabibi [ 10] As an alternative to the MSE, the authors propose the so-called information content (IC). The IC of an image for a given resolution is defined as the sum of the magnitudes of its DCT spectral components after they have been appropriately normalized based on HVS sensitivity models for that particular resolution.
The plot of IC versus the resolution provides some insight into the quality of a given image. The preliminary results are reportedly promising, but much more experimentation is needed to adjust the numerous parameters of the system for highest achievable correlation with the subjective measure.
The work by Ngan, Leong, and Singh [16] describes an adaptive cosine transform coding scheme for color images.
The cosine transform coefficients are weighted by the HVS function given t_y Nill to generate the coefficients in perceptual domain.
To determine the parameters of the HVS falter H(w) = (a+bo) exp (-co) plots of SNR versus peak frequency are used. The SNR is deemed by
where f(j,k) and f(j,k) are the original and reconstructed pixels, respectively. Their results show that the subjective quality of the reconstructed images at a bit rate of 0.4 bit/pixel or a compression ratio of 60:1 is very good. Khafizov, Fisher, andKiselyov [ 18] proposea newapproachto simulatehumanvisual perception in orderto devisea tool for measuring distance betweenimages.Definingthe errormatrixby E = X-Y, whereX andY arethetwo imagesto be compared, they renormalize each error in E with respect to other errors.
Renormalization is the core of their method and it produces a new re-estimated error matrix E'. Once E' is obtained, they compute the Ll-norm of E' as the distance between X and Y. In the case when there are only two errors e and z in E, the formula e'(z) = 3+aS z(l+a s) -
where a = some positive constant and s = distance between e and z, is used for re-estimating the error e with respect to error z. This is not a trivial task because the human visual system is too complex and an accurate model cannot presently be developed.
Nevertheless, a number of experiments with simplified models indicates that the inclusion of a model for the HVS generally produces results that are in better correlation with the perceived image quality [4, 7, 8, 10-18 , 22]. The trial models take into consideration various recognized characteristics of the HVS, and usually have both linear and nonlinear parts. As we have a better understanding of the psychophysical phenomena concerning the human vision, we will be able to develop more accurate models which, in turn, will lead to results closer to the human response.
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