ABSTRACT Currently, the cleaning process for power equipment monitoring data is cumbersome and often leads to loss of information. To address these problems, a data cleaning method based on stacked denoising autoencoder (SDAE) networks is proposed in this paper. SDAE networks have a strong ability to denoise and restore corrupted data and have a strong feature extraction capability. The status monitoring data of equipment under normal conditions are trained by SDAE to obtain the cleaning parameters and the reconstruction errors. An upper threshold of the reconstruction errors obtained from training samples is determined through Kernel density estimation. A tolerance window width is added to achieve rapid anomaly detection. The abnormal data are classified as outliers, missing data, or fault status data according to the relationship between the reconstruction error and the threshold and between the duration of abnormal data and the tolerance window. To verify the effectiveness of the proposed method, the SDAE model is used to process the data for the dissolved gas concentration in transformer oil and the temperature of the transmission line. The results show that the proposed method can effectively identify and repair outliers and missing information. The model can perform rapid anomaly detection when the equipment is running abnormally.
I. INTRODUCTION
With improvements in information technology of the power industry, the status monitoring data for power equipment have shown a massive growth trend. These data provide information used for equipment status assessment, fault analysis and prediction. However, the operating environments of transformers, transmission lines, gas insulated switchgears (GIS) and other power equipment are complex and diverse [1] , [2] , [3] . The original monitoring data consist of partial abnormal points because of environmental interference and the limitations of measurement techniques. Abnormal data can also be caused by equipment defects [4] . These data contain important connotative information and cannot be treated the same as ordinary noise or missing data. It is therefore highly desirable to classify and clean abnormal data [5] , [6] .
Currently, various methods are used to clean and repair power data. Neighborhood-based techniques, such as moving average and smoothing techniques, have been successfully used to detect and clean power load curve data [7] , [8] , [9] . Usually, status monitoring data for power equipment are treated as a time series. Through statistics or data mining, intervention models have been used to search for anomalous sequences [10] . Sliding a limited window across time series data has also been used to identify outliers [11] . However, in some cases, the length of abnormal data can vary in different periods. Therefore, a proper window size cannot be determined in advance. Intelligent algorithms such as neural networks, support vector machines, fuzzy algorithms and others methods have been proposed to improve data quality by cleaning outliers or missing data [12] , [13] , [14] . The implementation of these methods is complex, and engineering applications are limited.
The original information often contains different types of anomalous signals [15] , [16] . The data cleaning model should be able to extract effective information from abnormal data.
Based on the deep learning idea [17] , [18] , in 2008, Vincent and Bengio proposed a denoising autoencoder (DAE) algorithm to reduce noise as one of the criteria for learning [19] . A DAE takes a corrupted version of the original input feed into the input layer. Thus, the DAE is trained to reconstruct the input from a corrupted version of it. This approach enhances the stability and robustness of the disturbance system. DAEs are stacked to form a hierarchical structure (stacked denoising autoencoder, SDAE) [20] . An SDAE is used to obtain more advanced features of the deep network. In the presence of ''dirty'' data, the repair ability of SDAE is particularly prominent.
In this paper, we propose a data cleaning method based on SDAE. The SDAE cleaning model is able to automatically identify and repair outliers and missing data. When the equipment is in the abnormal state, the model is applicable for the state data flow, and the abnormal operating state can be rapidly detected. This facilitates the status assessment and fault diagnosis of the equipment.
II. SDAE ALGORITHM
An autoencoder (AE) is a neural network that includes an input layer, a hidden layer, and an output layer [20] . An AE is structured by its encoder part and decoder part. The encoder maps an input vector into hidden representation. The decoder maps the hidden representation back to a reconstruction vector of the input vector. Training an AE is the process of minimizing the reconstruction error.
A DAE is very similar to an AE except for the input part. A DAE takes a corrupted version of the original input feed into the input layer [20] . The corrupted versionx of an input vector x is obtained by stochastic mapping, andx is fed to the input and encoded according to (1) .
where y is the hidden representation, f θ is the encode mapping, θ is the encoder parameters containing W and b, W is the weight matrix between the input and hidden layer, and b is the bias vector of the hidden layer. The hidden representation y is decoded according to (2) .
where z is the reconstruction vector, g θ is the decode mapping, θ is the decoder parameters containing W and b , W is the weight matrix between the hidden and output layer, and b is the bias vector of the output layer. The reconstruction vector z cannot reproduce the input x exactly. The reconstruction error is calculated by the following equation.
where X is a set of input vectors x, Z is the corresponding set of reconstructed vector z, H represents the Bernoulli cross entropy [21] , and B(x) and B(z) are the mean values of x and z, respectively. 
θ . From there, the procedure can be repeated (right).
When the reconstruction error is minimized, the optimal parameters are obtained. The common characteristic of the input vector x and the reconstruction vector z is maximized. However, during the training process, f θ is the feature mapping of the corrupted data. Therefore, the DAE model is trained to achieve the denoising effect.
An SDAE is structured with stacked DAEs, as shown in Fig. 1 [20] . The SDAE can help to extract features from the input layer. The training algorithm is summarized as shown in Algorithm 1.
Algorithm 1 Training Stacked Denoising Autoencoder
Input: data set X = {x}, x ∈ R Output: reconstruction set Z = {z}, θ and θ
Step 1) Set the training network parameters: the number of network layers L, pretraining iterations κ, learning rate α, weight-decay λ, number of visible nodes and hidden nodes and the fine-tuning iterations κ Step 2) Initialize the parameters θ and θ , x vectors were normalized tox Step 3) Pretraining Stochastic mapping:x →x for j = 1 to κ do for i = 1 to L do Perform forward propagation to compute Z y i is fed to the (i + 1)th DAE end for end for
Step 4) Fine-tuning for j = 1 to κ Compute the reconstruction error of output layer δ L for i = L − 1 to 1 do Compute the reconstruction error δ i end for for i = 1 to L do update parameter
In this paper, we use the status monitoring data for power equipment as the input vector. In the training process, minimizing the reconstruction error is used as the tuning standard. When the model optimization parameters are used to clean data, the reconstruction error is a criterion for measuring the quality of the data. The output of SDAE is the reconstruction data corresponding to the input.
III. DATA CLEANING METHOD BASED ON SDAE A. PRINCIPLE ANALYSIS
In normal running conditions, the status monitoring data of power equipment concentrate close to a non-linear lowdimensional manifold [20] , [22] , indicated by (×) in Fig. 2 . Large measurement errors occur due to meter malfunction or system disturbance. The isolated outliers from the expected value are presented in the monitoring data. Similarly, due to communication failure and other unknown factors, some data are missing. These data deviate from the manifold distribution of normal data, indicated by (·) in Fig. 2 . Parts of the input status monitoring data are randomly corrupted in the SDAE training process. For undamaged data x i , the SDAE model learns through its deep structure and extracts its distribution characteristics. For the subsets of randomly corrupted datax i , SDAE predicts the real value based on the uncorrupted value and extracts its implicit distribution characteristics. Therefore, the SDAE cleaning model has the ability to satisfy the probability distribution of the training sample. The SDAE model trained by the normal status data maps the distribution to the desired manifold or near the manifold. The reconstruction error satisfies the following relation: The incipient fault of the power equipment is usually reflected by changes in the monitoring status trend. For example, when the transformer iron core is grounding, the grounding current of the core gradually increases. As the fault severity increases, the grounding current increases from several milliamps to several hundreds or thousands of milliamps [23] . The SDAE parameters θ and θ trained by the normal status data do not contain the characteristic mapping of the anomaly. If these parameters are used to clean the data of the abnormal running state, the reconstruction error will be too large within a long time range. According to the above analysis, the SDAE cleaning model is trained on the basis of the normal status data of power equipment. The reconstruction error and the large reconstruction error duration of the training samples are used as the evaluation criterion of the data type. An upper threshold of the reconstruction error and the tolerance window of large reconstruction error duration are set.
Samples whose corresponding reconstruction error exceeds the threshold and the large error duration within the tolerance window are identified as isolated outliers. Samples whose values are 0 or a fixed value and have large reconstruction error duration beyond the tolerance window are identified as missing data. These two types of data are considered the corrupted data in the normal status of the equipment. The SDAE model performs denoising based on the implicit distribution characteristics. Therefore, the SDAE reconstruction representation can be used as the cleaning value of the isolated outliers and the missing point. The trend in the samples is determined to be either increasing or decreasing, and the large reconstruction error duration beyond the tolerance window is identified. These samples are then identified as abnormal status data, and the cleaning model detects the abnormal state. This can be timely feedback to the maintenance staff, acting as a rapid anomaly monitoring effect. The model is not suitable for abnormal state data cleaning. Therefore, we keep the original data for follow-up research.
B. REALIZATION FOR DATA CLEANING As described above, the SDAE cleaning details are illustrated in Fig. 3. 1) Perform the SDAE training according to Algorithm 1 for the normal status of the power equipment, and obtain the parameters θ and θ of the cleaning model.
2) Calculate the reconstruction errors of the training samples from the cleaning model. Perform kernel density estimation (KDE) [24] , [25] for the reconstruction errors, and determine the upper threshold of the reconstruction errors T hd and the tolerance window T w .
3) Use the SDAE model to clean the monitoring data. The reconstruction error R e and the error duration E t are obtained and compared with T hd and T w . The data type is determined by the following rules.
x R e ≤ T hd : The data are in a normal status and do not contain ''dirty'' data. Therefore, this part of the data is uncorrupted.
y R e > T hd and E t ≤ T w : The data are in a normal status and contain ''dirty'' data, where the ''dirty'' data are isolated outliers.
z R e > T hd , E t > T w and data are 0 or a fixed value: The data are in a normal status and contain ''dirty'' data, where the ''dirty'' data are missing points.
{ R e > T hd , E t > T w and the data show some trend (increasing or decreasing): The data are in an abnormal status. 4) For the data of cases x y z in 3), the reconstruction representation of the SDAE model is used as the replacing value.
5) In case { in 3), the data are kept raw because the cleaning models are not suitable for addressing this issue.
IV. CASE STUDIES A. CLEANING DATA FOR THE DISSOLVED GAS CONCENTRATION IN TRANSFORMER OIL
Oil chromatographic data sets from an on-line monitoring device in a 220kV substation are used in our experiments. These data sets are daily observations of the gases dissolved in the transformer insulation oil for the three years from 2013 to 2015. In September 2015, the total hydrocarbon concentration exceeded the attention value [26] , and the growth rate was high.
The total hydrocarbon data from 2013 to 2014 are used as the normal status samples X train to train the model. The X train values are learned by SDAE in accordance with Algorithm 1 to construct the cleaning model. The number of input neurons is 90. There are three hidden layers with 60, 40 and 60 neurons each. The learning epochs are 1000. The weights are initialized to small random values chosen from a zeromean Gaussian with a standard deviation of approximately 0.01, and the biases are initialized to 0. The learning rate is set to 0.1, and the weight-decay is 0.0001. Based on experiments, it is found that when the corruption level is low (less than 5%), the repairing effect of outliers is excellent. However, the repairing effect of missing points is poor. When the corruption level is too high, the overall fitting accuracy of the sequence data is reduced. By adjusting the corruption level, we found that the model with a corruption level of 10% has high fitting accuracy and strong ability of repairing dirty data. So, the model assumes a corruption level of 10%.
To evaluate the training performance of the SDAE model, we use the mean absolute error (MAE) to measure the error of the training data.
where m is the total number of input vectors and n is the dimension of each input vector. The MAE of the measured value X train and the reconstructed representation Z train is 3.97%; thus, the absolute percentage accuracy is 96.03%. We can think that 3.97% data in the training set cannot be completely restored because of the large reconstruction error. Meanwhile, the background noises affect the accuracy to a certain extent. The confidence level is increased to avoid misinterpreting background noises as anomaly, so the confidence interval is set to 0.97. The cumulative distribution of reconstruction errors using KDE is shown in Fig. 4 . The kernel estimator is a Gaussian type. The upper threshold R e is 0.005 609 at the confidence level of 0.97, indicated by ( ) in Fig. 4 . Based on site visits and consultation with the onsite maintenance personnel, the tolerance window is set to 6.
The trained model is used to clean the monitoring data from 2015. To facilitate the presentation of these data, we select part of the data from 2015, named as X test as an example.
We use the SDAE model to clean the normalized values of X test , recording the reconstructed representations and reconstruction errors, as shown in Fig. 5 . According to the cleaning procedure described in section 3.2, the types of abnormal data are determined as shown in Table 1 .
At sample times of 12-13, 45 and 127, the abnormal data can easily be identified as outliers. At sample times of 85 to 92, the reconstruction errors are greater than the threshold, and E t is beyond of the tolerance window. However, the data are a fixed value, so the data in this time period are missing. According to section 3.2, X test is determined to be in a normal operation state, and the ''dirty'' data use SDAE reconstruction as a data cleaning value. After the data are cleaned by the SDAE model, the data are consistent with the overall distribution characteristics. The background noises are dramatically reduced, and the data curve shows a smoothing distribution. The removal of pseudo-information and pseudo-trends rules can provide more realistic data for the follow-up state assessment. Compared with the proposed SDAE model, wavelet and s-transform denoising methods are used to clean X test . In the wavelet transforms method, the db4 mother wavelet is used to decompose the data into three levels, and soft thresholding performs to remove the noise. At sample times of 12-13, 45 and 127, the wavelet method repairs the outliers to the desired manifold. However, at sample times of 85 to 92, wavelet transforms method cannot achieve the goal of data repairing. By s-transform denoising method, the data trend is cleaned smoothly, but the denoising effect at or near abnormal points is poor. S-transform method retains the abnormal information when the data changes dramatically. So it does not apply to clean the status monitoring data of power equipment.
The model is also used to clean the data of the total hydrocarbon concentration of this transformer from September, 2015. The reconstruction error abruptly increases, as shown in Fig. 6 . According to section 3.2, the transformer is in an abnormal running state at this time.
In fact, during the overhaul of this transformer, the maintenance personnel found that the A-phase lead connector of the transformer on the high-voltage side had a few broken areas (shown in Fig. 7) . When the power equipment is in an abnormal state, the cleaning model can achieve fault rapid detection. 
B. CLEANING THE TEMPERATURE DATA OF THE TRANSMISSION LINE
Next, we analyze the average temperature data of a 110 kV LGJX-300/40 transmission line. We use the temperature data X temp to build the SDAE model. The number of input neurons is 144, and there are three hidden layers with 100, 72 and 100 neurons each. The learning epochs are 1000. The weights are initialized to small random values chosen from a zero-mean Gaussian with a standard deviation of approximately 0.01, and the biases are initialized to 0. The learning rate is set to 0.1, and the weight-decay is 0.0001. Taking the fitting accuracy and reconstruction ability into account, the model assumes a corruption level of 10% based on experiments.
The MAE of the measured value X temp and the reconstruction value Z temp is 3.81%; thus, the absolute percentage accuracy is 96.19%. We can think that 3.81% data in the training set cannot be completely restored because of the large reconstruction error. Meanwhile, the background noises affect the accuracy to a certain extent. The confidence level is increased to avoid misinterpreting background noises as anomaly, so the confidence interval is set to 0.97. The cumulative distribution of the reconstruction errors using KDE is shown in Fig. 8 . The kernel estimator is a Gaussian type. The upper threshold R e is 0.002 456 at the confidence level of 0.97, indicated by ( ) in Fig. 8 . Based on site visits and consultation with the onsite maintenance personnel, the tolerance window is set to 6.
The temperature data are cleaned based on the SDAE model according to the steps presented in section 3.2 and Fig. 9 . The types of abnormal data are determined as shown After cleaning the data using the proposed SDAE model, the data curve matches the actual distribution.
According to [27] , the temperature model of the transmission line can be described as follows:
where T is the average temperature of the transmission line, I is the line load, F is the line tension, and v denotes the wind speed. Based on the tension, load, and wind speed data from the on-line monitoring device, we compute the line temperatures at sample times of 8, 9, 30, 31, 32 and 82 to be 37.42 • C, 39.27 • C, 36.18 • C, 37.16 • C, 38.16 • C, 36.85 • C, respectively, which match the results of our approach.
V. CONCLUSION
In this paper, we view the cleaning of power status monitoring data as a corrupted data recovery problem. Based on the ability of SDAE to effectively reconstruct ''dirty'' data and its significant abnormal status representation learning ability, we propose a deep learning model to clean data. A deep network is first constructed with the normal operating state data using SDAE. KDE is then used to determine the upper threshold of the reconstruction errors. A tolerance window width is set and compared with the abnormal data duration. By comparing the relationship between the reconstruction error and the upper threshold and between the tolerance window and the duration of abnormal data, the abnormal data are classified as outliers, missing data or abnormal running state data. The outliers and missing data are repaired by the SDAE reconstructed representations. When the equipment is defective or fails, the cleaning model rapidly detects the anomaly. The model not only cleans series monitoring data but also provides a new method for detecting anomalies in power equipment. 
