Necessary and sufficient conditions for the existence of positive and negative semidefinite solutions of algebraic Riccati equations (AREs) corresponding to linear quadratic problems with an indefinite cost functional are formulated. The tests known from the literature cannot be efficiently carried out, either because they apply only to special cases, or because an infinite number of matrices of unbounded dimension should be checked for positive semidefiniteness. The results presented in this paper, instead, characterize the extremal solutions of the ARE in terms of the finite Pick matrices induced by certain two-variable polynomial matrices associated with the equation.
Introduction
Let A ∈ R n×n and B ∈ R n×m be such that (A, B) is a controllable pair. Let Q ∈ R n×n be symmetric and let R ∈ R m×m be nonsingular. Finally, let S ∈ R m×n . The quadratic equation
in the unknown n × n matrix K is called the (continuous-time) algebraic Riccati equation, in the following called simply the ARE. The ARE has been extensively studied because of its important role in several areas of control theory, stochastic filtering, and game theory (see the collection of papers [1] ).
In this paper we address a long-standing open problem concerning the ARE, namely that of formulating necessary and sufficient conditions for the existence of at least one real positive (or, one real negative) semidefinite solution. Such problem has attracted the attention of researchers since a long time; among the proposed solutions are frequency-domain inequalities along the imaginary axis (proposed in [12] , corrected in [13] and further investigated in [3] ), and the method of Molinari (see [2] ).
The authors believe that such conditions are unsatisfactory, because either they hold only in special cases ( [13] , [3] ), or because as in [2] they require to check an infinite number of matrices whose dimensions are not upper bounded for positive semidefiniteness.
In this communication we propose a necessary and sufficient frequency domain condition for the existence of a real symmetric negative semidefinite solution to the ARE that requires to check the positive semidefiniteness of only one n × n Hermitian matrix which is easily constructed from the matrices appearing in the ARE. The framework in which we operate is the behavioral one (see [4] for a thorough introduction) and that of quadratic differential forms (see [14] ), which we briefly review in the following section. The notation used in this paper is illustrated in the Appendix.
Quadratic differential forms
In many modeling and control problems for linear systems it is necessary to study certain quadratic functionals of the system variables and their derivatives. An efficient representation for such quadratic functionals by means of two-variable polynomial matrices has been proposed in [14] . In this section we review the definitions and results of such two-variable polynomial framework which are used in this communication.
Let Φ ∈ R q1×q2 [ζ, η]; then Φ can be written in the form
where Φ h,k ∈ R q1×q2 and N is an integer. The two-variable polynomial matrix Φ induces a bilinear functional acting on infinitely differentiable trajectories w 1 , w 2 as follows:
If Φ is a symmetric two-variable polynomial matrix, i.e. if q 1 = q 2 and Φ h,k = Φ T k,h for all h, k, then it induces also a quadratic functional Q Φ defined by Q Φ (w) := L Φ (w, w). We will call Q Φ the quadratic differential form (in the following abbreviated with QDF) associated with Φ. We denote the set of all symmetric q × q two-variable polynomial matrices matrices by R q×q s
As an example, we now consider how a quadratic functional of the variables of a system induced by a constant symmet-
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ric matrix gives rise to a two-variable polynomial matrix. Assume that a controllable behavior B with external variable w and latent variable is represented in image form associated with a matrix M ∈ R q×d [ξ] and let P ∈ R q×q be a symmetric matrix. Then the quadratic form on B defined by w → w T P w can be represented by the QDF associated with the d × d symmetric two-variable polynomial matrix
The association of two-variable polynomial matrices with QDF's allows to develop a calculus that has applications in stability theory, optimal control, and H ∞ -control (see [14] , [15] ). We restrict attention to a couple of concepts that are used extensively in this communication. One of them is the
Observe that for every
Another feature of the calculus of QDF's that is used in this paper is the notion of derivative of a QDF. Given a QDF Q Φ we define its derivative as the QDF
In terms of the two-variable polynomial matrices associated with the QDF's, this relationship is expressed equivalently as (ζ + η)Ψ(ζ, η) = Φ(ζ, η).
In this paper we also use integrals of QDF's. In order to make sure that the integrals exist, we assume that the trajectories on which the QDF acts are of compact support, that is, they belong to D(R, R q ). Given a QDF Q Φ , we define its integral as the functional from D(R, R q ) to R defined as
Questions such as when the integral of a QDF is a positive semidefinite operator arise naturally in the study of dissipativity. We call a QDF
. A QDF can be tested for average nonnegativity by analyzing the behavior of the para-Hermitian matrix ∂Φ on the imaginary axis. Indeed, it is proven in [14] that Q Φ ≥ 0 if and only if
Storage functions and Pick matrices
Intuitively, a QDF measures the power going into a system: its integral over the real line then measures the net flow of energy going into the system. In such framework, the concept of storage function emerges as follows. Let Φ ∈ R q×q s [ζ, η]; the QDF Q Ψ is said to be a storage function for Q Φ (or: Ψ is a storage function for Φ) if the following dissipation inequality holds:
Storage functions are related to dissipation functions, which we now define. A QDF Q Δ is a dissipation function for Q Φ (or:
There is a close relationship between storage functions, average nonnegativity, and dissipation functions; indeed, it can be proven (see [14] ) that a QDF Q Φ is average nonnegative if and only if it admits a storage function Ψ, or equivalently, if and only if it admits a storage function Δ. Moreover, there exists a one-one relation between storage functions Ψ and dissipation functions Δ for Φ, defined by
Given an average nonnegative QDF, in general there exist an infinite number of storage functions. However, it can be shown (see [14] ) that there exist storage functions Ψ − (the smallest storage function) and Ψ + (the largest storage function) such that any other storage function Ψ for Φ satisfies
A representation of Q Ψ− and Q Ψ+ in terms of their twovariable polynomial matrices can be computed using polynomial spectral factorizations. Let P be a para-hermitian polynomial matrix. A factorization P = F ∼ F , with F a real polynomial matrix, is called a polynomial spectral factorization of P , and F is called a spectral factor of P . The factorization is called Hurwitz if F is square and the roots of det(F ) lie in C − It is called semi-Hurwitz if the roots of det(F ) lie in C 0 − . The factorization is called semi-anti-Hurwitz if F is square and the roots of det(F ) lie in C + (respectively in C 0 + ). Necessary and sufficient conditions for the existence of semi-(anti-)Hurwitz and (anti-)Hurwitz spectral factorizations of P are respectively P (iω) ≥ 0 for all ω ∈ R and P (iω) > 0 for all ω ∈ R (see [5] ). Under such conditions, the extremal storage functions Ψ − and Ψ + of Φ can be computed from semi-Hurwitz, respectively semi-anti-Hurwitz, polynomial spectral factors H and A of ∂Φ as
Before concluding our review of storage functions, we need to elucidate the relationship between storage functions and the notion of state and state maps (for the latter, see [7] ). Since storage functions measure the energy stored inside a system, it is to be expected that they are related to the memory, to the state, of the system. This intuition has been formalized in [11] in more general terms than those needed here; for our purposes, the following treatment will do. Let B be represented by w = M ( d dt )l, and let X ∈ R n×d [ξ] induce a state map for B. Let P be a symmetric q × q matrix, and define the two-variable polynomial matrix Φ(ζ, η) = M T (ζ)P M(η). Let Q Ψ be a storage function for Q Φ . Then Q Ψ is a quadratic function of the state, i.e. there exists a symmetric n × n matrix K such that
Finally, we introduce the notion of Pick matrix associated with an average nonnegative QDF; in order to keep the exposition simple, we consider such notion in a special case only (see [10] for the general definition).
In the following, let Φ(ζ, η) ∈ R q×q [ζ, η]. We make the following assumptions on Φ: a) ∂Φ(iω) > 0 for all ω ∈ R and b) ∂Φ is semi-simple, i.e. every singularity λ of ∂Φ has the property that its multiplicity as a root of det(∂Φ) is equal to the rank deficiency of ∂Φ in λ, i.e. q − rank(∂Φ(λ)).
Let f ∈ R[ξ] be such that det(∂Φ) = f ∼ f and f is Hurwitz. Let λ 1 , λ 2 , . . . , λ n be the roots of f . We use the convention that if the algebraic multiplicity of λ i is m i , then it appears in this list m i times, and we have ordered the roots in such a way that λ 1 , λ 2 , . . . , λ m1 are equal, that λ m1+1 , λ m1+2 , . . . , λ m1+m2 are equal, and so on. Since det(∂Φ) is an even polynomial, the other singularities of ∂Φ are then −λ 1 , −λ 2 , . . . , −λ n , the roots of f ∼ . Now for i = 1, 2, . . . , n, let v i ∈ C q be such that ∂Φ(λ i )v i = 0, and such that v 1 , v 2 , . . . , v n are linearly independent. The Pick matrix associated with f is
Note that T f is a n × n para-Hermitian matrix.
The ARE, LMIs, and storage functions
We associate with the ARE (1) the behavior B with manifest variable w = (x, u) represented byẋ = Ax + Bu, where x and u are C ∞ -functions. Since by assumption the pair (A, B) is controllable, B has also image representations, one of which can be computed as follows. Let X ∈ R n×m [ξ] and U ∈ R m×m [ξ] induce a right coprime factorization of the rational matrix (ξI n − A) −1 B. Then B is represented in observable image form as
Observe that any such X yields a minimal state map X(
Given the matrices Q = Q T ∈ R n×n , R = R T ∈ R m×m and S ∈ R m×n , and the polynomial matrices X and U , we define the symmetric m × m two-variable polynomial matrix Φ by
Note that if and (x, u) are related by (3), then the QDF Q Φ associated with Φ satisfies
The next result connects the average nonnegativity of the QDF associated with (4) with the existence of real symmetric solutions to the linear matrix inequality associated with the ARE (1), with the existence of symmetric solutions to the ARE, and with the existence of storage functions for Q Φ (for a proof, see [10] ).
Theorem 1 Let Φ(ζ, η) be defined by (4) , where X and U are such that X(ξ)U (ξ) −1 is a right coprime factorization of (ξI n − A) −1 B. Then the following statements are equivalent:
In fact, for every
Consequently, for K = K T ∈ R n×n the following statements are equivalent:
Theorem 1 is instrumental for proving the main result of this communication; we now comment briefly on it. The equivalence of (1) and (2) follows from the equivalence of average positivity and the existence of storage functions, and from the fact that every storage function is a quadratic function of the state. Statement (3) regards the well-known connections between storage functions and solutions K of a linear matrix inequality involving L(K), see also Chapter 8 of [1] , Chapter 5 of [6] and [9] . The most interesting result for the purposes of this communication is the second part of the Theorem, that holding under the additional assumption R > 0, which relates solutions of the ARE with storage functions for the QDF Q Φ defined in (4) . It is on the basis of such correspondence that we develop the necessary and sufficient condition for the existence of semidefinite solutions to the ARE stated in the next section.
Main result
In this section we derive the main result of this paper, a necessary and sufficient condition for the existence of positive (negative) semidefinite solutions to the ARE. Such condition is given in terms of the Pick matrices associated with the Hurwitz and anti-Hurwitz factorizations of det(∂Φ), with Φ defined as in (4) . It will be a standing assumption for the rest of the paper that the matrix R is positive definite.
Let X(ξ)U (ξ) −1 be an arbitrary right coprime factorization of (ξI n − A) −1 B, and let (4) be the two variable polynomial matrix Φ associated with the ARE. Factor the determinant of ∂Φ as det(∂Φ) = f In order to proceed, we need to introduce the notion of zero state matrix associated with f A and f H . Let λ i i = 1, . . . , n be all the roots of f A , with the convention that if a root has algebraic multiplicity m i then it appears in this list m i times, and λ 1 , . . . , λ m1 are equal, λ 1 , . . . , λ m2 are equal, etc. Let v i ∈ C m be such that ∂Φ(λ i )v I = 0 and v 1 , v 2 , v n are linearly independent (that such a set of vectors exists follows from the fact that ∂Φ is semisimple). The zero state matrix associated with f A is defined by
The zero state matrix associated with f H is defined in an analogous way and is denoted with S fH .
Equipped with this notion, we can now state the main result of this paper.
Theorem 2 Let Φ(ζ, η) be defined as in (4) . Assume that 
Consequently, the ARE (1) has a negative semidefinite (negative definite) solution if and only if the Pick matrix T fA is positive semidefinite (respectively positive definite). It has a positive semidefinite (positive definite) solution if and only if the Pick matrix T fH is negative semidefinite (respectively negative definite).
This result, whose proof can be found in [10] , yields the following procedure to compute the extremal solution K − of the ARE (1) (an analogous procedure can be applied in order to compute K + ):
2. Form the corresponding two-variable polynomial matrix Φ given by (4) 3. Check if ∂Φ(iω) > 0 for all ω ∈ R. 
Conclusions
In this communication we applied ideas from the calculus of two-variable polynomial matrices to the problem of formulating necessary and sufficient conditions for the existence of (semi)definite solutions to the ARE. The results presented in this paper derive from more general ones reported in [10] , where we give a characterization of all unmixed solutions of the ARE in terms of certain Pick matrices associated with it.
Notation R and C denote the sets of real and complex numbers, respectively, while the open and closed right halfplanes of C are denoted by C 0 + and C + , respectively. Given λ ∈ C, its complex conjugate is denoted byλ. The space of n dimensional real, respectively complex, vectors is denoted by R n , respectively C n , and the space of m × n real, respectively complex, matrices, by R m×n , respectively C m×n .
If A ∈ R m×n , then A T ∈ R n×m denotes its transpose, and if A ∈ C m×n , then A * ∈ C n×m denotes its conjugate transposē A T .
The ring of polynomials with real coefficients in the indeterminate ξ is denoted by R[ξ]; the ring of two-variable polynomials with real coefficients in the indeterminates ζ and η is denoted by R[ζ, η]. The space of all n × m polynomial matrices in the indeterminate ξ is denoted by R n×m [ξ] , and that consisting of all n × m polynomial matrices in the indeterminates ζ and η by R n×m [ζ, η]. C ∞ (R, R q ) denotes the set of all infinitely often differentiable functions from R to R q , and D(R, R q ) the subset of C ∞ (R, R q ) consisting of those functions having compact support. Finally, if K is a symmetric n×n matrix, the quadratic form on R n defined by x → x T Kx is denoted by | x | 2 K .
