A fast and robust method for T 1 estimation in MRI is the so-called variable flip angle technique. We introduce a novel family of T 1 reconstruction methods from data acquired with various flip angles and propose a family member which combines the robustness of a nonlinear-with the computational advantages of a linear reconstruction. The constructed family contains the most common approaches for T 1 estimation, namely a linear and a nonlinear approach. A general sensitivity analysis for arbitrary members of the family is established. Advantages of the optimized reconstruction are demonstrated on phantom-as well as real data, showing improvements of up to 24% as compared with the linear method. As a further means to stabilize T 1 estimation, spatial stabilization methods are compared. We demonstrate on phantom and on real data that improved results can be obtained if not only T 1 but also a second unknown M 0 in the reconstruction is stabilized.
Introduction
Dynamic Contrast Enhanced MRI (DCE-MRI) is an imaging technique, which can be used to quantify physiological function, as e.g. the glomerular filtration rate (GFR), a main indicator of kidney performance. 1, 2 A first, crucial step for such an analysis is the estimation of the baseline longitudinal relaxation times T 1 of the tissue prior to the administration of contrast agent. [3] [4] [5] Knowledge of the baseline T 1 map makes it possible to determine the amount of contrast agent at a given location during the DCE-MRI sequence. 1, 2, 6 After the amount of contrast agent in the tissue has been determined, methods such as pharmacokinetic modelling can be used to extract the functional tissue parameters. 1, 2, 7, 8 It is well known that it is crucial to determine the baseline T 1 map accurately, as errors in T 1 can lead to significant misestimation of the reconstructed functional tissue parameters. 9 However, there are several factors which make T 1 estimation delicate: first, T 1 cannot be measured directly and needs to be reconstructed from data. [10] [11] [12] Second, T 1 maps are ideally determined for each individual separately as they depend on tissue properties and can vary between individuals. 13 In the special case of abdominal MRI of, e.g., kidney or prostate, an additional requirement is measurement speed, as motion by breathing or heart-beat complicates the acquisition process. 9, 14 A T 1 reconstruction method which fulfils these requirements is the variable flip angle method. 3, 4, [10] [11] [12] The variable flip angle method has been shown to yield both fast and accurate results and is based on so-called spoiled gradient echo (SPGR) sequences, which are common in clinical MRI. 15 For the variable flip angle method, a number of two or more SPGR MR images is acquired with different flip angles. [10] [11] [12] T 1 is subsequently reconstructed by fitting a model to the data.
However, there are several issues which complicate T 1 measurements with the variable flip angle method: the use of fast imaging techniques and weak signal can lead to low-quality data with low signal to noise ratio. 16 Additionally, we show in Lemma 4 that T 1 reconstruction is unstable in areas with low steady-state magnetization or high T 1 . Stable reconstruction methods are hence crucial to avoid outliers. This work will focus on two reconstruction techniques: in the nonlinear method, 10 a nonlinear optimization problem has to be solved. This method not only yields the most stable results 4, 5 but also comes with some computational overhead, see Wang et al. 17 for a GPU implementation. Another approach is to reformulate the nonlinear problem as a linear problem and to solve the reconstruction as a linear regression. 11, 12 For the regression approach, there is a closed-form solution formula, 4, 11, 12 but as noise influences both the abscissa and the ordinate, the stability of the reconstruction suffers. 4 In this article, we discuss different ways to stabilize and to simplify T 1 reconstruction. First, we present a novel framework, which unifies the nonlinear and the linear reconstruction method. We then determine a linear reconstruction method, which approximates the nonlinear one more closely than the standard linear reconstruction. Specifically, we introduce a family of weighted linear reconstruction methods and show that the nonlinear reconstruction method corresponds to a choice of nonlinear weights. We then present a general approach to evaluate arbitrary weighted reconstruction techniques, which is based on the implicit function theorem and the error propagation theorem. An evaluation is performed for the sensitivity of the reconstructed T 1 with respect to perturbation of the data. For the special case of the nonlinear and of the linear weights, our findings are confirmed by the results obtained in Wang et al. 4 and Deoni et al. 5 Based on the computed sensitivities, we then introduce linear weights which approximate the nonlinear ones. Our experiments on phantom and on real data confirm that the linear approximated weights allow to reconstruct T 1 using closed-form solutions with errors similar to the nonlinear approach. The resulting reconstruction method thus combines the speed and simplicity of the linear reconstruction with the robustness of the nonlinear reconstruction.
As an additional means to stabilize T 1 reconstruction, we also evaluate a class of approaches which add spatial stabilization to the reconstruction. We compare joint approaches, where reconstruction and spatial stabilization are performed simultaneously 13, 18 with denoising approaches, and where spatial stabilization is performed subsequently. 16 As spatial stabilization might be performed only with respect to T 1 , 23 we also investigate the impact of additional stabilization of the second unknown of the reconstruction, the constant M 0 , cf. 'Data fit for a single location and weighting strategies' section. On phantom experiments, we find that the joint approaches are only superior to the denoising approaches if stabilization is performed with respect to both variables. Also, we compare stabilization with respect to two different parametrizations used for T 1 reconstruction, cf. 'Data fit for a single location and weighting strategies' section, Wang et al. 4 and Christensen et al. 10 Here, we find that stabilization in the z ¼ ðT 1 , M 0 Þ coordinate system yields more stable results as compared with stabilization in an alternative coordinate system z 0 ¼ ðE 1 , NÞ, which is often used for T 1 reconstruction. 4, 11, 12 We conclude by showing improved T 1 reconstruction results on real data by using a total variation (TV) approach, which is stabilized both with respect to T 1 and M 0 .
The Matlab code used to determine the optimal weights is made available under http://www.mic.uni-lue beck.de/people/constantin-sandmann.html.
Stabilization methods for T1 estimation
In this section, we describe different ways to compute tissue properties from MR measurements. This section is organized as follows: in 'Data fit for a single location and weighting strategies' section, we introduce a family of T 1 reconstruction methods. This family includes the two most commonly approaches for T 1 reconstruction, namely a linear and a nonlinear approach. In 'Sensitivity of the weighted reconstruction' section, we introduce a general framework under which we can analyse the sensitivity of the reconstruction methods with respect to errors in the data. 'A linear approximation of the nonlinear weights' section is based on this analysis. Here, we introduce a novel method to construct family members which yield robust reconstruction but are still simple to apply.
In 'Spatial stabilization' section, we describe spatially stabilized reconstruction methods. Namely joint methods, where T 1 reconstruction and spatial stabilization are performed simultaneously 13, 17 and denoising methods, where spatial stabilization is performed subsequently to the reconstruction. 16 Data fit for a single location and weighting strategies
In this section, we describe different ways to compute tissue properties from MR measurements. Particularly, we are interested in computing the unknown longitudinal MR relaxation time T 1 and a constant M 0 from MR data d ¼ ðd 1 , . . . , d K Þ acquired with a known repetition time TR and various flip angles ¼ ð 1 , . . . , K Þ; the latter being considered as control parameters. Note that data, control parameters and unknowns also depend on a spatial location x. However, we start our outline by freezing the location and address the spatial dependency explicitly in 'Data fit for multiple locations' section.
Our forward model is the so-called signal equation S(z) ¼ d. 19 The signal equation describes the magnitude of a measured MR signal in dependency of the local tissue parameters and is hence valid in every voxel. It is phrased in the variable z, which can either be z ¼ ðT 1 , M 0 Þ or z ¼ ðE 1 , NÞ. These are related by the following change of coordinates:
For given and TR, the signal equation for spoiled gradient echo sequences reads 19 SðzÞ
Introducing the E 1 (or
. . , Kg, the residual SðzÞ À d can be decomposed into a linear part and a weighting:
A straightforward approach to compute the unknowns z is therefore to solve for each spatial location a weighted K-by-2 least squares problem: 20 Minimize JðzÞ :
Gupta 11 proposed to use ! k ¼ 1, which results in a standard linear least squares problem with an explicit solution formula z ¼ ðd Þ ¼ A y b, A y the MoorePenrose pseudo-inverse. 20 Note, however, that lower errors in reconstruction can be achieved using nonlinear weighting, as noise influences A k as well as b k . 3, 4, 17 In 'A linear approximation of the nonlinear weights' section, we introduce linear weights which approximate the nonlinear weights. As the linear weighting method comes with a closed form solution formula, it is preferable from a practical point of view. We summarize our model assumptions and conclude with a Lemma stating existence of an optimal parameter pair for the linear weights:
Assumption 1 We assume that there exist at least two measurements with different flip angles, i.e. K > 1 and 1 6 ¼ 2 . For the weights, we assume that ! 2 R K with ! i 4 0. For the parameters, z 2 R 2 assume that z i 4 0. Lemma 1 (Linear Reconstruction). Assume that ! is independent of z. Then there exists a function W : 
Sensitivity of the weighted reconstruction
In this section, we compute the sensitivities of the introduced weighted reconstruction techniques in dependency of the weights !. More precisely, given some parameters z Ã , we will calculate the variance of T 1 , if it is reconstructed from noisy measurements 
21 In this section, we present a unified framework to calculate jr i j for the complete family of approaches introduced in 'Data fit for a single location and weighting strategies' section. Note that all these approaches can be written as ðd Þ :¼ argmin z Jðz, d Þ for some suitable J. We will obtain r by means of the following observation: by construction,
Assuming that r z f is invertible, we obtain by another straightforward calculation r ¼ À½r z f À1 r d f . Note that the inverse function theorem 22 gives the exact assumptions under which the above calculus is justified.
To begin with, we introduce the functions f W , f NL :
Lemma 2 Let z be given with SðzÞ ¼:
Proof. We start by noting that for the linear reconstruction, the weights do not depend on z.
, it follows by assumption that A has full rank. The statement thus follows from W being a positive definite diagonal matrix.
For the nonlinear case,
the simplification due to S(z) ¼ d; the 2-by-2-by-K tensor r 2 z S is not explicitly outlined. The K-by-2 matrix r z S reads
Since there are at least two measurements with different flip-angles and d 6 ¼ 0, it follows that r z S and hence r z f has full rank. « Lemma 3 (Nonlinear Reconstruction). 
Proof. As it follows from Lemma 2 that
Ã Þ has full rank, the claim follows directly from the inverse function theorem. 22 « Lemma 4 (Instability of the Reconstruction). Assume that M 0 ¼ 0 or T 1 ¼ þ1. Then, T 1 cannot be reconstructed uniquely.
Proof. In both cases, it holds that S(z) ¼ 0. As S(z) ¼ 0 for any z ¼ ðz 1 , 0Þ and z 1 2 R, no unique reconstruction is possible. « We are now ready to state the main result. To this end, we fix the coordinate system as z ¼ ðT 1 , M 0 Þ. We start with a fixed z Ã ¼ ðT
We will show that the reconstructed T 1 is distributed as T 1 / N ðT Ã 1 , T 1 Þ, where the T 1 is a product of the standard deviation of the data and the sensitivity of (Figure 1) .
where ðd Þ ¼ ð 1 ðd Þ, 2 ðd ÞÞ and
Here dz dz 0 denotes the diagonal matrix diagðT 2 1 =ðE 1 TRÞ, 1=ð1 À E 1 ÞÞ which accounts for the change of variables. Nonlinear reconstruction: measured and theoretical distribution of T 1 recovered from 65,000 noisy measurements using the nonlinear data-fit. The data were simulated using the same parameters as in Wang et al., 4 i.e. T 1 ¼ 1000 ms, M 0 ¼ 1000, TR ¼ 800 ms and flip-angles 1 ¼ 10 to 10 ¼ 100 in increments of 10 . White Gaussian noise had a standard deviation d ¼ 10 ms. In this experiment, the measured predicted standard deviation both were T1 ¼ 32:3 ms on an error level of 10 À1 ms. The standard deviation for the linear fit was 45:3 ms.
Proof. Equation (4) A linear approximation of the nonlinear weights Theorem 1 gives an expression which describes the sensitivity of the reconstruction for a set of parameters z and weights !. Note that the obtained expression is basically a quadratic function in !. We define the set of admissible weights
The normalization is necessary since the reconstruction described in (2) is invariant under scaling of the weights. Given a set of parameters z 1 , . . . , z L , we propose to solve the following minimization problem to obtain a set of optimized weights, which minimizes the joint variance for z 1 , . . . , z L :
Here, p j 2 R þ 0 are user-defined factors which can be used to highlight particular ranges of parameters z j in the reconstruction. The optimized weights can be used to reconstruct T 1 by solving a linear system but with improved sensitivity of the reconstruction.
To illustrate the setting, we visualize the standard deviation landscape in dependency of the weights for T 1 ¼ 1000 ms and M 0 ¼ 1000 in Figure 2 . We then solved problem (6) to obtain a set of weights with minimal variance. Results are showing ! Opt different from ! NL , but with the same standard deviation.
Data fit for multiple locations
Since T 1 reconstruction typically aims to reconstruct spatially arranged parameter maps, we now extend the notation to cover all data. To this end, we recall that the data and unknowns are presented on a discrete m 1 -by-m 2 -by-m 3 grid of n :
2n with z j ¼ E 1,j and z nþj ¼ N j . The extension of equation (2) can be phrased in terms of
where
. .
Hence, with z j ¼ ðz j , z nþj Þ, we now have 
Spatial stabilization
Our experiments indicate that all the approaches outlined in 'Data fit for a single location and weighting strategies' section suffer from insufficient data such as zero background values or low signal-to-noise ratio especially at low flip-angles, see also Lemma 4 and Wang and Cao 18 and de Pasquale et al. 23 A remedy is to further stabilize the reconstruction by including information on the spatial setup of the T 1 maps. Information on the layout of the expected parameter maps is often expressed as the property to be smooth 23 or piecewise constant. 18 A common way to include these properties is by using a joint approach, where stabilization is introduced by the addition of a stabilization term R to the reconstruction problem. For some user-defined parameter 2 R þ , the stabilized reconstruction problem hence reads
For spatial stabilization, we will always use the nonlinear data-term, as this yielded the most stable reconstruction. However, it is not clear if the problem should be formulated in the (T 1 , M 0 ) 18, 23 or in the ðE 1 , NÞ 14 realm. Our experiments will hence cover both choices of coordinate systems. For ease of the presentation, we will discuss the stabilization in a functional setting. With z ¼ ðz 1 , z 2 Þ : R 3 ! R 2 , we will compare the following three choices for stabilization:
L 2 stabilization for the gradient of T 1 as in (7) has been proposed in a Bayesian setting for inversion time estimation. 23 An advantage of this method is that it is easy to implement, as standard nonlinear-least squares methods can be used for optimization. 20 A downside of this approach is that it is usually not edge preserving. The idea to include TV to stabilize T 1 estimation has been introduced in Wang and Cao. 18 With TV stabilized methods, edges in the T 1 map are preserved. However, the numerical minimization requires more sophisticated methods. 24, 25 Additionally, we will also cover denoising approaches, where z is reconstructed using a standard, nonlinear parameter fit. Subsequently to the reconstruction, the result is denoised by solving
where R again is defined as above.
Numerics
As numerical methods were not in the focus of this work, we only give a brief overview. All implementations were done in Matlab on a standard PC with 3.4 GHz and 16 GB RAM. Discrete GradientOperators were built using short forward-differences with Neumann boundary conditions. We start by describing the implementation of the unstabilized reconstruction methods: for the weighted reconstruction with linear weights (2), the resulting normal equation was solved using an explicit representation of the inverse matrix. The nonlinear reconstruction was solved using a projected Gauss-Newton Method as described in Bertsekas. 26 To avoid instabilities in the reconstruction, we used the constraints 1 ms T 1 5000 ms and M 0 ! 0. The optimized weights (6) were obtained using a projected Levenberg-Marquardt method tailored for optimization on the positive unit-simplex. 26 For the joint approaches, we used the following implementations: the joint reconstruction with diffusive stabilization (7) was solved using a standard Gauss-Newton method. The joint reconstruction with TV stabilization (8) was also solved in a Gauss-Newton fashion: the signal equation was linearized and the resulting linear TV-Denoising problems were solved using a preconditioned Primal-Dual HybridGradient algorithm. 24, 25 For the denoising approaches, we used the following numerics: the diffusive denoising problem was solved explicitly using the built-in Matlab solver. The TV denoising problem was again solved using a preconditioned Primal-Dual Hybrid-Gradient algorithm.
24,25

Results
Evaluation of T 1 reconstruction methods on real data is delicate: T 1 cannot be measured directly, it depends on tissue type and also on individual characteristics. 13 For real data, a ground-truth T 1 map is hence generally not available. To cope with this issue, we tested the proposed methods both on simulated data, where we compared our results to the ground-truth, and on real data, where we compared our results with results of the purely nonlinear reconstruction. The simulated data were set-up using a tailored phantom of the human kidney, cf. 'An XCAT software phantom for the human kidney' section. Real data came from a study on the function of the human kidney 27 and was made available by courtesy of Jarle Rørvik from the Haukeland University Hospital in Bergen, Norway.
Note that pre-alignment of variable flip-angle data is challenging, as intensities vary with different flip-angles. To overcome this issue, a model-based registration method similar to the ones described in Hallack et al. 9 and Heck et al.
14 was used for registration. Note that our modification has some mild smoothness assumptions on the parameter maps for stability.
As a metric for the success of T 1 estimation on phantom data, we used the relative error (RE), defined as the fraction of the error of the true T 1 , i.e.
This error was measured pointwise, for regional analysis, we employed the mean RE defined as the mean of all pointwise REs.
An XCAT software phantom for the human kidney
In this section, we will describe the construction tailored software phantom for the human kidney. A simulated 2D MRI scan of the human kidney was set up as follows: the anatomy (cortex, medulla, background) was obtained from the XCAT-Phantom. 28 Estimates of T 1 of the mentioned structures were taken from literature. 13 The second constant M 0 was determined by M 0 ¼ s 0 expðÀTE=T 2 Þ for some constant s 0 , which was approximately determined from our own measurements. 3 More precisely, we chose for the kidney cortex T 1 ¼ 966 ms, T 2 ¼ 87 ms and s 0 ¼ 3100. The medulla was set up with parameters T 1 ¼ 1412 ms, T 2 ¼ 85 ms and s 0 ¼ 3500 and for the background, we chose T 1 ¼ 110 ms, T 2 ¼ 85 ms and s 0 ¼ 2000. 13 Partial volume effects were simulated by smoothing the parameter maps M 0 and T 1 with a Gaussfilter of width 3 voxel and standard deviation of 0.7 voxel. Finally, we used the signal-equation (1) to simulate (perfect) MR signals with scan parameters taken from different publications on T 1 estimation. Sequence S1 was designed to yield robust reconstruction over a large range of T 1 , 3 S2 and S3 were chosen from a publication on the nonlinear reconstruction method and S4 was used to acquire the real data presented in this work. Examples of the phantom images are displayed in Figure 3 .
To add more realistic conditions, white Gaussian noise with variance independent of the flip-angle was added to the k-space data. 29 Noise intensity was Figure 3 . MR sequence parameters and corresponding sources from literature. Also given is the software phantom for S 4 with a noise intensity of 7%, cf. 'An XCAT software phantom for the human kidney' section. Table 1 . The predicted sensitivities of the different weighting schemes for the sequences described in Figure 3 . Given is the standard deviation in reconstructed T 1 with respect to d ¼ 1ms, cf. (5). Factors p j were selected proportional to the expected amount of cortex, medulla and background. Results from the nonlinear and the optimized weighting scheme are in close agreement. measured pointwise, as the fraction of noise of the undisturbed signal. For a simulation sequence determined by , TR and TE, the effective noise intensity is given by the mean of all pointwise intensities over all flip angles. Similar to Wang et al., 17 in our experiments, effective noise intensities of 3%, 5%, 7% and 9% were simulated.
Results of the weighting strategies
In this section, we show how the proposed weighting strategies can improve T 1 estimation. It is well-known that the sensitivity of the reconstruction does not only depend on the reconstruction method and the expected (T 1 , M 0 ) but also on the employed sequence parameters. [3] [4] [5] The proposed weighting strategies (Nonlinear, Linear, Optimized) were evaluated with respect to their theoretical sensitivities and with respect to the mean error on simulated as well as real data. As expected, the results depend on the employed sequence: for sequences S2 and S4, we can observe large positive impact of weighting strategies on reconstruction with reductions in the standard deviation of up to 24%, for sequences S1 and S3, improvements are only minor. In our experiments, we found that the optimized weights can perform similar to the purely nonlinear weights with a fraction of the computational overhead. The phantom data results are confirmed by the real data results, where differences between the nonlinear reconstruction and the linear reconstruction with optimized weights were in the range of 1%.
More thoroughly, we calculated T 1 for the nonlinear reconstruction method, the linear reconstruction method and the optimized reconstruction method for the sequences described in Figure 3 . We found that the optimized linear weights theoretically perform close to the nonlinear weights, see Table 1 . However, note that Experiments were conducted with different sequences and different noise-levels on phantom data, cf. 'An XCAT software phantom for the human kidney' section. Given is the mean relative error in percent, calculated in 5000 experiments and evaluated over cortex and medulla. Factors p j were selected as described in Table 1 . The nonlinear parameter fit yields the smallest and the standard linear fit the largest errors. Results of the optimized weights are in close agreement with the nonlinear weights for small noise. For high noise level, results of the optimized weights and the nonlinear weights begin to differ, possibly due to the less Gaussian character of the noise.
theoretical sensitivities are given with respect to a purely Gaussian noise model, whereas in MRI, we expect Rician noise. 29 We hence additionally tested the different weighting schemes for phantom data degraded by Rician Noise. In Table 2 , we are giving reconstruction results on phantom data with respect to the mean RE. It can be seen that, also for Rician Noise, the optimized weights improve the errors in reconstructed T 1 drastically. However, as expected, the improvement depends largely on the sensitivities of the nonlinear and the linear reconstruction: if these are very similar, as it is the case for S1, only minor influence on the reconstruction can be observed (Figure 4) .
Analysis of stabilization strategies
In our experiments, we address multiple questions for stabilization in T 1 estimation:
. Figure 5 . Figure displaying the impact of spatial stabilization on real data. Given is the mean relative error in percent. The error was computed voxel-wise with respect to the mean of the nonlinear reconstruction over the area of interest. For stabilization, we chose R TV . Comparison was performed with respect to joint approach with regularization in (T 1 , M 0 ), joint approach with regularization in T 1 and denoising approach. Optimal stabilization parameters were determined with respect to visual plausibility of the parameter maps. As compared with the purely nonlinear approach, all stabilized results are more homogeneous. Advantages of the two parameter approach can be observed mainly in reconstruction in the medulla, where T 1 is high as compared with the cortex. An example of the reconstruction is given for dataset D3, right kidney. Results are given as mean relative error calculated from 5000 experiments on cortex and medulla and are given in percent. It can be observed that phantom data joint approaches are only superior to denoising approaches if both parameters are regularized. Also, regularization in (T 1 , M 0 ) is superior to regularization in (E 1 , M 0 ).
. Stabilization during reconstruction (Joint) versus stabilization after reconstruction (Denoising). . Diffusive stabilization versus TV stabilization.
Experiments were performed on the software phantom described in 'An XCAT software phantom for the human kidney' section. Sequence parameters S1 were used for all experiments, as these yielded the most stable results, cf. 'Results of the weighting strategies' section. We assumed a modest noise-level of 7%. The experiments thus demonstrate the advantages of stabilization even for welldesigned sequences. Optimal stabilization parameters ð 1 , 2 Þ were determined experimentally by sampling the parameter space. Results were obtained using MonteCarlo simulations with 5000 reconstructions from random measurements until the mean RE was approximately stable up to 10 À5 . Results are presented in Table 3 . It can readily be seen that all discussed stabilization methods are capable to drastically reduce the RE as compared with no spatial stabilization. Also, stabilization in both T 1 and M 0 has advantages as compared with stabilization only in T 1 . However, these effects cannot be observed for stabilization in the ðE 1 , NÞ coordinate system. In this case, no large difference in stabilization of ðE 1 , NÞ as compared with stabilization only in E 1 can be observed. This might be due to the exponential scaling, as variations in high T 1 are less accurately detectable in E 1 . Comparing the joint approaches with the denoising approaches, one can see the joint approaches are only superior if both parameters are stabilized. This establishes the need for joint approaches considering both variables M 0 and T 1 .
As in the case of the kidney, TV regularization turned out to yield the lowest REs on phantom data, we additionally tested the reconstruction methods on real data. Note, however, that the stabilization needs to be adjusted to fit to the structure of the data and other data might benefit from diffusive regularization. Parameters were selected manually with respect to visual plausibility of the parameter maps. Evaluation was done with respect of the mean RE on cortex on medulla. The RE was calculated voxel-wise with respect to the mean of the nonlinear approach on the regions of interest. We found the largest impact of regularization on high T 1 , cf. Figure 5 . This is expected as it is difficult to estimate high T 1 stably, cf. Lemma 4. However, it is difficult to adjust both parameters yielding a possible over-smoothing of M 0 .
Conclusion
A novel, unified framework for T 1 recovery was introduced. The framework consists of a family of weighted reconstruction techniques and includes the two most commonly used ones, namely the linear and the nonlinear approach, as special cases. Based on the inverse function theorem and the error propagation theorem, a general sensitivity analysis for all members of the proposed family was established. The sensitivities were used to determine a set of weights, which allows for linear reconstruction of T 1 with errors similar to the nonlinear approach. The optimized weights can be used for both fast and robust reconstruction of T 1 , avoiding the computational overhead of nonlinear optimization. Results for synthetic as well as real data confirm improvements in T 1 estimation of up to 24% as compared with standard linear reconstruction. Matlab code to determine the optimized set of weights is made available under http://www.mic.uni-luebeck.de/people/con stantin-sandmann.html.
We show that T 1 reconstruction becomes increasingly ill-posed for low signal intensities and therefore additionally analyse spatial stabilization methods. Here, it was found on phantom data that joint reconstruction and stabilization techniques are only superior to standard denoising techniques if both variables T 1 and M 0 are stabilized. Note that in some approaches for spatially stabilized T 1 recovery stabilization is applied only with respect to T 1 . 18 Our results suggest that results could additionally be improved by using stabilization of both variables. Also, the impact of stabilization in the ðE 1 , NÞ instead of the (T 1 , M 0 ) coordinate system was investigated. Here, it was found that stabilization in (T 1 , M 0 ) is superior, as the change of coordinates introduces systematic biases for large T 1 .
