ABSTRACT Regularized zero forcing (RZF) precoding is an efficient linear precoding scheme for combating interference in a single-cell massive multiple-input-multiple-output (MIMO) systems. Inaccurate channel state information (CSI) due to channel aging will reduce the performance of the precoder over time. The channel aging determines how often we need to estimate the channels, and thus how frequently we need to send pilots in order to maximize the overall data rate. Channel prediction is one way to improve the CSI accuracy in the downlink, without having to send new pilots but it requires frequent re-computation of the matrix inverse in the RZF precoder, which has high-computational complexity. In this paper, we consider massive MIMO-OFDM systems and propose an algorithm called inverse extrapolation that extrapolates the channel and inverse matrix coefficients separately. The RZF coefficients are then obtained with comparably low complexity with no need for matrix inversion. We compare this algorithm with the traditional way of computing the RZF coefficients through prediction of the channel matrix followed by matrix inversion. The simulation results show that the two predictors have the same performance when the number of antennas is large, and thus the proposed scheme is preferable since it can reduce the complexity. For example, a scenario is shown, where the complexity is reduced by 61.84% without a significant degradation in performance.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is a key technology for the next generation wireless networks [1] - [5] . Each base station (BS) is equipped with a large number of antennas, which gives high spatial resolution and the ability to spatially multiplex tens to hundreds of users, while controlling the interference between the users [6] , [7] . High spectral efficiency (SE) and energy efficiency are enabled by the high array gain and interference mitigation, combined with the ability to share the circuit power consumption between many users [8] .
Regularized zero forcing (RZF) plays an important role in massive MIMO systems as it is a computationally efficient way to combat interference and noise [8] , both in uplink and
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downlink. Thanks to the favorable propagation conditions of channel, as defined in [9] , it can achieve a performance similar to dirty paper coding [10] , as long as the channel state information (CSI) is accurate enough. However, the CSI accuracy may be severely degraded by many factors, including high path loss, limited transmit power, pilot contamination, and channel aging.
The term channel aging refers to the natural variation in the channel impulse response over time that is due to smallscale variations in the propagation environment [11] . These changes make the CSI that the BS learned at a particular time instant less accurate over time. When CSI is acquired from uplink pilots and used for downlink precoding in timedivision duplex (TDD) systems, we need to switch back to sending uplink pilots when the CSI has become outdated, otherwise the array gain and interference mitigation capabilities of the precoding are lost. The effects of channel aging on massive MIMO systems were studied in, e.g., [11] - [14] . In [12] , [13] , properties of a time-varying channel were studied. The results show that the SE gain from having many antennas decreased as the Doppler spread increased, i.e., channel aging degraded the performance of massive MIMO. This had also been observed experimentally citeHarris2017a. To mitigate the effect of channel aging, channel prediction based on a Wiener filter was analyzed in [14] and it showed promising results.
Channel prediction is a standard technique to mitigate outdated CSI due to user movement. After small portion of a wavelength, channel state information will gradually differ from initial information. It is possible to design predictors that function for a larger portion of a wavelength [15] . Several channel prediction algorithms have been proposed for tackling the channel aging in massive MIMO, see, e.g., [16] - [19] . A low-complexity polynomial approximation algorithm was proposed in [16] . By approximating the channel time variations by a polynomial, it performed as good as the Wiener predictor. The authors in [17] designed a predictor by approximating the channel coefficients at present time by a first-order Taylor expansion with previous channel at adjacent region of time. The results showed that the proposed predictor performed better than no prediction, while the numerical scenario focused on the lower Doppler spread (normalized Doppler spread value θ max smaller than 0.01). The authors in [19] designed a Kalman filter based on an autoregressive moving average model [18] for fast timevarying channels with rectangular spectrum. Their simulation showed that channel prediction based on a Kalman filter had a significant performance improvement over than no prediction case, especially with high Doppler spread (θ max = 0.03).
Apart from the CSI, another challenge for applying RZF precoding in a practical system with channel aging is that it involves computing the inverse of a regularized Gram matrix. The inverse operation has high computational complexity in massive MIMO systems where the number of users and antennas are large [20] - [22] . This might not be a problem if only one matrix inverse needs to be computed per downlink slot, but it can be a major issue when there are many subcarriers and the RZF matrix should be re-computed frequently based on the predicted channel. To reduce the computational complexity, Neumann series (NS)-expansions were studied in [10] , [23] - [25] . However, according to [25] , the Neumann approximation complexity increased with the number of iterations N i and when N i was larger than two, the complexity became higher than with exact computation of the inverse. For the Neumann approximation to have substantially lower complexity than full matrix inversion, the number of iterations should be smaller than two. The accuracy of the channel approximation based on the NS expansion was limited when using so few iterations. The paper [26] suggested that the complexity could be reduced by only computing the RZF matrix at a subset of the subcarriers and then performed frequency-domain interpolation to obtain approximate RZF matrices on all subcarriers. However, none of the above papers considered channel variations over time.
A. PROBLEM FORMULATION AND CONTRIBUTIONS
When the channels evolve over time in an OFDM-TDD system, the total complexity of computing a unique RZF precoder at every subcarrier and every OFDM symbol time can be high. Since the channels vary continuously over time, our hypothesis is that the computational complexity can be greatly reduced by computing precoding coefficients through interpolation and extrapolation. To prove our hypothesis, we study the problem of direct prediction of the coefficients of the inverse matrix in the RZF expression, so that no new matrix inversion has to be computed as the channels are changing. We consider a time-varying channel whose spectrum is rectangular. To see how well this new approach performs, we compare it to the Wiener channel prediction considered in [14] where RZF precoder matrix is recomputed from scratch at each subcarrier and OFDM symbol.
For notational and conceptual simplicity, we study OFDM transmission but we stress that the same approach can be taken in single-carrier transmission. Moreover, we assume that the system operates in TDD, so that channel estimates obtained from uplink pilots can be used also for the downlink precoding.
There are two main questions pertaining to the channel inversion problem that we will investigate: (i) Can the coefficients of the inverse matrix in the RZF precoder be extrapolated from the uplink? (ii) For how many OFDM symbols will the extrapolation provide reliable enough results in the downlink? According to above questions, we make the following specific contributions: 1) We propose an algorithm for extrapolating the channel matrix and inverse matrix coefficients in the RZF precoder, respectively, as Fig. 1 shows. The analytical and numerical results show that the inverse extrapolation can significantly reduce the complexity while achieving the same performance as traditional channel prediction followed by complete re-computation of the RZF matrix. 2) Assuming that we want to maximize the sum SE, we identify the optimal number of OFDM symbols that can be used for downlink transmission before we need to send new uplink pilots to obtain new channel estimates.
The simulation results show that our proposed algorithm can extend the length of the downlink by around five OFDM symbols, so that uplink pilots need to be sent less frequently. Increasing the transmit power and/or lower Doppler spread also help to extend the length. The rest of the paper is organized as follows. The system model including the time-frequency selective channel is introduced in Section II. In Section III, we introduce the predictor based on channel extrapolation. Inverse extrapolation is introduced in Section IV. In Section V, the performance of the proposed extrapolation methods are studied. Simulation results are given in Section VI and the conclusions are provided in Section VII.
B. ABBREVIATIONS AND ACRONYMS
Vectors and matrices are denoted by lower-case bold-face and upper-case bold-face letters respectively. Frequency domain variables are denoted by sans-serif typeface (e.g. h h h, H H H), while time domain variables are denoted by serif typeface (e.g. h, H). Moreover, (.) T , (.) H , (.) * , (.) −1 , (.) † denote the transpose, Hermitian transpose, complex conjugate, inverse and pseudo inverse, respectively. The expectation operator is denoted by E[·] and the Frobenius norm of a matrix is denoted by · F . The circularly symmetric complex Gaussian vector with covariance matrix I K is denoted CN (0, I K ), where I K is the K × K identity matrix. C N ×M denotes the set of complex valued N × M matrices. Finally, is used for definitions.
II. SYSTEM MODEL
In this paper, we consider a massive MIMO system in which a BS with M antennas serves K single-antenna users, in both uplink and downlink. The system bandwidth is B, which is uniformly allocated to N subcarriers. The system operates according to a TDD protocol in which each frame consists of an uplink part followed by a downlink part. These parts consist of N ul and N dl OFDM symbols, respectively, as illustrated in Fig. 2 . The total length of one frame is N B = N ul + N dl OFDM symbols. 
A. CHANNEL MODEL
While most prior work on massive MIMO assumes block fading channels, in this paper, we consider the more realistic case of channels that change between every OFDM symbol. We consider time-varying L-tap channels that are assumed to be reciprocal, i.e., the channel impulse response g ul mk [ , n] from user k to BS antenna m during the n-th OFDM symbol equals the impulse response g dl mk [ , n] from BS antenna m to user k at -th channel tap. The same notation is therefore used for both the uplink and downlink channels:
We distinguish between the small-scale fading and the largescale fading by factorizing the impulse response into two parts:
Without loss of generality, we can include the channel gain β k in power P k and set large-scale fading coefficient β k = 1 in the rest of this paper. The small-scale VOLUME 7, 2019 fading is normalized such that
We model the time variations of the channel by letting h mk [ , n] be a zero-mean Gaussian random process with respect to n. We assume that the channel taps are stationary with respect to time and uncorrelated with respect to lag time, thus the statistical properties of the channel can be described as (4) where the Kronecker delta function satisfies δ[ ] = 1 for = 0 and δ[ ] = 0 otherwise. It is assumed that the timedependent auto-correlation function of the channel impulse response R k [ , n] is the same for all antennas and the channel is uncorrelated between users and between antennas, i.e.,
Note that the power delay profile of the channel is given by
We assume that the power delay profile has a finite support of width L, more precisely:
Generally, the power delay profile has infinite support, but the channel can be described with arbitrary precision with a finite but large enough L. Because of (3), we have that
The frequency response of the channel of the ν-th subcarrier is denoted as
Note that h mk [ν, n] ∼ CN (0, 1) and assume that h mk [ν, n] is a wide sense stationary process both in frequency ν and time n, we define
We further assume that the number of subcarriers is larger than the number of non-zero channel taps N > L. The timefrequency correlation function is then periodic in ν with period 1 and given by
The methodology proposed in this paper can be applied along with any spectrum that satisfies the aforementioned assumptions. In the numerical part, we consider the rectangular spectrum [27] shown in Fig. 3 that measures a situation with a uniform and isotropic scattering medium, which is a kind of worse-case situation without any spatial structure to utilize for improved prediction. The Doppler spectrum is
where θ max is the maximum normalized Doppler shift. See Fig. 3 .
III. ESTIMATION AND EXTRAPOLATION OF CHANNELS
In the uplink, the users transmit pilots simultaneously that are used at the BS to estimate the channel coefficients. The OFDM symbol indices in time domain at which pilots are sent are expressed as n i (i = 1, . . . , τ ). Since the channels change gradually between every OFDM symbol, we assume that the number of OFDM symbols that contain pilots is at least one, i.e. τ ≥ 1, in order to track the changes and have better estimation performance. At OFDM symbol n i , the pilots in frequency domain are transmitted on N p subcarriers, with N p ≥ KL to uniquely estimate all the channel coefficients. The channel estimates obtained during the uplink is then used to precode the data in the downlink. Since no new information about the channel is obtained during the downlink, the channel estimates become gradually outdated as the OFDM symbol index increases. Fortunately, the channel statistics (e.g., Doppler spectrum) can be used to predict the channel. In this section, channel extrapolation is introduced to reduce the influence of channel aging.
A. CHANNEL ESTIMATION
Let the channel taps from user k to antenna m at an arbitrary ofdm symbol n i that contains pilots be gathered in a vector
Further, let the pilot sequence transmitted for k-th user be expressed in frequency domain as
where ν i denotes the subcarrier for i-th pilot. The pilot sequences are spanning N p subcarriers and created to be orthogonal between users, i.e.,
The signal received by the m-th antenna of the bs in the frequency domain is
where P k is the transmit power per subcarrier of user k and
Fourier transform matrix and its elements are given as
The vector z m [n i ] ∼ CN (0, σ 2 I N p ) denotes the noise at the m-th antenna. According to (14) and (16), it holds that
The least-square estimate of h mk [n i ] can then be obtained aš
The normalized variance of the least-square estimate is given by
The zero-mean estimation error is uncorrelated to the channel
To be mentioned, channel estimates in (18) are calculated only if user k transmits pilots at symbol n i . We let the channel estimates between m-th antenna and k-th user at symbols for pilots be grouped together in a vectoř
. . .
An MMSE estimate [8, Lemma B.19 ] of all the channel coefficients in the uplink is obtained bŷ
where C hȟ ∈ C N ul ×τ is the cross-correlation matrix between the channel and the raw estimates and Cȟ ∈ C τ ×τ is the autocorrelation matrix of the raw estimates. The (i, j)-th element of these matrices is given by
for = 0, . . . , L − 1. We assume that the channel statistics including the average signal-to-noise ratio (SNR) are known by the BS 1 , so the BS can calculate (24) and (25) easily. Let
where the variances of the MMSE estimates are given by the diagonal elements. The variance normalized by the power delay profile is defined as
and the variance of the MMSE estimate is given by 
where E hĥ ∈ C N dl ×τ is the cross-correlation matrix between the channel and the estimates and Eĥ ∈ C τ ×τ is the autocorrelation matrix of the uplink estimates. The (i, j)-th element of these matrices are given by
1 To estimate the average SNR, the BS can take samples of the received signal and the noise. A relatively small number of samples is sufficient to get a good estimate of a scalar and the estimate can then be used for a long time since the average SNR is a deterministic number. That is why we can assume the SNR to be known without loss of generality.
C. PRECODING MATRICES
The purpose of the channel prediction is to select appropriate precoding matrices in the downlink, which can deliver array gain and suppress of inter-user interference even as the channels are changing. The frequency response of the channel estimates at the ν-th subcarrier at time n is obtained bŷ
with zero mean and variance
In this paper, we adopt the RZF precoder as it is an efficient way to combat interference and noise in massive MIMO systems [8] and can achieve near-sum-capacity performance [28] . Define the channel estimation matrix at subcarrier ν and OFDM symbol n asĤ[ν, n] ∈ C M ×K . The elements of this matrix are then given as
Hence, the RZF precoding matrixŴ[ν, n] at the n-th OFDM symbol and on the ν-th subcarrier can be directly computed asŴ
where η ≥ 0 is the regularization parameter [29] and the normalization parameter
Most previous studies on massive MIMO consider blockfading channels where the channels are static during the downlink and, hence, only one RZF matrix needs to be computed. However, in practice, the channels evolve over time, which makes it desirable to adapt the precoding matrix accordingly. If (37) is used to compute the RZF matrix based on the MMSE predictor for channel, the total computational complexity for computing the Gram matrix and the channel inverse will be high, because a new RZF matrix is needed at every ofdm symbol and subcarrier. However, since the channels vary in a continuous manner from symbol to symbol, the computational complexity can be reduced by extrapolation of the inverse matrix in (37). Such extrapolation will be presented in following section.
IV. EXTRAPOLATION OF THE GRAM MATRIX INVERSE
An essential part of the RZF matrix expression in (37) is the matrixÛ
which is the inverse of a Gram matrix. In this section, we analyze how to extrapolate this matrix to predict how the RZF matrix should evolve over time. To this end, we derive the autocorrelation of the inverse of the Gram matrix using the NS expansion. An LMMSE predictor is then formulated using the autocorrelation. As a result, we can extrapolate the RZF matrix in the downlink by multiplying the predicted Gram matrix inverse with a prediction ofĤ[ν, n].
A. AUTOCORRELATION
To simplify the derivation of the autocorrelation, we first define
and the
The inverse in (39) can then be expressed aŝ
and it satisfies the following basic properties.
Lemma 1:
The elements of A[ν, n] satisfy
where
are computed according to (11) . Proof: The derivation is given in Appendix A. From (46), we obtain the following results (Proposition 1 and Proposition 2) for the derivation of autocorrelation function.
Proposition 1:
The next proposition shows how the matrix inverse in (42) can be computed using an NS expansion.
Proposition 2: The inverse in (42) can be expanded as
when M → ∞. Proof: The derivation is given in Appendix B. We can use this result to obtain an expression for its autocorrelation function.
The autocorrelation function can be expressed as
and
Proof: The derivation is given in Appendix C.
The derivation of correlation function 
Corollary 2: Let Sû kk (θ ) denote the Doppler spectrum of u kk [ν, n] . The spectrum is band-limited, i.e. Sû kk (θ) = 0, θ / ∈ {−θû max , θû max }, if we ignore the ordo terms that vanish asymptotically, where θû max is the normalized maximum Doppler shift ofû kk [ν, n] .
Proof: The Doppler spectrum ofû kk [ν, n] is composed of the spectrum of (a kk [ν, n]) i over symbol n and an ordo function as in (80). In this paper, we assume an rectangular spectrum of channel in Fig. 3 . According to (40), the spectrum of (a kk [ν, n]) i is band-limited. The spectrum ofû kk [ν, n] is band-limited if weignore the ordo function. To fully explain the structure of Sû kk (θ ), we also derive its expression based on the correlation function in (51) in Appendix D.
B. INVERSE EXTRAPOLATION
In this subsection, we propose an LMMSE predictor for the Gram matrix inverse. To obtain low computational complexity, we exploit the result from Corollary 2, which says thatû kk [ν, n] has an approximately band-limited spectrum, to achieve a low-complexity approximation. We first consider u kk [ν, n] , which denotes the (k, k )-th element ofÛ[ν, n] at the ν-th subcarrier, and define the vector
where n u i ∈ {n u 1 , . . . , n u τ u } denotes the OFDM symbols from the uplink that will be used in the extrapolation and τ u is the total number of symbols that are being used. The Gram matrix inverse can be estimated fromû kk [ν] using the LMMSE predictor as
where the correlation matrix Q uû [ν] ∈ C N B ×τ u and autocorrelation matrix Qû[ν] ∈ C τ u ×τ u are given by
for ν = 0, . . . , N . A closed-form approximation of (54) and (55) are obtained by (51) and (49) by ignoring the ordo term.
C. PRECODING MATRICES
According to formulated predictor in (53) with a closed-form approximation of correlation and autocorrelation function, we calculate the inverse of the Gram matrix
whereũ kk [ν, n] is calculated by (53). The extrapolation of the RZF precoding matrixW[ν, n] at n-th OFDM symbol and ν-th subcarrier can then be directly computed as
where the normalization parameter is
.
The calculation of downlink channel matrixĤ[ν, n] follows the same steps as the calculation of the MMSE predictor in (29) does. The benefit of this precoding extrapolation is that we extrapolate the matrix and the inverse Gram matrix separately and multiply them together, instead of having to extrapolate the channel and then compute a new inverse Gram matrix at each OFDM symbol. The new approach will reduce the computational complexity, as will be explained in the next section. 
V. CHANNEL EXTRAPOLATION AND INVERSE EXTRAPOLATION
In this section, we analyze the performance of the proposed precoding extrapolation methods, both in terms of downlink achievable rates and computational complexity. The rates are studied numerically in the next section, while the closedform complexity analysis will demonstrate the complexity reduction that is achieved by the new precoding extrapolation. The proposed algorithm for precoding extrapolation, where the channel and the inverse of the Gram matrix are extrapolated separately, is detailed in Algorithm 1. As a comparison, the standard method for channel extrapolation followed by recomputing the RZF matrix from scratch is described in Algorithm 2.
A. DOWNLINK ACHIEVABLE RATE
The downlink achievable rate expression for an arbitrary choice of precoding, which includes the proposed extrapolation of RZF, will now be introduced. The signal x[ν, n] transmitted at ν-th subcarrier and n-th ofdm symbol is expressed as 
where p d denotes the transmission power and z d [ν, n] ∼ CN (0, I K ) is the receiver noise. As a result, the received signal of k-th user is
and W[ν, n] respectively. Using the standard capacity lower bound from the massive MIMO literature [30] , the average achievable rate (bits per channel use (bpcu)) for user k at the n-th ofdm symbol for transmitting data is calculated by
To see how the achievable rate evolves over time, we average the rate over N subcarriers in (62). In all of the expressions, the arbitrary precoding vector w i [ν, n] could be selected as
B. COMPLEXITY ANALYSIS
We will now quantify the computational complexity of Algorithms 1 and 2 in terms of the number of complex multiplications, which is the dominant source of complexity. According to [8, Appendix B.1.1], the inverse of a Gram matrix in (39) with LDL decomposition needs
multiplications and K divisions. The computational complexity for the matrixmatrix multiplication AB is N 1 N 2 N 3 when A ∈ C N 1 ×N 2 and B ∈ C N 2 ×N 3 . Considering that
it would cost MK 2 + MK multiplications if we calculate x[ν, n] from left to right (ignoring the scalarα that can be included into q[ν, n] when this vector is created), while the cost can be reduced to K 2 + MK if we first multiply last two itemsŨ[ν, n]q [ν, n] . As a result, we will adopt the latter way to reduce the computational complexity. The computational complexity in this paper is calculated for the x[ν, n] in one channel block at all the subcarriers. When comparing Algorithms 1 and 2, the main difference is the way to calculate the Gram matrix inverse. The computational costs of the Gram matrix inverse are summarized in Table 1 , where the complexity of Gram matrix multiplication (MK 2 ) and matrix inversion (
) in Algorithm 1 scale by a factor of N τ u , while by a factor of NN B in Algorithm 2. Consider that τ u denotes the number of symbols for pilots used in the inverse extrapolation in (52), which is much smaller than the length of one channel block N B . Computational complexity can hence be reduced significantly.
When computingĤ[ν, n] and the RZF normalization parameter, both of the above two algorithms adopt the same method. Since the normalization parameter is adopted by the long term power constraint, its computational cost can be omitted [10] . To calculate matrixĤ[ν, n], we need to perform MMSE estimation (prediction) of channel taps and fast Fourier transform (FFT) to get the frequency response of channel estimates. The total computational complexity of the above two operations is
where the complexity of an N -point FFT with N − L (L = 10 in our simulation) zero padding is 2N . In this section, we have demonstrated that the proposed inverse extrapolation can significantly reduce computational complexity of extrapolating the RZF matrix. The remaining question is to what extend the lower complexity is coupled with a lower rate. In the next section, we will present numerical results that compare the rates obtained using Algorithms 1 and 2.
VI. SIMULATION
In this section, we provide numerical results that demonstrate the performance (achievable rate and computational complexity) of the proposed inverse extrapolation algorithm. The achievable rate is considered since massive MIMO-OFDM systems are designed for transmitting large data blocks, for which state-of-the-art channel coding enables operation close to the Shannon limits [4] . In addition to the achievable rate, the bit error rate (BER) is also an important performance metric, but primarily for very short packages. The proposed method can also improve the BER, but that is not shown in the section.
We will consider the following cases in the simulations: 1) Algorithm 1: Inverse extrapolation proposed in this paper; 2) Algorithm 2: Channel extrapolation as the performance baseline of this paper, processing Wiener channel prediction and computing ZF (RZF) matrix by definition in (37) [ ∀k, k , and calculating RZF coefficients by (57); 4) No prediction: Computing the RZF matrix based on the channel estimate from the last uplink symbol and then utilizing it the entire downlink. To give insights into the properties of the proposed inverse extrapolation algorithm, we also investigate several VOLUME 7, 2019 factors that may influence the performance, e.g., the uplink OFDM symbol indices used for prediction (i.e., n i and n u i ), the number of antennas M , SNR, Doppler spread, etc.
The system bandwidth B = 20 MHz and the normalized maximum Doppler shift is
where the number of subcarriers is N = 1000. The regularization parameter η in the RZF matrix in (37) is selected in the classical way as the inverse of the per-user SNR [28] . In order to be inside of the main lobe of channel autocorrelation function, the number of DL OFDM symbols for numerical results N dl = 1 2θ max , where . is the floor function. Additional system parameters and their values are provided in Table 2 . A. PILOT ALLOCATION Fig. 4 plots the downlink achievable rate of the proposed channel extrapolation algorithm (Algorithm 2) with different uplink pilot allocation methods to see how it influenceŝ H[ν, n]. The uplink consists of 8 ofdm symbols and we first assume that 4 of them contain pilots. These pilots can be allocated in different ways and we compare I 1 = {2, 4, 6, 8}, 91114 VOLUME 7, 2019 I 2 = {5, 6, 7, 8}, and I 3 = {1, 2, 3, 4}. Fig. 4a shows that evenly distributing the pilots as in I 1 performs the best since it gives deeper insights into the channel dynamics than when the pilots are only in the beginning or end of the uplink.
Assuming now that the pilots are equally spaced in the uplink, Fig. 4b depicts the influence of number of pilots. We notice that placing pilots on 4 OFDM symbols lead to similar performance as when having pilots on all 8 OFDM symbols, while there is a noticeable loss from having pilots on only 2 OFDM symbols. Hence, a good balance between pilot overhead and performance is obtained by sending pilots on 4 OFDM symbols. In the rest of this paper, we will therefore allocate pilots according to I 1 . When M decreases to 30 in Fig. 5d , Algorithm 1 performs much worse than the channel inversion (Algorithm 2). This is because the large-M approximations that are made by neglecting ordo-terms are not accurate in this case. This reinforces the point that Algorithm 1 obtains its low complexity by utilizing properties that are unique to massive mimo. Based on the observation of four subfigures in Fig. 5 , we suggest that Algorithm 1 can be used to achieve basically same performance as Algorithm 2 with not less than 90 antennas, but with significantly reduced complexity.
B. NUMBER OF ANTENNAS M

C. SNR AND NORMALIZED DOPPLER SPREAD θ max
The previous figures demonstrate that the prediction accuracy is reduced for each downlink OFDM symbol, as the downlink CSI is calculated by the MMSE predictor based on the uplink estimates in (29) . When channel varies from symbol to symbol in time domain, the prediction accuracy will decrease continuously. Hence, the length of the downlink block is an important design parameter; a short block means higher SINRs but we will have to send uplink pilots more frequently so the pilot overhead is high, while a long block means lower SINRs but uplink pilots are sent less frequently. Fig. 6 plots the average achievable rate for different values of the SNR and θ max . The average rate is expressed by
where R k [n] is the downlink achievable rate of user k at the n-th OFDM symbol. Note that the summation contains unimodal shape, where they first increase with d i and then start decreasing. The largest value of N B gives the optimal length of a TDD block. With certain number of uplink pilots, both Algorithm 1 and Algorithm 3 perform very close to the channel extrapolation (Algorithm 2), while all of them perform much better than no prediction. For SNR= −5 dB, the prediction algorithms have their optimum at N B = 23 instead of N B = 19, which demonstrates that the predication algorithms can extend the length of the downlink block. When the SNR increases to 0 dB in Fig. 6b , the improvement is more significant. If we increase the Doppler spread to θ max = 0.03, as in Fig. 6c , the optimal length of the downlink block decreases, but the prediction algorithms can still provide significant rate improvements over the case of no prediction. 
VII. CONCLUSION
The channels in massive MIMO-OFDM systems change over time, gradually from an OFDM symbol to the next. In this paper, we have shown that the large number of antennas in massive MIMO offers the opportunity for accurate and low-complexity prediction of the channel variations. The computational complexity for RZF precoder, particularly the channel inversion, is rather high by itself and the complexity becomes even more of an issue when channel variations are tracked and a new RZF matrix needs to be computed on every subcarrier and at every OFDM symbol time. Instead of predicting the channel matrix variations and then recomputing the RZF matrix, including computing new matrix inverses, we have proposed to predict the variations in the matrix inverse directly. We have demonstrated that this approach can vastly reduce the computational complexity, while retaining the same performance when a large number of antennas is used. Thanks to the good prediction performance, the proposed algorithm extends the optimal length of the downlink block as compared to the case of no channel prediction. This is important since future networks are expected to carry more data in the downlink than in the uplink. When the SNR increases from −5 dB to 0 dB, the advantage is more significant, while the optimal downlink length for reliable prediction decreases with increased Doppler spread (faster channel variation).
The prediction results for the channel models considered in this paper should not be taken as full evidence for high predictability of real radio channels. The channel taps are not perfectly bandlimited in practice [15] and wide sense stationarity is a theoretical simplification. It seems that channels in practice can not be predicted longer than a fraction of a wavelength. However, by adopting spatial filtering, the channel spectrum can be separated into several specular components. That may help to extend the prediction length. These aspects are important future work.
APPENDIX A PROOF OF LEMMA 1
By the definition of a kk [ν, n] in (43) and using the variance notation in (35), we obtain
Similarly, we can utilize the fact that channel coefficients have zero mean and are independent between different users to obtain
where (70) follows from [31] and (72) utilizes the fact that
APPENDIX B PROOF OF PROPOSITION 2
We want to utilize the NS expansion
which holds if the sum on the right-hand side converges, i.e. if the magnitude of all eigenvalues of the Hermitian matrix M ∈ C K ×K are strictly smaller than one [32] . Suppose M is realization of a random variable. According to the Markov's inequality in [24] Pr M 2 
Since c k [n] is a constant according to (28) , then
which proves the convergence condition.
APPENDIX C PROOF OF COROLLARY 1
According to the expansion in (47), the inverse in the RZF matrix can be expressed aŝ
The (k, k )-th element ofÛ[ν, n] iŝ 
This is the final expression provided in (49).
APPENDIX D DERIVATION OF Sû KK (θ )
According to the definition, the Doppler spectrum Sû kk (θ) for u kk [ν, n] can be derived as (86) and (87), as shown at the top of this page. 
