This paper attempts to attribute the forecasting power of international portfolio flows for local equity market returns to either better information about fundamentals or price pressure. Price pressure is a potential explanation of the observed forecasting power because flows have positive contemporaneous price impact effects and are strongly positively autocorrelated. We find evidence that observed forecasting power is due predominately to information and only slightly due to price pressure in the foreign market. We control for country fundamentals by using closed-end fund prices, as traded in New York. Interestingly, the flows into the closed-end funds themselves (rather than the cross-border flows into the underlying NAVs) seem to forecast more negative returns in closed-end fund prices than in country NAVs. So while there is no apparent information in closed-end fund flows, there is some evidence that price pressure is present in closed-end fund prices.
I. Introduction
A number of previous studies have found that international investor's transactions matter for local countries' equity prices. Tesar and Werner (1994, 1995) and Brennan and Cao (1997) found that over relatively low frequencies (e.g., quarterly or monthly) international prices tend to rise when international investors purchase -i.e., when domestics sell -local equities. Of course, such low frequency correlations are not enough to establish whether the correlated price changes lead or lag portfolio flows. Higher frequency data is needed to analyze the interaction between flows and returns. Such data have been used by Choe , Kho and Stulz (1999) and Froot, O'Connell and Seasholes (2001) in the international context. In domestic settings, Goetzmann, Massa and Rouwenhorst (1999) look at flow data in the U.S., and Grinblatt and Keloharju (2000) analyze flows in Finland. FOS employ data on international investor flows across a wide number of countries, and find evidence that suggests at least a portion of the price increase occurs subsequent to internationals' purchases. The portfolio flows of international investors predict domestic-market equity returns. However, the interpretation of this "anticipation effect" is unclear. Indeed, there are two very different interpretations, and these have different implications for the ultimate performance of these transactions.
Under the first interpretation, international investors are better informed about a country's prospects than the domestics with whom they trade. As a result, they are buyers before a widely perceived improvement in fundamentals takes place. Either they are forecasting a change in fundamentals, or they perceive a change in fundamentals before domestics. While readily understandable, this view is opposite to the prevailing wisdom that international investors stand at an informational disadvantage relative to domestics (see for example Brennan and Cao, 1997) . A recent study by Seasholes (2000) provides evidence in support of this view using earnings announcements of local-market firms. He finds that international investors tend to be buyers (sellers) in advance of what turn out to be good (bad) earnings surprises. Indeed, Seasholes finds that profits seem to be strongest in large firms, and it is large firms that appear to be most highly concentrated in international portfolios (see Kang and Stulz (1997) for evidence pertaining to Japan). So international investors may have an informational advantage in the equities of the larger, more publicly recognized local firms.
The second interpretation of the anticipation effect is that follow-on returns are attributable to price pressure. International investors therefore have no special knowledge of country fundamentals. The story here is that investors' purchases are positively autocorrelated at high frequencies. Such positive autocorrelation arises naturally in models in which investors are informed, or think they are informed, and are able to hide their orders among liquidity or other random trades (e.g., Kyle, 1985) . It also arises in models in which some group of investors displays positive feedback trading or a preference for winners (e.g., Frankel and Froot, 1987 , DeLong, Summers, Shleifer, and Waldmann, 1990 , Hong and Stein, 1999 , and Barberis and Shleifer, 2000 . In these models, the autocorrelation of investor trades generates predictability in prices, even if those trades are unrelated to fundamentals, and even if there are rational traders in the model. Thus, under the price pressure interpretation, current purchases by international investors forecast additional future international demand, but not an improvement in fundamentals. The implication is that the observed anticipation effect is relatively shortlived. Given the relatively long slow decay of portfolio flow autocorrelations, it appears that the longer-term price decay cannot be detected in the short time series samples that are currently available. This paper proposes tests to distinguish these two interpretations in a data set that clearly generates anticipation effects. Whereas prior work has shown that daily cross-border flows predict returns of equity markets over treasury bills, in this paper we ask whether the same information predicts returns over and above a measure of value that is stripped of the price pressures potentially associated with the local market shares. We remove price pressure effects by comparing returns on the local market with the returns on the associated country's NYSE closed-end country fund. Given that we can control for the institutional flows into the closedend funds themselves, we can detect the extent to which country inflows predict country returns in excess of closed-end fund returns.
Essentially, our argument is that under the price pressure hypothesis, a shock to the flows of international investors into local stock markets should, all else equal, increase the closed-end fund discount, i.e., the percentage by which local net asset values exceed the price of the fund traded on the NYSE. Since we are controlling for the price of the fund on the NYSE and the flows into the closed-end fund, prices in the underlying local equity market should be responsive to inflows under the price pressure hypothesis.
Alternatively, under the information interpretation, foreign investors have better information about the future value of the underlying stocks. In this case, a shock to net inflows into the local equity market should be associated with an increase in the value both of the local equities and the price of the closed-end fund. Note that this is a strong interpretation of the information hypothesis. Under it, flows do not move prices at all; they simply signal information about underlying value.
Of course, we do make several important assumptions in drawing such a sharp distinction based on the outcome of our tests. First, we assume that closed-end fund discounts strip out long run fundamentals that are common to both NAVs and prices. Our tests do allow closedend fund prices to move as a result of fads or price pressure. However, we need to assume that we have controlled for any price components that are correlated with cross-border flows. We do this by conditioning on both retail and institutional flows into and out of the closed-end funds. To see this, suppose that we find cross-border flows forecast both NAVs and prices. We want to be sure that this doesn't occur because the flows are simply forecasting positive future sentiment that extends to both NAVs and prices. To eliminate this possibility, we condition our vector autoregressions on flows (either institutional or retail) into the closed-end fund.
To preview our results, we find that cross-border inflows into foreign countries do indeed forecast positively changes in both NAVs and prices. They do so to the same extent, so that cross-border flows have no discernable impact on closed-end fund discounts. This is broadly consistent with the information story. Of course, it could also be consistent with the price pressure story, if cross-border flows were correlated with shocks to future sentiment in prices. However, when we control for flows into the closed-end funds themselves, we find no diminution of the results. Indeed, flows into closed-end funds seem to be unrelated to crossborder flows and to future changes in NAVs and prices. Thus, the evidence points strongly in favor of the information hypothesis. The results provide little other explanation of the positive forecasts of closed-end prices generated by cross-border flows.
The rest of the paper is structured as follows. Section II describes the data. Section III lays out the econometric tests, and section IV presents the results. Section V concludes and summarizes our findings.
II. Data a. Portfolio Flow Data
Our cross-border portfolio flow data come from State Street Bank and Trust. SSB is the largest U.S. master trust bank, the largest U.S. mutual fund custodian, with nearly 40% of the industry's funds under custody, and one of the world's largest global custodians. It has approximately $7 trillion of assets under custody. SSB records all transactions in these assets, including cash, underlying securities, and derivatives wherever they are held.
From this database, we distinguish cross-border equity transactions by observing the currency in which equity transactions are settled. For example, equity transactions that settle in Thai baht are defined to encompass purchases and sales of Thai equities. To produce our data, SSB has extracted all transactions in its universe of transactions that settle in baht, and removed from them any transactions initiated by Thai investors. Our measure of cross-border flows is therefore that of transactions by non-local SSB clients in local equity securities.
These flow data appear to be representative of total cross-border flows country by country, in that they are highly correlated with total foreign net equity inflows in those countries where such measures are available. However, for the purposes of this paper, we prefer to interpret the SSB flows as representing the demands of institutional investors, rather than as a proxy for total foreign demand for a country's shares. Institutions (pensions, mutual funds and endowments) comprise the vast majority of SSB custodial clients. For a more complete description of the properties of the data, see Froot, O'Connell, and Seasholes (2001) .
The data allow us to identify cross-border flows for the 25 countries (of which 8 are developed countries, and 17 are emerging markets) for which we have weekly closed-end country fund data.
1 Our sample period is August 1, 1994 through December 24, 1998, the period during which the State Street data are available.
We use net flows into each country, computed as the difference between gross purchases and sales on a weekly basis. To scale the flows, denoted by f i,t , we divide by local market capitalization, m i,t , so scaled flows are denoted by
To measure equity-market capitalization, we use MSCI indexes for all countries (except Zimbabwe, for which we employ a broad market index). Daily currency prices against the U.S. dollar use WM/Reuters rates from Datastream.
b. Country Closed-End Fund Data
We have collected data on 39 closed-end country funds, encompassing 25 countries. The data come from CDA Wiesenberger's Closed-End Fund database. We selected only those funds that trade on the NYSE and/or AMEX. The database is not subject to survivorship bias, since it includes funds that did not survive. In any case, during our sample period, no fund related to our 25 countries failed or closed. (One fund, the Fidelity Advisor Korea Fund, began endOctober, 1994, and data for that fund is available beginning November 4, 1994 -so there could be "birth bias" in this sample, if such a start is unusual.) Discounts for each fund are computed as the natural logarithm of the fund's net asset value (NAV) divided by its price, 1 A complete list of the funds from Developed and Emerging markets is in the Appendix.
Since there are 39 funds, and 230 weeks during our sample period, this makes a total of 8957 fund-weeks (the Fidelity Advisor Korea Fund has a later start date than the other funds). Of these, we have 8955 fund-weeks of data and 2 missing observations from the CDA Wiesenberger database. These missing data points correspond to the ROC Taiwan Fund's NAV's for the last week in January 1998, and the first week in February 1998. The average discount over all fund weeks is 7.01%, and the standard deviation of the discount over fund weeks is 17.08.
c. TAQ Flows Data
In addition to the cross-border flows into the assets that comprise the funds' NAVs, we also control for institutional flows into the fund shares themselves. Since all of our funds are traded on the NYSE and AMEX, we can use the Transactions and Quotes (TAQ) database to construct a measure of institutional flows. The TAQ data is trade-by-trade data which records transactions prices and quantities, but does not classify a given transaction as either a "buy" or a "sell."
To classify the direction of flow, we use a matching algorithm suggested by Lee and Ready [1991] . This algorithm looks at the price relative to lagged quotes to determine whether a transaction is a buy or sell. The analysis in Lee and Radhakrishna [2000] evaluates the effectiveness of the Lee and Ready matching algorithm. They find that, after removing trades with potentially ambiguous classifications (such as trades that are batched or split up during execution), the buy/sell classification algorithm is 93% effective. In particular, they find that the accuracy is highest (at 98%) when trade-to-quote matching (rather trade-to-trade matching) can be accomplished, lower (at 76%) for those trades that have to be classified using a tick test, and lowest (at 60%) for those trades classified using a zero-tick test. We eliminate this last source of variability in our data by deleting those trades for which a zero-tick test is required. As an example, use of this trade-to-quote matching algorithm allows us to classify 87% of the total trades in the Argentina Fund into buys or sells.
After classifying trades on the basis of direction, we try to separate trades generated by institutions versus individuals. To identify institutional trades, we impose a minimum dollar value transaction size to be more likely to capture trades involving institutional investors. Lee and Radhakrishna find that a cut-off value of $20,000 for small stocks is most effective in capturing institutional investor flow, as 84% of individual investor trades are found to be below this dollar value, and 67% of institutional investor trades are found to be greater than $10,000 in magnitude. We therefore use $20,000 as the minimum dollar value transaction size for institutional trades.
To identify individual retail trades, we again refer to Lee and Radhakrishna. They find that a maximum trade size of $2,500 is most effective in capturing individual investor flow, and we use this figure as the maximum dollar value transaction size, in order to represent individual investor flow. In the tests below, we are agnostic about whether institutional or individual demand is the important control. We try both in all cases.
Finally, it is useful to normalize the TAQ flows so that they are comparable with each other in a cross-sectional sense, and with the SSB flows across data sets. To do this, we first normalize TAQ flows into a given fund by dividing by fund market capitalization. The flows are then cumulated to form weekly observations. To make the TAQ and SSB flows comparable across funds, we further normalize the TAQ flows by multiplying them by the relative standard deviations of the flows on a fund-by-fund basis,
As can be seen from Tables 1a and 1b, the variability of the TAQ flows as a percentage of market capitalization, is much greater than that for the SSB flows. This may reflect the fact that we observe essentially all institutional turnover in the closed-end funds, whereas we see only a fraction of institutional turnover in local countries using the SSB flow data.
Table 1a Descriptive Statistics for Countries
This table presents descriptive statistics at the country level. The sample consists of cross-border equity flows and closed-end country fund NAV's and prices for 39 NYSE and AMEX traded funds from 25 countries from August 1, 1994 to December 24, 1998. The cross-border flow data are derived from proprietary data provided by State Street Bank & Trust (SSB). The first two data columns report the mean and standard deviation of the net amount traded each week divided by the previous week's country MSCI market capitalization, which we report in basis points. The third and fourth data columns report means (µ ) and standard deviations (σ ) of weighted closed-end fund discounts = ln(NAV/price) (denoted D), expressed as percentages, for all the funds pertaining to a country. The weights are derived from the market capitalizations of the funds as reported in CRSP. Columns five and six and seven report the correlations (ρ ), in percentage terms, between the SSB net weekly inflow (denoted F), the weighted change in the ln(NAV) (denoted N ∆ ), the weighted change in the ln(price) (denoted P ∆ ) of all the funds in each country, and the weighted net weekly TAQ Flows (denoted T) into all the funds in each country respectively. December 24, 1998 . The flow data are derived from the TAQ database (TAQ), which reports all trades and quotes in each individual stock. The first two data columns report the mean and standard deviation of the net amount traded each week divided by the previous week's fund market capitalization (from CRSP), which is reported in basis points. The third and fourth data columns report means (µ ) and standard deviations (σ ) of weighted discount = ln(NAV/price) (denoted D), expressed as percentages, for all the funds pertaining to a country. The weights are derived from the market capitalization of the funds. Columns five and six report the correlations (ρ ), in percent, between the TAQ net weekly inflow (denoted T), the change in ln(NAV) (denoted N ∆ ) and the change in ln(price) (denoted P ∆ ) of all the funds in each country, respectively. 
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III. Econometric Models and Tests
In order to analyze questions about price pressure and information, we use a vector error correction model (VECM), along the lines suggested by Engle and Granger (1987) . The reasoning is as follows. First, we wish to allow for the possibility that both cross-border flows and TAQ institutional flows are endogenous, as they are likely to be functions of one another and of prices. This is consistent with a VAR or VECM system.
Second, a normal vector autoregression of prices, NAVs, and flows is not appropriate, given that prices and NAVs on a given fund are linked. While, it is natural to think of both the prices and NAVs of closed-end funds as being nonstationary -over long periods the standard deviation of outcomes increases with time -the deviation between prices and NAVs (i.e., the closed-end fund discount) is stationary over long periods. Given the stationarity of the closed-end fund discount, we need to keep track of it in our VAR, since expected future changes in prices and flows may be importantly affected by the current size of the discount. And clearly, the size of the discount will be correlated with past changes in prices and NAVs.
Our particular VECM setup relies on a system of four endogenous variables: log changes in fund NAVs (∆N), log changes in fund prices (∆P), SSB flows (F), and fund flows (T). Note that for fund flows, we use either our definition of institutional or individual TAQ trades to ensure that we have controlled for sentiment and price pressure shifts in closed-end fund shares. In most of the tests, we have reduced the number of endogenous variables to three, replacing log changes in NAVs and prices with the difference between them, the log change in the discount (∆D = ∆N -∆P). We interpret the discount as the deviation from fundamentals, the variable affected by flows under the price pressure hypothesis, but not under the information hypothesis.
In some instances, however, we gain by reverting back to all four endogenous variables. That is because, by inspecting changes in NAV and price separately, we can establish more about our ability to discern small changes in the discount. However, for most other purposes, the dynamics of the discount (and not its components) in interaction with the flows are what we care about. So a three-variable system serves as our main workhorse.
is a 3x(3p) matrix of coefficients, where L is the lag operator, p is the maximum lag length, and x Γ is a 3x2 matrix of coefficients. The vector x is comprised of regressors that have been shown to be important in determining closed-end fund and related discounts. Specifically, we use contemporaneous US index returns. See Bodurtha, Kim, and Lee (1995) and Hardouvelis, LaPorta, and Wizman, (1994) for evidence on how discounts are positively correlated with local markets and negatively correlated with the US market. They are included under the hypothesis that index changes are exogenous components of discounts and flows into both countries and closed-end funds. However, such an exogeneity assumption is likely to be problematic, since flows into countries may simultaneously determine both NAVs and country-index returns. Thus, in some of the specifications below, we may omit the index returns from the specification.
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In our econometric specifications, we constrain the coefficient estimates to be the same for all funds in each of the regions for which we present results. We remove 'within' means before estimation, thus creating fund-specific fixed effects. Essentially, we run the VECM using OLS equation-by-equation for our unbalanced panels. We correct for the possibility of heteroskedasticity in each of the individual residuals by constructing a White estimator for the variance of our coefficient point estimates. We correct for correlation across funds and for own-autocorrelation of residuals.
We will be interested in investigating several aspects of the system above. First, we want to distinguish among several hypotheses concerning the trend-chasing behavior of portfolio flows. Previous work has found that flows exhibit trend chasing in that they respond positively to past flows over and above any persistence in flows. Thus, we can ask whether there is evidence of trend chasing when returns are measured as deviations from fundamentals. Such a measure would seem important for behavioral models of asset prices, such as Hong and Stein (2000) and Barberis and Shleifer (2000) , where trend-chasing demands play an important role in determining equilibrium prices. Empirical evidence in Froot, O'Connell, and Seasholes (2001) suggests that trend chasing in institutional flows is statistically significant, although economically small.
Note that trend chasing in cross-border flows can be interpreted in more than one way in the equations above. One interpretation is that, all else equal, a higher closed-end fund discount should be associated with greater future cross border inflows. (For the TAQ flows on the NYSE, trend chasing would imply that a higher discount should be associated with lower future TAQ inflows.) This interpretation is probably closest to that in Barberis and Shleifer (2000) , in so far as a higher discount implies that the price of equities in the foreign country is relatively high. In terms of the coefficients specified above, this would lead us to expect 0 > coefficients assume that current and recent lagged changes in NAVs and prices are held fixed, it picks up trend following only at low frequencies, i.e., in response to a change in the discount, but holding constant recent changes in NAVs and prices. What happens with a higher frequency increase in the discount? Clearly, to get the total effect of a recent change, we must sum the error-correction coefficient along with the lag coefficients. If, for example, we consider the total impact of an increase in the discount in the last week, the appropriate coefficient to apply is the sum of the coefficient on the discount plus that on the lagged change in the discount, ) 1 ( 
closed-end fund equation. If these sums are, respectively, positive and negative in the two equations, respectively, then there is evidence of trend following at shorter horizons. If, however, neither sum is of the correct sign, then it suggests that flows are trend-reversing, or "stabilizing." For example, if an increase in the discount leads to fewer cross-border inflows and greater closed-end fund inflows, then there is no trend chasing; the flows act as if to discipline discounts and help stabilize their values.
A second issue of interest, in addition to trend chasing, is the persistence of the two sources of flow into NAV and price.
3 Specifically, we can ask whether an inflow into the foreign equity market is persistent, and whether that persistence depends on flows into the closed-end fund shares as well as flows into the foreign equity market. If there is persistence and the fund and underlying assets act as complements in portfolios, then recent flows into either the local market or into the closed-end fund should forecast future flows into both. If there is persistence and the fund and underlying assets behave more as substitutes in investor portfolios, then an inflow into the local market should forecast both further inflows into the local market and outflows from the closed-end fund. This means that we are interested in the sign and significance of the coefficients
in the cross-border flow and closed-end fund flow equations above.
The third area of investigation concerns the source of forecasting power of flows for future returns. If flows forecast returns only because of future price impacts associated with expected follow-on flows, we say that price pressure -not information -is temporarily driving up prices. Under this scenario, we would expect cross-border inflows to forecast NAV changes and closed-end fund inflows to forecast fund price changes. Since we are holding constant the closed-end fund flows, we would not expect cross-border flows to forecast future closed-end fund price changes under the price pressure hypothesis. Similarly, we would expect closed-end fund inflows to forecast future returns in closed-end fund prices, but not returns in the underlying local markets. These statements imply that we interpret the price pressure hypothesis as saying
Under the information story, of course, cross-border flows forecast changes in fundamentals, and not simply further price pressure. As a result, we should see that these flows forecast changes in NAVs and closed-end fund prices equally well. Similarly, any forecasting power of closed-end fund flows for prices should also be reflected in forecasting power for NAVs. Thus, the null hypothesis -what we are calling the information hypothesis -implies that
In most instances, it is difficult to determine whether a failure to reject the null is attributable to low power or truth of the null hypothesis. Here, we have a secondary check available if it turns out that we cannot reject the null that
We can estimate what are essentially the components of
to see whether there is evidence that flows move the components of the discount equally, and thus do not move the discount itself. We do this by splitting the first equation, the change in the discount, D ∆ , into its constituents, changes in NAVs, N ∆ , and changes in closed-end fund prices, P ∆ . Specifically, the 4-equation VECM is:
is now a 4x(4p) matrix of coefficients, and x Γ is now a 4x1 matrix of coefficients. Everything else is the same as in the 3-equation system above.
Under the information hypothesis we have that
if there is information in the cross-border flows, and
if there is information in the closed-end fund flows. Thus, we can ask whether the data are able to detect evidence of own informativeness of flows before we take a failure to reject
as evidence of the information hypothesis.
One additional caveat should be added. To distinguish between the price pressure and information hypotheses, we need to assume that closed-end fund prices are a good controlup to their own price pressure effects -for the fundamental movements of NAVs. That is, our tests assume that the only things that drive both NAVs and prices are different sources of price pressure and one set of fundamentals. Since we are controlling separately for price pressure in NAVs and prices, and since NAVs and prices share the same underlying fundamentals, our tests are useful. However, if there are unobserved sources of closed-end fund price pressure that are correlated with cross-border flows, then closed-end fund prices may not be a good control of NAV fundamentals.
To take an example, suppose that in equilibrium closed-end fund prices are set mechanically with reference to NAVs. Sometimes this is attributable to a change in fundamentals, but sometimes it is attributable to a change in NAV price pressure, which is then transmitted to prices through a change in demand for closed-end funds. In this case, the NAV price pressure induced by cross-border flows appears in the closed-end fund price, although measured flows into or out of the closed-end fund do not occur. In this example, our VECM coefficients would show that cross-border flows predicted both future NAV and price changes, but did not predict changes in the closed-end fund discount. One would conclude that the results line up with the information story, but this would be incorrect, since we posited that price pressure was behind the change in NAV. While our tests are subject to this criticism, the 'mechanical movement' hypothesis is not very appealing. After all, it does not state why closed-end fund demand would rise or fall because of price pressure in the NAV (and not in the closed-end fund price itself).
IV. Estimates and Interpretations of the Results

a. Unit Root Tests
It is obligatory, but rarely informative, to show results of unit root tests for the individual series, in this case NAVs, NYSE and AMEX prices, and cumulated flows from both the SSB and TAQ databases. We therefore test to see that prices and NAVs appear non-stationary while discounts appear stationary. To do this, we perform Dickey Fuller unit root tests on the natural logs of closed-end fund prices and NAVs. We then test for the stationarity of closedend fund discounts, the difference between ln(NAV) and ln(price). In addition, we test the SSB and TAQ cumulated net flows for the presence of unit roots.
4 Table 2a presents the results and shows that, as expected, we cannot reject the null unit-root hypothesis in prices and NAVs. Specifically, we find that across the 39 funds, we can reject the unit root hypothesis only once in 78 tests at the 5% level of significance. Aggregation across funds does little to change the results. This is not the case for the closed-end fund discounts, for which unit root test results are also reported in Table 2a . Across the 39 funds, we reject the null hypothesis of a unit root in discounts in 27 funds at the 10% level and 23 funds at the 5% level. Discounts are pretty clearly stationary, even in these relatively short time-series samples.
The tests in Table 2a confirm those of Hardouvelis, La Porta and Wizman (1994) , who use Stock and Watson (1988) unit root tests, using specifications both with and without a time trend, and using up to 8 lags. They find that they can reject the hypothesis of non-stationarity of the discount for most of the country funds in their sample. This is a useful confirmation, since 29 of our 39 funds overlap. HLW's total sample consists of 35 funds. In addition, their sample period immediately precedes ours, so that our tests provide a supplementary confirmation of the stationarity of discounts.
As for the flows, Table 2b shows that we only reject the presence of a unit root in either cumulated SSB flows or cumulated TAQ flows once in 50 tests at the 5% level of significance. Clearly, cumulated flows of both kinds appear non-stationary. 
b. VECM Results
First, Table 3a makes it clear that there is, as expected, strong mean reversion in the discount. Future changes in the discount are predicted negatively by past changes, but in addition, the level of the discount matters very significantly. Indeed, the coefficient estimates suggest that a 1% increase in the discount in the last week alone results in a one-week-ahead expected return of -20.4bp from the lagged discount change plus a -3.1bp expected return for each 1% deviation of the discount from zero. In addition to this, the higher-order coefficients 2 D δ and 3 D δ are both negative, though only the first is statistically significant. When we look at the four-variable system, we can see that much of the transitory deviation in closed-end fund discounts comes from reversion in price, not in NAV. This can be seen clearly in Tables 4a  and 4b , and is implied by the findings of Hardouvelis, LaPorta, and Wizman (1994) .
Second is the question of how the discount affects future changes in cross-border and closedend fund flows. Tables 3b and 3c not trend following. This is because an increase in the NAV relative to price results in a future decline in flows into the local market. However, the TAQ flows into closed-end funds yield the opposite result. There, an increase in the discount leads to a future decline in flows into the closed-end fund. This is consistent with trend following, in that an increase in the discount (i.e., a decline in the relative price of the closed-end fund) results in an outflow out of the fund. There is only weak evidence, however, in favor of trend following behavior, as the coefficient, D τ , is only marginally statistically significant.
The finding that the cross-border flows show trend reversing -not trend followingbehavior, stands in contrast to that reported by see Froot, O'Connell and Seasholes (2001) . The critical difference is that the latter paper measured the response of flows to past absolute returns, whereas this paper uses relative returns. Given the size, significance and pervasiveness across regions (see Table 3b ) of the trend reversing effect, it is clear that the distinction between absolute and relative returns has an important impact.
Third, recent changes in discounts seem, if anything, to provide additional evidence that trend reversing, not trend following prevails with respect to relative returns. To see the impact of the coefficients, suppose that over the last week, the discount has increased by 1%. The expected change in cross-border flows is toward outflow, consistent with trend reversing behavior, with the estimate given by Table 3b ). This is a large amount of outflow relative to a flow standard deviation, especially since a 1% change in the discount is well below a discount standard deviation (see Table 1a above). The trend-reversing behavior in cross-border flows from NAVs relative to fundamentals is that much greater when we look at short-term changes in the discount.
As for closed-end fund flows (see Table 3c ), the evidence supporting lower-frequency trend following remains weak at shorter horizons. Here, if the discount increases by 1% over the previous week, the total effect on closed-end fund flows is given by We can take this investigation of trend-following and reversing behavior one step further by examining the Tables 4c and 4d in the four-variable system. In these tables, we can see cross-border flows and closed-end fund flows, respectively, as being driven by past changes in NAV and price, rather than simply by past changes in their difference, the discount. To start, note that Table 4c shows that the coefficient on the discount is essentially the same as in the three variable system, with D These coefficients mean that three weeks after a 1% increase in the NAV, the effect on cumulative flows is strongly negative (3x(-0.65)+1.58-.56-2.26 = -3.19). Thus, while NAV increases have short-term trend-following effects, this quickly erodes and the longer-term trend reversing effect dominates.
Interestingly, this trend-reversing response of cross-border flows to changes in NAVs is not at all similar to the response of the same cross-border flows to changes in prices. When closed-end fund prices increase, the cumulative effect on cross-border flows is a positive one. That is, the coefficients 1 P φ , 2 P φ , and 3 P φ in Table 4c are all positive (though weakly so). So a price increase leads to a cross-border inflow both by reducing the discount, and by increasing lagged price. Trend following behavior is apparent for cross-border flows with respect to closed-end fund prices. But since price changes affect discount changes negatively, the strength of this finding makes flows trend reversing with respect to discount changes (as we saw above in Table 3b ).
Next, the estimates tell us something about the persistence of the flows after controlling for price changes relative to fundamentals. In the cross-border flow equation (Table 3b) is estimated to be statistically positive, and its magnitude is relatively small. Nevertheless, this positive cross correlation suggests that the closed-end funds and underlying NAVs behave as complements rather than substitutes in portfolios. This finding is also reflected in the positive correlation between contemporaneous cross-border and closed-end fund flows, shown in Table 1a .
As for the persistence in closed-end flows, the evidence is in Table 3c . There is only very weak evidence of own-persistence: while all three of the lag coefficients, 1 The finding of own persistence in the cross-border flow measures echoes that found in Froot, O'Connell, and Seasholes (2001) . Institutional portfolios appear to have weekly own autocorrelation coefficients of between 0.1 and 0.2, and to have important higher-order positive partial autocorrelations as well.
Finally, we examine the estimates for evidence of the price-pressure vs. information hypotheses. The first thing of importance is in Of course, at this point it seems appropriate to look at the evidence of how cross-border flows forecast NAVs versus prices, the components of the discount. To see this, we examine Table  4a , which shows the sensitivities of future changes in NAV to the lagged discount, price changes and flows and Table 4b , which does the same for prices. In Table 4a , the coefficients 1 there is weak evidence that the flows have a large and statistically positive impact on NAVs, at least over the first few weeks. The size of the first coefficient, 0.0012 says that a 10 basis point increase in cross-border inflows, results in a 120 basis point increase over the following week in NAVs. Over the following week, the NAV is expected to rise an additional 60 basis points. In the third week the NAV is expected to fall, by 90 basis points. There seems to be information in cross-border flows for NAVs, much of which appears long lasting.
What about the information impact of the cross-border flows on closed-end fund prices? Table 4b shows that the coefficients 1 F ρ and 2 F ρ are both statistically positive, each with point estimates of 0.0008. Hence, a two-week change in flows has roughly the same impact on prices as it does on NAVs. In this sense there is strong support for the information hypothesis, even though there is a small amount of evidence supporting the price pressure view.
It is also useful to summarize these results in the form of impulse response functions. The impulse responses from the 3-equation system reported in Tables 3a -3c are shown in Figure  1 . The first thing to note is that the impulse response of the closed-end fund discount to a shock to cross-border flows shock (upper right-hand corner) shows essentially what the coefficients report: that there is only a small discernible positive change in discounts as a result of the cross-border flows. Figure 2 shows the response of the discount's components -NAV and price -to the same shock to cross-border flows (upper right-and left-hand corners, respectively). These give a different impression than the discount response in Figure 1 . Both NAV and price move strongly and positively subsequent to the shock to cross-border inflows. Much as shown by the coefficients above, this suggests that there is information in the flows. Future prices move virtually as much as future NAVs in response to a cross-border flow shock.
The same cannot be said of TAQ flows, shown in Figure 3 . It is clear from the figure that the impulse responses of NAVs and prices to TAQ flow shocks show little discernable response. Cross-border flows appear to contain information, while closed-end fund flows appear to have little or no forecasting power.
The results above describe Tables 3 and 4, which employ institutional investor TAQ flows. Tables 5 and 6 are analogous, except that they contain individual investor TAQ flows instead. The results and conclusions above are very similar for both definitions of closed-end fund flow. The only meaningful difference is that the individual investor flows show much stronger persistence than the institutional flows.
V. Conclusions
This paper takes as given previous results that suggest that cross-border flows have predictive power for future local equity market returns. We then go several steps further. First, in view of the extreme persistence of flows, we try to ask whether the observed predictability is a result of current and future price pressure, or whether it presages an improvement in fundamentals. To address this question, we look at the relative return of closed-end fund NAVs in excess of their price traded in New York, i.e., the closed-end fund discount. At the same time, we try to control for demand effects that may impact the closed-end fund's price. To do this we create measures of institutional and individual flows into and out of closed-end funds. Having done this we can examine the symmetries and asymmetries of cross-border and closed-end fund flows for discounts.
Our results from this exercise are the following. First, we find that both types of flows show considerable persistence (e.g., positive partial autocorrelations), and even a small amount of cross-persistence. The persistence is much more pronounced, however, for the individual closed-end fund flows than for the comparable institutional flows.
Second, we find that the much-noted trend following behavior of flows seen in absolute returns, disappears once one investigates relative returns, where, by 'relative,' we mean in excess of fundamentals. Cross-border flows switch from displaying strong trend following behavior to strong trend reversing behavior when relative returns are used. This suggests that the cross-border flows do keep a measure of fundamentals in mind, and when mean-reverting discounts get unusually large, international investors sell the underlying assets, only to buy them more aggressively when the discounts are small. However, each piece of the relative return seems to respond at least over short periods in a positive way to positive past returns. In this sense our results are consistent with trend following behavior.
For closed-end fund flows, we find a more puzzling picture, though one that tends to rationalize the inefficiencies in closed-end fund prices found by Hardouvelis, LaPorta, and Wizman (1994). Ceteris-paribus, larger closed-end fund discounts (seen over long periods of time) seem to be associated with outflows from the funds themselves. Offsetting this somewhat is a shorter-term effect, which says that recent discount increases result in negligible closed-end fund flows.
Third, we find evidence that the predictability for local-market returns in cross-border flows appears mostly to be due to information rather than price pressure: the same predictable component that appears in NAVs appears in closed-end fund prices as well. Since we are controlling for price pressure in the closed-end fund price, we attribute most of the increase in value to a forecasted improvement in fundamentals. There is some evidence, nevertheless that NAVs move more than prices subsequent to a cross-border inflow. In this sense we find some evidence to support the existence of price pressure in local markets.
Finally, one should not go away without a sense for the weaknesses of our approach. The appeal of using closed-end fund prices to control for NAVs is that they share the same fundamentals, and that differences in demand shocks between the two may account for a good deal of discount variation. However, if we are to interpret the appreciation of foreign equities after a cross-border inflow as evidence of an improvement in common fundamentals, then we need to control for any correlated demand effects that may impact future closed-end fund prices. To the extent that we omit sources of closed-end fund demand shocks that are correlated with our cross-border flows, then we may mistakenly attribute the good performance of cross-border investors to information rather than price pressure.
Table 3a Vector Error-Correction Model Estimates: Discount Equation 1
This table presents results from the first equation of the vector error correction model estimates from a three endogenous variable system: closed-end fund discounts: ln(NAV/price) (D), net weekly flows (F), and net institutional weekly flows into closed-end funds from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998.
A complete list of funds, countries and regions is provided in the Appendix. 
Table 3b Vector Error-Correction Model Estimates: Flows Equation 2
This table presents results from the second equation of the vector error correction model estimates from a three endogenous variable system: closed-end fund discounts: ln(NAV/price) (D), net weekly flows (F), and net institutional weekly flows into closed-end funds from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals.
FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994
to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the third equation of the vector error correction model estimates from a three endogenous variable system: closed-end fund discounts: ln(NAV/price) (D), net weekly flows (F), and net institutional weekly flows into closed-end funds from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals.
FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. 
Table 4a Vector Error-Correction Model Estimates: NAV Equation 1
This table presents results from the first equation of the VECM estimates from a four endogenous variable system: ln(NAV (N), ln(price) (P), net weekly flows (F), and net institutional weekly closed-end fund flows from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the second equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net institutional weekly closed-end fund flows from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the third equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net institutional weekly closed-end fund flows from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the fourth equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net institutional weekly closed-end fund flows from the TAQ database (T). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the first equation of the vector error correction model estimates from a three endogenous variable system: closed-end fund discounts: ln(NAV/price) (D), net weekly flows (F), and net individual investor weekly flows into closed-end funds from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the second equation of the vector error correction model estimates from a three endogenous variable system: closed-end fund discounts: ln(NAV/price) (D), net weekly flows (F), and net individual investor weekly flows into closed-end funds from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998 . A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the third equation of the vector error correction model estimates from a three endogenous variable system: closed-end fund discounts: ln(NAV/price) (D), net weekly flows (F), and net individual investor weekly flows into closed-end funds from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the first equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net individual investor weekly closed-end fund flows from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the second equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net individual investor weekly closed-end fund flows from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998. A complete list of funds, countries and regions is provided in the Appendix. This table presents results from the third equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net individual investor weekly closed-end fund flows from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998 This table presents results from the fourth equation of the VECM estimates from a four endogenous variable system: ln(NAV) (N), log price (P), net weekly flows (F), and net individual investor weekly closed-end fund flows from the TAQ database (I). The funds are matched to the flows by the country in which the funds specialize. The number of lags is set to three weeks. Each equation of the system is estimated separately, stacked across each regional group. Coefficients are restricted to be the same across all members of each group, though idiosyncratic intercepts are permitted. The system is estimated using OLS, with standard errors corrected for within fund heteroskedasticity and autocorrelation, and within region cross-fund contemporaneous correlation in the residuals. FX rates for conversion are obtained from WMR/Reuters using Datastream. SP represents returns on the S&P 500 index -contemporaneous and three weekly lags are included, though we do not report these coefficients. We report 2 R (degrees of freedom) in the final column. All data covers the period from August 5, 1994 to December 31, 1998 Tables 3a, 3b and 3c . Each impulse response function is derived by generating an innovation to one of the endogenous variables in the system, while holding the others fixed. The impact of the innovations on the cointegrating vector is kept track of following every period in which the system is shocked. The IRF's are shown with 90% confidence intervals, which are obtained by Monte Carlo simulation. Parameter values are drawn from the asymptotic joint distribution of parameters, and a simulated IRF is computed. The procedure is repeated 1000 times. Tables 3a, 3b and 3c. Each impulse response function is derived by generating an innovation to one of the endogenous variables in the system, while holding the others fixed. The impact of the innovations on the cointegrating vector is kept track of following every period in which the system is shocked. The IRF's are shown with 90% confidence intervals, which are obtained by Monte Carlo simulation. Parameter values are drawn from the asymptotic joint distribution of parameters, and a simulated IRF is computed. The procedure is repeated 1000 times. Tables 4a and 4b . Each impulse response function is derived by generating an innovation to one of the endogenous variables in the system, while holding the others fixed. The impact of the innovations on the cointegrating vector is kept track of following every period in which the system is shocked. The IRF's are shown with 90% confidence intervals, which are obtained by Monte Carlo simulation. Parameter values are drawn from the asymptotic joint distribution of parameters, and a simulated IRF is computed. The procedure is repeated 1000 times. Tables 4a and 4b . Each impulse response function is derived by generating an innovation to one of the endogenous variables in the system, while holding the others fixed. The impact of the innovations on the cointegrating vector is kept track of following every period in which the system is shocked. The IRF's are shown with 90% confidence intervals, which are obtained by Monte Carlo simulation. Parameter values are drawn from the asymptotic joint distribution of parameters, and a simulated IRF is computed. The procedure is repeated 1000 times.
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