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a b s t r a c t
We consider a fixed, undirected, known network and a number of ‘‘mobile agents’’ which
can traverse the network in synchronised steps. Some nodes in the network may be faulty
and the agents are to find the faults and repair them. The agents could be software agents,
if the underlying network represents a computer network, or robots, if the underlying
network represents some potentially hazardous physical terrain. Assuming that the first
agent encountering a faulty node can immediately repair it, it is easy to see that the number
of steps necessary and sufficient to complete this task is Θ(n/k + D), where n is the
number of nodes in the network, D is the diameter of the network, and k is the number
of agents. We consider the case where one agent can repair only one faulty node. After
repairing the fault, the agent dies. We show that a simple deterministic algorithm for this
problem terminates within O(n/k + D log f/log log f ) steps, where f = min{n/k, n/D},
assuming that the number of faulty nodes is at most k/2. We also demonstrate the worst-
case asymptotic optimality of this algorithm by showing a network such that for any
deterministic algorithm, there is a placement of k/2 faults forcing the algorithm to work
forΩ(n/k+ D log f/log log f ) steps.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The black hole search problems, which have recently been extensively studied, assume that a mobile agent traversing a
bi-directional network is terminated immediately upon entering a faulty node. The task for a group of agents is to explore
the network to identify all such faulty nodes, called black holes. In this paper we consider faults of a weaker type: agents
are able to repair them, but one agent can repair only one faulty node. The task for a group of agents is now to explore
the network to repair all faulty nodes. We refer to this problem as the explore and repair problem (the ER problem). In this
section we first review the black hole search model and introduce in more detail our ER model. Then we summarise our
results and compare them with previous relevant work.
Black hole faults. The black hole search problems have been motivated by the following scenario. Mobile software agents
can move through a network of computers, but some hosts (black holes) terminate any agent visiting it. The problem of
protectingmobile agents from suchmalicious hosts has been studied in [19,20,24,25], with the focus on protecting sensitive
information which mobile agents may carry.
From a more theoretical point of view, the researchers have investigated the problem of agents cooperatively exploring
the network to identify the locations of black holes. Some of the agents might die, but the surviving ones should learn where
the black holes are (to avoid them in the future). This problem was initially considered in the asynchronousmodel, and the
majority of the results are for this model. An efficient protocol for two agents locating one black hole in an asynchronous
ring network was presented in [12] and was extended to arbitrary two-connected networks in [11]. In subsequent research
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special network topologies were considered [9] and restrictions on communication between the agents were investigated,
replacing the initially used whiteboard model with communication by means of a limited number of identical pebbles
[10,13].
In the synchronous scenario, which we consider in this paper, the agents traverse the network in globally timed steps. In
each step each agent can perform (unlimited) local computation, which includes exchanging information with other agents
who are at the same step in the same node, and can then move to a neighbouring node (or remain in the same node) [5,8,
7,22,21]. Initially all agents are at the same start node s and know the topology of the whole network, but do not know the
number and the location of black holes. Also, no information about black holes is available in the safe nodes of the network
(the nodes which are not black holes). Thus in order to locate a black hole, at least one agent must visit it, but an agent
entering a black hole disappears completely. The agents can communicate only when they meet, and are not allowed to
leave at the nodes any messages in any form. An agent learns that a node v is not a black hole either by visiting it (and
surviving) or by meeting another agent who has already visited that node (and survived). An agent may deduce that a node
v is a black hole if this agent is supposed to meet another agent at some node other than v, but that other agent does not
show up. The objective is to design a communication algorithm usingwhich the agents can identify all black holes reachable
from the start node, minimising the loss of agents and the number of steps required.
Most of the research on the synchronous black hole search problems has been concerned so far with the special case
of two agents exploring a network which may have at most one black hole. The problem is to compute an ‘‘exploration
schedule’’ for the agents which has the minimum possible number of steps. The first results regarding the computational
hardness of this problem and approximation algorithmswere presented in [7,8] andwere subsequently improved in [21,22].
A more general case of locating black holes with k ≥ 2 agents was considered in [5]. The recent survey paper [15] discusses
both asynchronous and synchronous models, various variants of the black hole search problem and solution techniques.
Repairable faults. In reality faults of many types can be fixed after some amount of trying, and with the expenditure of
some effort. Thus there are a spectrum of problems with unfixable faults (black holes) at one end, and fixable faults (holes)
at the other. If faults can be fixed, then we have to consider what is the appropriate way of modelling the cost of repairing a
fault. For example, an agent fixing a fault may not be able to do anything else: the fault has been fixed but the agent has to
be sacrificed. In other scenarios only the ‘‘content’’ part of the agent (the ‘‘repair kit’’) may have to be sacrificed to fix a fault,
while the ‘‘carrier’’ part can remain mobile and can communicate with other agents, or can return to the starting node (the
‘‘depot’’) to pick up another repair kit.
Scenarios when the agent is sacrificed include robots travelling a road network, seeking to trigger land-mines, and
software agents moving from node to node in a computer network to repair faults. In the latter example, the software
agent is executable by the runtime environment at a faulty node, fixing that fault but permanently remaining at the node.
A physical example where the contents of the agent are consumed, but the carrier survives, is that of trucks with loads of
gravel travelling a road network in order to fill holes caused by, for example, flash flooding.
In this paper we consider the following synchronous model of repairable holes. All agents are initially at the start (or
source) node s and know the whole topology of the network, but do not know the number and location of holes. The
agents move through the network synchronously, traversing one edge in one (globally timed) step. (Instead of moving to a
neighbouring node, an agent may decide to remain during the current step at the node where it is.) If an agent encounters a
hole at a node v, it will sacrifice itself to repair it. After the repair, which is completed instantaneously, the node functions
normally and other agents can pass through it as if the fault never existed. The first agent encountering a given hole must
repair it. If two or more agents encounter the same hole at the same time, one of them repairs it, while the other agents
can continue with their exploration. We assume that all holes are already present in the network at the beginning of the
computation, and when a hole is repaired, it will not turn into a hole again.
The explore and repair (ER) problem is to design an exploration algorithmwhich repairs all holes in a given network. The
measure of the quality of an exploration algorithm is the number of steps that it performs. This means that we count only
the time of walking through the network, and not the time of computing where to go. We remark, however, that for our
algorithm the latter ‘‘RAM’’ computational time is linear in the size of the network. Similarly to the synchronous black hole
search model case, in the ER model the agents can communicate only when they meet.
Our results. Since an exploration algorithm must ensure that each node is visited by at least one agent, thenΩ(n/k+ D)
is an obvious lower bound on the required number of steps, where n and D are the number of nodes and the diameter of the
network, respectively. An obvious upper bound, which does not exploit the possibility of parallel exploration, is O(n): all
agents traverse together a spanning tree of the network.We show in Section 3 that a simple algorithm completes exploration
in O (n/k+ D log f/log log f ) steps, where f = min{n/k, n/D}, if there are at most k/2 holes. In Section 4 we prove that this
algorithm is asymptotically optimal in the worst case. We do this by showing a tree network T (n, d) with Θ(n) nodes and
diameterΘ(d), for any n ≥ d ≥ 1, such that for any deterministic exploration algorithm, there is a placement of at most k/2
holes in T (n, d), for any n ≥ k ≥ 2, which forces the algorithm to run forΩ (n/k+ d log f/log log f ) steps. The assumption
that the number of holes is at most k/2 and possible generalisation of our bounds are discussed in Section 5.
Previouswork. The previous approacheswhich aremost closely related to our results presented in this paper are themulti-
agent black hole search algorithms given in [5]. Our ER model is stronger than the black hole search model, so multi-agent
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black hole search algorithms can be adapted to the ER model in a natural way. On the other hand, lower bounds proved for
the ER model can be translated into lower bounds for the black hole search model. The two black hole search algorithms
from [5], adapted to the ER model, run in O((n/k) log n/ log log n + kD) and O(n/k + D√n) steps. No lower bound for the
black hole search model is given in [5] other than the obviousΩ(n/k+ D). Thus our lower bound for the ER model implies
the first non-trivial worst-case lower bound ofΩ (n/k+ D log f/log log f ) for the black hole search model.
Relatedwork. The problemwhichwe consider in this paper has some features of theDo-All problem studied in the context
of distributed systems. In theDo-All problem kprocessors,which are prone to failures, have to execute n independent similar
tasks. In our ERmodel the agents (processors) have to execute n tasks {tv : v ∈ V }, where V is the set of nodes in the network
and tv is the task of visiting node v. The Do-All problem was introduced in [14], and studied subsequently in a number of
papers. We refer the reader to [18] for a recent comprehensive survey of the various models and techniques of solution for
the Do-All problem. The crucial difference in our problem in comparison with the Do-All problem is that the failures of the
agents/processors are caused by the tasks. This limits the adversary’s ability to fail agents, and therefore leads to bounds on
the running time which are somewhat lower than the bounds known for the Do-All model (see, for example, the bounds on
deterministic Do-All protocols given in [4], though the differences of the models preclude direct comparison). It was shown
in [4] that randomisation can give faster solutions for the Do-All problem than the deterministic approach. This suggests
that randomisationmight also help in our ER problem. In this paper, however, we focus on deterministic algorithms, leaving
randomisation for later studies.
Our problem of locating and repairing faults in a network can be also viewed as an example of graph exploration with a
collection of agents (robots).Multi-agent graph exploration, butwithout faulty nodes or agents,was considered, for example,
in [1–3,16,17,23]. In the centralised case, when the whole graph is known in advance, the graph exploration with k agents
reduces to computation of a covering of the nodes of the graph with k paths, which minimises the length of the longest
path (possibly with additional constraints, depending on the exact objective of exploration). Approximation algorithms for
such problems are given in [17] for general graphs, and in [1,2,23] for trees. It is shown in [16] that the problem of finding
the optimal covering is NP-hard even for trees (NP-hardness for general graphs follows immediately from NP-hardness of
the travelling salesman problem). The authors of [16] consider also multi-agent exploration of unknown trees and show an
algorithm running in O(D+ n/ log k) steps.
2. Preliminaries
The input for the ER problem is an undirected connected graph G = (E, V ) representing the network, a source node s ∈ V
and an integer k ≥ 2, which is the number of available agents. The agents are numbered from 1 to k (these numbers are
the agents’ identities). We denote by n and D the number of nodes in G and the diameter of G, respectively, and assume that
k ≤ n. (If k ≥ n, then send one agent to each node for a trivial O(D)-step solution.)
During exploration of a network, the active agents are the agents who are still alive, that is, the agents who have not
repaired any hole yet. The agents move through the network according to some exploration algorithm. More precisely, if
an (active) agent Z is at the beginning of the current step at a node v, then its next move is determined by the exploration
algorithm, the topology of the network (known in advance), the agent’s identity, the agent’s state (the state of its memory),
the identities and states of all other active agents X1, X2, . . . , Xp (if any) which are at the same step at node v, and the
information of whether node v is a hole. In our model, if node v is a hole, then the algorithm must instruct exactly one of
the agents Z, X1, X2, . . . , Xp to terminate (this action is interpreted as repairing the hole). The agent’s ability to access the
states of all other agents currently at the same node models the communication among the agents when they meet.
We denote by b the (unknown) initial number of holes in the network and assume in the analysis of the number of steps
that b ≤ k/2. Our algorithm, however, does not use this bound, but obviously the constraints of our model imply that if
there are k or more holes, then eventually all agents become inactive while there may still be some holes remaining in the
network. Observe that the assumption that b ≤ k/2 implies that there are always at least k/2 active agents.
A subtree of a tree T is a connected subgraph S of T . The size |S| of a subtree S is defined as the number of nodes in S. If T
is a rooted tree, then a subtree S of T is rooted at the node of S which is closest to the root of T . For a node v in a rooted T ,
the subtree of T rooted at v is the subtree of T spanning node v and all its descendants. For a subgraph H , V [H] denotes the
set of nodes in H .
3. Exploration algorithm
A natural approach to exploration of a network with multiple agents is first to compute a cover of the network with
regions and then to send groups of agents to explore regions in parallel. A region is a connected subgraph of G, and we say
that a family of regions covers G if each node of G belongs to at least one region. Considering regions of size Θ(D) seems
to be a good choice since agents may anyway need Θ(D) steps to reach a region. Our algorithm is based on a cover of the
network with q = O(n/D) regions of size O(D) each. We describe later a simple way of computing such a cover.
For the problem of exploring a network which does not have any faults/holes, with the objective of having each node
visited by at least one agent, such regions give a simple and asymptotically optimal Θ(n/k + D)-step algorithm. If k < q,
then each agent explores q/k = O(n/(kD)) regions and exploration of one region takes O(D) time, so the whole exploration
C. Cooper et al. / Theoretical Computer Science 411 (2010) 1638–1647 1641
is completed in Θ(n/k) steps. If k ≥ q, then q agents explore the q regions in parallel in Θ(D) steps. In this case the other
agents can remain idle at node s as they cannot help in speeding-up the exploration.
Our algorithm for the ER model consists of a sequence of rounds, and each round is similar to the exploration scheme
sketched above. There is a difference, however, in the case when there are more active agents than regions (k > q). Now it
helps sending more than one agent to a region to be able to repair in one round more than one hole per region. After each
round the active agents return to the start node s and learn which regionsmay still contain (unrepaired) holes. These are the
regions fromwhich no agent has returned. In the next round, the active agents are sent in equal size groups to explore those
remaining regions in parallel. We describe below the details of the algorithm and give in Theorem 1 a worst-case bound on
the number of steps.
Computation of regions. The algorithm first computes a breadth-first tree T of G rooted at s. Then it computes subtrees
S1, S2, . . . , Sq of tree T , which define the regions of the network. The computed subtrees have the following properties.
1. The size of each subtree Si is at most D.
2. Subtrees S1, S2, . . . , Sq cover tree T , that is, each node of T belongs to at least one subtree Si.
3. The number of subtrees is q ≤ 3n/D.
Such subtrees can be computed by examining tree T in the following straightforward bottom-up manner. For iteration i,
i ≥ 1, let Ti be the remaining tree — the part of tree T which still has to be considered (T1 = T ). Let S1, . . . , Si−1 be the
subtrees selected in the previous iterations, which cover all nodes not in Ti.
Tree Ti is a subtree of T rooted at s. If the size of Ti is at most D, then we set Si = Ti and q = i, and the covering of T has
been computed. Otherwise, when the size of Ti is greater than D, let vi be a node in Ti such that the size of the subtree of
Ti rooted at vi is at least D but the size of each subtree of Ti rooted at a child of vi is less than D. Let w1, w2, . . . , wj be the
children of node vi in the non-increasing order according to the sizes of the subtrees of Ti rooted at these nodes. Let wr be
the first child in this order to make the sum of the sizes of the subtrees rooted at nodesw1, w2, . . . , wr at least D/2. We set
Si as the subtree of Ti comprising node vi and the subtrees rooted at nodesw1, w2, . . . , wr .
If Si includes all children of vi in Ti, then tree Ti+1 is obtained from Ti by cutting off subtree Si (check that in this case node
vi cannot be the root of Ti, so it has the parent). Otherwise, tree Ti+1 is obtained from Ti by cutting off the subtrees rooted at
nodesw1, w2, . . . , wr . Node vi and its subtrees rooted at nodeswr+1, . . . , wj remain in Ti+1.
It should be clear that the subtrees S1, S2, . . . , Sq constructed in this way satisfy Properties 1 and 2. Each subtree Si other
than possibly the last one has at least D/2 + 1 nodes. If a node in T belongs to two distinct subtrees Si and Sj, then it must
be the root of at least one of them. Thus the sets V [Si] \ {vi}, for i = 1, 2, . . . , q− 1, are pairwise disjoint and each of them
has at least D/2 nodes. This implies that (D/2)(q− 1) < n, so q < (2n)/D+ 1 and Property 3 is satisfied as well.
Exploration. In our exploration algorithm the agents move through the graph only along the edges of tree T . The explo-
ration consists of rounds. At the beginning of one round all active agents are at the source node s. They are partitioned into
groups and each group explores during this round one of the active subtrees Si. Initially all subtrees Si are active.
A group of l agents explores a subtree Si by first walking together along the path in T from s to the root of Si, then fully
traversing Si in O(|Si|) steps around an Euler tour of Si, and finally walking back to s. All agents in one group keep moving
together from node to node. If they encounter a hole which has not been repaired yet (either on the path from s to the root
of Si or within Si), then one of them repairs it (and becomes inactive), while the others move on. If two or more groups meet
at a hole, then one agent from one group repairs it (an arbitrary agent from an arbitrary group). If at least one agent from
the group exploring subtree Si returns back to s, then all holes in Si and on the path in T from s to Si have been repaired and
subtree Si is no longer active. If no agent from this group returns to s, then subtree Si remains active, but we know that at
least l additional holes must have been repaired in Si.
The rounds are split into two phases. During phase 1 each subtree Si is explored only once and only with one agent
(single-agent groups). More specifically, in round 1 of phase 1, the k agents explore in parallel subtrees S1, S2, . . . , Sk, one
agent per subtree. In round 2, the k′ ≤ k agents active at the beginning of this round explore in parallel the next k′ subtrees
Sk+1, Sk+2, . . . , Sk+k′ , and so on, until each subtree has been explored once. If k ≥ q, then there is only one round in phase 1.
At the end of phase 1 there are at most b remaining active subtrees, because for each of these subtrees the agent designated
to explore this subtree has repaired one hole and died (so these agents, and the repaired holes, must have been distinct).
We now consider the rounds in phase 2 of the exploration. Let kj, rj and bj denote the number of active agents, the number
of active subtrees and the (unknown) number of remaining holes, respectively, at the beginning of round j, j ≥ 1. We have
r1 ≤ b. During round j, the kj active agents are partitioned into rj groups of size bkj/rjc or dkj/rje, and the groups explore in
parallel the remaining rj active subtrees, one group per subtree. If a subtree Si remains active at the end of this round, then
each of the agents assigned to this subtree must have repaired one hole. There are rj+1 subtrees active at the end of round
j, so at least rj+1bkj/rjc additional holes are repaired during round j. The exploration ends when no active subtree is left (or
when no active agent is left).
Theorem 1. Assuming that b ≤ k/2, the exploration algorithm runs in
O
(
n
k
+ D log f
log log f
)
(1)
steps, where f = min{n/k, n/D}.
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Proof. Each round consists of O(D + max1≤i≤q{|Si|}) = O(D) steps. The assumption that b ≤ k/2 implies that there are
always at least k/2 active agents. Thus during phase 1, at least k/2 new subtrees are explored in each round other than the
last one. Therefore the number of rounds in phase 1 is at most q/(k/2)+ 1 = O(1+ n/(kD)).
Now we bound the number of rounds in phase 2 using the numbers kj, rj and bj defined above. If there are at least three
rounds in this phase, then consider any round j ≥ 1 such that the next round j + 1 is not the last one (so rj+2 ≥ 1). In this
round at least rj+1bkj/rjc additional holes are repaired as explained above, so we have
bj+1 ≤ bj − rj+1
⌊
kj
rj
⌋
≤ bj − rj+1rj
kj
2
≤ bj − rj+1rj
k
4
. (2)
The second inequality above holds because rj ≤ kj (rj ≤ r1 ≤ b ≤ k/2 ≤ kj). The third inequality holds because kj ≥ k/2.
Using (2) we get
rj+1 ≤ rj 4(bj − bj+1)k , (3)
and (3) gives
rj+1 ≤ r1
j∏
i=1
4(bi − bi+1)
k
≤ r1
(
1
j
j∑
i=1
4(bi − bi+1)
k
)j
≤ r1
(
4b
jk
)j
≤ r1
(
2
j
)j
. (4)
The second inequality above holds because the geometric mean of numbers 4(bi − bi+1)/k, i = 1, 2, . . . , j, is not greater
than their arithmetic mean. We bound now r1 and rj+1. We have
r1 ≤ q ≤ 3nD . (5)
On the other hand, rj+1 ≥ rj+2 ≥ 1. It also must hold that kj+1/rj+1 ≤ 2D, or otherwise round j + 1 would be the last one.
Indeed, if kj+1/rj+1 > 2D, then each subtree Si active at the beginning of round j + 1 would be explored during this round
with at least bkj+1/rj+1c ≥ 2D ≥ |Si| + D agents, so all holes in Si and on the path from s to Si would be repaired in this
round. Therefore,
rj+1 ≥ max
{
1,
kj+1
2D
}
≥ max
{
1,
k
4D
}
. (6)
Inequalities (4), (5) and (6) imply(
j
2
)j
≤ r1
rj+1
≤ 3n/D
max {1, k/(4D)}
≤ 12 n
max {k,D} = 12 ·min
{n
k
,
n
D
}
≤ 12f , (7)
so
j = O
(
log f
log log f
)
. (8)
Denoting by jmax the number of rounds in phase 2, the total number of steps throughout the whole exploration algorithm is
O(D(n/(kD)+ jmax + 1)), which is bounded by (1) since the bound in (8) is an asymptotic bound on jmax. 
4. Lower bound
We show in this section that our algorithm is asymptotically optimal in the worst case. For positive integers n ≥ d ≥ 1,
we define a rooted tree T (n, d) in the following way. The root node s has bn/dc children. Each child is the root of a subtree
consisting of a d-node path and d leaves attached to its end. Thus tree T (n, d) has 1+ 2dbn/dc = Θ(n) nodes and diameter
Θ(d), and is illustrated by an example in Fig. 1.
We show that for any deterministic k-agent exploration algorithm applied to this tree network, we can place at most k/2
holes in such a way that the agents will be forced to go up and down the treeΩ(log f/log log f ) times. We decide where to
place holes progressively while watching the movement of the agents. The main idea is not to put any additional holes in
the subtrees of T (n, d)where currently relatively many agents are. That way we will force these agents to go back up to the
root of T (n, d) and then down into other subtrees where relatively few agents have gone before.
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s
Fig. 1. Tree T (n, d) for d = 5 and n = 30.
Theorem 2. For integers n ≥ d ≥ 1 and n ≥ k ≥ 2, and any algorithm exploring tree T = T (n, d) with k agents starting from
the root, there exists a placement of at most k/2 holes in T which forces the algorithm to run in
Ω
(
n
k
+ d log f
log log f
)
. (9)
steps, where f = min{n/k, n/d}.
Proof. LetA be any algorithm exploring tree T = T (n, d)with k agents, and let
α = max {i ∈ N : ii ≤ f } . (10)
We assume in our calculations that f is sufficiently large to have α ≥ 4. (If f is bounded by a constant, then (9) is the obvious
lower bound ofΩ(n/k+ d).) Definition (10) implies
α = Θ
(
log f
log log f
)
.
Since for any exploration algorithm and for any network the number of steps must be Ω(n/k), it suffices to show that
algorithmA requires in the worst caseΩ(dα) steps.
We place the holes only at leaves of T . We simulate algorithm A and observe the movement of agents to decide which
subtrees get holes andhowmany they get.We look at intervals of d consecutive steps and call them rounds of the exploration.
We place the holes in such a way that the algorithm needsΩ(α) rounds to complete the exploration.
Let
n0 = bn/dc,
ni = bni−1/αc, for i ≥ 1. (11)
We look first at round 1, and note that the way the agents move during this round is independent of the distribution of
holes in the leaves. This is because no agent can reach further than distance d from the root, and so cannot reach any leaf of
T . Let S(0) denote the set of the subtrees of the root s in T . We have |S(0)| = n0. We sort these subtrees into a non-increasing
sequence S(0)1 , . . . , S
(0)
n0 , according to the number of agents in the subtrees at the end of the round (thus the subtree S
(0)
1 has
the most agents, while the subtree S(0)n0 has the fewest agents). We take the n1 last subtrees in this order to form the set S
(1).
This is illustrated in Fig. 2. We decide not to put any holes in the subtrees in S(0) \ S(1), which ended up at the end of the
round with many agents. All holes will be placed in the subtrees in S(1), which ended up at the end of the round with only
few agents.
Nowwe look at themovement of agents during round 2 (the next d steps). Note that at the beginning of this round, there
are still k active agents and there are n0 − n1 subtrees in S(0) \ S(1), so there must be a subtree in S(0) \ S(1) with at most
bk/(n0 − n1)c agents. This implies that each subtree in S(1) has at most bk/(n0 − n1)c agents (the ordering of the subtrees
in S(0) implies that a subtree in S(1) does not have more agents than any subtree in S(0) \ S(1)). During round 2, whenever
an agent visits a new leaf of a subtree in S(1) (not visited before by any agent), we place a hole there. Observe that only the
agents which are in a subtree at the beginning of a round can explore a leaf of this subtree during this round. Thus by the
end of round 2, each subtree in S(1) has at most bk/(n0 − n1)c leaves explored, and we have placed in the network at most
n1 bk/(n0 − n1)c holes. We sort the subtrees in S(1) into a non-increasing sequence S(1)1 , . . . , S(1)n1 , according to the number
of agents in the subtrees at the end of round 2, and we take the n2 last subtrees in this order to form the set S(2). We decide
not to put any more holes in the subtrees in S(1) \ S(2) in any future rounds. That is, all additional holes will be placed in the
subtrees in S(2).
We now generalise round 2 to a round i+ 1 ≥ 2. We assume inductively that we have already performed i ≥ 1 rounds,
and that we have the following conditions at the end of round i.
C1(i) A set S(i) of ni subtrees of the root of T is defined.
C2(i) Each subtree in S(i) has at most bk/(ni−1 − ni)c agents.
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s
Fig. 2. The agents (black squares) which have gone into subtrees in S(0) \ S(1) now have to go to subtrees in S(1) , which have relatively few agents.
C3(i) Each subtree in S(i) has at most
i−2∑
j=0
⌊
k
nj − nj+1
⌋
(12)
leaves explored.
C4(i) So far we have placed in the network at most
i−2∑
j=0
nj+1
⌊
k
nj − nj+1
⌋
(13)
holes.
Note that for i = 1, sums (12) and (13) are equal to 0.
Round i ≥ 1 is not the final one, andwe continue to the next round, i+1, if and only if the following properties (14)–(16)
are satisfied. Firstly,
ni ≥ 1, (14)
that is, there is at least one subtree in the set S(i). Secondly,
i−2∑
j=0
⌊
k
nj − nj+1
⌋
< d, (15)
that is, there are unexplored nodes in the subtrees in S(i) at the end of round i (see Condition C3(i) above). And finally,
k
2
−
i−2∑
j=0
nj+1
⌊
k
nj − nj+1
⌋
≥ ni
⌊
k
ni−1 − ni
⌋
. (16)
The right-hand side of (16) is the upper bound on the number of active agents at the subtrees in S(i) at the end of round
i. The left-hand side of (16) is the lower bound on the number of remaining holes, which can be placed in the network in
rounds i + 1, i + 2, . . .. Thus property (16) says that we have sufficiently many remaining holes to kill during round i + 1
all agents who are at the subtrees in S(i) at the beginning of this round.
Assuming that the above three properties (14)–(16) are satisfied, we proceed to round i+ 1. We observe the movement
of the agents during this round, and whenever an agent visits a new leaf of a subtree in S(i) (not visited before by any agent),
we place a hole there. Since only the agents which are in a subtree at the beginning of a round can visit a leaf of this subtree
during this round, then we place during this round at most ni bk/(ni−1 − ni)c holes, and property (16) implies that we do
have at least that many holes at our disposal. Also note that each subtree in S(i) has at most bk/(ni−1 − ni)c new leaves
visited during this round.
At the end of round i+1, we sort the subtrees in S(i) into a non-increasing sequence S(i)1 , . . . , S(i)ni according to the number
of agents in the subtrees, and take the ni+1 lowest subtrees in this order to form the set S(i+1). We decide not to put more
holes in the subtrees in S(i) \ S(i+1), that is, all additional holes will be placed during the subsequent rounds in the subtrees
in S(i+1). At the end of round i+ 1, there must be a subtree in S(i) \ S(i+1) with at most bk/(ni − ni+1)c agents. This implies
that each subtree in S(i+1) has at most bk/(ni − ni+1)c agents (the ordering of the subtrees in S(i) implies that a subtree in
S(i+1) does not have more agents than any subtree in S(i) \ S(i+1)).
Thus at the end of round i+ 1 we have the following conditions.
C1(i+ 1) A set S(i+1) of ni+1 subtrees of the root of T is defined.
C2(i+ 1) Each subtree in S(i+1) has at most bk/(ni − ni+1)c agents.
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C3(i+ 1) Each subtree in S(i+1) has at most
i−2∑
j=0
⌊
k
nj − nj+1
⌋
+
⌊
k
ni−1 − ni
⌋
=
i−1∑
j=0
⌊
k
nj − nj+1
⌋
leaves explored.
C4(i+ 1) So far we have placed in the network at most
i−2∑
j=0
nj+1
⌊
k
nj − nj+1
⌋
+ ni
⌊
k
ni−1 − ni
⌋
=
i−1∑
j=0
nj+1
⌊
k
nj − nj+1
⌋
holes.
We show now that we have defined at least α/4 rounds by checking that properties (14)–(16) hold for each 1 ≤ i ≤ α/4.
We have n0 = bn/dc ≥ bf c ≥ αα , so the definition (11) of numbers ni implies that for i = 0, 1, . . . , α,
ni ≥ αα−i. (17)
Thus property (14) holds for each 1 ≤ i ≤ α.
To show that (15) holds for each 1 ≤ i ≤ α/4, we show that it holds for i = α − 1. We have
α−3∑
j=0
⌊
k
nj − nj+1
⌋
≤ 2k
n0
+ 2k
n1
+ · · · + 2k
nα−3
≤ 2k
nα−3
(
1
αα−3
+ 1
αα−4
+ · · · + 1
)
≤ 4k
nα−3
. (18)
The first inequality above holds because nj+1 ≤ nj/α ≤ nj/2 (recall that α ≥ 4). The second inequality holds because
np ≤ nj/αp−j for 0 ≤ j ≤ p, so nj ≥ nα−3αα−3−j for 0 ≤ j ≤ α − 3. If k ≤ d, then we continue (18) in the following way:
4k
nα−3
≤ 4d
α3
< d,
where the first inequality follows from (17) and the second one from the assumption that α ≥ 4. If k > d, then
αα ≤ bf c = bn/kc, so
n0 =
⌊n
d
⌋
≥
⌊
k
d
⌋
·
⌊n
k
⌋
≥
⌊
k
d
⌋
αα,
and the definition (11) of numbers ni implies that for i = 0, 1, . . . , α,
ni ≥
⌊
k
d
⌋
αα−i. (19)
Thus in this case we can continue (18) in the following way:
4k
nα−3
≤ 4kbk/dcα3 ≤
8d
α3
< d,
where the last inequality follows from α ≥ 4. Thus (15) holds for i = α − 1.
Now we show that (16) holds for each 1 ≤ i ≤ α/4. Indeed, we have
i−1∑
j=0
nj+1
⌊
k
nj − nj+1
⌋
≤ k
n0/n1 − 1 +
k
n1/n2 − 1 + · · · +
k
ni−1/ni − 1
≤ i · k
α − 1 <
k
2
≤ α
4
· k
α − 1 <
k
2
.
The second inequality above holds because the definition 11 of numbers ni implies that ni−1/ni ≥ α, if i ≥ 1 and ni ≥ 1.
We have shown that we can force algorithm A to work for at least α/4 rounds, so the algorithm requires in the worst
case at least dα/4 = Ω(d log f/(log log f )) steps. 
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5. Conclusions
We have introduced a variation of the black hole search model by enabling the agents to repair faulty nodes. We have
shown for this model the matching worst-case upper and lower bounds on the number of steps required by a k-agent
exploration algorithm. These bounds imply that the trivial lower bound ofΩ(n/k+ D) is not always tight.
Our arguments assume that the number of holes b is at most k/2. This assumption can be weakened to b ≤ ck for an
arbitrary constant c < 1 without affecting the asymptotic bounds given in Theorems 1 and 2. To repair all holes and to have
at least one agent left at the end of the exploration, we only need to assume that b ≤ k− 1. An adaptation of our upper and
lower bound arguments to this general case would change the bounds by replacing n/kwith n/(k− b).
Our algorithm is worst-case asymptotically optimal. If we view it as an approximation algorithm, then its ratio bound
is O(log f/log log f ) and it can be shown that it is not constant. An interesting question is whether one can find a better
approximation algorithm. The problemof designing a k-agent explorationwith theminimumnumber of steps for the special
case when there are no faults (or when each agent can repair any number of faults) is equivalent to the following k-TSP
problem. Find k cycles which cover all nodes of a given undirected graph, minimising the length of the longest cycle. A
(5/2 − 1/k)-approximation algorithm for this problem is shown in [17]. It is not clear, however, whether this or other
approximation algorithms for the k-TSP problem could be used effectively in our model, where there may be many faults
and an agent dies after repairing one fault.
Most of the work on the synchronous black hole search problems, and this paper as well, assumes that the topology of
the whole network is known in advance and only the locations of faults are unknown. An interesting direction for further
research is to consider the case when the topology of the network is not known or only partially known.
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