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Resumo—A recuperac¸a˜o de imagens baseada em conteu´do
(CBIR) permite a busca e indexac¸a˜o de imagens com base
diretamente no seu conteu´do visual. A recuperac¸a˜o de imagens
baseada em rascunhos (SBIR) e´ uma variac¸a˜o que utiliza como
consulta um rascunho de um objeto, o que adiciona diversos
desafios. Nesses cena´rios propomos duas abordagens: o apren-
dizado multi-instaˆncias ao representar imagens para CBIR e
redes convolucionais com func¸a˜o de custo triplet na obtenc¸a˜o de
descritores para SBIR, em particular verso˜es compactas desses
descritores. Os resultados apontam melhorias com relac¸a˜o aos
me´todos base e do estado da arte, demonstrando o potencial das
abordagens propostas.
Abstract—Content based image rerieval (CBIR) allows for
querying and indexing of image datasets based on the visual
content of those images. Sketch based image retrieval (SBIR) is
a variation that uses object sketches as queries, adding complexity
to the retrieval challenge. To solve this problem we came up with
two proposed approaches: Multiple Instance Learning (MIL)
methods to represent images for CBIR and Convolutional Neural
Networks with a triplet loss function to generate descriptors for
SBIR, particularly, compact versions of such descriptors. The
results show improvements when compared with base methods
and the state of the art, demonstrating the potential of the shown
approaches.
Keywords-CBIR, SBIR, Deep Learning, Aprendizado multi-
instaˆncias
I. INTRODUC¸A˜O
A Internet e´ uma importante rede de distribuic¸a˜o de
conteu´do visual. Em 2018 espera-se que 80% do tra´fego sera´
composto de conteu´do deste tipo, dois terc¸os dos quais em
dispositivos mo´veis [1]. Este tipo de demanda desperta a ne-
cessidade do desenvolvimento de me´todos para categorizac¸a˜o e
recuperac¸a˜o de conteu´do visual. Nesse contexto, apresentamos
nesse artigo o aprendizado multi instaˆncia (Multiple Instance
Learning – MIL) para classificac¸a˜o de imagens naturais, e
as redes neurais convolucionais para recuperac¸a˜o de imagens
baseada em rascunhos (Sketch Based Image Retrieval – SBIR),
com vistas a` melhoria de acura´cia e ao mesmo tempo man-
tendo via´vel a escalabilidade para dispositivos mo´veis.
Aprendizado Multi Instaˆncia: a formulac¸a˜o tradicional de
aprendizado supervisionado determina que um objeto e´ repre-
sentado por uma instaˆncia, associada a um ro´tulo de classe [2].
Formalmente, sendo X o espac¸o de instaˆncias (ou espac¸o de
caracterı´sticas) e Y o conjunto de ro´tulos de classe, a tarefa e´
aprender uma func¸a˜o f : X → Y a partir de um determinado
conjunto de dados {(x1, y1), (x2, y2), · · · , (xm, ym)}, onde
xi ∈ X e yi ∈ Y ao ro´tulo conhecido de xi.
Existem problemas do mundo real que na˜o se encaixam
bem nesse modelo, um desses casos e´ quando um objeto
e´ representado por mu´ltiplas instaˆncias. Por exemplo, uma
imagem geralmente conte´m va´rias regio˜es de interesse e cada
uma pode ser uma instaˆncia e o conjunto de essas instaˆncias
representa a imagem [3].
A abordagem Multiple Instance Learning (MIL) [4] des-
creve problemas em que um objeto e´ descrito por um conjunto
de instaˆncias (bag), este associado a um ro´tulo de classe. A
tarefa em MIL e´ aprender um conceito a partir de dados
que consistem de bags de instaˆncias. Cada bag e´ rotulado
como positivo ou negativo (em problemas de duas classes),
e cada um descrito como um conjunto de vetores. Um bag e´
positivo se pelo menos um dos vetores em seu conjunto se
encontra dentro do conceito pretendido e negativo se nenhum
dos vetores reside no conceito.
Cada instaˆncia que compo˜e o bag pode possuir ou na˜o
ro´tulo conhecido durante o treinamento, no entanto na fase
de classificac¸a˜o deve-se classificar o bag como um todo e na˜o
os exemplos individualmente. Um exemplo de aplicac¸a˜o do
MIL para a classificac¸a˜o de imagens de caˆncer de pulma˜o e´
apresentada por [5].
Formalmente, a tarefa do MIL e´ aprender uma func¸a˜o [2]:
fMIL : 2
X → {−1,+1} a partir de um determinado conjunto
de dados {(X1, y1), (X2, y2), · · · , (Xm, ym)}, em que Xi ⊆
X e´ um conjunto de instaˆncias {x(i)1 , x(i)2 , · · · , x(i)ni }, x(i)j ∈
X (j = 1, 2, · · · , ni), yi ∈ {−1,+1} e´ o ro´tulo de Xi 1.
Recuperac¸a˜o de Imagens Baseada em Rascunhos: bases
de dados de imagens e vı´deos incluem comumente anotac¸o˜es
manuais indicando a presenc¸a de conceitos ou objetos. Essas
anotac¸o˜es permitem codificar de forma concisa a semaˆntica
dos dados, mas sa˜o menos eficientes para representar apareˆncia
visual. Assim, a recuperac¸a˜o de imagens baseada em conteu´do
permite utilizar dados visuais diretamente no processo de
recuperac¸a˜o, sem a necessidade de metadados. A a´rea de
recuperac¸a˜o de imagens baseada em conteu´do e´ importante
em diversos cena´rios. No entanto, uma a´rea pouco explorada
e´ a recuperac¸a˜o de imagens baseada em rascunhos ou esboc¸os
1De acordo com a sintaxe comumente utilizada no aprendizado multi-
instaˆncia, (xi, yi) e´ um bag(saco) rotulado enquanto Xi um bag sem ro´tulo.
(sketch based image retrieval – SBIR).
Um rascunho e´ uma representac¸a˜o intuitiva da apareˆncia do
objeto, o que e´ interessante para uso em dispositivos mo´veis
dada a facilidade para produc¸a˜o de rascunhos nestes aparelhos,
ale´m da convenieˆncia de interac¸o˜es curtas com o usua´rio. Dado
o apelo para o uso em dispositivos modos, e´ fundamental em
SBIR otimizar o uso de processamento e memo´ria.
Uma das abordagens possı´veis e´ o uso de bag of visual
words em conjunto com descritores visuais, dos quais os
descritores HOG (Histogram of Gradients) mostraram bons
resultados em conjunto com me´todos mais complexos para
descrever os rascunhos [6]. Mais recentemente, o advento das
redes neurais convolucionais modernas tambe´m atingiu a a´rea
de aprendizado com rascunhos.
As redes neurais convolucionais (CNNs) sa˜o te´cnicas que
podem ser vistas como um framework unificado para o
aprendizado de extratores de caracterı´sticas (descritores) e
classificadores de grande desempenho quando comparados aos
me´todos baseados em desenvolvidos manualmente [7]. Yu et
al. [7] propoˆs a CNN Sketch-A-Net, que superou Eitz et al. [8]
na classificac¸a˜o da base de dados Tu-Berlin (maior base de
rascunhos categorizados disponı´vel atualmente).
A. Contribuic¸o˜es
Apresentamos nesse artigo contribuic¸o˜es em duas frentes:
primeiramente, a melhoria da recuperac¸a˜o de imagens base-
ada em conteu´do usando abordagens multi-instaˆncia, e em
segundo o uso de CNNs para a extrac¸a˜o de caracterı´sticas na
recuperac¸a˜o de imagens baseada em rascunhos. Com relac¸a˜o a`
segunda contribuic¸a˜o, reportamos uma extensa˜o dos resultados
de Bui et al. [9], que adaptou a rede em uma arquitetura
siamesa utilizando func¸a˜o de perda triplet loss pra uso em
SBIRs capaz de generalizar a recuperac¸a˜o entre diferentes
categorias de objetos. Em especial, a contribuic¸a˜o esta´ na
compactac¸a˜o do descritor por meio de quantizac¸a˜o e ana´lise
de componentes principais.
II. APRENDIZADO MULTI INSTAˆNCIA PARA
CLASSIFICAC¸A˜O DE IMAGENS
Os estudos realizados nesta a´rea podem ser divididos em
passos: (1) Investigac¸a˜o de me´todos para segmentac¸a˜o, des-
critores de imagem baseados no espac¸o de cores Luv e
coeficientes Wavelet e o algoritmo de agrupamento k-Me´dias,
(2) ana´lise dos resultados da segmentac¸a˜o, visual e estatisti-
camente, com o apoio do software Weka e (3) experimentos
com classificac¸a˜o de imagens e rascunhos, utilizando as bases
de dados: Flickr15K [6], composta de imagens e rascunhos; e
Corel1000 [10], cujos rascunhos foram criados por volunta´rios
durante o perı´odo de pesquisa.
Segmentac¸a˜o: Inicialmente, cada imagem e´ dividida em
blocos de 4 × 4 pixels e um vetor de caracterı´sticas e´ ex-
traı´do para cada bloco. Obtidos os vetores de caracterı´sticas,
o algoritmo de agrupamento k-medias, ja´ implementado na
biblioteca, e´ aplicado. No entanto ressaltamos que o algoritmo
na˜o define o nu´mero de grupos (k) em que sera´ feita a
divisa˜o; Para esta tarefa foi empregado um me´todo semelhante
a [10], incrementando k em passos restringindo-o a thresholds
baseados no desempenho da segmentac¸a˜o.
Extrac¸a˜o de Caracterı´sticas: Foram implementados
me´todos de extrac¸a˜o de treˆs grupos de caracterı´sticas visuais
de forma que estes pudessem ser utilizados (compondo vetores
de caracterı´sticas) para segmentac¸a˜o e/ou recuperac¸a˜o das
imagens a partir de rascunhos (SBIR). O primeiro grupo,
composto de treˆs caracterı´sticas, e´ a me´dia dos componentes
de cor dos blocos 4×4 utilizando o espac¸o de cores LUV, onde
L representa a luminaˆncia, U e V representam as informac¸o˜es
de cor (crominaˆncia).
O segundo grupo de caracterı´sticas tambe´m e´ composto
de treˆs valores que representam a energia nas bandas de
alta frequeˆncia de tranformadas Wavelet [11]; A motivac¸a˜o
para o uso dos coeficientes como descritores visuais vem da
propriedade dos mesmos em representar de forma distintiva
caracterı´sticas de textura, a intuic¸a˜o por traz desta ideia vem
do fato de que diferentes banda de frequeˆncia representam
variac¸a˜o em diferentes direc¸o˜es; a banda HL, por exemplo,
representa atividades na direc¸a˜o horizontal.
O terceiro grupo de caracterı´sticas sa˜o parte do HOG (His-
tograma de Gradientes Orientados), um descritor conhecido
por sua efica´cia para a identificac¸a˜o de formas humanas em
imagens [12] e, de especial interesse a nossa aplicac¸a˜o final,
na classificac¸a˜o de imagens digitais, rascunhos e recuperac¸a˜o
baseada em rascunhos [6].
Com estes descritores implementados, os vetores de carac-
terı´sticas, quando utilizando de todos os grupos, possuem o
formato apresentado pela Tabela I
Cor Wavelets HoG
L U V HL LH HH 8 bins (aˆngulos)
Tabela I
FORMATO DO VETOR DE CARACTERI´STICAS
A. Resultados
Tabela II
COEFICIENTES KAPPA
Base Segment. Classific. KNN B. C-KNN
corel1000 L e W L, W e H 0.42 ± 0.05 0.47 ± 0.04
corel1000 L e W L e W 0.35 ± 0.04 0.43 ± 0.04
corel1000 L L, W e H 0.44 ± 0.04 0.51 ± 0.04
corel1000 L L 0.31 ± 0.05 0.34 ± 0.05
flickr15K L e W L, W e H 0.22 ± 0.03 0.24 ± 0.04
flickr15K L e W L e W 0.17 ± 0.03 0.20 ± 0.03
flickr15K L L, W e H 0.21 ± 0.03 0.26 ± 0.04
flickr15K L L 0.11 ± 0.03 0.12 ± 0.03
Foram feitos testes usando os classificadores KNN (k-
Nearest Neighbors) e Bayesian Citation KNN (uma versa˜o
modificada do mesmo algoritmo com vistas a aplicac¸a˜o
em cena´rios multi-instaˆncia) em diferentes configurac¸o˜es de
segmentac¸a˜o e quantidade de caracterı´sticas utilizadas. Os
resultados da cross-validation, usada para comparar os des-
critores, podem ser contemplados na Tabela II com a ajuda
do coeficiente Kappa. Note que, na tabela, representamos
os descritores com L para LUV, W para Wavelet e H para
HOG. E´ possı´vel notar que, em quase todas as configurac¸o˜es
apresentadas, a abordagem multi-instaˆncia (B.C. KNN) supera
o classificador comum, demonstrando a vantagem do me´todo
de extrac¸a˜o.
Testes semelhantes foram realizados para a classificac¸a˜o
de rascunhos, mas os resultados na˜o foram satisfato´rios;
a classificac¸a˜o de rascunhos apresentou resultados muito
pro´ximos a`queles que seriam obtidos caso um classificador
aleato´rio fosse utilizado (ou seja, kappa ≈ 0). Para o tra-
tamento de rascunhos, um novo problema (Recuperac¸a˜o de
Imagens Baseada em Rascunhos) e uma nova abordagem
(Redes Neurais Convolucionais) foi utilizada, detalhada na
sec¸a˜o III.
III. REDES CONVOLUCIONAIS PARA RECUPERAC¸A˜O DE
IMAGENS
A proposta e´ tratar a recuperac¸a˜o de imagens como um
problema de regressa˜o, onde um descritor multidimensional e
aprendido atrave´s de uma rede de arquitetura siamesa tripla
(treˆs redes neurais unidas) com pesos parcialmente compar-
tilhados. Utilizamos a CNN para aprender o mapeamento
inter domı´nio entre rascunhos e mapas de bordas obtidos de
imagens naturais [13] e exploramos representac¸o˜es eficientes
dos descritores produzidos. Apo´s o treinamento da rede reali-
zamos experimentos com a compactac¸a˜o do descritor usando
quantizac¸a˜o e projec¸o˜es PCA (Principal Component Analysis),
visto que a descritores compactos sa˜o imporantes em SBIR
para o uso eficiente em dispositivos restritos como celulares
de tablets.
Rede Convolucional Siamesa: Redes convolucionais
cla´ssicas (sem ramificac¸o˜es) trouxeram avanc¸os revolu-
ciona´rios para a detecc¸a˜o de objetos e categorizac¸a˜o de ima-
gens. Esses sucessos foram refletidos nas a´reas relacionadas
a rascunhos, como no caso da arquitetura Sketch-a-Net que
atingiu performance de classificac¸a˜o semelhante a de humanos.
Pode-se acreditar, de forma ingeˆnua, que descritores extraı´dos
diretamente destes classificadores seriam suficientes para uso
em recuperac¸a˜o por conteu´do, o que na˜o e´ verdade ja´ que
estes descritores na˜o apresentam boa generalizac¸a˜o para buscas
fora do conjunto de treinamento. Utilizamos enta˜o uma rede
siamesa que resringe apenas a distaˆncia relativa entre um
objeto aˆncora e exemplos positivos e negativos (Figura 1). Em
nosso caso um triplet e´ composto de um rascunho aˆncora e
exemplos positivos e negativos escolhidos entre os mapas de
borda gerados a partir das imagens naturais.
Para os experimentos foram utilizados duas bases de da-
dos pu´blicas de rascunhos: a Tu-berlin, desenvolvida para
classificac¸a˜o [14] e a Flickr15K, de SBIR [6]:
• A base de dados de classificac¸a˜o Tu-Berlin, utilizada
apenas na fase de treino, e´ composta de 250 categorias
de rascunhos com 80 destes por categoria. Ale´m dos
rascunhos, o me´todo requere imagens naturais para o
treino da rede siamesa; essas imagens foram obtidas
atrave´s de APIs pu´blicas dos servic¸os de recuperac¸a˜o de
imagens Google, Bing e Flickr.
(a) Antes do treinamento (b) Apo´s treinamento, com
margem
Figura 1. A func¸a˜o de perda Triplet loss minimiza a distaˆncia entre um
aˆncora e um exemplo positivo (mesma categoria) e maximiza a distaˆncia entre
um aˆncora e um exemplo negativo (qualquer outra categoria).
• A base Flickr15K, usada para teste, e´ composta de 33
categorias de rascunhos, com 20 rascunhos por categoria,
ale´m de diferentes quantidades de imagens naturais por
categoria, totalizando 15024 imagens deste tipo.
Compactac¸a˜o: Em nı´veis de aplicac¸a˜o e´ de suma im-
portaˆncia o desenvolvimento de uma representac¸a˜o compacta
dos dados de tarefas de classificac¸a˜o e recuperac¸a˜o, permitindo
transmissa˜o e armazenamento eficientes, fatores relevantes
para uso em dispositivos mo´veis [15], [16].
Investigamos um me´todo de compressa˜o por projec¸a˜o ba-
seada em PCA como em [17], seguido da quantizac¸a˜o de
cada dimensa˜o em inteiros de n-bits. Especificamente, para
a representac¸a˜o dos dados para SBIR, a combinac¸a˜o de
projec¸o˜es baseadas em PCA e quantizac¸a˜o independente dos
elementos do descritor promovem excelente reduc¸a˜o de di-
mensionalidade sem perdas de performance. Tambe´m fizemos
experimentos com te´cnicas de binarizac¸a˜o via PCA ou LSH,
mas estas causaram degradac¸a˜o na performance.
A. Resultados
Com um treinamento utilizando as 250 categorias dis-
ponı´veis para treino e as 100 dimenso˜es dos descritores
produzidos sem modificac¸o˜es, a performance da recuperac¸a˜o
tem mean average precision (MAP) de 22.04% conforme
resultados em [9]. Com nosso me´todo de compactac¸a˜o do
descritor, conforme Tabela III a projec¸a˜o baseada em PCA
diminui 90% do armazenamento em sua versa˜o mais compacta
sem grandes perdas de performance, com uma projec¸a˜o de 8
a 12 dimenso˜es.
Tabela III
USO DE DIFERENTES NU´MEROS DE COMPONENTES PRINCIPAIS (PCS) EM
BUSCA DA DIMINUIC¸A˜O DA DIMENSIONALIDADE DO DESCRITOR
#PC 2 4 6 8 10 12 14
mAP 11.60% 17.88% 19.82% 22.19% 22.07% 22.32% 22.06%
Reduzimos ainda mais o armazenamento necessa´rio apli-
cando quantizac¸a˜o, de pontos flutuantes (32-64 bits) para
inteiros com n bits. O resultado dos experimentos com
quantizac¸a˜o podem ser contemplados na Figura 2; observamos
que quantizac¸o˜es com menos de n = 8 bits sa˜o inadequadas,
sugerindo que quantizac¸a˜o para 1 byte-por-dimensa˜o seja
a soluc¸a˜o o´tima. Nessa configurac¸a˜o a performance flutua
ao redor de ∼ 1%, mas a reduc¸a˜o no armazenamento da
representac¸a˜o e´ de 98%, de 3200 para 64 bits (8 bits por
dimensa˜o, 8 dimenso˜es); cada imagem na base de dados pode
ser representada por um u´nico descritor de 64 bits, fazendo
com que a base Flickr15K, em sua totalidade, ocupe apenas
≈120 kilobytes de armazenamento.
Figura 2. Comparac¸a˜o de diferentes configurac¸o˜es de quantizac¸a˜o, desta-
cando que nossa escolha de 8 componentes principais quantizados para 8 bits
e´ a opc¸a˜o mais compacta sem grandes perdas na performance
Ale´m da reduc¸a˜o no armazenamento, as representac¸o˜es
compactas (em nu´meros inteiros) sa˜o mais rapidamente com-
paradas do que valores reais. A Tabela IV mostra o tempo
para realizac¸a˜o de uma busca em algumas configurac¸o˜es de
compatibilizac¸a˜o. Enquanto a busca com o descritor original
toma 29.7976ms, recuperar imagens usando o descritor quan-
tizado com nossa configurac¸a˜o de escolha reduz o tempo de
processamento em aproximadamente 41%.
Tabela IV
TEMPO DE UMA BUSCA NA NA BASE DE DADOS FLICKR15K
PCs \nBits 4 8 16
4 14.5762ms 17.3261ms 17.9398ms
8 14.3429ms 17.4888ms 17.9492ms
12 14.0348ms 17.7112ms 18.7156ms
16 15.9036ms 17.8845ms 19.0868ms
IV. CONCLUSA˜O
Descrevemos uma se´rie de me´todos para melhoria dos
resultados de recuperac¸a˜o de imagens. Primeiramente, para
obter melhoria na recuperac¸a˜o de imagens naturais baseada em
conteu´do, fizemos uso do aprendizado multi-instaˆncia. Esse no
entanto, na˜o foi suficiente para lidar com a recuperac¸a˜o ba-
seada em rascunhos, necessitando de te´cnicas de aprendizado
profundo, em particular redes convolucionais com func¸a˜o de
custo triplet.
A abordagem multi-instaˆncia permite desacoplar regio˜es da
imagem, e considerar cada imagem como um conjunto de suas
regio˜es ao inve´s de globalmente, o que ajuda a representar
imagens com poluic¸a˜o visual, ou objetos provenientes de
outras classes que na˜o a de interesse. As redes convolucionais
com func¸o˜es de custo triplet, por sua vez, permitem relacionar
domı´nios diferentes (no nosso caso rascunhos e imagens), e
produzem descritores representativos que, conforme demons-
tramos podem ser compactados para maior eficieˆncia.
Trabalhos futuros podem combinar as duas abordagens,
permitindo por exemplo lidar com poluic¸a˜o visual nos cena´rios
de SBIR e CBIR, ale´m de explorar outras abordagens de
aprendizado profundo como as redes geradoras adversariais.
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