The present paper proposes a novel broadcast control (BC) law for multi-agent coordination. A BC framework has been developed to achieve global coordination tasks with low communication volume. The BC law uses broadcast communication, which transmits an identical signal to all agents indiscriminately without any agent-to-agent communication. Unfortunately, all of the agents are required to take numerous random actions because the BC law is based on stochastic optimization. Such random actions degrade the control performance for coordination tasks and may invoke dangerous situations. In order to overcome these drawbacks, the present paper proposes the pseudo-perturbation-based broadcast control (PBC) law, which introduces multiple virtual random actions instead of the single physical action of the BC law. The following advantages of the PBC law are theoretically proven. The PBC law achieves coordination tasks asymptotically with probability 1. Compared with the BC law, unavailing actions are reduced and agents' states converge at least twice as fast. Increasing the number of multiple actions further improves the control performance because averaging multiple actions reduces unavailing randomness. Numerical simulations demonstrate that the PBC improves the control performance as compared with the BC law.
In order to overcome the limitations of the BC law, the present paper proposes a control law called the pseudoperturbation-based broadcast control (PBC) law. In order to avoid unavailing random actions and improve the control performance for coordination tasks, a key concept is employing multiple virtual random actions instead of the single physical random action of the BC. The PBC for broadcast systems is operated in a manner similar to the BC and retains the basic features of the BC. The present paper theoretically proves the following advantages and characteristics of the PBC law. Coordination tasks for broadcast systems are asymptotically achieved with probability 1. Unavailing random actions of agents are reduced and coordination tasks are achieved at least twice as fast, as compared to the BC law. The execution of a task is accelerated by increasing the number of multiple actions because the multiple actions improve the approximation accuracy of the gradient of an objective function for the task. The PBC law is demonstrated through numerical simulations of two types of multi-agent coordination tasks, which are a coverage task and a rendezvous task with formation selection.
This paper is an extension of our previous work (under review) [6] . We modified the paper significantly and added new points. Especially, this paper proposes the PBC law based on multiple virtual actions of agents, whereas the control law in the conference paper uses a single virtual action. To discuss multiple actions, the overview of the PBC in Section 3.1 and Theorem 6 were modified. All of Section 3.3 is a new part. Numerical simulations in Sections 4.2 and 4.3 to demonstrate the PBC law are new. All appendices to prove theorems and a proposition are new, where Appendices B and C were a modified version of [6] .
The remainder of this paper is organized as follows. Section 2 states the primary problem and associated limitations of the BC law. The PBC law with theoretical analysis is presented in Section 3, which describes the main results of the paper. In order to demonstrate the effectiveness of the PBC law, two types of multi-agent coordination tasks are simulated in Section 4. Conclusions and future research are described in Section 5. T ∈ R n with nonzero elements, x (−1) represents the element-wise inverse of x, i.e., x (−1) := [1/x 1 , ..., 1/x n ] T ∈ R n . The partial derivative of f (x) ∈ R with respect to x ∈ R n is denoted by ∂ x f (x) ∈ R n . The operator E[f (σ)] denotes the expectation of f (σ) ∈ R n with respect to all random variables σ. The operators E[f (σ, x(σ))| x ] and Cov[f (σ, x(σ))| x ] denotes the conditional expectation and the conditional covariance of f (σ, x(σ)) ∈ R n with respect to all random variables σ for a fixed x, respectively.
Problem setting via review of the BC
This section states the main problem and associated drawbacks of the BC law. Section 2.1 introduces the target systems and the main problem. After Section 2.2 reviews the BC law, which is a solution to the main problem, its limitations to be overcome are described in Section 2.3.
Target systems and the main problem
Let us consider a multi-agent system Σ on an ndimensional state space, which is controlled as a broadcast system. The system consists of a global controller (supervisor) G and N agents A i equipped with local controllers L i (i = 1, ..., N ). Note that, although agents are indexed from 1 to N for notational convenience, it is not necessary to discriminate among them.
The dynamics of the agent A i at a discrete time step t ∈ {0, 1, ...} is omni-directional and is given by A i : x i (t + 1) = x i (t) + u i (t),
where x i (t) ∈ R n and u i (t) ∈ R n are the state and the control input of A i , respectively. The collective state of all of the agents is denoted by x := [x T ∈ R nN . Its initial state x(0) is given. The local controller L i , with which each agent A i is equipped, is described as follows:
where φ i ∈ R n φ is the state of the local controller L i . The collective state of all of the local controllers is denoted
T ∈ R n φ N . The initial state is set to φ(0) = 0 ∈ R n φ N for simplicity of discussion. The symbol ν(t) ∈ R nν is a broadcast signal, which is sent to all of the agents by the global controller G. The functions
determine the transition of φ i and the input u i (t) of the agent A i , respectively. The global controller G is expressed as
where
Note the following three requirements with respect to the communication and controllers in terms of cost and equipment for the multi-agent system Σ. First, there is no agent-to-agent communication. Second, the local controllers f φ and f u must be identical for all of the agents. Third, the broadcast signal ν(t) must be identical for all of the agents (each optimal signal cannot be sent to each agent). Standard centralized, decentralized, and distributed control approaches can no longer be applied due to these requirements, whereas the requirements are crucial for designing controllers for large-scale multi-agent systems. The main problem of realizing coordination tasks under these requirements is stated as follows.
Main problem: For the multi-agent system Σ, find global and local controllers (G, L 1 , L 2 , . . . , L N ) (i.e., f ν , f φ , and f u ) that satisfy the three above-mentioned requirements and
where J : R nN → R is an objective function that is regarded as the performance index for a coordination task of the system Σ. Convergence to a local minimum of J(x) in (4) is allowed in this problem.
Review of the BC law
This subsection briefly introduces the BC law [2] . The global controller G of the BC law is defined as
Each local controller L i is defined by
where φ i,1 (t) ∈ {−1, 1} n and φ i,2 (t) ∈ R. The symbols a(t) ∈ R and c(t) ∈ R are controller gains. The sym-
n is a random variable, where σ i,j (t) (i ∈ {1, ..., N }, j ∈ {1, ..., n}, t ∈ {0, 1, ...}) independently obeys the Bernoulli distribution with outcome ±1 equal probabilities. The collection of the random variables is denoted by σ(t) :
The BC law with these definitions is a solution to the main problem.
Theorem 1 (BC law [2] ) For the multi-agent system Σ, an objective function J(x), and the BC law in (5), (6), (7) , and (8), x(t) converges to a (possibly samplepath-dependent) solution to ∂ x J(x) = 0 with probability 1 if the following conditions hold.
(c1) An objective function J : R nN → R is defined as
where J(x) and J obj (x) are nonnegative C 2 continuous on R nN , and there exists a solution to ∂ x J(x) = 0 for some l 1 and l 2 . (c2) The compact connected internally chain transitive invariant sets 1 of a gradient systemż(τ ) = −∂ z J(z(τ )) are included in the solution set to the equation ∂ z J(z) = 0 (i.e., to ∂ x J(x) = 0), and there exists an asymptotically stable equilibrium for the gradient system, where z(τ ) ∈ R nN and the stability is in the Lyapunov sense. (c3) The controller gains satisfy a(t) = a(t + 1) > 0 and c(t) = c(t + 1) > 0 for every t ∈ {0, 2, 4, ...} (i.e., a(0) = a(1) > 0, a(2) = a(3) > 0,... and the same is true of c(t)), lim t→∞ a(t) = 0,
2 < ∞, and
Remark 2 Convergence to a solution to ∂ x J(x) = 0 indicates that (4) (approximately) holds. Thus, the BC law is a solution to the main problem.
Remark 3
The BC law is based on a two-stage transition of the state x(t). At the time t ∈ {0, 2, 4, ...}, the agent A i receives the broadcast signal ν(t) and takes the random action u i (t) = c(t)σ i (t). Such a random action is essential in order to approximate the gradient of J(x) based on SPSA [18] . The second term in (8) corresponds to the approximate gradient (in an average sense) by applying Taylor's theorem [2] ∀t ∈ {0, 2, 4, ...},
i,1 (t + 1)
where ν(t + 1) = J(x(t + 1)) from (5),
T , J(x(t))] from (6) and (7), and c(t+1) = c(t) from the condition (c3) hold. The gradient becomes the moving direction of A i for minimizing J(x). At the time t + 1 ∈ {1, 3, 5, ...}, A i moves in such a direction while canceling the random action c(t + 1)φ i,1 (t + 1) = c(t)σ i (t).
Remark 4
In the condition (c1), J obj : R nN → R describes the achievement degree of a coordination task to be realized, such as coverage, rendezvous, and assignment tasks. The function ρ( x ) switches J(x) such that
The term x T x is introduced for bounding the size of x. The constants l 1 and l 2 determine the workspace of the coordination. There exists ρ( x ) in (10) such that J(x) is C 2 continuous, e.g., a spline type function [2] .
Remark 5 To evaluate J(x(t)) (if it is not directly observed), the global controller G requires the information chain transitive if, for each (z0, z f ) ∈ Sz × Sz, ǫ > 0 ∈ R, and T > 0 ∈ R, there exist m ∈ N and (z1, z2, ..., zm) ∈ S m z such that z(τ, zi) − zi+1 < ǫ (i = 0, 1, ..., m) for some τ ∈ [T, ∞), where zm+1 := z f and z(τ, zi) represents the state z(τ ) of the system for the initial state z(0) := zi [3] .
of all agents' states x(t) ∈ R nN , via some means, such as cameras, sensors, and direct all-to-one communications.
Drawbacks of the BC law
For large-scale multi-agent systems, the BC law in Theorem 1 is advantageous because it satisfies the three requirements described in Section 2.2: communications between agents are not used, local controllers are identical for all agents, and the broadcast signal is identical. Such characteristics are efficient for constructing controllers that are not adversely affected by the system size. However, the BC law contains the following limitations.
• The control law using the random action c(t)σ i (i) in (8) causes an agent to move an unavailing extra distance to approximate the gradient of the objective function J(x). If a broadcast system involves a disturbance (e.g., noise in observing the states of the agents), a large random action may be needed for the system to be robust against the disturbance. Furthermore, it is impractical to enforce random actions of agents in many applications because such a randomness invokes dangerous situations.
• The minimization process in (4) using the BC law can be slow because the state transition is a two-stage transition with randomness, as shown in (8) .
In order to overcome the above limitations, the next section presents a novel control law, which is another solution to the main problem, such that the moving distances of agents are reduced and the minimization of J(x) is accelerated as compared with the BC law.
3 Proposed method: pseudo-perturbationbased broadcast control law
In this section, we propose the PBC law in order to overcome the drawbacks of the BC law. Section 3.1 presents an overview of the PBC law based on a simple but novel concept. Sections 3.2 and 3.3 derive the theoretical aspects that show the effectiveness of the PBC law as compared with the BC law.
Overview of the PBC law based on a simple but novel concept
The PBC law is derived by extending the BC law as follows. Recall that the agents under the BC law take the random actions u i (t) = c(t)σ i (t) in (8) in order to approximate the gradient of an objective function J(x), as explained in Remark 3. In order to avoid the unavailing random actions and improve the approximation accuracy of the gradient, a key concept is the introduction of the following multiple virtual random actions rather than the single physical random actions: i (t) independently obeys the Bernoulli distribution with outcome ±1 equal probabilities. Let us definex
Based on the multiple virtual random actions, the global controller G of the PBC law is proposed as follows:
Each local controller L i with its state φ i (t) of the PBC law is proposed as
. . .
Unlike the BC law, a function f φ (φ i (t), ν(t), t) as in (7) is not needed because the state φ i (t) of the local controller is nothing but the random variables σ (14) is indeed a function of x(t) and φ(t) becausex (k) (t + 1) is given from x i (t) and φ
, as shown in (12) and (13) . Three important properties of the PBC law are as follows.
First, the PBC is a solution to the main problem and overcomes the limitations of the BC. The objective function J(x) is minimized in a manner similar to the BC law. For the following reasons, the unavailing actions are reduced, and the agents' states are converged at least twice as fast as the BC law under some conditions. The physical random actions u i (t) = c(t)σ i (t) in (8) are no longer used for approximating the gradient of J(x). The approximation accuracy of the gradient of J(x) is enhanced by taking multiple actions with large K > 1. In a manner similar to (11), the right-hand side of (16) approximates the gradient as follows: (17) reduces the randomness. These properties are shown theoretically in Sections 3.2 and 3.3.
Second, the communication volume of the PBC law is slightly greater than that of the BC law. The global controller G of the PBC law broadcasts K-dimensional signal ν(t), whereas the broadcast signal of the BC law is one-dimensional. In the PBC law, each agent A i transmits the signal
(t)}. The BC law requires that A i transmits only x i (t) or that G observes x i (t) for all i ∈ {1, ..., N }, in general (see Remark 5) . However, these differences between the two laws are not critical. The number K of multiple actions is (significantly) smaller than the number N of agents. The information volume is not so different between {x i (t), φ i (t)} and x i (t) because σ (k) i,1 (t) = ±1 is binary (2-bit) and is significantly smaller than a quantized real vector
Third, the advantages of the BC law for large-scale multi-agent systems are preserved in the PBC law. The PBC law satisfies the three requirements described in Section 2.1, which are that communications between agents are not used, that local controllers are identical for all of the agents, and that the broadcast signal is identical.
The following subsections derive the theoretical aspects to show that the PBC law improves the control performance, such as the moving distances of agents and the convergence speed for minimizing an objective function J(x), as compared with the BC law. Section 3.2 analyzes the convergence and performance improvement of the PBC law. The effect of taking multiple actions with K > 1 is analyzed in Section 3.3.
Theoretical analysis of the PBC law: convergence and performance improvement
This subsection presents a theoretical analysis of the PBC law proposed in Section 3.1. In the following, Theorem 6 shows that the PBC law is a solution to the main problem. For the case in which the number K of multiple random actions is 1, Theorems 8 and 10 indicate that the control performance of the PBC law is enhanced compared with the BC law.
The condition (c3) is modified for the PBC law:
(c3') The controller gains satisfy a(t) > 0 and c(t) > 0 for every t ≥ 0, lim t→∞ a(t) = 0,
We first show that the PBC law is a solution to the main problem.
Theorem 6 (Convergence of the PBC law) For the multi-agent system Σ, an objective function J(x), and the PBC law in (14), (15), and (16) with any K > 0, if the conditions (c1), (c2), and (c3') hold, then x(t) converges to a (possibly sample-path-dependent) solution to ∂ x J(x) = 0 with probability 1.
PROOF. The proof is given in Appendix A.
Remark 7 As explained in Remark 2, convergence to a solution to ∂ x J(x) = 0 indicates that (4) (approximately) holds, and thus the PBC is a solution to the main problem. The PBC retains the essential feature of the BC law.
In the following, we show that the PBC law is superior to the BC law in terms of the convergence speed and the moving distances of agents in the case of K = 1. The symbols {·}| PBC and {·}| BC denote the results obtained by applying the PBC and BC laws, respectively, where the symbols can be omitted if we discuss either the PBC or the BC. The following theorem shows that coordination tasks can be performed twice as fast.
Theorem 8 (Achieving tasks at twice the speed)
Then, the following relations hold
PROOF. The proof is given in Appendix B.
Remark 9
The speed for achieving the task of the PBC law with K = 1 is twice that of the BC law. An intuitive reason for this result is that the two-stage transition of the BC law explained in Remark 3 is simply combined into a one-stage transition.
We next analyze the moving distances of agents. Let us define the total moving distance:
The following theorem shows that the moving distance D(t)| PBC of the PBC law is reduced compared with the moving distance D(2t)| BC of the BC law in statistical, deterministic, and probabilistic senses.
Theorem 10 (Reduction of the moving distance)
is (locally) convex or quasi-convex on the minimum convex set including all possible x(t + 1)| BC , and otherwise let be 0. Then, for all t ≥ 1, the following relations hold:
PROOF. The proof is given in Appendix C.
Remark 11
The local convexity of J(x) increases the effectiveness of the PBC law because the binary function P(2t) is activated from 0 to 1 by the local convexity. If J(x) is convex or quasi-convex for all x, (21) and (23) 
Remark 12 In Theorem 10, it is reasonable that the time scales of the PBC and BC laws are normalized as t and 2t, respectively, because x(t)| PBC = x(2t)| BC and J(x(t))| PBC = J(x(2t))| BC hold in Theorem 8. To the best of our knowledge, few studies with respect to SPSA using multiple random numbers have been analyzed theoretically. The asymptotic properties of SPSA using multiple random numbers are discussed in [18] . It is also well known that the variance of the average of K samples is decreased 1/K times compared to the variance of one sample. This property is applied to the approximate gradient of J(x), i.e., the input in (16):
Using a large K enhances the approximation accuracy of the gradient in terms of the covariance.
In the following, some theorems are derived to discuss the influence of K > 1. We derive a theorem to show that increasing the value of K is efficient for enhancing the control performance per step of the PBC law.
Theorem 13 (Performance improvement per step)
For a given x(t), if the PBC law is applied, the following relations hold
is (locally) convex on the minimum convex set including all possible x(t + 1) for the given x(t), the reduction of J(x) per step is enhanced by in- (ii) For any κ ≥ 1 ∈ R, the power of the moving distance per step is reduced by increasing K
where the equality in (26) is possible only if κ = 1.
PROOF. The proof is given in Appendix D.
Remark 14
This theorem means that the per-step control performance in terms of the speed for minimizing J(x) and the moving distance is statistically improved by using a large K. If J(x) is locally concave around x(t), setting K = 1 is suitable for minimizing J(x) quickly.
Theorem 13 focuses on the control performance at each step, which is independent of other steps. Based on Theorem 13, we derive a result for a suitable objective function J(x) such that the control performance over multiple steps is improved.
Theorem 15 (Performance over multiple steps) For any t ≥ 1 and a given x(0), let S x be the minimum convex set including all possible x(0), x(1),..., and x(t). Suppose that, for all σ (k) (m) (m ∈ {0, ..., t − 1}, k ∈ {1, ..., K}) and for all s ∈ {0, ..., t}, J s,t (x) := J(x(t))| x(s)=x and D s,t (x) := (D(t) − D(s))| x(s)=x are (locally) convex inx ∈ S x . The PBC law enhances the reductions of J(x(t)) and D(t) by increasing K
where the equalities in (27) and (28) are possible only if J s,t (x) and D s,t (x) are not strictly convex but convex iñ x, respectively.
PROOF. The proof is given in Appendix E.
Remark 16 Although Theorem 15 considers the time steps from 0 to t, it can be applied to the time steps from τ to τ + t for a given x(τ ) and τ ≥ 0 in a similar manner.
Theorem 15 shows that the performance of J(x(t)) and D(t) are enhanced over multiple steps for suitable objective functions J(x). There are some choices of J(x) satisfying the assumptions in Theorem 15. One such class of J(x) is the convex quadratic function class, as described below.
Proposition 17 (Convex quadratic functions) If
J(x) is convex and quadratic in x, the assumptions in Theorem 15 hold for any x(0) (it is possible that J s,t (x) and D s,t (x) is not strictly convex but convex).
PROOF. The proof is given in Appendix F.
Remark 18
Although Proposition 17 focuses on convex quadratic functions, the PBC law can be successfully applied to various non-convex objective functions, which are locally convex and/or quadratic. Section 4 demonstrate the PBC law for non-convex objective functions. 
where q j are uniformly distributed on the state space, and V q := Sq 1dq is the n-dimensional volume of a workspace S q ⊂ R n (q ∈ S q ). The operator
(ii) Rendezvous control with formation selection. The following objective function for a rendezvous control is locally convex and quadratic in x J obj (x) = min
because, for all i and j, the L2-norms are quadratic convex and their sum is quadratic convex. The symbol r i,j (θ) ∈ R n is a relative target position between the agents i and j. Various target formations are constructed from r i,j (θ) parameterized by a global formation parameter θ ∈ S θ . Assuming that S θ is finite, an optimal θ minimizing J obj (x) is selected from among S θ . The PBC law can select such an (local) optimal formation with θ by minimizing J obj (x), whereas standard distributed control cannot optimize θ. If S θ includes only one element, J obj (x) in (30) reduces to a global convex objective function for well-known rendezvous control. (iii) Assignment control. For given target locations y i ∈ R n (i = 1, ..., N ), the following objective function for an assignment task is globally convex and quadratic in x
where S i ∈ {1, ..., N } and S i = S j for any i = j. The indices S := [S 1 , ..., S N ] indicate the pairs of target locations and agents to be assigned. Some assignment algorithms determine suitable indices. For example, the Hungarian algorithm gives optimal indices satisfying arg min S J obj (x, S) with the complexity O(N 3 ) [13] .
The above-mentioned functions in (29) and (30) include the operator min{·}, which invokes indifferentiable points on the state space. If the C 2 continuity in the condition (c1) is strictly concerned, a modified log-sumexp form 2 can approximate the operator min j {·} by a 2 The log-sum-exp form approximates the max function:
for any f j ∈ R (j = 1, 2, ..., n j ), where ε < 0 ∈ R. The term (1/ε) ln n j ≤ 0 is the approximation residual. Sufficiently small ε realizes a better approximation, i.e., (1/ε) ln n j → 0 as ε → −∞.
Numerical example
In this section, the effectiveness of the PBC law is evaluated in comparison with the BC law. The two types of multi-agent coordination tasks are demonstrated.
Settings
The number of agents is set to N = 15 in the twodimensional state space, i.e., n = 2. The parameters in (10) were respectively set to l 1 = 100 and l 2 = 101, which determine the size of the workspace. The terminal time of the simulation is set to 300. The controller gains are set such that the conditions (c3) and (c3') are satisfied
where a(2t)| BC = a(2t + 1)| BC = a(t)| PBC and c(2t)| BC = c(2t + 1)| BC = c(t)| PBC in the case of the BC law. Based on conditions for the convergence/divergence of the p-series (see Section 8.1.2 [16] ), the conditions (c3) and (c3') are satisfied if t v > 0, 0 < a p ≤ 1, c p > 0, 2a p − 2c p > 1, and a p + 2c p > 1 hold. According to these conditions, the coefficients were set to a 0 = 2, a p = 0.7, c 0 = 0.003, c p = 0.16, and t v = 20.
Broadcast rendezvous control with formation selection
This subsection evaluates a rendezvous control task with the objective function J obj (x) in (30). Recall that minimizing J obj (x) in (30) automatically selects a best formation parameterized by θ ∈ S θ . The state trajectories are shown in Fig. 1 . The × and • symbols denote the initial states x i (0) and the terminal states x i (300), respectively. The colored lines represent the trajectories of maxj εfj ≤ ln n j j=1 exp εfj ≤ maxj εfj + ln nj (see Section 3.1.5 in [4] ). For ε < 0, this inequality is transformed as ε minj fj ≤ ln n j j=1 exp εfj ≤ ε minj fj + ln nj , which corresponds to (32). T and θ ∈ S θ := {1, ..., N }. In Fig. 1 , the BC law and the PBC law with K = 1 caused the large random actions for the agents. Applying large K ∈ {3, 10} yields smooth trajectories, reducing the unavailing random actions. Figure  2 shows the transitions of the objective function J(x(t)) and the moving distance D(t) with respect to the mean and the standard deviation (SD) for 500 trials (with different random seeds). The both J(x(t)) and D(t) were successfully reduced by the PBC law. Their means and SDs were decreased more by using large K ∈ {3, 10} as compared with those of the BC law and the PBC law with K = 1. T , as illustrated in Fig. 3 . The black lines indicate the Voronoi diagram composed by the agents. We see that increasing K reduces the unavailing random actions of the agents. Figure 4 shows J(x(t)) and D(t) in terms of the mean and the SD for 500 trials (with different random seeds). In Fig. 4(a) , J(x(t)) was almost the same regardless of the value of K. It appears that J(x(t)) is not convex around the initial state x(0). Recall Theorem 13, which indicates that increasing K does not ensure the improvement of J(x(t)) for non-convex J(x(t)). Nevertheless, the PBC law reduces both J(x(t)) and D(t) compared with the existing BC law. 
Broadcast coverage control

Conclusion
In the present paper, we proposed the PBC law for achieving multi-agent coordination tasks with low communication volume without any agent-to-agent communication. To address drawbacks of the BC law discussed in Section 2.3, a simple but efficient solution was proposed in Section 3.1. The solution is to take multiple virtual actions of agents rather than a single physical random action. Sections 3.2 and 3.3 proved the theoretical aspects of the PBC law. Theorem 6 proved asymptotic convergence of multi-agent coordination with probability 1. Theorems 8 and 10 show that the PBC law is superior to the BC law in terms of the convergence speed and the moving distance in the case of taking a single action (K = 1). In the case of multiple actions (K > 1), Theorem 13 showed that the performance improvements per step become more effective by increasing the number K of multiple actions. Theorem 15 proved that the performance improvements are retained over multiple steps for suitable objective functions. Such functions are convex quadratic in the state shown in Proposition 17. Section 4 demonstrated that the PBC law is superior to the BC law through two types of coordination tasks.
In the future, we intend to extend the PBC law for nonlinear and/or stochastic multi-agent systems. The PBC law will be applied to merging tasks of multiple vehicles on congested roads.
A Proof of Theorem 6
This theorem is proven in a manner similar to the case of the BC law [2] . Unfortunately, the difficulty in the case of the PBC law arises from taking multiple trials (K > 1). The proof of the convergence of the BC law in Appendices A.1 and A.2 of [2] is summarized (with slight modification) as follows.
Lemma 19 (Stochastic systems for the BC [2])
Let us define t s := 2s for s ∈ {0, 1, ...}. Supposing that the conditions (c1), (c2), and (c3) hold, x(t s ) converges to a (possibly sample-path-dependent) solution to ∂ x J(x) = 0 with probability 1 if the following conditions hold:
(c4) For all t s , x(t s ) obeys
nN is a random vector and e B (t s ) ∈ R nN is a bounded random vector satisfying e B (t s ) → 0 as t s → ∞. (c5) sup ts x(t s ) < ∞ holds with probability 1. (c6) For any m ∈ {0, 1, ...}, the stochastic process { m s=0 a(t s )e M (t s+1 )} is a square integrable martingale, and
We apply Lemma 19 to the PBC law. Let us define the following functions for brief notation:
By substituting (14), (15), (16), (17), and (A.3) into (1), the transition of x(t) under the PBC law is given by (t) ) is bounded and O(c(t)) → 0 as t → ∞ from the condition (c3'). The pair of the condition (c3) and the definition t s := 2s in Lemma 19 can be replaced by the pair of the condition (c3') and t s := s. The condition (c4) then holds under the condition (c5) by regarding t, t + 1, e(t), and O(c(t)) as t s , t s+1 , e M (t s+1 ), and e B (t s+1 ). We next prove the condition (c5). The system dynamics in (A.4) is transformed as follows:
where k * (t) := arg max k∈{1,...,K} x(t)−a(t)g(t, σ (k) (t))
2
By virtue of the above inequality (A.5), the following property in Appendix A.3 of [2] can be applied to (A.5).
Lemma 20 (Boundedness of the state [2] ) Let us define t s := 2s for s ∈ {0, 1, ...}. Suppose that the conditions (c1), (c2), and (c3) hold. If the following relation
is satisfied, then sup ts x(t s ) < ∞ surely holds, where the pair of the condition (c3) and the definition t s := 2s can be replaced by the pair of the condition (c3') and t s := s.
Lemma 20 proves the condition (c5) in Lemma 19 by regarding t, t + 1, and σ (k * (t)) (t) in (A.5) as t s , t s+1 , and σ(t s ) in (A.6). The condition (c6) holds in a manner similar to the case of the BC law (see Appendix A.2 of [2] or Proposition 1 of [18] ). Lemma 19 is thus applied to the PBC law. This completes the proof. ✷
B Proof of Theorem 8
This theorem is proven by mathematical induction. In the case of t = 0, (18) and (19) clearly hold. With (A.2), x(2(t+1)) by employing the BC law is given as follows [2] :
(B.1) Using (A.4), x(t + 1) under the PBC law is obtained as (18) and (19) hold for t, they are also satisfied for t + 1. Therefore, (18) and (19) hold for all t ≥ 0. This completes the proof. ✷
C Proof of Theorem 10
Let us define the following function in order to simplify the notation:
Here, for any positive scalar coefficients ω 1 > 0 and ω 2 > 0, the following expectation is derived:
3) where note that |ω 1 ∆J(2τ, σ) + ω 2 | ≥ −(ω 1 ∆J(2τ, σ) + ω 2 ) and Pr{∆J(2τ, σ) < 0} = 1 − Pr{∆J(2τ, σ) ≥ 0} hold. In order to clarify the probability Pr{∆J(2τ, σ) ≥ 0} in (C.3), we show the relation
where ∆J(2τ, σ(2τ )) = J(x(2τ ) + c(2τ )σ(2τ )) − J(x(2τ )) in (C.1). If a random vector σ is included in the set {−1, 1} nN , −σ is also included in {−1, 1} nN because each component of σ is −1 or 1. If we assume that ∆J(2τ, σ) < 0 and ∆J(2τ, −σ) < 0 hold, then the relation
is satisfied. This inequality (C.5) contradicts the necessary condition for the (quasi-)convexity of J(x) on the minimum convex set including all possible x(2τ + 1)| BC . Thus, for any x(2τ )| BC and any σ ∈ {−1, 1} nN , if J(x) is convex or quasi-convex and ∆J(2τ, σ)| BC < 0 holds, then ∆J(2τ, −σ)| BC ≥ 0 holds. Since the probability of σ is constant on {−1,
is locally convex/quasi-convex, which yields (C.4).
Substituting the relation (C.3) with ω 1 = a(2τ )/c(2τ ), ω 2 = c(2τ ), and (C.4) into the expectation of
(C.6) On the other hand, (22) is proven because of (C.2) and (C.7). Next, the following relation
holds for the terms in (C.2). Therefore, ∆J(2τ, σ(2τ ))| BC < 0, ∀τ ∈ {0, ..., t − 1} is the necessary condition for (23) is proven because p(∆J(2τ, σ(2τ ))| BC < 0) ≤ 1 − (P(2τ )/2) holds by transforming (C.4). This completes the proof. ✷
D Proof of Theorem 13
We first prove the statement (i) for the case in which 1 ≤ K b < K a < ∞. For brevity of notation, let us define J g (g) := J(x(t + 1))| x(t+1)=x(t)−a(t)g for a given
2), and a combination C := Ka C K b . For the given set {1, ..., K a } of the index k in g (k) , we consider the C combinations to select K b indexes. Let us define a vector I i ∈ {1, ..., K a } K b as the array of the selected indexes in the i-th combination
(D.2) Note that the function J g (g) is (strictly) convex in g because J(x(t + 1)) is (strictly) convex in x(t + 1) and g = (x(t) − x(t + 1))/a(t) is uniquely determined as the linear function of x(t + 1). Since
Here, we consider the case in which J g (g) is strictly convex. The equality in (D.3) holds only if
is constant for all k. Because of the strict convexity,
is strictly convex, taking the expectation in (D.3) with respect to σ (k) (the set of σ (k) for each k is finite) excludes the equality from (D.3):
Using (D.2) and (D.4) yields the following inequality:
x ( T . Since the norm g i is convex in g i [4] , J g (g) is convex in g for κ = 1 and is strictly convex in g for κ > 1. The inequality in (D.5) holds in a similar manner, which leads to the statement (ii). This completes the proof. ✷
E Proof of Theorem 15
We consider the case in which 1 ≤ K b < K a < ∞. We prove this theorem by focusing on the dynamic programming of stochastic dynamical systems. Let us define where V t (x(t)) = J(x(t)) holds. We obtain Note that for all s ∈ {0, ..., t − 1}, V s+1 (x(s + 1)) = E[J(x(t))| x(s+1) ] is convex in x(s + 1) because, for all σ (k) (m) (m ∈ {0, ..., t − 1}, k ∈ {1, ..., K}), J s+1,t (x) := J(x(t))| x(s+1)=x is convex inx and the expectation of convex J s+1,t (x) is also convex [4] . Let us define x(s + for all s ∈ {0, ..., t−1}. Meanwhile, by applying Theorem 13 to the expectation with respect to σ (k) (t − 1), the following relation holds for all x(t − 1, K)
holds. Using (E.4) and (E.6) provides
(E.7) Using (E.4) and (E.7) yields (E.9)
Since Theorem 13 is used, the equalities in (E.4), (E.5), (E.6), (E.7), (E.8), and (E.9) are possible only if J s,t (x) := J(x(t))| x(s)=x is not strictly convex but convex inx. Therefore, the relation (E.9) is equivalent to (27). The relation (28) can be proven as described above by applying D(t) and the conditional expectations E[·| x(0),...,x(s) ] rather than J(x(t)) and E[·| 
F Proof of Proposition 17
The input u i (s) including ν (k) (s) is linear in x(s) because J(x) is quadratic in x. Therefore, for all s ∈ {0, ..., t}, s ′ ∈ {0, ..., t}, and σ (k) (m) (m ∈ {0, ..., t − 1}, k ∈ {1, ..., K}), x(s) is linear in x(s ′ ). Since J(x(t)) is convex in x(t), J s,t (x) is convex inx. Since D(t) is convex in x(s ′ ) for all s ′ ∈ {0, ..., t}, D s,t (x) is convex inx. This completes the proof. ✷
