An improved genetic algorithm for solving the graph planarization problem is presented. The improved genetic algorithm which is designed to embed a graph on a plane, performs crossover and mutation conditionally instead of probability. The improved genetic algorithm is verified by a large number of simulation runs and compared with other algorithms. The experimental results show that the improved genetic algorithm performs remarkably well and outperforms its competitors.
Introduction
The graph planarization problem has important applications in circuit and VLSI design, network design and analysis, computational geometry, and is one of the most intensively studied classes of graphs [1] , [2] . The problem is NPcomplete for general graphs [3] . Therefore, no tractable algorithm is known for solving it, which is the motivation for finding fast algorithms that yield approximate solutions.
Several algorithms for the problem have been published in the literature. In 1989 Jayakumar et al. proposed a O(n 2 ) near-maximal planarity testing algorithm [4] based on the PQ-tree technique [5] . Kant [6] presented a corrected and more generalized version of Jayakumar's algorithm. Cai et al. [7] developed an O(m log n) algorithm for the problem based on the Hopcroft-Tarjan planarity testing algorithm [8] . An algorithm with the same complexity bound of O(m log n) can also be derived from the incremental planarity testing algorithm of Di Battista and Tamassia [9] . Using an approach similar to Di Battista and Tamassia [9] , Westbrook [10] described an algorithm that works in O(n log n + ma(m, n)) worst case time plus an additional O(n) expected time (where a(m, n) is the functional inverse of the Ackermann function). La Poutre [11] gave an incremental planarity testing algorithm that takes O(a(m, n)) amortized time per operation, which can be transformed into an O(n + ma(m, n)) time algorithm for the problem. Goldschmidt and Takvorian presented a two-phase graph planarization heuristic [12] . Further Junger and Mutzel [13] reported a branch and cut algorithm for finding maximum planar subgraph. Resende [16] , [17] . Wang et al. [18] proposed a Hopfield network learning algorithm for the problem.
For solving such discrete combinatorial problems, genetic algorithm (GA) also constitutes an important avenue. A GA is an adaptive search technique based on the principles and mechanisms of natural selection and 'survival of the fittest' from natural evolution. GA grew out of Holland's [19] study of adaptation in artificial and natural systems. In this paper, we present an improved genetic algorithm (improved GA) for the problem. Unlike a conventional GA, the improved GA performs conditional (and not probable) crossover and mutation. The improved GA is applied to several benchmark problems. Simulation results are compared with that found by other algorithm. It is found that the proposed algorithm works remarkably well on generating a maximal or a better planar subgraph than its competitors for solving the problem in the same vertex ordering.
Problem Formulation
A graph is planar if it can be drawn in the plane so that no two edges intersect except at a common endpoint. For a given N-vertex M-edge graph G = (V, E), a planar subgraph G of G such that adding to G any edge of E(G) − E(G ) results in a nonplanar graph is called a maximal planar subgraph of G. The graph planarization problem is to find a maximum planar subgraph from a general nonplanar graph. Consider a simple undirected graph composed of four vertices and six edges as shown in Fig. 1(a) . The graph is planar as long as two edges (E5) and (E6) do not cross each other. Figure 1 (b) shows a planar graph. In the single-row routing representation used here, if an edge is being considered in the solution, the connection is established by either an upper edge or a lower edge. Figure 1 For solving this problem using GA, first we need to encode the problem in such a way that a GA can be applied to it. For an M-edge graph, we can use a list (x 1 , x 2 , . . . , 
where M is the number of edges, d i j = 1 if two edges i and j intersect; otherwise, it equals 0. The existence of a crossing between two upper edges (or two lower edges) is easy to determine from the single row representation used. Two edges (k, l) and (m, n) cross if k < m < l < n or m < k < n < l. Equation (1) is used to maximize the number of edges, and Eq. (2) is used to ensure that the solution is a planar subgraph. In the GA for this problem, the binary string x = (x 1 , x 2 , . . . , x m ) can be chosen as the genotype. The fitness of a solution can be evaluated according to the equation:
where A and B are parameters. The GA can find a good solution in the state space of solution to the problem. The starting point is always a collection of possible solutions generated at random. This set is known as generation. At each iteration, a new collection of solutions (a new generation) is obtained by mating the old solutions. Some randomness is also introduced through a mechanism called mutation, to ensure that the algorithm may avoid getting stuck at local minima. At each generation the best solution is recorded. The algorithm ends when a steady state is reached. From the stead state, one can get the solution (planar subgraph) of the problem.
Improved GA for the Graph Planarization Problem
In general, conventional GA can find good solution for the graph planarization problem; however it is always difficult for the conventional GA to find an optimal or nearoptimal solution. Furthermore for graph planarization problem, some time the solution found by conventional GA is not reasonable because of the specialty of the problem. To efficiently solve the problem, in this section we propose an improved GA for the graph planarization problem.
In the improved GA for the graph planarization problem, we modify the crossover and mutation behavior to improve the ability of global and local search. The outline of crossover and mutation behavior is as depicted in Fig. 2 . Let N p denote the population size and N c denote the current number of children generated. First N c is set to zero. Then (N p −N c )/2 pairs of parent chromosomes are randomly selected, and the difference-degree for every pair of parent chromosomes are calculated. The difference-degree (d i ) of i# parent pair is defined as follows:
Where N g is the size of chromosome, and N d is the number of different genes between the two parent chromosomes. As an example, we consider the following two parent chromosomes for a 5-edge graph:
It is evident that N d = 2 for the two parent chromosomes, thus the difference-degree (d i ) of the parent pair is 0.4. We introduce a new parameter called setting difference-degree D s to control the crossover and mutation behavior. As shown in Fig. 2 , for every parent pair, if the differencedegree (d i for i# parent pair) is larger than the setting difference-degree D s , then the crossover is applied with 100% certainty on the parent pair to generate two children.
After crossover, the total number of children generated is calculated; if the total number of children (N c ) is found to be smaller than the population size N p , then mutation is performed with 100% certainty on parent pairs chromosomes with d i less than the setting difference-degree, D s . The above procedure is performed in a loop until the total number of children (N c ) is equal to the population size, N p . Figure 3 is the flowchart of the proposed improved GA for the graph planarization problem, where it can be seen that D s is decreased in every generation. Clearly, this is similar to the concept of simulated annealing. Cooling methods in simulated annealing can be used to decrease the setting difference-degree. For simplicity, in this work, the following equation is used to achieve this purpose:
Fig . 3 Flowchart of the improved genetic algorithm.
where t denotes the t# generation and 0 < µ < 1 being the cooling ratio. From the above equation, it can be seen that by giving an initial value to the evolution of generation, D s decreases slowly to a near zero. Thus by introducing the setting difference-degree to control the crossover and mutation, it can be seen that the crossover and mutation operations are related. If, at an early stage, D s has a relatively large value, then only a few parent pairs can generate children while many pairs have to undergo mutation. Thus, the improved GA permits more population diversity to the offspring, which in turns allows for a much more efficient search for global optimal solutions. Also, as evolution of generation taken place, D s keeps on getting smaller and only few parent pairs perform mutation. Eventually, D s is reduced to near zero and parent pair mutation ends, thus the proposed improved GA has a good local search ability.
In GA, besides the behavior of crossover and mutation, the methods of crossover and mutation are also very important for efficient search. The one point-crossover or its extension (multipoint crossover) [20] are well-used methods because of its simplification. The one-point crossover operator takes two parent chromosome, randomly selects a position that creates two segments of genetic material in each parent, and afterwards interchanges those segments of genetic material, thus generating two new children. However, in general these methods are efficient only for traditional bit string encodings of the chromosome. Other methods such as Order 1 crossover [21] , Order 2 crossover [22] , Position crossover [21] , Cycle crossover [21] and Asexual crossover [23] are generally used for order-based problem. For the graph planarization problem, these methods produce invalid children (solutions). In the improved GA for the graph planarization problem, we proposed a modified two-point crossover which can always produce valid children (solutions). We describe the algorithm of the modified two-point crossover. Note that the following two parent chromosomes for a 5-edge graph are used as an example: Set n = 1 WHILE (n ≤ CP2 − CP1) (I) Generate two chromosomes x and y by interchanging the (O n + CP1)# gene of x and y.
(II) Check the chromosome x , if x is a valid child (solution), the x is replaced by x . The same operation is performed on the y and y. We can know here that the possible interchange is performed only when the interchange results a new valid child (solution). It is evident that different order of interchange can results different child because valid solution must satisfy the condition (Eq. (2)) of the graph planarization problem.
END
Besides the crossover method, we also modify the simple-invert mutation [19] method to guarantee the feasibility of the solution generated by mutation operator as follow: STEP 1. Randomly select a mutation point MP. 
It is evident that the above crossover and mutation method can always produce valid child, thus the fitness of a solution can be evaluated according to the following equation simplified from Eq. (3):
Experimental Results
The described improved GA for the graph planarization problem has been implemented in C++ on a PC Station (PentiumIII 733 MHz) and has been tested on a total of 21 benchmark graphs. In the improved GA for the graph planarization problem, the setting difference-degree D s and its cooling ratio µ are newly introduced. But in the improved GA, there are no crossover rate and mutation rate. Thus, in the improved GA, the main parameters are population size, the setting difference-degree D s and its cooling ratio µ. In the conventional GA, the performance is very sensitive to the parameters. To see the influence of parameters in the improved GA to the performance, we tested the improved GA on the 10 vertices and 22 edges nonplanar graph (G1) of Jayakumar et al. [4] shown in Fig. 4 using several sets of parameters. For each parameters set, 100 simulation runs were performed. Our simulations found that the proposed improved GA can find the optimal solution (Fig. 5) even when the population size is as small as 10 under initial D s > 0.1 and µ > 0.999. It is evident that the range of reasonable values of the initial D s and µ are very large. Thus we can say that in the improved GA, there is little influence of parameters to the performance; it is easily to adapt the improved GA to the problem.
In order to widely verify the proposed method, we tested the method on a total of 21 benchmark graphs. In simulations, the size of population was set to 100. The initial D s and the cooling ratio µ were set to 0.1 and 0.999. To evaluate our results, we compare the results of the proposed method with the Takefuji-Lee's neural network (T-L) [16] and Hopfield network learning method (HNL) [18] . Since all these methods used the same vertex ordering, we can say that this comparison is a suitable. Information on the test graphs as well as all simulation results are shown in Table 1 . The results that we recorded for each graph are the number of nodes, the number of edges, and the size of the planar G1  10  22  20  20  20  G2  45  85  80  80  80  G3  10  24  21  22  22  G4  10  25  22  22  22  G5  10  26  22  22  22  G6  10  27  22 22 subgraphs produced by each algorithm. We can see in Table 1 that for graphs G1∼G12, both the proposed method and the HNL [18] obtained the same solutions. On the other hand, for graphs G13∼G21, the proposed method performs much better than T-L [16] and HNL [18] . Besides, the computation time is also an important metric for comparing algorithm. Table 2 gives the computation time of the proposed algorithm and HNL [18] . Note that the computation time is the average of 10 simulations. From the Table, we note that the computation time of the proposed algorithm is reasonable although it is higher than that of HNL for the small graphs. On the other hand, for the large graph the proposed algorithm is much faster than HNL. Thus, we can say that within reasonable computation time, the proposed algorithm performs remarkably well and outperforms its competitors in terms of the solution quality for every tested graph.
Conclusions
We have proposed an improved GA for the graph planarization problem and showed its effectiveness by simulation experiments. The proposed method, which is designed to extract a maximum planar subgraph in a nonplanar graph, performs crossover and mutation conditionally instead of probability. The proposed method not only generated an optimal or near-optimal planar subgraph from the nonplanar or planar graph, but also embedded the subgraph on a planar.
It has been applied to many benchmark graphs up to 1000 vertices and 9991 edges and has been compared with other methods. The simulation results showed that within reasonable computation time, the proposed algorithm performs remarkably well and outperforms its competitors in terms of the solution quality for every tested graph.
