Abstract. We determine all holomorphically separable complex manifolds of dimension p+q which admits a smooth envelope of holomorphy such that the general indefinite unitary group of size p + q acts effectively by holomorphic transformations. Also we give exact description of the automorphism groups of those complex manifolds. As an application we consider a characterization of those complex manifolds by their automorphism groups.
Introduction
Isaev and Kruzhilin determined all complex manifolds of dimension n on which the unitary group U(n) acts effectively as holomorphic transformations [3] . As a consequence, they proved that the complex euclidean space C n is characterized by its automorphism group. We say that a complex manifold M is characterized by its automorphism group, if any complex manifold N (sometimes with some assumption) whose automorphism group Aut(N) is isomorphic to Aut(M) as topological groups is biholomorphically equivalent to M. In this paper, toward a classification of complex manifolds with a holomorphic indefinite unitary group action, we treat complex manifolds on which the general indefinite unitary groups GU(p, q) act effectively by holomorphic transformations. Moreover we give exact description of the automorphism groups of those complex manifolds, and the characterization by their automorphism groups. The characterization problem is considered 2010 Mathematics Subject Classification. 11M32,11M06 Indefinite unitary group, holomorphic automorphism, unbounded domain.
1 mainly for homogeneous complex manifolds, otherwise there exist many counterexamples. For homogeneous complex manifolds, there exist many positive results on the characterization, e.g. [1] , [2] , [3] , [4] , [7] , etc, and there exists a counterexample in [7] . In order to describe our results, let us fix notation here. Let Ω be a complex manifold. An automorphism of Ω means a biholomorphic mapping of Ω onto itself. We denote by Aut(Ω) the group of all automorphisms of Ω equipped with the compact-open topology. If A 1 , . . . , A k are square matrices, diag[A 1 , . . . , A k ] denotes the matrix with A 1 , . . . , A k in the diagonal blocks and 0 in all other blocks. We put here two domains in C p+q : Since U(p, q) acts on each level sets of −|z 1 | 2 · · · − |z q | 2 + |z q+1 | 2 + · · · + |z p+q | 2 , and C * acts on D n,1 and C n,1 as scalar multiplication, the group GU(p, q) is a subgroup of the automorphism groups of these two domains D p,q and C p,q . Furthermore, GU(n, 1) acts on C * × B n and C × B n effectively as holomorphic transformations, where B n = {z ∈ C n : |z| < 1}. Indeed, we have the action of A = (a ij ) 0≤i,j≤n ∈ GU(n, 1) on C × B n by C × B n ∋ (z 0 , z 1 , . . . , z n ) → (γ 0 (z 0 , z 1 , . . . , z n ), γ 1 (z 1 , . . . , z n ), . . . , γ n (z 1 , . . . , z n )) ∈ C × B n , where γ 0 (z 0 , z 1 , . . . , z n ) = z 0 (a 00 + n j=1 a 0j z j ), and γ i (z 1 , . . . , z n ) = a i0 + n j=1 a ij z j a 00 + n j=1 a 0j z j , for 1 ≤ i ≤ n. This action preserves {0} × B n , therefore GU(n, 1) acts on C * × B n . We note that C n,1 is biholomorphic to C * × B n by a biholomorphic map C n,1 ∋ (z 0 , z 1 , z 2 , . . . , z n ) → z 0 , z 1 z 0 , . . . , z n z 0 ∈ C * × B n .
and again we see from this map that GU(n, 1) acts on C * × B n .
Clearly GU(p, q) acts on C p+q and C p+q \ {0}. We will show that, under certain conditions, those domains are all complex manifolds on which GU(p, q) acts effectively by holomorphic transformations. The precise statements are the following: Theorem 3.1. Let M be a connected complex manifold of dimension n + 1 > 2 that is holomorphically separable and admits a smooth envelope of holomorphy. Assume that there exists an injective homomorphism of topological groups ρ 0 : GU(n, 1) −→ Aut(M). Then M is biholomorphic to one of the five domains C n+1 , C n+1 \{0}, D n,1 , C n,1 ≃ C * ×B n and C × B n . Observe that clearly D p,p ≃ C p,p , and, if p = q, then D p,q ≃ C p,q (see [7] ). We can put Theorem 3.1 and Theorem 4.1 together, since D 1,1 ≃ C 1,1 . When we prove those theorems, however, we need to divide those cases. We give the proofs of Theorems 3.1, 4.1 and 5.1 in Section 3, 4 and 5, respectively.
In Section 6, we give precise descriptions of the automorphism groups of the domains in Theorems 3.1, 4.1 and 5.1, except for C n and C n \ {0}.
Theorem 6.1 ([1]
). For f = (f 0 , f 1 , . . . , f n ) ∈ Aut(C × B n ), f 0 (z 0 , z 1 , . . . , z n ) = a(z 1 , . . . , z n )z 0 + b(z 1 , . . . , z n ), and f i (z 0 , z 1 , . . . , z n ) = a i0 + n j=1 a ij z j a 00 + n j=1 a 0j z j for i = 1, . . . , n, where a is a nowhere vanishing holomorphic function on B n , b is a holomorphic function on B n , and the matrix (a ij ) 0≤i,j≤n is an element of SU(n, 1).
and f i (z 0 , z 1 , . . . , z n ) = f 0 (z 0 , z 1 , . . . , z n ) a i0 + n j=1 a ij z j a 00 + n j=1 a 0j z j , for i = 1, . . . , n, where c is a nowhere vanishing holomorphic function on B n , and the matrix (a ij ) 0≤i,j≤n is an element of SU(n, 1).
Theorem 6.3. Aut(D p,q ) ≃ GU(p, q) for p > 1, q > 0.
As a corollary of above theorems, together with the classification in [3] , we can state the characterization theorem for some domains by their automorphism groups. 
, Aut(C p+1 \ {0}), Aut(C × B p ) nor Aut(C * × B p ) as topological groups, and therefore characterizes the domain D p,1 . For (ii), the case q > 1 follows from above (i), Theorems 3.1, 6.1, 6.2 and the fact that U(1 + q) does not acts effectively on D 1,q as holomorphic transformations (see [3] ). Since U(1 + q) acts effectively on C 1+q and C 1+q \ {0}, Aut(D 1,q ) is neither isomorphic to Aut(C 1+q ) nor Aut(C 1+q \ {0}). Observe that Aut(D 1,q ) is not connected by Theorem 6.2, namely, there exists two components which include the maps (z 0 , z 1 , . . . , z q ) and (z −1 0 , z 1 , . . . , z q ), respectively, while Aut(C × B q ) is connected since B n is contractible. Therefore Aut(C For the case q = 1, a direct proof of the characterization for C p,1 was given in [2] , and that for D p,1 was given in [7] . In the paper [7] , it is also proven that, if 
The proof is similar to that of Corollary 1.1. A direct proof of the characterization for C × B n was given in [1] , and for C * × B n in [2] in which the characterization is given for any direct product of a ball with Euclidean spaces and punctured Euclidean spaces, respectively.
Preliminary

Reinhardt domains.
In order to establish terminology and notation, we recall some basic facts about Reinhardt domains, following Kodama and Shimizu [4] , [5] . Let G be a Lie group and Ω a domain in C n . Consider a continuous group homomorphism
is continuous, and in fact C ω . We say that G acts on Ω as a Lie transformation group through ρ. Let T n = (U(1)) n , the n-dimensional torus. T n acts as a holomorphic automorphism group on C n in the following standard manner:
A Reinhardt domain Ω in C n is, by definition, a domain which is stable under this standard action of T n . Namely, there exists a continuous map T n ֒→ Aut(Ω). We denote the image of T n of this inclusion map by T (Ω). Let f be a holomorphic function on a Reinhardt domain Ω. Then f can be expanded uniquely into a Laurent series
which converges absolutely and uniformly on any compact set in Ω. Here Proof. Since Ω ∩ {z i = 0} = ∅, for 1 ≤ i ≤ p, by the U(p)-action on Ω, and since the Laurent series are globally defined on the Reinhardt domain Ω, the lemma is trivial.
(C * ) n acts holomorphically on C n as follows:
We denote by Π(C n ) the group of all automorphisms of C n of this form. For a Reinhardt domain Ω in C n , we denote by Π(Ω) the subgroup of Π(C n ) consisting of all elements of Π(C n ) leaving Ω invariant.
Next lemma is the key to prove Theorems 3.1, 4.1 and 5.1. [5] 
Lemma 2.3 (Generalized Standardization Theorem
where s j=1 n j = n.
We remark on an action of U(n, 1). In contrast to Lemma 2.3, for a non-compact case, GU(n, 1) act on C × B n , which is not linearizable. Let us consider U(q) × U(p) as a subgroup of GU(p, q) in the natural way. Then U(q) × U(p) is a maximal compact subgroup of GU(p, q). We also identify U(p) and U(q) with {E q } × U(p) and U(q) × {E p } in GU(p, q), respectively. Put the center of the group
Here we apply Lemma 2.3 to the hypothesis of Theorems 3.1, 4.1 and 5.1. Since there exists an injective homomorphism of topological groups ρ 0 : GU(p, q) −→ Aut(M), and
where s j=1 n j = p + q. Then, after a permutation of coordinates if we need, we may assume
, whose action on Ω is matrix multiplication. We define an injective homomorphism
We prove in Section 3, 4, 5 that Ω is biholomorphic to one of the domains in the statement of the theorems.
2.2.
Some results on Lie group actions. We record some results, which will be used in the proof of the theorems several times.
Lemma 2.4. Let p, q, k be non-negative integers and p + q ≥ 2. For k < p + q, any Lie group homomorphism ρ :
Proof. Put n = p + q. It is enough to show that the Lie algebra homomorphism
is trivial. Consider its complex linear extension
Since su(p, q) ⊗ R C = sl(n, C) and sl(n, C) is a simple Lie algebra, dρ C is injective or trivial. On the other hand, dim C su(p, q)
. Thus dρ C must be trivial, and so is dρ.
Similarly we have
Lemma 2.5. Let p, q, k be non-negative integers and p, q > 0. For p + q > k + 1, any Lie group homomorphism ρ : We recall the notion of categorical quotient for an action G × X → X of a Lie group G on a complex space X, following Kutzschebauch [6] .
Definition 2.1 ([6] P. 86).
A complex space X//G together with a G-invariant holomorphic map π X : X → X//G is called categorical quotient for the action G × X → X if it satisfies the following universality property:
For every holomorphic G-invariant map ψ : X → Y from X to some complex G-space Y , there exists a unique holomorphic G-invariant mapψ : X//G → Y such that the diagram
As a topological space, when exists, X//G is just the topological quotient of X with respect to the equivalence relation R associated to the algebra O G (X) of G-invariant holomorphic functions on X:
It is known that, if X = C n and G is a complex reductive group or a compact group, there exists the categorical quotients. In the proof of Theorems 3.1, 4.1 and 5.1, we use the following lemma with X = C n and G = GL(n, C), SL(n, C) or U(n). In these cases, X//G are a one-point set. 
In the proof of Theorems 5.1 and 6.3, we need the following.
Proof. Since f ∈ GL(p + q, C) preserves D p,q , f preserves C p,q and the null cone
Since f ∈ GL(p + q, C) preserves C p,q and f (1, 0. . . . , 0) = (a 11 , . . . , a q1 , c 11 , . . . , c p1 ), it follows that
is positive, and therefore we will find f ∈ GU(p, q). The left-hand side of (2.2) equals
.
where || · || is a usual euclidean norm.
Putting z k = e √ −1θ z j , θ ∈ R, we can easily derive from this equation that 
Therefore all diagonal components of −
Therefore all non diagonal components of − 
Then M is biholomorphic to one of the domains
Proof. By Lemma 2.3 and the comments after that, we can assume that M is a Reinhardt domain Ω in C n+1 , U(1) × U(n)-action on Ω ⊂ C n+1 is linear and ρ(T n+1 ) = T n+1 . We will prove that Ω is biholomorphic to one of the five domains
Since ρ is injective, a 1 , a 2 are relatively prime and (c 1 , c 2 ) = (0, 0). Since T 1,n is the center of the group U(1) × U(n) (see (2.1)), we have
and s 1 , s 2 ∈ R, and we have a + b = a 1 and c + d = a 2 . To consider the actions of C * and U(1) × U(n) on Ω together, we put
Then we have
Note that G is the centralizer of , 1) ) and consider the Laurent series of the components:
for 0 ≤ i ≤ n. By Lemma 2.1, there are no negative degree terms of z 1 , . . . , z n in (3.3).
from now on. When we need to distinguish ν for
then f commutes with ρ(T 1,n ), which contradicts f / ∈ G. Thus we have: Since C * is the center of GU(n, 1), it follows that, for f ∈ ρ(GU(n, 1)), s, t ∈ R,
By (3.3), this equation means, for i = 0,
Thus for each ν ∈ Z n+1 , we have
and if a
First, we consider the case c 1 c 2 = 0.
Proof. In this case, Ω ⊂ C n+1 can be written of the form ( 
Suppose the contrary were the case. Then, by Lemma 2.6, the U(n, 1)-action extends to a holomorphic action of GL(n + 1, C). The categorical quotient C n //GL(n + 1, C) is then one point (see the sentence before Lemma 2.7). By Lemma 2.7, the GL(n + 1, C)-action is linearizable. However, the restriction of this action to SU(n, 1) is non-trivial since SU(n) ⊂ ρ(SU(n, 1)), n > 1, acts non-trivially on C n . This contradicts Lemma 2.4. Furthermore, D ′ = C n \ {0}, C n \ B n , since the U(n, 1)-action extends to the action on C n by the Hartogs extension theorem. These cases come down to the C n -case. SU(n, 1) can neither act non-trivially on B for some r > 0.
n r , and therefore Ω = C × B n r . This proves the lemma. Remark 3.1. We remark here that this Lemma 3.2 is also valid when n = 1. It should be checked that
, where D r = {z ∈ C : |z| < r} and r > r ′ > 0. This can be proven as the proof of the following lemma. Proof. If a 1 = 0, then by (3.4) and (3.5), ν
However this is a contradiction to Lemma 3.1. We consider the case a 1 = 0. As the proof of Lemma 3.2, Ω ⊂ C n+1 can be written of the form ( 
Thus, by (3.2), we have a nontrivial SU(n, 1)-action on the domain D ′′′ in C. We now prove D ′′′ = C. By Lemma 2.6, the SU(n, 1)-action extends to a holomorphic action of SL(n + 1, C). The categorical quotient C n //SL(n + 1, C) is then one point (see the sentence before Lemma 2.7). By Lemma 2.7, the SL(n + 1, C)-action is linearizable. However, the restriction of this action to SU(n, 1) is non-trivial. This contradicts Lemma 2.4.
Next we prove
and SU(n, 1) is connected Lie group, we have a non-trivial Lie group homomorphism from SU(n, 1) to C * . However this contradicts Lemma 2.4.
Indeed, the automorphism groups of these domains are isomorphic to U(1). If SU(n, 1) acts, then ρ(SU(n, 1)) ⊂ U(1). By Lemma 2.4, this action is trivial. Since SU(n, 1) acts nontrivially on D ′′′ , we see that
Assume the contrary. Then we have a non-trivial Lie group homomorphism from SU(n, 1) to Aut(D r ) = P U(1, 1). However this contradicts Lemma 2.5, sincen > 1. We have proven Lemma 3.3.
We consider, henceforce, the case c 1 c 2 = 0. 
, then it follows from (3.5) and the assumption c 1 c 2 = 0 that ν
In this case, we also obtain c 2 /c 1 = a 2 /a 1 ∈ Q and (a 1 , a 2 ) = (±1, 0), (0, ±1) by (3.5). Consequently, we have
We now prove that λ is a nonzero integer. For the purpose, we assume λ / ∈ Z, that is, a 1 = ±1. First we consider the case λ < 0. Since ν
n ≥ 0 for 0 ≤ i ≤ n and a 1 , a 2 are relatively prime (see (3.1)), we have, by (3.4),
where k ∈ Z ≥0 , and, by (3.5), for 1 ≤ i ≤ n,
where l ∈ Z ≥0 . Hence, the Laurent series of the components of f ∈ ρ(GU(n, 1)) are
and
Here we have written a
(k|a 2 |,ν ′ ) , for 1 ≤ i ≤ n, and we will use this notation if it is clear from the context what it means. We focus on the first degree terms of the Laurent expansions. We put
As a matrix we can write
Then it follows from (3.7) and (3.8) that
where h ∈ ρ(GU(n, 1)), and therefore
since f is an automorphism. Hence we have a representation of GU(n, 1) given by
where f = ρ(g). The restriction of this representation to the simple Lie group SU(n, 1) is nontrivial since ρ(U(1) × U(n)) = U(1) × U(n). However this contradicts Lemma 2.4. Thus it does not occur that λ is a negative non-integer.
Next we consider the case λ > 0 and λ ∈ Z. Since ν
n ≥ 0 for 0 ≤ i ≤ n and a 1 , a 2 are relatively prime, we have, by (3.4),
where l ∈ Z ≥0 . Hence, the Laurent series of components of f ∈ ρ(GU(n, 1)) are
(1,0,...,0) = 0. Suppose the contrary. f and f −1 are defined near the points (z 0 , 0, . . . , 0) for fixed z 0 , and therefore 1-to-1 near that point. However, since a (0) (1,0,...,0) = 0, f (z 0 , 0, . . . , 0) = (0, . . . , 0) ∈ C n+1 for each z 0 , a contradiction. Take another h ∈ ρ(GU(n, 1)) and put the Laurent series of its components:
(1,0,...,0) = 0 as above. We consider the first degree terms of f • h. For the first component
where h = (h 1 , . . . , h n ). Then, for k > 0,
has the maximum degree of z 0 at most 1−k|a 2 | < 1 and has the minimum degree of z ′ at least |a 1 | > 1 in its Laurent expansion. For |ν
has the maximum degree of z 0 at most −|a 2 | < 0 and the first degree terms of z ′ are with coefficients of a negative degree z 0 term in its Laurent expansion. Hence the first degree term of Laurent expansion of
has the maximum degree of z 0 at most −k|a 2 | < 0 and has the minimum degree of z ′ at least |a 1 | > 1 in its Laurent expansion. For |ν
ν ′ has the maximum degree of z 0 at most −|a 2 | < 0 and the first degree terms of z ′ are with coefficients of negative degree z 0 term in its Laurent expansion. Hence the first degree terms of the Laurent expansions of
where e ′ 1 = (1, 0, . . . , 0), . . ., e ′ n = (0, . . . , 0, 1) ∈ Z n . We put P f as (3.9). Consequently, P (f • h) = P f • P h, and P id = id, and therefore
since f is an automorphism. Then the same argument as that in previous case, λ < 0, shows that this is a contradiction. Thus it does not occur that λ is positive non-integer.
We have shown that λ ∈ Z \ {0}.
Remark 3.2. We remark for the Laurent series of the components of f ∈ ρ(GU(n, 1)). We have λ = a 2 /a 1 = c 2 /c 1 ∈ Z and a 1 = ±1 by Lemma 3.4. By Lemma 2.1, ν
where l ∈ Z and l ≥ −1 by (3.5). This is the difference between the case λ ∈ Z and λ ∈ Z. Hence, the Laurent series of components of f ∈ ρ(GU(n, 1)) are
We record a lemma which can be proven in a similar way of the proof of Lemma 3.4.
Lemma 3.5. There exists an automorphism f ∈ ρ(GU(n, 1))\G such that, in the Laurent expansions (3.11) above, at least one of a
gives a homomorphism from SU(n, 1) to GL(n+1, C) (when λ = 1, a may not be zero), as the proof of Lemma 3.4. Moreover it is nontrivial on {1} × SU(n). However, this contradicts Lemma 2.4.
Since G = ρ(G(U(1) × U(n))) acts as linear transformations on Ω ⊂ C n+1 , it preserves the boundary ∂Ω of Ω. We now study the action of G on ∂Ω. The G-orbits of points in C n+1 consist of four types as follows:
where a :
then Ω equals one of the following domains by the G-actions of the type (3.13), (3.14) and (3.15) above:
Clearly GU(n, 1) acts on C n+1 and C n+1 \ {0} by matrix multiplications. We will prove that, for the latter three domains, GU(n, 1) does not act effectively. By (3.10) and (3.11), Laurent expansions of f ∈ ρ(GU(n, 1)) ⊂ Aut(Ω) are
There exists f ∈ ρ(GU(n, 1)) such that some a (i) (λ,0,...,0) does not vanish, by Lemma 3.5. However such f does not preserve C * × {0}, this contradicts that f ∈ Aut(C * × (C n \ {0})) and f ∈ Aut(C * × C n ). We can also prove Ω = C × (C n \ {0}) in the same way.
for 1 ≤ i ≤ n. Thus we have an action of GU(n, 1) on C n by (h 1 , . . . , h n ), since h i for 1 ≤ i ≤ n do not depend on z 0 . Note that U(n)-action on C n is still linear. Then, by Lemma 2.6 and Lemma 2.7, GU(n, 1)-action on C n is linearizable, since the categorical quotient C n //U(n) is just one point and GU(n, 1) is a reductive group. However this contradicts Lemma 2.4 since {1} × SU(n) ⊂ SU(n, 1), n > 1, acts non-trivially.
Let us consider the case Ω
Thus we can take a point
by the G-action of the type (3.12). If λ > 0, then Ω is contained in
Let us first consider the case ∂Ω = A a,λ , that is, Ω = D Proof. If λ = 1, there exists a biholomorphic map from Ω to D n,1 by
If λ = 1, then by Remark 3.2, for f ∈ ρ(GU(n, 1)), the Laurent expansions of its components are
a,λ ∩ {z 0 = 0} = ∅, it follows that the negative degree terms of z 0 do not appear in the Laurent expansions. Therefore
(1,0,...,0) z 0 , and
Then P f gives a representation of GU(n, 1) by
as in the proof of Lemma 3.4, and we showed that this can not occur by Lemma 2.4. Thus λ = 1 and Ω is biholomorphic to D n,1 .
Proof. Indeed, there exists a biholomorphic map from Ω to C n,1 by (GU(n, 1) ), and U(1) × U(n)-action on C * × (C n \ B n ) is still linear. Then, by n > 1, the GU(n, 1)-action extends holomorphically on C * × C n . However we have shown in the proof of Lemma 3.6 that GU(n, 1) does not act effectively on C * × C n through ̟ −1 λ ρ̟ λ . Thus this is a contradiction, and the lemma is proven.
Proof. Suppose Ω = C − a,λ . Then, for f ∈ ρ(GU(n, 1)), the Laurent series of the components are
(λ,0,...,0) must be vanish. However this contradicts Lemma 3.5.
Let us consider the case ∂Ω = A a,λ . We prove that, in this case, GU(n, 1) does not act effectively on Ω, except Case (I-iii) below.
In this case, ∂Ω is the union of A a,λ and some of the following sets
by the G-actions on the boundary of the type (3.13), (3.14) and (3. In this case, C * × {0} can not be a subset of the boundary of Ω, and {0} ∈ A a,λ . Thus
Then Ω is biholomorphic to C * × (C n \ B n ) by a biholomorphism of the form in (3.18). Thus, as the proof of Lemma 3.9, this case does not occur.
Case (I-ii): Ω C + a,λ . In this case, {0} × (C n \ {0}) can not be a subset of the boundary of Ω, and {0} ∈ A a,λ . Thus
(λ,0,...,0) in (3.11) must vanish since f ∈ ρ(GU(n, 1)) preserves C * × {0}, and this contradicts Lemma 3.5. Thus this case does not occur.
Case (I-iii): Ω C − a,λ . In this case, Ω coincides with one of the followings:
Then Ω = C 1 , since f ∈ ρ(GU(n, 1)) preserves C * ×{0} only if all a (i) (λ,0,...,0) in (3.11) vanish, and this does not occur by Lemma 3.5. C 2 is biholomorphic to C n,1 by a biholomorphism
and therefore GU(n, 1) acts effectively. If Ω = C 3 or C 4 , then Ω ∩ {z 0 = 0} = ∅. Hence in the Laurent expansions (3.11) of f ∈ ρ(GU(n, 1)), a
(λ,0,...,0) , for 1 ≤ i ≤ n, must vanish, and this contradicts Lemma 3.5. Thus these cases do not occur either.
Case (II): (∂Ω
We may assume a > b without loss of generality.
Since Ω is connected, it coincides with
By the biholomorphic map in (3.18), these domains are biholomorphic to C * × B n (a, b), where
However this implies that a Case
Then we can take
We put
Then we have A a,λ ∪ B b,λ ∪ C c,λ ⊂ ∂Ω. However Ω is connected, this is impossible. Therefore this case does not occur. Let us consider the remaining case:
However, C * × {0}, {0} × (C n \ {0}) and {0} ∈ C n+1 can not be subsets of the boundary of Ω since Ω ⊂ C 
This completes the proof.
The actions of GU(1, 1)
Now we prove the following theorem. 
Proof. By Lemma 2.3 and the comments after that, we can assume M is a Reinhardt domain Ω in C 2 , and the U(1) × U(1)-action on Ω ⊂ C 2 is linear. We will prove that Ω is biholomorphic to one of the four domains 
since ρ is injective, and we have a + b = a 1 and c + d = a 2 . To consider the actions of C * and U(1) × U(1) on Ω together, we put
Note that G is the centralizer of U(1) × U(1) in ρ(GU(n, 1)). Let f = (f 1 , f 2 ) ∈ ρ(GU (1, 1) ) and consider the Laurent series of its components:
for i = 1, 2. As Lemma 3.1 in the proof of Theorem 3.1, we have: Lemma 4.1. For any f ∈ ρ(GU (1, 1) )\G, there exists ν ∈ Z 2 , = (1, 0), such that a We consider the case c 1 c 2 = 0. Since C * is the center of GU(1, 1), it follows that, for f ∈ ρ(GU (1, 1) ), 
By (4.2), this equation means
2 z ν .
Thus for each ν ∈ Z 2 , we have
ν , and
1 e
Therefore, if a
(1)
2 ), we have a 1 (ν Proof. The proof appeared at the beginning of that of Lemma 3.4. The lemma follows from Lemma 4.1 (4.3) and (4.4). We omit the proof.
Since a 1 and a 2 are relatively prime, we have (ν 2 ) = (la 2 , 1 − la 1 ) by (4.4), where k, l ∈ Z. Then the Laurent series of the components of f ∈ ρ(GU(1, 1)) are
Since G = ρ(G(U(1) × U(1))) acts as linear transformations on Ω ⊂ C 2 , it preserves the boundary ∂Ω of Ω. We now study the action of G on ∂Ω. The G-orbits of points in C 2 consist of four types as follows:
then Ω is equal to C 2 or C 2 \ {0}.
Lemma 4.4 is similar to Lemma 3.6, but the proof is a bit different from that of Lemma 3.6 and longer than it.
then Ω equals one of the following domains by the G-actions of the type (4.8), (4.9) and (4.10) above:
Clearly GU(1, 1) acts on C 2 and C 2 \ {0} by matrix multiplications. For the latter three domains, GU(1, 1) does not act effectively.
Case: C * × C Suppose Ω = C * × C. Then, in (4.5) and (4.6), there is no negative degree term of z 2 since Ω ∩ {z 2 = 0} = ∅.
First we assume |a 1 | = 1. If λ < 0, then the Laurent series of the components of f ∈ ρ(GU(1, 1)) are
Then it follows that
P (f • h) = P f • P h, and P id = id, where h ∈ ρ(GU(1, 1)), and therefore
since f is an automorphism. Hence we have a representation of GU(1, 1) given by
where f = ρ(g). The restriction of this representation to the simple Lie group SU(1, 1) is nontrivial since ρ(U(1) × U(1)) = U(1) × U(1). However this contradicts Lemma 2.4. Thus the case λ < 0 does not occur. If λ > 0, then the Laurent series of the components of f ∈ ρ(GU (1, 1) ) are
We claim that a (1,0) = 0, then f (z 0 , 0) = (0, 0). This is a contradiction since f is an automorphism. Take another h ∈ ρ(GU (1, 1) ) and put the Laurent series of its components:
We have b (1) (1,0) = 0 as above. We mention the first degree terms of f • h. For the first component
Then, for k ≥ 1,
Thus h 1 (z) 1−k|a 2 | has the maximum degree of z 1 at most 1−k|a 2 | < 1 and has the minimum degree of z 2 at least |a 1 | > 1 in its Laurent expansion. For k > 0, h
has the maximum degree of z 1 at most −|a 2 | < 0 and has the minimum degree of z 2 at least k|a 1 | > 1 in its Laurent expansion. Hence the first degree term of Laurent expansion of f 1 (h 1 , h 2 ) is a
has the maximum degree of z 1 at most −k|a 2 | < 0 and has the minimum degree of z 2 at least |a 1 | > 1 in its Laurent expansion. For k > 0, h
has the maximum degree of z 1 at most −|a 2 | < 0 and has the minimum degree of z 2 at least 1 + k|a 1 | > 1 in its Laurent expansion. Hence the first degree term of the Laurent expansion of
(0,1) z 2 . Consequently, the first degree terms of the Laurent series of the components of the composite f • h are the composites of the first degree terms of Laurent expansions of f and h. We put
Then it follows from above computation that P (f • h) = P f • P h, and P id = id, and therefore
where f = ρ(g). The restriction of this representation to the simple Lie group SU(1, 1) is nontrivial since ρ(U(1) × U(1)) = U(1) × U(1). However this contradicts Lemma 2.4. Thus the case λ < 0 does not occur either. Next we assume |a 1 | = 1, that is, λ ∈ Z. We put an automorphism ̟ λ ∈ Aut(Ω) by
Here we used the equations −λc 1 + c 2 = 0 by Lemma 4.3. Hence this case turns out to the case c 2 = 0 of the C * -action. However, by Lemma 4.2, this is a contradiction. Thus this case does not occur.
Consequently, the case Ω = C * × C does not occur. Either, the case Ω = C × C * does not occur. 2 ) = γ A −1 (z). Then the group γ −1 A ρ (GU(1, 1) )γ A is a subgroup of Aut(Ω), and
Here we used the equations a 22 c 1 − a 21 c 2 = c 1 (a 22 − a 21 c 2 /c 1 ) = c 1 (a 22 − a 21 a 2 /a 1 ) = c 1 /a 1 (a 22 a 1 −a 21 a 2 ) = 0 and −a 12 c 1 + a 11 c 2 = c 1 (−a 12 + a 11 c 2 /c 1 ) = c 1 (−a 12 + a 11 a 2 /a 1 ) = c 1 /a 1 which follows from Lemma 4.3. Hence this case turns out to the case c 1 = 0 of the C * -action. However, by Lemma 4.2, this is a contradiction. Thus this case does not occur.
Let us consider the case Ω ∩ (C
Note that ∂Ω ⊃ A a,λ , by the G-action of type (4.7). If λ > 0, then Ω is contained in
Clearly, D Proof. Since Ω ∩ {z 1 = 0} = ∅, by (4.5) and (4.6), the Laurent series of the components of f ∈ ρ(GU(1, 1)) are
where, a
(1−|a 2 |,|a 1 |) = 0 if |a 2 | = 1. However if |a 2 | = 1, this contradicts Lemma 2.4 as the proof of Lemma 4.4, for Case:
Then we see that, using the biholomorphism γ −1
2 )(see Case:
A (Ω)), and γ
by Lemma 4.3. Hence this case turns out to the case c 1 = 0 of the C * -action. However, by Lemma 4.2, this is a contradiction. Thus this case does not occur.
Proof. Suppose Ω = C − a,a 1 ,a 2 . By (4.5) and (4.6), the Laurent series of the components of f ∈ ρ(GU(1, 1)) are
As in the proof of Lemma 4.4, it follows that P (f • h) = P f • P h, and P id = id, and therefore P f ∈ GL(2, C) since f is an automorphism. Hence we have a representation of GU(1, 1) given by
where f = ρ(g). The restriction of this representation to the simple Lie group SU(1, 1) is nontrivial since ρ(U(1) × U(1)) = U(1) × U(1). However this contradicts Lemma 2.4. Thus the lemma is proved.
Let us consider the case ∂Ω = A a,λ . We prove that in this case GU(1, 1) does not act effectively on Ω, except Case (I'-ii) below.
Case (I'): (∂Ω \ A a,λ ) ∩ (C * × C * ) = ∅. In this case, ∂Ω is the union of A a,λ and some of the following sets
by the G-actions on the boundary of type (4.8), (4.9) and (4.10). If Ω ⊂ D − a,a 1 ,a 2 , then the sets in (4.13) can not be contained in the boundary of Ω. Thus we must consider only the case Ω D
In this case, C * × {0} can not be a subset of the boundary of Ω, and {0} ∈ A a,λ . Thus
Then Ω is biholomorphic to D − a,a 1 ,a 2 , and this contradicts Lemma 4.6. Thus this case does not occur.
. In this case, Ω coincides with one of the followings:
Then we see that C 1 ⊂ C * × C * , and using biholomorphism γ If Ω = C 3 , then as the case C 2 above, we see that
, and Ω ≃ D 1,1 by Lemma 4.5. Suppose Ω = C 4 . Then Ω ∩ {z i = 0} = ∅ for i = 1, 2. Hence as the proof of Lemma 4.7, we derive a contradiction. Thus this case does not occur.
These domains are subdomains of C * ×C * . We see that using the biholomorphism γ
−1
A (see Case C * × C * in the proof of Lemma 4.4), these domains are biholomorphic to
and similarly
Then, as the proof of Lemma 4.6, this contradicts Lemma 4.2. Thus this case does not occur.
Then put
However Ω is connected, this is impossible. Therefore this case does not occur. Let us consider the remaining case:
However, C * × {0}, {0} × C * and {0} ∈ C 2 can not be subsets of the boundary of Ω since
Thus this case does not occur either. We have shown that if c 1 c 2 = 0, then Ω is biholomorphic to one of the following:
5. The actions of GU(p, q) for p, q > 1
Now we prove the following theorem.
Theorem 5.1. Let p, q > 1 and n = p + q. Let M be a connected complex manifold of dimension n that is holomorphically separable and admits a smooth envelope of holomorphy. Assume that there exists an injective homomorphism of topological groups
Proof. The proof is similar to that of Theorem 3.1 and in this case simpler. By Lemma 2.3 and the comments after that, we can assume that M is a Reinhardt domain Ω in C p+q , U(q) × U(p)-action on Ω ⊂ C p+q is linear and ρ(T p+q ) = T p+q . We will prove that Ω is biholomorphic to one of the four domains
where s, t ∈ R, a 1 , a 2 ∈ Z, b 1 , b 2 , c 1 , c 2 ∈ R. Since ρ is injective, a 1 , a 2 are relatively prime and (c 1 , c 2 ) = (0, 0). Since T q,p is the center of the group U(q) × U(p), we have ρ(T q,p ) = T q,p ⊂ Aut(Ω). To consider the actions of C * and U(q) × U(p) on Ω together, we put
Note that G is the centralizer of , q) ) and consider the Laurent series of its components:
As Lemma 3.1 in the proof of Theorem 3.1, we have:
. . , e p+q such that a 
p+q from now on. When we need to distinguish
* is the center of GU(p, q), it follows that, for f ∈ ρ(GU(n, 1)),
By (5.1), this equation means
and if a (i)
Proof. We assume c 1 = 0, c 2 = 0. If a 1 = 0, then by (5.2), ν . We now prove D ′ = C q . By Lemma 2.6, the U(p, q)-action extends to a holomorphic action of GL(p + q, C). The categorical quotient C p+q //GL(p + q, C) is then one point (see the sentence before Lemma 2.7). By Lemma 2.7, the GL(p + q, C)-action is linearizable. However, the restriction of this action to SU(p, q) is non-trivial since S(U(q) × SU(p)) ⊂ ρ(SU(p, q)) acts non-trivially on C q . This contradicts Lemma 2.4. Proof. Take f ∈ ρ(GU(p, q)) \ G with the Laurent expansions (5.1). By Lemma 5.1, (5.2) and (5.3), we have
We first prove that λ is positive. For this, we suppose that λ is negative. Since |ν ′ |, |ν ′′ | ≥ 0 and a 1 , a 2 are relatively prime, we have, by (5.2), for 1 ≤ i ≤ q,
where k ∈ Z ≥0 , and, by (5.3), for 1 + q ≤ i ≤ p + q,
for 1 ≤ i ≤ q, and
We focus on the first degree terms of the Laurent expansions. We put
Then it follows from (5.4) and (5.5) that P (f • h) = P f • P h, and P id = id, where h ∈ ρ(GU(p, q)), and therefore
since f is an automorphism. Hence we have a representation of GU(p, q) given by
where f = ρ(g). The restriction of this representation to the simple Lie group SU(p, q) is nontrivial since ρ(U(q) × U(p)) = U(q) × U(p). However this contradicts Lemma 2.4. Thus λ is positive.
Next we prove that |a 1 | = |a 2 | = 1. For this, we suppose |a 1 | = 1. Since |ν ′ |, |ν ′′ | ≥ 0 and a 1 , a 2 are relatively prime, we have, by (5.2), 
for 1+q ≤ i ≤ p+q. Thus, by (5.7), we have a nontrivial linear representation of GU(p, q) by
where (f 1 , . . . , f p+q ) = ρ(g). However this contradicts Lemma 2.4. Thus we have shown that |a 1 | = 1. In the same manner, we have |a 2 | = 1, and therefore Lemma 5.3 is proven. 
and this representation is irreducible by Lemma 2.4.
Since G = ρ(G(U(q) × U(p))) acts as linear transformations on Ω ⊂ C p+q , it preserves the boundary ∂Ω of Ω. We now study the action of G on ∂Ω. The G-orbits of points in C p+q consist of four types as follows:
Case (I"-i)
: Ω D a . In this case, C q × {0} can not be a subset of the boundary of Ω. Thus
However, the GU(p, q)-action on C p+q does not preserve D a \ ({0} × C p ), by Remark 5.1. Thus this case does not occur.
In this case, {0} × (C p \ {0}) can not be a subset of the boundary of Ω. Thus
However, the GU(p, q)-action on C p+q does not preserve C a \ (C q × {0}), by Remark 5.1 Thus this case does not occur either.
Since GU(p, q) is connected, the GU(p, q)-action through ρ preserves subsets of boundary
However, by Lemma 2.8, ρ(GU(p, q)) ⊂ GU(p, q), and therefore, noticing Remark 5.1, we see that the GU(p, q)-
contradiction. Thus this case does not occur.
By the same argument of Case (II-ii) in the proof of Theorem 3.1, we see that this case does not occur.
We have shown that Ω is biholomorphic to one of the following domains:
6.2. The automorphism groups of D p,q for p > 1.
and the compliment of the right-hand side in C p is a compact set, B p r , where
Thus any holomorphic function on D p,q extends holomorphically on C p+q by Hartogs' extension theorem. Therefore f ∈ Aut(D p,q ) extends to a holomorphic map from C p+q to itself, and since f −1 ∈ Aut(D p,q ) also extends, we have f ∈ Aut(C p+q ) by the uniqueness of analytic continuation. The theorem follows from the next lemma. For t ∈ C * , f (tz)/t preserves ∂D p,q :
−|f 1 (tz)/t| 2 − · · · − |f q (tz)/t| 2 + |f 1+q (tz)/t| 2 + · · · + |f p+q (tz)/t| 2 = 0.
If t tends to 0, then we have preserves ∂D p,q , where e 1 = (1, 0, . . . , 0), e 2 = (0, 1, 0 . . . , 0), . . . , e p+q = (0 . . . , 0, 1) are the natural basis of Z p+q . Since Jac C f (0) is non degenerate matrix, Jac C f (0) also preserves D p,q . It follows from Lemma 2.8 that Jac C f (0) ∈ GU(p, q). Considering f • (Jac C f (0)) −1 , we may assume that Jac C f (0) = E p+q , and will prove that f = E p+q . To prove Lemma 6.1, we show the following: Lemma 6.2. Let f = (f 1 , . . . , f p+q ) : C p+q → C p+q be a holomorphic map, and put the Taylor series of f j as :
If the holomorphic map f preserves the null cone ∂D p,q and the origin 0, respectively, and if Jac C f (0) = E p+q , then we have a where ν ′ = (0, ν 2 , . . . , ν p+q ), µ ′ = (0, µ 2 , . . . , µ p+q ) and ν = ν ′ + ν 1 e 1 , µ = µ ′ + ν 1 e 1 . Then the right hand side above is a power series of z 2 , . . . , z p+q ,z 2 , . . . ,z p+q , and therefore each coefficient of z µ ′z ν ′ vanishes. In particular, the coefficient of z ν ′ |z j | 2 for j = 2, . . . , p + q is 0 = ±(a where ν ′ , µ ′ and ν are as before, and µ = µ ′ + (ν 1 + k)e 1 . Dividing this equation by r k , the right-hand side becomes a power series of z 2 , . . . , z p+q ,z 2 , . . . ,z p+q , and therefore the coefficient of z ν ′ |z j | 2 for j = 2, . . . , p + q vanishes, that is, 0 = ±(a
Thus we have proven a (j)
ν+e 1 when ν 1 = k > 1, and this completes the proof.
We continue the proof of Lemma 6.1. We consider f ∈ Aut(D p,q ), Jac C f (0) = E p+q , on 
