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Abstract
For an artinian ring R, the directed zero-divisor graph (R) is connected if and only if there is no
proper one-sided identity element in R. Sinks and sources are characterized and clariﬁed for a ﬁnite
ring R. Especially, it is proved that for any ring R, if there exists a source y in (R) with y2 = 0, then
|R|=4 and R={0, x, y, z}, where x and z are left identity elements and yx=0=yz. Such a ring R is
also the only ring such that (R) has exactly one source. This shows that (R) cannot be a network
for any ﬁnite or inﬁnite ring R.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
For any noncommutative ring R, let Zl(R) (respectively, Zr(R)) be the set of left (right)
zero-divisors of R, and let Z(R) = Zl(R) ∪ Zr(R). The directed zero-divisor graph of
R is a directed graph (R) with vertex set Z(R)∗ = Z(R) − {0}, where for distinct ver-
tices x and y of Z(R)∗ there is a directed edge from x to y if and only if xy = 0 [8].
This is a generalization of the zero-divisor graph of commutative rings. The concept of a
zero-divisor graph of a commutative ring was introduced in [4], and it was mainly con-
cerned with colorings of rings. In [2], the vertex set of (R) was chosen to be Z(R)∗,
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and the authors studied the interplay between the ring-theoretic properties of a commuta-
tive ring R and the graph-theory properties of (R). The zero-divisor graph of a commu-
tative ring has also been studied by several other authors (e.g., [1,6]), see [3] for a list of
recent references. The zero-divisor graph has also been introduced and studied for semi-
groups in [7], for nearrings in [5]. For a general ﬁnite ring R, it has been proved in [9],
among other things, that (R) has an even number of directed edges, and that (R) is not
a network.
In this paper, motivated by the work of [9], we study the directed zero-divisor graphs of
noncommutative rings, and we focus our attention on ﬁnite rings in the ﬁrst three sections
(most results on ﬁnite rings in this paper actually hold for artinian rings). In Section 2, we
prove that an artinian ring R has a connected zero-divisor graph if and only if a one-sided
identity of R (if it exists) is a two-sided identity, if and only if(R) contains no end vertices
(i.e., sink or source). For any distinct vertices x, y of a ﬁnite ring with a proper one-sided
identity, the directed distance from x to y is less than 7, if a directed path exists from x
to y. In Sections 3 and 4, we study sinks and sources of both ﬁnite and inﬁnite rings. We
prove that for any ring R, if there exists a source b in (R) with b2 = 0, then |R| = 4
and R = {0, a, b, c}, where a and c are left identity elements and ba = 0 = bc. Such a
ring R is also the only ring such that (R) has exactly one source. The dual result for a
sink vertex is also true. This result is the key to clarifying sinks and sources in (R). In
Section 3, we show that for a ﬁnite ring R with at least ﬁve elements, a sink and a source
cannot coexist in (R). For a ﬁnite ring R with at least ﬁve elements, sinks (sources) are
characterized by strongly right (left) invertible elements. In Section 4, we show that for any
ring Rwith at least ﬁve elements, there are only four possibilities for the semigroups (when
nonempty) Sink(R), the set of sinks of (R), and Sour(R), the semigroup of all sources
of (R):
(1) Sink(R)= ∅ and Sour(R)= ∅,
(2) Sink(R)= ∅ and |Sour(R)|2,
(3) Sour(R)= ∅ and |Sink(R)|2,
(4) |Sour(R)| =∞= |Sink(R)|.
Therefore (R) cannot be a network for any ring R.
All rings in this paper are associative but need not to have an identity element in them.
For a ring R, denote by |R| the cardinal number of the set R. For any left identity element
e of a ring R, if e is not a right identity, then we say that e is a proper left identity of R.
It is well-known that a ring R has at least two left identity elements, if |R|2 and R has
proper left identity. If R has proper left (or right) identity elements, then we say R has proper
one-sided identity elements.
For any digraph D, we denote the vertex set of D as V (D) or simply as D, and the edge
set as E(D). For a vertex v ∈ D, recall that the out-degree of v is deﬁned to be the number
of edges of the form v → w ∈ E(D). Similarly, the in-degree of v ∈ V (D) is deﬁned to
be the number of edges of the form u → v ∈ E(D). A vertex g in a digraph G is called a
sink, if the in-degree of g is positive and the out-degree of g is zero. The dual concept of a
sink is called a source. For other graph theoretical notations adopted in this paper, please
refer to [10].
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2. Connectedness and diameter
Lemma 2.1. Suppose that every right identity element of a ﬁnite ring R is a two-sided
identity. We have
(1) Each nonzero left zero-divisor of R is also a nonzero right zero-divisor.
(2) If in addition |R|5, then for distinct elements x, y ∈ R∗ with xy = 0, there exists an
element z ∈ R∗ such that zx = 0 and z = x.
Proof. (1) Assume to the contrary that there exists a nonzero left zero-divisor a ∈ Zl(R)
which is not a right zero-divisor of R, and let ab = 0 for some 0 = b ∈ R. Then the map
 : R → R, x → xa is injective. Since R is ﬁnite, we have Ra = R. Let a = ea for some
e ∈ R. Then for any r ∈ R, we have (r − re)a = 0 and hence, r = re. Thus e is a right
identity element of R. By assumption, e is the identity of R. Now let ga = e. Then we have
0 = gab = eb = b, a contradiction. This shows that every left zero-divisor of R is also a
right zero-divisor.
(2) Assume |R|5, and suppose to the contrary that there exist distinct elements a, b ∈
R∗withab=0 andxa = 0,∀a = x ∈ R∗. Then by the result of (1),we have annl (a)={a, 0}.
Since |R|5, there exist distinct elements b, c, d ∈ R∗−{a}. Since da = 0 and (da)a=0,
we have da=a. For the same reason, we also have ca=a=ba. Then (b−c)a=0=(b−d)a.
Since b − c = 0 and b − d = 0, we have b − c = a = b − d. Finally, we obtain c = d, a
contradiction. This completes the proof. 
Lemma 2.2. Suppose |R|4 and assume that R has no proper one-sided identity elements.
Then for distinct elements a, b ∈ R∗ with ab = 0, we have ba = 0.
Proof. If R has three elements, then for elements a = b with ab= 0, one has (a+ b)b= 0.
Thus ba = b(a + b)= 0.
Now suppose that R has four elements and assume R = {0, a, b, a + b}. Without loss of
generality, we assume ab=0. If R has an identity element 1, then we can assume a+b=1.
Then a2 = a, b2 = b. So if ba = 1, then a = aba = 0; if ba = a, then a = a2 = aba = 0; If
ba = b, then b= b2 = bab= 0. There is a contradiction in each case. Hence ba = 0= ab.
In the remaining part of the proof, we assume that R has no left (or right) identity elements.
Without loss of generality, we can assume 2a = 2b = 0 (the only other case is that the
additive group of R is cyclic of order four). Now we will show that ab= 0 implies ba = 0,
by way of removing other choices of ba:
(1) ba = a: If ba= a, then a2 = 0. In this case, we assert b2 = 0. Actually, b2 = b since
otherwise b is a left identity element of R; b2 = a since otherwise a = ba = b2a = a2 = 0;
b2 = a + b since otherwise, b2 = (a + b)b = b3 = b(a + b)= a + (a + b)= b. Thus we
have b2 = 0. But b2 = 0 implies a = ba = b2a = 0, a contradiction.
(2) ba = b: If ba = b, then b2 = 0. Then a2 = a since otherwise a(a + b) = a,
b(a + b) = b, (a + b)2 = a + b, i.e., a + b is a right identity element of R; a2 = 0
since b = ba2; a2 = b since otherwise b = ba = ba2 = b2 = 0. Finally, a2 = a +
b and we have a2 = a + b = a3 = a2 + ba = a2 + b, contradicting the assumption
of b = 0.
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(3) ba = a + b: If ba = a + b, then a2 = 0 since by assumption ab = 0. We have
0 = ba2 = a2 + ba = ba. Finally, a + b = ba = 0, again a contradiction. This completes
the proof of ba = 0, for rings without left (or right) identity elements. 
LetKi be the complete directed graphwith i vertices. For any ringR, by [8, Theorem 3.2],
there are no isolated vertices in (R). Thus by Lemma 2.2, we have a list of all possibilities
of (R) for rings R with |R|4:
(1) |R| = 2: Ki, i = 0, 1,
(2) |R| = 3: Ki, i = 0, 2,
(3) |R| = 4: Ki (i = 0, 1, 2, 3); ◦ ↔ ◦ ↔ ◦; ◦ → ◦ ← ◦; ◦ ← ◦ → ◦.
We remark that every graph in the above list can be realized as the zero-divisor graph of
some ring R with |R|4. Actually, this list is a special case of results in [9, Section 4].
Proposition 2.3. Suppose that R is a ﬁnite ring with the property that R has no proper one-
sided identity elements. Then for any edge a → b in(R), there is a walk c→ a → b→ d,
where c = a and b = d .
In [8], it is proved that for any ringR,(R) is connected if and only ifZr(R)=Zl(R), i.e.,
there exists no end-vertex (sink or source) in (R). It is also proved that (R) is connected
for all artinian rings with two sided-identity element. We now characterize all ﬁnite rings R
whose directed zero-divisor graphs (R) are connected.
Theorem 2.4. For any ﬁnite ring R, the following statements are equivalent:
(1) The directed zero-divisor graph (R) is connected.
(2) Every one-sided identity element of R is the two-sided identity of R.
(2′) Either R has a two-sided identity or R has no one-sided identity.
(3) There exists no end-vertex (sink or source) in (R) [8].
Proof. (1) ⇒ (2) and (3) ⇒ (2). If R has a left identity e that is not a right identity
element of R, then there exists a ∈ R such that (ae − a) = 0. In this case (ae − a) →
b for all b ∈ R∗. Then there exist at least two left identity elements in R, say e and
f = e + ae − a. Then e and f are sink vertices in (R). So the directed graph (R) is not
connected.
(2) ⇒ (3) and (2) ⇒ (1). Assume that every one-sided identity element of R is the
two-sided identity of R. If |R|< 5, then by Lemma 2.2, we know that there is no sink
(source) vertex in (R) and that (R) is connected. In what follows, we assume |R|5.
If a → b for distinct vertices a, b, then by Proposition 2.3, there exist c, d ∈ R∗ such that
c = a, d = b and in (R) there is a walk c → a → b → d. So there is no sink or source
vertex in (R). This proves (3). Now we use the proof of the corresponding result in [2] to
ﬁnish our proof. For any distinct x, y ∈ Z(R)∗, we have d(x, y)= 1 if xy = 0. If xy = 0,
then again by Proposition 2.3 and [8, Theorem 3.2], there exist a = x, b = y such that
xa = 0 = by. If a = b, then x → a → y and d(x, y) = 2; If a = b and ab = 0, then we
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have x → a → b → y and d(x, y)3; If a = b and ab = 0, then ab = x, ab = y since
xy = 0, and there is a path x → ab→ y. In all cases, d(x, y)3. 
We remark that Theorem 2.4 actually holds for artinian rings—rings which are both right
artinian and left artinian, since Lemma 2.1 holds for artinian rings. Obviously, each ﬁnite
ring is an artinian ring, but the converse is false.
Now let R be a ring with a proper left identity element e. Denote
Ie = annl (e)= {a ∈ R | ae = 0}, Re = {a ∈ R | a = ae}.
Then we have:
(1) Ie is a two-sided ideal of R, and in it there are at least two elements.
(2) Re is a subring of R and e is the identity of Re.
(3) R = Re ⊕ Ie as left R-modules.
(4) There is a ring isomorphism ReR/Ie.
For any subsetM,N of Z(R)∗, let (M,N) be the induced bipartite subgraph of (R)
and denote its edge set as E(M,N). Then in some sense, the graph (R) is completely
determined by the following four induced sub-digraphs (see Proposition 2.5 below):
(I) Complete digraph (Ie).
(II) Bipartite digraph (I ∗e , R∗e ).
(III) Bipartite digraph (R∗e , R∗e ⊕ I ∗e ).
(IV) (Re). By Theorem 2.4, this subgraph is a connected digraph.
For the graph (R), consider its edge set E((R)). By the deﬁnition of (R), there is
no loop in it. But if there is an element a ∈ (R) such that a2 = 0, we can naturally add a
loop toE((R))whose vertex is a. If such a loop can appear in (R), we shall temporarily
add 2 to the number of the edges of (R) in the next Proposition 2.5, just for convenience.
Proposition 2.5. For any ring R with a proper left identity element e, the graph (R) has
the following properties:
(1) For any y ∈ I ∗e , the out-degree of y in (R) is |R|.
(2) The number of vertices of (R) is |Re| · |Ie| − 1.
(3) |E((R))|=|Ie|·[|E(R∗e , R∗e⊕I ∗e )|+|E(R∗e , I ∗e )|+(2−|Ie|)·|E((Re))|+(|Ie|−1)].
Proof. (1) and (2) For any element y ∈ I ∗e and any element x ∈ R∗, we have yx=(ye)x=0.
Therefore the vertex set of (R) is R∗, the number of vertices of (R) is |Re||Ie| − 1 since
ReR/Ie, and the out-degree of y in I ∗e is |R|: Because y2 = 0 especially holds for any
y ∈ I ∗e , so we add 2 to the number of the edges of (R) for each y ∈ I ∗e .
(3) Since R∗ = I ∗e ∪ (R∗ − I ∗e ), E((R)) can be divided into three parts: edges from I ∗e
to R∗, edges from R∗ − I ∗e to I ∗e , and edges from R∗ − I ∗e to R∗ − I ∗e . Since R = Re ⊕ Ie
as left R-modules, we have
R∗ − I ∗e = R∗e ⊕ Ie = R∗e ∪ (R∗e ⊕ I ∗e ),
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and each element xi of R∗ − I ∗e has the form of xi = ai + bi , where ai ∈ R∗e , bi ∈ Ie. For
all ai + bi ∈ R∗ − I ∗e , we have
(ai + bi)(aj + bj )= ai(aj + bj )= aiaj + aibj . ()
Subcase 1. By (1), the number of edges from I ∗e to R∗ is |I ∗e | · |R|.
Subcase 2. Since (ai + bi)bj = aibj , we have (ai + bi)bj = 0 ⇔ aibj = 0, where
bj ∈ I ∗e , bi ∈ Ie and ai ∈ R∗e . Thus the number of edges from R∗ − I ∗e to I ∗e is
|Ie| · [ |E(R∗e , I ∗e )| − |R∗e | · |I ∗e | ].
Subcase 3. By () above, the number of edges from R∗ − I ∗e to R∗ − I ∗e is |Ie| · , where
 is the number of edges from R∗e to R∗ − I ∗e . Since R∗ − I ∗e = R∗e ∪ (R∗e ⊕ I ∗e ), we have
= |E((Re))| + #, where # is the number of edges from R∗e to R∗e ⊕ I ∗e . It is easy to see
that # = |E(R∗e , R∗e ⊕ I ∗e )| − |I ∗e | · |E((Re))|. In this subcase, the number of edges from
R∗ − I ∗e to R∗ − I ∗e is
|Ie| · [|E((Re))| + |E(R∗e , R∗e ⊕ I ∗e )| − (|Ie| − 1) · |E((Re))|].
Since |R| = |Re| · |Ie|, we ﬁnally obtain our formula on edges by summing up the three
items. 
Proposition 2.6. Let R be any ﬁnite ring with proper one-sided identity elements. For
distinct elements x, y in (R), d(x, y)6 if a directed path exists from x to y.
Proof. Let R be a ring with proper left identity elements and assume that e is a left identity
of R. Let K = (I ∗e ⊕ R∗e ). Then R∗ = K ∪ I ∗e ∪ R∗e , and this is a disjoint union of three
subsets. Let x, y ∈ R∗ be distinct and assume that there exists a directed path from x to y
in (R), say, x → x1 → x2 → · · · → xr → y, with length r + 1.
First, we observe the following general facts:
(a) If x ∈ I ∗e , then d(x, y)= 1.
(b) If x /∈ I ∗e but 0 ∈ xI ∗e , then d(x, y)2.
(c) If x /∈ I ∗e and 0 /∈ xI ∗e , then 0 /∈ xK since xK=xI ∗e⊕xR∗e . In this case, z ∈ R∗e if xz=0.
Since R∗ =K ∪ I ∗e ∪ R∗e , we ﬁnish our proof by proving the result in each case:
Case 1. If x ∈ I ∗e , we already have d(x, y)= 1.
Case 2. Assume x ∈ R∗e . We prove by induction on r that d(x, y)5 whenever there
exists a path of the form x → x1 → x2 → · · · → xr → y, where x ∈ R∗e .
By the above general observation, we start under the assumption of x1 ∈ R∗e . We have:
(b1) If 0 ∈ x1I ∗e , then d(x1, y)2, d(x, y)3. This will complete the proof.
(c1) If 0 /∈ x1I ∗e , then x2 ∈ R∗e since x1x2 = 0. We have x → x1 → x2 in (Re). In this
case, we obtain the following by repeating the above general observations:
(b2) If 0 ∈ x2I ∗e , then d(x2, y)2, d(x, y)4. This will also complete the proof.
(c2) If 0 /∈ x2I ∗e , then x3 ∈ R∗e since x2x3=0.We have in(Re) a path x → x1 → x2 → x3.
In this ﬁnal subcase, we repeat the above once more:
(b3) If 0 ∈ x3I ∗e , then d(x3, y)2, d(x, y)5. This will again end the proof.
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(c3) Finally, if 0 /∈ x3I ∗e , then x4 ∈ R∗e since x3x4 = 0. We have x → x1 → x2 →
x3 → x4 in (Re). Now that Re is a ring with identity, by Theorem 2.4, in (Re)
we have a path x → w1 → · · · → x4 with length 3. Thus we have a walk with
length r
x → w1 → w2 → x4 → x5 → · · · → xr → y,
where both x → w1 → w2 → x4 and x4 → x5 → · · · → xr → y are paths. One can
easily obtain a path with length r from this walk. By induction, we have a path from x to
y with length 5. This completes the proof of this cumbersome case.
Case 3. The ﬁnal case is x ∈ K . If 0 ∈ xI ∗e , then d(x, y)2; If 0 /∈ xI ∗e , then x1 ∈ R∗e
and we have a path x1 → x2 → · · · → xr → y. By (2) we already have d(x1, y)5. Thus
d(x, y)6. This completes the proof. 
Corollary 2.7. For any ring R with a proper one-sided identity element e, Re is a subring
of R and e is the two-sided identity of Re, and diam(R)3+ diam(Re).
We end this section with the following examples:
Example 2.8. For any ﬁeld F, let R be the n by n full matrix ring over F (n> 1). Then the
diameter of (R) is 2.
We need only prove the following facts: for any A,B ∈ Z(R)∗, there exists C ∈ Z(R)∗
such that AC = 0 and CB = 0. First, there exist invertible matrices P,Q ∈ R such that the
last column of AP is zero and the ﬁrst row of QB is zero. Second, let
C = P


0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
1 0 · · · 0

Q,
then we have C = 0, AC = 0, CB = 0.
Example 2.9. Let R be the n by n full matrix ring over Z/2Z, where Z is the ring of
integers. Let S be the nonunitary subring of R consisting of those matrices all of whose
rows are zero except the ﬁrst row. Then Sink(S) =
{(
1
0

0
) ∣∣∣ 
}
, and Sink(S) consists
of all left identity elements of S. Ie =
{(
0
0

0
) ∣∣∣ 
}
for e =
(
1
0
0
0
)
. |S| = 2n, |Ie| =
|Sink(S)| = 2n−1. (S) is a disjoint union of Sink(S) and I ∗e . (S) is a star-like directed
graph whose kernel is the complete graph K2n−1−1, each vertex of which also connects
to 2n−1 sinks.
Example 2.10. Let R = Z/nZ and denote S =
{(
a
0
b
0
) ∣∣∣ a, b ∈ R
}
. Then Sink(S) ={(
a
0
b
0
) ∣∣∣ a, b ∈ R, a =m, (m, n)= 1
}
. Ie =
{(
0
0
b
0
) ∣∣∣ b ∈ R
}
for e =
(
1
0
0
0
)
. Thus
|Sink(S)| = n(n), |I ∗e | = n − 1, where (n) is the Euler phi-function of n. When n3,
80 T. Wu / Discrete Mathematics 296 (2005) 73–86
there is no source in (S). The clique number of (S) is n − 1. In the following, we will
give a more detailed description of the structure of (S).
(i) When n= 2, |S| = 4 and the graph (S) is ◦ ← ◦ → ◦. This is the graph structure of
Proposition 3.1(1).
(ii) For an odd prime number n = p, the graph (S) is a star-like directed graph whose
kernel is the complete graph Kp−1, each vertex of which also connects to p(p − 1)
sinks.
(iii) For a composite number n, the structure of (S) is a little more complicated. For the
previous idempotent matrix e, let S∗ = Sink(S)∪ I ∗e ∪H be the partition of the vertex
set of (S) into three subsets. Then we have
E((S))= E(I ∗e → S∗) ∪ E(H → H) ∪ E(H → I ∗e ).
More precisely, we have the following observations: (1) For each vertex x ∈ I ∗e and each
x = y ∈ S∗, there is a directed edge x → y; (2) There is no directed edge between
Sink(S) and H; (3) For each vertex x ∈ H , there are vertices x = y ∈ H, x = z ∈
I ∗e such that directed edges x → y and x → z exist. This shows diam((S))2 for
any n.
On the other hand, let T =
{(
a
b
0
0
) ∣∣∣ a, b ∈ R
}
, whereR=Z/nZ. Then there are n(n)
sources in(T ).Actually, Sour(T )=
{(
a
b
0
0
) ∣∣∣ a, b ∈ R, a =m, (m, n)= 1
}
.Whenn3,
there is no sink in (T ). When n= 2, |T | = 4 and the graph (T ) is ◦ → ◦ ← ◦. This is
the graph of Proposition 3.1(2).
3. Sinks and sources of ﬁnite rings
The following Proposition 3.1 holds for both ﬁnite and inﬁnite rings R:
Proposition 3.1. Let R be any ring.
(1) If there exists a source y ∈ (R) with y2 = 0, then R = {0, x, y, z}, where x and z are
left identity elements, and yz= 0= yx.
(2) If there exists a sink y in (R) with y2=0, then R={0, x, y, z}, where x and z are right
identity elements, and xy = 0= zy.
Proof. (1) For any given ring R, suppose that there exists a source y in (R) satisfying
y2=0. For any r ∈ R−{0, y}, since (ry)y=0, we have either ry=0, or ry=y because y is a
source of(R). Since y is a source, wemust have ry=y ∀r ∈ R−{0, y}. Nowwe conclude
|R|4, since otherwise, there are at least three distinct elements x, z, d inR−{0, y}. Then
we have (x − z)y = y − y = 0= (x − d)y. Therefore, we have x − z= y = x − d and thus
z= d, a contradiction. This shows |R|4.
Now by Theorem 2.4, R has proper one-sided identity elements. If R has a proper right
identity element, then R contains at least two right identity element, say u and v. Then y =
u, v since y2=0. ThusR={0, u, y, v}. In this case, we have yu=y = 0, yv=y = 0. This
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means that y is not a source in(R). This contradiction shows thatR={0, x, y, z}, where x
and z are left identity elements. Finally assume yz=0. Thenwe have yx=y(zx)=(yz)x=0.
This completes the ﬁrst proof.
Since the proof of (2) is dual to the above proof, we omit the details here. 
The structure of rings R with |R|4, as well as the related graph (R), is rather clear
(please see Lemma 2.2 and the listing following Lemma 2.2). As for ﬁnite rings R with
|R|5, we have the following:
Proposition 3.2. Let R be a ﬁnite ring with proper left identity elements. If |R|5, then
we have
(1) (R) contains at least two sinks,
(2) for any sink r in (R), r2 = 0,
(3) (R) contains no sources.
Proof. Since every left identity element of R is a sink in (R), thus (R) has at least
two sinks. Let e be any left identity element of R. Then I ∗e is not empty, and for any
elements x ∈ I ∗e and y ∈ R∗, we have xy = 0. Thus every nonzero element of R is a
vertex of (R) and, if (R) has a source, the source vertex must lie in Ie. Of course,
(R) has a source vertex if and only if |Ie| = 2 and there is no directed edge from R∗ −
I ∗e to I ∗e . This is equivalent to saying that for the left identity element e, there exists a
nonzero element y of R, such that annl (e) = {0, y} and annl (y) = {0, y}. So if (R) has
a source, this source is y. Then we have y2 = 0, contradicting with the assumption and
Proposition 3.1.With the same reason, a sink r ∈ (R)must satisfy r2 = 0. This completes
the proof. 
Corollary 3.3. Let R be a ﬁnite ring with proper left identity elements. Assume that R has at
least ﬁve elements. For any left identity e of R, if annl (e)={0, b} for some nonzero element
b, then in (R), the out-degree of b is |R| − 1 and the in-degree of b is positive.
Similarly, we have
Proposition 3.4. Let R be a ﬁnite ring with proper right identity elements. If R has at least
ﬁve elements, then
(1) (R) contains at least two sources,
(2) for any source r in (R), r2 = 0,
(3) (R) contains no sinks.
Corollary 3.5. Let R be a ﬁnite ring with proper right identity elements. If R has at least
ﬁve elements, then for any right identity e of R with annr (e) = {0, b} for some nonzero
element b, the in-degree of b in (R) is |R| − 1 and the out-degree of b is positive.
Recall that a network N is a directed graph with exactly one sink vertex k and a unique
source vertex c such that c connects to every vertex of N and every vertex of N connects
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to k. By Lemma 2.2, Theorem 2.4, Propositions 3.1, 3.5 and 3.7, we immediately have the
following corollary:
Corollary 3.6. For any ﬁnite ring R with at least ﬁve elements,
(1) (R) cannot contain a sink and a source at the same time,
(2) (R) is not a network for any ﬁnite ring [9, Corollary 3.2].
Proof. We need only prove (1) since (2) is an obvious consequence of (1).
If R has no proper one-sided identity elements, then by Theorem 2.4, there is no end
vertex in (R). Thus (1) is true. Now to ﬁnish our proof of (1), we list all our previous
results on rings with proper one-sided identity in a single place as follows:
(a) If |R|4, then (R) is one of the following
◦ ← ◦ → ◦, ◦ → ◦ ← ◦.
(b) If |R|5 and R has proper left identity elements, then (R) contains at least two sinks,
but in it there is no source.
(c) If |R|5 and R has proper right identity elements, then (R) contains at least two
sources, but in it there is no sink. 
Deﬁnition 3.7. Suppose that R has a proper left (respectively, right) identity element. An
element r ∈ R is called strongly right (left) invertible, if for any left (right) identity element
e of R, r has a unique right (left) inverse s relative to this e. In this case, such an element
s has more than one left (right) inverses relative to the same left identity e. Obviously, r is
strongly right invertible if for some left identity element e of R, r has a unique right inverse
s relative to this e.
Proposition 3.8. For an element r in a ﬁnite ring R satisfying r2 = 0, r is a sink vertex (a
source vertex) in (R), if and only if r is strongly right (respectively, left) invertible in R.
Proof. (1) Suppose r is a sink vertex of(R).We have ry = 0 for all elements y ∈ R∗ since
r2 = 0. Since R is a ﬁnite ring, we have rR =R. Assume re= r . Then since res = rs = 0
holds for each element s ∈ R∗, we have es = s for all s ∈ R. Thus e is a left identity of R.
For any left identity f ∈ R, let ru= f . Then u is unique relative to the f, since R= rR and
|R|<∞. For the same reason, there is r = v ∈ R∗ such that vr = 0. Hence 0= vru= vf .
Thus f is not a right identity element of R. In this case, we have (r+ v)u= ru+v(f u)=f ,
where r + v = r . Thus this u has at least two left inverses (say, r and r + v) relative to the
left identity f. Thus r is strongly right invertible in R. Notice that R has at least two sink
vertices in this case.
(2) Conversely, Suppose that r is strongly right invertible in R. Then by deﬁnition, there
is a left, but not right, identity element in R, and for any left identity e ∈ R, r has a unique
right inverse u relative to this e. If there is a path r → v, then we have r(u + v) = e and
this implies v + u= u, a contradiction. Finally, suppose x = ae − a = 0, then x = r and
xr = 0. Thus r is a sink vertex of (R).
The proof of the other case is similar. 
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Corollary 3.9. Let R be a ﬁnite ring.
(1) If (R) contains exactly one source (respectively, one sink), then |R| = 4, and R∗ has
the form of
a ← b→ c,
(respectively, a → b← c),
(2) Let |R|5. Then an element r of R∗ is a sink (source) if and only if r is strongly right
(left) invertible in R. In this case, r2 = 0 and in (R) there are at least two sinks
(sources).
4. Sink(R), Sour(R) and networks
Unless otherwise speciﬁcally indicated, rings R in this section need not be ﬁnite. On the
other hand, if R is a ﬁnite ring, then we always assume that R has at least ﬁve elements.
Recall that Proposition 3.1 also holds for any ring R.
Deﬁnition 4.1. For any ring R, let Sink(R) be the set of all sinks of (R). Let Sour(R)
be the set of all sources in (R). If R has proper left identity elements, then let Invr (R)
be the set of all strongly right invertible elements of R relative to some proper left iden-
tity element. Similarly, if R has proper right identity elements, then let Invl (R) be the
set of all strongly left invertible elements of R relative to some proper right identity
element.
Proposition 4.2. Let R be any ring with at least ﬁve elements.
(1) If Sink(R) (respectively, Sour(R)) is not empty, then it is a left (right) cancellative
multiplicative semigroup.
(2) If Invr (R) (Invl (R)) is not empty, then it is also a left (right) cancellative multiplicative
semigroup and Invr (R) ⊆ Sink(R) (Invl (R) ⊆ Sour(R)).
(3) Sink(R)= Zr(R)− Zl(R), Sour(R)= Zl(R)− Zr(R).
(4) Z(R)∗ has a disjoint decomposition
Z(R)∗ = Sour(R) ∪ (Zr(R) ∩ Zl(R)) ∪ Sink(R).
Proof. We need only to prove (1) and (2).
(1) Assume that Sink(R) is nonempty. For any elements a, b ∈ Sink(R), there exists an
element x ∈ R∗ such that x = a and xa = 0. By Proposition 3.1, annr (a)= 0. So Sink(R)
is left cancellative and Sink(R)= Zr(R)− Zl(R). We assert x = ab, since otherwise, we
would have abx = 0, which implies x = 0. Thus ab ∈ Sink(R), since xab = 0. Hence
Sink(R) is a semigroup under the multiplication of R.
(2) Suppose that Invr (R) is not empty. For any proper left identity elements e, f of
R and any a, b ∈ Invr (R), let ax = e, f = by. Then (ab)(yx) = af x = ax = e. Thus
ab is right invertible. If (ab)c = e = (ab)d, then bc = bd , and c = d since Invr (R) ⊆
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Sink(R). Thus ab is strongly right invertible, i.e., ab ∈ Invr (R) and hence Invr (R) is a
semigroup.
The other case is dual to the sink case. 
Proposition 4.3. For any ring R with at least ﬁve elements, R contains a proper left identity
if and only if the following two conditions hold: (1) Sink(R) = ∅ and (2) There exists an
element x ∈ Sink(R) such that x[Sink(R)] = Sink(R).
In this case, (R) contains no source while Sink(R) contains at least two elements.
Proof. If R contains a proper left identity e, then e ∈ Sink(R) and e[Sink(R)] = Sink(R).
Conversely, assume that Sink(R) = ∅ and x[Sink(R)]=Sink(R) for some x ∈ Sink(R).
Let xe = x, e ∈ Sink(R). Then x(ey − y) = 0 for all y ∈ R∗. Then by Proposition 3.1,
ey=y and hence, e is a left identity of R. Since e is a zero-divisor, it is a proper left identity.
If there is a source in (R), then it must lie in Ie. Then Ie = {0, b} for some nonzero b.
Then b is a source of (R) with b2 = 0. Then by Proposition 3.1, |R| = 4, a contradiction.
So in this case, there is no source in (R). 
Since Sink(R) is left cancellative, we immediately have
Corollary 4.4. For a ring R with at least ﬁve elements, if 0<|Sink(R)|<∞, then
Sink(R)= Invr (R) and there is no source in (R).
Proof. Assume 0< |Sink(R)|<∞. For any element y ∈ Sink(R), themap  : Sink(R)→
Sink(R), x → yx is injective because Sink(R) is left cancellative. Since Sink(R) is a ﬁnite
set,  is also epimorphic.We obtain y Sink(R)=Sink(R). By Proposition 4.3, R has proper
left identity elements. For any left identity element f ∈ R, we have f ∈ Sink(R). Thus
there exists an element x ∈ Sink(R) such that yx=f , i.e., y is right invertible. If in addition
yz = f for some z ∈ R, then y(x − z)= 0. Since y is a sink, we have either y = x − z or
0= x − z. Since |R|5, by Proposition 3.1, we could not have y = x − z. Thus x = z, and
therefore y is strongly right invertible. Finally we obtain Sink(R) ⊆ Invr (R), and hence
Sink(R)= Invr (R). 
Corollary 4.5. For any ring R with at least ﬁve elements, letK = Sink(R). IfK = ∅, then
the following statements are equivalent:
(1) R has no proper left identity elements.
(2) For any element s ∈ K , sK ⊂ K .
(3) For any elements s, t ∈ K , tsK ⊂ tK .
(4) For any elements s, t ∈ K , tsR ⊂ tR.
Proof. (1)⇐⇒ (2). This follows from Proposition 4.3.
(2)⇐⇒ (3). This follows from the fact that Sink(R) is cancellative.
(1)⇒ (4).Assume to the contrary that there exist elements s, t ∈ K such that tsR= tR.
Then we have ts = tsr for some r ∈ R. Then ts(x − rx)= 0. Since s, t ∈ Sink(R), ts is a
sink. By Proposition 3.1 we obtain x = rx for all x ∈ R. Thus r is a left identity element of
T. Wu / Discrete Mathematics 296 (2005) 73–86 85
R. By the condition given in (1), r = 1R is the two-sided identity of R. But then t = tsu for
some u ∈ R. If we repeat the above process, we obtain su= 1R . Then from sus = s1R , we
have us = 1R . Thus s is invertible in R. This is impossible since s ∈ Sink(R).
(4)⇒(3). Assume to the contrary that there exist elements s, t ∈ K such that tsK= tK .
Then ts = tsu for some u ∈ K . Then u is a left identity element of R. Assume tu = tsv
for some v ∈ K . For any r ∈ R, we have tr = (tu)r = (tsv)r = (ts)(vr) ∈ tsR. Thus we
obtain tsR = tR. 
The following three results are duals of 4.3, 4.4 and 4.5.
Proposition 4.6. For any ring R with at least ﬁve elements, R contains a proper right
identity, if and only if the following two conditions hold: (1) Sour(R) = ∅ and (2) There
exists an element y ∈ Sour(R) such that [Sour(R)]y = Sour(R).
In this case, (R) contains no sink but it contains at least two sources.
Corollary 4.7. For a ring R with at least ﬁve elements, if 0<|Sour(R)|<∞, then
Sour(R)= Invl (R) and there is no sink in (R).
Corollary 4.8. For any ring R with at least ﬁve elements, let L= Sour(R). If L = ∅, then
the following statements are equivalent:
(1) R has no proper right identity elements.
(2) For any element s ∈ L, Ls ⊂ L.
(3) For any elements s, t ∈ K , Lts ⊂ Ls.
(4) For any elements s, t ∈ K , Rts ⊂ Rs.
For any ring R and any element x ∈ R, let xR={xr | r ∈ R}.We call such xR a principal
right ideal of R. Obviously xR is a right ideal of R. But it may occur that x /∈ xR, for
a ring R without a right identity element. We are now ready to generalize Theorem 2.4
a little.
Corollary 4.9. (1) Let R be any ring with at least ﬁve elements. Suppose that in the ring
R, any left (respectively, right) identity element of R is a two-sided identity. If in addition,
R satisﬁes DCC on principal right (respectively, left) ideals, then (R) contains no sink
(respectively, source).
(2) Let R be a ring satisfying DCC on principal right (and left) ideals. Then (R) is
connected if and only if R has no proper one-sided identity element.
(3) (Theorem 2.4) For a left and right artinian ring R, (R) is connected if and only if R
has no proper one-sided identity element.
Proof. It is only necessary to prove (1). Suppose that R has no proper left identity element.
If Sink(R) = ∅, then there exists s ∈ K = Sink(R). By Corollary 4.5, we have an inﬁnite
descending chain of right ideals
R ⊃ sR ⊃ s2R ⊃ s3R ⊃ · · · .
In this case, R does not satisfy DCC on principal right ideals. 
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As a combination of Propositions 4.2, 4.3 and 4.6, we have
Proposition 4.10. For any ring R, a one-sided identity of R is a two-sided identity if and
only if (R) satisﬁes one of the following conditions:
(1) Sink(R)= ∅ and Sour(R)= ∅.
(2) Sink(R) = ∅, Sour(R) = ∅ and for any element t ∈ Sour(R), [Sour(R)]t ⊂ Sour(R)
(in this case, (R) has inﬁnitely many sources).
(3) Sour(R) = ∅, Sink(R) = ∅ and for any element s ∈ Sink(R), s[Sink(R)] ⊂ Sink(R)
(in this case, (R) has inﬁnitely many sinks).
(4) Sink(R) = ∅ and for any element s ∈ Sink(R), s[Sink(R)] ⊂ Sink(R). At the same
time, Sour(R) = ∅ and for any element t ∈ Sour(R), [Sour(R)]t ⊂ Sour(R). (In this
case, (R) has inﬁnitely many sinks and inﬁnitely many sources.)
Finally, as a corollary of Propositions 3.1, 4.3, 4.6 and 4.10, we have
Corollary 4.11. For any ﬁnite or inﬁnite ring R, (R) is not a network.
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