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Abstract 
The set of solutions to an indeterminate Hamburger moment problem is given by the Nevanlinna parametrization 
involving four entire functions A,B,C,D. We review the properties of these functions, and discuss recent progress in the 
still open problem of characterizing the class of entire functions which occur in this way. They belong to the Krein class 
and are of minimal exponential type. 
We deduce the analogous parametrization f the set of solutions to an indeterminate Stieltjes moment problem from 
the corresponding symmetric Hamburger problem. The survey ends with a discussion of three special cases, where the 
functions A, B, C, D are known explicitly. 
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O. I n t roduct ion  
The first examples of indeterminate measures were presented by Stieltjes in his last memoir from 
1894, cf. [48]. He showed that 
fo ~X"-~°gX s in(2rc  logx)dx  = n = O, . . . . .  0 for 1 (0.1) 
which implies that all the densities on the half-line 
d;~(x) =x- l °gx(1  +2sin(2~zlogx)), 2 E [-1,1] (0.2) 
have the same moments. 
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In the same fundamental paper Stieltjes formulated and solved what is now known as the Stieltjes 
moment problem, and in this connection he introduced the integral of a function with respect o an 
increasing function, later known as the Stieltjes integral. We shall not dwell on these results and 
refer to the recent survey paper by Van Assche [54]. 
The starting point of Stieltjes is the study of a certain type of continued fractions 
(0.3) 
1 
ctz + 
1 
c2 + 
c3z + . . .  
with coefficients ci > O, and he discovered the following remarkable facts: 
If ~ c, = co then the convergents pn(z)/qn(Z) of the continued fraction have a limit for z in the 
cut plane C\  ] - co, O] 
lim pn(z) _ fo ~ d/t(x) (0.4) 
, qn(z) 7- -i 
for a certain distribution of mass/t  on [0, co[, which is the unique solution of a moment problem 
/7 sn = x 'dp(x ) ,  n>~O, (0.5) 
where (s,) depends on the given coefficients (c,). 
If ~ c, < oc then the odd and even convergents have different limits in the cut plane 
lim p2n(z) _ F (z ) ,  lim p2n+l(Z) _ Fl(z) .  (0.6) 
,-+~o qz,(z) ,-+~o q2,+l(z) 
More information is available since the following limits exist for all z E C, 
lim p2,+i(z) = ai(z), lim qz,+i(z) = bi(z), i = 0, 1. (0.7) 
n---~ oo  n - - rex)  
The entire functions ai, bi, i = 0, 1 satisfy boai - blao -- l, and 
_ ao(z )_  f d/t0(x) F l ( z ) -  a,(z)  _ f d/ t i (x)  F (z )  (0.8) 
bo(z) J x + z ' b l (z)  J x + z ' 
where/to, #~ are two different solutions of the corresponding moment problem (0.5). They are discrete 
measures and the integral representations in (0.8) are in fact the partial fraction decompositions of 
the meromorphic functions F and F~. Stieltjes also showed that the zeros of b0 are simple and 
negative and if they are denoted -2~ with 0 < 21 < ~,2 < " ' "  then 
bo(z )= [I 1+ , zEC (0.9) 
k=l  
and ~ 1/2k < co. Consequently b0 is of genus O. The same holds for the entire functions b~,ao, a~. 
An important source for understanding how and when Stieltjes came to the discoveries in [48] is 
the correspondence b tween Stieltjes and Hermite edited in [3]. As an example let me quote from 
the letter 325 from Stieltjes to Hermite dated January 30, 1892: 
C. Berg~Journal of Computational and Applied Mathematics 65 (1995) 27-55 29 
"L'existence de ces fonctions q~(u) qui, sans &re nulles, sont telles que 
o~ukq)(u)du=O, (k = 0, 1,2,3,...) 
me para[t trbs remarquable." 
In the letter 349 of October 20, 1892 he announces the results (0.6)-(0.9) and Hermite 
answers in the letter dated October 22: "Vous ~tes un merveilleux gedm&re, les recherches nouvelles 
sur les fractions continues alg6briques que vous me communiquez sont un module d'invention et 
d'616gance...". In the next letter 351 of October 25 Stieltjes writes: "Dans le second cas, off la s6rie 
~ cnest divergente . . . .  il est n6cessaire d'61argir un peu la notion de l'int6grale d6finie". This is 
the birth of the Stieltjes integral! 
In the fundamental work of Hamburger [26] the theory of the moment problem was extended from 
the half-line to R. Continued fractions also play an important role in this work, but in the subsequent 
work of Riesz [45] and Nevanlinna [40] the moment problem is treated by tools from functional 
analysis and function theory. The history of the moment problem from Stieltjes to Nevanlinna is 
well described in the recent paper by Kjeldsen [29]. See also [7]. 
We shall not discuss the early history of the moment problem in further detail but shall next 
outline the indeterminate moment problem from a recent perspective as treated in the monographs 
[1,47, 49]. For results about entire functions we refer to [15, 30, 36-38]. 
1. Indeterminate moment problems and the Nevanlinna parametrization 
Let (sn) be an indeterminate Hamburger moment sequence and let V be the set of positive Borel 
measures /t on E satisfying fxnd l t (x )= s., n>~O. It is clear that V is an infinite convex set and it 
is well known that V is compact in the weak topology. Let (P.) be the corresponding orthonormal 
polynomials atisfying 
/ Pn(x)Pm(x)d/~(x) It C (1.1) 6,,,, V. 
We always assume that P, is of degree n with positive leading coefficient. The polynomials (Qn) of 
the second kind are given by 
Q.(x) = [ Pn(X) -- P~(y) d/fly), p E V. (1.2) 
d x y 
It is well known that the series ~ ]P.(z)] 2, ~ ]Q.(z)[ 2 converge uniformly on compact subsets of 
C, which makes it possible to define four entire functions on C 2 
o~ 
~¢(u, v) = (v - u) ~ Q.(u)Q.(v), 
n=0 
o~ 
~(u,v)  = -1  + (v - u) ~ Q.(u)P.(v), 
.=0 (1.3) 
Cg(u, v) = 1 + (v - u) ~ P.(u)Q.(v), 
n=O 
oo 
~(u, v) = (v - u) ~ Pn(u)P.(v). 
n~O 
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(Here we follow [16], but there is a change of sign in comparison with [13].) 
Note that 
d(u ,v )  = -d (v ,u ) ,  ~(u,v)  = -(d(v,u),  ~(u,v)  = -~(v ,u ) .  (1.4) 
The functions verify the fundamental identity 
d(u, v) ~(u, v) 
- 1, (1.5) 
~(u, v) ~(u, v) 
cf. [16]. If the first variable is put equal to zero we get the functions 
A(z) = ~/(O,z), B(z) = ~(O,z), C(z) = c#(O,z), D(z) ---- ~(0,z), (1.6) 
which form the Nevanlinna matrix 
M(z) = (A(z)  C(z ) )  (1.7) 
\ B(z) D(z) 
for the indeterminate problem. We note that M : C --+ SL2(C) is entire. 
The above functions of two variables seem more natural than the functions in the Nevanlinna 
matrix because there is no reason why 0 should play a special role. On the other hand, the functions 
d ,~,c#,  ~ can be expressed in a simple way using the functions in the Nevanlinna matrix, cf. [16] 
d(u ,  v) = A(v)C(u) - A(u)C(v), 
~(u, v) = B(v)C(u) - A(u)D(v), (1.8) 
~(u, v) = B(v)D(u) - B(u)D(v). 
In addition to these functions we consider the reproducing kernel function 
K(u, v) = ~ P,(u)P,(v), 
n=0 
which verifies ~(u, v) = (v - u)K(u, v). It is called so because 
K(u,x)P(x) dp(x) P(u) 
for every polynomial P and every # E V. 
For c = (c,) E l 2 we consider the infinite series 
Fc(z) = ~ e,P,(z), 
(1.9) 
(1.10) 
(1.11) 
n=0 
which converges uniformly on compact subsets of C to an entire function Pc. 
Proposition 1.1. For c c l 2 and p c V we have Fc C L2(#), the series (1.11) converges in L2(#) 
to Fc and 
f IFc(x)12d#(x)= ~ ]c,[ 2. (1.12) 
k=O 
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Proof. For a > 0 we have 
a n 2 ~ n 2 
and letting n --~ oc we get 
[fc(x)12 dp(x)<~  Ick] z < oo. 
a k=0 
By the monotone convergence theorem Fc E L2(#) and 
I fc(x) l  2 d/~(x)<~ E levi'. 
k=0 
Applying this to the sequence (0,. . . ,  O, c,+1, c,+2 ... .  ) gives 
n 2 
S F.(x)- dp(x)  I,,I'. 
t/ 
du(x) = E Io~12 
k~0 
which shows that the series (1.1 l) converges to Fc in L2(#). The Parseval formula (1.12) follows 
in the usual way. [] 
By polarization of (1.12) we get 
f Fc(x)Fa(x)dp(x) = ~ ckdk, 
k=0 
and in particular 
K(u,x)Fc(x) d#(x) Fc(u), 
which extends (1.10). 
c, dE l  2, t.tC V 
cE l  2, pE  V, (1.13) 
For f E L2(/A) the sequence c, = (f,P,) belongs to l 2 and the entire function Fc is equal to the 
orthogonal projection of f onto the closure E, ---- C[x] of the polynomials in L2(p). 
The set V of all solutions/~ to the indeterminate moment problem was parametrized by Nevanlinna 
in 1922 using the matrix (1.7), cf. [40]. 
Strictly speaking it is not the set V which is parametrized but the set of its Stieltjes (or Cauchy) 
transforms 
I(#)(z) = f --,dp(u) z E C \~,  (1.14) 
d u- -z  
which are holomorphic functions in the cut plane C \  E. This is in principle just as good, since 
p ~ I(#) is a one-to-one mapping from the set ~(R)  of finite complex Borel measures on • to the 
set ) f f (C\~) of holomorphic functions in C\E. The inverse mapping is given by the Perron-Stieltjes 
inversion procedure 
liml/ / ~o+ ~ (I(#)(x + ie) - I(l~)(x - ie)) ~o(x) dx = ~o(x) d#(x), (1.15) 
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for q9 E C0(N), i.e. /2 is the weak limit for e ~ 0 of the measures with density 
1 
2ni( I (p)(x + ie) - I (p)(x - ie)) 
with respect o Lebesgue measure. It is well known that (1.15) can be made more concrete in various 
ways. 
The parameter space is the one-point compactification of the set ~ of Pick functions, which are 
holomorphic functions in the upper half-plane H with nonnegative imaginary part. The Pick functions 
are given by the following representation 
qg(z) = az + b + f tz + 1 do-(t), (1.16) 
J t - z  
where a~>0, b E R, o- E ~+(~) .  Formula (1.16) gives a holomorphic extension of q~ to C\supp(a)  
and in particular to the lower half-plane. Note that ¢o(~) = qffz). Pick functions are sometimes called 
Herglotz or Nevanlinna functions. 
The Nevanlinna parametrization is the homeomorphism q~ ~ v~ of ~ U {oo} onto V given by 
/ d_v~u_) _ A(z)qffz) - C(z) 
u - z B(z)qffz) - D(z) '  z E C\R,  (1.17) 
which expresses that the Stieltjes transform of any solution v E V is given by (1.17) for a unique 
q~ E ~ U {cx~}. The topology on V is the weak topology from the duality between finite Borel 
measures and continuous functions vanishing at infinity. 
Riesz [46] characterized the solutions vt, t E ~ U {oo} as those /2 E V for which the set of 
polynomials C[x] is dense in L2(/2). These measures are called N-extremal in [1] (in honour of 
Nevanlinna), and extremal in [47] because they correspond to the constant Pick functions, which 
are extremal in ~ in the sense that their imaginary part is identically zero. An N-extremal measure 
/2 E V is necessarily an extreme point of the convex set V in the usual sense: If/2 = ½(/21 +/22) 
with /2l,/22 E V then /2 = #1 --- /22, but the converse is false: there are many extreme points of 
V which are not N-extremal. In fact, it is clear by the parametrization that the set of N-extremal 
solutions form a closed curve on V. On the other hand, it follows by a result of [25] that the set of 
extreme points of V is dense in V, cf. [1, p. 131]. For this reason we prefer to call the measures 
vt, t E ~ U {~} N-extremal. 
By (1.17) the Stieltjes transform of the N-extremal measure vt is the meromorphic function 
A(z ) t -C(z )  ( _  A(z) i f t=~) ,  (1.18) 
B(z)t - D(z) B(z) 
which implies that vt is a discrete measure 
vt = ~ c;fi;,, (1.19) 
),EAt 
where At is the zero set of the entire function Bt - D (B if t = oo) and 
A(2)t - C(2) for 2 E At. (1.20) 
c;~ = B'(2)t - D'(2) 
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The functions Bt - D are real entire functions with only real and simple zeros. In the next sections 
we shall discuss properties of these functions going back to Riesz, Hamburger and Krein. A complete 
characterization f the class of entire functions which can occur as functions Bt -  D corresponding 
to indeterminate moment problems eems not to be known. 
In addition to the functions (1.3) we consider the expressions 
P(Z) = ( ~ lPk(z)12) q(z )= (~ lQk(z)12) (1.21) 
which are logarithmically subharmonic functions in C, i.e. log p and log q are subharmonic, f. [9]. 
The function p determines the masses of the N-extremal measures vt since (P,) is an orthonormal 
basis for L2(vt). 
Proposition 1.2. For x E ~ there is one and only one N-extremal measure vt with mass at x and 
1 
vt ({x}) -  p(x) 2. (1.22) 
Proof. There is precisely one t C R t3 {ec} so that x E At: we have t = ~ if B(x) = 0, and 
t = D(x)/B(x) if B(x) # O. 
Parseval's formula for the function l{x} gives formula (1.22). (l(x}(t) = 1 for t = x, otherwise it 
is0.)  [] 
In the following we need: 
Proposition 1.3. The solution v = ½(Vo + v~) corresponds to the Pick function qg(z) = -D(z) /B(z) .  
Furthermore 
Im(B(z)D(z))  = Im(z)p(z)  2, z E C. (1.23) 
Proof. We get 
f dv(u) 1 (c (z )  A(z)  = 
u - z -- 2 \D(z )  + f f~ J  B(z)~o(z) - D(z) 
which shows that v = v~ with ~o = -D/B.  
Formula (1.23) follows from the elementary formula at level n 
Im(B,(z)Dn(z)) = Im(z) ~ [Pk(z)l 2, 
k=0 
where 
n--1 n--I 
B,(z) = -1  + z ~ Qk(O)Pk(z), Dn(z) = z ~ Pk(O)Pk(z). [] 
k=0 k=0 
Let us recall that (Pn(x)) and (Q,(x)) satisfy a 3-term recurrence relation 
xyn = bnyn+l + a,y, + bn-lYn-1, (1.24) 
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where 
an = f bn = f xPn(x)en+l(x)dp(x). 
It is known that (Qn+~(x)) are the orthonormal polynomials with respect o some positive measure 
/~ which is indeterminate since 
~lG(z) l  2 < ~ for z E C. 
Without loss of generality we may assume So = 1, and if we let 
denote the Nevanlinna matrix corresponding to/~/fi(N), there are simple relations between the func- 
tions in M and M, cf. [43]. We shall use that 
~0 2~ a° ~ A(z) = D(z), C(z) = --~oD(Z) - B(z), (1.25) 
which makes it possible to obtain properties of A and C from properties of the "denominator" 
functions from Nevanlinna matrices. Similarly 
q(z) = (1/bo)TV(z). (1.26) 
2. Entire functions of minimal exponential type 
A function f : C ~ C is said to be of minimal exponential type if 
VE > 03G:  I f ( z ) l~Ge ~lzf fo rzEC.  (2.1) 
The set of entire functions of minimal exponential type is an algebra denoted by g0. For f E g0 
the order pf  satisfies 0 ~< Pr ~< 1, and if pf = 1 then the type o-f is 0. Functions in g0 share the property 
with polynomials of being determined up to a constant factor by their zeros. This is a consequence 
of the Hadamard factorization theorem together with a theorem of Lindel6f: Let f E g0 \ {0} and 
let {2n} be the nonzero zeros numbered such that 0<1,~1 ~< 1221 ~<..- and with the convention that 
each zero is repeated as often as its multiplicity. Then there exist a E C\{0} and a nonnegative 
integer k such that 
f (z )=azkl iNm~_l  1-- . (2.2) 
Another important property of functions f E go is the following consequence of the Phragm6n- 
Lindel6f principle: If [f(iy)[ = O([ylN), y E N, lyl ---' ~ ,  then f is a polynomial of degree ~<N. 
In particular, if I f ( iy ) [  = o(1), lyl ~ c~ then f - 0. 
Riesz proved [45] that p given by (1.21) satisfies 
f '~l°g-p(X)dx < cx~, (2.3) c~ lq -x  2 
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and used it to prove that p satisfies (2.1). It follows that Fc E N0 for all c E l 2, cf. (1.11). In 
particular B,D E~o. By (1.24) and (1.25) we see that also A,C,q are of minimal exponential type. 
More generally the functions (1.3) belong to E0 as functions of one variable when the other variable 
is fixed. 
The support of the N-extremal measure vt given by (1.19) is the discrete set At of zeros of Bt -D .  
By the above we see that Bt -D  is determined up to a constant factor as the function in ~0 which 
has simple zeros at the points of supp(vt). 
Using (2.3) one can prove that any of the functions f = A,B,C,D satisfy the condition 
J ?  l°g+ dt < ~.  (2.4) If(t)l 
1 q- t  2 
The set of entire functions of exponential type satisfying (2.4) is called the Cartwright class in 
[37]. It has been studied a lot, see [30, 36, 37]. 
In 1944 Hamburger considered the following class ~ of real transcendental entire functions f
with only real and simple zeros A = {2} and satisfying 
1 1 
- E z c \ A, (2.5) 
f ( z )  f ' (2)(z  2)' 2£A 
E 121" ;~A ]f'(2)-------~ < OO for all n>~0, (2.6) 
and he showed that the denominator functions Bt -  D associated with N-extremal solutions belong 
to the class J r ,  cf. [27]. Hamburger actually assumed the functions in ~f to be of finite order, but 
Krein ([33]) showed that this condition is a consequence of the partial fraction decomposition (2.5). 
In fact Krein considered the class ~ff of entire functions f with only simple zeros A = {2k} such 
that 
I Im 2k [ 
~ - -  < cx~ (2.7) 
1 + 12 12 
and 
1 ak 
- ~ - -  for z E C \A ,  (2.8) 
f ( z )  z - 2k 
with E ]ak[/(1 + 12k]) < ~.  Note that condition (2.7) is automatically satisfied if f has real 
zeros. Krein proved that functions in the class • belong to the Cartwright class. Further- 
more, he characterized the Cartwright class as the set of entire functions f for which log + If(z)l 
has a harmonic majorant in H and in -H .  A simple proof of Krein's results can be found 
in [30]. 
The Krein class with real a~, 2~ is closely related to the class of conformal mappings of the upper 
half-plane H onto H with vertical slits, cf. [41]. 
We shall now give a new proof of the fact that the denominator functions Bt -  D belong to the 
Hamburger class ;Of. By translation of the moment problem it is enough to prove it for the function 
D, and having done so, it follows by the remarks at the end of Section 1 that all the functions in 
the Nevanlinna matrix belong to ~.  It therefore suffices to prove the following. 
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Theorem 2.1. Let D be the function (1.6) associated with an indeterminate moment problem. For 
any polynomial P the partial fraction expansion 
P(z) _ x~ P(2) 
(2.9) 
D(z) ;~z~A o D'(2)(z - 2) 
converges absolutely and uniformly for z in compact subsets of C \ flo, where Ao = {x E ~ I 
D(x) = 0}. In particular 
P(2) 
E D'(2) -- 0. (2.10) 
),EAo 
Proof. We first notice that (2.9) applied to zP(z) gives 
z 2P(2) 
P(Z)D(z) -- ~o D'(2)(z - 2)' 
;~o  
which for z ---+ 0 establishes (2.10). 
We shall however proceed to establish (2.10) directly and use this in the proof of (2.9). It 
suffices to do this for P = Pro, m >>- O. For an arbitrary solution # of the moment problem we have 
PmB E D(#)  and 
f Pm(t)B(t) = O. d#(t) 
In fact, by (1.3), (1.6) we have 
O(3 
Pm(t)B(t) = -Pro(t) + tPm(t) E Qk(O)Pk(t) 
k=0 
and ~o Qk(O)Pk(t) E L2(#) by Proposition 1.1. Therefore, 
/ Pm(t)B(t)dfl(t) = --PoSobmO + ~ Qk(O) / tPm(t)Pk(t)dp(t) 
k=0 
= ~ Qm_,(O)bm_, q- Qm(O)am + Qm+l(O)bm = 0, 
( -Poso + Ql(O)bo = O, 
by (1.24) 
If we use # = Vo given by (1.19), i.e. 
C(2) 6 
2EAo 
formula (2.11 ) shows that 
E pm(2)B~()(~(7(2 _ O, 
2E Ao LI (,Z ) 
but B(2)C(2) = -1  for 2 E Ao by (1.5) since D(2) = 0 for 2 E Ao. 
(2.11) 
m~>l 
re=O,  
(2.12) 
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We clearly have 
f Pm(t)B(t) Pm(~) 
t - - -z  dv0(t)= Y~ D'(2)(z 2)' 
2EAo 
and the left-hand side can be evaluated to be equal to 
Pro(t) -- 
t zPm(Z)B(t) dvo(t) + Pm(z) f t-zB(t) dvo(t). 
The first integral is zero by (2.11), and we have 
B( t )  _ 1 
dvo(t) 
t - z D(z)' 
since 
/ B( t )  
t - - z  
dv0(t) / dv0(t) f tP (t) = - + ~ Qk(0) dvo(t) 
t - z  k=0 t - z  
C(z) o~ f Pk(t) 
- D(z) + z k=o ~ Qk(0) t - z dvo(t) 
C(z) ~ f dvo(t) 
-- D(z) + z k=o ~ Q~(O)Qk(z) + z t~z  k=0~ Qk(O)Pk(z) 
C(z) " C(z) B (z )+ 1 1 
- D(z) + A(z ) -  ZD(z) z - D(z----)" [] 
(2.13) 
In [27] Hamburger considered the question of finding necessary and sufficient conditions for a 
discrete measure 
#= ~ c~5;. c;. > 0 (2.14) 
2cA 
to be an indeterminate N-extremal measure, and he found the following results: 
Proposition 2.2 (Hamburger [27]). I f  p is N-extremal and if f c go is the unique (up to a constant 
factor) entire function with simple zeros at the points of A = supp(/~), then f E ~ and 
1 
c;(f,(2))2(1 + 22 ) < oc. (2.15) 
2EA 
Proof. Without loss of generality we can assume 0 E supp(p) and f .= D from the Nevanlinna 
matrix. Therefore, f C 5¢t ~ and A = A0. 
We know that go = BID C ~ by Proposition 1.3. 
In the representation (1.16) for go we get by calculus of residues that a is discrete with mass a;~ 
at 2 E A given by 
a;v( 1 + 22 ) -- B(2) 
D'(2)" 
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Using o-(•) < oc and -B(2)C(2)  = 1 for 2 E A we get 
1 
E C(2)D'(2)(1 + 2 2) ),EA 
By (2.12) c~ = C(2)/D'(2) and inserting this gives (2.15). [] 
Proposit ion 2.3 (Hamburger [27]). Let f E ~ with A = 
(2.14) has moments of  every order and that (2.15) holds. 
Then I~ is indeterminate. 
f - ' (0 )  and assume that # given by 
Proof.  Hamburger first proves the analogue of Theorem 2.1 for functions of class Jt ~, i.e. 
P(z) P(2) 
--  E z E C \ A 
f ( z )  f ' (2)(z 2)' I 
(2.16) 
for any polynomial P. 
For z C C \ A let gz : A --+ C be defined by 
f ( z )  
gz(2)  = 
c~.f'(2)(z - 2)" 
Condition (2.15) implies that gz E L2(/./) for all z E C \ A. For any polynomial P we have by (2.16) 
-- P (z ) .  
P(2) 
(P,g=)L:<.) = f ( z )  Z 
2cA f ' (2)(z  - 2) 
This shows in particular 
IP(z)I IlPll Ilgzll, 
and using the polynomial 
P(x) = ~ Pk(x)Pk(z) 
[] 
k=0 
we get for a l lnE  N ,zEC\A  
(k~=0 ] )I/2 Pk(z)l z ~< Ilgzll 
so the series ~ IPn(z)] 2 is convergent and/.t is indeterminate. 
Corollary 2.4 (Hamburger [27]). Let It be N-extremal like in Proposition 2.2. Then 
1 
E - oc. 
2EA 
(2.17) 
Proof .  I f  
1 
c2(f'(2))2 ).CA 
< oo 
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then the measure 
= ~ c;~2i6; 
2EA 1 + 
is indeterminate by Proposition 2.3, but this contradicts that the polynomials are dense in L2(p) by 
a result of Riesz, cf. [46]. [] 
Hamburger claimed that if condition (2.17) is added to the conditions of Proposition 2.3 then 
# is N-extremal, cf. [27, p. 516]. The reasoning on p. 512 does not hold since the theorem of 
Riesz cannot be applied unless the measure is known to be N-extremal. In [31] Koosis constructed 
a counterexample to the claim of Hamburger. For a function f E ~ A g0 Koosis considers the 
measures of the form (2.14) with c;. = ( f ' (2) )  -2 , 2 E A, i.e. 
1 
= (2 .18)  
2EA (f / (2))2 
for which (2.17) is trivially verified, and (2.15) reduces to ~(1 +22)  -1 < cXD, which holds since the 
order of f is ~< 1. Finally # has moments of any order because of (2.6) and the inclusion l1 c_ l 2. 
Theorem 2.5 (Koosis [31]). For the indeterminate measure p given by (2.18) the polynomials are 
not dense in L2(p) i f  and only if there exists S E g0 \ {0} such that 
(i) ~;.eA Is( )l = < 
(ii) Yn ~> O: limlyl_+~ y"S( iy) / f ( iy )  = O. 
Proof. If the polynomials are not dense in L2(p) there exists ~p C L2(p) \ {0} such that 
;.~A ( f ' (2) )  z -- 0 for all n~>0. (2.19) 
Then 
~o(2) 
S(z) = f ( z )  ~ (2.20) ;~eA (f'(2))2(Z -- 2)' Z E C 
satisfies the conditions of the theorem. In fact, the series in (2.20) converges uniformly on compact 
subsets of C \ A to a meromorphic function with simple poles at the points of A because 
~o(2) 
;~EA (f'(2))Z(z - 4) ~< II ll =(,)ll(z - 4) - '  ILL=<.>. 
Therefore S is entire with S(2) = q~(2)/f'(2) for 2 E A so S ~ 0 and (i) holds. It is a standard 
argument to see that S E go, but we include it for the convenience of the reader. For R > 0 let 
AR = {4 E A [ [h i < R}, and A~ = A \ AR. For ]z] = R we split S(z) = S,(z) + S2(z) with 
 o(2)  o(2) 
S,(z) = f ( z )  ~ S2(z) -- f ( z )  
;,~A2R ( f ' (2))2(Z -- 4) '  ;.cA2R (ft(2))2(Z -- 4)" 
By the maximum principle for the entire function $1 we have 
1 max If(z)l maxlzl=R [Sl(z)[ ~< Izl=3Rmax [SI(z)[ ~ [~0[[L2(P)(P(~))I/2 [zl=3R 
4O 
and similarly 
SO 
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max I&(z)l ~ 1 ,z,=~ ~ II~IIL~(.)(~(~)) '/~ ~ax If(z)l 
A 
maxl~l =e IS(z)l ~ -~ ~ax If(z)l 
for some constant A. Since f ¢ ~0 we get S E g0. 
For n ~> 0 we have 
1 1 /~ /~n+l /~n 
_ _  _ + +.- .+- -+ 
z - ,~  z ~ z. 
SO by (2.19), (2.20) 
S(z) _ 1 w-, 2"q9(~) 
f ( z )  z" ,~@~A (f '(2))Z(z -- 2)" 
Putting z = iy we get 
SS( iy )  
f ( i y )  
z.(z - ,~) 
E ~n ~0('~) ~) 
;,EA ( f ' (2 ) )2 ( iy -  
~< II~ollL2(,> "-~',,~A (f ' (2))2(2 + y2)} } 
which tends to zero for lyl ~ ~,  showing (ii). 
For the converse we need the following lemma. 
Lemma 2 .6 .  Let S E go satisfy 
(i) ~;.~A IS(2)/f '(2)I  < oo, 
(ii) limlyl~o~ S( iy ) / f ( i y )  = O. 
Then 
S(z ) S( ,~ )
- ~ fo rzEC\A .  
f ( z )  ;,~A f ' (2)(Z -- 2) 
Proof .  We remark that 
S(2) (2.21) ~p(z) = f ( z )  E 
;,EA f ' (2)(Z -- 2) 
is an entire function with q}(2) = S(2) for 2 E A, and q} E go by an argument as above. It follows 
that S - q~ E go vanishes at A, so h = (S - qg)/f E go by a theorem of LindelSf. By (ii) and (2.21) 
we see that h(iy) + 0 for [y[ --~ oo, and hence h - 0. [] 
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To complete the proof of Koosis' Theorem 2.5 we assume that S E go \ {0} satisfies (i) and (ii). 
By Lemma 2.6 applied to z"S(z) we get 
z"S(z) 2"s(2) 
-- ~ z c C \ A, n>~O. (2.22) 
f ( z )  ;~A f '(2)(Z -- 2)' 
Defining (p(2) = S(2) f ' (2)  for 2 6 A, then (p E L2(/2) \ {0}. To see that q~ is orthogonal to 2" 
for all n~>0 we replace n by n + 1 in (2.22) and let z ~ 0 to get 
G 2" ~o(,t) 
;~ca ( f ' (2 ) )  ---------5 - 0, 
which shows that the polynomials are not dense in LZ(fl). [] 
Example 2.7 (Koosis [30]). The idea is to consider a function f c ~f O ~0 of the form f = ST, 
where S and T are canonical products with zeros {2~} and {2"}, respectively, and 2" is very close 
to 2.. One can take 2. = 2" and 
2', = 2 ~ (1 + 2 -3n2/4) , n~> 1. 
One proves the estimates 
If '(2.)l , If'()/.)] ~ 2"2/4-2n, (2.23) 
where a, ~ b, means that 1/c<<.a,/b,<<.c for some constant c > 0. Then f is of order zero and 
belongs to ~ N g0, and S verifies the conditions of Theorem 2.5 since 
[S(2tn)[ ~ 2-n(,+2)/4. 
In a recent paper Fryntov [22] exhibited a class of functions f E .;¢ N g0 for which Koosis' 
Theorem 2.5 can be applied to the effect that the measure (2.18) is N-extremal. Because of Koosis' 
example, the zeros of f are not allowed to be too close to each other. Condition (ii) below is of 
this type. 
Let A = {2n} be an increasing sequence of positive numbers with the following properties: 
1 (i) nA(r) : max{n [ 2, ~<r} ~ 7r p for r ~ re, where 7 > 0, 0 < p < 5" 
(ii) There exists d > 0 such that the discs 
{z I Iz- 
are disjoint. 
Then it is not difficult to see that the function 
f ( z )  = 1] 1 -  
.=1  
(2.24) 
belongs to ~ n go. For the measure (2.18) defined by this function Fryntov proved--by an intricate 
estimation--that the only function S E g0 satisfying (i), (ii) of Theorem 2.5 is S -- 0. In particular 
the measure (2.18) is N-extremal. 
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3. Growth properties of Nevanlinna matrices 
It was proved in [9] that the four entire functions in the Nevanlinna matrix for an indeterminate 
moment problem have the same growth as the functions p, q given by (1.21 ). More precisely it was 
proved that all six functions f have the same order 0 ~< p ~< 1 and if 0 < p they have the same type 
0 ~< a ~< ec. Finally, if a < oc they have the same indicator function 
log I f  (rei°) I
h(O) = lim sup , (3.1) 
r -+~ F p 
and it was proved that 0 ~< h. We shall indicate how these results can be obtained. We shall use that, 
by (1.17), 
dvt(u) A(z)t - C(z) 
u - - z  -- B (z ) t -  D(z) (3.2) 
is a meromorphic Pick function for t E ~tA {ec}. 
Meromorphic Pick functions F have the representation 
fl0 fik 
F(z)  = az + b - --z - z k~I ~ (z - ~'~k') (3.3) 
where S \{0}  = {~k}kcl is the set of nonzero poles, a~>0, b E ~, fl~>0, flk > 0 and ~f lk /a  2 < oo. 
This is a simple consequence of (1.16). Functions F of the class (3.3) can be characterized by a 
product representation due to Krein using the interlacing real zeros and poles of F, cf. [36, p. 308]. 
From (3.3) we get the following result. 
Lemma 3.1. Let F be a meromorphic Pick function. There exists a constant K such that 
IF(z)[ ~<K [zl2 + 1 
lYl for z E C \ ~. 
Lemma 3.1 is useful in establishing comparison results about growth of entire functions from the 
Nevanlinna matrix. 
Proposition 3.2. Let qg, ¢ be two nonzero entire functions such that F = qo/¢ is a Pick function. 
Then q) and ~ have the same order p, and if  0 < p < ec they have the same type a. I f  a < oc 
they have the same indicator function. 
Proof. By Lemma 3.1 there exists a constant K such that 
I o(z)l<<.g lV,(z)l for z E C \ 
We consider z = x + iy and put [z I = r. If [y[/> 1 we get from (3.4) 
Iq~(z)l <-K(F 2 + 1)mo(r), 
(3.4) 
(3.5) 
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where 
M,(r) = sup Iq,(z)l. 
Izl=r 
If 0 ~< ]yl<l we get by the mean-value inequality for subharmonic functions 
1oglcp(z)] ~<~ f02~loglq~(z +ei°)ld0 
1 f0 2~ ~< logg(( r  + 1)2 + 1) -  ~ logly+sinOldO+logMo(r+l) 
and combining this with (3.5) we get 
logM~o(r)<.K1 +1£2 log(r + 1) + logM~,(r + 1) (3.6) 
for suitable constants KI,K2 > 0. This shows that p, ~< PC, where p, is the order of ~p and pq, is 
the order of ~. 
We next use that -$/~o is a function with the same properties as cp/~ and consequently p, = pq,, 
i.e., ~o and ~ have the same order p. 
If 0 < p < e~ we get from (3.6) for r sufficiently big 
logM~0(r) ~<(K2 + 1)logr + logMq,(r + 1) 
FP FP FP 
and hence o-~o ~< o-q,, where a~ is the type of q9 and o-q, is the type of ~, and the equality follows as 
above. From (3.4) we finally get the following inequality between the indicator functions h~ and h~ 
for q~ and~O ( i f0  < p < e~ and o- < ~)  
h~(O)<.hq,(O) for 0 E ~ \ rc77. 
This inequality remains true for all 0 by continuity, and as above we see that h~ = hq,. [] 
From (3.2) we see that -A/B, -C/D are Pick functions, and by Proposition 1.3 we have -D/B E 
~. By Proposition 3.2 we now see that A,B, C,D have the same order, type and indicator, which 
we call the order, type and indicator of the Nevanlinna matrix (1.7). For a proof that the order, type 
and indicator of (1.7) coincides with the corresponding concept for p (and q) see [9]. 
Krein introduced in [34] a class of SLz(C)-valued entire functions which he called special, and 
which were called Nevanlinna matrices in [1 ]. A matrix 
(A(z) C(z) 
M(z) = \ B(z) D(z) J 
of real entire functions with determinant one is called a Nevanlinna matrix if 
(A(z)t + C(z)) 
Im\B(z)t+D(z) /  > 0 fo rzE  H, tE~U{cx~}.  
Krein also characterized ntire functions which can occur in such matrices, cf. [34]. In a recent paper 
[10] it is shown that the entire functions in such a matrix have the same order, type and indicator. 
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4. The entropy integral for probability densities 
For a probability measure /~ on ~ with density co(t)/>0 with respect o Lebesgue measure the 
logarithmic integral 
1 f_~ logco(t) 
~ l+t  ~ d t  (4.1) 
is sometimes called the entropy integral. Note that log co(t)/(1 + t 2) is integrable if and only if 
1 f~  log co(t) 
J_ ~z ~ l+t  z dt > -c~. (4.2) 
For the measure with density 
co (t) - -I'l  2F(1/~)- ' ~ > 0 
the entropy integral is > -oc  precisely when c~ < 1, which are exactly the values of c~ for which 
the measure is indeterminate. This is no coincidence because of the following result, in [1, p. 87] 
attributed to Krein. It follows immediately from the completeness result in [32]. 
Theorem 4.1. Let I~ be a probability with density co such that 
1 f~ log co(t) 
J_ 7z ~ l+t  2 dt > -~.  
I f  ~t has moments of any order then ~t is indeterminate. 
Proof. In the affine space of polynomials P of degree ~<n with P(i) = 1 there is a unique element 
minimizing f IPI 2 d/~ namely 
n i 
Ein(Z) = ~k=oPk(z) Pk( ) ~.  (4.3) 
k=0 IPk(i)[ 2 
By the minimality property it follows that E / has no zeros in the upper half-plane, for otherwise we 
could find a polynomial with smaller norm square by replacing a zero in the upper half-plane by 
the conjugate zero. 
Clearly 
1 / IEi.(tll2co(t) 
-~ 1 + t 2 dt <. 
so by Jensen's inequality 
_1 f log(lE'.(t)[2co(t)) ate< log (1 
7~ 1 +t 2 7z 
and therefore 
2 [ log IE'n(t)l 
dt + 
J 1 +t 2 
1 E t (t) = 1 Pk(i 2 
7"( 7~ 
f IE n(t)l%(t) ) 
1 + t 2 d t  
I f logco(t) 1 ( ) 
~z 1 + t ~- -T  dt ~< log - - log ~ ]Pk(i)[ z~ . 
7C k=O 
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Since log IEin(z)l is harmonic in H, it is the Poisson integral of its boundary values and in particular 
i • 1 f log IEin(t)l 
0 log J = IEn(1)[ = rc 1 + t 2 dt. 
We therefore find 
log (~ IPk(i),2)~< log 1 1 f log co(t) 
k=0 rc - ~ 1 + t ~ dt, 
which shows that the series ~o [Pk(i)l 2 is convergent, so # is indeterminate. [] 
Let us consider an indeterminate moment problem with the set of solutions V. We shall assume 
that So = 1 so all the measures in V are probability measures. Gabardo [23] showed that among the 
measures/~ E V with absolutely continuous part co(t)dt there is a unique measure which maximizes 
the entropy integral, and he gave an explicit form of the maximizing measure. We shall see here 
that the density co(t) of this measure is given as 
1 1 
co(t) = (4.4) 
rc B( t )  2 + D( t )  z' 
where B,D are the functions from the Nevanlinna matrix, and we shall identify the corresponding 
Pick function from the Nevanlinna parametrization. That the density (4.4) has finite entropy integral 
follows from (2.3). 
In the proof we shall replace (4.1) by the more general entropy integral 
1 f ylogco(t) 
__ (X - -  t )  2 + y2 dt 
corresponding to 2 = x + iy C H. The integral (4.1) corresponds to 2 = i. 
Gabardo considered the density 
coJ~(t) = 1 yp2(2) 
rc 1(2 - t)X(t,-2)l 2' (4.5) 
where K( t ,2 )  is the reproducing kernel (1.9), and he proved that co;(t)dt E V by an approximation 
argument. Let us verify directly that co;Q)dt E V. 
By (1.8) we have 
~(t ,  2) = B(-2)D(t) - B ( t )D(Y)  = (-2 - t )K(t ,  2 ) ,  
and putting D(-2)/B(-2) = fl + iy we get by Proposition 1.3 
- - Im D(2) _ Im(D(2)B(2)) _ yp(2)______~ 2 > 0. 
g(2) Ig(2)l 2 IB(2)I 2 
By this result we also see that ~(t, 2) has its zeros in the lower half-plane. This gives 
co;~(t) = ~' 1 
~z (f iB(t)  - D( t ) )  2 + 72B(t) 2 (4.6) 
/ dD+i ,(u ) A(z)(fl + i y )  - C(z) 
u - z B(z)(fl + i7) - D(z) ' 
and it follows that 
lim l lm ( f  dv/~+i>,(__u)) = co;(x) 
y-+0 + ~ b/ - -  Z .it 
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which is the density of the measure v~o 6 V corresponding to the Pick function ~p(z) = fl+iT, z E H, 
cf. [8]. Let us repeat he calculation: 
z=x+iyCH,  
uniformly for x in compact subsets of ~. This shows that D+i~. = og;~(t) dt. 
Theorem 4.2 (Gabardo [23]). I f  the absolutely continuous part of # E V has the density co, then 
we have 
if ylogco(t) if y logco;~(t) 
-~ (x - t)2 + y 2 dt<'-rc (x - - t )2-Ty 2dt (4.7) 
with equality only /f # = co;(t)dt. 
Proof. By Jensen's inequality we get 
exp ~ ~-_--t--~;~5 dt ~<- dt, 
- 0 2 + 
which by (4.5) is equal to 
1 
p2(2) f IK(t'2)[ 2a~(t)dt" 
Using/~ = #s + ~o(t) dt, where/~s is the singular part of/~, the above expression is majorized by 
1 
f Ig(t,2)l 2 d/fit) = 1, p2()~) , 
cf. (1.12). Equality can occur in (4.7) only if #s = 0 and log(m(t)/~o;(t)) is constant for almost all 
t. [] 
Remark 4.3 (Gabardo [23]). The maximal entropy in (4.6) is given as 
1 I y log ~o;(t) C(2) ~ (x -7~Ty 2 dt = - log(4rcyp2(2)), 
because inserting the expression (4.5) for co;'(t) gives 
y [ log(yp2(2)/zt) y [" 2logiC(t,2)] 
~(2) j ~Z7~-7 i  d t -  -zt J ~---- t~77 dt 
= log(yp2(fl)/Tz), 2 log [~(fl, 2)I = - l°g(4rcyp2(fl)) • 
Here we used that log ]~(z,2)] is the Poisson integral of its boundary values since z ~ ~(z,2) E 
g0 and has its zeros in the lower half-plane. 
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5. Indeterminate Stieltjes moment problems 
Let ~*(~)  denote the set of positive measures on ~ with moments of any order and infinite 
support, and let 
~*(~+)  = {p ~ ~*(~)  [ supp(p)G[0 ,~[} .  
A Stieltjes moment sequence is any sequence of the form 
f0 °~ s, = xndo-(x), n~>0, (5.1) 
where o- c ~*(~+).  The sequence (s,) can be determinate or indeterminate in the sense of Stieltjes, 
denoted det(S) and indet(S) respectively, in the sense that there can be exactly one measure or 
several measures from ~*(~+)  satisfying (5.1). 
If (s,) is det(S) it can still be indeterminate as a Hamburger moment sequence. In this case it is 
known that the unique solution o- E V N ~*(~+)  is equal to the N-extremal measure v0. 
We shall only discuss the case where (s,) is indet(S), which corresponds to the convergence of 
the series ~ en of coefficients from the continued fraction (0.3). 
In this case it is of interest o consider the number 
c~ lim D(x) lim Pn(0) = - - -  < o ,  (5 .2 )  
x- . -~ B(x) n~ Q,(O) 
cf. [13, 18], because the N-extremal solutions vt, t E ~U {c~} belong to VN ~*(~+)  if and only if 
t E [~,0]. Furthermore, the two solutions /~0, Pl in (0.8) discussed by Stieltjes are P0 = v~, #1 = v0. 
In the study of a Stieltjes moment problem it is useful to consider an accompanying symmetric 
Hamburger moment problem. If ~s(~)  denotes the set of symmetric measures p E ~*(~) ,  i.e. 
#( -B)  = /~(B) for Borel sets B C_ ~, then the map ~(x) = x 2 induces a bijection of ~; (~)  onto 
M*(~+) given by o- = ~k(#) (the image measure o f / t  under if), i.e., if f : ~+ ~ C is a Borel 
function then 
f ( t )  do'(t) = f f (x  2) dp(x). (5.3) 
In particular, if # E ~ ' (~)  and o- = ~(p) then the moment sequences 
t° = f x" d,(x), Sn = f t" do-(t), (5.4) 
are related by t2n -- sn, /2n+l = 0,  and # is indeterminate i f and only i f  o- is indet(S). If p is 
indeterminate, then @ maps the symmetric solutions of the (&)-Hamburger moment problem onto 
the solutions of the (s,)-Stieltjes moment problem. 
For a similar bijection between rotation invariant measures on ~" and M*(~+) see [6, 11]. 
Krein's Theorem 4.1 has a counterpart for Stieltjes moment problems. 
Theorem 5.1. Let o- C ~*(~+)  have the density h with respect to Lebesgue measure on the half- 
line. 
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/ f  
L ~ logh( t )d t  v,'7(1 + t) > 
then a is indet (S). 
Proof. The symmetric measure /t -- Ixlh(x2)dx corresponds to a under the transformation ~9. The 
condition of Theorem 4.1 is satisfied, so /z is indeterminate and therefore a is indet(S). [] 
There are simple relations between the Nevanlinna matrix M(z)  for the Stieltjes case and the 
Nevanlinna matrix Ms(z)  for the symmetric ase, cf. [18], where the following formulas can be 
found 
As(z)  = zA(z  2) - ZC(z2), Bs(z) = B(z 2) - 1O(z2), 
(5.5) 
Cs(z) = C(z2), zOs(z)  = O(z2), 
so As,Ds are odd and Bs, Cs are even functions. 
Since the order of the matrix Ms is ~< 1 it follows that the order of the Nevanlinna matrix for 
a Stieltjes problem is ~< ½. This shows in particular that the zeros of the entire function (0.9) of 
Stieltjes have exponent of convergence ~< ½. 
The measures t kdo-(t), k t> 1 are all indet(S) and their Nevanlinna matrices have been calculated in 
terms of M in [44]. It turns out that they have the same order, type and indicator as M independent 
of k. 
The set V of solutions to the symmetric moment problem is stable under reflection p ~/~,  where 
/~(B) = #(-B).  If/~ = v~o, ~o E ~'U {~},  it is easy to calculate that/~ = v~. where ~o*(z) = -q~(-z). 
It follows that v~ is symmetric if and only if ~o(-z) = -~o(z) (or ~o = c~). These functions have 
the representation 
i tz dr(t), (5.6) 
+ 1 
qg(z) = az + t - z 
where a>~0 and ~ E M+(R) is symmetric, hence 
i z(1 +f l )  L "~ z ~o(z) = az + t2 - -~ dz(t) = az + u - z 2 d~(u), 
where ~ is a positive measure on R+ such that fo (1  + u)-ld~(u) < c~. Putting 
9(s)  = a + i ~ ___d~(u) (5.7) 
J0 U- -S  
we have zq~(z) = z29(z2). Inserting (5.5) in the Nevanlinna parametrization (1.17) gives 
f dv~(u) (A(z 2) - (1/~)C(z2))zqg(z) - C(z 2) 
u Z z - .z (B(z  2 ) _ ( 1/~)D(z 2))zqg(z) - D(z  2) " 
If v~ is symmetric and a = ~(v~o) E M*([0, cx~[) we have 
r _ r _ r z = r z d a(t), 
J U - -  Z J u 7 t- z J M2 - -  z2  Jo t - z 2 
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hence 
Jo 
or  
with 
do-(t) (A(w) - (1/oOC(w))wg(w) - C(w) 
w- t  (B(w) - (1/cQD(w))wg(w) - D(w) 
f da(t) _ ao(w) ÷ s(w)al(w) 
w÷t  bo(w)÷s(W)bl(W) for w E C\] - zxz, 0], (5.8) 
ao(w) = A(-w) - 1C(-w)'~t al(w) = C(-w) } 
bo(w) - (B ( -w) -  1-D(-w), bl(w) = -D( -w)  
ct 
(5.9) 
Theorem 5.2. Let 5 # denote the class of  Stieltjes transforms 
s(w) = a + fo ~ u+w'd~(u) w E C\] - oc,0], 
where a >~ 0 and ~ is a positive measure on [0, ec[ such that 
fo < oc. 
d~(u) 
l+u  
Formula (5.8) establishes a one-to-one correspondence between the parameter space 5zu {co} and 
the set o f  solutions to the Stieltjes moment problem (5.1). 
Proof. The function g( -w)  given by (5.7) belongs to ~.  The calculations above can be carried 
backwards, so the result follows from an important stability property of 6 P 
1 
s E 5 P \ {0} ::~ - -  E 5 ~. (5.10) ws(w) 
This property was noticed already by Stieltjes, see [3, letter 426], and it has been rediscovered several 
times later without reference to Stieltjes. Property (5.10) is useful in different areas of mathematics, 
cf. [4, 5]. [] 
Remark 5.3. The symmetric moment problem has only two symmetric N-extremal solutions v0 
and v~. The corresponding solutions ~(v0) and ~b(v~) of the Stieltjes problem are the N-extremal 
measures corresponding to the parameter values t = 0 and t = a. The N-extremal solutions of the 
Stieltjes problem corresponding to the parameter values in ]a, 0[ come from the symmetric solutions 
given by the Pick functions q~(z) = -c /z ,  0 < c < o¢. In the parametrization (5.8) they correspond 
to the parameter function s E 5P being a constant in ]0, c~[, cf. [12, 18]. 
cf. (0.8), and s(w) = 1/(wg(-w)).  
We have essentially established a parametrization f the solutions to the Stieltjes moment problem. 
The result is given in [35, p. 199]. 
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Various extensions 5.4. Svecov [50] considered the Hamburger moment problem with the additional 
condition that a given interval ]a, b[ contains no mass. He gave necessary and sufficient conditions 
for a sequence to be such a moment sequence and he considered conditions of determinacy. The 
work of Svecov was generalized by Fil'shtinski~ [21] who considered finitely many intervals without 
mass. For further information see [20] and [42]. 
6. Examples 
Stieltjes was perfectly aware of the importance of the discrete solutions corresponding to the 
Stieltjes parameter s C 5f being a constant in [0, ec]. They are considered in [48, Chap. 9], and he 
proved that each of these measures have the maximal possible mass within the set of solutions at 
each mass point. It is somewhat surprising that Stieltjes did not calculate some concrete xamples 
of these measures as well as the functions ai, bi given in (0.8). 
In the formulas below we follow the terminology of [24]. 
As far as we know the first concrete measure recognized as being N-extremal is an orthogonality 
measure for the q-polynomials of A1-Salam and Carlitz [2] namely 
an qn -
fi(a) = (aq; q)~ ~ 6q-,,,  (aq; q),(q; q), 
(6.1) 
where 0 < a, 0 < q < 1, aq < 1 and 
(z ;q ) ,= f i (1 -zqk - l ) ,  zEC,  n=0,1 , . . . ,oc .  (6.2) 
k--I 
We also use the short notation (ZI,... ,Zn; q)o~ = (Zl; q)~ .. .  (Zn; q)~. 
The observation that fl(a) is N-extremal is due to Chihara [17]. For another proof of this result 
see [14]. 
Moak [39], considering q-analogues of Laguerre polynomials, found expressions for the functions 
B,D in terms of q-Bessel functions. 
Recently the Nevanlinna matrix has been calculated for several examples, see [13, 19, 28]. We 
shall indicate some of the formulas obtained in these papers. 
6.1. The q-polynomials of Al-Salam and Carlitz [2] 
These polynomials depend on two parameters a > 0 and 0 < q < 1, and we follow the 
normalization i  [13], so the orthonormal polynomials P~fl)(x; q) satisfy (1.24) with 
---- q-'(1 + a) - 1 b, = ~ -v /1  - qn+l 
an 
' vq  q" 
(6.3) 
This corresponds to a Stieltjes moment problem which is indet(S) for 1 <a <q- l ,  and indeter- 
minate as a Hamburger problem when q <a <q- l ,  cf. [14, 18]. The entire functions (1.3) are 
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calculated in [13] when q < a < q-l,  and they are expressed in terms of q-basic hypergeometric 
functions 2~bl and infinite products (6.2). The Nevanlinna matrix is of order zero. The formulas are 
aT-  £ 2~Pl aq ;q'q 20, q/a 
-2~Pl[ (l +q~/a'O;q,q]2~pl[ l +v'O ;q,q]}, aq 
~(u,v)- - - -1 {a((17-7_=+u)/a;q)o~ "a [ ;q'ql 
a - 1 tq/a; q)~ aq 
(1-+u'q-~)~Z4l[(l+v)/a'O ]},  
tqa; q)~ q/a ; q' q J 
a { ( l+u, ( l+v) /a ;q )~- ( ( l+u) /a , l+v ;q)o~} ~(u,v) = (a -  1)(q, aq, q/a;q)~ 
for (u,v) E C 2 and q < a < q-l, a ¢ 1. For a = 1 one has to take the limit in the above 
expressions when a ---, 1. 
6.2. Birth and death polynomials with quartic rates 
These polynomials are studied in a series of papers by Valent, see [51-53]. The recurrence coef- 
ficients are given as an = 2n +/&, bn = '/~d&+J, where 
)~=(4n+l) (4n+2)2(4n+3) ,  I.t.=(4n--1)(4n)2(4n+l), (6.4) 
and we get an indeterminate Stieltjes moment problem. The Nevanlinna matrix as well as the more 
general functions (1.3) are calculated in [13]. The Nevanlinna matrix has order l, type Ko/x/2 and 
indicator function 
d (u ,v )  = 4 
7r 
~(u,v) = 4 
/C 
~(u,v)  = 4 
7~ 
where for simplicity 
ul/4 
 Ko, 
h(O) = gK0(]l cos ¼01 + I sin ¼01), (6.5) 
where K0 is a constant from the theory of elliptic functions in the lemniscatic ase corresponding to
the modulus k = l/x/2. The functions (1.3) are 
(A0(~) ~ A2 ('~) -- "-~ A2(U)Ao(~)) , 
- 
vl/4 
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Here 
z4n+/ oo 
6 (z) = E( -1 ) "  
,=o (4n + l)! 
are the trigonometric functions of order 4, and 
K°f0' Al(z) = -~ 61(tz)cn(Kot)dt, l = O, 1,2,3. 
For l = 0,2 we have 
(5) (5) (5) 60(z) = COS cosh , 62(Z) = sin sinh . 
Note that 60(fi), A0(u), (1/x/u)Az(u) and x/~62(fi) are entire functions in u. 
The D-function is particularly simple, viz. 
D(z)=4x/~sini/Z'/47z "~ /Z1/4 "~ K'2 ( 2") t _ 0)sin tv 0) :"0z  , _  n=l Z ' 
where x, = (2Tcn/Ko) 4. The N-extremal measure supported by the zeros of D is 
rc ( o~ 2mz 6 "~ 
v0 = ~-~ \6° + 4,=1 ~ sinh(2nrc) x,,). (6.6) 
In this case as well as in Section 6.1 one can also find explicit formulas for the N-extremal measure 
v~, cf. [13], but the determination f supp(vt) for t ¢ 0,~ leads to equations which cannot be solved 
explicitly. 
6.3. The q-l-Hermite polynomials [28] 
These polynomials (h,(xlq)), are given by the 3-terms recurrence relation 
h.+,(xlq) = 2xh.(xiq) - q-"(1 - q")h._,(xiq) (6.7) 
with h_l = 0, h0 = 1 and 0 < q < 1. The corresponding orthonormal polynomials are 
hn( x[q )qn(n+ l )/4 
P,(x) = (x/-(-~-,q), ' (6.8) 
and they belong to a symmetric indeterminate Hamburger moment problem. The polynomials h,(xlq) 
have the explicit representation 
h,(sinh ~lq) = ~ (q; q)" ( ] )k"k(k--n)e(n--2k)~, ~ E C. 
k=o (q; q~)n-k  "- -  " ~1 
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The Nevanlinna matrix is of order zero and its functions are expressed by infinite products and 
2~bl'S. The formulas are 
4xq(q2;q2)~ 2(91[ qe2~,qe-2¢ ] 
A(x) = (1 - q)(q;q2)~ q3 ;qZ,q2 , 
1 B(x) -- (q;qZ)~ (qeZ~,qe-Z~;q2)~, 
C(x)  = 2tiP1 ; q2, q2 , 
q 
D(x) - x__x___ (qZe2~ ' q2e_2~; q2 )~,  
(q;q)~ 
where x = sinh ¢. Notice that the functions B(sinh ¢) and D(sinh 4) are proportional to the theta 
functions 04(i~) and 01(i(). 
It is remarkable that it is possible to find all the N-extremal solutions explicitly. This is due to 
the addition formulas for theta functions. 
ForaE[q , l [  andnET/  put 
l a4nqn(Zn-l)(l -J- aZq 2n) 
x,(a) = -~ (q-"a -1 - aq"), mn(a) = (_aZ ' _qa_2,q;q) ~ . 
Then 
~a = ~mn(a)rx,,~a) (6.9) 
ncZ 
is N-extremal and all N-extremal measures are given in this way. We note that a = q and a = x/q 
give the N-extremal measures v0 and v~ respectively. They are the only symmetric N-extremal 
solutions. 
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