Within-subjects procedures with rats assessed the associative structures acquired during conditioning trials in which the interval between the stimuli and food was either short or long (i.e., A-10 s3food and B-40 s3food). In Experiments 1 and 2, after these conditioning trials, A and B served as second-order reinforcers for 2 further stimuli (i.e., X3 A and Y3 B); whereas Experiment 3 used a sensory preconditioning procedure in which X3 A and Y3 B trials occurred before the conditioning trials, and rats were finally tested with X and Y. In each experiment, Y elicited greater responding at test than did X. This finding supports the contention that the long-lived trace of B (associated with food on B-40 s3food trials) is more similar to the memory of B that was associatively provoked by Y, than is the short-lived trace of A (associated with food on A-10 s3food trials) to the memory of A that was associatively provoked by X. These conclusions were reinforced by the effects of a neural manipulation that disrupted discrimination learning involving the short traces of stimuli but not the long traces of the same stimuli.
The temporal relationship between a conditioned stimulus (CS) and an unconditioned stimulus (US) has a profound influence on the development of conditioned responding in Pavlovian conditioning procedures: Conditioned responding normally develops more readily when the CS immediately precedes or coterminates with the US than when there is a trace interval between the CS and US (for a review, see Mackintosh, 1983) . One interpretation of the role of the CS-US temporal relationship in conditioning rests on the simple idea that the presentation of the CS activates its corresponding memory, and this memory decays once the CS has terminated. The detrimental effect of a trace interval on the development of conditioned response (CR) follows from the assumption that the immediate trace of the CS is more effective than its decayed counterpart in engaging the processes of learning (e.g., Wagner, 1981) . However, in general terms, the fact that different encoding conditions precede the delivery of the US when the CS and US are temporally contiguous than when they are not is only represented in long-term memory by the fact that the associative bond between the CS and US is weaker after trace conditioning than when the CS and US are contiguous (e.g., Rescorla & Wagner, 1972; Wagner, 1981) . Associative learning can be said to be blind with respect to the local mnemonic conditions that prevailed during CS encoding.
The view that associative learning is blind in the way just described has been recently undermined by the results of a study of configural learning reported by Lin and Honey (2010) . In that study, whether a given stimulus (A or B) was physically present or had been presented recently indicated which of two stimuli (X or Y) would be reinforced. Thus, if A was present, X was reinforced and Y was not, but if A had been presented 60 s before, Y was reinforced and X was not. Similarly, if B was present, Y was reinforced and X was not, but if B had been presented 60 s before, X was reinforced and Y was not. Rats acquired the configural discrimination involving the stimuli that were present and the configural discrimination involving the traces of the same stimuli (albeit more slowly). These findings suggest that the memory activated by a stimulus that is physically present and that activated by the trace of the same stimulus can enter into distinct (configural) associations. The three experiments reported here sought to understand the basis for the capacity to learn different associations involving the short-and long-lived traces of the same stimulus. We begin by considering the implications of a modification to an existing model of associative learning, Wagner's (1981) standard operating procedures (SOP) model, which assumes that a given CS can provoke different mnemonic states, albeit ones that are not directly represented in the content of long-term associative memory. Wagner (1981) assumed that the presentation of a stimulus results in a chain of mnemonic activity unfolding across time: The memory of a given stimulus is initially provoked from an inactive state (I) into a primary A1 state, from which it decays into a secondary A2 state, and then becomes inactive once again. One basis for the suggestion that a stimulus can provoke different types of mnemonic activity (A1 and A2) is the finding that the recent presentation of a stimulus (e.g., footshock in rats; see Blanchard & Blanchard, 1969 ; for other examples, see Wagner, 1981) can provoke a different response (i.e., heightened activity) than the trace of the same stimulus (i.e., freezing). It is difficult to imagine that a memory trace with a continuous function (e.g., of trace strength) could provide a basis for these opposing response topographies. Moreover, the fact that an effective CS for shock provokes freezing, as opposed to heightened activity, provides support for another central assumption of SOP: An effective CS generates A2 activity in its associate. Wagner (1981) assumed that although stimuli might unconditionally evoke different responses, they did not come to do so as the result of conditioning. However, if one were to assume that the A1 and A2 states could come to evoke different responses as the result of experience, then this would provide one basis for the results reported by Lin and Honey (2010) . Thus, a configuration of the memory of stimulus A in A1 and X would become associated with reinforcement, but a configuration of A in A2 with X would not. More generally, it is possible that both A1 and A2 activity might support the development of an excitatory association with reinforcement (see Holland, 1983) , and that the content of the resulting association includes the information concerning whether the CS was in the A1 or A2 state when it was paired with reinforcement. The proposed symmetry between (a) the unconditioned behavioral effects that the A1 and A2 states provoke and (b) these conditioned effects that might be acquired by the states as a result of learning is theoretically pleasing. Moreover, this modification to SOP has a straightforward implication when it is taken in conjunction with SOP's assumption that the associative provoked memory of a stimulus is equivalent to the decayed form of the same stimulus (i.e., A2). Imagine that rats are first given presentations of A that are followed by food after a short trace interval (10 s) and presentations of B that are followed by food after a longer trace interval (40 s; i.e., A-10 s3food and B-40 s3food; see upper panel of Table 1 ). It can be assumed that this arrangement allows the A1 state of stimulus A to be represented as a part of the information encoded in the long-term A3food association (i.e., stimulus A in the A1 state is associated with food) and also allows the A2 state of stimulus B to be encoded as a part of the long-term B3food association (i.e., stimulus B in the A2 state is associated with food). That is, not only can long-term excitatory associations form when a conditioned stimulus is in the A1 or A2 states (cf. Holland, 1983) , but also the resulting associations are colored by the specific mnemonic activity that was present at encoding (i.e., A1 or A2). Now imagine that stimuli A and B are used as second-order reinforcers for two visual stimuli, X and Y. That is, the rats now receive pairings of X with A and of Y with B (see upper panel of Table 1 ). This stage should allow X to activate the memory of stimulus A into the A2 state and Y to activate the memory of stimulus B into the A2 state. If the first stage of training has resulted in the encoding specific associations described above (i.e., stimulus A in the A1 state3food and stimulus B in the A2 state3food), then Y should provoke more second-order responding than X: Y will provoke the memory of stimulus A into the A2 state (that was linked to food), whereas X will provoke the memory of stimulus A into the A2 state (that was not linked to food).
Experiments 1 and 2 used the procedures summarized above, and in the top panel of Table 1 , to assess the novel idea that both A1 and A2 activity in the CS node might support the development of an excitatory association with reinforcement (cf. Holland, 1983) , and critically that the content of the resulting association includes information related to the state of the CS (A1 or A2) when it was paired with reinforcement (cf. Lin & Honey, 2010) . Experiment 2 also examined the impact of lesions to the hippocampus on this procedure because there is evidence (described later) that is consistent with the suggestion that lesions to this structure increase the rate of decay between the A1 and A2 states. The effects of this neural manipulation, as we later show, have a direct bearing on our understanding of the mnemonic processes that underlie our behavioral observations. Finally, Experiment 3 used a sensorypreconditioning procedure to assess a further prediction of the theoretical analysis under scrutiny here. In this procedure, after X3 A and Y3 B pairings, rats received A-10 s3food and B-40 s3food trials prior to test presentations of X and Y. For the same reasons that our novel theoretical analysis predicts more responding to Y than X in the second-order conditioning procedure used in Experiments 1 and 2, we predicted the same outcome in Experiment 3.
Experiment 1
In the first stage, rats first received two kinds of conditioning trials in which one stimulus (A) was followed by food after a short interval (i.e., A-10 s3food), and the other (B) was followed by food after a longer interval (i.e., B-40 s3food). Figure 1 presents a schematic of these two types of conditioning trials in rows 1 and 3, with a key that provides indicative transitions between the inactive (I) and active states (A1 and A2) for both A and B across 10-s epochs before, during, and after these stimuli. It is assumed that presentation of the stimuli provokes their memories into the A1 state, and that they remain in this state for two epochs after stimulus offset, whereupon they enter the A2 state from which they decay less rapidly (see Wagner, 1981) . These two conditioning trials should allow stimulus A in the A1 state to become associated with food and stimulus B in the A2 state to become associated with food. However, the fact that there are a number of epochs where stimulus B is in the A2 state after food has been delivered might curtail the acquisition of an excitatory association involving the A2 state of stimulus B: because the memory of food will enter the A2 state, which should promote the development of an inhibitory association. In any case, the relative levels of responding (high ϭ CR or low ϭ cr) during the A1 and A2 traces after A and B are indicated in the spaces above the relevant epochs on the two conditioning trials. Inspection of these predicted levels of responding on reinforced trials shows that interpretation of the low level of responding (cr) that is anticipated during the A2 trace following stimulus A is compromised by the fact that food has been presented recently. Consequently, to gain an independent assay of responding during the A1 and A2 epochs, it was necessary to include trials on which stimulus A was presented but no food was delivered and, to equate the number of presentations of A and B, nonreinforced presentations of stimulus B. These trials are depicted in rows 2 and 4, again with the predicted levels of responding above the relevant epochs. The inclusion of the nonreinforced trial types inevitably degrades the relationship between the memory of stimulus A in the A1 state and food and stimulus B in the A2 state and food. However, these trials made it possible to provide an independent verification that our choice of parameters, at least in principle, resulted in the types of associative structures that we anticipated. Thus, the acquisition of the putative association between stimulus A in the A1 state and food was assessed by comparing the rate of responding in the 10-s epoch between A and food and the same epoch after the nonreinforced stimulus B trial (designated the short trace discrimination). Acquisition of the association between stimulus B in the A2 state and food was assessed by comparing the rate of responding in the 10-s epoch immediately prior to food on a reinforced B trial and the same epoch after the nonreinforced stimulus A trial (designated the long trace discrimination). However, it is worth remembering, at this juncture, that our theoretical analysis of the effect predicted in the second-order conditioning stage does not require the use of the rather complex discrimination procedure described above: All that should be required is the two types of conditioning trials (i.e., A-10 s3food; and B-40 s3food), and Experiment 3 demonstrates that this is the case. During the second-order conditioning stage of Experiment 1, stimulus X was paired with A and stimulus Y was paired with B, which should result in associations forming between X and A and between Y and B. These associations should result in the presentation of X evoking the memory of stimulus A into the A2 state (that was not paired with food during the first stage of training) and Y evoking the memory of stimulus B into the A2 state (that was paired with food during the first stage of the experiment). On the basis of our analysis, Y should therefore elicit more second-order conditioned responding than X.
Method
Subjects. Sixteen naïve Lister hooded rats (Rattus norvegicus) were used. The rats were approximately 3 months old at the start of the experiment, and were housed in pairs in the colony room that was illuminated between the hours of 8 a.m. and 8 p.m. Behavioral training began at approximately 9 a.m. each day. The rats received a restricted amount of food every day (supplied by Harlan Tekland, Bicester, Oxfordshire, England) to maintain them at 80% of their ad-lib weight (M ϭ 335 g, range ϭ 313-362 g).
Apparatus. Eight operant chambers (Test chamber 80004-D001; Campden Instruments Ltd., Loughborough, England), arranged in 4 ϫ 2 array, were used. Each chamber (30.5 cm wide ϫ 26 cm deep ϫ 20 cm high) was positioned within a soundattenuating box and had two aluminum side walls, a transparent Perspex back wall, and transparent Perspex ceiling. The front wall was also constructed from transparent Perspex and served as the door to the chamber. There was a food well (4.5 cm wide ϫ 3 cm deep ϫ 4 cm high) in a central position at the base of the left-hand aluminum wall into which 45-mg food pellets (supplied by P. J. Noyes, Lancaster, NH) were delivered. A top-hinged transparent flap guarded access to this food well, and food-well entries were automatically recorded when the top-hinged magazine flap was pushed into the well by approximately 1 mm. A 3-W light bulb with a white plastic cover, positioned centrally and at 13.5 cm above the floor, illuminated the chamber. Two 10-s auditory stimuli were used during the first-order conditioning stage and served as A and B: a 2-kHz tone and a 10-Hz clicker. These stimuli, presented at an intensity of approximately 78 dB, were produced by an internal audio generator through a speaker located centrally and at 14.5 cm above the floor on the left aluminum wall. Two visual stimuli were used during second-order conditioning and served as X and Y: illumination of covered 3-W jewel lights that were located on the left-and right-hand sides of the left aluminum wall that contained the food well. These lights were mounted 13.5 cm above the floor and were positioned 9.2 cm to the left and right of an unused central wall light that was mounted at the same height above the floor and immediately above the food well. The left and right lights were both constantly illuminated throughout their 10-s durations. A 19-bar grid floor (stainless steel bars, diameter 0.47 cm, spacing from bar center to bar center 1.07 cm) served as the floor of the chamber, beneath which was a tray that was lined with absorbent paper. A computer (Mark II Control Unit) controlled the apparatus, operated the program (using Behavioral Net Controller Control 1.0), and recorded food-well entries (all equipment was supplied by Campden Instruments Ltd.).
Procedure. All rats were trained to collect food pellets from the food well. In the first 20-min session, the flap in front of the food well was taped open, allowing the rat unimpeded access to 20 food pellets that were delivered on a variable time 60-s schedule (VT 60). During the second session, the flap was returned to its normal resting state, and 20 pellets were delivered according to the same VT 60 schedule. Fifty-six days of first-order discrimination training followed 2 days of magazine training. On each day, rats received four types of trial: A-10 s3food and B-10 s3no food (i.e., short trace discrimination trials), and A-40 s3no food, B-40 s3food (i.e., long trace discrimination trials; see Table 1 ). On A-10 s3food trials, stimulus A (e.g., a tone) was presented and followed by the delivery of two food pellets after an interval of 10 s. B-10 s3no food trials were the same as A-10 s3food trials with the exceptions that stimulus B (e.g., a clicker) replaced A and no food was delivered. On B-40 s3food trials, stimulus B was presented and followed by the delivery of two food pellets after an interval of 40 s. A-40 s3no food trials were the same as B-40 s3food trials with the exception that stimulus A replaced B and no food was presented. There were five trials of each type per session that were presented in a pseudorandom order with the constraint that there were no more than two trials of the same type in succession. The intertrial interval (ITI), as measured from the offset of the designated outcome (food or no food) and the onset of the next auditory stimulus, was 2 min.
On the next 2 days of second-order conditioning, in the morning session rats received refresher first-order discrimination training trials. These trials were arranged in exactly the same way as on the preceding days. In the afternoon sessions, rats received secondorder conditioning trials that were of two types: X3 A and Y3 B (see Table 1 ). On X3 A trials, the presentation of X (e.g., the left light) immediately preceded the presentation of A, and on Y3 B trials, the presentation of Y (e.g., the right light) immediately preceded that of B. For half of the rats, the tone served as A and the clicker served as B, and for the remainder, this arrangement was reversed. For half of the rats from each of the subgroups created by the previous counterbalancing operation, the left light served as X and the right light served as Y; the for remainder, this arrangement was reversed. In each second-order conditioning session, there were six trials of each type, and the order in which they were presented alternated and was counterbalanced: For half of the rats the sequence was XYXYXYXYXYXY, and the rest received YXYXYXYXYXYX. The ITI, as measured between the offset of A or B and the onset of X or Y, was also 2 min. A given rat received a different sequence on each day of second-order conditioning.
Behavioral measures. To assess the development of the short trace and long trace discriminations, we used discrimination ratios, supplemented by raw scores where appropriate. These ratios were calculated using food-well entries during the 10-s trace periods before the outcomes of the trials (food or no food). For the short trace discrimination (i.e., A-10 s3food and B-10 s3no food), the rate of responding during the 10-s period immediately following A (and preceding food) was divided by the combined rate of responding during the 10-s periods following both stimuli. For the long trace discrimination (i.e., A-40 s3no food and B-40 s3food), the rate of responding during the final 10-s period of the 40-s interval that was followed by B (and preceded food) was divided by the combined rate of responding during this period and the equivalent period after A. Using these ratios, scores of above .50 indicate that rats had acquired the discrimination. In fact, to assess the acquisition of the discriminations, we used a comparison between the first and final 7-day block of discrimination training. The scores from the intervening blocks (short trace discrimination: Blocks 2 ϭ .56, 3 ϭ .56, 4 ϭ .53, 5 ϭ .54, 6 ϭ .53, 7 ϭ .55; long trace discrimination: Blocks 2 ϭ .49, 3 ϭ .49, 4 ϭ .53, 5 ϭ .55, 6 ϭ .52, 7 ϭ .53) took values between the first and final blocks (see Figure 2 ). Responding during A and B during the same blocks was assessed to confirm that the trace intervals that were used produced a conventional trace conditioning deficit (i.e., with stimulus A eliciting greater responding than stimulus B). During second-order conditioning, the rates of food-well responding during X and Y were recorded.
Results

Discrimination training.
The rate of responding (in responses per minute [rpm]) during stimulus A was higher than during stimulus B (i.e., there was a trace conditioning deficit), with this effect being numerically less marked during the first block of 7 days (A ϭ 5.7 rpm and B ϭ 5.1 rpm) than during the final block (A ϭ 8.2 rpm and B ϭ 6.4 rpm). This description of the results was broadly supported by an analysis of variance (ANOVA) that confirmed that there was an effect of stimulus (A vs. B), F(1, 15) ϭ 12.81, p Ͻ .01; however, neither the effect of block nor the interaction between stimulus and block was significant, F(1, 15) ϭ 3.53, p Ͼ .05, and F(1, 15) ϭ 3.03, p Ͼ .05, respectively. The discrimination ratios, used to gauge acquisition of the two trace discriminations, increased from the first block (short trace discrimination ϭ .50 and long trace discrimination ϭ .49) to the final block (short trace discrimination ϭ .55 and long trace discrimination ϭ .55). ANOVA with factors of discriminate type (i.e., short vs. long) and block (i.e., first vs. final) revealed that there was an effect of block, F(1, 15) ϭ 4.72, p Ͻ .05, but neither the effect of discrimination nor the interaction between these factors was significant, Fs Ͻ 1. A one-sample t test confirmed that the mean discrimination ratio on the final block of training (M ϭ .55) was significantly above chance, t(15) ϭ 2.59, p Ͻ .05. The rates of responding on the nonreinforced trials from the short trace and long trace discrimination during the first block (short trace: M ϭ 7.2 rpm; long trace: M ϭ 6.4 rpm) and final block (short trace: M ϭ 6.6 rpm; long trace: M ϭ 5.7 rpm) did not differ significantly, t(15) ϭ 1.43, p Ͼ .05, and t(15) ϭ 2.07, p Ͼ .05, respectively.
Second-order conditioning. Each day of second-order conditioning consisted of a session of short trace and long trace discrimination learning trials, which was followed by a session in which A and B served as second-order reinforcers for X and Y, respectively. During the discrimination learning sessions, there was some indication of a trace conditioning deficit (A ϭ 7.7 rpm, B ϭ 6.3 rpm); however, this difference was not statistically significant, t(15) ϭ 1.79, p Ͼ .05. The ratios for the short trace and long trace discriminations were also similar to those during the final block of discrimination training (short trace: M ϭ .58; long trace: M ϭ .56). A paired-sample t test revealed that there was no difference from these two ratios, t(15) ϭ 0.27, p Ͼ .05; a onesample t test confirmed that the mean discrimination ratios (M ϭ .57) were significantly above chance, t(15) ϭ 2.27, p Ͻ .05. The rates of responding during the nonreinforced trials for short trace discrimination, with a mean of 9.2 rpm, and long trace discrimination, with a mean of 8.0 rpm, did not differ significantly, t(15) ϭ 1.18, p Ͼ .05. Figure 2 depicts the critical results from Experiment 1: the mean rates of responding during presentations of X and Y over the course of second-order conditioning training in consecutive twotrial blocks (left-hand panel) and the overall mean rates of responding (right-hand panel). Inspection of the left panel shows that the level of responding to Y gradually increased and then decreased over the course of second-order conditioning, and that the level of responding to X was relatively low throughout secondorder conditioning. ANOVA with stimulus (X and Y) and block as factors revealed that there was an effect of stimulus, F(1, 15) ϭ 4.72, p Ͻ .05, but neither the effect of block nor the interaction between these factors was significant, Fs Ͻ 1. The overall rates of responding to A and B across the six consecutive blocks of second-order conditioning were as follows: A ϭ 10.9, 10. 5, 6.8, 8.3, 6.9, and 6.0 rpm, and B ϭ 8.4, 7.3, 6.9, 8.8, 8.3 , and 3.9 rpm, respectively. ANOVA revealed that there was an effect of block, F(5, 75) ϭ 2.94, p Ͻ .05, but neither the effect of stimulus nor the interaction between these factors was significant, Fs Ͻ 1. Although the rates of responding during A and B did not differ significantly, they were similar to the refresher trials on which A and B were not preceded by X and Y.
Discussion
In Experiment 1, the rate of conditioning was higher during a stimulus (A) that was followed by food after a short interval (i.e., 10 s) than during a stimulus (B) that was followed by food after a longer interval (i.e., 40 s). This finding is not particularly surprising: There are many demonstrations that the interval between a CS and a US is an important determinant of conditioning (see Mackintosh, 1983) . The behavior of the rats during the trace intervals is more interesting: The results are consistent with the view that rats can learn that when stimulus A is in the A1 state, it is associated with food, whereas when stimulus B is in the A1 state, it is not associated with food; and that when stimulus B is in the A2 state, it is associated with food, whereas stimulus A is in the A2 state, it is not associated with food. This view received support from the results of a second-order conditioning procedure in which X was paired with A and Y was paired with B. As a result of these pairings, Y came to elicit more responding than X. This pattern of results is consistent with the view that whereas Y came to evoke a memory of stimulus B into the state (i.e., A2) in which it was associated with food, X evoked a memory of stimulus A into a state in which it was not associated with food (also A2). This analysis of the results of Experiment 1 provides an account for both the capacity of rats to acquire the temporal discrimination in the first stage of training and the pattern of results during secondorder conditioning. The fact that stimulus Y came to elicit more responding than stimulus X is not only inconsistent with Wagner's (1981) SOP, as it was originally formulated, but also with a variety of other analyses of how temporal parameters influence conditioning phenomena.
The temporal coding hypothesis provides one account for how rats might have acquired the trace discriminations in the first stage of Experiment 1 (e.g., Miller & Barnet, 1993) . This hypothesis assumes that the behavior of rats during the periods after the presentation of A and B could have been based on them representing the time at which an outcome occurs as a component of the associative knowledge that results from a given training trial. According to this view, the rats learn that whereas the presentation of A is followed by food after 10 s, the presentation of B is followed by food after 40 s (e.g., Barnet, Arnold, & Miller, 1991; Cole, Barnet, & Miller, 1995; Miller & Barnet, 1993 ; see also Desmond & Moore, 1988) . This knowledge would enable them to respond in the appropriate way during the traces that follow A and B. However, this analysis seems constrained to predict that A will be a more effective second-order reinforcer than B because the reinforcer is predicted to arrive at an earlier point after A than after B.
Componential-SOP (C-SOP) provides an alternative analysis for how rats might have acquired the two types of discrimination in Experiment 1 (Brandon, Vogel, & Wagner, 2003) . This model assumes that a given stimulus activates a set of elements, and it supposes that the elements that become active vary in a consistent fashion across time. Thus, the elements that were active during and soon after the presentation of A (e.g., on reinforced short trace trials) might be quite different from those activated during the later periods of the trace interval after A (e.g., on nonreinforced long trace trials). This consistent variation in the elements that are active across a stimulus trace provides a basis for corresponding variation in the levels of conditioned responding across a trace interval, and for the acquisition of the two trace discriminations in Experiment 1. However, this analysis predicts that A will be a more effective second-order reinforcer (for X) than will B (for Y): The elements initially activated by A, and paired with X during second-order conditioning, are more likely to be those that have acquired associative strength during first-order conditioning than are those initially activated by the presence of B and paired with Y during second-order conditioning trials.
An alternative explanation for the results of Experiment 1, however, can be developed based on more traditional principles of trace strength and decay (e.g., Hull, 1943) . The first assumption that one needs to make is that the strength (or intensity) of the trace at the point of US delivery becomes a cue that is associated with that US. Thus, during Experiment 1, a strong trace of A will be associated with food, whereas a relatively weak trace of B will become associated with food, thereby providing a basis for the acquisition of the short and long trace discriminations. This analysis can also be developed to provide an explanation for the fact that Y elicited greater second-order conditioned responding than X. One needs to assume that as the result of the formation of associations during second-order conditioning (i.e., X3 A and Y3 B), X and Y will activate weak traces of A and B, respectively. That is, Y will evoke a trace of B that is similar to that associated with food during discrimination training, but that X will activate a weak trace of A that is unlike that associated with food during discrimination training. It should be recognized that the analysis that has just been described is less satisfactory than our modification to SOP. The modification to SOP retains SOP's original assumption that the memory trace of a given stimulus is equivalent to the associatively provoked memory of the same stimulus; both are considered to be in the A2 state. However, the analysis based on trace strength relies on the specific parameters used in Experiment 1 resulting in the trace of B, that became associated with food during conditioning, coincidentally matching the trace of B activated by Y as a product of second-order conditioning. Although such a coincidence is possible, it certainly might be considered to be implausible. However, we chose to conduct a further experiment to distinguish between these alternatives. The manipulation that we used was a neurological one and was one for which there was a clear theoretical basis.
Experiment 2
The general rationale for Experiment 2 was simple. Imagine that there is a manipulation (behavioral or neural) that results in more rapid decay between the A1 state and A2 state, but has little or no effect on the rate of decay from A2 back to the inactive state (I). On the basis of our analysis for how rats acquire the short and long trace discriminations, this manipulation should have a clear-cut effect: It should disrupt acquisition of the short trace discrimination, which relies on stimulus A being in the A1 state when food arrives, but it should have rather little effect on the long trace discrimination, which relies on stimulus B being in the A2 state when food arrives. That is, it should be possible to dissociate the two types of discrimination if they are based on, at least partially, distinct entities (i.e., A1 and A2 states). However, if one simply assumes that a given memory trace decays in a continuous fashion across an interval, then any manipulation that disrupts the short trace discrimination should also disrupt the long trace discrimination. For example, if a trace ordinarily had a strength of N units at time point 1 (T1) and became inactive at T2, then a manipulation that resulted in some reduction in trace strength at T1 might be expected to result in the trace becoming inactive before point T2 (for further analysis, see the General Discussion section). These different predictions were assessed in Experiment 2 where the manipulation of interest was a lesion targeted at the hippocampus. The theoretical background for supposing that the hippocampus might play a role in short-term mnemonic processes is briefly presented below.
There are grounds for supposing that the hippocampus is involved in the regulation of the mnemonic activity states (A1 and A2) that are central to Wagner's (1981) SOP model. For example, Good (2000a, 2000b) investigated the influence of auditory associative primes on the orienting response (OR) in rats. Briefly, during training rats received presentations of a tone (e.g., A) that signaled the illumination of two constant lights (e.g., X) and presentations of a clicker (e.g., B) that signaled two pulsed lights (e.g., Y; i.e., A3 X, B3 Y). During the test, presentation of A was followed by the illumination of X and Y, and rats were more likely to orient to Y than to X. This result suggests that a primed light (here X) is less likely to elicit an OR than an unprimed or unexpected light (Y in this case; see also, Honey, Watt & Good, 1998 ). This observation is consistent with Wagner's claim that when the representation of a stimulus is in the A2 state, it prevents the presentation of the light from provoking A1 activity and thereby a marked OR. In rats with hippocampal lesions made prior to behavioral training, this effect was not observed. Instead, X (the primed light) elicited greater responding than Y (the unprimed light). The same influence of hippocampal lesions has also been observed in cases of, so-called, self-generated priming (e.g., Marshall, McGregor, Good, & Honey, 2004) . Honey and Good (2000a, p. 203) suggested that these effects of hippocampal lesions would be predicted by SOP if the lesions resulted in rapid decay from A1 to A2. Briefly, under these conditions, the fact that there would be more elements active on a primed trial (albeit in the A2 state) would result in greater orienting than on an unprimed trials when fewer elements would be active (see Honey & Good, 2000a, p. 202) . Figure 3 presents an illustrative rendering of the predicted influence of our neural manipulation on the presumed rates of decay between the memory states (I, A1, and A2) of A and B across the conditioning trials from the short and long trace discriminations (i.e., A-10 s3food and B-40 s3food). For the sake of presentation, and as in Figure 1 , the 110-s period that includes the trials have been divided into eleven 10-s epochs. We make the following working assumptions: For rats in Group Sham, the decay rate from A1 to A2 results in the memories of the stimulus remaining in the A1 state for three epochs, and the decay rate from A2 to inactive results in these memories remaining in the A2 state for six epochs. The decay rate in rats with lesions of the hippocampus (Group HPC) is assumed to result in memories residing in the A1 state for one epoch, but that the number of epochs that the memories remain in the A2 state is the same as that in Group Sham.
The assumptions outlined in the previous paragraph have straightforward implications in the context of the behavioral effects described in Experiment 1: Lesions to the hippocampus should disrupt the short trace discrimination while leaving the long trace discrimination relatively uninfluenced. First, consider the short trace conditioning trials involving stimulus A. In Group Sham, stimulus A will be in the A1 before and after the delivery of food, and once the association between stimulus A in the A1 state and food has developed, it should result in conditioned responding not only during stimulus A but also in the 10-s epoch that immediately follows it. By contrast, in Group HPC, on the offset of stimulus A, its corresponding memory will have decayed from the A1 to the A2 state; alternatively, one could imagine that it remains in the A1 state on either only a subset of trials or a part of the epoch. Each state of affairs will have two consequences: First, it will mean that any association between stimulus A in the A1 state and food will be based on less effective or fewer pairings of the two; even if such an association develops, it will tend to be evident during stimulus A, but will be less evident during the trace interval. Now consider the long trace conditioning trials involving stimulus B. In Groups Sham and HPC, stimulus B will have decayed from the A1 state to the A2 state before the delivery of food, and the fact that the rate of decay from A1 to A2 is greater in Group HPC than Group Sham should have little impact on the ability of stimulus B in the A2 state to enter into association with food.
The predictions outlined in the previous paragraphs and summarized below were assessed in Experiment 2. After sham lesions or lesions targeted at the hippocampus, rats then received the same form of discrimination given to rats in the first stage of Experiment 1. We predicted that lesions of the hippocampus should influence the short trace discrimination but not the long trace discrimination. Rats then received second-order conditioning trials in which X was paired with A and Y was paired with B. This second stage of training allowed (a) an assessment of the reliability of the results of Experiment 1 (in Group Sham) and (b) an evaluation of whether, by the end of training, the rats in Group HPC had acquired the trace discriminations in the same way as rats in Group Sham.
Method
Subjects, apparatus, and procedure.
Thirty-one naïve Lister hooded rats were used in Experiment 2. The rats were approximately 4 months old at the start of the experiment and were housed in the same manner as in Experiment 1. Sixteen rats received sham operations (Group Sham) and 15 rats received ibotenic acid lesions of hippocampus (Group HPC). Following a minimum 2 weeks of postoperative recovery, rats were gradually reduced to 80% of their ad-lib weights (M ϭ 356 g, range ϭ 315-406 g). The apparatus and the behavioral procedure that were used in Experiment 2 were identical to those in Experiment 1, with the exception that in Experiment 2 there were 90 sessions of training in Stage 1. The 90 sessions were combined to make six consecutive 15-session blocks for the purpose of statistical analysis. Discrimination ratios were again used to assess acquisition of the short and long trace discriminations. We also assessed the number of blocks of training that it took the rats to acquire the discriminations. The discrimination criterion that was used was .54. This level was achieved in both discriminations and by both groups in the majority of cases (Sham: short trace discrimination ϭ 11 rats and long trace discrimination ϭ eight rats; HPC: short trace discrimination ϭ eight rats and long trace discrimination ϭ 11 rats). Rats that did not attain this (albeit modest) criterion were given a score of 7, which represents the first block on which they could have achieved the criterion had training continued and the criterion been met. This is clearly a conservative score.
Surgery and histology. The surgical procedure was closely modeled on Honey, Marshall, McGregor, Futter, & Good (2007) . Briefly, rats were first anesthetized with Isoflurane and then placed in a stereotaxic frame (David Kopf Instruments, Tujunga, CA). After scalp incision, the bone overlying the area of neocortex directly above the hippocampus was removed, and injections of ibotenic acid (Biosearch Technologies, San Rafael, CA; dissolved in phosphate-buffered saline [pH 7.4] to provide a solution with a concentration of 63 mM) were made with a 2-l Hamilton syringe mounted on the stereotaxic frame. Table 2 shows the coordinates and volume of infusions for rats in Group HPC. Injections of 0.05-0.10 l were made at 28 cites with a KD Scientific electronic pump (Model 5000; Boston, MA) at a rate of 0.05 l/min. After each injection, the needle was left in position for 2 min to allow diffusion of the ibotenic acid and to limit the spread of the drug into overlying cortical areas. Sham-operated rats received an identical treatment with the exception that dura was perforated with a 25-gauge Microlance3 needle (Becton Dickinson, Drogheda, Ireland) and no fluid was infused.
Following the behavioral procedures, all rats received a lethal overdose of sodium pentobarbitone (Euthatal). The rats were then Note. AP, ML, and DV indicate the coordinates in relation to bregma from anterior to posterior (AP), from medial to lateral (ML), and from dorsal to ventral (DV).
transcardially perfused, first with 0.9% saline and then with 10.0% formal-saline. Their brains were extracted and postfixed for 24 hr, and then transferred to phosphate-buffered (0.1 M) 30.0% sucrose solution in which they remained for a further 24 hr. Subsequently, all brains were frozen in a Ϫ20°C cryostat and sectioned coronally. The 40-m sections were collected on gelatin-coated slides, left to dry at room temperature over 24 hr, and then stained with cresyl violet. The sections were examined under a microscope, and histological borders of hippocampal lesions were verified with reference to the boundaries defined by Paxinos and Watson (1998) .
Results
Histological analysis. Figure 4 depicts a series of coronal sections of the brain (adapted from Paxinos & Watson, 1998) , with the maximum extent of cell loss in Group HPC shown in gray and minimum extent of cell loss shown in black. One rat was excluded from behavioral analysis because of extensive sparing of the dorsal and ventral parts of CA1, CA3, dentate gyrus, as well as the ventral subiculum. Of the remaining 14 rats, nine had extensive cell loss in the dorsal but less in the ventral part of hippocampal formation. The damaged areas in these nine rats included CA1, CA2, CA3, dorsal subiculum, and dentate gyrus, including polymorph and granular dentate gyrus. These nine rats also sustained fimbra damage. Two of the 14 rats had limited damage of dorsalateral CA1, CA2, and CA3, but the left polymorph and granular dentate gyrus were intact. Three of the 14 rats had more limited damage to pyramidal cells, radiatum layers, and dorsal CA2, sparing most of dorsal and ventral CA1 and CA3. In 13 rats, there was limited damage to the posterior part of primary and secondary motor cortex; the remaining rat had damage to the ventral part of the primary and secondary motor cortex. Also, in 13 rats there was damage to the anterior part of primary visual cortex and mediomedio and mediolateral secondary visual cortex. For the remaining rat, only the ventral parts of these areas were damaged. It is important to note that the amount of damage to the areas adjacent to the hippocampus was not correlated with the behavioral effects of interest.
Behavioral analysis. Table 3 depicts mean rates of responding during stimulus A and stimulus B in six consecutive 15-session blocks of training in Groups Sham and HPC. Inspection of this table suggests that there was a trace conditioning deficit in both groups, with stimulus A eliciting greater responding than stimulus B. ANOVA with group, stimulus, and block as factors revealed that there was an effect of block, F(5, 140) ϭ 8.54, p Ͻ .001, but neither the effect of group nor stimulus was significant, F Ͻ1 and F(1, 28) ϭ 1.98, p Ͼ .05, respectively. However, the interaction between stimulus and block was significant, F(5, 140) ϭ 4.57, p Ͻ .01, but there was no three-way interaction, F Ͻ1. Analysis of simple main effects showed that the effect of stimulus was significant on the final block, F(1, 28) ϭ 4.85, p Ͻ .05. Figure 5 shows the acquisition of short trace (upper panel) and long trace discriminations (center panel) for Groups Sham and HPC, and the mean number of blocks that the rats required to reach criterion (lower panel). Comparison of the upper and center panels of Figure 5 suggests that in Group Sham the short trace discrimination was acquired more readily than the long trace discrimination. In contrast, in Group HPC, this difference was not observed. Indeed, if anything, the long trace discrimination was, at least initially, acquired more rapidly than the short trace discrimination. Also, comparison of the groups suggests that there was a selective impact of hippocampal lesions on the short trace discrimination. ANOVA with group (Sham vs. HPC), discrimination (short trace vs. long trace), and block confirmed that there was an effect of block, F(5, 140) ϭ 3.85, p Ͻ .05, but neither the effect of group nor discrimination was significant, Fs Ͻ 1. The three-way interaction between these factors was not significant, F Ͻ 1. However, the interaction between group and discrimination was significant, F(1, 28) ϭ 4.25, p Ͻ .05. Analysis of simple main effects revealed that the difference between the overall discrimination scores approached the conventional level of statistical significance in Group  Sham, F(1, 28) ϭ 3.80, p ϭ .06, but not in Group HPC, F ϭ 1. ANOVA conducted on the rates of responding on nonreinforced trials during the final block of discrimination training, with group and discrimination as factors (Group Sham: short trace M ϭ 8.9 rpm, and long trace M ϭ 6.2 rpm; Group HPC: short trace M ϭ 9.1 rpm, and long trace M ϭ 6.4 rpm) showed that there was an effect of discrimination, F(1, 28) ϭ 14.44, p Ͻ .05, but neither the effect of group nor the interaction between these factors was significant, Fs Ͻ 1.
The lower panel of Figure 5 shows the mean number of blocks to reach criterion for the two discriminations in the two groups. Inspection of the left-hand side of this panel suggests that rats in Group Sham required fewer blocks to reach criterion in the short trace discrimination than those in Group HPC. In contrast, inspection of the right-hand side of this panel suggests that there was no difference between the number of blocks to reach criterion in the long trace discrimination. Kruskal-Wallis tests showed that the difference between Groups Sham and HPC was significant for the short trace discrimination, H(2) ϭ 3.96, p Ͻ .05, but there was no such difference on the long trace discrimination, H(2) ϭ 0.01, p Ͼ .05.
Second-order conditioning. During the refresher trials, the rates of responding during presentations of A (Group Sham: M ϭ 6.2 rpm; Group HPC: M ϭ 6.5 rpm) were higher than during presentations of B (Group Sham: M ϭ 4.5 rpm; Group HPC: M ϭ 4.1 rpm); that is, there was a trace conditioning deficit in both groups. ANOVA with group and stimulus as factors confirmed that there was a main effect of stimulus, F(1, 28) ϭ 17.77, p Ͻ .001, but neither the effect of group nor the interaction between these factors was significant, Fs Ͻ 1. The ratios for the short and long trace discriminations in Group Sham (short trace: M ϭ .66; long trace: M ϭ .50) and for Group HPC (short trace: M ϭ .58; long trace: M ϭ .54) were similar to the final block of discrimination training. ANOVA with group and discrimination as factors revealed that there was no effect of discrimination or group and no interaction between these factors, Fs Ͻ 1. One-sample t tests revealed that the overall discrimination ratios for the short and long trace discriminations in each group (Group Sham: M ϭ .58; Group HPC: M ϭ .56) were significantly above chance, t(15) ϭ 1.83, p Ͻ .05, and t(13) ϭ 1.49, p Ͻ .05, respectively. The mean rates of responding during the nonreinforced trials for Group Sham (M ϭ 5.6 rpm) and Group HPC (M ϭ 7.2 rpm) were not significantly different, t(15) ϭ 1.33, p Ͼ .05. Figure 6 depicts the mean response rates (in rpm) to the two visual stimuli, X and Y, in Groups Sham and HPC during the second-order conditioning phase. Analysis of the results from second-order conditioning training was restricted to the first eleven 10-s nonreinforced presentations of X and Y because the level of responding on the final trial of each type was very low and variable.
1 Examination of this figure shows that Y elicited more responding than X in both groups, and that the level of responding was generally higher in Group HPC than in Group Sham. ANOVA 1 ANOVA with group and stimulus (X and Y) as factors that was conducted on all 12 trials revealed an effect of group, F(1, 28) ϭ 5.38, p Ͻ .05, and an effect of stimulus that approached the conventional level of statistical significance, F(1, 28) ϭ 3.86, p ϭ .059. There was no interaction between these two factors, F Ͻ 1. with group (Sham and HPC) and stimulus (A and B) as factors revealed significant main effects of group, F(1, 28) ϭ 4.45, p Ͻ .05, and stimulus, F(1, 28) ϭ 5.73, p Ͻ .05, but there was no interaction between these two factors, F Ͻ 1. The rates of responding during A and B were similar during second-order conditioning trials (Sham: A ϭ 8.6 rpm and B ϭ 9.6 rpm; HPC: A ϭ 10.8 rpm and B ϭ 10.4 rpm). ANOVA with group and stimulus as factors revealed that neither the effects of group and stimulus nor the interaction between these factors was significant, Fs Ͻ 1.
Discussion
The results from Group Sham in Experiment 2 replicated, broadly speaking, the pattern of results observed in Experiment 1. First, stimulus A elicited more responding than stimulus B (i.e., there was a trace conditioning deficit). Second, a discrimination involving short traces was acquired more rapidly than one involving long traces. Finally, and most important, stimulus B was a more effective second-order reinforcer (for Y) than was stimulus A (for X). The pattern of results in Group HPC during A and B was similar to that seen in Group Sham. That is, stimulus A elicited more appetitive conditioned responding than stimulus B. This finding is consistent with those reported by Kyd, Pearce, Haselgrove, Amin, and Aggleton (2007; see also Thibaudeau, Potvin, Allen, Doré, & Goulet, 2007) using an appetitive conditioning procedure in rats, although it is inconsistent with other studies that have used aversive conditioning procedures (e.g., Solomon, van der Schaaf, Weisz, & Thompson, 1986) . The working assumptions represented in Figure 3 provide one explanation for this fact: In both groups, the temporal contiguity between the memories of A and B, in their respective A1 states, and food differs considerably. However, the pattern of responding during the trace intervals themselves differed between the two groups: Group HPC acquired the short trace discrimination less rapidly than Group Sham, but there was no difference between the groups in the long trace discrimination. We have recently replicated this pattern of results, and importantly the dissociation of the short and long trace discriminations, in rats with more selective lesions to the hippocampus (Lin & Honey, 2011) . This finding is consistent with the suggestion that the rate of decay from A1 to A2 in rats in Group HPC is greater than in Group Sham (see Figure 3) . Finally, the pattern of results for Group HPC during second-order conditioning was similar to that of Group Sham, with Y eliciting greater responding than X. This finding suggests that, at least by the end of discrimination training, the rats in the two groups had acquired the discrimination in the same manner. It specifically suggests that by the end of training, the memory of stimulus A in the A1 state and of stimulus B in the A2 state had become associated with food in both groups.
The fact that the overall rate of responding during second-order conditioning was higher in Group HPC than Group Sham might simply reflect the fact that the two visual stimuli (X and Y) elicited less orienting in the former than the latter group (see Oswald et al., 2002) . Consequently, orienting to the lights should be less likely to compete with food-well responses in Group HPC than in Group Sham. It should be acknowledged, however, that the difference in overall levels of responding during second-order conditioning makes it difficult to assess the relative size of the difference in responding to X and Y between the two groups.
Experiment 3
The results of the second-order conditioning stage in Experiments 1 and 2 are clearly consistent with the novel modification to SOP that we have presented and inconsistent with other theoretical analyses (e.g., Brandon et al., 2003; Miller & Barnet, 1993) . We now turn our attention to an alternative explanation for the test results of Experiments 1 and 2. This explanation is based on potential differences in conditioned inhibition supported by the nonreinforced presentations of A and B during the second-order conditioning procedure. Thus, the potential for conditioned inhibition to develop to X, on nonreinforced X3 A trials, might be greater to Y, on nonreinforced Y3 B trials, because A has greater associative strength than B; this difference in inhibition might result in rats being less likely to respond during stimulus X than during Y. This explanation is undermined by the following observation: it requires that any difference in inhibition brought about by A having greater associative strength than B must more than counteract any difference in second-order conditioning to X and Y that should also result from A having greater associative strength than B. Notwithstanding this observation, Experiment 3 sought to provide evidence that is consistent with our modification to SOP, but under conditions where differences in the development of conditioned inhibition, based on stimulus X and Y being nonreinforced in the presence of stimuli with different associative strengths (i.e., A and B), can be excluded.
The sensory preconditioning design employed in Experiment 3 is depicted in the lower panel of Table 1 . Rats were first given X3 A and Y3 B trials that should result in the formation of associations between X and A and Y and B, that then allow X and Y to provoke the A2 state in their associates. Rats then received short trace and long trace conditioning trials: A-10 s3food and B-40 s3food. Our modification to SOP assumes that these trials will allow the formation of two excitatory associations: stimulus A in the A1 state will become associated with food and stimulus B in the A2 state will become associated with food. Now, when X is presented at test, it will provoke the memory of A into the A2 state, which was not associated with food during conditioning, whereas when Y is presented, it will provoke the memory of B into the A2 state, which was associated with food during conditioning. The clear-cut prediction is that the conditioning procedure with B, involving a long trace, should generate a more marked sensory preconditioning effect than the conditioning procedure with A, involving a short trace; and Y should elicit greater responding than X during the test. This effect could not arise through a process of conditioned inhibition because X and Y are not nonreinforced in the presence of an excitatory stimulus.
Method
Subjects and apparatus. Forty naïve Lister hooded rats were used in Experiment 3. The rats were between 3 and 5 months old at the start of the experiments and were maintained at 80% of their ad-lib weights (M ϭ 355 g, range ϭ 262-461 g). The experiment was conducted in three replications with eight, 16, and 16 rats in each replication. The rats were maintained in the same way as in Experiments 1 and 2, and the apparatus was that used in Experiments 1 and 2.
Procedure.
In each sensory preconditioning session, rats received 10 X3 A and 10 Y3 B pairings with an ITI (offset to onset) of 2 min. These trials were arranged in an identical fashion to the second-order conditioning trials in Experiments 1 and 2. No responses were recorded during this period of the experiment. Rats received six sensory preconditioning sessions and then received two sessions of magazine training that were conducted in an identical fashion to Experiments 1 and 2. The rats were then given sessions in which they received two types of conditioning trials: 10 A-10 s3food trials and 10 B-40 s3food trials with an ITI of 2 min. These trials were identical to the trials with the same designations in Experiments 1 and 2 and, as in these experiments, the order in which these trials was arranged was counterbalanced and alternated across days. The number of conditioning sessions was varied across the three replications (6, 8, or 12 days, respectively) to ensure equivalent and equitable levels of conditioned responding during the final session. On the test day, all rats received three 10-s nonreinforced presentations of X and Y. The sequence in which X and Y were presented was XYXYXY for half of rats and YXYXYX for the remainder. The ITI was 2 min. The rates of responding during A and B (during conditioning) and X and Y (at test) were recorded; because these rates did not differ as a function of replication, the following analysis is pooled across replication.
Results and Discussion
The mean rates of responding during A and B were similar on the first day of training (A ϭ 14.4 rpm and B ϭ 14.1 rpm) and both increased and diverged by final day of conditioning (A ϭ 19.8 rpm and B ϭ 17.2 rpm). ANOVA with day (i.e., first and final) and stimulus (i.e., A and B) as factors confirmed that there were effects of day and stimulus, F(1, 39) ϭ 16.67, p Ͻ .001, and F(1, 39) ϭ 4.44, p Ͻ .05, respectively. The interaction between day and stimulus was also significant, F(1, 39) ϭ 4.15, p Ͻ .05. Analysis of simple main effects revealed that the rates of responding to A and B did not differ on the first day, F Ͻ 1, but differed significantly on the final day of conditioning, F(1, 39) ϭ 9.45, p Ͻ .01, that is, there was a trace conditioning deficit. Finally, the overall mean rates responding during the final test were higher during Y, with a mean of 10.0 rpm, than during X, with a mean of 6.7 rpm. Paired-sample t test confirmed that this difference was significant, t(39) ϭ Ϫ2.06, p Ͻ .05. This observation is consistent with those of Experiments 1 and 2 and provides further support for our novel modification of SOP under conditions in which a role for differential conditioned inhibition, based on nonreinforcing X and Y in the presence of stimuli (i.e., A and B) with different associative strengths, can be excluded.
General Discussion
Conventional theoretical analyses of associative learning assume that whereas variations in processing of conditioned stimuli can exert a powerful influence on long-term associative memory, these variations are not represented as a part of long-term memory. For example, Wagner's (1981) SOP assumes that the presentation of a CS results in a sequence of short-term mnemonic activity wherein the representation of that stimulus is first provoked into the A1 state from which it decays into a secondary A2 state and then becomes inactive. SOP supposes that when the CS and US are in the A1 state, an excitatory association will be strengthened, whereas when the CS is in the A1 state and the US is in the A2 state inhibitory learning occurs. When the CS is in the A2 state, no learning occurs. With respect to CS activity, the only sense in which the encoding conditions (i.e., the A1 and A2 states) are embodied in long-term memory is in the strength of the CS-US association. The three experiments reported here were motivated by recent indirect evidence suggesting that rats might represent the encoding conditions as a part of long-term associative memory (see Lin & Honey, 2010) . The results of Experiments 1-3 indicate that when the CS is in either the A1 state or A2 state it can enter into an excitatory association with a US (cf. Holland, 1983) , and importantly, that the encoding conditions that were present prior to reinforcement (e.g., A1 and A2) are represented as a part of long-term associative memories (see Lin & Honey, 2010) . Although this novel theoretical analysis is relatively simple, it is appropriate to (a) reprise our new results and their theoretical implications and (b) consider their relationship to extant results and theoretical frameworks. The evidence on which our novel theoretical analysis is based came from three experiments that involved two stages of training.
During one stage, rats came to respond more vigorously during the trace that immediately followed A (on A-10 s3food trials) than the corresponding trace of B, and more during the decayed trace of B (on B-40 s3food trials) than the decayed trace of A. Although this pattern of temporally distributed responding is consistent with the suggestion that the memories of stimulus A in the A1 state and B in the A2 state had become associated with food, a variety of extant theories of conditioning provide alternative analyses (e.g., Brandon et al., 2003; Miller & Barnet, 1993) . However, the results of the other stage of training provide evidence that uniquely supports the modification of SOP that we have proposed. In the second stage, the rats also received X3 A and Y3 B pairings, either after the conditioning trials just described (in a second-order conditioning procedure, Experiments 1 and 2) or before them (in a sensory preconditioning procedure, Experiment 3). In Experiments 1 and 2, Y came to elicit greater responding than X, and this difference was also evident in the test stage of the sensory preconditioning procedure that followed the preexposure and conditioning stages in Experiment 3. These findings suggest that whereas Y came to evoke the memory of B into the same state (i.e., A2) as it had been paired with food (on B-40 s3food trials), X evoked the memory of A into a state (again A2) in which it had not been paired with food. When A was paired with food (on A-10 s3food trials), the memory of A is more likely to have been in the A1 state.
As we have already mentioned, the results described above are not predicted by C-SOP (Brandon et al., 2003) or by the temporal coding hypothesis (Cole et al., 1995; see also, Barnet et al., 1991) . However, the results are broadly consistent with the pattern of results observed by Cole et al. (1995) . In that study, rats first received either standard conditioning trials (i.e., A3 US) or trace conditioning trials (i.e., A-interval3 US), and then they were given "backward" second-order conditioning trials with A (i.e., A3 X). The level of second-order conditioning to X, observed when it was presented alone, was greater in the group that had received trace conditioning trials with A than in the group that received standard conditioning trials with A. This result was interpreted within the framework provided by the temporal coding hypothesis. We have already shown that this hypothesis is not well placed to explain the results presented in Experiments 1-3. However, the modification to SOP that is supported by the results of Experiments 1-3 can provide a plausible analysis of the results reported by Cole et al. Thus, following trace conditioning, it can be assumed that the memory of A in the A2 state became associated with the US. Now, it can be assumed that the A3 X trials allow an association to form between X and A, which subsequently allowed X to provoke A into the state (i.e., A2) in which it was paired with the US during first-order conditioning. This will not be the case for the rats that received standard conditioning trials. For these rats, stimulus A in the A1 state was paired with the US, but X provoked A into the A2 state. The novel modification of SOP provides an account for the results of Experiments 1-3 and for those reported by Cole et al. In principle, it is possible to develop an alternative analysis for the results of Experiments 1-3 that is based on the idea that the strength of a trace could be a component of the structure of an association. One elaboration of this idea, which can also provide an account of the results reported by Lin and Honey (2010) , assumes that a strong trace of a stimulus (e.g., A) might be represented alone and associated with food, whereas a weaker trace of a stimulus (e.g., b) might be represented in combination with the conditioning context (C) and become associated with food. The discrimination that rats received in Experiments 1 and 2 could then be characterized as consisting of the following trials types: A3food, B3no food, aC3no food, and bC3food. As a consequence of pairing X with A and Y with B, X might then evoke a memory that is like the nonreinforced aC, whereas Y might evoke a memory like the reinforced bC. However, according to this analysis, a manipulation that reduced the strength of the traces of A and B should not only disrupt the discrimination involving the short traces of these stimuli but also the discrimination involving long traces: The short trace discrimination (i.e., A3food and B3no food) should become akin to a long trace discrimination (i.e., aC3food and bC3no food), and the long trace discrimination should become yet more difficult. In Experiment 2, however, rats with lesions of the hippocampus were impaired in learning the short trace discrimination but not learning the long trace discrimination (see also Lin & Honey, 2011 ). As we have already noted, this dissociation is inconsistent with an analysis in terms of trace strength, but it is consistent with the idea that there are distinct activity states that can be separately influenced, in this case by a neural manipulation (cf. Honey & Good, 2000a) .
In summary, the results of Experiments 1-3 have two theoretically important implications. First, the presentation of a given stimulus provokes separate traces (a short-lived trace, A1, and a decayed trace, A2) that can be encoded as parts of independent long-term associations. Second, the associatively provoked memory of a stimulus (i.e., A2) is treated as similar to the memory encoded when the decayed trace (i.e., A2) of the same stimulus was associated with a US (i.e., food). The general implications of these results are far-reaching: Variations in the states in which CS memories are encoded not only have a qualitative influence on what is learned, but also determine when and how that learning becomes evident in performance.
