Abstract. Let B be a convex polyhedron translating in 3-space amidst k convex polyhedral obstacles A 1 , . . . , A k with pairwise disjoint interiors. The free configuration space (space of all collision-free placements) of B can be represented as the complement of the union of the Minkowski sums P i = A i ⊕ (−B), for i = 1, . . . , k. We show that the combinatorial complexity of the free configuration space of B is O(nk log k), and that it can be Ω(nkα(k)) in the worst case, where n is the total complexity of the individual Minkowski sums P 1 , . . . , P k . We also derive an efficient randomized algorithm that constructs this configuration space in expected time O(nk log k log n).
1. Introduction. Let A 1 , . . . , A k be k closed convex polyhedra in three dimensions with pairwise disjoint interiors, and let B be another closed convex polyhedron which, without loss of generality, is assumed to contain the origin o. In the context of motion planning, B is a "robot" that can only translate in 3-space, and the A i 's are obstacles which B must avoid. Suppose A i has q i faces and B has p faces, and put q = be the resulting collection of these so-called expanded obstacles and let U = k i=1 P i be their union. As is well known, the complement C of U (also called the common exterior of P) represents the free configuration space FP of B, in the sense that, for each point z ∈ C, the placement of B, for which the reference point O lies at z, does not intersect any of the obstacles A i , and all such free placements are represented in this manner.
As is well known, the combinatorial complexity (i.e., the number of vertices, edges, and faces on the boundary) of each P i is at most Θ(pq i ), so the sum n of the complexities of the expanded obstacles is O(pq). In typical situations, n is usually much smaller than pq. The bounds derived in this paper depend only on n and k and not on p and q.
Our main result is that the combinatorial complexity of the union U , and thus also of FP , is O(nk log k) and Ω(nkα(k)) in the worst case. This should be compared to the recent bound obtained by the authors [4, 5] on the combinatorial complexity of the union of any k convex polyhedra in 3-space with a total of n faces; it is shown [5] that the maximum complexity of such a union is O(k 3 + nk log k) and Ω(k 3 + nkα(k)). Thus, the convex polyhedra P i arising in the context of translational motion planning have special properties that yield the above improved bound, without the cubic term of the general bound.
The problem of obtaining sharp bounds for the combinatorial complexity of the union of Minkowski sums, as above, has been open for the past eight years, and has been studied in several papers during this period. It was raised by Kedem et al. [22] (see also [27] ), where the two-dimensional version of the problem was successfully tackled. Related work on the three-dimensional case is described in [2, 3, 4, 5, 15, 20, 26] . Except for [4, 5, 20] (and parts of [2] ), these papers studied different (though related) problems involving the complexity of the lower envelope or of a single cell in an arrangement of triangles in 3-space. A recent paper of Halperin and Yap [20] analyzes the complexity of the union of Minkowski expansions, as above, for the case where B is a box, and obtains a bound of O(n 2 α(n)). Our result is general, and thus almost settles this open problem, except for the sublogarithmic gap between our upper and lower bounds; we conjecture that the correct bound is Θ(nkα(k)).
We also consider the algorithmic problem of efficient construction of FP . We obtain an efficient and rather simple randomized algorithm that computes FP in expected time O(nk log k log n). The algorithm and its analysis are adapted from a very similar algorithm given in [4, 5] for constructing the union of arbitrary convex polyhedra in 3-space.
The paper is organized as follows. In section 2 we bound the number of components and local minima of C. The analysis of the topology of U , and of several related structures constructed from a family of convex polyhedra, continues in section 3. Section 4 establishes the main result of the paper, namely, the bounds on the combinatorial complexity of the union of the polyhedra, as stated above. Section 5 describes the randomized algorithm for computing the boundary of the union, and its application in the context of translational motion planning, and section 6 concludes with some remarks and open problems.
2. The number of holes of U and local extrema of C. We first simplify the analysis by assuming that the given polyhedra A i and B are in general position, meaning that the coordinates of the vertices of the A i 's and of B are all transcendentals that are algebraically independent over the rationals. In particular, this implies that (a) no point is common to the boundaries of any four distinct expanded polyhedra P i ; (b) no vertex of one expanded polyhedron lies on the boundary of another expanded polyhedron; (c) no two edges of distinct expanded polyhedra meet; and (d) no edge of an expanded polyhedron meets the polygonal curve of intersection of two other expanded polyhedra. Several other implications of the general position assumption will be needed to simplify the proof of Theorem 2.4. As argued in [4, 5] , the general position assumption involves no real loss of generality. This is because one can always slightly perturb the given polyhedra, putting them in general position such that the number of vertices of the union that are incident to three distinct polyhedra does not decrease. The number of all other vertices of the union is only O(nk), as follows from Proposition 2.1 below (which also holds when the polyhedra are not in general position). Also see a remark following Theorem 4.2 that discusses this issue.
To simplify some of the subsequent arguments, we modify the family P so as to make U bounded. To be more precise, we assume that B is bounded, which will clearly be the case in our motion planning application. (If B is unbounded, then the resulting set P of unbounded expanded obstacles has the property that the boundary of its union can be regarded as the upper envelope of k concave polyhedral surfaces with a total of n faces. This problem is much simpler and has already been addressed by Huttenlocher, Kedem, and Sharir [21] , where a tight Θ(nkα(k)) bound is obtained.) We then truncate all the unbounded obstacles A i , by intersecting all obstacles with a sufficiently large tetrahedron, and by slightly perturbing the resulting intersections, so as not to violate the general position assumptions. The tetrahedron is chosen sufficiently large so that the union U of the resulting expanded obstacles P i does not lose any of the bounded boundary features (vertices, edges, and faces) that it had before the truncation. Thus, the process does not reduce the complexity of the union U . In what follows we will therefore assume that U is bounded, so that C has a single unbounded component.
To establish our upper bound on the complexity of the union U , it clearly suffices to bound the number of vertices of U . Moreover, it suffices to bound the number of vertices of U that are formed by the intersection of the relative interiors of three faces of three distinct polyhedra P i , because the number of all other vertices, namely, vertices of the original P i 's and intersections of edges of the original P i 's with faces of other expanded obstacles, is only O(nk). This is a consequence of the following easy proposition (see [4, 5] ).
Proposition 2.1. The number of vertices of P i ∩P j , summed over all P i , P j ∈ P, is O(nk).
We first bound the number of connected components of the complement C of U (the common exterior of P). Under the assumptions made above, C has a unique unbounded component, so it suffices to estimate the number of bounded components of C, which correspond to "holes" in U .
Let an intersection edge be an edge of the intersection of the boundaries of two distinct expanded obstacles. Each such edge e meets the boundary of the union U in at most k − 1 intervals, as it intersects each of the remaining k − 2 polyhedra in at most one interval, and the complement (within e) of the union of these k − 2 intervals consists of at most k − 1 intervals.
We introduce a real parameter t ∈ [0, 1] (we refer to it as "time"), define P i (t) = A i ⊕ (−tB), for i = 1, . . . , k, and U (t) = k i=1 P i (t), and let C(t) denote the complement of U (t). Note that the general position assumption does not imply that conditions (a)-(d) hold for {P i (t)} for all values of t. It does imply, however, that, at any given t, we can have at most one degenerate contact between the P i (t)'s. Such a contact can be expressed as a polynomial equality in t and in the coordinates of the vertices of the A i 's and of B. Moreover, there is only a finite number of values of t at which such a degeneracy can occur. For example, if t 0 > 0 is the first instant of time at which P i (t) and P j (t) meet, then P i (t) ∩ P j (t) must consist of a single point, for otherwise we would have at least two algebraically independent polynomial equalities holding simultaneously, which is forbidden by the general position assumptions. Moreover, such an initial single-point contact of P i (t) and P j (t) must occur either between a vertex of one of these polyhedra and a face of the other, or between two edges, one from each polyhedron. Similarly, it is easy to verify that the first contact between three growing obstacles must occur at a single point.
Before continuing, we recall a well-known fact. Let P and Q be two convex polyhedra. Denote by N P the normal diagram (also known as the Gaussian diagram) of P . This is the decomposition of the Gaussian sphere S 2 of orientations into regions, each consisting of the outward normals of all planes supporting P at some vertex. Each edge of N P is an arc of a great circle consisting of the outward normals of all planes supporting P at some edge. Each vertex of N P is the outward normal of some face of P . The normal diagram N Q of Q is analogously defined. Then the overlay of N P and N Q is the normal diagram of the Minkowski sum P ⊕ Q. This implies that the combinatorial structure (i.e., the number of, and incidence relations between, faces of all dimensions) of P ⊕ Q is completely determined by the orientations of the faces of P and Q and by their incidence structures. In particular, the combinatorial structure of P i (t) = A i ⊕ (−tB) is the same for all t > 0. This implies the following property. For t ∈ [0, 1], let s(t) denote the Minkowski sum of either a fixed edge of A i and (−t) times a fixed vertex of B, or of a fixed vertex of A i and (−t) times a fixed edge of B.
If s(t 0 ) is an edge of P i (t 0 ), for some t 0 ∈ (0, 1], then s(t) is an edge of P i (t) for all t ∈ (0, 1]. We want to keep track of the number of holes of U (t) as t increases from 0 to 1. At t = 0, the number of holes of U (t) is 0. As t increases, C(t) shrinks, so the number of holes can increase only when a component of C(t) is split into two components. Lemma 2.2. A component of C(t) can split into two components only at times t when an edge s(t) of some P ℓ (t) meets an intersection edge e(t) of two other polyhedra, P i (t), P j (t), at some point v, so that the intersection of C(t) with a small neighborhood of v is disconnected.
Proof. We use the observation of de Berg, Matoušek, and Schwarzkopf [6] , which states that the number of connected components of C(t) can increase only at times t, at which the elements of some new triple growing polyhedra intersect for the first time. As noted above, the general position assumptions guarantee that such a triple, P i (t), P j (t), P ℓ (t), intersects in a single point. Moreover, the intersection must occur on the boundary of C(t) and cause a local disconnection of C(t), or else no change in the topological structure of C(t) would take place. (Note that the above conditions are only necessary, but not sufficient, for the number of components of C(t) to increase.) The intersection in question cannot occur at a point in the relative interior of three faces, one on each of these three polyhedra, for then
would also be nonempty for t ′ slightly smaller than t. This and the general position assumption are easily seen to imply the lemma.
Suppose that such a configuration does indeed arise at some time t, and suppose that e(t) is formed by the intersection of a face of P i (t) and a face of P j (t). The edge s(t) intersects both P i (t) and P j (t) at two respective intervals s(t) ∩ P i (t) and s(t) ∩ P j (t), which have a common endpoint and which, by Lemma 2.2, have disjoint relative interiors. Lemma 2.3. If at time t the intervals s(t) ∩ P i (t) and s(t) ∩ P j (t) intersect, then
Recall that s(t) is an edge of A ℓ ⊕ (−tB). Assume first that s(t) is the Minkowski sum of a vertex a of A ℓ and (−t) times an edge of B, whose endpoints are b, b
We are given that v(t) ∈ P i (t), which means that v(t) = c − tb ′′ , for some c ∈ A i and b ′′ ∈ B. We claim that the point v(t
, with the same λ as above, lies in P i (t ′ ), for all t ′ > t (and, by definition, v(t ′ ) ∈ s(t ′ ); see the discussion preceding Lemma 2.2). Indeed, if we put
, whenever t ′ ≥ t. This implies the asserted claim. The case where s(t) is the Minkowski sum of an edge of A ℓ and (−t) times a vertex of B is handled in a similar manner, as the reader can easily verify. This completes the proof of the lemma. Lemmas 2.2 and 2.3 imply that, for each t at which a connected component of C is split into two components, there exist two polyhedra, P i (t), P j (t), and an edge s(t) of another polyhedron P ℓ (t), such that the two intervals s(t) ∩ P i (t) and s(t) ∩ P j (t) meet at a common endpoint that lies on ∂C(t) and continue to overlap for all t ′ > t. Thus, the number of such "hole-splitting" events, involving the same edge s(t) of any of the expanded polyhedra, is at most k − 2, so the total number of holes that the union can have is at most O(nk). That is, we have shown the following theorem.
Theorem 2.4. The number of connected components of the common exterior C of Minkowski sums of k polyhedra, as above, is O(nk).
Remark. We do not know if this bound is tight, as the best lower bound we can construct is Ω(k 2 ). Assume for simplicity that k > 2 is even. A configuration yielding such a bound consists of k/2 − 1 line obstacles of the form z = 0, x = i, for i = 1, . . . , k/2 − 1, of k/2 − 1 line obstacles of the form z = 0.1, y = i, for i = 1, . . . , k/2 − 1, and of two plane obstacles z = ±1/2. The robot is an axis-parallel cube with side length 2/3.
Let S be any closed polyhedral set in 3-space in general position. (In this paper we consider only polyhedral sets bounded by a finite number of edges, vertices, and faces.) For a point p, let a neighborhood of p in S be the intersection of S with a ball centered at p, whose radius is smaller than the distance from p to any edge, face, or vertex of S not incident to p. A point p of S is a local minimum if it is a point of smallest z-coordinate in some neighborhood of p in S. (Under the general position assumptions, no face or edge can be parallel to the xy-plane, so p will be the only point in its neighborhood with this z-coordinate.) A local maximum is similarly defined. The following theorem is a consequence of Theorem 2.4.
Theorem 2.5. The number of local maxima and minima of the closureC of C is O(nk).
Proof. We prove the claim only for the number of local minima ofC, since the treatment of local maxima is fully symmetric. Any bounded convex component K of C has exactly one local minimum (which is also the global minimum of K), because K does not have a lowest horizontal edge, as implied by our general position assumption. Hence, the number of such minima is O(nk) by Theorem 2.4. This also applies to components ofC, all of whose horizontal cross sections are connected, because such a component has at most one local (and global) minimum as well. So we will proceed to bound the number of local minima of those components that have at least one disconnected horizontal cross section; we refer to these components as interesting components. We will in fact prove that the number of such minima is only O(k 2 ). Let C * denote the union of all interesting components ofC. Sweep C * with a plane π which is parallel to the xy-plane, move upwards, i.e., in the positive z-direction, and keep track of the number I of connected components of C * ∩ π. This number is initially 1 (when π is below all vertices of C * ). (Actually, it is possible for the outer component to be uninteresting, in which case the number starts off at 0.) I increases by 1 when π sweeps through a local minimum of C * or when a connected component of C * ∩ π splits into two subcomponents; I decreases by 1 when π sweeps through a local maximum of C * or when two components of C * ∩ π merge into a single component.
(The general position assumption implies that, at any given z, only two components can merge into a component of C * ∩ π, and similarly a component cannot split into more than two subcomponents.) The events at which components may merge or split occur only when π sweeps, repsectively, through the topmost or bottommost vertex of the intersection of some pair P i , P j of expanded obstacles, for some i = j. Indeed, it is easily checked that, under the assumption of general position, splitting always occurs when a vertex of some polygon π ∩ P i meets an edge of another polygon π ∩ P j in such a way that the two polygons are disjoint before the event and meet in a small triangle after the event. Thus P i and P j are disjoint immediately below the critical value of z and meet immediately afterwards, implying our claim that the critical position of π passes through the lowest point of P i ∩ P j . Merges are analyzed in an entirely symmetric fashion. To summarize, the number of splits and merges of cross-sectional components is bounded by 2
. It remains to prove that this implies that the number of local minima is also O(k 2 ). Consider the following dynamic scheme for assigning weights to each component of C * ∩ π. When π sweeps through a local minimum point of C * , a new component of C * ∩ π is created and is assigned weight −1. When two components of C * ∩ π merge, the weight assigned to the new component is 2 plus the sum of the weights of the merged components. When a component shrinks and disappears, its final weight is added to a global count. When a component is split into two subcomponents, each of them is assigned weight 1 + w 2 , where w is the weight of the split component. We claim that, at any given time during the sweep, the weight of any component of C * ∩ π is always at least −1, and the weight of a component that was formed by a splitting or merging operation is nonnegative. Both claims are easy to prove by induction on the sweep events. Now suppose that, at some point during the sweep, there are s local minima of C * below π, and that the number of component splittings and mergings below π is N (which is at most O(k 2 )). Then the total weight of the components of C * ∩ π, plus the value of the current global count (i.e., the sum of the final weights of all cross sections of interesting components of C * that have terminated below π), is easily seen, by induction on the sweep events, to be 2N − s. As argued above, the value of the global count is always nonnegative. When the sweep plane passes the topmost vertex of C * , the cross section C * ∩ π has just one component, necessarily of nonnegative weight, which thus implies that, at this final stage, s ≤ 2N = O(k 2 ). It follows that the number of local minima of C * contained in interesting components is O(k 2 ). Adding the number of local minima in noninteresting components ofC, we obtain the bound asserted in the theorem.
3. On the structure of levels in A(P). Define the arrangement A(P) of the collection P of the expanded obstacles to be the decomposition of space into vertices, edges, faces, and three-dimensional cells, induced by the faces of the polyhedra of P; for more details on arrangements, see [2, 14, 29] . For each s = 1, . . . , k, let
. We refer to ∂C (s+1) = ∂U (s+1) as the sth level of the arrangement A(P). We also denote byC (s) the closure of C (s) . Note that U (1) = U is just the union of the polyhedra of P and that C (1) = C is their common exterior. These definitions are illustrated in the planar case in Figure 1 .
In this section we prove some geometric and topological properties of U (2) and U (3) that will be used in the proof of our main theorem (Theorem 4.2 in section 4). 
, and U (3) are shaded successively darker.
Lemma 3.1. The number of local minima and the number of connected components of U (3) , for any collection of k polyhedra with a total of n faces in general position in 3-space, are bounded by the number of local maxima ofC (1) plus O(k 2 ).
Proof. U (3) is the union of triple intersections of polyhedra in P. Thus a local minimum of U (3) is necessarily a local minimum of one of these triple intersections. (This immediately bounds the number of local minima by k 3 .) Since the number of all pairwise intersections of polyhedra in P is only k 2 , it suffices to consider only those minima that are formed as intersections of three distinct polyhedron boundaries. By the general position assumption, such an intersection must be the unique common point v of the relative interiors of three faces of three distinct polyhedra in P. Thus, if v is a local minimum in U (3) of this kind, then U (3) near v has the form of an octant O, formed by the three planes containing the faces incident to v, with v at its minimum. Thus, near v,C (1) coincides with the octant opposite to O, which has v as a local maximum. Hence, any local minimum of U (3) that is formed as the triple intersection of three distinct polyhedron boundaries corresponds to a local maximum ofC (1) . Since any bounded connected component of U (3) has a local minimum, and since we have assumed U and thus also U (s) , for any s, to be bounded, it follows that the number of components of U (3) also satisfies the bound asserted in the lemma.
Applying Theorem 2.5, we obtain the following corollary. Corollary 3.2. If P is a collection of polyhedra with a total of n faces, which arise as Minkowski expansions of a collection of k convex polyhedra with pairwisedisjoint interiors by another convex polyhedron, then the number of local minima and the number of connected components of U (3) is O(nk).
Proof. Lemma 3.1 is applicable here even though the expanded polyhedra are not in fully general position. Nevertheless, if we assume that the original A i 's and B are in general position, then the assumptions made in the proof of Lemma 3.1 do hold, as is easily checked, and the corollary thus follows.
Next we study the topological structure of U (2) . We begin by deriving a topological property of general polyhedral sets. Let S be a closed polyhedral set in R in general position; in particular, no two vertices of S have the same z-coordinate. Note that a neighborhood of a point p in S, as defined in the previous section, is star-shaped with respect to p, so its intersection with a horizontal plane through p is also star-shaped and thus connected.
A merge point of S is a point p ∈ S such that, for any neighborhood of p, any horizontal plane lying below p and sufficiently close to it intersects the neighborhood in a disconnected set. (It is easily checked that p must be a vertex of S.) The number of components of such an intersection approaches some limit as the horizontal plane approaches p. We define the merge number m(p) of p to be the limit number of connected components in this intersection, less 1. Since every neighborhood of p is a scaled copy of any other neighborhood of p, m(p) is independent of the choice of the neighborhood. We can naturally extend this definition to any nonmerge point p ′ by putting m(p ′ ) = 0. We will apply our analysis to S = U (2) , so in this case m(p) ≤ 2 for any point in the set, as is easily implied by the general position assumption on P.
The first Betti number of S, denoted β 1 (S), is the rank of the first singular homology group of S [17] . Informally, it is the number of "linearly independent" homotopy classes of closed cycles in S, where each class consists of all cycles homotopic within S to some given cycle and not contractible to a single point within S.
Proposition 3.3. The first Betti number β 1 (S) of any compact polyhedral set S in R 3 in general position does not exceed the sum of the merge numbers of its vertices.
The proof of this proposition is somewhat technical, and we give it in the appendix.
Lemma 3.4. For a collection of k arbitrary convex polyhedra in R 3 in general position, with a total of n faces, β 1 (U (2) ) is at most proportional to k 2 plus the number of local minima of U (3) . Hence, for collections of Minkowski expansions, as above, this number is O(nk). Proof. Applying Proposition 3.3 to S = U (2) , we conclude that it suffices to bound the number of merge points of U (2) . This is because the merge number of any point of U (2) is at most 2, as follows from the general position assumption (and as already noted above). Let v ∈ ∂U (2) be a merge point; then v must be a vertex of A(P). We may assume that v is a vertex formed by the transversal intersection of some three faces F i , F j , F ℓ belonging to three respective distinct polyhedra P i , P j , P ℓ . Indeed, any other vertex is either a vertex of some P i or of some P i ∩ P j , for i, j = 1, . . . , k. No vertex of the former type can be a merge point of any U (s) , as is easily seen. A vertex of the latter type, on the other hand, can be a merge point only if it is the bottommost point of P i ∩ P j , as is readily verified using the general position assumption. Thus, the number of these merge points is at most k 2 ; in fact, the total number of merge points of this form, over all sets U (s) , is at most k 2 . The planes π i , π j , π ℓ , containing, respectively, the faces F i , F j , F ℓ , partition 3-space into eight octants; in a neighborhood of v, exactly one of these octants, O + , is contained in all three polyhedra P i , P j , P ℓ , three octants are contained in exactly two of these polyhedra, three other octants are contained in exactly one of these polyhedra, and one octant, O − , is disjoint from all three polyhedra; the octants O + and O − lie opposite each other. Note that v is not contained in the interior of any polyhedron of P, for otherwise U (2) , in a neighborhood of v, contains all octants around v except possibly for O − , in which case v cannot be a merge point of U (2) . We conclude that, near v, U (2) consists of O + and of its three adjacent octants.
We claim that v is the bottommost point of O + . Indeed, otherwise, by the general position assumption, a horizontal plane π passing just below v would meet
′′′ be the octants adjacent to O + , each covered, locally near v, by two of the polyhedra P i , P j , P ℓ . Then, near v the cross section U (2) ∩ π coincides with 3) . This completes the proof of the lemma.
4. The complexity of the union. Having all this machinery available, we now turn to the analysis of the complexity of U . We apply the analysis technique of [5] (an earlier and somewhat weaker version of that analysis is given in [4] ). Here we go quickly through its main steps; we refer the reader to [5] for full details. Let C(k, n) denote the total number of vertices of U incident to three distinct polyhedra of P, maximized over all collections P of k Minkowski sums, as above, with a total of n faces, in general position. As argued in [4, 5] , this number is equal to the total number of vertices, edges, and faces, up to a constant multiplicative factor and an additive term of O(kn). The analysis scheme of [5] yields the following recurrence for C(k, n):
where n i is the number of faces of P i , for i = 1, . . . , k, and where D(k, n) is the maximum, taken over all collections P as above, of the quantity f w(f ), with the sum ranging over all faces f of ∂U (2) ; here w(f ) = max (2e f − 3, 0) and e f is the number of edges on ∂f that lie on the boundary of the only polyhedron containing f in its interior.
We next estimate D(k, n) exactly as in [4, 5] . The inductive analysis technique used in these papers leads to the recurrence
where Q(k, n) is the number of "special quadrilaterals" of the following form, maximized over all collections P as above. Such a quadrilateral Q is schematically depicted in Figure 2 ; it is defined by a triple (F (Q), P ′ (Q), P ′′ (Q)), where P ′ = P ′ (Q), P ′′ = P ′′ (Q) are distinct polyhedra of P, and F = F (Q) is a face of another polyhedron, P (Q), of P; the intersection P ′ ∩P ′′ ∩F is the quadrilateral Q, which is assumed to be disjoint from all other polyhedra; the four vertices of Q are vertices of the union U , two opposite edges of Q are contained in ∂P ′ ∩ F and in the interior of only P ′′ , and the other two edges of Q are contained in ∂P ′′ ∩ F and in the interior of only P ′ . In other words, if we remove P ′ and P ′′ from P and replace them by P ′ ∩ P ′′ , then ∂Q appears on the boundary of the union of the modified collection, and the union of all polyhedra in P, except for P ′ and P ′′ , contains Q on its boundary. In the notation A special quadrilateral Q.
of section 3, Q is a special type of face of ∂U (3) . The structure of U (2) locally near Q is schematically depicted in Figure 3 .
In the case of general convex polyhedra, the authors give in [4, 5] a bound of O(k 3 + nk) for Q(k, n) and show that it is tight in the worst case. However, we show here that the special properties of A(P) in the case of Minkowski sums, as established in section 3, lead to an improved bound of only O(nk). Plugging this bound into the recurrences (1) and (2), we obtain, following the analysis of [5] , D(k, n) = O(nk log k) and C(k, n) = O(nk log k), which thus completes the proof of the upper bound of our main result.
We actually prove the following stronger result. Lemma 4.1. For collections P of arbitrary convex polyhedra in general position, the number of special quadrilaterals is at most proportional to nk plus the number of local minima of U (3) . Hence, for Minkowski expansions this number is O(nk). Proof. Let Q be a special quadrilateral defined by (F (Q), P ′ (Q), P ′′ (Q)), as above. The boundary ∂Q of Q is necessarily a bounding cycle of a connected component of Σ(Q) ≡ ∂(P ′ (Q) ∩ P ′′ (Q)) ∩ ∂U (2) . Following an argument similar to that of [4, 5] , we observe that the overall number of special quadrilaterals Q whose boundaries are contractible to a point in the corresponding sets Σ(Q) is just O(nk), since in the process of contracting ∂Q one has to encounter a vertex of P ′ (Q) ∩ P ′′ (Q), and it is easily checked that no vertex of this form is charged by more than one contractible quadrilateral for fixed P ′ and P ′′ . The claim now follows from Proposition 2.1. We thus need to consider only nontrivial quadrilaterals, namely, those whose boundaries are not contractible in the above fashion.
Let Q be such a nontrivial special quadrilateral. By definition, Q does not meet the interior of U (3) but is fully contained in U (2) . Moreover, ∂Q ⊂ ∂U (2) (see Figure 3) . "Cut" U (2) along Q (or, rather, shift Q slightly away from P (Q) and then cut U (2) along the shifted quadrilateral). We apply this cutting procedure to every nontrivial special quadrilateral, in some arbitrary order. Since, by definition, the relative interiors of any pair of distinct special quadrilaterals are disjoint, it follows that the cuts do not interfere with each other.
Each cut of U (2) , performed along some nontrivial special quadrilateral Q, has one of two possible effects: either the first Betti number of U (2) decreases by 1, or the number of connected components of U (2) increases by 1, according to, respectively, whether points of U (2) lying on the two sides of Q sufficiently near Q can or cannot be connected by a path that avoids Q in the current version of U (2) . The number of cuts is thus proportional to the increase in the number of connected components of U (2) plus the decrease in the first Betti number of U (2) , as effected by the cuts. Since none of the cuts can increase the first Betti number of U (2) , it follows by Lemma 3.4 that the latter quantity (the decrease in β 1 (U (2) )) is bounded by O(k 2 ) plus the number of local minima of U (3) . To estimate the former quantity, consider a cut performed along a special quadrilateral Q, defined by the triple (F (Q), P ′ (Q), P ′′ (Q)), which increases the number of components of the current version of U (2) . Since Q is nontrivial, "dragging" Q along ∂(P ′ (Q) ∩ P ′′ (Q)) in either direction encounters a third polyhedron, and thus also a distinct component of U (3) . To be more precise, let U be the components obtained by cutting the current version of U (2) along Q. One of the new components of U (2) , say U
1 , contains, near Q, points belonging to
contains a component of U (3) . The other component of U (2) , U
2 , is bounded near Q by the connected portion K of Σ(Q) incident to Q. It is clear that K must also have been incident (before any cuts were made) to some third polyhedron, for otherwise K would have been homeomorphic to a disk whose boundary corresponds to ∂Q, and Q would then have been a trivial quadrilateral, contractible to a point in K ⊂ Σ(Q). There are now two subcases to consider.
(
also contains a component of U (3) . (Note that no component of U (3) is ever split by the cuts, because all special quadrilaterals are disjoint from the interior of U (3) , so the cuts, performed along slightly shifted copies of the quadrilaterals, are thus disjoint from U (3) .) The total increase in the number of components of U (2) formed by cuts of this kind cannot exceed the number of components of U (3) . This is because each such cut disconnects in U (2) two components of U (3) that were connected in U (2) before the cut was made. Hence the number of these cuts is bounded by the number of local minima of U (3) .
does not contain a component of U (3) . The corresponding boundary K, as defined above, was incident, before any cuts were made, to another component of U (3) . It follows that this subcase occurs because previous cuts, along other special quadrilaterals incident to K, have separated K from all other adjacent components of U (3) . In this case, we charge the current cut to one of these preceding cuts. It is easily checked that no cut is charged in this manner more than once. This implies that the number of special quadrilaterals in this subcase is at most equal to the number of nontrivial special quadrilaterals of the preceding types (those decreasing β 1 (U (2) ) and those appearing in case (i) above).
This completes the proof for collections of general convex polyhedra. In the case of Minkowski expansions, as above, Corollary 3.2 implies that the number of special quadrilaterals is O(nk).
We have thus shown that, in the case of Minkowski expansions, Q(k, n) = O(nk), which in turn completes the analysis of C(k, n) and yields the upper bound in the following main result of the paper.
Theorem 4.2. Let A 1 , . . . , A k be k convex polyhedra in 3-space with pairwise disjoint interiors, and let B be another convex polyhedron. The combinatorial complexity of the union of the Minkowski sums A i ⊕ (−B), for i = 1, . . . , k, is O(nk log k), where n is the overall complexity of the individual Minkowski sums. In the worst case, this complexity can be Ω(nkα(k)).
Remark. The preceding argument assumes general position of the polyhedra A i and B. Nevertheless, the theorem also holds for collections of polyhedra not in general position, as can be argued using a perturbation scheme [4, 5] . The only delicate part of this reasoning is in the handling of pairs of obstacles whose boundaries overlap. This is done as follows. Shrink each A i homothetically by a sufficiently small amount. This may cause some features of the union U to disappear. However, each vertex of U that is formed by the transversal intersection of three faces of three distinct P i 's appears as a (slightly perturbed) vertex of the new union. Since the number of all other vertices of U is only O(nk) (see the paragraph preceding Proposition 2.1), it follows that the upper bound of Theorem 4.2 also applies in degenerate configurations of this form.
Proof of the lower bound. We make use of a planar construction, given in [1] , of k convex polygons with a total of n edges, such that their union has Ω(nα(k)) edges and vertices. Additionally, the polygons can be arranged so that their union is star-shaped, say with respect to the origin, and at least some fixed fraction of its vertices are visible from the point (0, +∞), in the strong sense that there exists some fixed angle β > 0 (independent of k and n), so that, for any such visible vertex v, the wedge whose apex is v, whose bisecting ray is parallel to the positive y-axis, and whose angle is β, does not meet any of the polygon interiors.
Without loss of generality, assume that k is even and n ≥ 4.5k. We start our three-dimensional construction with a set of k/2 convex polygons in xy-plane with n − 3k edges altogether, so that their union U ′ has Ω(nα(k)) vertices visible from (0, +∞, 0) in the above strong sense. By scaling, we may assume that the entire construction is contained in the unit disk about the origin in the xy-plane. Now slightly shift and expand the polygons in the z-direction, each by a different amount, to produce pairwise-disjoint flat and thin convex prisms, all contained in, say, the slab |z| ≤ 0.1; see Figure 4 . The second set of k/2 polyhedra consists of points (0, M, i), for i = 1, . . . , k/2 (or, rather, tiny tetrahedra centered around these points), where M ≫ k is an appropriate parameter. This gives us a collection {A i } k i=1 of k pairwise-disjoint convex polyhedra with a total of n faces. The polyhedron B is a tetrahedron with vertices (0, 0, ±M ′ ) and (±M ′ , M, 0), where k ≪ M ′ < M/4 is another parameter, chosen so that the dihedral angles of B at its horizontal and vertical edges are both equal to some β ′ < β; note that, by the choice of M ′ , we have tan β ′ 2 < 1/4, an inequality that will be needed below. See Figure 4 for an illustration. Let v be a vertex of U ′ visible from (0, +∞, 0) in the above sense. By construction, we can place B so that its vertical edge e v touches the two prisms corresponding to the two polygons whose boundaries intersect at v; moreover, we can slide B vertically upwards and downwards, by a total distance of close to 2M ′ , so that e v maintains these two contacts, while the interior of B remains disjoint from any of the shifted prisms. It is easily seen that, for an appropriate choice of M , independently of the choice of v, the boundary of B will meet each of the tiny tetrahedra A i around the points (0, M, i) during the vertical motion. Moreover, our choice of parameters also implies that the intersection of B with the vertical line x = 0, y = M has length less than 2 tan β 2 < 1/2, so when B touches one of these A i 's, its interior remains disjoint from all the other polyhedra A i ; see Figure 4 (b) for an illustration. In other words, each of the Ω(nα(k)) vertices of U ′ that is visible from (0, +∞, 0) gives rise to Ω(k) placements of B where it makes three contacts with the A i 's, while its interior remains disjoint from all these polyhedra. Since each of the resulting Ω(nkα(k)) placements of B corresponds to a vertex of the union of the expanded polyhedra
, the lower bound of the theorem follows.
Corollary 4.3. The combinatorial complexity of the free configuration space of a convex polyhedron B, translating in 3-space amidst a collection of k convex obstacles A 1 , . . . , A k having pairwise disjoint interiors, is O(nk log k) and can be Ω(nkα(k)) in the worst case, where n is the overall complexity of the Minkowski sums A i ⊕ (−B) for i = 1, . . . , k.
Remarks.
(1) Returning to the parameters p and q that count, respectively, the number of faces of B and of all the A i 's together, we can state the upper bound of Theorem 4.2 and Corollary 4.3 as O(pqk log k) and the lower bound as Ω(qkα(k)). Another trivial lower bound is Ω(pq). It remains an open problem to obtain a sharper calibration of the lower bound in terms of the parameters p, q, and k.
(2) Our proof of Theorem 4.2 makes use of the fact that the P i 's are Minkowski sums only in the proof of Theorem 2.4. Hence, our analysis also applies to any collection of k general convex polyhedra with a total of n faces, with the property that, for any subset of r of these polyhedra, the number of components of the complement of their union is O(rm), where m is the total number of faces of those r polyhedra.
We pose the open problem of finding other natural examples of collections of convex polyhedra with this property.
5. Efficient construction of the union and its motion planning application. Next we derive an efficient randomized algorithm for constructing the union U of a collection P of expanded polyhedra, as above. The input to the algorithm consists of the original polyhedra A i and B, so we first compute the individual Minkowski sums P i = A i ⊕ (−B) for i = 1, . . . , k. This computation can be done in several ways, the most efficient of which is by using the technique of Guibas and Seidel [19] . Each P i can be constructed in time O(p + q i + n i ), where n i is the complexity of P i . Thus the cost of this stage is O(pk + q + n).
The main algorithm is essentially identical to the one given in [4, 5] for the case of general polyhedra; for the sake of completeness, here is a very brief review of the algorithm.
We first compute all the pairwise intersections P i ∩ P j , for 1 ≤ i < j ≤ k, in time O(nk) [9] . In additional O(nk) time, we also extract, for each face F of a polyhedron P i ∈ P, the collection Q F of the convex polygons Q j = F ∩ P j , for j = i. The set U F = F \ j =i Q j is the portion of F that appears on ∂U , so the algorithm computes the sets U F , over all faces F , and then glues the sets U F to each other in an appropriate manner. To construct U F , for a face F of some P i ∈ P, we choose a random order of the polyhedra in P \ {P i } and insert the polygons Q j ∈ Q F , one by one, in the corresponding order, maintaining the complement of their union (within the plane containing F ) as we go. For this we use the same technique as in [10, 18, 24] , which maintains a vertical decomposition (relative to some direction within F ) of the complement into trapezoids. When the incremental procedure ends, we truncate the resulting complement to within F . See [4, 5] for more details.
The analysis of the expected running time of the algorithm is essentially identical to that given in [4, 5] . One only has to plug the improved bound O(nk log k) on the complexity of the union into the appropriate expressions given in [4, 5] . Omitting these routine calculations, we obtain the following theorem.
Theorem 5.1. The union of a collection of k expanded convex polyhedra in 3-space, as above, with a total of n faces, can be computed in randomized expected time O(nk log k log n). (In terms of the original parameters p and q, the expected running time is O(pqk log k log (pq)).)
Next we apply Theorem 5.1 to the problem of planning a purely translational collision-free motion of the "robot" B amidst the obstacles A 1 , . . . , A k . As observed previously, the complement C of the union of the expanded obstacles is an adequate representation of the free configuration space of B. However, the representation of C, as computed by the preceding algorithm, needs a few enhancements to facilitate processing of motion planning queries. Here we describe one such method, but alternative (and, hopefully, more efficient and/or simpler) techniques should also be explored.
The first step is to link together all the connected components of the boundary of each connected component of C. This can be done in several ways. For example, we can take the highest point w on each (bounded) boundary component σ and consider the upward-directed ray ρ w emanating from w. If ρ w leaves C near w, then σ is the outer boundary of this component of C, and nothing needs to be done. Otherwise, trace ρ w and find the first polyhedron P i (if any) met by that ray. The hitting point w ′ necessarily lies on ∂C (but not on σ), and the connections between w and w ′ , over all inner boundary components σ, yield the desired links, as is easily verified. (The case when ρ w meets no polyhedron, which can happen when σ is an unbounded boundary component, requires different, though equally simple, treatment.) To find the point w ′ , we simply find the intersections (if any) of ρ w with each of the P i 's, by explicit enumeration of all the n faces of the P i 's, and choose the point nearest to w. If w ′ is found to lie in a face F of some P i , we use the point location structure for U F , which is obtained as a byproduct of the incremental construction of the vertical decomposition of U F (see [4, 5] ), to determine which face of F ∩ ∂U contains w ′ . Since the highest point w on an inner component σ of ∂C must be the top vertex of one of the P i 's, the whole step takes time O(nk).
We next scan all the faces of ∂C and assign to each of them the connected component of C that it bounds. This is easily done by a depth-first search through the adjacency graph of the trapezoids forming ∂C, augmented by the additional adjacencies induced by the new vertical links computed above. This can be done in time linear in the size of ∂C, that is, in time O(nk log k). Now, suppose we are given two placements ζ 1 , ζ 2 of B and wish to determine whether B can be moved from ζ 1 to ζ 2 without colliding with any A i . To this end, let ρ 1 , ρ 2 be the upward-directed rays emanating from ζ 1 , ζ 2 , respectively. Apply the procedure described above to these rays, and let ξ 1 , ξ 2 be the first points where the respective rays ρ 1 , ρ 2 meet ∂C. We then simply check whether the trapezoids on the faces of ∂C containing ξ 1 , ξ 2 bound the same component of C, using the information computed in the preliminary stage. If this is the case, then collision-free translational motion of B from ζ 1 to ζ 2 is possible; otherwise no such motion is possible. This "decision procedure" takes time O(n), if we test explicitly all n faces of the P i 's, as above; this can be improved to O(k log n) time by preprocessing each polyhedron P i for efficient line-intersection queries (as in [13] ) and then by computing the intersection points of the rays ρ 1 , ρ 2 with each polyhedron separately, in logarithmic time per polyhedron. Computing the trapezoids of ∂C containing ξ 1 and ξ 2 , respectively, can be done by point-location queries for ξ 1 and ξ 2 in the respective point-location structures of U F1 and U F2 , computed by the preceding algorithm, where F i is the face containing ξ i , for i = 1, 2.
It is also rather straightforward to produce a "semifree" motion of B (i.e., a motion during which B does not penetrate, but may touch the obstacles) from ζ 1 to ζ 2 , when one exists, as the concatenation of the segments ζ 1 ξ 1 and ζ 2 ξ 2 with a path that proceeds along the boundary of C, and, if necessary, also along vertical links produced in the preliminary stage. We omit here the rather easy details.
Corollary 5.2. Given a convex polyhedron B, free to translate among k convex polyhedral obstacles with pairwise-disjoint interiors, the entire free configuration space of B can be computed and preprocessed in randomized expected time O(nk log k log n), where n is the total number of faces of the Minkowski sums of the obstacles and −B. Then, given two placements, ζ 1 , ζ 2 , of B, we can decide, in O(k log n) time, whether B can translate in a collision-free manner from ζ 1 to ζ 2 .
Remark. An interesting challenge is to revise the algorithm so that the above reachability queries can be performed in time faster than O(k log n), perhaps at only polylogarithmic cost.
6. Conclusions. In this paper we have shown that the combinatorial complexity of the union of the Minkowski sums of k convex polyhedra in three dimensions, having pairwise-disjoint interiors, with another convex polyhedron, is O(nk log k) (and Ω(nkα(k)) in the worst case), where n is the overall complexity of the individual Minkowski sums. We have also presented an efficient and rather simple randomized algorithm for computing the union in expected time O(nk log k log n). Both the combinatorial bound and the algorithm have applications to translational motion planning of a convex polyhedral object in a three-dimensional environment amidst polyhedral obstacles, and we have also discussed these applications.
These results almost settle a long-standing open problem but raise a whole collection of new open problems; some of these problems have already been mentioned in earlier sections. One open problem is to tighten the remaining gap between the lower and upper bounds on the complexity of the union. We conjecture that the correct worst-case bound is Θ(nkα(k)). There are also the problems of designing an efficient deterministic algorithm for computing the union and of improving the performance of the motion planning algorithm described above.
The more challenging and interesting open problems, however, involve generalizations and extensions of our results and techniques. First, what is the combinatorial complexity of the union of Minkowski sums A i ⊕ B, where the A i 's are k convex polyhedra with pairwise disjoint interiors, and B is a ball? Even the special case where the A i 's are lines seems to be open; in this case we want to bound the combinatorial complexity of the union of k congruent infinite cylinders, where the conjecture is that this complexity is near-quadratic in k. This problem arises in motion planning, when applying a standard heuristic of enclosing the moving (rigid) object by a ball, and planning the motion of the enclosing ball.
Another open problem involves generalized Voronoi diagrams in 3-space. Given A 1 , . . . , A k and B as above, the B-Voronoi diagram of the A i 's is the partition of 3-space into cells, V (A 1 ), . . . , V (A k ), where [16] , the results of this paper can be interpreted, as is easily verified, as bounding the complexity of any "horizontal" cross section w = const of the envelope. The results of [28] imply that the complexity of the B-Voronoi diagram is O(n 3+ε ), for any ε > 0, where n is the overall complexity of the corresponding Minkowski sums. Considerable progress was made very recently in [11] ; it is shown there that the complexity of the Voronoi diagram of n lines in 3-space, under a polyhedral convex distance function, where the underlying polyhedron B has a constant number of edges, is O(n 2 α(n) log n). However, it is still an open problem to extend this result and obtain near-quadratic bounds for the general case where the A i 's and B are arbitrary polyhedra, as above (see [8] for some recent progress on this problem). The main challenge lying ahead is to obtain near-quadratic bounds for the complexity of Euclidean Voronoi diagrams for a set of polyhedral objects. No subcubic bounds are known as yet for this problem, except for the special case where the sites are points (and then the bound is actually quadratic).
Appendix. Proof of Proposition 3.3. In this appendix we give the proof of Proposition 3.3. Recall that this proposition asserts that the first Betti number β 1 (S) of any compact polyhedral set S in R 3 in general position does not exceed the sum of the merge numbers of its vertices.
Let z : S → R be the z-coordinate function. We now return to the proof of Proposition 3.3. We first triangulate S. This may add new vertices to S, but their presence does not affect the statement of the proposition, since they all have merge number 0. Let z = c be a plane below all the vertices of S. Since S is assumed to be bounded, we have S c = ∅, so β 1 (S c ) = 0. It suffices to prove that, as t increases from c to +∞, the Betti number β 1 (S t ) increases at (the z-coordinate of) each vertex of S by at most the merge number of the vertex, and never changes otherwise. Fact 6.1 implies that β 1 (S t ) changes only when the plane z = t sweeps through a vertex of S. Indeed, if t ′ > t is such that no vertex of S has z coordinate in (t, t ′ ], then S[t] is a strong deformation retract of S[t, t ′ ]. However, S calculation 3 yields
Here β 0 (X), the 0th Betti number of a topological space X, is the number of connected components of X. Now β 1 (D) = 0 and β 0 (S t ′ ∩ D) is exactly equal to the number of components of the intersection of a neighborhood of v in S with the plane z = t ′ , lying just below v, namely, it is equal to m(v) + 1. Hence β 1 (S t ) − β 1 (S t ′ ) ≤ m(v), as claimed. This concludes the proof of Proposition 3.3.
