Abstract: WiFi positioning is currently the more mainstream indoor positioning method, and fingerprint database construction is crucial to WiFi-based localization systems. However, this approach requires enough fingerprint data for a single point. In this paper, we convert channel state information (CSI) data into amplitude feature maps to construct initial fingerprint library and then extend the fingerprint database using the proposed improved deep convolutional generative adversarial nets (IDCGAN) model. Finally, the amplitude feature maps are trained by the CNN to locate. Based on the extended fingerprint database, the accuracy of indoor localization systems can be improved with reduced human effort.
INTRODUCTION
As the demand for location services increases, indoor location technology based on fingerprint recognition has become the prevailing positioning technology due to its high precision and low hardware requirements.
The location fingerprint used in this paper is obtained from CSI. The granularity value of the physical layer included in the CSI describes the amplitude and phase of each subcarrier in the frequency domain [1] , [2] . However, sampling CSI for one point is tedious and time-consuming process [3] .In order to reduce the time cost, several methods have been proposed in [4] , [5] and [6] . The method in [7] leverages a more stable RSSI gradient to build a gradient-based fingerprint map (Gmap) by comparing absolute RSSI values at nearby position. A novel technique for collecting fingerprint is proposed in [8] , which detects WiFi APs to form WiFi fingerprints from the signals collected by ZigBee interfaces. In [9] , ACMI is presented to construct the fingerprint database based on pure estimation of indoor RSS distribution. The authors of [10] propose the Enriched Training Database (ETD). It is a web-service that enables management and storage of training fingerprints, and it also has an additional 'enriching' functionality. In [11] , the author proposes a novel method to construct fingerprint library with full fingerprints by using the radio propagation model.
In this paper, we transform CSI data into amplitude feature maps to construct initial fingerprint library. Then we extend the fingerprint database by using the IDCGAN model. Last, we train the amplitude feature maps with CNN to achieve localization.
Experimental results show that with the increase of the number of amplitude feature maps generated by IDCGAN, the extended fingerprint database has higher localization accuracy, indicating that our method is effective.
The main contributions of this paper are as follows. 1. We build a fingerprint library by converting processed CSI data into amplitude feature maps. This visualizes the position of the sampling points. It even allows us to visually determine the location of the testing points. 2. We use the IDCGAN model to generate more amplitude feature maps of the sampling point position. It saves a great deal of time collecting each single sample point and saves human cost. 3. The experiment proves the validity of extending the fingerprint library with IDCGAN, which is competitive with the existing localization technology.
Organization: Section 2 introduces the CSI and the method of transforming amplitude feature maps; Section 3 presents the method of increasing amplitude feature maps based on IDCGAN; experiments are conducted in section 4; and Section 5 concludes the paper.
CSI COLLECTION AND FEATURE MAPS CONVERSION

CSI:
In the field of wireless communication, CSI is the channel attribute of the communication link. It describes the signals attenuation factor on each transmission path, that is, the value of each element in the channel gain matrix H, such as signal scattering, multipath fading or shadowing fading, power decay of distance and other information. It provide high-reliability and high-speed communications in the multi-antenna system.
Using a ready-made Intel 5300 NIC and fine-tuned drivers, a sample version of CFR over WiFi bandwidth can be obtained as CSI information, including the number of transmitting antennas , the number of receiving antennas , packet transmission frequency , and CSI matrix [12] , which is a × × matrix as follows.
Each pair of transmitting-receiving antennas (a TX-RX pair) is a link. is the CSI of the link formed by TX and RX , containing the information of subcarriers.
CSI Collection
The designated indoor space is evenly divided into sampling spaces, and the centre of the sampling space is taken as a sampling point to form a reference point set as follows.
where denotes the reference point in the -th ( = 1,2, … , ) square grid. Assume pairs of transmitter and receiver, and each pair contains × links. Each link has subcarriers, thus each CSI sample has × × × dimensions. During the collection stage, samples of CSI data are obtained at a fixed rate when people stand at different reference points, forming a time series set of the -th reference point as follows.
where , denotes the WiFi signals of the -th ( = 1,2, … , × ) link received by the -th reference point.
, is a × two-dimensional complex matrix.
Convert CSI to amplitude feature maps
We randomly select 100 rows from rows of the two-dimensional complex matrix , for total times to form two-dimensional complex matrices of 100 × , to reconstruct the position information set at the -th reference point as follows.
where , ′ denotes complex matrices of 100 × of the -th link at the -th reference point . The real part and the imaginary part of the imaginary number matrices in the reconstructed position information set ′ are taken to make amplitude feature maps to obtain the amplitude feature maps set of × links at the -th reference point. Further, a set of of amplitude feature maps at reference points is obtained and it is the initial fingerprint database.
where , denotes amplitude feature maps of the -th link at the -th reference point, and denotes amplitude feature maps of × links at the -th reference point . As shown in Fig. 2 , amplitude feature maps of two positions in sampling points obtained through data processing is performed, so that the position information indicated by the CSI data can be visualized.
MODEL STRUCTURES AND METHODS
More accurate localization results can be obtained with a larger fingerprint database. 
IDCGAN Model
GAN is inspired by two-player game theory. The two players in the GAN model are generative model (G) and discriminative model (D) [13] .
In the course of training, the process can be expressed as the following formula.
where ( ) denotes real sample set. denotes the signal which observes uniform distribution. ( ) denotes fake sample set. ( ) is the output of the generator, and ( ) is the output of the discriminator. Deep convolutional generative adversarial networks DCGAN [14] converges slowly when generating amplitude feature maps and the model tends to collapse into collapse mode. We make some improvements to DCGAN following the WGAN [15] , accelerating the convergence of DCGAN and increasing the diversity of generated samples. The
Algorithm 1 Training of IDCGAN Model
Require:
from initial fingerprint database . = 0.002 , the learning rate. = 0.01, the clipping parameter.
= 49, the batch size. = 2, the number of iterations of the critic per generator iteration. 0 , initial critic parameters. 0 , initial generator's parameters. 1: for number of training iterations do 2: for = 0, … , do
3:
Sample minibatch of _ examples {x (1) , … , x (b_s) } from the real data .
4:
Sample minibatch of _ examples {z (1) , … , z (b_s) } from noise prior ( ).
5:
end for
9:
10:
11: θ ← − × ( , ) 12: end for improved DCGAN model used in this article called IDCGAN as shown in Fig. 3(a) and Fig. 3(b) . In IDCGAN, we remove the sigmoid function from the last layer of the discriminator and return the fully connected layer directly. Besides, we change the adaptive optimization algorithm from Adam to RMSProp to make our model stable for feature maps generation. The whole training process is listed in Algo. 1.
Training process
We enter sequentially into the IDCGAN model to generate amplitude feature maps for all locations so as to get the set of generated amplitude feature maps as follows.
where denotes the amplitude feature maps of × links generated by the generator corresponding to the -th reference point. Example amplitude feature maps generated by the generator of a well-trained model are shown in Figure 4(a) .
So far, we have obtained an expanded fingerprint library . = { , }
EXPERIMENT VALIDATION
Experiments are conducted to evaluate the performance of the proposed fingerprint database extension method.
Experiment Methodology
The experiment is conducted in the classroom. The circumscribed rectangle of the classroom is taken as the indoor positioning area (7m × 7m), which is evenly divided into 49 square grids as shown in Figure 5 . The centre point of each square grid is used as a reference point to form a set of reference points. The distance between each reference point is 1m apart. The firmware and driver of IWL5300 are modified to export CSI of each packet predictable IEEE 802.11 packet delivery from wireless channel measurements 'Linux 802.11n CSI Tool', containing information of all subcarriers. The IDCGAN model is implemented on Tensorflow and accelerated by GPU (GeForce GTX 1060).
During the experiments, we collect CSI data first, and after processing it into amplitude feature maps, we use IDCGAN to generate more feature maps. When transmitting CSI data between the transmitting antenna and the receiving antennas, the volunteers stand in turn at the reference point. It is shown in Figure. 5 as the green circles, and each reference point collect 500 samples of data. There are 3 links and each link contains 30 groups of subcarriers. Thus each CSI sample has 1 × 3 × 30 dimensions. The 500 WiFi signals sent by the transmitting device are continuously collected. There are 3 links and each link contains 30 groups of subcarriers. Each CSI sample has 1 × 3 × 30 dimensions. For each sample point, randomly take 100 samples from 500 samples for total 1000 times to draw the amplitude feature maps. After pixel transforming, the obtained amplitude feature maps of the three links formed the initial fingerprint database. Then we use the IDCGAN model to generate 500 additional amplitude maps for each reference point that reflected the same type of reference point to extend the initial database.
We use CNN as a multi-class classification model for localization as shown in Figure. 4(b) . During the experiments, we select 20 points in the experimental area as test points, which are different from the reference point, as the red stars show in Figure 5 . The test sample point data is processed in the same manner. Then we put amplitude feature maps into the well-trained classification model for testing. Last, we calculate the geometric center of the first four highest matching points as the localization results.
Finally, we verify the superiority of the extension fingerprint database by comparing the localization result of the initial fingerprint database and the fingerprint database expanded by IDCGAN. In addition, our method is compared with existing methods of building fingerprint database GPR, and we compare our method with existing localization FIFS [16] and DeepFi [17] to prove that the method we proposed is competitive. We use CNN to locate the test points. Figure 6 shows the cumulative distribution function (CDF) of the localization error for FPIC, Initial database, DeepFi, FIFS and GPR.
(1) Performance on different construction methods of fingerprint database: In Figure  6 (a), the red line represents the CDF curve that results from locating the test points using the FPIC, with an average error of 1.18 m. For this fingerprint database, the minimal error distance is 0.04 m and the maximal error distance is 2.23 m. The probability of error distance within 1 m is 53%, within 2 m 90%, within 3 m 100%. The black line represents the CDF curve with Initial database, and its average error is 1.34 m. In this condition, the minimal error distance is 0.12 m and the maximal error distance is 2.68 m. The probability of error distance within 1m is 47%, within 2 m 62%, within 3 m 100%. Compared to another method of building fingerprint database GPR, the result can be seen from the figure 6(b) and TABLE I. The accuracy of localization for GPR is 1.75 m. Compared to the Initial database, the accuracy of localization by using FPIC improved by 11.9%. Compared to the method of GPR, the accuracy of using FPIC improved by 32.6%. It illustrates the validity of the database generated by the IDCGAN and we can use IDCGAN to expand the fingerprint database without increase human labour.
(2) Performance on different localization methods: It is shown in figure 6 (b) and TABLE I, the blue line represents the CDF curve that locates the test points using the FIFS, with an average error of 1.39 m. For this localization method, the minimal error distance is 0.27 m and the maximal error distance is 2.71 m. The probability of error distance within 1 m is 25%, within 2 m 73%, within 3 m 100%. Compared to FIFS, the accuracy of our localization method has increased by 12.9%. The yellow line represents the CDF curve of DeepFi, and its average error is 1.22 m. In this condition, the minimal error distance is 0.29 m and the maximal error distance is 2.47 m. The probability of error distance within 1m is 33%, within 2 m 88%, within 3 m 100%. Compared to DeepFi, the accuracy of our localization method has increased by 3.3%. This shows that our method of localization is more competitive than other existing methods 
CONCLUSIONS
In this paper, a novel approach is proposed to construct the WiFi fingerprints database with high efficiency and reduced human effort. The CSI data collected at reference points is processed to get amplitude feature maps, and then used to extend the fingerprint database using the proposed IDCGAN, an improved generative adversarial network model which generated CSI data with more diversity. By using the IDCGAN model, more amplitude feature maps that are similar to the reference database are generated without increase human effort, which effectively increase the number of samples in the training set. We conduct exhaustive experiments to demonstrate the performance of the proposed method, and the results show the superiority of IDCGAN over the existing methods of building fingerprint database and localization methods.
