Abstract. Let L X n (x) denote the number of visits to x ∈ Z 2 of the simple planar random walk X, up till step n. Let X ′ be another simple planar random walk independent of X. We show that for any 0 < b < 1/(2π), there are
Introduction
Let X n denote the simple random walk in the plane Z 2 with L X n (x) = #{i : X i = x, 0 ≤ i ≤ n} , the number of visits to x ∈ Z 2 during the first n steps of the walk and resolving a conjecture of Erdös-Taylor. Further, with |A| counting the number of points in the set A, we show there that lim n→∞ log |{x ∈ Z 2 : L X n (x) ≥ a(log n) 2 }| log n = 1 − πa , a.s. for any fixed 0 < a < 1/π.
It is natural to consider the situation for intersections of two (or more) independent simple random walks (SRW) in Z 2 . Thus, for two independent simple random walks X n , X ′ n and x ∈ Z 2 , define
Here is our analogue of (1.1)-(1.2) for two independent random walks. Further, for 0 < b < 1/(2π),
We now outline a heuristic leading to Theorem 1.1. With high probability the path {X k : k ≤ n} is contained in a disc of radius n 1/2+o (1) . The proof of (1.2) suggests that, with probability n −πa+o (1) , a point x in that disc is visited by the random walk {X k : k ≤ n} at least a(log n) 2 times, i.e. L X n (x) ≥ a(log n) 2 . Similarly, the probability that L X ′ n (x) ≥ a ′ (log n) 2 is n −πa ′ +o (1) . So, L X n (x)L X ′ n (x) ≥ b 2 (log n) 4 with probability n −π(a+b 2 /a)+o(1) for some a > 0. Taking the optimal value a = b suggests the upper bound given in (1.4). As the events {L X n (x)L X ′ n (x) ≥ b 2 (log n) 4 } for x ∈ Z 2 are highly dependent, establishing the complementary lower bound requires a 'multi-scale refinement' of the second moment method. Such a technique was developed in [5] for the planar Brownian occupation measure
where A is a measurable subset of IR 2 , {W s , s ≥ 0} denotes a planar Brownian path andθ := min{s : |W s | = 1}. Using strong approximations of Brownian motion by random walks, (1.2) is the outcome of a precise study of those points x in whose neighborhood the Brownian motion spends an unusually large amount of time, in all sufficiently small scales. We show that Our goal in this paper is to better understand the essential reason for such a result. We do so by extending it in three different directions:
• Considering occupation measure of sets without radial symmetry.
• Considering the projected intersection local time for two (or more) independent planar Brownian motions.
• Considering also the projected intersection local time between the recurrent Brownian path and the sample path of a transient (stable) process with jumps. Turning to the first of these directions, let K ⊆ D(0, 1) have area (i.e. Lebesgue measure) |K|, and let K(x, r) = x + rK. We next show how the results of [5] for thick points are modified when we replace the discs D(x, ǫ) by K(x, ǫ). The analogous modification of our study concerning thick points for intersections will then be straightforward and is left to the reader. Here one may replaceθ by any deterministic 0 < T < ∞. We also note that all remarks following Theorem 1.3 in [5] extend verbatim to the situation where the set K is used instead of D(0, 1).
Our main example concerns those points x in whose neighborhood two independent planar Brownian motions have an unusually large 'amount' of intersections, in all sufficiently small scales. This is quantified by the projected intersection local time. Let {W s ; 0 ≤ s ≤ S} and {W ′ t ; 0 ≤ t ≤ T } be two independent planar Brownian motions started at the origin. For any Borel set A ⊆ IR 2 we define the projected intersection local time in A by where the factor π is a convenient normalization, and f ǫ is any approximate δ-function, i.e. we take f to be a non-negative continuous function supported on the unit disc with f dx = 1 and set f ǫ (x) = f (x/ǫ)/ǫ 2 . It is known that the limit (1.8) exists a.s. and in all L p spaces, and that I S,T (·) is a measure supported on {x ∈ IR 2 | x = W s = W ′ t for some 0 ≤ s ≤ S, 0 ≤ t ≤ T }, see [13, Chapter VIII, Theorem 1] . Further, Le Gall [14] shows that, with θ ′ = inf{t : |W ′ t | = 1}, there exists a constant 0 < c < ∞ such that, almost surely, for typical x in the support of Iθ ,θ ′ , lim sup ε→0 Iθ ,θ ′ (D(x, ε)) ε 2 log 1 ε log log log 1 ε 2 = c .
In contrast, our next result describes just how large the projected intersection local time can be in the neighborhood of any exceptional point. Here also one may replaceθ,θ ′ by any deterministic 0 < S, T < ∞.
The next theorem describes the multi-fractal structure of the planar projected intersection local time.
Since Iθ ,θ ′ (D(x, ǫ)) = 0 for any x / ∈ {W t 0 ≤ t ≤θ} and ǫ small enough, by the uniform dimension doubling property of Brownian motion (see [10] or [16, Eqn. ( 
We also have the following analogue of the coarse multi-fractal spectrum:
Our last example concerns the intersections of planar Brownian paths with other random fractals. Let {X t } denote the symmetric stable process of index 0 < β < 2 in the plane. As usual, we let
denote the 0-potential density for {X t }, where c β = 2 −β π −1 Γ(
For any Borel set A ⊆ IR 2 we define the projected intersection local time in A for W and X by
where f ǫ is any approximate δ-function, and the factor πΛ −1 is a convenient normalization. As was the case for I S,T (A) it can be shown that the limit (1.15) exists a.s. and in all L p spaces, and that I
We provide next the multi-fractal analysis of thick points for I W,X .
and for any 0 < a ≤ β/2,
In the next section we estimate the moments of Iθ ,θ ′ (D(x, ε)). Applying these estimates we then provide the upper bounds in Theorems 1.3 and 1.4. Section 3 constructs the complementary lower bounds, as well as the lower bounds for Theorem 1.6, dealing with I W,X (D(x, ε)). Certain key lemmas for deriving the lower bounds are stated and proved in Section 4. Proposition 1.5 is proved in Section 5. The upper bounds for Theorem 1.6 are derived in Section 6. Section 7 contains the proof of Theorem 1.2 and Section 8 contains that of Theorem 1.1. Complements and open problems are provided in the last section.
Intersection local time estimates and upper bounds
Throughout this section, fix 0 < r 1 ≤ r, letθ r = inf{s > 0 :
Lemma 2.1. We can find c < ∞ such that for all k ≥ 1, r 1 ≤ r/2 ≤ 1, and
Proof of Lemma 2.1: Let g r (x, y) denote the Green's function for D(0, r), i.e. the 0-potential density for planar Brownian motion killed when it first hits D(0, r) c . It follows from (1.8) that
where the sum runs over all pairs of permutations σ, σ ′ of {1, . . . , k} and we use the convention that
page 242] (note that our g is twice theirs), we have
whereȳ denotes the complex conjugate of y. Thus, there exists c o < ∞ such that
for all |x|, |y| ≤ r/2. Thus, after scaling in r 1 , (2.2) is bounded by
where the last sum goes over all subsets A, B of {1, . . . , k} of cardinality k − j, k − j ′ respectively. We then bound the integral in the last line of (2.4) by integrating successively with respect to dy 1 · · · dy k , using Hölder's inequality and the bound
for each integration, noting that the variable y j never appears in more than four factors of log(·). We thus bound the integral in the last line of (2.4) by L (k−j)+(k−j ′ ) , (we use the fact that L ≥ 1), so that (2.4) is bounded by
( log(r/r 1 ) + c o π)
and (2.1) then follows.
Lemma 2.2. For any δ > 0 we can find c, y 0 < ∞ and ε 0 > 0 so that for all ε ≤ ε 0 and y ≥ y 0
for all x 0 , x ′ 0 with |x 0 | = |x ′ 0 | = ε. Proof of Lemma 2.2: Fix δ > 0. By (2.1) with r = 2 for all ε sufficiently small and k sufficiently large ) . Using this in Chebyscheff's inequality yields
out of which (2.7) follows.
We next provide the required upper bounds in Theorems 1.3 and 1.4. Namely, with the notation
we will show that for any a ∈ (0, 1], Set h(ǫ) = ǫ 2 | log ǫ| 4 and
Fix δ > 0 small enough (δ < 1/22 will do), and choose a sequenceǫ n ↓ 0 as n → ∞ in such a way thatǫ 1 < e −2 and
implying thatǫ n is monotone decreasing in n. Since, forǫ n+1 ≤ ǫ ≤ǫ n we have
it is easy to see that for any a > 0,
Let {x j : j = 1, . . . ,K n }, denote a maximal collection of points in D(0, 1) such that inf ℓ =j |x ℓ − x j | ≥ δǫ n . Let A n be the set of 1 ≤ j ≤K n , such that
Applying the strong Markov property and then Lemma 2.2 we have
for some c = c(δ) < ∞, all sufficiently large n and any x ∈ D(0, 1). Thus, for all sufficiently large n, any j and a > 0,
implying that
Fix a ∈ (0, 2]. Since V n,j have diameter 2δǫ n , it follows from (2.14) that for
Thus,
∞ n=m j∈An |V n,j | γ is finite a.s. implying that dim(D a 2 ) ≤ γ a.s. Taking δ ↓ 0 completes the proof of the upper bound (2.9).
Turning to prove (2.10), set a = (1 + δ)/(1 − 10δ) noting that by (2.15)
By Borel-Cantelli, it follows that a.s. A n is empty a.s. for all n > n 0 (ω) and some n 0 (ω) < ∞. By (2.12) we then have
and (2.10) follows by taking δ ↓ 0.
In proving the lower bound in the following sections we will need a variant of Lemma 2.1 which we now discuss. Let ρ be a fixed measure on D(0, 1) with g 1 (x, y) dρ(y) uniformly bounded and continuous on D(0, 1) and let L ρ t denote the continuous additive functional for {W s } with Revuz measure ρ. We can define L ρ t as
where f ǫ is any approximate identity. Convergence in (2.16) holds a.s and in all L p spaces. Our interest in such functionals stems from the fact, see [1, Section 2] , that for any r
dt is the occupation measure with respect to W ′ , and for any measure ν we define the restriction ν|A(B) = ν(A ∩ B). In the sequel, we write a = (b ± c)d to mean |a/d − b| ≤ c. 
We can then find c < ∞ such that for all k ≥ 1, r 1 ≤ r 2 ≤ r/2 ≤ 1/2, and x 0 with |x 0 | = r 2 , both
Proof of Lemma 2.3: We recall Kac's moment formula [7] , which can be derived easily from (2.16):
Thus, to prove (2.19) we must show that
for all x 0 with |x 0 | = r 2 , and (2.18) will follow from (2.20) using 
where we have used the upper bound (2.17) for the last inequality. This immediately gives (2.22). Turning to (2.21), by (2.3) we can write the left hand side as
log(r/r 2 ) + log
When r 1 /r 2 ≤ 1/2, we have that | log r 2 |x 0 −y| | is bounded on D(0, r 1 ) so that (2.21) follows in that case. When 1/2 ≤ r 1 /r 2 ≤ 1 we can use
and (2.21) follows by the argument we applied in (2.23).
Lower bounds
Fixing a < 1, c > 0 and δ > 0, let
and
In view of the results of Section 2, we will obtain Theorem 1.4 once we show that P × P ′ (E 1 ) = 1 for any a < 1 and δ > 0. Moreover, then the inequality
In view of (2.10), these lower bounds establish Theorem 1.3.
The bulk of this section and the next will be dedicated to showing that P × P ′ (E 1 ) > 0. Assuming this for the moment, let us show that this implies
, and similarly for W ′ and hence
Consequently, Γ c (ω, ω ′ ) = cΓ 1 (ω c , ω ′c ), so Brownian scaling implies that , ε) ) are Borel measurable, it follows that Γ b are Borel sets (hence analytic), and exactly as in [5, (3. 1)] we find that the events E c are essentially increasing in c, i.e.,
It thus remains to show that P × P ′ (E 1 ) > 0. We start by constructing a subset of Γ 1 , the Hausdorff dimension of which is easier to bound below. To this end we recall some notation from [5] . Fix a < 2, ǫ 1 = 1/8 and the squares
We will say that a point x ∈ S is n-perfect if
n l=1 l 6 nonoverlapping squares of edge length 2ǫ n = 2ǫ 1 /(n!) 3 , which we denote by S(n, i) ; i = 1, . . . , M n with x n,i denoting the center of each S(n, i). Let Y (n, i) ; i = 1, . . . , M n be the sequence of random variables defined by
Note that each x ∈ F is the limit of a sequence {x n } such that x n is nperfect. Finally, we set
The next lemma (to be proved in Section 4), shows that F ∩ C a ⊂ Γ 1 .
To complete the proof that P × P ′ (E 1 ) > 0 it thus suffices to show that
for any a < 1 and δ > 0.
It was proved in [5, Section 3] that
for any a < 2 and δ > 0. The following general lemma will thus imply (3.5).
Lemma 3.2. Let B ⊆ S be a closed F ′ -measurable set with
Then, for any a < b and δ > 0
Proof. Fixing a < b and δ > 0 such that h := b − a − δ > 0, we establish (3.7) by finding a set C × C ′ of positive P × P ′ probability, such that for any (ω, ω ′ ) ∈ C × C ′ we can find a non-zero random measure ρ ω,ω ′ supported on F (ω) ∩ B(ω ′ ) with finite h-energy, where the h-energy of a measure ν is defined as
(see e.g. [15, Theorem 8.7] ). By (3.6) we can find a set C ′ with P ′ (C ′ ) > 0 and a finite constant c such that for any ω ′ ∈ C ′ , we have a probability measure µ ω ′ supported on B with
In the sequel, we restrict attention to ω ′ ∈ C ′ without mentioning it explicitly. The measure ρ = ρ ω,ω ′ will be constructed as a weak limit of measures ν n , where ν n = ν n,ω,ω ′ for n ≥ 2 is the random measure supported on A n ⊆ F n whose density with respect to µ ω ′ is
Note that
We next recall Lemma 3.2 of [5] , combining it with the comments just below it. In the sequel, we let C m denote generic finite constants that are independent of n.
Furthermore, Q n ≥ cq n,i for some c > 0 and all n ≥ 2 and i.
It follows from Lemma 3.3 that for all ω ′ ∈ C ′ ,
is a bounded sequence (recall that δ l → 0). Applying the Paley-Zygmund inequality (see [9, page 8] ), (3.8) and (3.9) together guarantee that for some r > 0, v > 0 and all ω ′ ∈ C ′ ,
Similarly, for h = b − a − δ ∈ (0, 2), and ω ′ ∈ C ′ ,
is a bounded sequence. Thus we can find d < ∞ such that for all ω ′ ∈ C ′ ,
Combined with (3.10) this shows that for all ω ′ ∈ C ′ ,
Fixing ω ∈ C there exists a subsequence n k → ∞ such that ω ∈ C n k for all k and all ω ′ ∈ C ′ . Due to the lower semi-continuity of G h (·), the set of nonnegative measures ν on S such that ν(S) ∈ [r, r −1 ] and G h (ν) ≤ d is compact with respect to weak convergence. Thus, for (ω, ω ′ ) ∈ C × C ′ , the sequence ν n k = ν n k ,ω,ω ′ has at least one weak limit ρ ω,ω ′ which is a finite measure supported on F (ω) ∩ B(ω ′ ), having positive mass and finite h-energy. This completes the proof of Lemma 3.2.
Let {X t } denote the symmetric stable process of index β, with law denoted P ′ . Fix T < ∞ and for a < β/2, define
As in the case of two Brownian motions, the lower bound in Theorem 1.6 follows from two results. The first result is the next lemma, to be proved in Section 4.
The second result says that for any δ > 0
Indeed, recall from [4, (1.5)] that P ′ (dim(C X a ) = β − a) = 1 (by shift invariance and stable scaling, [4, (1.5) ] is valid even when restricting to x ∈ S). We can extract a closed subset of C X a which still has dimension β − a, so that (3.13) follows from Lemma 3.2.
As in the case of two Brownian motions, we conclude from (3.12) and (3.13) that P × P ′ (E 1 ) > 0, where
With W c t := c −1 W c 2 t and X c t := c −1 X c β t , it follows by Brownian and stable scaling that
(see (3.1) for a similar derivation). Consequently, Γ c (ω, ω ′ ) = cΓ 1 (ω c , ω ′c ), with Brownian and stable scaling together implying that p = P × P ′ (E c ) > 0 is independent of c > 0. Since E c ∈ Fθ c × σ(X t : 0 ≤ t ≤ c β T ), andθ n −1 ↓ 0, the Blumenthal 0−1 law tells us that P×P ′ (lim sup n→∞ E n −1 ) = 1, resulting with P × P ′ (E 1 ) = 1 (see (3.2) for more details). This concludes the proof of the lower bound for any T < ∞. Next note that the random set Γ 1 for T = ∞ is the same as Γ 1 for T < ∞ whenever inf s≥T |X s | > 1. Consequently, in case T = ∞, we see that
(by stable scaling and the transience of X t ). Remark: The alert reader might ask whether it is possible to get a statement similar to the one in Lemma 3.2 but rather holding with probability one. Recall that
A variation of our proof yields the following statement: Let B ⊂ D(0, 1) be a (possibly random) closed set, independent of Thick W a . Further assume there exist random probability measures {µ n,ω ′ (·)} such that
possesses the same law as µ 1,ω ′ (·/2 n−1 ), and for any n ≥ 1,
Finally, assume that the sequence of measures µ n,ω ′ , viewed as measurevalued random variables, possesses a trivial tail. Then,
4. From excursions to intersection local times 4.1. Intersection of two Brownian motions. Recall the sets F , C a , introduced in (3.3) and (3.4) and h(ε) = ε 2 (log ε) 4 . Lemma 3.1 will follow from the next two lemmas.
Proof of Lemma 4.1:
We will say that a point x ′ ∈ D k is lower k-successful if there are at least
and let ǫ ′ k,j = ǫ k,j e −2/k 3 = ǫ ′ k e −j/k e −2/k 3 −1/k 6 . We say that x ′ ∈ D k is lower k,δ-successful if it is lower k-successful and in addition,
To begin our derivation of Lemma 4.1, note that if x ∈ F then there exists a sequence of n-perfect points x n → x. Since an n-perfect point is k-perfect for all k ≤ n, it follows that one may find a pointx k which is k-perfect
for all j, k, so that if x ∈ C a it is easy to see that there exists a k 2 = k 2 (x, ω, δ) such that for k > k 2 , x k is in fact lower k,δ-successful. Applying Lemma 4.3 with x ′ = x k and using ǫ ′ k,j + 2ǫ k /k 6 ≤ ǫ k,j so that
then shows that for all k sufficiently large
and this completes the proof of Lemma 4.1.
Proof of Lemma 4.3:
, and W ′ runs from 0 until θ ′ .
Let
Note that conditional on W ′ the τ l,k,j are i.i.d. and using P W to denote probability with respect to W , i.e. conditional on W ′ we have 
Consequently, the measure ρ(·) = µ W ′ θ ′ (x ′ + ·) satisfies (2.17) for γ 1 = γ 2 = 2. We now apply Lemma 2.3 with
and so, by (2.19), for all k ≥ k 1 (a, δ),
Using Stirling's approximation for log ǫ k = log ǫ 1 − 3 log k!, it follows that for all k ≥ k 2 (a, δ) and all j = 0, . . . , 3k log(k + 1),
Combining (4.5) and (4.6), we see that
This immediately results with
. Applying Lemma 2.3 as above, we see that for all k large enough,
Since τ l,k,j ≥ −1, it follows that for all 0 < θ < 1,
Taking θ = δ/40, a standard application of Chebyscheff's inequality then shows that for some λ = λ(a, δ) > 0,
Since |D k | ≤ e C 2 k log k for some C 2 < ∞ and all k, it follows that
The Borel-Cantelli lemma completes the proof of Lemma 4.3.
Proof of Lemma 4.2: The situation here is quite similar to the lower bound. Let nowǭ
We say it is upper k,δ-successful if it is upper k-successful and in addition,
. , 3k log(k + 1). (4.7)
As above, we can derive Lemma 4.2 from the following lemma.
Lemma 4.4. There exists a k
, ∀j = 0, 1, . . . , 3k log(k + 1).
Since 0 / ∈ D(x, ǫ 1 ) for all x ∈ S, with n ′′ k = n k + k, the proof of Lemma 4.4, in analogy to that of Lemma 4.3, comes down to bounding
where the subscript x ′ , us indicates that x ′ satisfies (4.7). We apply next Lemma 2.3 for
. Combining (2.19) and the condition (4.7), it follows that for all k ≥ k 3 (a, δ) and all j = 0, . . . , 3k log(k + 1),
and that n
Consequently,
and with log(
, it follows that for some c 2 > 0 (for example, c 2 = aδ/3 will do), and all such k, j,
where now
Applying Lemma 2.3, it follows from (2.17) and (2.18) that for some C < ∞, all λ > 0 small and k large enough,
The proof of Lemma 4.4 then follows as in the proof of Lemma 4.3.
Intersection with stables.
Recall the sets F , C X a introduced in Section 3. In this subsection, we take T ∈ (0, ∞) and h(ǫ) = ǫ β | log ε| 3 . Lemma 3.4 is implied by the next two lemmas.
Proof of Lemma 4.5: Recall the notations ǫ k , ǫ k,j , etc. of Lemma 4.1, and say now that x ′ ∈ D k is lower k,δ-successful if it is lower k-successful and
, for some j ∈ {0, 1, . . . , 3k log(k + 1)}. In [4, Theorem 1.1] we show that a.s.
Thus, following the arguments of the proof of Lemma 4.3, but now applying Lemma 2.3 for ρ(·) = Λ −1 µ X T (x ′ + ·) with γ 1 = β and γ 2 = 1 (instead of the scale γ 1 = γ 2 = 2 used in proving Lemma 4.3), we see that there exists a k 0 = k 0 (δ, ω, ω ′ ) such that for all k ≥ k 0 and x ′ ∈ D k , if x ′ is lower k,δ-successful then
for some j ∈ {0, 1, . . . , 3k log(k + 1)}. If x ∈ F , then there exists a sequence of points x k ∈ D k with |x k − x| ≤ 2ǫ k /k 6 such that x k is lower k-successful. If further x ∈ C X a , then there exist a subsequence k n → ∞ and j n ∈ {0, 1, . . . , 3k n log(k n + 1)}, such that
. Applying (4.10) and using the continuity of h(·), one concludes the proof of Lemma 4.5. Proof of Lemma 4.6: The proof is analogous to that of Lemma 4.2, now with x ′ ∈ D k , upper k,δ-successful if it is upper k-successful, and such that
. . , 3k log(k + 1). Here again, the application of Lemma 2.3 is with γ 1 = β and γ 2 = 1, otherwise using (2.18) and (2.19) as in the proof of Lemma 4.4. The task of completing the details is left to the reader.
The coarse multi-fractal spectrum
Proof of Proposition 1.5: Fix a ∈ (0, 1) and let
Withε n as in (2.11), the bound (2.15) yields for some c i = c i (δ) < ∞ and any η > 0,
The Borel-Cantelli lemma and (2.12) then imply that lim inf
Taking δ → 0 then yields the conclusion lim inf ε→0 log Leb(C(ε, a 2 )) log ε ≥ 2a , a.s.
Turning to a complementary upper bound, fix δ > 0 such that a 2 (1+δ) 3 < 1.
With d(ǫ) = log |N (ε)|/ log(1/ǫ), we thus see that
The sets CThickInt γ,≥a 2 are monotone non-increasing in γ and
for any γ n → 0. Recall that S ǫ := {D(x i , 3ǫ δ ) : x i ∈ N (ǫ)}, forms a cover of C δ , soà fortiori it is also a cover of CThickInt ε/(1+δ),≥a 2 (1+δ) 3 . Fixing ǫ n ↓ 0 it follows from (5.3) that ∪ n≥m S ǫn is a cover of CThickInt ≥a 2 (1+δ) 4 by sets of maximal diameter 6ǫ m . Hence, the η-Hausdorff measure of CThickInt ≥a 2 (1+δ) 4 is finite for any η such that
Since the set considered in (1.10) is contained in CThickInt ≥a 2 , taking δ → 0 and using (1.10) yields that lim sup ε→0 log Leb(C(ε, a 2 )) log ε ≤ 2a , a.s. , as needed to complete the proof. Lemma 6.1. For each δ > 0 we can find c < ∞ such that for all k ≥ 1, r 1 ≤ r/2 ≤ 1, and
Proof of Lemma 6.1: It follows from (1.15) that
where the sum runs over all permutations σ of {1, . . . , k} and we use the convention that y σ(0) = x 0 and y 0 = x ′ 0 (see (2.2) for a similar formula in case of two Brownian motions).
Recalling (2.3), after scaling in r 1 , (6.2) can be bounded above by
where the sum goes over all subsets A of {1, . . . , k} of cardinality k − l, and
Fix p > 1 and q = p/(p − 1), and writē
dy with kernel (u 0 ) p . Note first that for some fixed r, we have that
Noting that each variable y j appears in at most a pair of logarithmic factors, we have using Hölder's inequality that
Hence, by (6.3), we have that for some finite C ′ p ,
Taking now p large enough such that Λ 1/p p π 1/q < (1 + δ)Λ (which is possible since for p > 1 small enough, Λ p < ∞, and using interpolation, Λ p → p→1 Λ), we get (6.1) with c = (c o π 1+1/q +L q ) ∨ C ′ p . The next lemma then follows by the same arguments as in the proof of Lemma 2.2, now with F = 4I
Lemma 6.2. For any δ > 0 we can find c, y 0 < ∞ and ε 0 > 0 so that for all ε ≤ ε 0 and y ≥ y 0
for all x 0 , x ′ 0 with |x 0 | = |x ′ 0 | = ε. The upper bound in Theorem 1.6 is now derived via the same line of reasoning used in [4] (following [2, Section 5]). The details are omitted. |K|/π .
Lemma 7.1. We can find c < ∞ such that for all k ≥ 1, r 1 ≤ r 2 ≤ r/2 ≤ 1, and x 0 with |x 0 | = r 2
Furthermore,
Proof of Lemma 7.1: Let g r (x, y) denote the Green's function for D(0, r), i.e. the 0-potential density for planar Brownian motion killed when it first hits D(0, r) c . We have
where we use the convention that y σ(0) = x 0 .
Thus, to prove (7.2) we must show that π |K| K(0,r 1 ) g r (x 0 , y) dy = (log(r/r 2 ) ± c) r 2 1
for all x 0 with |x 0 | = r 2 . We will also show that
If we use this inductively for the dy k , dy k−1 , . . . , dy 2 integrals in (7.3), and then use (7.4) for the dy 1 integral, we will establish (7.1). It follows from (2.3) that the left hand side in (7.5) is bounded by sup x∈K(0,r 1 )
log(r/r 1 ) + log
and (7.5) follows. Turning to (7.4), as above we can write the left hand side as
When r 1 /r 2 ≤ 1/2, we have that | log r 2 |x 0 −y| | is bounded on K(0, r 1 ) so that (7.4) follows in that case. When 1/2 ≤ r 1 /r 2 ≤ 1 we can use
| log r 2 |x 0 − y| | dy and (7.4) follows as above.
Continuing as in proof of Lemma 2.2, now with F =μ/{r 2 1 | log r 1 |(1+ δ)}, this easily implies: Lemma 7.2. For any δ > 0 we can find c, y 0 < ∞ and ε 0 > 0 so that for all ε ≤ ε 0 and y ≥ y 0
for all x 0 with |x 0 | = ε.
We first turn to the proof of the upper bounds. The proof requires a slight adaptation of the technique of [5, Section 2], because it is not true in
Let r n = (1 − δ) n , and let {Q i,n } be a tiling of [−1, 1] 2 by squares of side r n , and let Q j i,n = j + Q i,n where j = (j 1 , j 2 ) and j i ∈ {0, r n /M, . . . , (M − 1)r n /M } with M = 2/δ. We first have the following immediate corollary of Lemma 7.2. Corollary 7.3. There exists an n 0 = n 0 (ω, δ) such that for all n > n 0 ,
Our use of Corollary 7.3 is as follows. By the assumption on the boundary of K, |K| = |clK|, and hence it is enough to prove the upper bounds for compact K. Thus, let K ⊂ D(0, 1) be compact. Fix δ > 0. Cover K by a finite number (say k) of squares Q i , with
Hence,
Hence, it is enough to prove the upper bounds on the dimension for an arbitrary square Q of side b. Note however that then, with r n+1 ≤ ǫb ≤ r n , and any x, there exist i, j such that Q(x, ǫ) ⊂ Q j i,n−1 , whereas
Given Corollary 7.3, and using that r n+1 /r n−1 = (1 − δ) 2 , one gets immediately that dim{x : lim sup
which yields the required upper bound on the dimension. The estimate (1.6) is similarly proved. Surprisingly, the lower bounds in Theorem 1.2 require no further computations. First, we note the following slight adaptation of [5 
Proof of Lemma 7.4: Simply follow the arguments of [5, Section 6] using Lemma 7.1 wherever [5, Lemma 2.1] is used there. Let
Recall that dim(E) = 2 − a , a.s. (7.6) It follows from Lemma 7.4 that for any fixed square Q, a.s.
Consequently, for any compact F ⊂ D(0, 1), a.s.
(Just cover F by a finite number of squares Q i ⊂ D(0, 1) with i |Q i | ≤ |F |(1 + δ), considering first the lim sup as ǫ → 0, then taking δ → 0). For K satisfying the assumptions of the theorem we have from the above that lim sup (F (x, ǫ) ) , whereas by [5, Lemma 3.1], a.s.
Noting that |F | = |D(0, 1) \ K| by our assumption on the boundary of K, and using (7.7), we conclude that a.s.
When combined with (7.8), this implies that a.s.
so (7.6) yields the required lower bound on the dimension of the sets in (1.7).
Proof of Theorem 1.1
Recall the local times
of the simple random walks {X k } and
. To this end, using the Markov property and translation invariance of SRW in Z 2 , as well as the bound of [5, (5.11)], we have for any δ > 0, all n ≥ n 0 (δ), α > 0 and
Thus, fixing 0 < δ < b and K > (2b − δ)/δ, by the independence of {X k } and {X ′ k }, we have for n ≥ n 0 (δ) and all x ∈ Z 2 ,
, noting that for some c > 0 and all n large,
. Then, by (8.1) and (8.2) we have for all n large enough,
For b < 1/(2π), taking δ ↓ 0 it follows by (8.3) and the Borel-Cantelli lemma that almost surely lim sup
on the subsequence n m = 2 m . By the monotonicity of n → log L X,X ′ n (x) and n → log n, one easily checks that (8.4) holds also when replacing n m with m, yielding the upper bound in (1.4). In case b > 1/(2π) we note that γ = γ(δ) < 0 when δ > 0 is small enough, so (8.3) implies that for all n large enough,
Therefore, taking b ↓ 1/(2π), it follows by the Borel-Cantelli lemma that almost surely,
on the subsequence n m = 2 m . The monotonicity of n → T X,X ′ n and n → (log n) 4 allows us to replace n m with m, leading to the upper bound of (1.3).
It suffices to prove the complementary lower bounds for (1.4), because the lower bound in (1.3) then directly follows. As in [5] , the proof uses the strong approximation results of [6] .
For any
Let n j,i = j 8i e j 2 and ∆n j,i = n j,i −n j,i−1 . Fix ǫ > 0. We claim that there exists some j 0 = j 0 (ω) < ∞ a.s. such that for all j ≥ j 0
Assuming this for the moment, we see from (8.7) that for any n j,j ≤ n ≤ n j+1,j+1 with j sufficiently large (8.9) and taking ǫ → 0 completes the proof of the lower bound of Theorem 1.1 subject only to (8.7) which we now establish.
Note that with Ψ j,i = {|X n j,i−1 | ∨ |X ′ n j,i−1 | ≤ ∆n j,i / log ∆n j,i } we have
We will show that this is summable in j so that (8.7) will follow by the BorelCantelli Lemma. By [17, Theorem 17.5] , (which is essentially the Central Limit Theorem), for some c > 0 and all j sufficiently large (8.11) so that the first term on the right hand side of (8.10) is summable in j. On the other hand, since
, the Markov property together with the following lemma will bound the second term on the right hand side of (8.10) by (1 − p 0 ) j which is also summable in j. Thus, with D 0 (r) = D(0, r) ∩ Z 2 , (8.7) and consequently the proof of the theorem is reduced to the following lemma.
Lemma 8.1. For any ǫ > 0 we can find p 0 > 0 such that for all n sufficiently large and all x, x ′ ∈ D 0 ( √ n/ log n) 8.13) and note that if τ B = inf{i ≥ 0 :
. (8.14) Fix a < 1 and δ > 0 small. Set m k = ak 2 and k(n) = [(1/2 − δ) log n] so that e −k(n) ≥ n δ−1/2 . Let D z (r) = D(z, r) ∩ Z 2 denote the disc of radius r in Z 2 centered at z and define its boundary ∂D z (r) = {z ′ / ∈ D z (r) : |z ′ − y| = 1 for some y ∈ D z (r)}. For any fixed K < ∞ let
We say that z ∈ Z 2 is n, δ-admissible if at least (1 − 2δ)m k(n) excursions between ∂D z (r n ) and ∂D z (R n ) are completed by both {X i } and
Lemma 8.2 now follows from the next lemma if we take a = 2πb/(1 − ǫ) and ǫ, δ sufficiently small.
Lemma 8.3.
For any ǫ > 0 we can find K 0 < ∞ and δ 0 > 0 such that for all K > K 0 and δ < δ 0 lim inf
Proof of Lemma 8.3: We first prove (8.20) . Fixing n, let σ z denote the time it takes {X i } to complete (1−2δ)m k(n) excursions between ∂D z (r n ) and ∂D z (R n ), after first hitting ∂D z (R n ), and denote by Y j (z) the occupation measure of z by {X i } during its j-th such excursion. Thus, fixing the starting point of the j-th excursion, Y j (z) is distributed like L T Rn (0) where T Rn is the first hitting time of ∂D 0 (R n ) (when starting at the corresponding z ′ ∈ ∂D 0 (r n )). We note that
where G Rn (x, y) is Green's function for D 0 (R n ). This is a simple case of Kac's moment formula, see [7] . We will only need k = 1 and 2. We will use the abbreviation G n = G Rn (0, 0).
it follows by the strong Markov property of {X i } at the start of each of these excursions that
with the last identity following from the translation invariance of SRW. We first study the quantity appearing in the the first line of (8.22) . By [12, Theorem 1.6.6] , for all n large enough,
Hence for n large enough,
where σ ′ z denotes the time it takes {X ′ i } to complete (1−2δ)m k (n) excursions between ∂D z (r n ) and ∂D z (R n ), after first hitting ∂D z (R n ).
There are at most πn lattice points z ∈ D 0 ( √ n), hence by (8.25) and (8.24) we conclude that for δ ≤ δ 0 and all n large enough
and (8.20) will follow once we show that the right hand side of (8.22 ) is bounded by n −2 , which we now do. Let T 0 be the first hitting time of 0 and set q n,z := P z (T 0 < T Rn ). The Markov property followed by the inequality e −t ≤ 1 − t + t 2 /2 ; t ≥ 0 shows that
and by (8.21) this gives
By [12, Proposition 1.6.7] , for all n large enough, and all z ∈ ∂D 0 (r n )
Then with q n := (1 − 2λ)/(δ log n) we see from (8.28) and (8.29) that
and for all δ ≤ δ 0 (a) and n large enough
The last two displays show that the right hand side of (8.22 ) is bounded by n −2 . As mentioned after (8.26) this completes the proof of (8.20).
We next turn to the proof of (8.19) . It is here that we use strong approximation, so we need to introduce further notation concerning Brownian paths. Let M x k denote the number of excursions of {W t } from ∂D(x, e −k+1 ) to ∂D(x, e −k ) prior toθ and M ′ k x denote the corresponding number of excursions for the process {W ′ t }. Fix δ, β > 0 and let U k (β) be a fixed maximal collection of points
)m k and denote by U k (β) the set of k-admissible points.
We now show how to derive (8.19 ) from the following lemma whose proof is momentarily deferred.
Using (8.32) together with the fact thatθ ∨θ ′ < ∞ a.s. we can find K < ∞ so that lim inf
By Brownian scaling and the multidimensional strong approximation of [6, Theorem 1] we may construct for each n independent SRW's {X i }, {X ′ i } and independent Brownian motions {W t : t ∈ [0, K]}, {W ′ t : t ∈ [0, K]} on the same probability space such that P × P ′ (B n ) → 1 as n → ∞, where B n is the set
Recall that ifθ ∨θ ′ ≤ K then the event that x ∈ D(0, 1) is k-admissible is measurable on σ(W t , W ′ t : t ≤ K). Hence, for all n large enough, if in addition B n holds, then to each k(n)-admissible x ∈ D(0, 1) corresponds x ∈ Z 2 nearest to n/(2K)x that is n, δ-admissible. Since P × P ′ (B n ) → 1 as n → ∞, (8.19) follows.
Proof of Lemma 8.4: We begin by using the techniques of [5] to find many points in whose neighborhood both Brownian paths have large occupation measure. Let
and let C ′ a denote the corresponding set for the process {W ′ t }.
Lemma 8.5.
Proof of Lemma 8.5. We follow the proof of [5, Theorem 1.3], but we now say that the indicator function Y (n, i) introduced in [5, Section 3] is equal to 1 iff x n,i is n-perfect both for W and W ′ . By independence, the bounds for the first moment and covariance of Y (n, i) which appear in [5, Lemma 3.2] now have a replaced by 2a. The rest of the proof now proceeds exactly as in [5] .
The following lemma allows us to obtain large excursion counts from the large occupation times provided by the previous lemma. We abbreviate ρ k = e −k . Lemma 8.6. For any δ, β, γ > 0 we can find k 0 = k 0 (ω) < ∞ a.s. such that for all k > k 0 and x ∈ U k (β), if
Proof of Lemma 8.6. We will say that x ∈ U k (β) is *-thick if it satisfies (8.36). Assuming k is large enough so that 0 / ∈ D(x, ρ k ) for all x ∈ U k (β), we let τ l,k denote the occupation measure of D(x, ρ k ) during the l-th excursion of W between ∂D(x, ρ k ) and ∂D(x, ρ k−1 ). Then, with E(τ l,k ) = ρ 2 k and m ′ k = (1−γ)m k = a(1−γ)(log ρ k ) 2 , we have that for some universal constant C < ∞ and all x ∈ U k (β),
, and the last inequality follows by the methods used in the proof of [5, Lemma 6.4] . Consequently,
We can now complete the proof of Lemma 8.4. It follows from (8.35) that for some β > 0 sufficiently small and all k sufficiently large, with probability ≥ 7/8 the set of x ∈ D(0, 1) ∩ D c (0, 2β) with
2 )a (8.38) has Hausdorff dimension ≥ 2 − 2a − δ. Let U k be the set of points in U k (β) which are within δ 2 ρ k of the set in (8.38). Using Lemma 8.6 it is easy to check that each point in U k is k-admissible. Since {D(x, δρ k ) : x ∈ U k } is a cover of the set in (8.38) by sets of maximal diameter δ 2 ρ k , it follows that lim inf Our lemma now follows.
Complements and unsolved problems
• By Brownian scaling, for any deterministic 0 < r < ∞, the set D(0, 1) andθ,θ ′ can be replaced by D(0, r) andθ r = inf{s : |W s | = r},θ ′ r = inf{t : |W ′ t | = r}, without changing the conclusion of Theorem 1.4. Similarly, one may replace Iθ ,θ ′ by I S, T in this theorem, for any deterministic 0 < S, T < ∞. Moreover, from its proof we have that (1.10) remains valid when the limit in ε is replaced by lim inf or lim sup and when considering the set of points x for which this limit (lim inf, lim sup, respectively), is at least a 2 .
• Next, we discuss briefly the packing dimension analogue of Theorem 1.4; consult Mattila (1995) for background on packing dimension, Minkowski dimension and their relation. The set of consistently thick points CThickInt ≥a 2 , defined in (5.2), has different packing dimension from the set ThickInt ≥a 2 , defined in (2.8). Namely, for every a ∈ (0, 1], dim P (CThickInt ≥a 2 ) = 2 − 2a , a.s. To justify (9.1), we use the notation of Section 2. The sets A n , defined in (2.13), satisfy for all large n, by (2.15) and Borel-Cantelli.
Recall the discs V n,j = D(x j , δǫ n ) defined after (2.15), and denote V n = ∪ j∈An V n,j . By (9.3), the upper Minkowski dimension of V * ℓ = ∩ n≥ℓ V n is at most 2 − (1 − 11δ)2a. It is easy to see that CThickInt ≥a 2 ⊂ ∪ ℓ≥1 V * ℓ , whence dim P (CThickInt ≥a 2 ) ≤ 2 − (1 − 11δ)2a. Since δ can be taken arbitrarily small, while dim P (CThickInt ≥a 2 ) ≥ dim(CThickInt ≥a 2 ), this proves (9.1).
To prove (9.2), it clearly suffices to consider a = 1. Recall thatθ = inf{t : |W t | = 1}. For each n ≥ 1, let • The situation for intersections of m independent planar Brownian motions is completely analogous to that of Theorems 1.3 and 1.4. Specifically, let W • The Hausdorff dimension of the set of thick intersection points for two independent Brownian motions in IR 3 was recently determined by König and Mörters. Specifically, let B(x, r) denote the ball of radius r centered at x ∈ IR 3 and J (B(x, r)) the total intersection local time in B(x, r) for two independent Brownian motions in IR 3 (see [ where the non-random ρ * > 0 is the solution of the explicit variational formula [11, (1.9) ]. The analog of (9.7) for consistently thick points, that is with lim inf instead of lim sup, involves a different gauge function and remains an open problem.
• In [3] we analyzed 'thin points' for the Brownian occupation measure, establishing that for any fixed a > 1. In the present paper, we analyzed Brownian projected intersection local time where it is exceptionally 'thick'. The analysis of the corresponding 'thin intersection points' is needed to describe completely the multi-fractal structure of this measure, and remains an open problem.
