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Abstract
We consider the wormhole of Ellis, Bronnikov, Morris and Thorne (EBMT), aris-
ing from Einstein’s equations in presence of a phantom scalar field. In this paper we
propose a simplified derivation of the linear instability of this system, making compar-
isons with previous works on this subject (and generalizations) by Gonza´lez, Guzma´n,
Sarbach, Bronnikov, Fabris and Zhidenko.
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1 Introduction
Throughout this paper, indicating with c, ~, G the speed of light, the reduced Planck
constant and the gravitational constant, we stipulate
c = 1 , ~ = 1 , κ := 8πG . (1.1)
We are interested in a well known wormhole; this is described by the static spacetime
metric
ds2 = −dt2 + dℓ2 + (a2 + ℓ2)dΩ2 (−∞ < t, ℓ < +∞) (1.2)
where dΩ2 = dθ2 + sin2 θdϕ2 is the line element of the unit spherical surface S2 and a is
a positive constant, with the dimension of a length. For ℓ→ ±∞, ds2 approaches the flat
Minkowski metric −dt2 + dℓ2 + ℓ2dΩ2. The region with ℓ ≃ 0 represents the wormhole
throat, of size a; this connects the regions ℓ≫ a, ℓ≪ −a, representing two asymptotically
flat universes. The spacetime geometry (1.2) received special attention in the classical
1988 paper by Morris and Thorne [1], considered as the origin of modern investigations
on wormholes.
Indeed, the line element (1.2) had appeared in the literature before [1] (a fact on which
Thorne apologized in [2]). This spacetime geometry was considered in a 1973 paper by
Ellis [3], with the denomination of “drainhole” (and with a somehow different motivation,
namely, to model an elementary particle); here the metric (1.2) was derived solving Ein-
stein’s equations in presence of a massless scalar field φ minimally coupled to gravity, after
changing artificially the sign of the action functional for φ. Again in [3], the scalar field
was found to depend on ℓ with the law
φ =
√
2
κ
arctan
ℓ
a
. (1.3)
Almost simultaneously to Ellis, Bronnikov [4] proposed a family of scalar field solutions of
Einstein’s equations containing, as a special case, the solution (1.2) (1.3) (2). The scalar
fields considered by Ellis and Bronnikov, with an anomalous sign in (the kinetic part of)
their action functional, have become popular with the denomination of phantom fields;
their stress-energy violates the usual conditions of positivity of the energy, thus mimicking
at the classical level a well known feature of quantum fields in their vacuum states [6] [7].
In the rest of this paper we refer to the names or initials of the previously mentioned
authors and use the expressions “EBMT wormhole”, “EBMT solution” to indicate the
phantom field solution (1.2) (1.3) of Einstein’s equations.
In this work we consider a perturbation of the solution (1.2) (1.3) of the form
2 The family of Bronnikov solutions depends on a “mass” parameter, which is zero in the case (1.2)
(1.3); see the recent paper of Yazadjiev [5] for an important uniqueness result on this family, and for a
representation (in Eqs. (15)(16) of the cited article) very close to our notations. The mass-dependent
generalization of the solution (1.2) (1.3) is never considered in the present work.
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ds2 = −dt2 +
(
1 + εQ
( t
a
,
ℓ
a
))2
dℓ2 +
(√
a2 + ℓ2 +
εa3
a2 + ℓ2
R
( t
a
,
ℓ
a
))2
dΩ2, (1.4)
φ =
√
2
κ
(
arctan
ℓ
a
+ εΦ
( t
a
,
ℓ
a
))
(−∞ < t, ℓ < +∞) (1.5)
where ε is a small real parameter and Q,R,Φ are functions of the variables s := t/a,
x := ℓ/a, to be determined; Einstein’s equations are expanded to the first order in ε,
giving rise to a system of linear equations for Q,R,Φ.
Our handling of this linear system produces in a simple way the general solution. As a
matter of fact, Q and Φ are represented explicitly as functions of R (and of the initial
data), and a “master equation” is derived for R; this has the form
(∂ss − ∂xx + V(x))R(s, x) = J0(x) + sJ1(x) , V(x) := − 3
(1 + x2)2
, (1.6)
where J0, J1 are source terms depending on the initial data for the system. Since the oper-
ator −∂xx+V(x) has a negative eigenvalue, Eq. (1.6) has solutions diverging exponentially
for large times; this suffices to infer the linear instability of the EBMT solution.
Admittedly, the linear instability of the EBMT system and of more general wormholes
supported by scalar fields has been stated previously in the literature, on the grounds of
suitably derived master equations for some recombination of the perturbation components;
therefore, it is necessary to compare the present work with the previous papers on this
subject.
This comparison is performed in the forthcoming subsections 1.a and 1.b; subsection 1.c
contains some remarks, and subsection 1.d concludes the present introduction describing
the organization of our work.
1.a Comparison with [8]. When the results of the present work were derived, we were
not aware of the proceeding article [8] by Gonza´lez, Guzma´n and Sarbach while we had
knowledge of subsequent papers by the same authors, discussed hereafter [9] [10]; we were
kindly informed about [8] by Professors Gonza´lez, Guzma´n and Sarbach, when we mailed
to them the first arXiv version (May 2018) of the present work.
Paper [8] projects an elegant setting for the linear analysis of the EBMT perturbed sys-
tem, focusing on invariance features under spacetime coordinate changes (gauge transfor-
mations) infinitesimally close to the identity. The conclusion of the cited article is that a
suitable recombination χ of the perturbation components fulfills (in the notations of the
present work) (∂ss−∂xx+V(x))χ(s, x) = 0, with V as in Eq. (1.6); the same paper proves
that −∂xx + V(x) has a negative eigenvalue, a fact yielding a virdict of linear instabil-
ity. Unfortunately, the discussion of gauge transformations proposed in [8] contains some
imprecision, which propagates to the formulation of the linearized Einstein equations. (3)
3We acknowledge the authors of [8] for an open and kind discussion on this subject. The analysis of
infinitesimal gauge transformations in the cited paper fixes the attention on the radial coordinate (ℓ in our
notations), and does not consider changes of the time coordinate t. The linearized Einstein equations of [8]
and the subsequent stability analysis are correct under the condition (not stated explicitly) that the field
perturbation is zero. It is easy to check that the field perturbation always vanishes in a suitable coordinate
system; of course, the choice of these distinguished coordinates breaks the desired gauge invariance of the
overall setting.
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In view of this, we think that a reconsideration of the perturbed EBMT system in the
linear approximation is not useless, even in the simple approach proposed in the present
work. Our analysis is developed in a fixed gauge, defined requiring that the coefficient
of −dt2 in the spacetime line element be 1 (on this, see the comments accompanying our
subsequent Eq. (2.6)). As already mentioned, our master equation is written directly
for one component of the perturbation (the function R in (1.4)), with no need to form
combinations with the other components. The substantial nature of the large time diver-
gences arising from our computations is proved a posteriori, showing the impossibility to
eliminate them via coordinate changes (see the discussion in the last lines of subsection
3.h).
1.b Comparison with [9] [10] [11] [12]. Paper [9] by Gonza´lez, Guzma´n and Sarbach
considers Bronnikov’s wormhole solution [4] of the Einstein-scalar equations; as already
indicated, the EBMT system (1.2) (1.3) is a special case of this solution . In [9] the linear
instability of the general Bronnikov solution is derived via a two-steps construction, that we
now describe briefly. The first step is the reduction of the linearized Einstein equations to a
scalar master equation where the unknown is a suitable recombination of the perturbation
components, here indicated with χsing. The potential Vsing in this master equation is
singular at the wormhole throat; other singularities, again located at the throat, affect a
source term appearing in the same equation and the very definition of the recombination
χsing. The second step in the construction of [9] removes the singularities by a clever
strategy: the idea is to apply to χsing a suitable first order differential operator, so as
to obtain a function χ fulfilling a regular master equation. This is in fact possible if one
knows a static solution of the singular master equation; the static solution determines the
transformation relating χsing and χ. In our notations the final, regular master equation
reads (∂ss − ∂xx + V(x))χ(s, x) = 0, where V is a nowhere singular potential; the authors
of [9] show that the operator −∂xx + V(x) has a negative eigenvalue, a fact implying the
linear instability of the Bronnikov solution.
In the special EBMT case, the regular potential V coincides with the function in Eq. (1.6);
however, as indicated before, in the EBMT case a regular master equation can be derived
in a direct way with no need to use the previous two-steps construction.
Paper [9] has a companion work by the same authors [10] where the exact, nonlinear
Einstein equations for the perturbed Bronnikov solution are treated numerically, providing
evidence that the initial perturbation produces a rapid growth of the wormhole’s throat or
a collapse to a black hole. (A numerical analysis of the exact, perturbed Einstein equations
is also given in the second half of [8] for the special EBMT case). Admittedly, this issue
is beyond the aims of the present work.
Returning to the linear stability analysis, let us point out that the two-steps approach (a
singular master equation, a subsequent regularization) has been extended by Bronnikov,
Fabris and Zhidenko [11] to the whole class of static, radially symmetric scalar field solu-
tions of Einstein’s equations with throats (including cases with an external potential for
the scalar field). Let us also mention a very recent paper of Bronnikov [12], an excellent
review about wormholes and black holes supported by scalar fields that considers, amongst
else, the two-steps approach to linear stability problems.
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1.c Some remarks. For completeness, let us add some comments on two issues which
have partial relations with the present work, but fall outside its scope.
(i) A phantom scalar field is not the unique source producing the metric (1.2) via Einstein’s
equations. Another source has been considered by Shatskii, Novikov and Kardashev [13]:
this consists of a “phantom” fluid (with negative mass-energy density) and of an elec-
tromagnetic field. Of course, this alternative source requires a separate analysis for the
stability problem. Bronnikov, Lipatova, Novikov and Shatskiy [14] have shown that, as-
suming a non conventional equation of the state for the fluid, the system is linearly stable
under radially symmetric and axial perturbations; the same authors have conjectured the
linear stability under arbitrary perturbations.
(ii) The stability analysis for a wormhole supported by some kind of field is a subject that
differs from the study of the wave equation for a test scalar or electromagnetic field in the
background of a given static wormhole (i.e., with a fixed spacetime metric). Investigations
along this second line are currently very active and produced a lot of interesting results,
ranging from wave scattering theory in the wormhole background to the reconstruction of
the wormhole shape by inverse scattering techniques: see, in particular, the recent work
by Konoplya [15] and its bibliography. Due to some similarities between the terminologies
employed in the two areas of linear stability and test field analysis, it is not useless to
mention the existence of conceptual differences.
1.d Organization of the paper. Making reference to subsection 1.a for the motiva-
tions of the present work, let us briefly outline its organization. Section 2 reviews some
basic facts on (ordinary and) phantom scalar fields minimally coupled to gravity, and on
Einstein’s equations for such systems with the assumption of radial symmetry; the EBMT
solution (1.2) (1.3) is presented as a static solution of these equations.
Section 3 is the core of the paper. In subsections 3.a-3.b we perturb the EBMT solution
as in Eqs. (1.4) (1.5), and linearize the corresponding Einstein equations. In subsections
3.c-3.e we express all perturbation components in terms of R, and derive a master equation
for this component. In the final subsections 3.f-3.h we write down the general solution
of our master equation (hence, of the linearized Einstein equations); we show that there
are solutions diverging exponentially for large times, and that such divergences cannot be
eliminated by coordinate changes. In 3.f-3.h we also take the occasion to set up a rigorous
functional-analytic framework for the master equation, based on the language of Sobolev
spaces. Concerning functional aspects, let us point out that the term “smooth” often used
in the sequel always means C∞.
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2 Some basic facts
2.a Gravitation and scalar fields. In a four-dimensional spacetime, we consider a
gravitational field minimally coupled to a real scalar field φ with a vanishing field self-
potential, i.e., a real scalar field with zero mass and no self-interaction. This system is
described by the action functional
S[gµν , φ] :=
∫ (
R
2κ
− σ
2
∂µφ∂µφ
)
dv (2.1)
where: gµν is the spacetime metric (of course used to raise and lower indices); R and
dv are the scalar curvature and the volume element corresponding to this metric (dv =√|det(gµν)|∏λ dxλ in any spacetime coordinate system (xλ)); σ := 1 for an ordinary field,
σ := −1 for a phantom field. Both the metric and the scalar field are always assumed to
be smooth.
The stationarity condition δS/δgµν = 0 gives Einstein’s equations
Rµν − 1
2
gµνR = κTµν (2.2)
where the right side contains the field stress-energy tensor (4)
Tµν := σ
(
∂µφ∂νφ− 1
2
gµν∂
λφ∂λφ
)
. (2.3)
The stationarity condition δS/δφ = 0 gives the field equation
φ = 0 (2.4)
where  := ∇µ∇µ and ∇µ is the covariant derivative induced by the metric gµν (∇µ = ∂µ
on scalar functions, like φ).
Indeed, Einstein’s equations (2.2) imply the field equation (2.4). In fact, Einstein’s equa-
tions and the contracted Bianchi identity give ∇µT µν = 0 and, on the other hand, the
definition (2.3) implies ∇µT µν = σ (φ) ∂νφ; thus (2.2) ⇒ (φ) ∂νφ = 0. Refining these
considerations, one obtains that (5)
(2.2) =⇒ φ = 0 . (2.5)
4As well known, Einstein’s equations have the equivalent form Rµν = κ
(
Tµν − 12gµνT
)
= σκ∂µφ∂νφ,
used in many of the previously cited works. For our manipulations on the linearized equations, the form
(2.2) is more convenient.
5Here is a derivation of (2.5). Let us assume Einstein’s equations (2.2); then (φ) ∂νφ = 0 or, in
index-free notation, (φ) dφ = 0 where d is the usual differential. Denoting with M the spacetime, let us
introduce the open set D := {x ∈ M | (dφ)(x) 6= 0}. Of course φ = 0 on D; hereafter we show that
φ = 0 even on the complementary set M \ D. In fact, let x ∈ M \ D; then x belongs to the frontier
∂D, or x is an inner point of M \ D. If x ∈ ∂D each neighborhood of x contains a point x′ ∈ D, for
which (φ)(x′) = 0; so, by continuity, (φ)(x) = 0. If x is an inner point of M\D, let us choose an open
connected neighborhood U of x such that U ⊂M\D; then dφ = 0 on U , whence φ = constant on U and,
consequently, φ = 0 on U .
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2.b The radially symmetric case. Now, let us consider a spacetime with line element
ds2 and a scalar field φ, where
ds2 = −dt2 + q2(t, ℓ)dℓ2 + r2(t, ℓ)dΩ2, φ = φ(t, ℓ) (−∞ < t, ℓ < +∞). (2.6)
In the above dΩ2 = dθ2 + sin2 θdϕ2 denotes (again) the line element of the unit spherical
surface S2 (0 < θ < π, 0 < ϕ < 2π) and q( , ) > 0, r( , ) > 0, φ( , ) are smooth functions.
Let us mention that a line element of the seemingly more general form ds2 = −h(t, ℓ)2dt2+
q2(t, ℓ)dℓ2 + r2(t, ℓ)dΩ2 can be reduced (at least locally) to the form in (2.6), with h = 1,
performing a suitable coordinate change (t, ℓ)→ (t′, ℓ′) (6).
From here to the end of the paper, we make systematic reference to Eq. (2.6) and to the
coordinate system
(t, ℓ, θ, ϕ) ≡ (xµ)µ=t,ℓ,θ,ϕ . (2.7)
The configuration that we are considering is radially symmetric. For the metric gµν and the
field φ described by (2.6), the only independent Einstein equations are those corresponding
to the choices (µ, ν) = (t, t), (t, ℓ), (ℓ, ℓ), (θ, θ) that read, respectively (7):
1
r2
+
2qtrt
qr
+
2qℓ rℓ
q3r
+
r2t
r2
− r
2
ℓ
q2r2
− 2rℓℓ
q2r
=
σκ
2
(
φ2t +
φ2ℓ
q2
)
, (2.8)
2qtrℓ
qr
− 2rtℓ
r
= σκφtφℓ , (2.9)
−q
2
r2
− q
2r2t
r2
+
r2ℓ
r2
− 2q
2rtt
r
=
σκ
2
(
q2φ2t + φ
2
ℓ
)
, (2.10)
−qtrrt
q
− qℓ rrℓ
q3
− qttr
2
q
− rrtt + rrℓℓ
q2
=
σκr2
2
(
φ2t −
φ2ℓ
q2
)
(2.11)
(here and in the sequel, subscripts like ℓ or t are used to indicate derivatives). The field
equation φ = 0 will not even be written since, according to (2.5), it is a consequence of
Eqs. (2.8-2.11). For future use we record the explicit expression of the scalar curvature
for the metric (2.6), which is as follows:
R =
2
r2
+
4qtrt
qr
+
4qℓrℓ
q3r
+
2r2t
r2
− 2r
2
ℓ
q2r2
+
2qtt
q
+
4rtt
r
− 4rℓℓ
q2r
. (2.12)
6This follows, e.g., from the general discussion of [16], §97 on synchronous coordinate systems on
arbitrary spacetimes.
7Rµν− 1
2
gµνR is as follows: it equals the left hand side of Eq. (2.8), (2.9), (2.10), (2.11), respectively, for
(µ, ν) = (t, t), (t, ℓ) or (ℓ, t), (ℓ, ℓ), (θ, θ); it equals sin2 θ × the left hand side of Eq. (2.11), for (µ, ν) = (ϕ,ϕ);
it vanishes for all the other choices of (µ, ν). One can make similar statements for κTµν , using the right
hand sides of Eqs. (2.8-2.11).
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2.c The EBMT wormhole [1, 3, 4]. This corresponds to the following static solution
of the Einstein equations (2.8-2.11):
q(ℓ) := 1, r(ℓ) :=
√
a2 + ℓ2,
σ := −1 (phantom field), φ(ℓ) :=
√
2
κ
arctan
ℓ
a
(−∞ < ℓ < +∞), (2.13)
where a > 0 is a parameter, with the dimension of a length. The line element ds2 corre-
sponding to (2.13) has the form (1.2); it describes a traversable wormhole with a throat
of size infℓ r(ℓ) = a. In the present case, Eq. (2.12) for the scalar curvature gives
R = − 2a
2
(a2 + ℓ2)2
. (2.14)
3 Linear instability of the EBMT wormhole: a simplified
derivation.
From here to the end of the paper φ is a phantom scalar field, i.e.,
σ := −1 . (3.1)
3.a Radial perturbations of the EBMT solution. We consider a line element ds2
and a scalar field φ as in (2.6), with
q(t, ℓ) := 1 + εQ
(
t
a
,
ℓ
a
)
, r(t, ℓ) :=
√
a2 + ℓ2 +
εa3
a2 + ℓ2
R
(
t
a
,
ℓ
a
)
,
φ(t, ℓ) :=
√
2
κ
(
arctan
ℓ
a
+ εΦ
(
t
a
,
ℓ
a
))
; (3.2)
here ε ∈ R is a small dimensionless parameter (that we ultimately send to zero) and
Q,R,Φ : R× R→ R are smooth dimensionless functions, to be determined; these depend
on the variables
s := t/a , x := ℓ/a (3.3)
which are dimensionless in our units with c = 1. The factor a3/(a2 + ℓ2) multiplying R
in Eq. (3.2) will simplify our subsequent calculations. (Note the equivalence between Eq.
(3.2) and Eqs. (1.4)(1.5) of the Introduction).
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3.b Linearizing Einstein’s equations (and the scalar curvature). Let us substitute
the expressions (3.2) into Einstein’s equations (2.8-2.11) and expand them up to the first
order in ε. Of course, these equations are satisfied to the zeroth order in ε, corresponding
to the EBMT solution; moreover, Eqs. (2.8-2.11) hold to the first order in ε if and only if
we have, respectively:
Q+ xQx +
2(1 − 2x2)R
(1 + x2)
5
2
+
3xRx
(1 + x2)
3
2
− Rxx√
1 + x2
+Φx = 0 , (3.4)
xQs +
2xRs
(1 + x2)
3
2
− Rsx√
1 + x2
+Φs = 0 , (3.5)
Q− (1− 2x
2)R
(1 + x2)
5
2
− xRx
(1 + x2)
3
2
+
Rss√
1 + x2
− Φx = 0 , (3.6)
xQx + (1 + x
2)Qss +
3(1− 2x2)R
(1 + x2)
5
2
+
4xRx
(1 + x2)
3
2
+
Rss − Rxx√
1 + x2
+ 2Φx = 0 . (3.7)
By obvious considerations based on (2.5), the linearized Einstein’s equations (3.4-3.7)
ensure the field equation φ = 0 to hold as well up to the first order in ε. For future use
we also write down the first order expansion of the scalar curvature (2.12), which is as
follows:
R = − 2a
2
(a2 + ℓ2)2
+
2ε
a2
K
(
t
a
,
ℓ
a
)
+O(ε2) ,
K :=
2(2 + x2)Q
(1 + x2)2
+
xQx
1 + x2
+ Qss +
4(1 − 2x2)R
(1 + x2)7/2
+
6xRx
(1 + x2)5/2
+ 2
Rss − Rxx
(1 + x2)3/2
. (3.8)
The subsequent subsections contain our treatment of the linearized equations (3.4-3.7); a
distinctive feature of our approach is that we first determine the field perturbation Φ, as
described hereafter.
3.c Finding Φ. Integrating with respect to s, we see that Eq. (3.5) holds if and only if
Φ(s, x) = −xQ(s, x)− 2xR(s, x)/(1 + x2) 32 +Rx(s, x)/
√
1 + x2 + C(x) where C : R→ R is
a smooth function. Inserting this espression for Φ into Eq. (3.4), we see that the latter
holds if and only if C is constant. Summing up: Eqs. (3.4)(3.5) hold if and only if
Φ(s, x) = −xQ(s, x)− 2xR(s, x)
(1 + x2)
3
2
+
Rx(s, x)√
1 + x2
+ C0 , (3.9)
where C0 ∈ R is a constant. The value of C0 is immaterial (note that Φ appears in the
linearized equations (3.4-3.7) only through its derivatives; the same can be said for φ in
the exact equations (2.8-2.11)).
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3.d Q, Φ as functions of R and of the initial data. Now we are left with Eqs. (3.6)
(3.7); evidently, this pair is equivalent to the pair formed by Eq (3.6) and by Eq. (3.6) +
Eq. (3.7) (side by side sum). The combination (3.6) + (3.7) is reduced, after substituting
the expression (3.9) for Φ, to the equation
Qss +
2Rss
(1 + x2)
3
2
= 0 ; (3.10)
this holds if and only if Q(s, x) = −2R(s, x)/(1 + x2) 32 + a function with vanishing ss-
derivative, i.e.,
Q(s, x) = − 2R(s, x)
(1 + x2)
3
2
+ P0(x) + sP1(x) (3.11)
where P0,P1 : R → R are smooth functions; these are closely related to the set of initial
data
Q0(x) := Q(0, x),R0(x) := R(0, x),Q1(x) := Qs(0, x),R1(x) := Rs(0, x), (3.12)
since (3.11) implies
Pi(x) = Qi(x) +
2Ri(x)
(1 + x2)
3
2
(i = 0, 1) . (3.13)
Returning to Eq. (3.9) for Φ, and substituting therein Eq. (3.11) for Q, we obtain for the
field perturbation the final expression
Φ(s, x) =
Rx(s, x)√
1 + x2
− x
(
P0(x) + sP1(x)
)
+ C0 (Pi as in (3.13)) . (3.14)
3.e A master equation for R. We finally substitute the expressions (3.11) (3.14) for
Q,Φ into (3.6); the equation obtained in this way holds if and only if
(Rss + HR)(s, x) = J0(x) + s J1(x) , (3.15)
where
H := − d
dx2
+ V , V(x) := − 3
(1 + x2)2
(x ∈ R) , (3.16)
Ji(x) := −
√
1 + x2
(
2Pi(x) + xPi,x(x)
)
(i = 0, 1, Pi as in (3.13)). (3.17)
H is, formally, a Schro¨dinger type operator in space dimension 1 with potential V; the
functions Ji are fully determined by the functions Pi or, due to (3.13), by the initial data
Qi, Ri (i = 0, 1). Eq. (3.15) is our master equation; it is a wave-type equation for R with
a source term J0(x) + s J1(x).
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3.f Spectral analysis tools to solve the master equation. The solution of Eq. (3.15)
is reduced to the spectral analysis of the operator H defined by (3.16), in a convenient
Hilbertian framework; in view of this, from now on the derivative d2/dx2 appearing therein
will be intended in the most general sense, i.e., in the sense of the Schwartz distributions
theory [17]. From the general theory of Schro¨dinger operators on the real line with smooth
potentials vanishing at infinity [18], one infers the following statements (i-iii):
(i) Consider the Hilbert space L2(R,C) of complex valued, square integrable functions
on R; let Hˆ denote the restriction of H to the domain {F ∈ L2(R,C) | HF ∈ L2(R,C)};
then, Hˆ is a selfadjoint operator in L2(R,C).
(ii) The discrete spectrum σd(Hˆ) consists of finitely many, negative eigenvalues; the
continuous spectrum σc(Hˆ) coincides with [0,+∞). Any eigenvalue −E ∈ σd(Hˆ) has
an associated space of (smooth) square integrable eigenfunctions, of dimension 1.
Every point W ∈ (0,+∞) has an associated, 2-dimensional space of “generalized”
eigenfunctions: these are (smooth) functions Y which fulfill HY = WY but do not
belong to L2(R,C).
(iii) Choosing appropriately a normalized eigenfunction Y−E for each eigenvalue −E ∈
σd(Hˆ) and two generalized eigenfunctions Y
j
W (j = 1, 2) for each W ∈ (0,+∞), one
can build a “generalized” orthonormal basis for L2(R,C). These choices can be made
so that all the previous eigenfunctions are real valued.
We will now profit from the analysis already performed in [8] [9] for the operator Hˆ, resting
on specific features of its potential V. In [8], it is shown that Hˆ has at least one (necessarily
negative) eigenvalue; in [9] it is proved that the discrete spectrum of Hˆ consists of exactly
one eigenvalue, and a numerical estimate is given for it: (8)
σd(Hˆ) = {−E} , E ≃ 1.40 . (3.18)
According to (iii), we have a generalized orthonormal basis formed by a normalized, real
valued eigenfunction Y−E and by a pair of generalized, non square integrable real valued
eigenfunctions YjW (j = 1, 2) for each W ∈ (0,+∞). It should be noted that Y−E is an
even function: Y−E(−x) = Y−E(x); this reflects a general result on the eigenfunction for
the minimum eigenvalue of a Schro¨dinger operator −d2/dx2+V with an even potential V.
From now on K := R or C; we consider the space L2(R,K) of square integrable functions
from R to K. For each F ∈ L2(R,K) we have (intending suitably all the integrals that
follow [18])
F(x) = 〈Y−E |F〉Y−E(x) +
∑
j=1,2
∫
+∞
0
dW 〈YjW |F〉YjW (x) , (3.19)
where 〈Y|F〉 := ∫
R
dxY(x)F(x) ∈ K for Y = Y−E,YjW . Moreover, let ‖ ‖ denote the norm
of L2(R,K) defined by ‖F‖2 = ∫
R
|F(x)|2dx; then, we have the representation ‖F‖2 =
8Paper [9] does not report directly the value of E but, rather, the dimensionless “unstability time”
T := 1/
√
E. For this quantity it is stated that T ≃ 0.846 (see Table 1 of the cited work); this implies for
E the estimate in (3.18).
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|〈Y−E |F〉|2 +
∑
j=1,2
∫
+∞
0
dW |〈YjW |F〉|2. If F and HF are both in L2(R,K), one also has
〈Y−E |HF〉 = −E〈Y−E |F〉 and 〈YjW |HF〉 = W 〈YjW |F〉 for W > 0, j = 1, 2.
To go on, one can introduce the function space
E(R,K) := {F | F,HF,H2F... ∈ L2(R,K)} , (3.20)
which is a Fre´chet space [17] with the countably many norms F 7→ ‖F‖, ‖HF‖, ‖H2F‖,... ;
note that Y−E ∈ E(R,K). By means of some Sobolev imbeddings (see again [17], Theorem
7.25), one shows that E(R,K) = {F ∈ C∞(R,K) | F,Fx,Fxx, ... ∈ L2(R,K)} and that
the previous family of norms is topologically equivalent to the family of (semi-)norms
F 7→ ‖F‖, ‖Fx‖, ‖Fxx‖, ... .
3.g Solving the master equation for R; conclusions for the linearized Einstein
equations. Let us keep all notations of subsection 3.f; in particular, Y−E and Y
j
W are the
real valued eigenfunctions in item (iii) therein.
Assume that Q,R,Φ ∈ C∞(R2,R) are solutions of the linearized Einstein equations (3.4-
3.7); then, we have Eqs. (3.11)(3.14) for Q,Φ and the master equation (3.15) for R (all
of them involving the initial data Qi,Ri of Eq. (3.12) through Eqs. (3.13)(3.17)). In
addition, assume that:
(α) Ji ∈ E(R,R) for i = 1, 2 (this is, in fact, a condition about the data Qi and Ri
defining Ji via Eqs. (3.13) (3.17)).
(β) For each s ∈ R, the function R(s, ·) : x 7→ R(s, x) is in E(R,R) and the mapping
s 7→ R(s, ·) is C∞ from R ∋ s to the space E(R,R).
Then, at each “time” s, we have an expansion of the form (3.19) for F := R(s, ·).
It is inferred from (3.15) that (d2/ds2 − E)〈Y−E |R(s, ·)〉 = 〈Y−E |J0〉 +s〈Y−E |J1〉 and
(d2/ds2 +W ) 〈YjW |R(s, ·)〉 = 〈YjW |J0〉+ s〈YjW |J1〉 for W > 0; these ODEs for the com-
ponents of R(s, ·) are solved by elementary means, and one obtains:
R(s, x) =
[
〈Y−E |R0〉 cosh(
√
Es) + 〈Y−E |R1〉sinh(
√
Es)√
E
(3.21)
+ 〈Y−E |J0〉cosh(
√
Es)− 1
E
+ 〈Y−E |J1〉sinh(
√
Es)−√Es
E3/2
]
Y−E(x)
+
∑
j=1,2
∫
+∞
0
dW
[
〈YjW |R0〉 cos(
√
Ws) + 〈YjW |R1〉
sin(
√
Ws)√
W
+ 〈YjW |J0〉
1− cos(√Ws)
W
+ 〈YjW |J1〉
√
Ws− sin(√Ws)
W 3/2
]
Y
j
W (x) .
This equation determines the function R, which in turn appears in the expressions (3.11)
(3.14) for Q,Φ.
As a converse of the above statements, let us consider functions Qi,Ri ∈ C∞(R,R) such
that Ri, Ji ∈ E(R,R) for i = 0, 1, where the Ji’s are defined by Eqs. (3.13) (3.17). Defining
R and, subsequently, Q, Φ via Eqs. (3.21) (3.11) (3.13) (3.14), one can show the following:
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(a) For each s ∈ R, the map R(s, ·) : x 7→ R(s, x) is in E(R,R); the map s 7→ R(s, ·) is
C∞ from R to E(R,R).
(b) Q,R,Φ ∈ C∞(R2,R).
(c) Qi and Ri are initial data, i.e., they are related to Q and R as in Eq. (3.12).
(d) Q,R,Φ fulfill the linearized Einstein equations (3.4-3.7).
3.h Linear instability of the EBMT wormhole. This is proved showing that the
linearized Einstein equations have solutions diverging in the large s limit. The simplest
solution of this kind is obtained choosing the initial data
R0(x) := Y−E(x), R1(x) := 0, Q0(x) =
−2Y−E(x)
(1 + x2)
3
2
, Q1(x) := 0 . (3.22)
Then 〈Y−E |R0〉 = 1, 〈YjW |R0〉 = 0 and Eqs. (3.13) (3.17) give Pi = 0, Ji = 0 for i = 0, 1.
From here and from Eqs. (3.21) (3.11) (3.14) we get
R(s, x) = Y−E(x) cosh(
√
Es), Q(s, x) = − 2R(s, x)
(1 + x2)
3
2
,
Φ(s, x) =
Rx(s, x)√
1 + x2
+ C0 . (3.23)
Clearly, this solution diverges exponentially for s → ±∞; the same feature appears in
many associated geometrical objects. Let us consider, for example, the scalar curvature
R of the spacetime metric; substituting Eqs. (3.23) into Eq. (3.8) (and using the relation
HY−E = −EY−E , i.e., Y−E,xx = (E − 3/(1 + x2)2) ×Y−E) we get
R = − 2a
2
(a2 + ℓ2)2
+
4ε
a2
K
(
ℓ
a
)
cosh
(√
E
t
a
)
+O(ε2),
K(x) :=
(
1
(1 + x2)7/2
− E
(1 + x2)3/2
)
Y−E(x) +
x
(1 + x2)5/2
Y−E,x(x) . (3.24)
We remark that the above function K is not identically zero; in particular (9),
K(0) = (1−E)Y−E(0) 6= 0 . (3.25)
Let us also stress that the divergence for t → ±∞ of the coefficient of ε in Eq.(3.24)
is not an artifact that one could eliminate by an everywhere smooth coordinate change
(t, ℓ) 7→ (τ, λ), ε-close to the identity. In fact, let us consider any coordinate change of the
form
t = τ + εaT
(
τ
a
,
λ
a
)
, ℓ = λ+ εaL
(
τ
a
,
λ
a
)
(3.26)
91 − E 6= 0 due to the estimate for E in (3.18); let us show that Y−E(0) 6= 0. To this purpose let us
recall that Y−E is an even function, whence Y−E,x(0) = 0; if it were also Y−E(0) = 0, making obvious
considerations on the initial value problem for the differential equation Y−E,xx = (E− 3/(1+x2)2)Y−E we
could infer Y−E(x) = 0 for all x ∈ R.
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where T,L : R2 → R are smooth (dimensionless) functions; then, Eq. (3.24) gives
R = − 2a
2
(a2 + λ2)2
+
4ε
a2
[
K
(
λ
a
)
cosh
(√
E
τ
a
)
+
2(λ/a)L(τ/a, λ/a)
(1 + λ2/a2)3
]
+O(ε2). (3.27)
In particular, at spacetime points with λ = 0 we have
R = − 2
a2
+
4K(0)ε
a2
cosh
(√
E
τ
a
)
+O(ε2) , (3.28)
and the coefficient of ε in the above equation diverges (again exponentially) for τ → ±∞,
due to the previous remark K(0) 6= 0.
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