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La representación del relieve
A pesar de la gran cantidad de esfuerzos y recursos destinados al desarrollo
de algoritmos de filtrado de nubes de puntos LiDAR, esta tarea sigue
considerándose un desafío, ya no sólo en lo referente a la efectividad y
eficiencia, sino también a la usabilidad y la accesibilidad. En este estudio se
describen los fundamentos de DTMofLabTe (Digital Terrain Model using
Overlap Filter - LaboraTe), un nuevo algoritmo de filtrado implementado
en el programa libre R. Su modo de operar presenta cuatro diferencias con
respecto al esquema que siguen los filtros de densificación desarrollados hasta
el momento. 1) El algoritmo está formado por un conjunto de funciones que
operan secuencialmente (el output de la primera es el input de la segunda
...) pero con capacidad para funcionar de manera independiente, lo que haría
posible su integración con otros algoritmos de filtrado; 2) se define y emplea
la variable penetrabilidad, que junto con las variables elevación y pendiente
permite la identificación de puntos terreno; 3) previamente a la selección de
los puntos semilla, se incluye un proceso de depurado de la nube de puntos
orientado a la eliminación de los puntos de edificaciones y la reducción de
errores de comisión; 4) se emplea una ventana móvil con solape longitudinal
entre ventanas y transversal entre pasadas para la selección de los puntos
semilla. Para comprobar la precisión del filtrado se utilizan los datos LiDAR de
referencia de la International Society of Photogrammetry and Remote Sensing
y los resultados se comparan con los obtenidos en 23 estudios previos. Teniendo
en cuenta las 15 muestras de referencia y empleando la combinación óptima de
parámetros el error total es Te = 3.34% y el coeficiente Kappa K = 92.62%.
Estos resultados únicamente son mejorados por el algoritmo morfológico de
Pingel et al. (2013) y el algoritmo de superficie adaptativa de Hu et al. (2014)
(TeP ingel = 3.01%; KP ingel = 93.33%; TeHu = 2.87%; KHu = 93.63%).
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Palabras clave: MDT, procesado de puntos LiDAR, algoritmos de filtrado
híbridos, programa R.




Durante siglos hemos sentido la necesidad de definir, analizar y explicar
nuestro entorno, buscando incansablemente un acuerdo ideal entre el
mundo real y el proyectado en nuestra mente (conceptual model). Para
ello se creó una herramienta fundamental: el mapa. Sin embargo, la
magnitud de las intervenciones del hombre en el territorio aceleró los
ciclos de cambio de la naturaleza, dando lugar a la necesidad de contar
con técnicas que den soluciones a las nuevas demandas. Gracias a
los avances de la tecnología de la información fue posible abandonar
las visiones estáticas proporcionadas por los documentos cartográficos
convencionales (Moreira, 2001) y avanzar hacia herramientas digitales
que permiten construir un mapa sustentado por un modelo de datos con
contenido geográfico (mathematical model) (Li et al., 2005). Si bien en
un inicio esta posibilidad sólo se encontraba al alcance de unos pocos,
la llegada de Internet y los avances en el campo de la informática y
computación, permitieron que de los mismos datos se pudieran crear
diferentes mapas y que éstos llegaran a millones de usuarios.
Hoy en día ya no sólo se nos permite compartir los datos, sino
que tenemos a nuestro alcance la posibilidad de interactuar con ellos,
generarlos, modificarlos, interpretarlos y difundirlos. Hemos pasado de
ser usuarios a creadores capaces de compartir con el mundo nuestra
visión de la realidad. Un ejemplo de este avance se refleja en el modo
de representar el terreno. En un inicio, los esfuerzos se centraron más
en el cómo que en la exactitud del dónde. Quizás por su relación coste-
eficiencia, los mapas de curvas de nivel (contoured topographic maps)
han sido la forma más habitual de representar el terreno, de forma que
la elevación y la morfología son representados por medio de líneas de
contorno tras un proceso de generalización y abstracción. Sin embargo,
la necesidad de una visión global del mundo, motivada por las conquistas
y el comercio; los avances en geometría, que posibilitaron el desarrollo
de los sistemas de referencia; la invención de la fotografía; avances en
las cámaras y en los Global Positioning Systems (GPS); el desarrollo de
la aviación y la detección remota, ..., proporcionaron un nuevo punto
de vista del mundo, revolucionando tanto la forma de plasmarlo en
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un plano, como el tipo de datos empleados para lograrlo, así como los
métodos para adquirir estos últimos (Robinson et al., 1995).
Miller y Laflamme (1958) además de describir en detalle el uso de
ordenadores y métodos fotogramétricos para la adquisición de datos,
previamente propuestos por Roberts (1957), también introdujeron el
concepto de Modelo Digital del Terreno (MDT): The digital terrain
model (DTM) is simply a statistical representation of the continuous
surface of the ground by a large number of selected points with known X,
Y ,Z coordinates in an arbitrary coordinate field (en Li et al. (2005)).
Sin embargo, la gran diversidad de métodos que permiten obtener
datos georreferenciados, el volumen de éstos y el amplio abanico de
posibilidades para extraer información a partir de ellos, han agitado los
cimientos de la representación del terreno. La tercera dimensión ya no
es una característica adicional de la información geoespacial, sino que es
parte fundamental.
Aunque existen múltiples técnicas para la adquisición de datos to-
pográficos (topografía clásica, fotogrametría, Interferometric Synthetic
Aperture Radar,...), la tecnología LiDAR ha sido reconocida como uno
de los métodos estándar para la adquisición de este tipo de datos (Ull-
rich et al., 2007, Chen, 2010, Mongus y Žalik, 2012) debido a su pre-
cisión; a su capacidad para penetrar a través de la vegetación y obtener
datos del terreno; y a la posibilidad de cubrir grandes áreas a un rela-
tivo bajo coste (Chen et al., 2012a, Maguya et al., 2013). A estos he-
chos se suman los esfuerzos de los Estados y la comunidad científica para
disponibilizar la información geoespacial. En la última década, estas ini-
ciativas favorecieron la multiplicación de las aplicaciones de los MDT,
p. ej. para visualizar, evaluar y analizar la superficie terrestre, rectificar
las imágenes aéreas y de satélite, desarrollar análisis espaciales o servir
de base para crear otros modelos (Stereńczak et al., 2013). A su vez son
considerados un eslabón clave para aplicaciones forestales (p. ej. inven-
tarios forestales y estimación de biomasa) (Hyyppä et al., 2008, González-
Ferreiro et al., 2013b); modelización de recursos naturales (p. ej. de-
tección de cambios en la morfología y modelado hidrográfico) (Hladik
y Alber, 2012); ayuda a la prevención y mitigación de riesgos naturales
(Raber et al., 2007) o planeamiento (Brennan y Webster, 2006, Dinis
et al., 2010, Yan et al., 2015). De esta forma se pone de manifiesto tanto
4
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la creciente importancia de los MDT como la necesidad de desarrollar
nuevos métodos para su creación, adaptados al nuevo perfil de usuario-
creador.
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Cluster Morfologico Densificacion Hibrido
Figura 1.2: Evolución y tipología de los
filtros desarrollados desde 1996 hasta 2016
(elaboración propia a partir de 75 artículos
de algoritmos de filtrado - Anexo A.1).
Hace más de una década, Flood
(2001) identificaba el aumento de
la eficiencia en el post-procesado
de los datos LiDAR como uno
de los desafíos al que tenía que
hacer frente el sector comercial.
Concretamente citaba que en-
tre el 60%-80% de los recursos
iban destinados a la clasificación
manual de los datos y al con-
trol de calidad final. Desde en-
tonces, se desarrollaron un gran
número de algoritmos de filtrado,
respaldados por los avances tec-
nológicos, los programas libre y
la masiva disponibilidad de datos.
Aunque las compañías privadas (y
organismos públicos) no son muy
transparentes en cuanto a su efi-
ciencia en este tipo de procesos, el depurado manual de los modelos y su
control de calidad lejos de perder peso en los workflow de los proyectos
comerciales siguen desempeñando un importante papel, tanto por su in-
fluencia en la precisión como por su peso en los presupuestos (Renslow,
2012). Sin embargo, a pesar del esfuerzo realizado en este campo, la
comunidad científica considera que este problema no está totalmente re-
suelto (Chen et al., 2012a, Maguya et al., 2013, Zhang y Lin, 2013, Hu
et al., 2014) y sigue la búsqueda del algoritmo perfecto. Prueba de ello
es que la producción de filtros lejos de disminuir ha aumentado con el
paso de los años (Figura 1.2).
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En los últimos años se realizaron varias revisiones con el objetivo
de comparar diferentes algoritmos de filtrado. Mientras algunas se
centraron en evaluar cuantitativamente los resultados de diferentes
filtros (Sithole y Vosselman, 2004, Zhang y Whitman, 2005) otras
analizaron y compararon sus fortalezas y debilidades desde un punto de
vista teórico (Liu, 2008, Meng et al., 2010). La tendencia en este tipo de
revisiones es agrupar los diferentes algoritmos en categorías atendiendo
a las similitudes que comparten durante el proceso de filtrado. En
este estudio se consideran las siguientes categorías: 1) los algoritmos
morfológicos; 2) los que implican una segmentación/cluster; 3) los que
incorporar un proceso de densificación, se incluyen aquí muchos de
los algoritmos tradicionalmente denominados como surface-based, slope-
based o interpolation-based; y 4) los métodos híbridos, los cuales debido
a su funcionamiento podrían incluirse en más de un grupo o en ninguno
de los anteriores.
Los filtros morfológicos se basan en el concepto de morfología
matemática usada tradicionalmente en el análisis de imágenes digitales.
Se distinguen principalmente dos operaciones morfológicas básicas,
dilatación y erosión. Si bien algunos autores usaron dichas operaciones
de manera individual (Arefi y Hahn, 2005), lo habitual es usar
combinaciones de éstas. A este respecto destaca la operación morfológica
de apertura, ampliamente usada en el procesamiento de imágenes en
escala de gris para suavizar los componentes brillantes de la imagen. Si
trasladamos este concepto al procesado de datos LiDAR, y se toma como
base el supuesto de que la elevación de los objetos (coches, edificios y
vegetación) es habitualmente mayor que la del terreno que los rodea; al
rasterizar los datos, la elevación será representada en escala de grises, y
de esta forma, los objetos pueden identificarse por cambios en los tonos
de gris (Zhang et al., 2003). La apertura se compone de dos operaciones
básicas ejecutadas secuencialmente, erosión y dilatación. La erosión
permite eliminar los detalles irrelevantes dentro del elemento estructural
(structuring element - SE) mientras que la dilatación magnifica los
valores elevados.
A diferencia de los filtros que operan sobre una nube de puntos,
la mayoría de los algoritmos morfológicos simplifican el procesado de
los datos LiDAR transformándolos en una imagen mediante un proceso
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de rasterizado. Así, en lugar de operar sobre la nube de puntos
bruta lo hacen sobre un ráster. Esta simplificación de los datos hace
que estos filtros se encuentren entre los más eficientes en cuanto a
tiempo de procesado, de forma que la relación positiva simplicidad-
eficiencia-eficacia es el principal motivo por el que este tipo de filtros son
desarrollados. Sin embargo la interpolación inicial de los datos supone
una pérdida significativa de información que puede introducir errores
en el filtrado (Yan et al., 2012, Guan et al., 2014). La gran mayoría
de estos filtros son previos a 2007; y si bien se trata del tipo de filtro
menos habitual teniendo en cuenta las cuatro categorías consideradas
en este estudio (sólo el 14% de los filtros analizados es morfológico -
Figura 1.2), en los últimos años se han desarrollado renovados algoritmos
morfológicos que han demostrado su potencial y eficiencia en el filtrado
de datos LiDAR (Hui et al., 2016). Filtros recientes como el de Li et al.
(2014), abordaron la limitación del rasterizado de los datos organizando
la nube de puntos a través de una estructura indexada (grid index
structure), lo que permite mantener la precisión de los datos brutos
y la simplicidad de la estructura regular de las imágenes sin necesidad
de realizar una interpolación.
El elemento estructural(SE) es la ventana bidimensional que se
emplea para aplicar las operaciones morfológicas. La definición de su
forma y fundamentalmente su tamaño, constituye uno de los principales
retos de este tipo de filtros (Wang y Tseng, 2010), considerándose este
último un parámetro crítico para el cual no hay un único valor óptimo
(Kilian et al., 1996, Arefi y Hahn, 2005). Por un lado, si el tamaño
del SE es grande, el terreno será suavizado, pues los puntos terreno
localmente más elevados, como los situados en líneas de rotura o zonas
de elevada pendiente, serán eliminados y provocarán un aumento del
error de omisión; por otro, si es demasiado pequeño, los detalles del
relieve serán conservados a expensas de aumentar los errores de comisión
en caso de existir grandes edificaciones. En este sentido, resulta de vital
importancia llegar a un acuerdo en el tamaño de dicha ventana, de forma
que ésta debería ser más pequeña que los detalles a conservar y más
grande que los objetos que se desean eliminar. Los filtros morfológicos
tradicionales tienen serias dificultades para operar sobre datos de baja
densidad o para preservar las características del terreno en aquellas
regiones donde se suceden zonas con pendiente elevada y otras más
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llanas (Maguya et al., 2013). Esta limitación fue el detonante para
adoptar estrategias multi-nivel, donde el operador morfológico se aplica
varias veces variando el tamaño del SE (Kilian et al., 1996).
En esta línea, Zhang et al. (2003), tomando como referencia
el algoritmo propuesto por Kilian et al. (1996) y en vista que se
infravaloraba la elevación real del terreno no sólo en las crestas sino
también en las zonas llanas, propusieron introducir un umbral máximo
de diferencia de elevación entre las superficies de referencia y los
puntos. Así, en cada iteración se consideraban como terreno aquellos
puntos cuyos residuales con respecto a la superficie de referencia fuesen
inferiores al umbral establecido. Inicialmente, establecieron que el
tamaño del SE aumentase de forma lineal para preservar los detalles
del terreno. Sin embargo, esta estrategia requería mucho tiempo de
procesado y por ello se optó por un aumento exponencial del tamaño
del SE, lo que permitió reducir el número de iteraciones. Debido a que el
umbral de diferencia de elevación estaba vinculado a un valor constante
de pendiente, este algoritmo producía errores de omisión en zonas donde
la pendiente del terreno no era constante. Teniendo en cuenta esta
limitación, Chen et al. (2007) desarrolló un algoritmo morfológico que no
contemplaba esta restricción, lo que permitía obtener mejores resultados
en zonas donde la pendiente no es constante (Hui et al., 2016). A
mayores desarrollaron métodos para eliminar outliers y para asignarle
valores a los píxeles vacíos en función de si éstos se debían a la presencia
de superficies de agua o a bajos ratios de penetración en zonas con
vegetación densa. Estas mejoras demandaban definir un gran número
de parámetros, lo cual se presenta como un inconveniente para el usuario
final. Por otro lado, el problema de las celdas vacías pudo verse agravado
al tener en cuenta únicamente el último retorno. Posteriormente, Pingel
et al. (2013) indicarían en su estudio la conveniencia de emplear todos
los retornos para generar la superficie inicial.
Generalmente, al seguir una estructura multi-nivel, el parámetro de
diferencia de elevación o pendiente debe tomar un valor máximo cuando
se usan los mayores tamaños de ventana, con el propósito de reducir los
errores de omisión en zonas con elevada pendiente y disminuir a medida
que lo haga el SE (Li et al., 2014). Siguiendo esta rutina, algunos objetos
complejos como edificaciones a diferentes alturas con formas artificiosas
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son difíciles de eliminar. Para mitigar este tipo de errores, Li et al. (2014)
mejoraron el algoritmo Top-Hat tradicional añadiendo un filtro sloped
brim que les permitió identificar aquellos puntos objeto clasificados como
terreno, disminuyendo así los errores de comisión. Sus resultados en
zonas urbanas son buenos, sin embargo las zonas rurales caracterizadas
por presentar elevadas pendientes y vegetación densa, son castigadas
con elevados errores de omisión localizados sobre todo en las líneas de
rotura. Los entornos rurales continúan siendo una asignatura pendiente
para este tipo de filtros (Yunfei et al., 2008). Previamente al desarrollo
de este algoritmo, Pingel et al. (2013) mejoró los filtros morfológicos
previos (Kilian et al., 1996, Zhang et al., 2003, Chen et al., 2007), y
aunque no presentó una solución novedosa, la inclusión de diferencias
puntuales resultaron determinantes para mejorar significativamente los
resultados alcanzados hasta el momento por los filtros morfológicos. Las
principales diferencias que presenta con los filtros desarrollados hasta el
momento son: 1) el método empleado para asignarle valores a las celdas
sin datos en la superficie inicial; 2) incremento lineal del tamaño del SE
circular y empleo de un único parámetro para controlar el umbral de
elevación máxima permitida; 3) método de interpolación para generar
la superficie del terreno provisional y 4) vincularon la pendiente con un
umbral de elevación para identificar los puntos terreno.
Los filtros morfológicos no tienen en cuenta la continuidad horizontal
al considerar únicamente diferencias de elevación o pendiente entre
elementos. De este modo, en ocasiones resulta insuficiente discriminar
los puntos terreno en base únicamente a propiedades geométricas, por
ello algunos autores consideraron que el proceso de filtrado podría verse
fortalecido mediante la agrupación de puntos en segmentos (también
denominados objetos), lo que permite contar con información contextual
y topológica además de la geométrica (Pfeifer y Mandlburger, 2008). La
mayoría de los filtros de segmentación o cluster se desarrollaron
entre el año 2000 y el 2008 (Figura 1.2), tal vez impulsados por su
popularidad como parte de las clasificaciones orientadas a objetos frente
a las clasificaciones tradicionales basadas en píxeles. De forma genérica,
este tipo de métodos de filtrado agrupan los puntos en segmentos
siguiendo un criterio de homogeneidad para posteriormente a cada
segmento asignarle una clase. De esta forma, los puntos incluidos en
dichos objetos también son clasificados. En la mayoría de los casos se
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diferencia entre terreno u objeto (Tóvári y Pfeifer, 2005), aunque en
algunos la clase objetos se divide a su vez en vegetación y edificaciones
(Nardinocchi et al., 2003). El criterio de homogeneidad empleado para
formar los segmentos se basa generalmente en la elevación o en el
cálculo de la normal de cada punto. Tóvári y Pfeifer (2005), además
de emplear la normal también consideró su variación a nivel local y
la proximidad espacial entre puntos. En cuanto a la clasificación, es
habitual recurrir a información contextual (clase, densidad de puntos
por segmento,...), topológica (conectividad, compacidad, distancia,...) o
geométrica (tamaño, forma, elevación,...). Por ejemplo Schiewe (2001)
empleó valores medios y máximos de pendiente. En algunos casos, los
puntos que han sido clasificados como terreno a partir de este proceso, se
emplean para calcular una superficie de referencia a partir de la cual es
posible refinar esa primera clasificación. Esta corrección se puede hacer
calculando el residual de cada punto con respecto a esa superficie y
eliminando aquellos que sobrepasan un umbral establecido previamente
(Brovelli et al., 2002).
Este tipo de filtros pueden operar sobre la nube de puntos bruta
(Tóvári y Pfeifer, 2005) o sobre los datos en formato ráster (Nardinocchi
et al., 2003, Van de Woestyne et al., 2004, Forlani y Nardinocchi, 2007).
Si bien estos métodos son menos sensibles a la presencia de ruido (Guan
et al., 2014) y más eficientes en referencia al tiempo de procesado,
comparten las limitaciones de los filtros morfológicos derivadas del
empleo de datos en formato ráster, como es la pérdida de información,
la dificultad para manejar el solape de diferentes coberturas o tener
en cuenta la conexión topológica real entre puntos (Tóvári y Pfeifer,
2005). Al igual que en las clasificaciones orientadas a objetos (OBIA),
la precisión de la segmentación juega un papel crucial en la calidad final
del filtrado. Nardinocchi et al. (2003), partiendo de la nube de puntos
rasterizada realizó una segmentación teniendo en cuenta la diferencia
de elevación entre puntos con el propósito de identificar cuatro clases
(terreno, vegetación, edificios y sin clasificar). Sin embargo, observó
que algunas zonas se encontraban sobre-segmentadas mientras que en
otras un mismo segmento estaba compuesto por puntos pertenecientes
a diferentes clases. Estos son dos claros ejemplos de errores derivados
del proceso de segmentación. Para corregir los puntos mal clasificados




Generalmente este tipo de algoritmos funcionan mejor en las zonas
urbanas que en las forestales o rurales, pues en las primeras, la
segmentación se ve favorecida tanto por la presencia de saltos entre
los puntos objeto y terreno (Tóvári y Pfeifer, 2005), como que las
cubiertas de las edificaciones forman planos que fácilmente pueden pasar
a formar parte de un único segmento debido a su homogeneidad tanto
en relación a la elevación como a la pendiente (Pfeifer y Mandlburger,
2008). Sin embargo, la presencia de vegetación o edificaciones con formas
complejas generan errores en el proceso de segmentación, resultando
difícil establecer un criterio de homogeneidad que funcione de manera
universal en toda la zona. De este modo se generarán muchos más
segmentos y de menor tamaño que en las zonas urbanas. Así, se espera
que la calidad de la segmentación sea tanto mejor cuanto más homogénea
sea la zona a filtrar.
Por último, otra de las limitaciones que que presentan este tipo de
filtros está relacionada con la densidad de puntos. A la hora de rasterizar
los datos, si la densidad es baja el ráster resultante representará una
superficie suavizada, dificultando la segmentación. Los objetos que se
formen presentarán bordes poco nítidos que no se ajustan de forma
precisa, por ejemplo, a los límites de las edificaciones. Brovelli et al.
(2002) citó ésta como una de las principales limitaciones de su algoritmo,
afirmando que su método no se puede aplicar sobre datos con densidades
inferiores a 0.18 ptos/m2. Por otro lado, en el caso de elevadas
densidades, la rasterización de los datos es más compleja y costosa,
y debido a su elevado grado de detalle puede producirse una sobre-
segmentación (Tóvári y Pfeifer, 2005). Este problema también se puede
dar en zonas forestales debido a la estructura de la vegetación y a la
pendiente del terreno (Forlani y Nardinocchi, 2007).
Como camino alternativo a los filtros descritos, algunos autores
se decantaron por el desarrollo de filtros que incluían un proceso
iterativo de densificación. En este estudio se incluyen dentro de la
categoría de filtros de densificación la gran mayoría de algoritmos que
tradicionalmente han sido clasificados como surface/interpolation/slope
based pues se considera que comparten de forma genérica la misma
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secuencia de pasos para identificar los puntos terreno. Estos pasos son
principalmente dos: 1) creación de una superficie continua de referencia
empleando bien todos los puntos bien una muestra representativa de
puntos terreno, 2) para posteriormente a partir de dicha superficie,
ir añadiendo iterativamente nuevos puntos al modelo en base al
cumplimiento de una serie de reglas considerando la elevación y/o la
pendiente.
Uno de los algoritmos pioneros de este tipo fue el PTD (Progressive
TIN Densification) de Axelsson (1999). A partir de un conjunto de
puntos con elevación mínima seleccionados localmente se genera un
TIN que es densificado iterativamente en base al cumplimiento de una
serie de umbrales apoyados en los ángulos y las diferencias de elevación
entre cada punto y el TIN de referencia. Este método obtuvo los
mejores resultados en la comparativa realizada por Sithole y Vosselman
(2004) y su posterior integración en el programa comercial TerraSoild
lo convirtieron en uno de los más usados. Pese a su popularidad,
este método presenta errores ante la presencia de pequeños objetos y
discontinuidades en el terreno; tiene dificultades para identificar puntos
terreno en líneas de rotura y zonas de elevada pendiente; y también
puede generar errores de comisión debido a la identificación errónea
como puntos terreno aquellos que se localizan en la parte inferior de
los objetos (Shao y Chen, 2008, Li et al., 2014, Chen et al., 2016a). En
un intento por mitigar el efecto de estas limitaciones, varios han sido
los investigadores que lo han tomado como referencia para el desarrollo
de nuevos filtros. Sohn y Dowman (2002) para la selección de los
mínimos locales adoptaron un método downward, mientras que para la
densificación del TIN emplearon un método upward, donde se establece
por encima de cada triángulo de la fase downward un área de influencia.
Los puntos en el interior de esta zona se emplearán para construir
figuras tetraédricas, de forma que aquellos puntos que produzcan los
tetraedros más planos se considerarán puntos terreno. Este criterio de
clasificación de los puntos asume que el terreno es llano en una vecindad
local, de forma que puede generar errores en montículos y colinas,
apareciendo la parte superior de éstas como superficies horizontales. Más
recientemente, se ha combinado con procesos de segmentación (Zhang y




Otro algoritmo pionero de este tipo es el de predicción lineal de
Kraus y Pfeifer (1998). Una adaptación de este filtro se encuentra
implementada en el el programa gratuito FUSION (McGaughey, 2010).
En este caso, la superficie de referencia se crea a partir de todos
los puntos, de forma que ésta flota entre los puntos terreno y los
puntos objeto. Intuitivamente, los puntos que se encuentran por debajo
de esta superficie tiene mayor probabilidad de pertenecer al terreno
que aquellos situados por encima. En base a este supuesto, a partir
de los residuales de los puntos y una función de pesos, la elevación
de cada punto es ponderada para calcular una nueva superficie de
referencia que iterativamente se irá adaptando a la superficie del terreno.
Posteriormente, Pfeifer et al. (2001) modificó este algoritmo llevándolo a
una escala jerárquica donde los datos seguían una estructura piramidal.
De esta forma, aumentaron la eficiencia al disminuir el tiempo de
procesado y redujeron los errores de comisión debidos a la presencia
de edificaciones (Zhang y Lin, 2013). Al igual que en el caso anterior,
te tomó como punto de partida para el desarrollo de nuevos algoritmos.
Schickler y Thorpe (2001) modificó el algoritmo clásico de predicción
lineal empleando como superficie de referencia un TIN y teniendo en
cuenta además de la nube de puntos, mediciones externas como puntos
y líneas de rotura. También Lee y Younan (2003) modificaron el filtro
original añadiéndole un método de refinado de puntos. Sin embargo, los
algoritmos que proporcionarán los mejores resultados serán aquellos que
al igual que Axelsson (1999) generan la superficie de referencia inicial a
partir de un conjunto de puntos con elevación mínima seleccionados a
nivel local. Estos algoritmos concentran la mayor parte de los esfuerzos
en el proceso de densificación bien empleando sofisticados métodos
de interpolación (Chen et al., 2013) bien desarrollando umbrales de
elevación dinámicos cuyo valor varía en función de las características
del terreno (Hu et al., 2014).
La gran mayoría de estos filtros (Kraus y Pfeifer, 1998, Vosselman,
2000, Roggero, 2001) emplean las variables pendiente y elevación en el
proceso de densificación. El supuesto de partida es que, en una vecindad
local, la pendiente o elevación entre dos puntos terreno es menor que
la esperada en el caso de que por lo menos uno de los puntos sea
objeto. Este tipo de algoritmos presentan buenos resultados en zonas
relativamente llanas, no obstante tienen serias dificultades en zonas con
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elevada pendiente. En estos casos falla el supuesto sobre el que sustenta
este tipo de filtros: grandes diferencias de pendiente/elevación entre
dos puntos no se deben a que uno de ellos representa un objeto, sino
al efecto del relieve del terreno (Maguya et al., 2013). Afinar en el
valor que se le asigna al umbral de pendiente o emplear filtros que lo
calculen automáticamente en función del terreno, como son los filtros
adaptativos (Sithole, 2001), los de dirección dual (Wang y Tseng, 2010)
o el desarrollado por Hu et al. (2014), puede mejorar el resultado del
filtrado al disminuir el error de omisión en zonas con elevada pendiente.
Sin embargo, la presencia de rampas, la sucesión de áreas llanas y
escarpadas, o la presencia de vegetación densa en terreno abrupto, sigue
constituyendo un desafío para este tipo de filtros (Mongus y Žalik, 2012).
Seo y O’Hara (2008) en su comparación de los resultados de varios
algoritmos de filtrado analizaron el coste computacional que implicaba
cada uno de ellos. Así, tomando como referencia los datos de tres
áreas de estudio calcularon el tiempo que cada algoritmo tardaba en
realizar el filtrado. Concluyeron que los métodos que implican un
proceso de densificación como el de Axelsson (1999) tienen un mayor
coste computacional que por ejemplo los filtros morfológicos (entre 10 y
25 veces mayor dependiendo de las características de la zona a filtrar).
La mayor parte de este coste se le atribuye al método de interpolación
usado y al proceso de clasificación, ambos directamente relacionados
con el número de puntos. Adicionalmente y vinculado con lo anterior,
también influye el número de iteraciones que es necesario ejecutar, pues
son computacionalmente intensas y contribuyen de manera significativa
a aumentar el tiempo de procesado (Guan et al., 2014).
A pesar de que la interpolación produce una disminución de la
eficiencia del filtrado, el empleo de sofisticados métodos de interpolación
posibilita el uso de información contextual (Hu et al., 2014), provocando
que este tipo de filtros obtengan mejores resultados en zonas complejas
y heterogéneas que otros algoritmos (Sithole y Vosselman, 2004). A este
respecto, Evans y Hudak (2007) demostraron el potencial del método
TPS (Thin Plate Spline) frente a otros métodos de interpolación como
el kriging, IDW (Inverse Distance Weighting) o TIN. Recientemente,
otros investigadores como Mongus y Žalik (2012), Chen et al. (2013)
o Hu et al. (2014) lo incluyeron en sus filtros alcanzando muy buenos
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resultados (empleando los datos de referencia del ISPRS, el coeficiente
Kappa teniendo en cuenta todas las muestras fue de 87.12%, 90.51%
y 93.63%, respectivamente). Para compensar la disminución de la
eficiencia, en algunos casos se organizaron los datos empleando una
estructura piramidal (Hu et al., 2014). En la sección 1.1.2 se incluye
una revisión más exhaustiva de los filtros que implican un proceso de
densificación, pues si bien el algoritmo que se presenta en este estudio,
DTMofLabTe, es híbrido, su esencia es la de un filtro de densificación.
A medida que la tecnología LiDAR se fue consolidando y ganando
adeptos, los algoritmos de filtrado han incrementado su nivel de
complejidad. Ante la necesidad de dar respuesta a los desafíos actuales
en relación a la representación del terreno y en aras de aumentar la
precisión en la identificación de los puntos que lo definen, la tendencia
en la última década es la de integrar varios métodos/procesos de filtrado
aprovechando sus fortalezas (Figura 1.2), dando lugar a los denominados
métodos híbridos (Maguya et al., 2013). Uno de esos desafíos son
las regiones forestales caracterizadas por un relieve heterogéneo y la
existencia de zonas con baja densidad de puntos terreno. El reducido
porcentaje de puntos terreno puede deberse al tipo de vegetación, donde
cada especie presenta un ratio de penetración diferente; la complejidad
del relieve o las características del sensor (Kobler et al., 2007). A
causa de las particularidades de estas zonas, algunos filtros como los
que incluyen un proceso de segmentación o de selección de puntos
semilla no funcionan bien en este tipo de regiones. Los primeros
presentan dificultades para generar segmentos a partir de datos con
baja densidad mientras que los segundos, para evitar los errores de
comisión producidos al introducir erróneamente puntos objeto en la nube
de puntos semilla, deberán usar un tamaño de malla grande, ocasionando
un aumento de los errores de omisión por la generalización del relieve en
aquellas zonas con mayor densidad de puntos. Además, los filtros que
emplean umbrales de elevación o pendiente tampoco obtendrán buenos
resultados, pues el principio en el que se basan (las mayores diferencias
de elevación/pendiente se dan entre puntos objeto) no se cumple, ya que
algunas zonas pueden presentar una pendiente mayor que la establecida
en el umbral.
Para enfrentarse al reto de representar el terreno en entornos
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forestales y/o montañosos, algunos investigadores se inclinaron por
diseñar algoritmos basados en nuevos enfoques, fundamentalmente
estadísticos (Yunfei et al., 2008, Bretar y Chehata, 2010, Maguya et al.,
2013). Dichos algoritmos han adoptando muy diversas perspectivas.
Por ejemplo Yunfei et al. (2008), basándose en el método skewness
balancing desarrollado por Bartels y Wei (2006), asume que los valores
de intensidad y elevación de los puntos terreno siguen una distribución
normal. Dicha distribución puede verse alterada por la presencia de
puntos objeto. Así, a partir de las medidas estadísticas de distribución,
curtosis y asimetría, el algoritmo va descartando los puntos objeto.
Este algoritmo es sensible en aquellas zonas donde no se cumple el
supuesto de partida, bien porque los valores del terreno no sigue una
distribución normal, fundamentalmente en cuanto a los valores de
intensidad influenciados por múltiple factores (Donoghue et al., 2007),
bien porque no hay puntos suficientes (Bartels y Wei, 2010). Por otro
lado, Maguya et al. (2013) sostiene que el terreno está compuesto por
una sucesión de zonas llanas y abruptas. Por tanto, puede dividirse
y en función de la complejidad de cada parte y emplear el modelo de
ajuste más apropiado (en su caso, de menor a mayor complejidad: lineal,
cuadrático o spline cúbica). Si bien ofrece buenos resultados en zonas
forestales con elevada pendiente, este método presenta como principales
limitaciones el elevado volumen de cálculo; sensibilidad a variaciones
del tamaño de las particiones; ocurrencia de errores en zonas con pocos
datos, y en los bordes de las divisiones entre particiones, pues el filtrado
se realiza sin solape entre ellas.
Se incluyen también en esta categoría los métodos maching-learning
como el basado en artificial neural networks (ANN) de Jahromi et al.
(2011) o el conditional random field (CRF) propuesto por Lu et al.
(2009). Este último, a diferencia de los CRF clásicos que emplean
variables discretas para generar y entrenar el modelo, usa variables
continuas como la elevación. Aunque obtienen muy buenos resultados,
la aplicación de este tipo de métodos implica una elevada carga de
trabajo manual pues para entrenar el modelo es necesario disponer de un
conjunto de muestras independientes y representativas tanto del terreno
como de los objetos (Guan et al., 2014).
Por otro lado, debido al elevado volumen de cálculo requerido por
16
Introducción
los algoritmos que emplean la nube de puntos bruta, otros autores
optan por rasterizar los datos y cambiar la ventana bidimensional de
análisis, insensible a cambios de elevación a pequeña escala (por ejemplo,
la producida por vegetación arbustiva, coches o pequeños muros) por
técnicas basadas en un escaneo direccional, que aunque pueden ocasionar
líneas artificiales transversales al terreno u objetos resultan efectivas en
la detección de pequeños objetos (Meng et al., 2009). Así, estos métodos
calculan diferencias de elevación o pendiente a lo largo de una línea de
escaneo en una dirección específica sobre los datos rasterizados. De tal
forma que se crea un perfil para cada línea de escaneo y se identifican
los puntos terreno a lo largo de dicho perfil. Puesto que los métodos de
escaneo direccional son sensibles a superficies que presentan patrones
en diferentes direcciones a lo largo de una misma línea de escaneo,
Shan y Aparajithan (2005) desarrollaron un algoritmo bidireccional para
mitigar este problema. Sin embargo no le sacaron el máximo provecho
a la información derivada del análisis de vecindad pues ésta se definió
sólo en una dimensión (a lo largo de la línea de escaneo).
Por su parte, Meng et al. (2009) extendió este método adoptando una
estrategia multi-direccional (MGF - Multi-directional Ground Filtering)
en la que se integra el método de ventana bidimensional con el escaneo
direccional para aprovechar las ventajas de ambos métodos. Los criterios
en los que se basaron para identificar los puntos terreno fueron la
pendiente medida como máximo en 4 direcciones; diferencia de elevación
entre cada punto y el punto terreno más próximo (punto semilla) y la
diferencia de elevación entre cada punto y la elevación mínima en una
vecindad local. Aunque se mostró efectivo en zonas urbanas, en las que
presenta la ventaja de que su buen funcionamiento es independiente del
tamaño y forma de los objetos; no fue así en las zonas rurales, donde los
mayores errores se localizaron en las crestas de las montañas o bordes
de barrancos o en el filtrado de vegetación baja en zonas de elevada
pendiente. Este último error pudo verse agravado por la necesidad de
emplear umbrales altos de elevación y pendiente (de media 2 m y 40°,
respectivamente) para minimizar los errores de omisión en estas zonas.
Por último, el algoritmo fallará en el caso particular de que un puente
se disponga en paralelo a la última dirección de exploración.
Posteriormente, Guan et al. (2014) desarrollaron un algoritmo
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basado en un análisis Cross-Section-Plane (CSP), que al igual que el
método anterior, emplea una estrategia multi-direccional sobre los datos
rasterizados. Además de las variables elevación y pendiente también
emplea los valores de intensidad para identificar potenciales puntos
terreno. Aunque mejoran los resultados de Meng et al. (2009) en zonas
rurales, este tipo de filtros siguen siendo sensibles al valor que se le asigna
a los umbrales de elevación y pendiente.
A diferencia de los filtros citados hasta el momento, otros algoritmos
híbridos surgen de filtros existentes, modificados para mitigar alguna de
sus limitaciones. Las principales modificaciones se basan en combinar
varios de los métodos incluidos en alguna de las categorías anteriores o
en incluir algún proceso complementario. Algunos autores combinaron
filtros morfológicos con otro tipo de filtros (Silván-Cárdenas y Wang,
2006, Kobler et al., 2007, Shao y Chen, 2008, Susaki, 2012) mientras
que otros vincularon un proceso de segmentación con un método de
densificación (Feng et al., 2009, Yuan et al., 2009). Como ya se comentó
previamente, uno de los métodos de densificación más empleados es el
algoritmo PTD de Axelsson (2000). El PTD presenta errores de omisión
en terrenos con elevada pendiente y líneas de rotura, o de comisión ante
la presencia de objetos pequeños. Para abordar estas limitaciones, Lin
y Zhang (2014) mejoraron el método híbrido de Zhang y Lin (2013)
combinando el método PTD con una segmentación.
Por otro lado, el filtro de Lin y Zhang (2014) emplea el
método de segmentación propuesto por Tóvári y Pfeifer (2005) y se
basa en el supuesto de que el terreno puede ser descrito por una
superficie suavizada y continua que es posible incluir en un único
segmento. Después de segmentar la nube de puntos y descartar aquellos
segmentos cuya proporción de múltiples retornos es superior al 50% por
considerarlos vegetación, se lleva a cabo una densificación progresiva de
los segmentos terreno, donde la unidad de análisis pasa de ser un simple
punto a un segmento. Esta combinación permite aumentar el número de
puntos semilla, sobre todo en zonas urbanas donde el PTD se ve forzado
a emplear un tamaño de malla grande para evitar introducir errores de
comisión debido a la presencia de edificaciones de gran tamaño. Así, en
este tipo de zonas es habitual obtener buenos resultados, no sólo por el
aumento de los puntos semilla sino también debido a las ventajas que
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presentan los métodos de segmentación en este tipo de zonas. Si bien
su método consiguió uno de los objetivos, reducir los errores de omisión
con respecto al método PTD clásico, lo hicieron a costa de aumentar
casi el triple los errores de comisión. Estos últimos errores se debieron
fundamentalmente a fallos en el filtrado de puentes y rampas. Otros
estudios como el de Yan et al. (2012) cambiaron el método PTD por
uno basado en la pendiente, dándole más importancia al proceso de
segmentación. En este estudio se observó una relación directa entre la
densidad de puntos y la precisión del filtrado, de forma que el filtro se
mostró más eficaz cuanto mayor era la densidad de puntos.
Finalmente, otros autores optaron por incluir procesos complemen-
tarios en algoritmos existentes. Dos claros ejemplos de este tipo de fil-
tros y de la versatilidad de los métodos complementarios son los desar-
rollados por Chang (2010). En el primero de ellos se combina una seg-
mentación con un proceso de densificación (SMSM - Segmentation Mod-
eling and Surface Modeling), mientras que en el segundo se sucede un
proceso basado en la pendiente y uno estadístico (SSA - Slope-based Sta-
tistical Algorithm). Ambos algoritmos son precedidos por un proceso de
depurado de la nube de puntos bruta que busca eliminar los puntos que
representan la vegetación como paso previo a la selección de los pun-
tos semilla. El método de depurado adopta como supuesto de partida
que las zonas con vegetación presentan múltiples retornos frente a las
zonas impermeables que únicamente contienen un retorno. Así, es posi-
ble diferenciar dos clases: vegetación y no vegetación. A la imagen bina-
ria resultante de esta clasificación se le aplica un filtro morfológico para
posteriormente crear una primera superficie de referencia a partir de las
celdas clasificadas como no vegetación. Aquellos puntos cuya diferencia
de elevación con respecto a la superficie de referencia supere la altura
de un coche serán tomados como vegetación y eliminados. La nube de
puntos resultante será empleada para la selección de los puntos semilla.
El método de depurado anterior demostró ser muy efectivo para la
eliminación de puntos de vegetación, permitiendo reducir la probabilidad
de introducir errores de comisión en la nube de puntos semilla sobre todo
en zonas forestales. Sin embargo, esta ventaja no se observa en zonas
urbanas. Si bien los errores de comisión tienen una influencia negativa en
la calidad del modelo final, la magnitud de éstos es mucho mayor si se dan
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en zonas urbanas, pues es más probable que la incorrecta clasificación
de los puntos tengan lugar en las cubiertas de las edificaciones y no
en la vegetación (Lu et al., 2008). Por tanto, en las zonas urbanas no
sería posible reducir el tamaño de ventana en la selección de los mínimos
locales sin aumentar de forma dramática los errores de comisión. Este
método también produce elevados errores de comisión en zonas con
vegetación densa (sólo presentan un retorno) mientras que cerca de
barrancos (estas zonas presentan múltiples retornos) aumentan los
errores de omisión.
También Véga et al. (2012) incluyó en su algoritmo Sequential
Iterative Dual-Filter (SIDF) un proceso de depurado, pero en su caso,
posterior a la selección de los puntos semilla. El filtro SIDF genera
una primera superficie de referencia a partir de un conjunto de puntos
con elevación mínima seleccionados localmente. A continuación son
eliminados iterativamente aquellos puntos fácilmente identificables como
puntos objeto. Para ello emplea la diferencia de elevación entre los
puntos y la superficie de referencia. A partir de las celdas donde se
detectaron los puntos objeto, las que presentan una pendiente elevada y
las que tras aplicarle al MDE un filtro local superan un umbral β fijado
por el usuario, se crea una máscara y se eliminan los puntos semilla en
su interior. A partir de los puntos restantes se crea una nueva superficie
de referencia. Para finalizar, a partir de otro proceso iterativo, nuevos
puntos son añadidos a la nube de puntos terreno siempre y cuando
la diferencia de elevación entre dichos puntos y la última superficie
de referencia sea inferior al umbral β. Este algoritmo únicamente se
probó en una zona rural, y aunque obtuvo mejores resultados que la
mayoría de los algoritmos incluidos en el estudio de Sithole y Vosselman
(2004), los elevados errores de comisión provocaron que el Te en estas
zonas fuese superior al obtenido por otros algoritmos desarrollados en
la misma época (por ejemplo, Shao y Chen (2008) o Chang (2010)).
Por otro lado, la apariencia rugosa de la primera superficie de referencia
indica la existencia de errores de comisión en la nube de puntos semilla
que probablemente se propaguen hasta el modelo final. Tal vez la
optimización del tamaño de ventana hubiera ayudado a mitigar estos
errores. Por otro lado, la mitad de las fases en la que se estructura este
algoritmo son iterativas. Véga et al. (2012) indicaron que el número
de repeticiones está directamente relacionado con la estructura de la
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vegetación, de manera que cuanto más densa es la vegetación mayor
será el número de interaciones que es necesario realizar (entre 4 y
18 repeticiones). Este funcionamiento iterativo tiene mucha influencia
en la eficiencia, pues eleva el tiempo de procesado. Finalmente, otro
factor que pudo influir en la precisión del filtrado es el método de
interpolación. El algoritmo SIDF emplea el método kriging para obtener
una superficie continua a partir de los puntos clasificados como terreno.
Evans y Hudak (2007) concluyó en su estudio que este método era
el que peores resultados proporcionaba en comparación con otros tres
interpoladores (IDW - Inverse Distance Weighting, TIN - Triangulated
Irregular Networks y TPS - Thin Plate Spline), tanto desde el punto de
vista del ajuste como del tiempo de procesado. Según estos autores,
el interpolador TPS proporciona los mejores resultados. Su empleo
en lugar del kriging sin duda mejoraría los tiempos de procesado y
podría favorecer una reducción de los errores de omisión, puesto que
el interpolador empleado tiende a crear superficies erosionadas (Evans y
Hudak, 2007).
1.1.2 Fundamentos de los filtros de densificación
Los filtros de densificación inician el proceso de identificación de Pg
(Ground Points) a partir de una superficie inicial de referencia (en
este estudio denominada ϕt=0). Esta superficie puede ser estimada
a partir de todos los puntos, caso del linear prediction-based filter
desarrollado por Kraus y Pfeifer (1998); o empleando una muestra de
puntos, generalmente mínimos locales (Local Lowest Points - LLP), caso
del adaptive TIN filter desarrollado por Axelsson (2000). Mediante un
proceso iterativo, nuevos puntos se clasifican como Pg teniendo en cuenta
las superficies de referencia intermedias obtenidas durante el proceso y el
cumplimiento de una serie de condiciones. En la mayoría de los casos, el
proceso termina bien cuando no son añadidos más puntos bien cuando
se llega a un número máximo de iteraciones establecidas a priori por
el usuario. Por tanto, el proceso se puede resumir en dos etapas: 1)
obtención de la superficie de referencia inicial y 2) establecimiento del
criterio a seguir para la densificación de la nube de puntos terreno.
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Con respecto a la primera de ellas, Kraus y Pfeifer (1998) y
Lee y Younan (2003) emplearon todos los puntos para generar una
superficie de referencia inicial que flota entre los puntos, de forma
todos tienen la misma probabilidad de pertenecer al terreno. Esta
superficie de referencia la usaron para calcular el residual de los puntos,
es decir, la diferencia de elevación que existe entre cada punto y
dicha superficie. En base a la idea de que los puntos con residuales
positivos tienen menor probabilidad de pertenecer al terreno que aquellos
cuyos residuales son negativos, generaron una función de pesos que
asignaba los mayores pesos a los puntos con menores residuales, los
cuales consideraban deberían tener mayor influencia en la generación
de la siguiente superficie. Por el contrario, a los puntos con residuales
positivos se les asignan menores pesos, y por tanto tendrán una menor
influencia en la actualización de la superficie en la siguiente iteración.
Si bien los filtros que tienen en cuenta todos los puntos a la hora
de generar la superficie de referencia inicial han sido un referente en
este campo, los filtros más recientes se basan en la selección de LLP. La
gran mayoría de los estudios abordan esta tarea empleando el método de
mínimos locales (LMM- local minimum method), es decir, seleccionan los
puntos de elevación mínima en un entorno local definido por una ventana
cuadrada que o bien se desplaza hasta cubrir toda la zona de estudio
(Mongus y Žalik, 2012) o bien forma parte de una malla que se superpone
a la nube de puntos (Axelsson, 1999). Este método puede aplicarse sólo
una vez al inicio del filtrado (Axelsson, 1999) o en los diferentes niveles
de una pirámide de datos bien mediante un enfoque bottom-up (Mongus
y Žalik, 2012) bien top-down (Chen et al., 2013, Hu et al., 2014). Sin
embargo, la presencia de low outliers invalida el supuesto de que los
puntos con menor elevación en un entorno local son los candidatos más
adecuados para ser considerados como LLP (Mongus y Žalik, 2012).
Para evitar este tipo de errores, Chen et al. (2012b) modificó el LMM
para eliminar automáticamente los low outliers. Para ello calcula la
diferencia de elevación entre los dos puntos con menor elevación en un
entorno local. Si esta diferencia es inferior a un umbral, ambos puntos
son considerados como LLP, en caso contrario, el de menor elevación es
descartado. A continuación, siguiendo el mismo proceso se compara el
punto con la segunda menor elevación con el tercero menos elevado.
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Aunque la estrategia anterior es válida, lo más habitual es detectar
y eliminar los low outliers antes de la selección de los LLP. Entre los
métodos más usados destacan el análisis del histograma de elevaciones
para determinar los umbrales de elevación a partir de los cuales
un punto es considerado outlier (Zhang y Lin, 2013); filtros de
eliminación estadística basados en la elevación como el que se encuentra
implementado en el programa FUSION (McGaughey, 2010), el usado por
Feng et al. (2009) o por Chang (2010); mediante operadores morfológicos
(Mongus y Žalik, 2012); métodos de eliminación radial en base a
diferencias de pendiente (Jahromi et al., 2011) o número de puntos
vecinos (Hu et al., 2014) o incluso combinaciones de los anteriores con
métodos manuales (Lin y Zhang, 2014). Todos estos métodos operan
a nivel punto, sin embargo también es posible realizar esta operación a
nivel pixel, rastererizando la nube de puntos y analizando la desviación
de elevación entre cada píxel y sus vecinos (Seo y O’Hara, 2008).
En referencia a la segunda etapa, en general la nube de puntos terreno
es densificada con aquellos puntos no clasificados cuya diferencia de
altura con respecto a una superficie de referencia es inferior a cierto
umbral. Se diferencian aquí dos puntos clave que han sido abordados
de muy diversas formas por l@s desarrollador@s de interpolation-based
filters. En primer lugar se encuentra la asignación de un umbral máximo
permitido, de manera que es posible establecer un umbral único para
toda la zona, que puede (Chen et al., 2013) o no (Kraus y Pfeifer,
1998, Lee y Younan, 2003) ser modificado en cada iteración; o bien
establecer umbrales específicos para diferentes regiones de la zona de
estudio en función de las características del terreno (Hu et al., 2014).
En segundo lugar es necesario fijar un criterio para cumplir con dicho
umbral, que generalmente se basa en calcular la diferencia de elevación
que hay entre el punto analizado, la celda de la superficie de referencia
donde el punto es localizado y las 8 celdas vecinas a dicha celda. Así,
si cierto número de los 9 residuales calculados se encuentra por debajo
del umbral establecido, ese punto será considerado terreno. En el caso
de Chen et al. (2013) estableció un límite de 4, mientras que Hu et al.
(2014) lo limitó en 5.
Finalmente, la elección del método de interpolación que se usará para
transformar la nube de puntos terreno en una superficie continua en cada
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iteración se debe incluir en la lista de factores que es necesario tener en
cuenta a la hora de desarrollar un algoritmo de filtrado. La elección
del método más adecuado requiere tener en cuenta aspectos como la
exactitud, densidad y distribución de los datos o el nivel de precisión
final requerido (Maguya et al., 2013). Evans y Hudak (2007) evaluaron
cómo el método de interpolación empleado en el filtro MCC (Multiscale
Curvature Classification) influía en la calidad final del filtrado. En su
análisis emplearon 4 métodos de interpolación: Kriging ordinario, IDW
(Inverse Distance Weighting), TIN (Triangulated Irregular Networks) y
TPS (Thin Plate Spline). Estos autores concluyeron que el método de
interpolación TPS reporta el MDT más preciso. Posterior a este trabajo,
algunos autores en estudios similares también optaron por emplear como
interpolador el método TPS (Mongus y Žalik, 2012, Chen et al., 2013,
Hu et al., 2014).
En la Tabla 1.1 se incluyen las principales características (filtro,
método empleado para iniciar el algoritmo, variable y criterio empleados
en la fase de densificación y método de finalización del algoritmo) de una














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1.1.3 El problema desde el punto de vista del usuario
Después de la descripción anterior y en relación al procesado de los
datos LiDAR y la obtención de un MDT, una de las decisiones más
importantes a las que se enfrenta el usuario sigue siendo la selección del
filtro que mejor se adapte a sus necesidades (Korzeniowska y Lacka,
2011). Los nuevos usuarios de datos LiDAR y técnicas de filtrado
generalmente se encuentran con serias dificultades para seleccionar el
algoritmo más apropiado. Algunos estudios han abordado este problema
identificando los factores que afectan a la precisión de los MDT (Sithole,
2002, Hodgson et al., 2005) y han profundizado en las características del
terreno que influyen en el funcionamiento de los algoritmos de filtrado,
comparando varios de estos filtros y posteriormente analizando la calidad
de los MDT resultantes (Sithole y Vosselman, 2004, Meng et al., 2010).
Como ya se ha mencionado, la gran mayoría de los algoritmos logran
buenos resultados en zonas poco complejas como son las áreas de baja
pendiente, con cobertura homogénea y con elevada densidad de puntos
LiDAR. En el lado opuesto se encuentran los resultados obtenidos
por otros estudios donde se concluye que muchos de los algoritmos
desarrollados tienen dificultades para procesar zonas donde bien la
densidad de puntos LiDAR bien la proporción de puntos terreno es baja
(Sithole y Vosselman, 2004); donde el terreno presenta cambios bruscos
de pendiente y se suceden zonas relativamente llanas con áreas de elevada
pendiente (Susaki, 2012), enfatizando en este caso el hecho de que la
pendiente del terreno es la característica que ejerce mayor influencia en el
resultado del proceso de filtrado (Hu et al., 2014); en zonas forestales con
vegetación mixta (en relación a la especie y madurez) (González-Ferreiro
et al., 2013a, Maguya et al., 2013); o en zonas urbanas con edificios que
presentan diversidad de formas y tamaños, pequeños objetos (coches y
mobiliario urbano), rampas, escaleras, patios y vegetación (Feng et al.,
2009).
A la vista de lo expuesto esta decisión no es sencilla pues obliga al
usuario a poseer un elevado grado de conocimiento del funcionamiento
de los diferentes filtros. Tal decisión se complica aún más debido a que
este conocimiento es difícil de adquirir pues en la mayoría de los casos
todos estos avances se encuentran separados del usuario por el muro de
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la usabilidad1 (facilidad de uso) y accesibilidad (posibilidad de acceso).
Estos obstáculos se ven alimentados por el hecho de que la mayoría de los
detalles de los algoritmos de filtrado son celosamente salvaguardados por
sus creador@s (Zhang y Lin, 2013) y no se incluyen en sus publicaciones;
al igual que tampoco se llevan a cabo análisis sobre la influencia de los
diferentes parámetros en el resultado final y para terminar, aquellos que
acaban incluidos en programas comerciales se convierten en cajas negras
que operan sobre los datos.
Suponiendo que el usuario pase la prueba de seleccionar el algoritmo
de filtrado, éste debe enfrentarse a una nueva prueba, la selección de
los valores de los parámetros que minimicen los errores del filtrado.
Hace más de una década, Sithole y Vosselman (2004) concluyeron
en su estudio que sería ideal poder determinar automáticamente las
características del entorno y usarlas para seleccionar el mejor algoritmo
de filtrado con sus parámetros óptimos. La tendencia actual en
el desarrollo de estos métodos se basa parcialmente en esta idea,
ya que los nuevos filtros reconocen alguna de las características
del terreno y modifican automáticamente alguno de sus parámetros,
mayoritariamente en función de la variación de la pendiente (Hu
et al., 2014), adaptándose y proporcionando así buenos resultados en
diferentes tipos de entornos sin necesidad de cambiar de filtro. Sin
embargo, esta tendencia no se encuentra completamente consolidada
y se hace necesario abordar este problema no sólo teniendo en cuenta
características topográficas, como la pendiente, sino también otros
factores como son la cobertura, la densidad de puntos o la estructura
de la vegetación. Así, la independencia total del usuario por ahora no
es posible, y la elección de los parámetros óptimos de filtrado para una
determinada zona de estudio, uno de los más importantes objetivos de
cara a la obtención de la máxima eficiencia y efectividad en el filtrado
(Susaki, 2012), sigue siendo otra de las dificultades a las que es necesario
hacer frente en este proceso.
1Según ISO 9241-11 (1998) usabilidad es el grado de eficacia, eficiencia y
satisfacción con la que los usuarios pueden lograr objetivos específicos en contextos de
uso particular. En nuestro caso, cuando se habla de usabilidad nos estamos refiriendo
únicamente a su atributo subjetivo: la satisfacción (Hassan et al., 2004).
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1.1.4 Solución propuesta: DTMofLabTe
Resulta obvio que los aspectos anteriores dificultan enormemente la
tarea de comprender el funcionamiento de los filtros y consecuentemente
la selección de los valores de los parámetros que permitan obtener
resultados adaptados a las necesidades del usuario. En una sociedad
que avanza hacia la democratización real de la información y los procesos
colaborativos, el uso de estas herramientas todavía se encuentra limitado
a unos pocos. Por tanto, es evidente que l@s creador@s de filtros,
además de centrar nuestros esfuerzos en mejorar la efectividad y la
eficiencia, deberíamos ponernos del lado del usuario, la usabilidad y
la accesibilidad, y desarrollar algoritmos y herramientas que faciliten
la obtención de soluciones en este campo. Así, en este estudio se
presenta DTMofLabTe (Digital Terrain Model using Overlap Filter -
LaboraTe), un nuevo algoritmo de filtrado implementado en el programa
libre R (R Development Core Team, 2010).
Además de pretender responder alguna de las necesidades de los
usuarios, desde el punto de vista de la efectividad se encuentra orientado
a reducir los errores de comisión en la selección de puntos semilla en
zonas urbanas. Este algoritmo sigue el esquema general de la mayoría de
los filtros de densificación desarrollados hasta el momento, pero tomando
también como referente los métodos híbridos que incluyen un proceso
de depurado en su planteamiento. Así, se diferencia de los algoritmos
previos en varios puntos: 1) está formado por un conjunto de funciones
implementadas en R que operan secuencialmente (el output de la primera
es el input de la segunda ...) pero con capacidad para funcionar de
manera independiente, lo que haría posible su integración con otros
algoritmos de filtrado; 2) se define y emplea la variable penetrabilidad,
que junto con las variables elevación y pendiente se usarán en diferentes
puntos del proceso de filtrado; 3) previamente a la selección de los
puntos semilla, se incluye un proceso de depurado de la nube de puntos
original orientado a la eliminación de los Png (non-Ground Points) de las
edificaciones permitiendo disminuir el tamaño de ventana en la selección
de los puntos semilla a la vez que se disminuyen los errores de comisión
en dicha selección; 4) los puntos semilla se seleccionan mediante un
nuevo método que emplea una ventana móvil con solape longitudinal
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entre ventanas y transversal entre pasadas.
La estructura que presenta este capítulo es la siguiente: en el
apartado 1.2 se incluye la descripción de los datos empleados (sección
1.2.1); una descripción detallada del algoritmo DTMofLabTe (sección
1.2.3); y por último se describen los estadísticos empleados en la
evaluación cuantitativa de los resultados (sección 1.2.4). El apartado
de resultados (apartado 1.3) se divide en dos secciones. En la primera
se incluye la evaluación interna del algoritmo (sección 1.3.2) detallando
el proceso seguido para optimizar los valores de los parámetros variables
(sección 1.3.1); la efectividad del proceso de depurado (sección 1.3.2.1);
impacto del nuevo método de selección de puntos semilla (sección 1.3.2.2)
y modificaciones de los valores de los parámetros variables (sección
1.3.2.3) en la precisión del filtrado. En la segunda sección (sección
1.3.3) se incluye la evaluación externa del algoritmo empleando los datos
LiDAR de referencia de la International Society of Photogrammetry and
Remote Sensing (sección 1.3.3.1) y se comparan estos resultados con los
obtenidos en 23 estudios previos (sección 1.3.3.2). En el apartado 1.4 se
incluyen las principales conclusiones que se desprenden de este estudio.
En el CD adjunto se incluyen los anexos con los resultados cuantitativos
y cualitativos complementarios así como los enlaces a las gráficas online.
1.2 Material y métodos
1.2.1 Datos ISPRS
Para evaluar el algoritmo DTMofLabTe se emplearon los datos
LiDAR de referencia de la International Society of Photogrammetry and
Remote Sensing (ISPRS Commission III, the Working Group III/3 "3D
Reconstruction from Airborne Laser Scanner and InSAR Data"). Estos
datos fueron capturados por un escáner Optech ALTM en la ciudad de
Stuttgart y en una zona rural en el sur de Alemania (libre descarga en
la web: http://www.itc.nl/isprswgIII-3/filtertest/).
Se dispone de 7 grupos de datos de áreas con diferentes característi-
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cas, de los cuales 4 se corresponden con entornos urbanos (Sites 1-4 ) y
3 con zonas rurales (Sites 5-7 ). Dentro de estas zonas se delimitaron un
total de 15 áreas de referencia. En cada una de ellas, combinando técni-
cas de filtrado automáticas y manuales, los puntos LiDAR se clasificaron
como terreno (Pg - ground points - codificado como 0) y no-terreno (Png
- non-ground points - codificado como 1). Si bien la definición de lo que
es terreno es subjetiva, en este caso se definió como la capa superior del
suelo o cualquier estratificación delgada que lo cubre (p. ej. pavimento).
Dentro de esta clase no se han incluido ni los puentes ni las pasarelas,
pero sí las rampas y los patios. En los archivos, cada registro incluye
las coordenadas X, Y, Z seguidas del código que clasifica los puntos en
terreno (0) y no-terreno (1) (Vosselman, 2003).
Para evitar errores durante el proceso de filtrado, los low outliers
(debidos fundamentalmente al efecto multi-path o errores en el registro)
fueron identificados y eliminados de las nubes de puntos combinando
el método de umbrales con un método de eliminación radial (Meng
et al., 2010, Hu et al., 2014). En la Tabla 1.2 se indican algunas de
las características de las zonas de análisis y de los datos LiDAR. En
las celdas de las columnas Pg y Png se especifica el número de puntos
terreno y no-terreno originales antes de la eliminación de los outliers. El
número de outliers se indica entre paréntesis. Adicionalmente, en dicha
tabla también se incluye la proporción de Pg en relación a los Png, la
densidad media de puntos y los valores de pendiente de las diferentes
muestras, representados por la media y el percentil del 90%. Los valores
de pendiente que se obtuvieron a partir de un modelo generado con los
Pg de las muestras de referencia. En este estudio, P representa la nube
de puntos libre de outliers.
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1.2.2 ¿Qué puntos pertenecen al terreno?
El proceso de filtrado tiene como objetivo identificar en la nube de puntos
LiDAR aquellos puntos que representan el terreno. Generalmente esta
identificación se basa en diferentes supuestos. Por ejemplo, los filtros
que implican selección de puntos semilla asumen que en un entorno
local los puntos con menor elevación pertenecen al terreno; aquellos que
introducen un proceso de densificación en base a una superficie continua
admiten que los puntos por debajo o más próximos a esta superficie
tienen mayor probabilidad de pertenecer al terreno que aquellos más
distantes; los filtros basados en la pendiente aceptan que los mayores
cambios de pendiente entre dos puntos se dan cuando por lo menos
uno de ellos pertenece al terreno; los que implican un proceso de
segmentación admiten que los puntos en el interior de bordes cerrados
no pertenecen al terreno,... No obstante, la validez de estas suposiciones
no es universal, pues dependerá de las características del entorno a
filtrar. Por tanto, para determinar dichos puntos y como paso previo al
establecimiento de los supuestos sobre los que se apoyará el algoritmo
de filtrado, es necesario definir que se entiende por terreno.
En el mundo real podemos distinguir sin ningún tipo de duda entre
lo que es terreno y lo que no. Sin embargo, en una nube de puntos
LiDAR esta tarea es mucho más compleja (Sithole, 2005). Así, tal y
como afirmaba Sithole y Vosselman (2004) la decisión de qué es o no
terreno es puramente subjetiva. Debido a que los datos de referencia
usados en este estudio son los proporcionados por el ISPRS, la definición
de terreno adoptada es la establecida en Sithole y Vosselman (2004).
Así, de manera simplificada estos autores consideran que el mundo
real se compone de dos elementos: terreno y objetos. De esta forma,
se considera terreno la parte superior del suelo en la que se incluyen
tanto aquellas coberturas artificiales (asfalto, patios o rampas), como
las naturales (hierba o vegetación baja). Por otro lado, se consideran
objetos tanto elementos artificiales (edificios, coches, puentes o pasos
elevados) como naturales (vegetación arbustiva o arbolada).
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1.2.3 Principios del filtro DTMofLabTe
DTMofLabTe ha sido implementado en el programa libre R (R
Development Core Team, 2010) en un intento de responder al desafío
de la usabilidad y accesibilidad al que se enfrentan los usuarios a la
hora de emplear estas herramientas. Se trata de un algoritmo híbrido
que toma como referencia el esquema de funcionamiento de los filtros de
densificación. Sin embargo, presenta cuatro diferencias fundamentales
con respecto a dichos filtros. Como primer punto distintivo, este
algoritmo está formado por un conjunto de funciones que operan
secuencialmente (el output de la primera es el input de la segunda ...)
pero con capacidad para funcionar de manera independiente, lo que
haría posible la integración de sus funciones a nivel individual como
complemento de otros algoritmos de filtrado (en el Anexo A.2 se incluye
una demostración de su integración con otro filtro). Por otro lado,
además de usar las variables elevación y pendiente para identificar los
LLP, se define y emplea la variable penetrabilidad. Finalmente, las
dos diferencias restantes se basan en dos supuestos: 1) los puntos con
elevación mínima seleccionados localmente (LLP) son suficientes para
definir las principales características del terreno y generar una primera
superficie de referencia que lo defina; y 2) cualquier modificación en
la creación de dicha superficie puede repercutir significativamente en el
resultado final (Pingel et al., 2013).
En base a los supuestos anteriores, en este estudio se han destinado
muchos esfuerzos a intentar mejorar el proceso de selección de los LLP.
En primer lugar, de forma similar al planteamiento realizado por Chang
(2010) y Véga et al. (2012) y como paso previo a la selección de los LLP,
se incluye un proceso de depurado de la nube de puntos original orientado
a la eliminación de los Png que se corresponden con edificaciones
y vegetación. Este paso permite disminuir el tamaño de ventana
en la selección de puntos semilla aumentando el número de puntos
seleccionados sin aumentar los errores de comisión. De esta forma, en
zonas urbanas podrían definirse mejor las rampas o patios interiores
de edificaciones y evitar seleccionar puntos de edificaciones como LLP;
mientras que en las zonas rurales se identificarían las discontinuidades
del terreno donde éste se encuentra a diferentes alturas. En segundo
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lugar, y como última diferencia, se desarrolló un método para seleccionar
los LLP que emplea una ventana móvil cuyo desplazamiento se realiza
con solape longitudinal entre ventanas y transversal entre pasadas.
1.2.3.1 Descripción de los parámetros de filtrado.
Los parámetros de DTMofLabTe pueden agruparse en tres categorías:
fijos, aquellos que permanecen constantes para todas las áreas de estudio;
variables, establecidos por el usuario en función de las características de
la zona a filtrar; y automáticos, cuyos valores se fijan automáticamente
durante el filtrado. En la Tabla 1.3 se incluye una breve descripción de
todos estos parámetros.
1.2.3.2 Descripción de las funciones.
Tal y como se mencionó previamente, DTMofLabTe está formado por
un conjunto de funciones que operan secuencialmente. Se incluye aquí
la función PNT, a partir de la cual se obtiene un ráster con porcentajes
de penetrabilidad; la función OWM (Overlap Window Method) para la
selección de puntos semilla y la función DebCloud para el depurado de
la nube de puntos original. A continuación se describe cada una de estas
funciones.
La función OWM. El método LMM (Local Minimum Method)
es uno de los más populares para la selección de puntos semilla (PS)
debido a su simplicidad y eficiencia. La principal limitación que presenta
es la selección del tamaño de ventana, pues debe ser lo suficientemente
grande como para minimizar la influencia de los Png y lo suficientemente
pequeño para conservar las características del relieve (Chen et al., 2013).
En zonas llanas sin grandes edificaciones, el tamaño de ventana no tendrá
gran influencia en los resultados del fltrado, sin embargo se debe prestar
especial atención al valor de este parámetro en zonas complejas donde
coexisten edificaciones con una orografía compleja. En este último caso,
el tamaño de ventana requerido para minimizar la influencia de los Png
será demasiado grande como para preservar muchos de los detalles del
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Número óptimo de puntos. np es el número medio de puntos por celda
que se consideran necesarios para calcular la penetrabilidad. El valor por
defecto es de 10 puntos.
Solape longitudinal y transversal . FO (Forward Overlap) y LO (Lateral
Overlap) representan el porcentaje de solape longitudinal y transversal (en
tanto por uno) entre las ventanas de selección de los puntos semilla en su
desplazamiento a través de la nube de puntos. El valor por defecto es 0.8.
Resolución de los modelos intermedios en formato ráster. CR es el
tamaño de píxel de los modelos ráster intermedios que son generados en la
fase de densificación a partir de los puntos identificados como Pg en cada
iteración. El valor por defecto es 1 m.
Número máximo de iteraciones. I es el número máximo de repeticiones
del proceso de densificación. El proceso terminará en el momento que no
se clasifiquen nuevos puntos como Pg o se hayan realizado I iteraciones. El








Tamaño máximo del área sin puntos terreno. C se fija en función
del lado de menor longitud de la mayor edificación presente en la zona de
estudio. En zonas forestales con vegetación densa, donde el rayo láser no
penetra a través de la vegetación y por tanto no llega al suelo, se identifica
con la mayor distancia entre dos puntos terreno.
Tamaño de la ventana para la selección de puntos semilla . CS es
el tamaño de la ventana móvil con solape para la selección de los PS .
Residual. δh es la distancia máxima permitida entre los puntos y la









Tamaño óptimo de celda. CO es el tamaño de la celda cuadrada que
contiene de media np puntos. Se obtiene a partir de la raíz cuadrada del
cociente entre np y la densidad media ponderada de puntos (D).
Umbral mínimo y máximo de pendiente. Slmin y Slmax. Algunos
autores (Zhang y Lin, 2013) emplearon percentiles específicos para asignarle
automáticamente un valor a determinados parámetros durante el proceso
de filtrado, lo que permitía ajustar dicho parámetro a las características
específicas que presenta cada área de estudio. En este caso, a partir de los
valores de las celdas de un ráster de pendiente (ϕslope) se usa el percentil del
65% para fijar el valor del parámetro Slmin y el percentil del 90% para fijar
el del parámetro Slmax (en el apartado 1.2.3.2 se describe el proceso para
obtener el ráster de pendientes).
relieve. Por otro lado, en zonas forestales complejas (superficies con
diferentes densidades de vegetación en terreno con elevada pendiente),
no será necesario usar un tamaño de ventana tan grande como en el caso
anterior, pero tampoco lo suficientemente pequeño como para obtener
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una representación del terreno con un elevado grado de detalle, pues
las zonas con vegetación densa producen efectos negativos similares a
los de las edificaciones. A fin de mitigar estas limitaciones se desarrolla
la función OWM. Esta función está definida por 5 argumentos: datos
de entrada (Point Cloud), tamaño de ventana para la selección de los
LLP (w), tamaño de malla para la identificación de zonas sin LLP (W ),
solape longitudinal (OF ) y transversal (OL) entre ventanas (en tanto por
uno). El esquema de funcionamiento y el pseudo-código de esta función
se incluyen en las Figuras 1.3 y 1.4, respectivamente. Los detalles de
























Zona con datos 
(xmax, ymax) 
a) DESPLAZAMIENTO DE LA 
VENTANA DE SELECCIÓN DE LLP 
Nº veces 
seleccionado: Adicional 2 veces 3 veces + 3 veces 
b) RESULTADO DE SELECCIÓN 
DE LLP (PTOS SELECCIONADOS 
MÁS DE UNA VEZ) 
W 
c) IDENTIFICACIÓN DE CELDAS 
SIN LLP 
d) SELECCIÓN DE PUNTOS 
 EN CELDAS SIN LLP 
e) RESULTADO FINAL DE LA 
IDENTIFICACIÓN DE LLP 
Figura 1.3: Proceso de selección de LLP empleando la función OWM.
Esta función se inicia definiendo el ámbito de extracción de los
LLP. Para ello, se identifican los valores máximos y mínimos de las
coordenadas X e Y (xmax, xmin, ymax, ymin) a partir de Point Cloud.
Para evitar el efecto borde en la selección de los LLP, la extensión de esta
área se amplía aplicando un buffer exterior de magnitud w·OF en el eje
X y w·OL en el eje Y. Así, las coordenadas de la esquina superior derecha
(top right corner - TRC) son xTRC=xmax+w·OF y yTRC=ymax+w·OL,
mientras que las de la esquina inferior izquierda (bottom left corner -
BLC) son xBLC=xmin-w·OF y yBLC=ymin-w·OL. A continuación una
ventana móvil de tamaño w se desplaza desde BLC siguiendo la dirección
del eje X con un solape entre ventanas consecutivas de magnitud w·OF .
Finalizada la primera pasada, la ventana w vuelve al extremo izquierdo
e inicia una nueva pasada, cuyo origen se encuentra desplazado w·OL
en Y con respecto a la primera pasada. El proceso se repite hasta
que la ventana w llega a la TRC (Figura 1.3a). En cada posición de
dicha ventana se selecciona el punto con menor elevación, dando como
resultado una colección de LLP.
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Función OWM. Selección de LLP
Inputs: Point Cloud ={P}, tamaño ventana w, tamaño de malla zona sin LLP
W, solape longitudinal OF y transversal OL
Definir una ventana cuadrada, tamaño=w → WLLP
Fijar ámbito geográfico de extracción a partir de {P} → TRC=(xTRC, yTRC) and
BLC=(xBLC, yBLC)
Desplazamiento de WLLP desde BLC a TRC, solape longitudinal=OF,
transversal=OL→ Lista de región {V}
for all {V} do
Puntos disponibles en cada región {PW}
if {PW} is not empty do
Seleccionar el punto de menor elevación en {PW} → pmin=(xmin, ymin, zmin)
pmin {LLP} , {PW} ← Ø
end if
end for
Seleccionar puntos que fueron identificados como mínimos más de una vez
a partir de {LLP} → {PS}
Definir malla de celdas cuadradas, tamaño celdas=W, ámbito→ TRC=(xTRC,
yTRC) and BLC=(xBLC, yBLC)
Sobreponer malla a {PS}
Seleccionar celdas que no contienen puntos → Lista de región {V}
for all {V} do
Puntos disponibles en cada región {PW}
if {PW} is not empty do
Seleccionar el punto de menor elevación en {PW} → pmin=(xmin, ymin, zmin)




Figura 1.4: Pseudo-código de OWM.
Como consecuencia del solape
entre ventanas, un mismo punto pudo
ser seleccionado varias veces. De
forma lógica, cuantas más veces un
punto es seleccionado mayor será la
probabilidad de que dicho punto sea
Pg. Así, los puntos seleccionados más
de una vez son los que finalmente se
consideran LLP (Figura 1.3b). Sin
embargo, se observó que en zonas con
elevada pendiente es difícil que un
mismo punto sea identificado como
LLP más de una vez, ocasionando
que la nube de puntos resultante pre-
sente zonas sin datos. Para mitigar
esta falta de detalle, se superpone una
malla de celdas cuadradas de tamaño
W a la nube de puntos LLP (Figura 1.3c). En aquellas celdas donde
no existan puntos se seleccionará el punto con menor elevación a partir
de Point Cloud (Figura 1.3d) y será añadido a la nube de LLP final
(Figura 1.3e).
Función PNT. Cálculo de la penetrabilidad. 
Inputs: Point Cloud ={P}, superficie de referencia φ,  tamaño de celda W, 
residual mínimo permitido δ 
Cálculo del residual de los puntos a partir de {P} y φ → pi=(xi, yi, zi, δi) 
Encode  {P} from δi and δ →  
if δi < δ then pi=(xi, yi, zi, class=G) 
else pi=(xi, yi, zi, class=NA) end if 
Fijar ámbito geográfico a partir de {P} → TRC=(xTRC, yTRC) and BLC=(xBLC, yBLC) 
Dividir el ámbito geográfico en una malla regular (resolución=W) → φPNT 
if NPij > 0 then φPNT(i,j) ← N(Pij(which class=G))/NPij 
else φPNT(i,j) ← NA end if 
Return φPNT 
Figura 1.5: Pseudo-código de PNT.
Como ya se mencionó anterior-
mente, muchos de los algoritmos de
filtrado que incluyen la selección de
puntos semilla lo hacen mediante el
método de mínimos locales (LMM).
Como observación, resaltar que la
función OWM puede funcionar como
LMM si se establecen solapes por
valor de 0.
La función PNT. En este estudio, la penetrabilidad se define como
el porcentaje de Pg con respecto al número total de puntos. Para
calcular esta variable se desarrolló la función PNT (Figura 1.5). Dicha
función está definida por 4 argumentos: datos de entrada (Point Cloud),
superficie terreno de referencia (ϕ), tamaño de malla (W ) y residual
a partir del cual un punto es considerado objeto (δ). Inicialmente se
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calcula la distancia entre Point Cloud y la superficie terreno de referencia
ϕ. Aquellos puntos cuya distancia a dicha superficie sea inferior a δ son
clasificados como terreno y codificados con el valor "G". A continuación,
a la nube de puntos codificada se le superpone una malla de celdas
cuadradas de tamaño W cuya extensión coincide con la de Point Cloud.
A cada celda se le asigna el valor resultante de dividir el número de
puntos codificados como "G" entre el número total de puntos en la
celda. A las celdas que no contienen puntos se le asigna el valor NA. El
resultado de esta función es un ráster (ϕPNT ) donde cada celda almacena
un valor de penetrabilidad según la definición citada anteriormente.
Función DebCloud. Detección y eliminación de máximos locales. 
Inputs: Point Cloud={P}, tamaño de ventana W, ráster de penetrabilidad φPNT, 
umbrales de pendiente min. y max. Smin y Smax, residual máximo permitido δ 
Cálculo de la densidad media ponderada a partir de {P} → D 
Fijar L=1, Fijar O=0.5 
while L ≤ 2 do  
if L=1 then R=W  else R=0.75· W end if 
Definir ventana cuadrada, tamaño=R → WC, Definir ventana cuadrada, 
tamaño=1.5· R → WW, Fijar           ← D· (1.5· R)2 
Fijar ámbito geográfico a partir de {P} → TRC=(xTRC, yTRC) y BLC=(xBLC, yBLC) 
Desplazamiento de WW desde BLC a TRC, solape=O → Lista de regiones {V}  
for all {V} do 
Selección de los puntos en cada región → {PW} 
if NPW < 0.1·          then {PW}            {PD}, {PW} ← Ø   else  
while {PW} is not empty do 
Selección máximo en {PW} → pmax=(xmax, ymax, zmax) 
Selección de los puntos de WC ventana centrada en pmax → {PC}  
Selección mínimo en {PC} → pmin=(xmin, ymin, zmin) 
Cálculo de la pendiente entre pmin y pmax→ S 
if zmax=zmin or S ≤ Smin then {PW}            {PD}, {PW} ← Ø 
else if  S ≥ Smax then pmax           {PW}  
else  
Mínimos de {PC} ∩ celdas donde φPNT (i,j)>0 → {PR} 
Rasterizar {PR} → φreference 
Cálculo de residuales a partir de pmax y φreference → pmax=(xmax, ymax, zmax, δmax) 





Fijar L=(L+1), fijar Point Cloud={PD}  
Eliminar puntos duplicados en {PD}  
end while 
Return {PD} 
Figura 1.6: Pseudo-código de DebCloud.
La función DebCloud. De-
pendiendo de las características de
la zona de estudio, los filtros que
incluyen un proceso de selección de
LLP necesitan modificar el tamaño
de la ventana de selección de di-
chos puntos a fin de evitar errores
de comisión ante la presencia de ob-
jetos. Teóricamente, cuanto menor
es esta ventana mayor es el número
de LLP seleccionados, y en zonas
urbanas con presencia de grandes
edificaciones, mayor el riesgo de se-
leccionar erróneamente puntos Png
como Pg. Sin embargo, en zonas
rurales o forestales, donde las edi-
ficaciones son de menor tamaño, es
posible usar un menor tamaño de
la ventana de selección de LLP, lo
que se traduce en un aumento del
detalle con el que se representa el
terreno. Si bien algunos autores
abordaron esta problemática seleccionando los LLP a diferentes escalas
(Mongus y Žalik, 2012, Chen et al., 2013, Hu et al., 2014), en teoría el
proceso de selección de dichos puntos sería más eficaz si el número de Png
fuese reducido previamente a la selección de los LLP. Así, en entornos
urbanos sería posible usar un tamaño de ventana semejante al empleado
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en zonas forestales y reducir el riesgo de introducir erróneamente Png en
la nube de LLP.
Para obtener una nube de puntos con un número reducido de Png,
se tomaron como referencia los estudios de Chang (2010) y Zhang y
Lin (2013) y se implementó la función DebCloud (el esquema de su
funcionamiento se incluye en la Figura 1.7). El principio que rige esta
función para detectar y eliminar Png de la nube de puntos es que las
elevaciones de estos puntos son máximas en un entorno local. Dicha
función está definida por 6 argumentos: datos de entrada (Point Cloud),
tamaño de la ventana de depurado2 (W ), ráster de penetrabilidad
(ϕPNT ), umbrales de pendiente mínimo (Smin) y máximo (Smax) y
residual máximo permitido (δ). Según la Figura 1.6, donde se incluye el
pseudo-código de esta función, después de calcular la densidad media
ponderada (D) a partir de los datos de entrada (Point Cloud), el
depurado de la nube de puntos se realiza a dos niveles (L), donde las
operaciones que se ejecutan para obtener la nube de puntos depurada
(PD) son las mismas para ambos niveles cambiando el tamaño de la
ventana de análisis. Así, se empieza definiendo el tamaño de la ventana
de análisis (WC) en base al argumento W. En el primer nivel (L=1), el
tamaño deWC esW, mientras que en el segundo nivel (L=2) este valor se
reduce un 25% a fin de eliminar máximos locales pertenecientes a objetos
más pequeños. Por otro lado, para hacer más eficiente la identificación
de máximos locales, se define una ventana de búsqueda (WW ) cuyo
tamaño es 1.5 veces el tamaño de la ventana de análisis (WC). Estos
coeficientes fueron establecidos mediante el método de prueba y error y
análisis de resultados. Adicionalmente se calcula la cantidad teórica de
puntos que deberían encontrarse en cada ventana WW ( ¯NPW ) como el
producto de D por el área que ocupa WW . Esta cantidad se empleará
como control a la hora de llevar a cabo el depurado de los puntos en las
ventanas WW .
A continuación, se identifican los límites geográficos sobre los que
se ejecutará la función. Al igual que en el caso de la función OWM,
los límites de esta área se amplían aplicando un buffer exterior de
2El tamaño de esta ventana se identifica con el tamaño máximo del área sin Pg, que
a su vez se relaciona con el lado de menor longitud del edificio más grande presente
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Figura 1.7: Esquema de funcionamiento de la función DebCloud.
magnitud W·O. En este caso, O es el solape longitudinal y transversal
entre ventanas y se fija en 0.5 (parámetro fijo de la función). Así,
las coordenadas de la TRC son xTRC=xmax+W·O y yTRC=ymax+W·O,
mientras que las de la BLC son xBLC=xmin-W·O y yBLC=ymin-W·O.
A continuación la ventana de búsqueda WW se desplaza desde BLC
siguiendo el eje X con un solape entre ventanas consecutivas de magnitud
W·O. Finalizada la primera pasada, la ventana WW vuelve al extremo
izquierdo e inicia una nueva pasada, cuyo origen se encuentra desplazado
W·O en Y con respecto a la primera. El proceso se repite hasta que la
ventana WW llega a la TRC. En cada posición, todos los puntos en su
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interior son seleccionados (PW ). Si la cantidad de PW es inferior al 10%
de ¯NPW , el depurado en esa ventana no se ejecuta por considerarse que
no hay puntos suficientes. Entonces, PW son seleccionados y pasan a
formar parte de la nube de puntos depurada (PD). La ventana WW se
desplaza hacia la derecha donde se seleccionan nuevos puntos. En caso
contrario, si la cantidad de PW es superior o igual al 10% de ¯NPW , se
selecciona el punto con elevación máxima (pmax).
Con el objeto de decidir si pmax es o no Pg, se considera un área
local definida por WC y centrada en pmax. En esta área, los puntos
vecinos a pmax son identificados (PC) y el punto con menor elevación
es seleccionado (pmin). Finalmente, se calcula la pendiente entre pmin
y pmax3 (S). En este punto se pueden dar tres situaciones: 1) si las
elevaciones de pmin y pmax son iguales o si la pendiente entre pmin y
pmax es menor que Smin, los PW (incluido pmax) pasan a formar parte
de la nube de PD. Entonces la ventana WW se mueve una posición hacia
la derecha, nuevos puntos son seleccionados (PW ) y la cantidad de PW
es evaluada nuevamente ...; 2) si la pendiente entre pmin y pmax es mayor
que Smax, pmax es eliminado de PW al considerarse que representa un
Png, un nuevo máximo local es seleccionado y se repiten los pasos para
comprobar si pmax es o no Pg; 3) finalmente, si Smin < S < Smax, el
criterio de pendiente no es suficiente para decidir si pmax pertenece o no
al terreno, por ello se tiene en cuenta la diferencia de elevación (δmax)
entre dicho punto y una superficie de referencia4 (ϕreference). Entonces,
si δmax es mayor que δ, pmax es eliminado de PW , un nuevo máximo
local es seleccionado ... En caso contrario, los PW (incluido pmax) pasan
a formar parte de PD. Entonces la ventana WW se mueve una posición
hacia la derecha, nuevos puntos son seleccionados (PW ) y la cantidad
de PW es evaluada nuevamente ...
En el segundo nivel (L=2), se repite el proceso anterior considerando
3S= zmax − zmin√
(xmax − xmin)2 + (ymax − ymin)2
4ϕreference se genera a partir de la interpolación de un conjunto de pun-
tos mínimos PR, los cuáles son seleccionados a partir de PC en las cel-
das de ϕPNT cuyo valor es mayor que 0, empleando el código de R
lm(Z ∼ (X + Y )2 + I(X2) + I(Y 2), data = PR) obtenido de la función scatter3d
(paquete car - v.2.1-2).
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PD, resultado del primer nivel, como Point Cloud. Finalmente, un punto
puede ser seleccionado varias veces debido al solape entre WW . En este
caso, como el solape es del 50%, cada punto es analizado como máximo
4 veces y por tanto, éste es el máximo número de veces que puede estar
repetido en PD. A diferencia de lo que sucede con la aplicación de la
función OWM, aquí no interesa conservar sólo aquellos puntos que se
repiten más de una vez, sino también aquellos que fueron seleccionados
una única vez, pues de no ser así, se eliminarían la gran mayoría de los
puntos terreno de pasarelas o de límites de barrancos. Así, un punto
es eliminado definitivamente si es identificado como máximo local y
eliminado tantas veces como es incluido en la ventana WW . Finalmente,
los puntos duplicados de PD son eliminados.
1.2.3.3 Operaciones e integración de funciones.
En la Figura 1.8 se ha incluido un resumen gráfico de las diferentes
etapas y procesos del algoritmo DTMofLabTe. De manera genérica se
distinguen tres bloques de operaciones precedidos por la selección de los
datos de entrada (P) y la asignación de valores a los parámetros variables
(C, CS , δh). El primer bloque incluye la obtención de la información
auxiliar necesaria para el filtrado, como los valores de los parámetros
automáticos o el cálculo de variables como la densidad de puntos o la
penetrabilidad. El segundo bloque, incluye el proceso de depurado, la
selección de los LLP y la interpolación de dichos puntos para obtener la
primera superficie de referencia (ϕt=0). Por último, el tercer bloque se
corresponde con la densificación de los modelos intermedios para obtener
la nube de puntos terreno final.
Bloque 1. Cálculo de variables. El objetivo del primer bloque de
operaciones es extraer información auxiliar a partir de los datos LiDAR
(D - densidad de puntos y ϕPNT - penetrabilidad) que se usará para
asignarle valores a los parámetros automáticos (CO, Slmin y Slmax). En
primer lugar, se calcula la densidad media ponderada de la nube de
puntos LiDAR. Se obtiene a partir de una malla de celdas cuadradas
(1x1m) cuyos límites vienen establecidos por los valores máximos y
mínimos de las coordenadas X e Y de P (xmax, ymax, xmin, ymin). El
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Figura 1.8: Esquema de funcionamiento de DTMofLabTe
valor que se le asigna a cada celda es el número de puntos que caen en su
interior. A partir de estos valores se calcula la densidad media ponderada
(ptos/m2). Dicho valor es asignado a la variable D. A continuación
se establecen los parámetros Slmin y Slmax a partir del percentil5 del
65% y 90% de los valores de las celdas de una superficie de pendientes
(ϕslope). Para obtener esta superficie en primer lugar se identifican un
conjunto de LLP empleando la función OWM, donde los valores de sus
argumentos son los siguientes: Point Cloud=P, w=W=C, OF=FO=0.8
y OL=LO=0.8. A la nube de puntos resultante se le aplica un filtro
estadístico6 para detectar y eliminar puntos con valores de elevación
anormalmente elevados que pudieran producir una sobrestimación de
los valores de los parámetros Slmin y Slmax. Tras este depurado, los
puntos seleccionados se interpolan a partir de la función Tps7 (paquete
fields - v.8.2-1 de R). El modelo resultante se transforma a formato
ráster empleando la función interpolate (paquete raster - v.2.4-20),
obteniéndose así ϕINIC . Por último, a partir de esta superficie y la
5Para controlar los valores asignados a estos parámetros se establece 0.1 y 0.35
como valor mínimo y máximo aceptable para Slmin (0.1≤Slmin≤0.35) y 0.2 y 0.75
para Slmax (0.2≤Slmax≤0.75).
6Este filtro elimina aquellos puntos que presentan un valor de elevación superior
a µzLLP + 2 · σzLLP .
7No se modificaron los valores establecidos por defecto.
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función terrain (paquete raster - v.2.4-20) se calcula ϕslope. Más
detalles sobre el cálculo de una superficie empleando el método de
interpolación TPS pueden ser consultados en Nychka et al. (1998) y en
la documentación del paquete fields (Fields Development Team, 2006).
Finalmente, se calcula el ráster con la información de la penetrabilidad
(ϕPNT ) a partir de la función PNT. Los valores de los argumentos de
dicha función para este caso son: Point Cloud=P, ϕ=ϕINIC , W=CO y





Bloque 2. Depurado y selección de puntos semilla. El
objetivo de este segundo bloque es identificar los puntos semilla (PS) a
partir de una nube de puntos depurada de Png (PD). Los PS constituyen
la base para obtener una primera aproximación de la superficie del
terreno (ϕt=0) y para llevar a cabo la posterior identificación de nuevos
puntos terreno. Tal y como se indica en la Figura 1.8, este bloque se
divide en 3 fases: depurado de la nube de puntos empleando la función
DebCloud, selección de los puntos semilla a partir de la función OWM
e interpolación de dichos puntos para obtener ϕt=0.
Fase 2.1 Depurado de P. Antes de seleccionar los PS , se detectan
y eliminan la mayor cantidad posible de Png de la nube de puntos
LiDAR. Para ello se emplea la función DebCloud. En este caso, los
valores de los argumentos de dicha función son: Point Cloud=P; W=C;
ϕPNT=ϕPNT ; Smin=Slmin; Smax=Slmax y δ=δh. Como resultado se
obtiene la nube de puntos depurada (PD). Aunque esta función se
encuentre definida por 6 argumentos el usuario debe prestar atención
únicamente a dos de ellos, los parámetros variables C y δh. El resto de
argumentos no requieren la intervención directa del usuario, pues son
datos o variables derivadas de ellos, parámetros fijos o automáticos.
Fase 2.2 Selección de PS . Una vez obtenidos los PD, se emplea
la función OWM para seleccionar los PS . Este método de selección de
LLP es una de las principales diferencias que presenta DTMofLabTe
con respecto a los filtros que incluyen la selección de puntos semilla. La
función OWM incorpora como novedad el uso de una ventana móvil para
la selección de puntos, la cual ejecuta su desplazamiento con un solape
longitudinal entre ventanas consecutivas y transversal entre pasadas.
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Este solape entre ventanas ocasiona que un punto pueda ser analizado y
seleccionado más de una vez como LLP. Teóricamente, cuantas más veces
un punto es seleccionado como mínimo local, mayor es la probabilidad
de que dicho punto pertenezca al terreno. De esta forma, al tener en
cuenta el número de veces que un punto es seleccionado, es posible usar
un tamaño de ventana más pequeño que el que se usaría con el método
clásico LMM, sin que con ello se aumenten los errores de comisión,
incrementando el número de PS y el nivel de detalle de la primera
superficie de referencia y en consecuencia, el error de omisión final se verá
reducido. En este caso, los valores de los argumentos de la función OWM
fueron: Point Cloud=PD, w=CS , W=C, OF=OL=FO = LO = 0.8.
Como resultado se obtuvieron los puntos semilla PS (puntos identificados
como mínimos locales más de una vez).
Fase 2.3 Generación de ϕt=0. La elección del método de
interpolación es uno de los factores a tener en cuenta en el proceso de
filtrado. En base al estudio llevado a cabo por Evans y Hudak (2007)
y a la experiencia de otros autores en trabajos similares (Mongus y
Žalik, 2012, Chen et al., 2013), en este estudio se empleó la función Tps
para interpolar los puntos clasificados como Pg en cada iteración. Se
usaron los valores de los parámetros establecidos por defecto, de forma
que el parámetro de suavizado lambda es calculado automáticamente
por la función. Finalmente, se empleó la función interpolate, para
transformar el modelo generado con la función Tps a formato ráster con
una resolución CR (en este estudio CR=1 m).
Bloque 3. Densificación. La finalidad de este último bloque
es identificar nuevos Pg entre los puntos no clasificados. Para ello,
primero se calcula la diferencia de elevación entre cada punto de P y
una superficie de referencia (ϕt=0 en la primera iteración, actualizada
iterativamente con la incorporación de nuevos puntos - ϕt=n). A
diferencia de otros autores, que calcularon el residual de cada punto
como la media de los valores de la celda central y las 8 celdas vecinas
(Chen et al., 2013), en este estudio sólo se ha tenido en cuenta el valor
de la celda central (función extract, opción method="simple", paquete
fields - v.8.2-1). De esta forma se evita sobrestimar el valor de los
residuales en zonas heterogéneas o con elevada pendiente.
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En segundo lugar, se compara el residual de cada punto con el
máximo residual permitido (δh). Muchos estudios han usado los
residuales como criterio para clasificar nuevos puntos como Pg. Hu et al.
(2014), en base al estudio de Sithole y Vosselman (2004), manifestaron
la necesidad de asignarle diferentes valores al parámetro que controla
el proceso de densificación en función de las características del terreno,
de forma que en zonas con pequeños objetos recomiendan emplear un
umbral más pequeño que en zonas montañosas. Aunque aquí sería
posible aplicar un mayor umbral a los puntos en zonas con elevada
pendiente que a los situados en zonas más llanas, pues se podrían
usar los valores de pendiente derivados de las superficies de referencia
intermedias, se comprobó que los errores de comisión con origen en
la selección de puntos semilla se agravaban, así como los errores de
omisión en zonas de elevada pendiente como taludes y barrancos.
Adicionalmente, también se plantea el problema de seleccionar la función
que se emplearía para la asignación de residuales máximos permitidos
(p. ej. lineal, polinómica, exponencial,...). Teniendo en cuenta lo
expuesto y el elevado grado de detalle de ϕt=0 y las sucesivas superficies,
en este estudio se optó por asignar un umbral único a toda la zona, el
parámetro variable δh.
En resumen, los puntos de P cuyo residual es inferior o igual al
parámetro δh son considerados Pg e interpolados para obtener una nueva
ϕt=n. La obtención de los residuales y la posterior densificación de la
nube de puntos se repite, bien hasta que no se añaden nuevos Pg bien
hasta llegar al número máximo de iteraciones definido por el parámetro
fijo I.
1.2.4 Evaluación de la precisión y análisis de resultados
La evaluación cuantitativa de los resultados del filtrado se realizó a
partir de las métricas propuestas por Sithole y Vosselman (2004): el
error Tipo I (TIe - error de omisión o porcentaje de puntos terreno que
no han sido identificados como tal), el error Tipo II (TIIe - error de
comisión o porcentaje de puntos no-terreno identificados erróneamente
como terreno) y el error Total (Te). Las ecuaciones que permiten
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su cálculo se incluyen en la Tabla 1.4. Estas métricas, usadas en
múltiples estudios (Mongus y Žalik, 2012, Zhang y Lin, 2013), se
calculan a partir de cuatro parámetros: a, cantidad de Pg que han sido
correctamente identificados como terreno; b, cantidad de Pg que han
sido incorrectamente clasificados como no-terreno; c, cantidad de Png
que han sido incorrectamente identificados como terreno; d, cantidad
de Png que han sido correctamente identificados como no-terreno; y e,
número total de puntos.
Tabla 1.4: Cross-matrix teórica y ecuaciones
Filtrado
Referencia Pg Png Errores
Pg a b a+b Tipo I= b(a+b)
Png c d c+d Tipo II= c(c+d)
a+c b+d e=a+b+c+d Total= (b+c)
e
Estadísticamente, cuando los datos son de tipo categórico y se
pretende evaluar hasta qué punto dos conjuntos de observaciones
coinciden en su medición, en este caso los datos de referencia y los
obtenidos tras el filtrado, el estadístico más empleado es el coeficiente
Kappa de Cohen (1960)(Ec.1.1) .
K = e · (a+ d)− (((a+ b) · (a+ c)) + ((c+ d) · (b+ d)))
e2 − (((a+ b) · (a+ c)) + ((c+ d) · (b+ d))) (1.1)
El coeficiente Kappa es una medida estadística de concordancia
inter-observador que cuantifica la precisión general de una clasificación
teniendo en cuenta las distribuciones marginales. De esta forma permite
conocer la probabilidad de que la concordancia entre la muestra de
referencia y el resultado del filtrado se deba exclusivamente al azar.
Por tanto, si K = 0 la concordancia observada es la que se espera a
causa del azar. Si K > 0, la concordancia es mayor que la debida
simplemente a causa del azar, mientras que si es menor, K tomará
valores negativos. La máxima concordancia corresponde a K = 100
(en tanto por ciento)(Pingel et al., 2013). Este coeficiente se considera
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una medida más robusta que un simple porcentaje (Hu et al., 2014) y
ha sido empleado en trabajos previos similares al que se presenta aquí
(Silván-Cárdenas y Wang, 2006, Véga et al., 2012, Chen et al., 2013, Hu
et al., 2014).
Para llevar a cabo el análisis de los resultados del filtrado se realizó un
ajuste de los parámetros variables de DTMofLabTe. Los resultados
del filtrado de las 15 muestras de referencia empleando las diferentes
combinaciones de parámetros permitieron evaluar internamente el
funcionamiento de DTMofLabTe en base a tres aspectos: 1) la
efectividad del proceso de depurado; 2) la validez del método de
selección de puntos semilla (OWM); y 3) la influencia de los parámetros
variables en el resultado final. Adicionalmente, empleando dichos
datos y el paradigma de evaluación usado en el estudio de Sithole y
Vosselman (2004) también se realizó una evaluación externa, de forma
que se compararon los resultados de este estudio con los obtenidos
en 23 trabajos previos. Este último análisis es una de las principales
ventajas que presenta el empleo de estos datos de referencia, ya que
permite realizar una comparación cuantitativa perfecta entre diferentes
algoritmos.
1.3 Resultados y discusión
1.3.1 Ajuste de parámetros.
La selección de los parámetros de filtrado es uno de los desafíos más
importantes al que se enfrentan, primero l@s diseñador@s de filtros
y posteriormente, l@s usuari@s; considerándose al mismo tiempo una
tarea determinante para la efectividad y eficiencia del proceso de filtrado
(Susaki, 2012). En la mayoría de los casos, la selección de los parámetros
óptimos se basa en el método de prueba y error, sustentado por el
conocimiento que posee el usuario sobre el funcionamiento del filtro y
las características de la zona de estudio. Por ejemplo, en el caso de
emplear un algoritmo morfológico sobre una zona urbana, a la hora
de establecer un umbral máximo de diferencia de elevación puede ser de
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ayuda tener en cuenta la altura del edificio más bajo para asegurarse que
no son seleccionados erróneamente como terreno (Zhang et al., 2003) o
incluso la altura de los vehículos (Chang, 2010). Si el filtro empleado
incluye un proceso de selección de puntos semilla es habitual que el
tamaño de ventana para su identificación se establezca en función del
tamaño de la mayor superficie sin Pg con el objetivo de disminuir el
número de Png en la nube de puntos semilla. En este sentido, Feng et al.
(2009) y Axelsson (2000) realizaron dicha selección en base al tamaño
del mayor objeto presente en la zona a filtrar. También es habitual el
empleo de estadísticos como la media (Axelsson, 2000) o el percentil
i-ésimo (Zhang y Lin, 2013) estimados a partir de un conjunto de
observaciones para asignar valores a los parámetros durante el filtrado.
Adicionalmente, si de forma sencilla se busca la máxima efectividad aun
a riesgo de perder cierto grado de eficiencia, una técnica muy extendida
se basa en seleccionar una secuencia de posibles valores para cada
parámetro; ejecutar el filtro tantas veces como combinaciones distintas
de parámetros se pueden formar y finalmente seleccionar aquella que
proporciona el resultado con la mayor precisión (Hu et al., 2014).
En este estudio, los valores de los parámetros fijos se establecieron
en base a la experiencia práctica de l@s autor@s, donde np=10;
LO=FO=0.8; CR=1; y I=6. Por otro lado, los valores de los parámetros
automáticos (CO, Slmin y Slmax) se calcularon de manera automática
durante el filtrado (los valores que tomaron estos parámetros para
cada una de las muestras se incluyen en la Figura 1.9). Finalmente,
con el propósito de minimizar los errores de filtrado, los valores de
los parámetros variables (C, CS y δh) se ajustaron en dos fases y se
calcularon los errores TIe, TIIe y Te junto con el coeficiente Kappa
para cada combinación de parámetros. En la primera fase, se filtran las
diferentes muestras manteniendo constante el parámetro δh (toma un
valor de 0.5 m) y variando los parámetros C y CS . Para las muestras
urbanas, C ∈ [12,32] en intervalos de 2 m; y para las muestras rurales
C ∈ [6,26] en intervalos de 2 m; mientras que CS ∈ [3,6] en intervalos
de 1 m para todas las muestras. De esta forma, cada muestra se filtra
44 veces. El rango para cada parámetro fue determinado en base a la
experiencia práctica de l@s autor@s. Así, el conjunto de parámetros que
logró el menor Te para cada muestra se consideró el óptimo de esta fase.
En la segunda fase, los parámetros C y CS tomaron los valores óptimos
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obtenidos en la fase previa, y se varió el valor del parámetro δh, donde
δh ∈ [0.4,0.8] en intervalos de 0.1 m. En este caso, cada muestra se filtra
4 veces. Finalmente, el conjunto de parámetros considerado óptimo es el
que alcanza el menor Te. De esta forma se obtuvieron 48 resultados por
muestra, frente a los 220 que se hubieran producido en el caso de ejecutar
todas las combinaciones posibles de los parámetros C (11 niveles), CS
(4 niveles) y δh (5 niveles) (los resultados de todas las combinaciones
de parámetros realizadas se han incluido en las Tablas A.5 a A.19 del
Anexo A.3). Los valores óptimos de los parámetros variables se muestran
en la Figura 1.9.
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Figura 1.9: Valores de los parámetros automáticos y variables para la evaluación de
DTMofLabTe.
Atendiendo a los resultados del ajuste de parámetros (Figura 1.9), el
parámetro CO toma valores entre 3 y 4 m en las muestras urbanas y cerca
de los 7.7 m en las muestras rurales debido su dependencia de la densidad
de los datos LiDAR (sobre 1 pto/m2 en las zonas urbanas y 0.2 ptos/m2
en las rurales). Por otro lado, se observa que en términos generales el
parámetro Slmin toma valores del 10% (valor mínimo permitido) con la
excepción de las muestras cuya pendiente es elevada (muestras 11, 24,
52 y 53). Sin embargo, el rango de valores entre los que oscila Slmax es
mucho mayor debido a la elevada pendiente del terreno.
En cuanto a los parámetros variables y en relación a las
combinaciones identificadas como óptimas, no se identifica un patrón
de comportamiento claro en cuanto a C. En referencia a los otros dos
parámetros, en la mayoría de las muestras urbanas predomina el valor de
3 m para el parámetro CS y de 50 cm para δh. Para las muestras rurales
51
Capítulo 1. La representación del relieve
el valor de CS es más heterogéneo y el parámetro δh toma valores más
elevados que en el caso anterior (80 cm). En el apartado 1.3.2.3 se realiza
un análisis más detallado del comportamiento de estos parámetros en
relación a los errores.
1.3.2 Evaluación interna de DTMofLabTe
1.3.2.1 Efectividad del proceso de depurado.
Tomando como supuesto que las elevaciones de los Png en un entorno
local son máximas, la función DebCloud detecta estos puntos y los
elimina si la pendiente entre dichos puntos y un mínimo local sobrepasa
un umbral de pendiente establecido automáticamente. El objetivo de
este proceso es equiparar el tamaño de la ventana de selección de PS
de las zonas urbanas al de las zonas rurales para aumentar el nivel de
detalle con el que se representa la superficie de referencia inicial (ϕt=0)
sin aumentar los errores de comisión groseros8.
Para comprobar la efectividad del proceso de depurado, en la
Figura 1.10 se representa mediante un diagrama de barras el número de
puntos original (en verde), los que se mantienen después del depurado
(en naranja) y los seleccionados como puntos semilla (en fucsia) en
función de si son Pg o Png. También se incluye para cada muestra
los valores del Te y de K correspondientes (los resultados numéricos
se incluyeron en la Tabla A.20, Anexo A.4). Adicionalmente, en las
Figuras 1.11 y 1.12 se incluye la distribución espacial de los puntos
originales (P), depurados (PD) y semilla (PS) para una selección de siete
muestras, las cuales contienen edificios y vegetación en zonas con relieve
complejo (muestra 11, Figuras 1.11a a 1.11c; muestra 12, Figura 1.11d
a 1.11f; muestra 21, Figura 1.11g a 1.11i; muestra 41, Figura 1.12a
a 1.12c; muestra 42, Figura 1.12d a 1.12f; muestra 52, Figura 1.12g a
1.12i; y muestra 53, Figura 1.12j a 1.12l). Los resultados incluidos en las
Figuras 1.10, 1.11 y 1.12 se obtuvieron a partir de la combinación óptima
8Se denominan así a los errores producidos por puntos de edificaciones mal
clasificados como terreno, pues éstos ocasionan en el modelo un impacto negativo
mayor que el que produciría un punto de vegetación (Lu et al., 2008).
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de parámetros para cada muestra (Tabla 1.9). En las Figuras A.7 a A.11
del Anexo A.4 se incluye para cada muestra y valor de C los resultados
del depurado. El resultado para resto de muestras está incluido en las
Figuras A.12 a A.26 del Anexo A.4.
Efectividad del proceso de depurado empleando la función DebCloud
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Figura 1.10: Efectividad del proceso de depurado empleando la función DebCloud.
En términos generales, el depurado fue más efectivo en las muestras
urbanas que en las rurales. Atendiendo a los resultados de la Figura 1.10
se tiene que en 6 de las 9 muestras urbanas, K es superior al 80%, y
tan sólo el 15% de las muestras rurales superan esta precisión al tiempo
que las diferencias entre resultados es mayor. Estos resultados eran los
esperados ya que el principal objetivo del depurado es la eliminación de
Png pertenecientes a edificaciones. Las zonas urbanas además de tener
más cantidad de Png en relación a los Pg que las zonas rurales (en las
zonas urbanas hay 1.1 Pg por cada Png mientras que en las zonas rurales
de media hay 7.8 - Tabla 1.2) la mayoría se corresponde con edificaciones,
donde el depurado es más efectivo, mientras que en las zonas rurales casi
la totalidad de los Png se corresponden con vegetación.
La efectividad del depurado en las zonas urbanas queda patente
donde el relieve es poco accidentado tanto si existen grandes edificaciones
(KS12=89.53% - Figura 1.11e y KS42=95.11% - Figura 1.12e), como
puentes (KS21=91.32% - Figura 1.11h) o discontinuidades en los datos
(KS41=96.29% - Figura 1.12b). Sin embargo, este proceso no se
encuentra libre de dificultades, pues zonas con orografía compleja y
grandes edificaciones, terrazas y/o vegetación baja constituyen un serio
desafío (C=14 y KS11=51.54% - Figura 1.11b, C=20 y KS24=66.31%).
En el caso particular de la muestra 11, donde grandes edificaciones se
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encuentran a diferentes niveles sobre el terreno, los malos resultados
pueden ser debidos a que al parámetro C toma un valor alto por el
tamaño de las construcciones, y como el terreno se encuentra a diferentes
niveles, en ocasiones el máximo local que se analiza pertenece al terreno
y no a los objetos, aumentando simultáneamente los errores de omisión
y comisión. Por el contrario, en la muestra 41 no se aprecia dicha
limitación, donde si bien hay grandes edificaciones, éstas se localizan
en una zona llana (C=28 y KS41=96.29% - Figura 1.12b).
En las zonas rurales, el hecho de que un elevado porcentaje de Png
que representan la vegetación, produce que el depurado no sea tan
efectivo, fundamentalmente si dicha vegetación presenta poca altura,
dando lugar a valores bajos de precisión en zonas con elevada pendiente
(KS51=60.49% y KS52=49.58%). Por otro lado, la falta de eficacia
del depurado también se debe a errores de omisión, motivados por la
eliminación errónea de Pg. Estos errores se localizan fundamentalmente
en bordes de barrancos (KS53=45.87% - Figura 1.12k y KS61=51.85%)
o terraplenes junto a las vías de transporte (KS71=71.45%).
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(a) Muestra 11: P (b) PD (c) PS
(d) Muestra 12: P (e) PD (f) PS
(g) Muestra 21: P (h) PD (i) PS
Figura 1.11: Efectividad del proceso de depurado (parte 1). Nota: en verde se
representan los Pg y en amarillo los Png; P, PD y PS nube de puntos original,
depurada y con puntos semilla, respectivamente.
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(a) Muestra 41: P (b) PD (c) PS
(d) Muestra 42: P (e) PD (f) PS
(g) Muestra 52: P (h) PD (i) PS
(j) Muestra 53: P (k) PD (l) PS
Figura 1.12: Efectividad del proceso de depurado (parte 2). Nota: en verde se
representan los Pg y en amarillo los Png; P, PD y PS nube de puntos original,
depurada y con puntos semilla, respectivamente.
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1.3.2.2 Influencia del método OWM en la selección de los PS.
La selección de LLP es habitual en aquellos filtros que necesitan crear
una superficie inicial de referencia. El entorno local en el que se
seleccionan dichos puntos puede definirse por una ventana cuadrada
como la empleada por el método LMM (Véga et al., 2012, Hu et al.,
2014). Fijar su tamaño es una tarea clave, fundamentalmente en
entornos urbanos, ya que un tamaño demasiado pequeño ocasionará
elevados errores de comisión mientras que uno demasiado grande dará
lugar a pérdida de detalle en la representación del terreno. Para mitigar
este problema, en este estudio se desarrolló un método de selección de
LLP empleando una ventana móvil con solape longitudinal y transversal.
Este método se encuentra implementado en la función OWM. Así, para
un solape del 80% cada punto será analizado 25 veces y se considerarán
PS aquellos puntos seleccionados como LLP más de una vez durante
dicho proceso. De esta forma, el solape entre ventanas proporciona
mayor cantidad de PS que en el caso de emplear el método LMM pero
sin aumentar los errores de comisión y en consecuencia, dando lugar a
una primera aproximación del terreno más precisa. Adicionalmente, los
resultados de OWM también se ven beneficiados por el depurado previo
de la nube de puntos pues permite reducir el tamaño de ventana en zonas
urbanas equiparándolo al de las zonas rurales, favoreciendo la selección
de un mayor número de LLP.
Para respaldar estas afirmaciones, se tomaron como ejemplo las
muestras 12 y 52. La función OWM se ejecutó con un solape longitudinal
y transversal entre ventanas del 0% (LO = FO = 0), simulando así el
funcionamiento de LMM. Adicionalmente se ejecutó con un solape del
80% (LO = FO = 0.8). Como datos de entrada, primero se tuvo en
cuenta la nube de puntos sin depurar (P) y después los datos depurados
(PD). Los resultados cuantitativos de este experimento se han incluido
en la Figura 1.13 y su distribución espacial en la Figura 1.14.
En la primera de las figuras, diferenciando entre Pg y Png se
representa mediante un diagrama de barras el número de puntos
originales (en verde) y los seleccionados como semilla empleando el LMM
(en azul) y el OWM (en fucsia). En todos los casos, tanto si los datos
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Efectividad de la selección de los puntos semilla
Muestra 12: datos sin depurar 
Cs=18m Cs=3m
Muestra 52: datos sin depurar 
Cs=26m Cs=5m
Figura 1.13: Resultados cuantitativos de la selección de puntos semilla empleando
el método de mínimos locales con ventana móvil (LMM) empleado por Véga et al.
(2012) ó Hu et al. (2014), y el método de mínimos locales a partir de una ventana
móvil con solape (OWM) para las muestras 12 y 52.
de entrada están o no depurados, el OWM selecciona casi 4 veces más
puntos que el LMM. Si bien es cierto que el número de Png que se
seleccionan erróneamente también es más alto, la mayoría se corresponde
con vegetación baja y en ningún caso pertenecen a edificaciones. Además
el porcentaje medio de error (media del porcentaje de Png en función del
número total de puntos semilla seleccionados) es muy similar empleando
los dos métodos tanto si la nube de puntos se encuentra o no depurada
(LMM-µerror=1.1% vs. OWM-µerror=0.9% y LMM-µerror−D=0.65% vs.
OWM-µerror−D=0.75%, respectivamente). En ambos casos se estarían
mejorando los resultados obtenidos mediante otros métodos de selección
de puntos semilla (en Jahromi et al. (2011) ' 4% de los puntos semilla
seleccionados de forma automática eran Png).
En cuanto a su distribución espacial, en la Figura 1.14 se observa
como en los bordes de las vías y patios interiores de edificaciones
(Figura 1.14b vs. Figura 1.14c) o en el borde de los cursos de agua
(Figura 1.14e vs. Figura 1.14f), el terreno queda mejor definido
empleando OWM que LMM, lo que puede suponer invertir menos
recursos en la posterior densificación del modelo. En cuanto a los datos
de entrada, se comprueba la influencia positiva del proceso de depurado,
multiplicando el número de PS por 15 en la muestra 12 y por 20 en
la muestra 52 en referencia a los resultados obtenidos empleando la
nube de puntos sin depurar. Estos resultados fueron posibles gracias
a que el tamaño de ventana se redujo de 18 m a 3 m en la muestra
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(a) Muestra 12: P (b) PS con LMM (c) PS con OWM
(d) Muestra 52: P (e) PS con LMM (f) PS con OWM
(g) Muestra 12: PD (h) PS con LMM (i) PS con OWM
(j) Muestra 52: PD (k) PS con LMM (l) PS con OWM
Figura 1.14: Ejemplos cualitativos de la efectividad en la selección de puntos semilla
(PS). Comparación de los resultados del LMM y OWM empleando la nube de puntos
original (P) y la depurada (PD) de las muestras 12 y 52. Nota: en verde se representan
los Pg y en amarillo los Png.
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12 y de 26 m a 5 m en la muestra 52. A pesar de que el tamaño de
ventana en el primer caso (3 m) es casi la mitad que en el segundo
caso (5 m) y que el número de Pg en la muestra 12 (Pg−S12 = 26654 y
PgD−S12 = 26269) es superior al de la muestra 52 (Pg−S52 = 20112 y
PgD−S52 = 19300), paradójicamente el número de PS seleccionados en
este último caso es mayor que en el primero (para el caso donde los datos
de entrada es la nube de puntos depurada y se emplea el OWM, se tiene
que PgS−S12 = 11246, PngS−S12 = 95,PgS−S52 = 15213 y PngS−S52 = 99).
Esta situación puede deberse a que la escena de la muestra 12 es más
compleja que la de la muestra 52. Además, la presencia en esta última
de dos zonas relativamente llanas (parte superior e inferior de la escena)
con un reducido número de Png pudo favorecer la selección de PS .
Finalmente, se reflexiona sobre una posible mejora deDTMofLabTe
relacionada con las creación de la superficie de referencia inicial (ϕt=0)
a partir de los puntos semilla. Como ya se mencionó, se toman como PS
aquellos puntos que han sido seleccionados como mínimos locales más
de una vez (hasta un máximo de 25 veces si el solape es del 80%). En la
Figura 1.15 se incluyen las puntuaciones de los puntos semilla para las
muestras 12 y 52. Se observa como los puntos con mayor puntuación se
localizan hacia el centro de las vías (Figura 1.15a) y en las zonas más
llanas (zona sur en la Figura 1.15b), mientras que los que poseen las
puntuaciones más bajas se encuentran cerca de las edificaciones (Figura
1.15a) y en zonas con fuerte pendiente (zona central en la Figura 1.15b).
En base a esta información, la mejora que se propone es generar la su-
perficie ϕt=0 ponderando la elevación de los puntos semilla en función
de su puntuación, de manera que los puntos con mayor puntuación ten-
gan más influencia (mayores pesos) en la generación de dicha superfi-
cie que aquellos cuya puntuación es menor. Esta propuesta es similar
a la densificación de los modelos intermedios llevada a cabo por Kraus
y Pfeifer (1998), donde la elevación de cada punto era ponderada según
una función lineal tomando como información base la diferencia de ele-
vación entre los puntos y la superficie de referencia (residuales).
60
Resultados y discusión
(a) Muestra 12: Puntos originales y puntuación de PS . (b) Muestra 52: Puntos origi-
nales y puntuación de PS .
Ptos originales
● ● ● ● ● ● ●= 2 2 − 5 5 − 10 10 − 15 15 − 20 20 − 25 = 25
Puntuación
Pg● ● Png
Figura 1.15: Ejemplos de puntuaciones de los PS tras la aplicación de OWM.
1.3.2.3 Influencia de los parámetros variables en el filtrado.
Para estudiar como influyen los parámetros variables en la identificación
de los Pg se tuvieron en cuenta los resultados cuantitativos derivados del
proceso de ajuste de parámetros descrito en el apartado 1.3.1.
En la Figura 1.16 se representa gráficamente la variación de los
errores Te (Figura 1.16a), TIe (Figura 1.16b) y TIIe (Figura 1.16c) (eje
Y) en función de los valores que toman los parámetros CS , C y δh (eje
X) teniendo en cuenta todas las muestras (en gris), las muestras urbanas
(en malva) y las muestras rurales (en verde). El valor de percentil del
68.3% para cada tipo de error se dibuja como una línea horizontal. En
cuanto a la interpretación de estos gráficos y de manera simplificada,
variaciones en los valores de cada factor (parámetros variables) tendrán
menor influencia en los errores cuanto menor sea el recorrido de las líneas
verticales que contienen los niveles de dichos factores.
Si se consideran los resultados empleando todas las muestras de
manera conjunta (datos en gris en la Figura 1.16), se observa como
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Figura 1.16: Influencia de los parámetros variables en la precisión del filtrado usando
los resultados del ajuste de parámetros para todas las muestras (en gris), las urbanas
(muestra 11 a muestra 42, en malva) y las rurales (muestra 51 a muestra 71, en verde).
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fluctuaciones del parámetro CS tienen menos repercusión en el Te que
si éstas se dan en el parámetro C, mientras que la influencia de estos
parámetros en los valores del TIIe y TIe son similares pero sin perder
de vista la diferencia de número de niveles que presenta cada parámetro.
Tal como se esperaba, existe una relación directa entre los valores del
parámetro CS y el TIe, de forma que cuanto menor es el valor de
dicho parámetro menor es el TIe pues mayor es el número de puntos
semilla seleccionados y por tanto mayor la probabilidad de seleccionar
Pg. Sin embargo, como consecuencia directa de dicha circunstancia
también aumenta la probabilidad de seleccionar erróneamente como
puntos terreno aquellos puntos clasificados como Png, aumentando así
el TIIe. Este hecho se refleja en la gráfica que relaciona los diferentes
parámetros con el TIIe, donde los valores del parámetro CS se disponen
en orden decreciente a medida que el TIIe aumenta.
En el caso del TIe los niveles del parámetro C no se distribuyen
de forma ordenada, sin embargo sí es posible identificar un patrón de
comportamiento en el caso del TIIe, de forma que se establece una
relación inversa entre el TIIe y el parámetro C. La lógica de esta relación
puede residir en la influencia que dicho parámetro tiene en la fase de
depurado, donde es necesario que tome valores elevados con el fin de
eliminar los puntos pertenecientes a grandes edificios.
El análisis de la influencia del parámetro δh sobre los diferentes
errores debe llevarse con cautela, pues en total se tienen 660 resultados
variando los parámetros C y CS y manteniendo constante el parámetro
δh (valor 0.5), frente a los 64 resultados donde se varió este último
parámetro manteniendo constantes los dos primeros. Es posible que
este sea el motivo por el que los niveles del parámetro δh no se disponen
de manera ordenada a lo largo de la línea vertical sobre la que se
representan. Sin embargo, si prescindimos del nivel 0.5 se observa que
cuanto mayor es el valor del δh menor es el TIe y el Te, y mayor el
TIIe. La lógica de este comportamiento es la misma que se expuso para
explicar la influencia del parámetro CS sobre los diferentes errores.
Para comprobar si el tipo de entorno genera diferentes relaciones
entre los parámetros variables y los tres tipos de error o hace más
evidentes las que fueron identificadas teniendo en cuenta todas las
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muestras, se realizó el mismo análisis contemplando por un lado las
muestras urbanas (muestra 11 a muestra 42 - en malva en la Figura 1.16)
y por otro las muestras rurales (muestra 51 a muestra 71 - en verde
en la Figura 1.16). Considerando las muestras urbanas se aprecia
un comportamiento similar al que se observó considerando todas las
muestras, aunque es más evidente la influencia que ejercen sobre el Te
las variaciones del parámetro C. Sin embargo, no sucede lo mismo en
el caso de las muestras rurales, pues la influencia del parámetro CS no
se diferencia mucho de la que ejerce C en los valores del Te. Si bien al
tener en cuenta todas las muestras no fue posible establecer una relación
clara entre C y el Te, al considerar por separado las muestras urbanas
de las rurales sí se observa una relación inversa entre ellos, donde el Te
disminuye a medida que el valor de C aumenta.
Atendiendo al TIe, la influencia de los parámetros variables sobre
dicho error no se diferencia mucho de lo descrito anteriormente. Sin
embargo, sí existen ciertas diferencias en cuanto a la influencia de los
diferentes parámetros sobre el TIIe. En zonas urbanas, variaciones de
C tiene mucha más repercusión sobre dicho error que si las variaciones
se dan en CS . En las zonas rurales sucede lo contrario, variaciones
en ambos parámetros influyen en el Te casi por igual, mientras que
variaciones de CS afectan en mayor medida al TIIe que variaciones de
C. Una explicación puede ser que en las zonas urbanas la mayor parte de
los Png pertenecen a grandes edificaciones, en cambio en las zonas rurales
éstos representan la vegetación o edificaciones de pequeño tamaño. En
las zonas urbanas, si el valor del parámetro C es inferior al tamaño de
la mayor edificación existente en la zona se desencadenarán una serie
de sucesos: primero, el proceso de depurado fallará en las cubiertas de
los edificios cuyo tamaño es mayor que el valor de C; a continuación,
algunos de estos Png no depurados serán seleccionados como puntos
semilla y finalmente, en el proceso de densificación, la gran mayoría de
los puntos de dichas cubiertas serán clasificados como puntos terreno.
De esta forma, el volumen de puntos erróneamente clasificados como
terreno será mucho mayor que si el error se produce en una edificación
de menor tamaño o en una zona con vegetación (característico de las
zonas rurales), ocasionando que el TIIe alcance valores muy elevados
casi con independencia del valor que tome CS . Esta circunstancia deja
de cumplirse cuando el valor del parámetro C es mayor que el tamaño de
64
Resultados y discusión
las edificaciones presentes en la zona, de esta forma su influencia sobre
el TIIe disminuye considerablemente.
Los resultados incluidos en la Figura 1.17, donde se representan de
manera individual para cada muestra los valores de los tres tipos de error
en función de los parámetros C y CS , respaldan la deducción anterior.
En las muestras urbanas (Figura 1.17a y 1.17b), la representación gráfica
del TIIe y consecuentemente del Te, muestran una apariencia dentada,
reflejo de la influencia de la variación del parámetro C. Por el contrario,
las Figuras 1.17c y 1.17d, representantes de muestras rurales, se aprecia
una disminución progresiva y suave de los errores a medida que CS
aumenta casi con independencia del valor que toma C. En estos últimos
casos no se aprecia como valores altos del TIIe repercuten negativamente
en el Te cuya variación es mínima en paralelo a los valores del TIe (en
las Figuras A.27 a A.41 del Anexo A.5 se han incluido los resultados
individuales para cada muestra.). Esta diferencia de comportamiento
entre las muestras urbanas y rurales tomadas como ejemplo puede
deberse a la proporción de Pg en la nube de puntos. En el caso de
los ejemplos urbanos, en la muestra 11 hay 1.3 Pg por cada Png y en
la muestra 42, 0.4 Pg por cada Png. Sin embargo, para los ejemplos
rurales la situación es muy distinta, pues la proporción de Pg es mucho
mayor (en la muestra 52 hay 8.5 Pg por cada Png y en la muestra 53,
casi 24 Pg por cada Png). Esta reflexión también podría extenderse al
comportamiento de otros filtros durante el proceso de la selección de los
puntos semilla (Chen et al., 2013, Hu et al., 2014).
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1.3.3 Evaluación externa y comparación con otros filtros
1.3.3.1 Resultados de DTMofLabTe
La Tabla 1.5 contiene los resultados de la precisión del filtrado
empleando DTMofLabTe a partir de las 15 muestras de referencia
proporcionadas por el ISPRS y las métricas propuestas por Sithole y
Vosselman (2004). En esta tabla se indican los valores óptimos de los
parámetros variables para cada muestra, los errores TIe, TIIe y Te y el
coeficiente Kappa que les corresponde, así como los obtenidos a partir
de la combinación única. En este último caso: CS = 4 m y δh = 0.5 m;
y en las zonas urbanas C = 30 m mientras que en las zonas rurales es
de 20 m. En la última fila se incluyen los valores generales de los errores
teniendo en cuenta todas las muestras. En estudios previos, el cálculo
de la precisión global del filtrado se obtuvo a partir de la media de los
errores de las 15 muestras (Pingel et al., 2013, Zhang y Lin, 2013, Hu
et al., 2014). Aunque esta forma de representar los errores globales es la
más simple, no tiene en cuenta las proporciones de puntos de cada tipo
frente al total. Así, para intentar mitigar esta limitación y calcular
los errores y coeficiente Kappa genéricos, en este estudio se empleó
el número total de puntos de todas las áreas de referencia clasificados
correcta e incorrectamente como Pg y Png (parámetros a, b, c y d en
la Tabla 1.4) . Complementariamente, las Figuras 1.18 y 1.19 muestran
la distribución espacial de los errores para las muestras 11, 12, 21, 41,
42, 52 y 53 mediante la representación de los verdaderos positivos (TP
- parámetro a); falsos positivos (FP - parámetro b); falsos negativos
(FN - parámetro c) y verdaderos negativos (TN - parámetro d). Los
resultados para el resto de muestras se incluyen en las Figuras A.42 -
A.56 en el Anexo A.7 y los enlaces a las gráficas 3D en las Tablas A.24
y A.25 del Anexo A.7.
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En relación a los resultados óptimos, en el 80% de los casos el
Te es inferior al 4.5% y el coeficiente Kappa superior al 88%. Si se
tienen en cuenta todas las muestras, el Te y K son 3.34% y 92.62%,
respectivamente. Los mismos estadísticos empleando la combinación
única de parámetros muestran resultados ligeramente peores, 4.52% y
90.04%, respectivamente. En función del tipo de muestra, se observa
que DTMofLabTe logra mejores resultados en las zonas urbanas,
donde K=92.18%, que en zonas rurales (K=88.73%) (Tabla 1.7). En
las primeras, la mayoría de los resultados son muy satisfactorios,
principalmente en entornos que presentan grandes edificios y pequeños
objetos (KM12=95.02%, Figura 1.18b - ver gráfico 3D y KM31=97.54%-
ver gráfico 3D); puentes (KM21=97.06%, Figura 1.18c - ver gráfico 3D)
o discontinuidad en los datos (KM41=96.65%, Figura 1.19a - ver gráfico
3D y KM42=98.05%, Figura 1.19c- ver gráfico 3D). Estos resultados
se deben fundamentalmente a la efectividad del proceso de depurado
eliminando los Png pertenecientes a grandes edificaciones. Prueba de ello
es el coeficiente Kappa calculado a partir de la nube de puntos depurada
(Figura 1.10): KM12−D=89.53%, KM21−D=91.32%, KM31−D=90.63%,
KM41−D=96.29% y KM42−D=95.11%. De esta forma, fue posible
disminuir el tamaño de ventana CS en la selección de los puntos semilla
dando lugar a una primera aproximación de la superficie del terreno muy
precisa. En cambio, las zonas rurales no presentan grandes edificaciones,
punto donde reside la fortaleza del proceso de depurado y motivo por
el que no fue tan determinante en estas zonas como en las urbanas.
Además, se produjeron algunos errores en áreas con elevada pendiente,
eliminando erróneamente puntos Pg y creando huecos en la nube de
puntos, caso de la muestra 52 (Figura 1.12h).
Por otro lado, las muestras 11 y 53 son las que presentan los
peores resultados. Empleando la combinación óptima de parámetros,
TeM11 = 10.64% y KM53 = 62.21%. En el caso de la muestra 11
(Figura 1.18a - ver gráfico 3D), los errores se deben principalmente al
elevado número de falsos positivos ubicados en las cubiertas con poca
pendiente de algunas edificaciones (zona sur de la muestra), mientras
que en la zona más al norte el problema se centra en la identificación
errónea de puntos que representan pequeños objetos y/o vegetación
baja, todo ello unido a una orografía compleja. Estos errores tienen
su origen en la baja efectividad del proceso de depurado (Figura 1.10 y
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Figura 1.11b). También existe un elevado número de falsos negativos
situados principalmente en las líneas de rotura, como es el caso de
algunas cunetas, donde se produce un cambio brusco de pendiente.
La muestra 53 (Figura 1.19d - ver gráfico 3D) representa una zona
rural donde el 95% de los puntos son Pg distribuidos sobre un terreno
escarpado sin edificaciones. El elevado porcentaje de Pg presentes en la
muestra (23.8 Pg por cada Png - Tabla 1.2) ocasiona que los errores de
omisión (TIeM53 = 2.89%) tengan mucha más influencia en la magnitud
de Te y K que el TIIe, aunque éste supere el 20%. Los principales
errores de omisión se encuentran en las líneas de rotura en barrancos.
Estos errores probablemente se deben a una sucesión de fallos durante
el filtrado. Primero en la selección de los puntos semilla, pues en estas
zonas dichos puntos se seleccionan en la parte inferior del barranco
y no en el borde superior. En segundo lugar, durante el proceso de
densificación, pues el interpolador TPS tiende a suavizar estas zonas de
transición produciendo un modelo con una elevación inferior a la real en
dichas zonas. Así, los puntos en el borde superior del barranco tienen
residuales mucho mayores que el permitido, y por tanto dichos puntos no
son seleccionados. Estos errores pueden reducirse aumentando el valor
del parámetro δh, a riesgo de producir un aumento de los errores de
comisión debido a la presencia de vegetación baja. Las características
de estas áreas, vegetación y edificaciones en pendiente elevada y regiones
escarpadas, provocan que la mayoría de los filtros analizados presenten
dificultades en estos entornos (Figura 1.20).
1.3.3.2 Comparación con otros algortimos de filtrado
Para llevar a cabo el análisis comparativo entre los resultados de
DTMofLabTe y los obtenidos a partir de otros filtros, se han tenido
en cuenta 23 estudios desarrollados entre 1998 y 2016. En la Tabla 1.6,
para cada uno de los estudios y muestras de referencia, se incluyen
los valores del coeficiente Kappa, mientras que en la Figura 1.20 se
representa mediante diagramas de barras los errores TIe, TIIe yTe (en
el caso de los estudios de Shao y Chen (2008), Chang (2010) y Hu
et al. (2014), al igual que para DTMofLabTe, se han tomado los






● ● ● ●TP FP FN TN
Figura 1.18: Resultados cualitativos del proceso de filtrado (parte 1).
Adicionalmente, en la Tabla 1.7 se incluyen los resultados genéricos para
cada uno de los 23 estudios, teniendo en cuenta todas las muestras y
diferenciando entre muestras urbanas y rurales. Los valores de K y los
estadísticos genéricos para los 23 estudios considerados en este análisis se
han recalculado a partir de los valores de los errores incluidos en dichos
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(a) Muestra 41 (b) Muestra 52
(c) Muestra 42 (d) Muestra 53
● ● ● ●TP FP FN TN
Figura 1.19: Resultados cualitativos del proceso de filtrado (parte 2).
estudios y el número de Pg y Png de cada muestra (datos incluidos en
la Tabla 1.2). Finalmente, en la Figura 1.21 se comparan los resultados
de varios estudios empleando una combinación única de parámetros.
Los resultados de las Tablas 1.6 y 1.7 demuestran la efectividad
general de DTMofLabTe, el cual se encuentra entre los tres que
ofrecen las mayores precisiones. Teniendo en cuenta todos los puntos
de las 15 muestras y empleando la combinación óptima de parámetros
se tiene que Te = 3.34% y K = 92.62%. Estos resultados sólo son
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mejorados por los del algoritmo morfológico de Pingel et al. (2013)
(Te = 3.01% y K = 93.33%) y los del algoritmo de superficie adaptativa
de Hu et al. (2014) (Te = 2.87% y K = 93.63%). En función del
tipo de muestra, todos los algoritmos logran mejores resultados en las
áreas urbanas que en las rurales, a excepción del filtro implementado
en TerraScan (KUrb = 79.8% y KRur = 85.7%). Mongus y Žalik
(2012) atribuyó el mejor funcionamiento del algoritmo de TerraScan
en zonas rurales a la calidad de los datos de entrada, concretamente
a la densidad de puntos, mucho menor en las zonas rurales que en las
urbanas. Sin embargo, es posible que tenga más que ver con la selección
de los parámetros de filtrado que con la densidad de puntos, ya que el
algoritmo implementado en TerraScan es una adaptación del algoritmo
propuesto por Axelsson (1999) y éste obtiene un K en las zonas urbanas
mucho mayor que el obtenido por TerraScan (KAxelsson−Urb = 90.1% y
KTerraScan−Urb = 79.8%).
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Capítulo 1. La representación del relieve
Desde el estudio realizado por Sithole y Vosselman (2004) hace
más de una década, la precisión de los algoritmos no ha hecho más
que aumentar y prueba de ello es que en los últimos cinco años
se han mejorado los resultados en el 75% de las muestras (en la
Tabla 1.6, las celdas sombreadas en lila indican los mejores resultados).
El algoritmo DTMofLabTe empleando la combinación óptima de
parámetros mejoró los resultados de los 23 trabajos previos en 3 de
las 15 muestras (muestras 12, 41 y 71, valores sombreados en lila en
la Tabla 1.6). Sithole y Vosselman (2004) también reflexionaron en su
estudio sobre qué error debería ser reducido para mejorar la calidad del
filtrado y aumentar la eficiencia de las tareas de corrección posteriores.
Concluyeron que debería minimizarse el TIe basándose en el coste de
cometer dicho error en relación a la aplicación del modelo final; y desde
un punto de vista más operativo, en el coste de depurado manual de
dichos errores, afirmando que así el Te también se vería reducido. Esta
premisa se cumple fundamentalmente en áreas donde en número de Pg
es significativamente superior al número de Png (Pg/Png≫1). En estos
casos, el TIe influye mucho más que el TIIe en la precisión general
del filtrado que si el número de Pg y Png estuviese más equilibrado
(Pg/Png'1). En el primer caso se encuentran las muestras 53 y 61
(en la Tabla 1.2 se indica que presentan los ratios más elevados, 23.8
y 28.1 Pg por cada Png, respectivamente), en donde más del 95% de
los puntos pertenecen a la clase terreno. Con respecto a la muestra
53, los algoritmos desarrollados hasta 2004 presentan un TIe mucho
más elevado que el resto de casos y un TIIe bajo, mientras que éste
es mucho más elevado en los algoritmos desarrollados en la última
década (Figura 1.20). Como resultado para esta muestra y aquellas
que presentan características similares, se tiene que el Te es tanto más
alto cuanto más lo sea el TIe.
Posiblemente la reflexión anterior se deba a que los algoritmos
incluidos en el estudio de Sithole y Vosselman (2004) no buscaron
minimizar los TIe, sino los TIIe. Sin embargo, los filtros desarrollados
en la última década sí lo han hecho aunque a costa de aumentar los
errores de comisión. Considerando conjuntamente los resultados de los
8 primeros algoritmos se tiene que la media de los errores de omisión
y comisión es de 21.68% y 2.81%, respectivamente, frente al 5.91% y



























































































































































































Figura 1.20: Resultados de los errores TIe, TIIe y Te obtenidos en este estudio y en
23 trabajos previos para cada muestra de referencia.
circunstancia se aprecia en los dos primeros gráficos de la Figura 1.20,
donde en tonos verde y azul oscuro se representan los resultados incluidos
en el estudio de Sithole y Vosselman (2004) y en tonos azul claro, tierra y
malva los resultados de los algoritmos desarrollados después de 2004. En
el gráfico que representa el Te en la Figura 1.20 se observa como el primer
grupo de filtros presentan errores mucho mayores que los algoritmos
más recientes, diferencia que no se aprecia en los TIIe. Dentro del
grupo de los algoritmos posteriores al estudio de Sithole y Vosselman
(2004) existen algunas excepciones como la de Lu et al. (2008), donde
en muchos casos los TIIe son inferiores a los TIe (teniendo en cuenta
todas las muestras: TIeLu=15.34% y TIIeLu=4.86% ).
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La idea que los llevó a minimizar los errores de comisión fue que
consideraron que estos errores producen efectos más negativos en el
modelo final que los errores de omisión, los cuales simplemente reducen
el nivel de detalle con el que se representa la superficie del terreno.
Esto se debe a que los TIIe modifican de manera abrupta la superficie
colindante siendo mucho más evidente la presencia de este tipo de errores
en el modelo final que los errores de omisión, fundamentalmente si los
puntos pertenecen a edificaciones (Pingel et al., 2013). A pesar de
que este planteamiento es contrario a la tendencia que se observa en
los últimos años, estos autores hacen una observación muy interesante
que refuerza su postura. Exponen que un punto mal clasificado como
terreno tiene más impacto en el modelo final si éste pertenece a un tejado
que si representa vegetación baja. Este impacto será dramáticamente
mayor si el punto es añadido en la fase de selección de puntos semilla
que en el proceso de densificación. Por tanto, la reflexión de Sithole
y Vosselman (2004) podría matizarse de forma que, para aumentar
la precisión general del filtrado se recomienda minimizar los TIe aún
a riesgo de aumentar los TIIe pero siempre y cuando los errores de
comisión no se deban a la incorrecta selección de puntos pertenecientes
a la cubierta de edificaciones. DTMofLabTe cumple con esta regla
gracias a la efectividad del proceso de depurado en las zonas edificadas.
Como última nota, añadir que en el caso de Sithole y Vosselman (2004)
su reflexión va encaminada a mejorar la precisión del filtrado, mientras
que la de Lu et al. (2008) está centrada en mejorar la precisión del
modelo. Si bien en la mayoría de los casos un aumento de la precisión
del filtrado lleva aparejado un aumento de la precisión del modelo final,
aun a riesgo de parecer contradictorio, no siempre sucede así.
Otros autores (Hu et al., 2014) también hicieron alusión a esta
tendencia en sus estudios, indicando que esta circunstancia se da
fundamentalmente en aquellos filtros que incluyen un proceso de
densificación (Chang, 2010, Mongus y Žalik, 2012). Por un lado
achacaron el aumento del TIIe al hecho de que el número de Png era
muy inferior al de Pg en alguna de las muestras (por ejemplo, las
muestras 53 y 61), provocando que pocos Png clasificados erróneamente
como Pg ocasionen un elevado TIIe. Sin embargo, es posible que el
motivo principal no sea la cantidad de puntos sino la cobertura que
representan, en la mayoría de los casos vegetación baja, unido a su
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emplazamiento en terrenos con elevada pendiente. Probablemente, si
estos Png representasen edificaciones, el TIIe sería mucho menor, pues
en las zonas rurales las construcciones tienen un tamaño menor que las
de las zonas urbanas. También vincularon estos errores con la estrategia
de densificación de los filtros, razón que está estrechamente ligada a
la anterior. En terrenos con elevada pendiente, los filtros que incluyen
un proceso de densificación basado en diferencias de elevación entre las
superficies intermedias y la nube de puntos, tienden a asignarle valores
altos al parámetro que regula este proceso con el propósito de disminuir
los errores de omisión. Por ejemplo, en el caso de DTMofLabTe para
la muestra 53, el parámetro δh alcanzó su valor máximo (0.8 m) al
igual que el TIIe (20.59%). Para la misma muestra, el parámetro THI
en Chang (2010) también tomó el valor más alto (THI = 2.6 m) y TIIe
alcanzó el valor máximo de 33.5%; de forma similar, el filtro de superficie
adaptativa de Hu et al. (2014) produjo un error de comisión del 38.75%

















































































































Buján, Cordero y Miranda Chang,2010(SMSM) Hu,2014Shao,2008 
Figura 1.21: Comparación del error Te y el coeficiente Kappa de cada muestra de
referencia con los resultados de Shao y Chen (2008), Chang (2010), Hu et al. (2014)
a partir de una combinación única de parámetros.
Para comprobar la robustez del filtro ante diferentes entornos, en
este estudio, al igual que hicieron previamente Shao y Chen (2008),
Chang (2010) ó Hu et al. (2014), también se calculó la precisión
del algoritmo DTMofLabTe a partir de una combinación única de
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parámetros (CS=4, δh=0.5 y C=30 para las muestras urbanas, y
C=20 para las muestras rurales). Adoptando dicha combinación de
parámetros se confirma la robustez del algortimo DTMofLabTe frente
a diferentes características del terreno (K=90.04%). Sin embargo,
existen ciertas diferencias en función del tipo de muestra, de forma que
las muestras urbanas presentan menores oscilaciones con respecto a los
resultados óptimos que las muestras rurales (dif-media-KUrb=2.2% y
dif-media-KRur=6.7%, datos obtenidos a partir de los resultados de la
Tabla 1.6). Esta tendencia también se aprecia claramente en los estudios
de Chang (2010) y Hu et al. (2014), pero no en el caso de Shao y Chen
(2008), donde las diferencias son mínimas constatando su fortaleza ante
variaciones de los parámetros. También se observa de manera clara
con estos ejemplos, al igual que empleando la combinación óptima de
parámetros, como la muestra 11 es la que presenta el mayor Te mientras
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Figura 1.22: Distribución de los Te a partir de
todas las combinaciones de parámetros para las
muestras urbanas (malva) y rurales (naranja).
Finalmente, al igual que
Hu et al. (2014), para reafir-
mar la robustez deDTMofLabTe
se representaron mediante un
histograma de frecuencias los
Te obtenidos a partir de las 48
combinaciones de parámetros
por muestra (Figura 1.22).
Adicionalmente, para verificar
si hay diferencias en el com-
portamiento del filtro en fun-
ción del tipo de muestra,
en el histograma se repre-
sentaron de manera indepen-
diente los resultados de las
zonas urbanas (malva) y ru-
rales (naranja). Los errores
en las zonas urbanas presen-
tan mayor dispersión que los
Te de las zonas rurales, que en
su mayoría están concentrados
entre el 1% y el 5.5% (más del
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75% de todas las muestras rurales), mientras que sólo el 50% de las mues-
tras urbanas presentan un Te inferior al 5%. Estos datos indican que el
DTMofLabTe es más robusto en las zonas rurales que en las urbanas
en relación al Te, aunque paradógicamente es en estas últimas donde
se obtienen las mayores precisiones (KUrb=90.0% y KRur=82.4%) y las
menor diferencia con respecto a los resultados empleando las combina-
ciones óptimas de parámetros en el caso del coeficiente Kappa. Final-
mente, sin diferenciar el tipo de entorno, 662 muestras de 724 presentan
un Te inferior al 12%. Estos resultados son muy similares a los aportados
por Hu et al. (2014) en donde el 95% de las combinaciones presentaban
un Te inferior al 10%.
1.4 Conclusiones
La identificación de Pg en una nube de puntos LiDAR es un proceso
extraordinariamente difícil y complejo. A pesar de la gran cantidad
de recursos invertidos para abordar esta problemática, hoy en día sigue
considerándose un desafío, tanto desde el punto de vista de la efectividad
y eficiencia como de la usabilidad y accesibilidad. En este artículo se
presenta un nuevo algoritmo de filtrado,DTMofLabTe, compuesto por
varias funciones implementadas en el programa libre R. Se trata de un
filtro híbrido que combina un proceso de depurado, mediante el que se
busca eliminar Png de edificaciones (función DebCloud), con un nuevo
método de selección de puntos semilla (función OWM) y un proceso
iterativo de densificación de la nube de puntos terreno. El empleo de
estas funciones presenta una serie de ventajas. El depurado permite
reducir el tamaño de la ventana móvil en la selección de los puntos
semilla, principalmente en aquellas zonas que presentan edificaciones;
y la reducción del tamaño de ventana, unido a su desplazamiento con
solape longitudinal y transversal, permite seleccionar un mayor número
de puntos semilla, dando lugar a una primera aproximación del terreno
que es más precisa que la que se obtendría empleando los métodos
tradicionales de selección de puntos semilla. Las principales conclusiones
de este estudio se han agrupado en 6 bloques coincidentes con los
diferentes puntos analizados en el apartado de resultados y discusión.
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Estos son:
En cuanto al ajuste de parámetros ...
La tarea de identificación de los parámetros óptimos de filtrado es difícil,
consume mucho tiempo y es muy laboriosa si no se cuenta con datos
de referencia. Si bien todo ello es cierto, este esfuerzo puede verse
compensado por un aumento de la efectividad y de la eficiencia del
filtrado en trabajos posteriores. En este estudio se han optimizado los
parámetros variables filtrando cada zona con diferentes combinaciones
de parámetros. Se tomó como combinación óptima aquella que minimizó
el Te. En general, este proceso permitió aumentar la precisión general
del filtrado más de 2.5 puntos porcentuales (teniendo en cuenta todas
las muestras, KOpt=92.62% y KUni=90.04% para las combinaciones
óptimas y única de parámetros, respectivamente). Con este proceso
no sólo se pretendía aumentar la efectividad sino también mejorar
la eficiencia de posteriores estudios. De este modo, se representó
gráficamente y analizó el comportamiento del filtro ante variaciones
de los parámetros en zonas con diferentes características. Este análisis
puede servir como punto de partida al usuario final para optimizar los
parámetros en otras regiones y simplificar esta tarea.
En cuanto a la efectividad del proceso de depurado ...
Se implementó la función DebCloud para eliminar los puntos de las
edificaciones, más que los de la vegetación como paso previo a la
selección de los puntos semilla. Esta función tiene un doble propósito:
1) disminuir el tamaño de ventana en la posterior selección de puntos
semilla aumentando la cantidad de estos puntos 2) sin aumentar los
errores de comisión producidos por la selección errónea de Png como
terreno. Debido a su naturaleza, esta función es más efectiva en las zonas
urbanas que en las rurales. Mientras que en las primeras en ' 70% de
los casos el valor de K se encuentra por encima del 80%; en las segundas
sólo se logra esta precisión en el 15% de las muestras.
Por otro lado, tras analizar los resultados de este proceso se han
identificado las siguientes limitaciones:
• Presencia de vegetación baja. Aunque la función DebCloud incluye
una fase para la eliminación de vegetación, ésta se centra en la
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vegetación alta, donde la pendiente y diferencia de elevación entre
un punto terreno y uno objeto es evidente. En el caso de la
vegetación baja los valores de estas variables pueden confundirse
con las debidas a variaciones del relieve. Se ha comprobado que
este tipo de errores no dependen de la pendiente del terreno, pues
se dan tanto en zonas llanas como abruptas.
• Considerar puntos Png de edificaciones como puntos terreno. Este
tipo de errores se debe fundamentalmente a la existencia de
edificaciones en zonas de elevada pendiente, donde la pendiente
entre un punto Pg y uno Png es similar a la que se espera encontrar
entre dos puntos terreno.
• Eliminación errónea de puntos Pg. Este tipo de fallos se producen
principalmente en líneas de rotura, bordes de barrancos o en zonas
de terraplén junto a carreteras, donde la pendiente del terreno es
superior al parámetro automático Slmax. En este caso sucede lo
contrario a lo descrito en el punto anterior, el comportamiento
del terreno en relación a la pendiente es similar al que se espera
encontrar entre un punto Png y uno Pg.
Finalmente, en base a los resultados de este proceso se considera
que en general el método de depurado ha demostrado su efectividad
y su integración con otros algoritmos de filtrado puede repercutir
positivamente en sus resultados (Anexo A.2).
En cuanto a la selección de los puntos semilla ...
A diferencia del método tradicional de selección de puntos semilla
(LMM), el método OWM selecciona los mínimos locales a partir de una
ventana móvil que se desplaza por el área de estudio manteniendo un
solape longitudinal con respecto a la ventana anterior y otro transversal
con respecto a las ventanas de la fila inmediatamente inferior. De
esta forma, si el solape es del 80% cada punto es analizado 25 veces.
Este proceso produce una redundancia en la nube de puntos semilla,
puesto que un mismo punto puede ser seleccionado hasta un máximo
de 25 veces siguiendo el ejemplo anterior. En base al supuesto de que
los puntos seleccionados más veces tienen una mayor probabilidad de
pertenecer al terreno, se han tomado como PS aquellos puntos que han
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sido seleccionados como mínimos dos veces. Adicionalmente, para evitar
huecos en la nube de puntos semilla en zonas con elevada pendiente,
estas zonas son detectadas automáticamente y nuevos mínimos locales
son añadidos a la nube de puntos semilla.
La función OWM ha demostrado su versatilidad en cuanto a la
posibilidad de ser ejecutado como LMM y su efectividad en la selección
de PS al seleccionar hasta 4 veces más puntos que el LMM. Además, la
aplicación de OWM conjuntamente con DebCloud permitió seleccionar
hasta 20 veces más PS que en el caso de considerar la nube de puntos
no depurada. Adicionalmente, el empleo de este método ha sido
fundamental para la representación del terreno en zonas complejas y
abordó satisfactoriamente alguna de las dificultades donde los filtros
tienden a fallar, como es el caso de los patios interiores de edificaciones
o zonas próximas a líneas de rotura o barrancos.
Al igual que en caso anterior, se considera que el resultado de
gran variedad de filtros puede ser mejorado empleando este método de
selección de mínimos locales, desde aquellos que requieren dichos puntos
para generar una primera superficie de referencia hasta aquellos que los
emplean como base para clasificar nuevos puntos terreno a partir de
diferencias de elevación.
En cuanto a la influencia de los parámetros variables en la
precisión del filtrado...
A partir de los resultados del proceso de optimización de parámetros, se
han representado gráficamente y analizado los diferentes errores frente
a la variación de los parámetros CS , C y δh. En todos los casos se
cumple la relación directa entre el TIe y el parámetro CS y su relación
inversa con el TIIe. Por tanto, constituye un desafío encontrar un valor
de CS que logre el equilibrio entre el TIe y el TIIe. Del análisis llevado
a cabo para verificar si el tipo de entorno genera diferentes relaciones
entre los parámetros variables y los errores, se observaron indicios de que
los resultados teniendo en cuenta todas las muestras difieren de los que
se obtienen en caso de hacer distinción en muestras urbanas y rurales.
Como principal conclusión del análisis realizado y como recomendación
para potenciales usuarios se tiene que en las zonas urbanas se debe
prestar especial atención al valor del parámetro C por su influencia sobre
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el Te, mientras que en el caso de las zonas rurales será el parámetro CS
el más relevante en relación al TIIe.
En cuanto a los resultados del filtrado ...
Los resultados teniendo en cuenta las 15 muestras de referencia de
la ISPRS muestran la alta efectividad del algoritmo DTMofLabTe.
Considerando las combinaciones óptimas de parámetros, TeOpt =
3.34% y KOpt = 92.62%, mientras que si se emplea una combinación
única,TeUni = 4.52% y KUni = 90.04%. En cuanto a su comportamiento
frente a diferentes tipos de entorno, se observan mejores resultados en
las zonas urbanas (KUrb−Opt = 92.18%) que en las rurales (KRur−Opt
= 88.73%), siendo el comportamiento del algoritmo más robusto ante
oscilaciones de los parámetros variables en las primeras (KUrb−Uni =
90.02%) que en las segundas (KRur−Uni = 82.39%).
En cuanto al origen y localización espacial de los errores, se tiene
que con independencia del tipo de entorno, la mayoría de los errores
de filtrado se producen en zonas de línea de rotura como barrancos,
cunetas y/o terraplenes. Pero si diferenciamos entre zonas urbanas y
rurales, en las primeras los fallos se deben principalmente a los elevados
errores de comisión provocados por la incorrecta selección de puntos en
las cubiertas de edificaciones ubicadas en terrenos con elevada pendiente.
En el caso de las muestras rurales, la mayoría de los fallos se deben
a errores de omisión por la eliminación de Pg en zonas de elevada
pendiente durante el proceso de depurado; o a los errores de comisión
producidos por la clasificación errónea de puntos en vegetación baja
situados también en terreno con elevada pendiente.
Finalmente, algunos de los errores de omisión cometidos pueden
tener su origen en la definición de lo que es terreno y lo que son objetos
adoptada en este estudio. En este caso se encuentran los puentes y
rampas. Mientras que los puentes o pasos elevados son considerados
objetos, las rampas se consideran terreno. Sithole (2005) en base a los
resultados que obtuvo con anterioridad (Sithole y Vosselman, 2004) puso
de manifiesto que esta definición podría no ser del todo adecuada, pues
algunas aplicaciones podrían querer considerar las rampas como objetos
o los puentes como terreno, o viceversa. Exponía por tanto la necesidad
de detectar explícitamente estos elementos y permitir que sea el usuario
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el que establezca si los puentes o rampas pertenecen o no al terreno.
En cuanto a la comparación con otros algoritmos de
filtrado...
En los últimos cinco años se han mejorado los resultados de casi
el 75% de las muestras, y el 30% de éstos se lograron a partir del
DTMofLabTe con las combinaciones óptimas de parámetros. En
general, este algoritmo ha resultado muy efectivo, pues se encuentra
entre los tres que ofrecen las mejores precisiones entre un total de 23
estudios analizados.
La tendencia actual en el desarrollo de algoritmos de filtrado pasa
por minimizar los TIe. En este sentido, el algoritmo DTMofLabTe
sigue dicha tendencia obteniendo un TIe=2.62% y un TIIe=4.70%
considerando los resultados de todas las muestras y empleando las
combinaciones óptimas de parámetros. En línea con la reflexión sobre
qué error minimizar y considerando los resultados y comparaciones
realizadas en este estudio, la conclusión sobre minimizar los TIe a la
que llegaron Sithole y Vosselman (2004) podría matizarse de forma que,
para aumentar la precisión general del filtrado se recomienda minimizar
los TIe aún a riesgo de aumentar los TIIe siempre y cuando los errores de
comisión no se deban a la incorrecta selección de puntos pertenecientes
a la cubierta de edificaciones.
Llegados al final de este estudio y teniendo en cuenta las ventajas,
y sobre todo las limitaciones del algoritmo propuesto, se proponen una
serie de mejoras a futuro encaminadas a hacer más competitivo el filtro
DTMofLabTe pero sin renunciar a la posibilidad de emplearlo como
complemento de otros algoritmos. Las mejoras que se proponen son:
Compromiso con la usabilidad ... Con el propósito de ayudar
al usuario a seleccionar los parámetros de filtrado más apropiados para
su zona de estudio se pretende desarrollar una función que sugiera los
valores de los parámetros variables en función de las respuestas a un
cuestionario.
Compromiso con la accesibilidad y la eficiencia ... Aunque las
diferentes funciones que forman parte del algoritmo DTMofLabTe se
86
Conclusiones
encuentran implementadas en el programa libre R es necesario adaptar
la sintaxis de dichas funciones para su inclusión como plugin en una
plataforma libre. Esta tarea también tendrá como objetivo optimizar
las diferentes funciones para reducir los costes de computación.
Compromiso con la efectividad ... En este punto se encuentra
el grueso de las propuestas de mejora. En primer lugar, se pretende
modificar el proceso de depurado para mejorar el resultado de la
eliminación de los Png, principalmente ante la presencia de edificaciones
en zonas de elevada pendiente. Esta mejora permitirá el empleo de
menores tamaños de ventana en la selección de los puntos semilla sin
aumentar los errores de comisión. Por otro lado, se pretende explorar
la posibilidad de emplear una función de pesos para generar la primera
superficie de referencia tomando como base la puntuación de los puntos
semilla. Al final de la cadena de efectos que provocarían estas mejoras,
se tendría una reducción del número de iteraciones en la densificación
debido fundamentalmente a la mayor calidad de la primera superficie de
referencia. Finalmente, se propone mejorar el proceso de densificación
desarrollando un umbral de diferencia de elevación que no sea fijo, sino
que varíe en función de las características del relieve y de la cobertura
del suelo.
Una breve reflexión como punto final. En una sociedad que avanza
hacia la democratización real de la información y la inmersión en
procesos colaborativos, es evidente que l@s creador@s de funciones como
son los algoritmos de filtrado, además de centrar nuestros esfuerzos
en mejorar la efectividad y la eficiencia, deberíamos ponernos del lado
del usuario, la usabilidad y la accesibilidad, y desarrollar herramientas
que satisfagan dichas demandas al tiempo que facilitan la obtención de
productos a partir de datos procedentes de sensores remotos.
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Factores que afectan a la precisión de los MDT
En el marco de los estudios coste–beneficio de la captura de datos LiDAR,
una de las estrategias adoptadas para analizar la influencia que la densidad
de puntos tiene sobre la calidad de los modelos obtenidos a partir de esta
tecnología es reducir artificialmente la densidad de las nubes de puntos. Si
bien existen varios métodos para llevar a cabo dicha reducción, una evaluación
comparativa sobre su funcionamiento, así como un análisis de la influencia de
dichos métodos en la calidad final de los modelos, no se ha realizado. En este
estudio se presenta un nuevo método de reducción de la densidad, el método
Proportional per Cell (PpC ) y se lleva a cabo una comparación con otros tres
métodos de reducción y un análisis de la influencia que este tipo de métodos
tiene en la precisión de los Modelos Digitales del Terreno. En este último
análisis, también se han tenido en cuenta otros 6 factores: la pendiente del
terreno, el coeficiente de variación de la elevación, la cobertura del suelo, la
resolución, el tipo de entorno y la propia densidad de puntos. Los resultados
muestran que el método PpC es el que mejor conserva las características de la
nube de puntos original en comparación con los otros métodos de reducción.
Finalmente se comprueba que el tipo de entorno, el coeficiente de variación, la
pendiente y la resolución son los factores que más influyen en la calidad de los
modelos. Si bien el método de reducción se encuentra entre los factores que
menos incidencia tienen en la precisión de los modelos, su influencia se hace
más evidente cuanto más se reduce la densidad de puntos original.
Palabras clave: Modelo Digital del Terreno, factores de error, reducción
de la densidad de puntos.
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LiDAR. Método estándar 
Factores que afectan a la calidad de 
los modelos:
 Características del terreno
para la adquisición de 
datos topográficos Principal aplicación
MDT





Enfoques para analizar la influencia 
de la densidad de puntos:
 Mejora de la eficiencia del Al igual que las características del entorno o los métodos de filtrado e interpolación 
procesado
 Mejora de la relación coste-
beneficio de la toma de datos
afectan a la calidad de los modelos … ¿son los métodos de reducción otro de los 
factores de error a tener en cuenta en el análisis de la precisión de los MDT? 
Depende… Evaluación a nivel modelo
Necesidad de datos 
de una misma zona 
con diferentes 
densidades
Evaluar y comparar el funcionamiento de diferentes 
métodos de reducción. Evaluación a nivel método
Reducción artificial de datos. 
Métodos de reducción:
 Reducción aleatoria por área
 Reducción por celda
Propuesta de un nuevo 
método de reducción:
Proporcional por Celda
 Reducción espacial direccional
… y limitaciones
Figura 2.1: Resumen gráfico
2.1 Introducción
Airborne Light Detection and Ranging (LiDAR) es un sistema activo
que se basa en la emisión de pulsos láser para medir la distancia que
separa el sensor de los puntos donde impacta el láser. Esta información
unida a la posición del sensor en el momento de la emisión del láser
permiten obtener nubes de puntos georreferenciados que representan
tanto el terreno como los objetos situados sobre él. La precisión y
cobertura de los datos adquiridos con esta tecnología, su independencia
de las condiciones climáticas y capacidad para penetrar a través de la
vegetación y obtener datos del terreno, la han llevado a ser considera
como uno de los métodos estándar de adquisición de datos topográficos
(Ullrich et al., 2007).
Al mismo tiempo que cada avance tecnológico (sistemas de
referencia, cámaras, sistemas de posicionamiento global, aviación,...)
reforzaba el papel de la tecnología LiDAR como método de referencia
para la captura de datos geoespaciales, se producía una mejora
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significativa en la calidad de los Modelos Digitales del Terreno (MDT)
generados a partir de estos datos, aumentando de forma exponencial
su nivel de utilidad e importancia. Así, estos modelos se vinculan con
una amplia variedad de aplicaciones científicas y comerciales, en sectores
como el forestal (Khosravipour et al., 2015) o el urbanístico (Yan et al.,
2015); para la gestión de recursos y riesgos naturales (Gueudet, 2004) o
para análisis hidrológicos y recursos marinos (Zhao et al., 2010), entre
otros.
Muchos estudios han centrado la atención en este tipo de modelos,
bien desarrollando métodos de filtrado cada vez más sofisticados y
eficientes al amparo de la mejora de prestaciones de los sistemas
informáticos (Chang, 2010, Véga et al., 2012) bien centrándose en
analizar la influencia que ciertos factores tienen sobre su precisión. En
relación a este último punto, Li et al. (2005) y Hodgson et al. (2005)
enumeraron y describieron algunos de estos factores. Tomando como
referencia este último estudio, en la Figura 2.2 se incluye un resumen de
los factores que influyen en la calidad de los MDT. Según estos autores,
la precisión de los MDT es el resultado de combinar el efecto de varios
factores individuales, entre los que se incluyen: 1) el proceso de captura
de datos, donde se diferencia entre el sistema de navegación, el avión y
el sensor (Hyyppä et al., 2005, Su y Bork, 2006); 2) las características
del entorno, donde la pendiente del terreno se identifica como una de
las variables que presenta correlación positiva con el error global de
los modelos (Hollaus et al., 2006); 3) los métodos empleados para la
construcción de los modelos, analizados por medio de concienzudos
estudios comparativos tanto de métodos de filtrado (Sithole y Vosselman,
2004), en constante actualización (Lu et al., 2008, Mongus y Žalik, 2012,
Hu et al., 2014), como de métodos de interpolación (Yilmaz, 2007, Polat
et al., 2015); y 4) los atributos de los datos (precisión, distribución y
densidad).
En cuanto a las características del entorno, la variabilidad
topográfica se considera la principal fuente de error de los MDT. Existen
muchas formas de representar este factor, destacan la dimensión fractal,
el semi-variograma, la pendiente y el coeficiente de variación de la
elevación. Generalmente se selecciona una de ellas para representar la
variabilidad pues dichas variables suelen ser colineales (Anderson et al.,
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Figura 2.2: Actualización de la lista de factores que influyen en la calidad de los MDT
incluidos en el estudio de Hodgson et al. (2005) (en naranja factores no incluidos en
Hodgson et al. (2005) y sombreados los que se tienen en cuenta en este estudio).
2006). En este sentido, varios estudios han empleado la pendiente del
terreno debido a la correlación positiva que presenta con el error global
de los modelos (Aguilar et al., 2005, Hollaus et al., 2006), mientras
que en un menor número de casos se usó el coeficiente de variación
(Anderson et al., 2006). Otras investigaciones también señalan la
cobertura del suelo (Gould et al., 2013, Barreiro-Fernández et al., 2016)
o las características de una cobertura en particular, como por ejemplo
el tipo, la densidad o la distribución espacial de la vegetación como
variables que también presentan correlación positiva con la precisión de
los MDT (Evans y Hudak, 2007, Salleh et al., 2015).
Por otro lado, desde la publicación del primer estudio comparativo
de algoritmos de filtrado para la identificación de puntos terreno (Sithole
y Vosselman, 2004), se han sucedido los estudios que lo completan,
añadiendo los resultados proporcionados por nuevos y mejorados
algoritmos de filtrado (Lu et al., 2008, Mongus y Žalik, 2012, Hu et al.,
2014). Aunque en la mayoría de estos estudios no se ha analizado la
94
Introducción
influencia de los métodos de interpolación en la calidad de los MDT, sí
lo han hecho otros muchos investigadores (Yilmaz, 2007, Polat et al.,
2015) y si bien no existe un método de interpolación universal para todo
tipo de datos y escenarios, algunos investigadores coinciden en señalar el
Thin Plate Spline como el método de interpolación más apropiado para
generar modelos continuos a partir de datos LiDAR (Evans y Hudak,
2007, Erdogan, 2009), aunque tienden a simplificar la superficie en exceso
en zonas con cambios bruscos de elevación.
Finalmente, aunque algunos estudios han evaluado la precisión de los
modelos empleando datos procedentes de diferentes técnicas de captura
(Rayburg et al., 2009), en general no es fácil sacar conclusiones sobre la
influencia individual de los diferentes atributos de los datos (Treitz et al.,
2012). Por ejemplo, en el caso de la distribución, si se quiere analizar
cómo diferentes patrones de datos (malla regular, TIN, lineas de rotura,
puntos irregulares,...) influyen en la precisión de los modelos es necesario
o bien emplear datos procedentes de diferentes sistemas de captura o
sensores (Næsset, 2009), lo que implicaría variar el resto de atributos,
o bien emplear un único sistema y variar las condiciones de la toma
de datos, lo cual se ha hecho en muy pocos casos debido a su elevado
coste (Goodwin et al., 2006, Lim et al., 2008). Esta reflexión también
es aplicable a la precisión de los datos, estrechamente dependiente del
método de captura empleado, sus parámetros y la densidad (Li et al.,
2005).
Aun teniendo presentes las limitaciones anteriores, la comunidad
científica destina muchos esfuerzos al análisis de la influencia que los
diferentes atributos de los datos tienen sobre la calidad de los modelos,
fundamentalmente la densidad. La densidad de puntos es uno de los
factores más empleados para evaluar su influencia sobre la precisión de
los MDT. Dichos análisis se han abordado desde dos puntos de vista
diferenciados (Figura 2.3). Por un lado, diferentes campos de aplicación
demandan modelos a distintas escalas. Cuanto menor es la escala mayor
la necesidad de reducir la cantidad de datos. Así, como respuesta al
desafío que suponen las nubes de puntos con elevadas densidades de
puntos, producto del continuo avance en las técnicas de captura de datos
impulsado en los últimos años por el desarrollo de drones, la comunidad
científica ha centrado sus esfuerzos en mejorar la eficiencia del procesado.
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Para ello se ha buscando el balance óptimo entre el número y distribución
de los puntos y la resolución/precisión deseada del modelo a fin de
reducir los costes computacionales y el volumen de datos, y con ello
las necesidades de almacenamiento (enfoque 1 ). El supuesto de partida
en este punto es que el terreno se encuentra definido por un número
infinito de puntos, sin embargo no todos juegan el mismo papel a la hora
de caracterizar la superficie del terreno (Liu et al., 2015). En base a
esta sentencia, la reducción de la densidad de puntos debe llevarse a
cabo de tal forma que se preserven los elementos críticos mientras que
los elementos menos importantes son descartados (Liu y Zhang, 2008).
ENFOQUE 1 
Mejora de la eficiencia del procesado y almacenamiento sin 
alterar la efectividad: “Generalización selectiva” 
Enfoques para analizar la influencia de la 
densidad de puntos en la calidad de los modelos 
ENFOQUE 2 
Mejora de la relación coste-beneficio 




























































































































































Figura 2.3: Esquema de los enfoques seguidos para analizar la influencia de la
densidad de puntos en la calidad de los modelos.
Este planteamiento abre la puerta a la aplicación de un proceso de
generalización selectiva. Así, los puntos que duplican información son
descartados y aquéllos que definen elementos fundamentales del terreno,
como cumbres, pozos o puentes, son preservados. El método más preciso
de generalización es el manual, sin embargo, sus elevados costes de
mano de obra, materiales y de tiempo lo hacen inviable para la gran
mayoría de aplicaciones. De ahí la necesidad de disponer de métodos
automáticos, que sin hacer concesiones en relación a la precisión de los
modelos, permitan mejorar la eficiencia del procesado tanto en relación
al almacenamiento como al tiempo de ejecución (Liu y Zhang, 2008). En
esta línea, la generalización de los modelos se ha abordado de múltiples
formas, prueba de ello es la cantidad clasificaciones propuestas para
agrupar estos métodos (Lee, 1991, Zhou y Chen, 2011, Chen et al.,
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2015a). Una de las más recientes es la realizada por Chen et al. (2016b),
diferenciando 5 tipos de métodos: regular grid, feature-point, point-
additive, point-subtractive y hybrid (compound).
Tradicionalmente, los métodos incluidos en el grupo regular grid
(por ejemplo, resampling, low-pass filtering o wavelet transformation)
se han aplicado en el procesado y compresión de imágenes, y se
les considera los métodos más comunes y simples en relación a la
generalización de MDT (Chen et al., 2015b). En términos generales,
este tipo de métodos se encuentran más orientados a la compresión de
datos que a la abstracción de información siendo poco efectivos a la
hora de preservar las características estructurales del terreno (Ai y Li,
2010). Los métodos feature-point abordan dicha limitación mediante
la identificación y selección de un conjunto de puntos considerados
críticos, los cuales se considera definen las principales características
del relieve. A continuación, estos puntos se emplean para generar
un modelo simplificado. La efectividad de estos métodos depende
fundamentalmente del algoritmo empleado para la identificación de los
puntos críticos y sus parámetros de tolerancia (Chen et al., 2016b),
pues una mala elección puede introducir errores en zonas extensas
y/o con orografía compleja (Sun et al., 2017). Por otro lado, se
encuentran los dos grupos de métodos iterativos, los point-additive,
también denominados maximum z-tolerance, y los point-subtractive,
también llamados decimation o drop heuristic. En el primer caso, se
crea una superficie de referencia a partir de un grupo reducido de puntos.
Esta superficie se vuelve a calcular añadiendo aquellos puntos de la nube
original cuya diferencia de elevación es máxima con respecto a dicha
superficie de referencia. Este proceso finaliza cuando el modelo presenta
un error inferior al permitido o se alcanza el número máximo de puntos
establecido por el usuario. Por su parte, los métodos point-subtractive
operan de forma inversa. A partir de un modelo creado empleando todos
los puntos disponibles, se van eliminando aquellos puntos con menor
error, de manera que se generan nuevos modelos hasta alcanzar el valor
de tolerancia fijado por el usuario.
Si bien los métodos iterativos representan de manera fiable la
morfología del terreno, tienden a ignorar la forma y las relaciones
topológicas de las redes de drenaje, particularmente en zonas llanas
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(Zhou y Chen, 2011). Adicionalmente, los métodos point-subtractive
consumen mucho tiempo y recursos computacionales debido a la gran
cantidad de puntos que procesan, limitación que los hace ineficientes
para reducir densas nubes de puntos LiDAR (Chen et al., 2015b).
Debido a la complejidad de los retos a los que tienen que hacer frente los
métodos de generalización, la tendencia actual es combinar varios de los
métodos anteriores, dando lugar a los denominados métodos compuestos
(Zhou y Chen, 2011, Chen et al., 2016a). Aunque su nivel de sofisticación
es mayor que el de los métodos más tradicionales y sus resultados
mejoran los obtenidos hasta el momento, la demanda computacional
sigue siendo elevada y alcanzar precisiones aceptables en zonas complejas
sigue considerándose un desafío.
A pesar del potencial de la tecnología LiDAR como fuente de
información para multitud de aplicaciones y las iniciativas llevadas a
cabo desde el plano científico para proporcionar directrices encaminadas
a conciliar los costes de adquisición, almacenamiento y tiempo de
procesado con la cobertura y la calidad de los productos obtenidos
mediante esta tecnología (Jakubowski et al., 2013, Wu et al., 2016),
se considera que han sido pocos los esfuerzos destinados al desarrollo
de protocolos y guías que vinculen los parámetros de la captura y
procesado de este tipo de datos con sus posibles aplicaciones (Maune,
2011, Croneborg et al., 2015). Algunos autores afirman que este tipo
de iniciativas podrían funcionar como catalizadores para que gobiernos
y entidades privadas exploten de forma rentable esta tecnología (Treitz
et al., 2012). Este sería uno de los contextos donde podría enmarcarse el
segundo enfoque de análisis de la influencia de la densidad de puntos, ya
que una de las formas de reducir los costes asociados con la adquisición
de datos LiDAR es reducir la densidad de puntos (Takahashi et al.,
2008). Así, en el caso del segundo enfoque, la comunidad científica
persiguemejorar la relación coste-beneficio del proceso de toma de datos,
buscando el balance óptimo entre el tamaño de la nube de puntos original
y el grado de detalle y precisión con el que se requiere representar el
terreno (enfoque 2 ).
Para realizar este tipo de análisis se necesitan nubes de puntos
con diferentes densidades, tomadas sobre una misma zona de estudio
y manteniendo fijos el mayor número de parámetros de captura. Una
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de las formas más simples para reducir la densidad de puntos dada una
velocidad de vuelo, frecuencia de pulso y ángulo de escaneo fijos, es
aumentar la altura de vuelo. Al realizar esta modificación de altura de
vuelo y si la divergencia del rayo no varía, también se aumenta el tamaño
de la huella (footprint). Si bien los resultados de algunos estudios no
muestran que este aumento del tamaño de huella influya en la precisión
de los MDT en zonas llanas (Persson et al., 2002, Yu et al., 2004),
estos resultados pueden no darse en zonas de elevada pendiente, pues
un aumento del tamaño de huella hace que el valor de elevación asignado
a cada punto sea representativo de una mayor superficie de terreno que
en el caso de una huella de menor tamaño. Este efecto sería comparable
al que se produce tras remuestrear una imagen y aumentar el tamaño
de píxel. Sin embargo, el problema que sí se asocia al aumento de la
altura de vuelo es la pérdida de capacidad del sensor para registrar
retornos superada cierta altura. En este caso, los ratios de penetración
de los pulsos láser tienden a disminuir y en consecuencia, en zonas con
presencia de vegetación se producirá una reducción de la precisión de
los MDT (Takahashi et al., 2008).
La reflexión anterior muestra la complejidad ligada al análisis y
extracción de conclusiones sobre el efecto individual que ciertos factores
vinculados a la toma de datos tienen sobre la precisión de los productos
derivados de datos LiDAR. Dicha circunstancia, unida al elevado coste
de este tipo de estudios han impulsado tanto el desarrollo de simuladores
de nubes de puntos (Lovell et al., 2005, Gastellu-Etchegorry et al., 2015,
Qin et al., 2017) como el uso de métodos para reducir de forma artificial
la densidad de nubes de puntos (Figura 2.3). En este último caso se
distinguen 3 tipos de métodos de reducción: random decimation per
area, decimation per cell y directional spatial decimation.
El método más simple y el más empleado para reducir artificialmente
la densidad de puntos LiDAR bajo el enfoque 2 es el método random
decimation per area (de los 40 estudios analizados, casi el 50% empleó
este método). Su funcionamiento se basa en la selección aleatoria de un
subconjunto de puntos LiDAR a partir de la nube original de puntos.
Esta selección puede realizarse en base a puntos (Polat et al., 2015),
puntos terreno (Guo et al., 2010) o pulsos (Watt et al., 2013) a fin
de alcanzar una densidad reducida establecida previamente (Wu et al.,
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2016), obtener un porcentaje específico de puntos/pulsos con respecto
a la nube original de puntos (Singh et al., 2015) o cumplir con una
distancia mínima entre puntos (Magnusson et al., 2007). Este método
se encuentra implementado en diferentes programas comerciales, como
por ejemplo en ENVI versión 5.3 (Exelis Visual Information Solutions,
Boulder, Colorado) a través de la herramienta Decimate LAS File de
la extensión BCAL Lidar tools (https://bcal.boisestate.edu/tools/lidar)
o mediante el módulo ESRI Geostatistical Analysis incluida en ArcGIS
(Environmental Systems Research Institute, Redlands, California, pero
también es posible simularlo mediante la función sample incluida en el
paquete base del programa libre R (R Development Core Team, 2010).
En general, este método mantiene la distribución original de los
puntos, sin embargo algunos autores reconocen que pueden darse sesgos
al usar un único conjunto aleatorio de datos por cada nivel de reducción
(Anderson et al., 2006, Wu et al., 2016). Otra de las limitaciones que
se identifica, concretamente en aquellos procesos donde la reducción se
realiza en base al establecimiento de porcentajes de reducción, es que el
empleo de porcentajes dificulta la comparación de resultados obtenidos
a partir de diferentes estudios, pues en estos casos la densidad reducida
depende de la densidad de la nube de puntos original. Por ejemplo, en el
caso de querer comparar los resultados de los estudios de Anderson et al.
(2006), Immelman y Scheepers (2011) y Asal (2016), donde se analiza
cómo la reducción de puntos afecta a la precisión de los MDT, se debería
actuar con cautela ya que las densidades de las nubes de puntos originales
son de 0.03 ptos\m2, 1.26 ptos\m2 y 0.27 ptos\m2 respectivamente
y si consideramos los resultados de las nubes de puntos reducidas al
25%, estaríamos comparando nubes con densidades de 0.008 ptos\m2,
0.3 ptos\m2 y 0.07 ptos\m2 respectivamente. También se debería prestar
especial atención en el caso de que la reducción se realice sobre la nube
de puntos terreno y no sobre la nube de puntos original como en el caso
del estudio de Guo et al. (2010).
A diferencia de los métodos anteriores, los decimation per cell
toman celdas cuadradas como unidad espacial para llevar a cabo la
reducción de puntos, de manera que la zona con datos es dividida en
subzonas. Una vez hecha esta división, se procede a realizar la reducción
propiamente dicha. La forma más simple es seleccionar aleatoriamente
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un número determinado de puntos en cada celda. Este proceso puede
realizarse ajustando el tamaño de celda de tal forma que se seleccione
un único punto en cada una (Gobakken y Næsset, 2008) o manteniendo
el tamaño de ventana fijo y calculando el número de puntos que es
necesario seleccionar en función del área de la celda y la densidad
deseada (González-Ferreiro et al., 2012, Leitold et al., 2015). En el
primer caso, la nube de puntos resultante tendrá una proporción de
primeros retornos superior a la de los datos originales, no conservando
el efecto de múltiple retorno. Con respecto al segundo tipo, si la nube
de puntos original no presenta una densidad homogénea en toda la zona
y el valor de la densidad reducida es relativamente próxima al valor de
la densidad media original, puede ocurrir que dicha densidad no sea
alcanzada. Esta situación se dio en el estudio realizado por Ruiz et al.
(2014), de forma que tras el proceso de reducción descartaron aquellas
parcelas cuya densidad no coincidía con el valor de densidad deseado.
En su caso, el mayor número de descartes se dio en los niveles donde
el porcentaje de reducción de la densidad era más elevado. Al reducir
la densidad al 60%, se descartaron el 10% de las parcelas, mientras que
dicho porcentaje de descartes superó el 50% al reducir a la mitad la
densidad de puntos original. Finalmente, en ambos casos el resultado
es una nube de puntos cuya distribución es homogénea, evitando la
existencia de zonas sin datos o con demasiados, sin embargo esto significa
no conservar la distribución de la nube de puntos original ni ser fiel
al patrón de escaneo original sobretodo cuando la densidad final es
muy pequeña (Wilkes, 2016). Este método se encuentra implementado
en la herramienta lasthin incluida en el programa gratuito LAStools
(http://www.cs.unc.edu/ isenburg/lastools/), empleado en múltiples
estudios debido a su nivel de eficiencia (Kandare et al., 2016, Sibona
et al., 2017). Otra opción disponible para emplear este método es
la función ThinData implementada en el programa gratuito FUSION
(McGaughey, 2010).
Otros autores realizaron la reducción a nivel celda intentando replicar
el efecto de múltiple retorno. Jakubowski et al. (2013) emplearon un
tamaño de celda de 100 m identificando en cada una los primeros
retornos. Teniendo en cuenta que la cantidad de primeros retornos
es equivalente al número de pulsos, emplearon esta información para
calcular un factor de reducción a nivel celda y calcular el número de
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puntos a seleccionar de forma aleatoria en dicha celda. Aumentando
la complejidad, Wilkes (2016) también buscó imitar la captura multi-
retorno y simuló una adquisición cercana al nádir con un patrón de
escaneo regular. Para ello empleó dos atributos de los datos LiDAR:
el número de retorno y la cantidad de retornos. En primer lugar se
divide la zona en celdas cuadradas, cuyo tamaño depende de la densidad
deseada y se selecciona el punto de primer retorno más cercano al centro
de cada celda. A continuación, a partir de una ventana cuadrada cuyo
tamaño se fija en función de un ángulo de escaneo máximo y la altura
máxima estimada de la vegetación en dicha celda, se seleccionan tantos
puntos como número de retornos tiene el pulso al que pertenece el punto
seleccionado. La aplicación de este método requiere disponer del campo
número de retornos, información que no siempre está disponible. Una
de las limitaciones identificadas por el autor es que en algunos casos la
densidad deseada no se alcanza. Esta circunstancia se debe a que la
distancia entre puntos es irregular, limitando la capacidad de la ventana
de búsqueda de retornos para identificar y seleccionar puntos. Por
otro lado, Magnussen et al. (2010) también implementó un método de
reducción a nivel celda. Tomando como datos de entrada el número
de puntos en cada celda, la densidad original y la densidad reducida
empleó una distribución binomial para calcular el número de puntos que
se debe seleccionar aleatoriamente en cada celda. Según dicho estudio
y a diferencia de lo que sucede en los métodos descritos en el párrafo
anterior, este método conserva a una resolución de 1 m2 la distribución
de los pulsos en la nube de puntos original (Watt et al., 2014, Manuri
et al., 2017).
Otro grupo de investigadores abordaron la limitación de la
no simulación de los patrones de escaneo mediante una reducción
sistemática del número de puntos teniendo en cuenta el orden en que
fueron capturados de manera que se mantiene la distribución original
de los datos (directional spatial decimation) (Gueudet, 2004, Takahashi
et al., 2010, Treitz et al., 2012). Takahashi et al. (2010) aplicaron
este método dividiendo sistemáticamente la nube de puntos original en
puntos impares y pares, descartando en cada iteración uno de ellos. Este
proceso se repite hasta alcanzar la densidad de puntos deseada. Aplicar
este método sobre nubes de puntos capturadas en zonas forestales y que
por cada pulso se registre solo el primer y último retorno, puede producir
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nubes de puntos reducidas que poco o nada tienen que ver con la original.
Así, al no tener en cuenta el tipo de retorno, con la primera división se
estarán separando los datos en puntos de primer retorno (impares) y de
último retorno (pares). Sin embargo, el procedimiento más empleado
consiste en disponer los puntos en orden de captura y a continuación
seleccionar un punto cada n, donde n se fija en función de la densidad
deseada. Aunque en algunos casos la selección se realizó por puntos sin
tener tampoco en cuenta el tipo de retorno (Gueudet, 2004, Pirotti y
Tarolli, 2010), la gran mayoría de los autores realizaron dicha selección
teniendo en cuenta los pulsos, incluyendo en la nube de puntos reducida
todos los puntos pertenecientes al pulso seleccionado (Raber et al., 2007,
Treitz et al., 2012).
El empleo de este tipo de métodos requiere que la nube de puntos
original se disponga en el archivo LAS en el mismo orden en que los
puntos son registrados o que incorporen como atributo el tiempo GPS o
el número de pulso, circunstancias que no siempre se cumplen. Pirotti
y Tarolli (2010) indicaron que el uso de los métodos directional spatial
decimation simula la captura de datos a una mayor altura de vuelo. Sin
embargo, esta afirmación no es del todo cierta, pues se esperaría que un
aumento de la altura de vuelo fuese acompañado por un aumento del
tamaño de huella debido a la divergencia del rayo láser, y al aumentar el
tamaño de huella se espera un mayor índice de impacto de los rayos con
la vegetación, dificultando el registro de puntos terreno (Khosravipour
et al., 2014). Sin embargo, la reducción artificial de la nube de puntos
por este método no simula este efecto, para ello sería necesario recurrir
a simuladores de nubes de puntos.
Mientras que la naturaleza de los estudios vinculados al primer
enfoque los lleva a analizar y cuantificar el efecto que las diferentes
estrategias de reducción tienen sobre los modelos (Yilmaz y Uysal, 2016),
en el caso del segundo enfoque no se ha encontrado ningún estudio
donde se analice y compare el funcionamiento de diferentes métodos de
reducción ni su influencia sobre los productos derivados de datos LiDAR
y esto a pesar de la gran cantidad de estudios que han evaluado como la
densidad de puntos influye en la calidad de los modelos. El empleo de
uno u otro método de reducción puede afectar al análisis de la influencia
que el factor densidad puede ejercer en la precisión de los modelos bien
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porque la densidad obtenida artificialmente no coincide exactamente
con la deseada bien porque la distribución de los puntos difiere de la
distribución original bien porque algunas de las características de los
datos originales, como el número de retornos, no se conservan tras la
reducción. En consecuencia, las conclusiones a las que se llega en los
estudios donde además de la densidad de puntos se analiza la influencia
de otros factores como la pendiente, la resolución de los modelos o las
coberturas del suelo pueden estar comprometidas por no haber tenido
en cuenta que el propio método de reducción de los datos pudiera ser un
componente más del error de los MDT.
Las cuestiones que se plantean tras la revisión realizada y a las que
se pretende dar respuesta con este estudio son: partiendo de una misma
nube de puntos LiDAR, ¿existen diferencias entre nubes de puntos
reducidas al emplear diferentes métodos de reducción? y ¿el método
de reducción de la densidad influye en la precisión de los modelos? Para
contestar a dichas preguntas se han fijado los siguientes objetivos:
• Propuesta de un nuevo método de reducción, Proportional per
Cell (PpC ), incluido junto con otros dos métodos de reducción
en la función DecimaTe implementada en el programa gratuito y
colaborativo R.
• Evaluación del funcionamiento del método PpC y comparación
con otros métodos de reducción de la densidad de puntos LiDAR
(evaluación a nivel método).
• Análisis de la influencia de los métodos de reducción de la
densidad, junto con otros factores como la propia densidad de
puntos, la pendiente, el coeficiente de variación de la elevación,
la cobertura del suelo y la resolución, en la precisión de los MDT
(evaluación a nivel modelo).
La estructura que presenta este capítulo es la siguiente: en el
apartado 2.2 se incluye la descripción de los datos empleados (sección
2.2.1); una descripción detallada de la función DecimaTe donde
se incluyen tres métodos de reducción de puntos (sección 2.2.2); la
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descripción de la función ThinData de reducción de la densidad de
nubes de puntos incluida en el programa libre FUSION (sección 2.2.3) y
por último se describe la metodología de evaluación adoptada (sección
2.2.4) tanto para valorar el funcionamiento de los diferentes métodos de
reducción (sección 2.2.4.1 - evaluación interna) como para analizar si
dichos métodos junto con otros factores influyen en la precisión de los
MDT obtenidos a partir de datos LiDAR (sección 2.2.4.2 - evaluación
externa). Los resultados de esta investigación se incluyen en el apartado
2.3. Dicho apartado se divide en dos secciones. En la primera se
incluyen los resultados de la evaluación interna, donde se compara
el funcionamiento de los diferentes métodos de reducción mediante el
empleo de indicadores (sección 2.3.1). En la segunda se encuentran los
resultados de la evaluación externa (sección 2.3.2), concretamente los
análisis cuantitativos relativos a la influencia de los diferentes factores
sobre la precisión de los modelos (sección 2.3.2.1) y los correspondientes
al análisis de sensibilidad y predictivo (sección 2.3.2.2). Finalmente,
en el apartado 2.4 se encuentran las principales conclusiones que se
desprenden de esta investigación. Los anexos de este capítulo se incluyen
en el CD adjunto.
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2.2 Material y métodos
2.2.1 Datos LiDAR
Para llevar a cabo este estudio se emplearon los datos LiDAR de
referencia de la International Society of Photogrammetry and Remote
Sensing (ISPRS Commission III, the Working Group III/3 "3D
Reconstruction from Airborne Laser Scanner and InSAR Data"). Estos
datos fueron capturados por un escáner Optech ALTM en la ciudad de
Stuttgart y en una zona rural en el sur de Alemania (libre descargar en
la web: http://www.itc.nl/isprswgIII-3/filtertest/).
Aunque se dispone de datos en zonas rurales y urbanas, únicamente
se usaron los de estas últimas debido a que los datos de las zonas
rurales presentan una densidad de puntos muy baja (una media de
0.34 ptos/m2). Los datos de las zonas urbanas están divididos en 4
grupos (Sites 1-4 ) donde se delimitaron un total de 9 áreas de referencia.
En cada una de ellas, combinando técnicas de filtrado automáticas y
manuales, los puntos LiDAR fueron clasificados en dos clases: terreno
(ground points, Pg - codificado como 0) y no-terreno (non-ground points,
Png - codificado como 1) (PgC , PngC) (Vosselman, 2003). Sin embargo,
sólo la mitad de los datos originales disponibles en estas áreas de
referencia han sido clasificados, reduciendo así la densidad de puntos
original. En este estudio, esta situación se corrigió mediante un proceso
automático de clasificación. Para ello se consideró la distancia entre
retornos de un mismo pulso para asignarles una clase a los puntos no
clasificados, de forma que: 1) si ninguno de los retornos de un mismo
pulso tiene clase, ambos son eliminados; 2) si uno está clasificado y la
distancia entre ellos es inferior a 30 cm, el punto no clasificado toma
la misma clase que el punto clasificado, en caso contrario el punto no
clasificado se codifica como perteneciente a la otra clase (PgO, PngO).
En la Tabla 2.1 se indican algunas de las características de las áreas de
referencia y de los datos. Del mismo modo, en las Figuras B.1 a B.9 del
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2.2.2 Descripción de la función DecimaTe
DecimaTe es una función desarrollada en el programa gratuito R (R
Development Core Team, 2010). A partir de esta función se puede
reducir la densidad de puntos de las nubes LiDAR. Esta función se
encuentra definida por 3 argumentos: PointCloud, nube de puntos
LiDAR original (S); DD, densidad reducida; y metodo, donde se indicará
el método de reducción de la densidad que se quiere emplear. En
cuanto a este último argumento y considerando la revisión realizada en
el apartado 2.1 de este estudio, la herramienta DecimaTe incorpora tres
métodos de reducción: dos de ellos usados en estudios previos, Random
per Area (RpA) (Magnusson et al., 2007, Singh et al., 2015) y Semi-
Random per Cell (SRpC ) (Magnussen et al., 2010, Ruiz et al., 2014); y
como novedad se incluye un tercer método de reducción, Proportional
per Cell (PpC ), desarrollado para paliar alguna de las limitaciones de los
métodos actuales. Los diagramas de flujo de estos métodos se muestran
esquemáticamente en la Figura 2.4 y en la Figura B.10 del Anexo B.2
se incluye en pseudo-código de la función DecimaTe.
2.2.2.1 Random per Area (RpA).
El método Random per Area (RpA), empleado por Anderson et al.
(2006) o Puetz et al. (2009), reduce la densidad de puntos de manera
aleatoria sin tener en cuenta ni la distribución de los puntos ni el tipo
de retorno. La unidad de reducción es toda la superficie que contiene
datos. El diagrama de flujo del método RpA se muestra de forma
esquemática en la Figura 2.4. Una vez seleccionados los datos de entrada,
se calculan una serie de parámetros para llevar a cabo la reducción. En
primer lugar, a partir de la nube de puntos original (S) se obtiene el
número de puntos (N ) y la densidad media ponderada original (D̄). El
valor de la densidad se obtiene rasterizando la nube de puntos original,
donde el valor de cada celda se corresponde con el número de puntos
en su interior. El conjunto de valores de las celdas de este ráster
permiten elaborar una tabla resumen donde a cada densidad de puntos
D={d1, d2, d3, ..., dn} le corresponde una cantidad de celdas con dicha
densidad M={m1,m2,m3, ...,mn}. A partir de los valores de esta tabla
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1) Variables de entrada 
input 
DD = densidad reducida 





















Nube de puntos 
reducida 
Selección de n puntos aleatoriamente 





2) Cálculo de parámetros 3) Selección de puntos 
output 
output 
Selección de n puntos en la celda ij (n=nLRij +  nFRij ) 
N = nº puntos originales 
   = densidad original 
Porcentaje de selección 
R= DD /  
Nº puntos a seleccionar 
n = R · N 
𝐷𝐷� 
𝐷𝐷� 
Nº puntos a seleccionar 
por celda 
n=8 
   = densidad original 
Tamaño de celda 
𝐷𝐷� 
𝑐𝑐 = �𝑛𝑛 𝐷𝐷𝐷𝐷⁄  
donde:  
nij = nº de puntos en la celda ij 
FRij = nº puntos de primer retorno 
en la celda ij 
LRij = nº puntos de último retorno 
en la celda ij 
   = densidad original 
Nº puntos a seleccionar 
por celda 
nT=4 
Tamaño de celda 
 
 
Porcentaje de selección 
R= DD / 
𝐷𝐷�
𝑐𝑐 = �𝑛𝑛𝑇𝑇 𝐷𝐷𝐷𝐷⁄  
𝐷𝐷� 
Nº puntos a 
seleccionar en la 
celda ij 
n = R ·  nij 
% de FP en la 
celda ij 
𝐑𝐑𝐑𝐑𝐑𝐑𝐢𝐢𝐢𝐢 = 𝐑𝐑𝐑𝐑𝐢𝐢𝐢𝐢 𝐧𝐧𝐢𝐢𝐢𝐢⁄  
Nº de puntos de primer 
y último retorno a 
seleccionar en la celda ij 
 
nLRij = n - nFRij 
𝐧𝐧𝐑𝐑𝐑𝐑𝐢𝐢𝐢𝐢 = 𝐑𝐑𝐑𝐑𝐑𝐑𝐢𝐢𝐢𝐢 ∙ 𝐧𝐧 
Figura 2.4: Diagrama de flujo de los métodos de reducción incluidos en DecimaTe.






En segundo lugar, se calcula el porcentaje de puntos de la nube
original que serán seleccionados (R) para cumplir con el valor de la
densidad reducida deseada (DD) y se obtiene la cantidad de puntos que
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finalmente serán seleccionados (n). El valor de R viene dado por el
cociente entre el parámetro DD y la densidad original de puntos (D̄)
(Ecuación 2.2), mientras que el valor de n se obtiene a partir del producto
de R y N (Ecuación 2.3). Por último, empleando la función sample
(paquete base - v.3.5.0 de R) se seleccionan aleatoriamente n puntos (R




n = R ·N (2.3)
2.2.2.2 Semi-Random per Cell (SRpC).
El método Semi-Random per Cell (SRpC ) es una adaptación del método
de reducción empleado en Buján et al. (2013b). Este método no tiene
en cuenta la distribución de los puntos durante el proceso de reducción
pero sí el tipo de retorno. Su esquema de funcionamiento se ha incluido
en la Figura 2.4. En primer lugar, la superficie con datos se divide en
celdas cuadradas, de forma que la reducción de puntos se hará a nivel
celda y no a nivel área como en el caso del método RpA. A continuación,
se establece el número de puntos que serán seleccionados en cada celda
(n). El valor de este parámetro se fijó tras ejecutar el método SRpC con
diferentes valores de n. Mediante inspección visual de los resultados,
n = 8 es el valor que proporcionó los mejores resultados. A continuación,
a partir de la nube de puntos original (S), se calcula la densidad media
ponderada original (D̄) (Ecuación 2.1). También se calcula en este
punto, el tamaño de celda (c) que se tomará como base para realizar





El cálculo de c en función de la densidad reducida y estableciendo un
valor de n relativamente elevado, busca asegurar la presencia de puntos
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de primer y último retorno en cada celda. No se estableció la condición
de que ambos puntos pertenezcan al mismo pulso ya que en muchos
casos no se dispone del atributo número de pulso. El establecimiento
automático de c es la principal diferencia que existe entre el método
SRpC y el empleado en Buján et al. (2013b), donde dicho parámetro
lo establecía el usuario. Si DD era demasiado pequeña, se daba con
frecuencia que sólo se seleccionase un punto por celda. Generalmente
esto se debía a que a c se le asignaba un valor fijo con independencia
del valor de DD. A partir de dicho método, se seleccionaba un punto de
primer retorno si la mayoría de puntos en la celda eran de primer retorno
y de último retorno si la mayoría eran de este tipo. Por el contrario,
el método SRpC contempla 4 casuísticas para seleccionar los puntos en
cada celda:
a) Si nij > n, FRij > n/2 y LRij > n/2, se seleccionan aleatoriamente
n/2 puntos de cada tipo (flecha azul, gráfico SRpC en Figura 2.4).
b) Si nij > n, FRij < n/2 y LRij > n-FRij , se seleccionan todos
los puntos de primer retorno y n-FRij puntos de último retorno
(flecha naranja, gráfico SRpC en Figura 2.4).
c) Si nij > n, LRij < n/2 y FRij > n-LRij , se seleccionan todos
los puntos de último retorno y n-LRij puntos de primer retorno
(flecha verde, gráfico SRpC en Figura 2.4).
d) Si 0 <nij < n, se seleccionan todos los puntos en la celda ij (flecha
rosa, gráfico SRpC en Figura 2.4).
donde nij es el número de puntos en la celda ij; y FRij y LRij
representan la cantidad de puntos de primer y último retorno en la celda
ij, respectivamente.
2.2.2.3 Proportional per Cell (PpC).
El método Proportional per Cell (PpC ) se desarrolló con el propósito
de simular de manera realista la captura real de puntos sin necesidad de
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contar con datos adicionales (p. ej. el ángulo de escaneo de cada punto,
secuencia de captura, ...). De esta forma se busca minimizar la influencia
del método de reducción en la precisión de los MDT (en caso de existir).
Mediante este método, la reducción de puntos se realiza a nivel celda
teniendo en cuenta tanto la distribución de los puntos como el tipo de
retorno. El diagrama de flujo del método PpC se incluye en la Figura 2.4.
En primer lugar, se calcula la media ponderada de la densidad de puntos
(D̄) (Ecuación 2.1) y se fija en 4 el número teórico de puntos que se
seleccionarían en cada celda (nT ) si la densidad de la nube de puntos
original fuese homogénea. Dicho valor se estableció por prueba y error
y tras el análisis visual de los resultados. El parámetro nT junto con la
densidad de puntos reducida (DD) se emplean para calcular el tamaño
de celda (c) sobre la que se llevará a cabo la reducción (Ecuación 2.4,
donde n=nT ). Para finalizar la parte de cálculo de parámetros se obtiene
el ratio de selección (R) a partir de la Ecuación 2.2.
A continuación, se sobrepone una malla de celdas cuadradas de
tamaño c a la nube de puntos original. Para cada celda ij se obtiene
el número de puntos que se encuentran en su interior (nij). A partir
de este valor, R y la Ecuación 2.3, donde N=nij , se calcula el número
de puntos a seleccionar en dicha celda (n). De esta forma, se busca
respetar la distribución original de los puntos LiDAR. Posteriormente,
para mantener la proporción original de retornos se calcula la cantidad
de puntos de cada tipo de retorno que se debe seleccionar en la celda
ij. Así, se obtiene el porcentaje de puntos de primer retorno en la celda
ij (RFRij) mediante la Ecuación 2.5 y se calcula el número de puntos
a seleccionar de este tipo en dicha celda (nFRij) redondeando al entero
más próximo (Ecuación 2.6). En consecuencia, la cantidad de últimos
retornos que se debe seleccionar (nLRij) vendrá dado por la diferencia
entre n y nFRij . Así, en la celda ij se seleccionarán aleatoriamente
nFRij puntos de primer retorno y nLRij puntos de último retorno, y







nFRij = RFRij · n (2.6)
2.2.3 Descripción de la función ThinData (FUSION).
La función ThinData se encuentra implementada en el programa libre
FUSION (McGaughey, 2010). Dicha función está definida por 4
argumentos: DataFile, archivo que contiene la nube de puntos LiDAR;
OutputFile, archivo de salida que contiene la nube de puntos reducida;
Density, densidad de puntos deseada por unidad cuadrada; y CellSize,
tamaño de celda empleada para el cálculo de la densidad deseada en
unidad cuadrada. Esta función fue diseñada para obtener una nube
de puntos con densidad uniforme. Para lograrlo, en primer lugar se
calcula la densidad original de los datos empleando una malla de celdas
cuadradas. Esta función emplea el algoritmo de muestreo de Bernoulli,
de manera que la probabilidad de incluir un determinado punto se
determina a partir de la densidad objetivo en un área determinada en
función de la densidad original (Strunk et al., 2012). De esta forma, para
cada celda, cuya área viene dada por el argumento CellSize, se calcula la
proporción de pulsos que serán seleccionados aleatoriamente a partir del
valor de densidad original de los datos y del argumento Density. Más
información sobre el funcionamiento de esta función puede encontrarse
en McGaughey (2010).
Esta función fue usada recientemente en varios estudios para reducir
la densidad de puntos con el propósito de analizar el efecto de este
factor en el cálculo de métricas de bosques tropicales o para inventarios
forestales, o para el modelado de hábitats (Watt et al., 2014, Hansen
et al., 2015, Johnston y Moskal, 2017).
2.2.4 Metodología de evaluación
La metodología de evaluación adoptada en este estudio consta de dos
tipos de análisis. En primer lugar, se realiza una evaluación a nivel
método para comparar el funcionamiento de los diferentes métodos de
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reducción considerados en este estudio. En segundo lugar, se realiza una
evaluación a nivel modelo con el propósito de analizar si los métodos de
reducción, junto con otros factores, influyen en la calidad de los MDT
obtenidos a partir de datos LiDAR.
2.2.4.1 Evaluación a nivel método.
Para evaluar y comparar el funcionamiento de los métodos de reducción
RpA, SRpC y PpC y el algoritmo ThinData, se lleva a cabo una
evaluación basada en indicadores. Un indicador puede definirse como
una variable representativa de una característica o propiedad de un
fenómeno asociado a un objeto, es decir, se trata de una imagen o
abstracción del atributo de un objeto (Gallopín, 1997). Una de las
principales funciones de los indicadores es la de facilitar la realización
de estudios comparativos entre situaciones, motivo por el que su empleo
se consideró adecuado para realizar la evaluación a nivel método. Para
tal propósito se definieron cuatro indicadores atendiendo a los puntos
críticos identificados en la bibliografía consultada: 1) distribución de los
puntos; 2) proporción entre retornos; 3) proporción entre puntos terreno
y no-terreno y 4) acuerdo entre la densidad deseada y la calculada. En
la Tabla 2.2 se incluye un resumen de estos indicadores y criterios para















































































































































































































































































































































































































































































































































































































































































































































































































Capítulo 2. Factores que afectan a la precisión de los MDT
Algunos investigadores afirman que la calidad de los datos empleados
para generar los MDT es uno de los factores que más incide en su
precisión (Li et al., 2005). Concretamente, tres atributos de los datos
son determinantes: la precisión, la densidad y la distribución. Teniendo
en cuenta que lo óptimo sería que un método de reducción conserve
fielmente las características de los datos originales, la distribución de
los datos se tomó como base para la definición del primer indicador.
Así, el indicador 1 (I1 ), distribución de los puntos, pretende medir la
concordancia entre la distribución de los puntos de la nube original
y la de los puntos de las nubes reducidas. Para ello, se crea un
ráster de densidad para cada conjunto de puntos, de forma que en
cada celda se almacena el número de puntos que caen en su interior
(xij). Posteriormente, cada ráster es normalizado a un rango entre 0
y 1 aplicando el método min-max scaling1 usado por Han (2012). A
continuación, se realiza un ajuste lineal a partir de los valores de las
celdas del ráster que representa la densidad original y los obtenidos de
las nubes de puntos reducidas, todos ellos normalizados. Finalmente,
se calcula el coeficiente de determinación para cada densidad (R2). Los
umbrales que se fijaron para evaluar el grado de cumplimiento de este
indicador se incluyen en la Tabla 2.2.
Otros autores como Hyyppä et al. (2008) o Næsset (2009), además
de considerar estos atributos de los datos, identificaron el tipo de
retorno como una de las características específicas de los datos LiDAR
que también puede afectar a la calidad de los MDT. En base a esta
característica, se definió el segundo indicador (I2 ): proporción entre
retornos. Este indicador representa la diferencia absoluta entre el ratio
FR:LR obtenido a partir de los datos originales y los reducidos. Para
ello se calcula la diferencia absoluta entre ambos, DODFR:LR, donde
D ∈ [1.5, 1, 0.5, 0.25, 0.1,0.05,0.025,0.01] (valores de densidad deseada).
En este caso se consideró que el grado de cumplimiento es bueno si
la diferencia entre ratios varía menos del 5% con respecto al valor del
ratio calculado a partir de los datos originales (FRO:LRO); regular si se
encuentra entre el 5% y el 10% del ratio FRO:LRO y malo si se encuentra
por encima del 10% (Tabla 2.2).
1A partir de x’ij = xij-min(xij)/max(xij)-min(xij) se obtiene el valor normalizado
de cada píxel (x’ij).
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El cálculo del tercer indicador (I3 ), proporción entre Pg y Png, fue
posible gracias a que los datos empleados están clasificados (terreno y
no-terreno). Este indicador controla la diferencia entre el ratio Pg:Png
obtenido a partir de los datos originales y los reducidos. Para ello se
calcula la diferencia absoluta entre ambos, DODPg :Png , donde una vez
más D ∈ [1.5, 1, 0.5, 0.25, 0.1,0.05,0.025,0.01]. Al igual que en el caso
anterior, se considerará que el grado de cumplimiento es bueno si la
diferencia entre ratios difiere menos del 5% del valor del ratio PgO:PngO
(calculado a partir de los datos originales y clasificados en este estudio);
regular si dicha diferencia se encuentra entre el 5% y el 10% de dicho
ratio y malo si la diferencia es superior al 10% (Tabla 2.2).
Finalmente, como consecuencia de las operaciones que realizan los
diferentes métodos de reducción para disminuir la densidad de puntos,
puede suceder que la densidad de puntos que se obtiene (DR) y la
deseada (DD) no coincidan exactamente. Esta situación se dio el
estudio realizado por Ruiz et al. (2014), donde se tuvieron que descartar
parte de las muestras de nubes de puntos reducidas por no alcanzar
la densidad fijada. Algunos desarrolladores de estos métodos, como
por ejemplo McGaughey (2010), indican que la densidad final puede
variar con respecto a la densidad fijada. En el caso particular de la
función ThinData, esta variación se encuentra entre el 1% y el 3%. Por
tanto, para comprobar el nivel de acuerdo que alcanzan los métodos
de reducción en relación a este aspecto, se define el cuarto indicador
(I4 ), acuerdo entre la densidad fijada y la calculada. Este indicador se
obtiene a partir de la diferencia absoluta entre la densidad deseada y
la obtenida tras la aplicación del método de reducción correspondiente.
En la Tabla 2.2 se incluyen los umbrales utilizados para evaluar el grado
de cumplimiento de este indicador.
2.2.4.2 Evaluación a nivel modelo.
Una gran cantidad de estudios han demostrado la dependencia entre
la calidad de los MDT obtenidos a partir de la tecnología LiDAR y
algunas características de la toma de datos (por ejemplo, la altura y/o
velocidad de vuelo, field of view, la estación del año,...) (Hodgson
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et al., 2005), la densidad de puntos (Polat et al., 2015), el método
de filtrado e interpolación (Sithole y Vosselman, 2004), la resolución
del modelo (Montealegre et al., 2015a), el tipo de cobertura (Barreiro-
Fernández et al., 2016) o la orografía (Estornell et al., 2011). Sin
embargo, son escasos los estudios que han analizado la influencia del
método de reducción en la calidad de los modelos, realizándose todos
ellos desde el punto de vista de la generalización (Yilmaz y Uysal, 2016)
y en ningún caso enfocados a la mejora de la relación coste-beneficio de
la toma de datos. Por ello, en este estudio se analiza si los métodos
de reducción, junto con los factores densidad (calidad de los datos),
pendiente (morfología del terreno), coeficiente de variación (variabilidad
topográfica), tipo de entorno, la cobertura y resolución, influyen en la
calidad de los MDT. Un esquema del procesado de los datos LiDAR y
el análisis resultados se incluyen en la Figura 2.5.
Durante el procesado de datos (Figura 2.5), se generaron 193 MDT y
5 capas de información por cada muestra de referencia. Los MDT proce-
den de la interpolación de los Pg de la nube de puntos original con una
resolución de 1 m (MDTO) y de los Pg de las nubes de puntos reducidas
obtenidas a partir de 4 métodos de reducción y empleando diferentes
resoluciones (MDTM−D−R donde M ∈ [RpA, SRpC, ThinData, PpC],
D ∈ [1.5, 1, 0.5, 0.25, 0.1, 0.05, 0.025, 0.01] y R ∈ [1, 2, 5, 10, 15, 30]).
En este estudio, los MDTO se consideran la representación más precisa
del terreno que es posible obtener a partir de los datos originales. Tanto
los valores de densidad como los de resolución se seleccionaron en base
a estudios previos. El algoritmo de interpolación empleado es el Grid-
SurfaceCreate incluido en el programa FUSION (detalles sobre el fun-
cionamiento de esta función pueden consultarse en McGaughey (2010)).
En cuanto a las capas de información, a partir de los MDTO se
obtiene el ráster de pendiente y del coeficiente de variación. Por otro
lado, a partir de la nube de puntos original de cada muestra de referencia
se crea un ráster de penetrabilidad que refleja el grado de permeabilidad
de las superficies. Se obtiene calculando para cada celda la proporción
de Pg con respecto al total de puntos (resolución=3 m). También se
obtiene un ráster que almacena la proporción de Pg en relación al de
Png en celdas de 3x3 m (ratio PgO : PngO). Finalmente, a partir de estas
dos capas y una serie de reglas de decisión incluidas en la Tabla 2.3 se
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ANÁLISIS DE RESULTADOS 















Nube de puntos (original) 
Png Pg 
INTERPOLACIÓN 
Empleo de la función GridSurfaceCreate 
para interpolar los puntos terreno 
RpA SRpC PpC ThinData 
Nubes de puntos (reducidas) 
Nube de Puntos Terreno (original) 
Tabla de resultados donde se almacena para cada celda el nombre de la muestra de referencia, el método de 
reducción (M), la densidad reducida (D), la pendiente (P), el coeficiente de variación (CV), la cobertura (C), 
la resolución (R), los valores de elevación del MDTO y el MDTM-D-R y la diferencia absoluta de elevación 
entre ambos (|Δh|). 
Muestra M D P CV C R ZO ZM-D-R |Δh| 
11 RpA 1 Low Low BE 1 210 209.25 0.75 
11 RpA 1 High High VL 2 221 221.25 0.25 
11 RpA 1 Medium Medium VL-M 5 512 511.9 0.1 
... ... ... ... ... ... ... ... 
PROCESADO DE DATOS 
MDTO 
MDTM-D-R 
Cálculo de las diferencias 
absolutas de elevación 
(|Δh|) entre las celdas 






Ráster de pendiente 
Ráster de CV 
6 resoluciones 
(1, 2, 5, 10, 15, 30 m) X 
Ráster ratio Pg/Png Ráster penetrabilidad 
Cálculo de los estadísticos robustos Q68.3|Δh| y Q95|Δh| … 
• En función de la muestra, la densidad, el método de reducción y 
la pendiente. 
• En función de la densidad, el método de reducción, la 
resolución, la cobertura, la pendiente y el coeficiente de variación. 








Ráster de cobertura 
Figura 2.5: Evaluación a nivel modelo. Esquema de procesado y análisis de datos.
obtiene el ráster de coberturas donde se diferencian 6 clases de cobertura
(Ed - edificaciones; Sd - suelo desnudo; Vad - vegetación de alta densidad;
Vd - vegetación densa; Vmd - vegetación medio densa; Vpd - vegetación
poco densa). En la Tabla 2.3 se incluye un resumen de los factores
analizados (en negrita), su descripción, la metodología empleada para
su cálculo y sus niveles.
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Capítulo 2. Factores que afectan a la precisión de los MDT
Después de obtener las diferentes capas de información, se crea una
base de datos con tantos elementos (filas) como celdas tienen los MDTO
multiplicadas por 192 (cantidad de MDTM−D−R), denominada tabla
de resultados (Figura 2.5). De forma automática se le asigna a cada
elemento las coordenadas X e Y del centro de cada celda y el método
de reducción y los valores densidad y resolución del MDTM−D−R del
que derivan. A partir de las coordenadas de las celdas y las capas de
información, a cada elemento se le asignan los valores de la pendiente,
coeficiente de variación y cobertura. De igual forma se extraen los valores
de elevación del MDTO y MDTM−D−R, y se calcula la diferencia entre
ambos (|∆h|).
Una vez obtenida la tabla de resultados, se comprueba si los
factores incluidos en la Tabla 2.3 influyen en la precisión de los MDT.
Para ello, se calcula la precisión de cada MDTM−D−R empleando los
estadísticos robustos percentil del 68.3% y del 95% (Q68.3|∆h| y Q95|∆h|,
respectivamente) propuestos por Höhle y Höhle (2009) para cada nivel
de los diferentes factores y combinaciones de factores. Así, el 68.3% y
el 95% de los errores tienen una magnitud en un rango de [0,Q68.3|∆h|]
y [0,Q95|∆h|], respectivamente. Estos estimadores no paramétricos se
calcularon a partir de las diferencias absolutas en elevación entre cada
MDTO y los MDTM−D−R para cada una de las 9 muestras de referencia
(|∆h|).
Finalmente, se llevaron a cabo dos tipos de análisis: un análisis
de sensibilidad y un análisis predictivo. El análisis de sensibilidad se
realiza de forma cualitativa a partir de la función plot.design (paquete
graphics-v.3.2.1 de R). Mediante esta función se representa gráficamente
la magnitud del efecto de cada factor sobre la variable dependiente
(|∆h|). Dicho estadístico se calcula considerando los niveles de los
diferentes factores de manera independiente. Así, en el eje X se disponen
los factores mientras que los niveles de cada uno de ellos se sitúan a lo
largo de una linea vertical. De esta forma, cuanto mayor es la longitud
de la linea vertical sobre la que se sitúan los niveles de un determinado
factor mayor es la influencia de dicho factor en la precisión de los MDT.




Una de las herramientas de análisis predictivo más comunes, el árbol
de decisión, se empleó para completar los análisis anteriores con dos
propósitos: 1) predecir el error de los MDT en base a los factores
identificados (predictores) (Tabla 2.3); y 2) comprobar si es posible
extraer conclusiones acerca de si la combinación de varios de esos factores
influye en la calidad de los modelos. Si bien existen múltiples algoritmos
para llevar a cabo este análisis, en este caso se emplea el algoritmo CART
(Classification and Regression Tree Analysis) usado en estudios previos
como el de Bater y Coops (2009) o Montealegre et al. (2015a). Se ha
seleccionado este análisis debido a que se trata de un método robusto
que no requiere que los datos sigan una distribución estadística concreta
y es capaz de manejar datos que contienen outliers y predictores no
significativos (Bater y Coops, 2009).
Por medio de este análisis es posible identificar una serie de
variables independientes (predictores), continuas y/o categóricas, como
predictoras de una variable independiente. En este estudio se consideran
variables independientes los 7 factores analizados (densidad, pendiente,
coeficiente de variación, tipo de entorno, cobertura, resolución y método
de reducción) mientras que la variable dependiente es el error absoluto
en elevación (|∆h|). El resultado de este análisis es un diagrama
que representa la división de los datos en grupos homogéneos en base
a las variables independientes. Así, el algoritmo busca la variable
independiente y el valor que mejor divide los datos (aquél que maximiza
la probabilidad de acierto) en dos grupos significativos (este proceso se
denomina split). Tras dividir los datos, el mismo proceso se vuelve a
aplicar a cada subgrupo por separado y así sucesivamente, bien hasta
alcanzar un número máximo de iteraciones, bien hasta que no sea posible
realizar más subdivisiones. Para evitar divisiones con baja significación
es posible establecer un umbral por debajo del cual no se llevan a
cabo más divisiones, este proceso se denomina tree pruning (Godone
y Garnero, 2013). En este estudio no se ha limitado el proceso de
subdivisión.
Para construir el árbol de decisión que relaciona las variables
independientes con los errores absolutos de elevación de los modelos se
empleó la función rpart (paquete rpart-v.4.1-11 de R) (Therneau et al.,
2017). Dicho árbol fue construido tomando como datos de entrada el
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10% de los datos de la tabla de resultados (selección aleatoria), la cual
contiene ' 30 millones de datos.
2.3 Resultados y discusión
2.3.1 Evaluación a nivel método ...
Para realizar la evaluación a nivel método se definieron 4 indicadores:
I1-distribución de los puntos, I2-proporción entre retornos, I3-proporción
entre Pg y Png y I4-acuerdo entre la densidad fijada y la calculada (en
la Tabla 2.2 se pueden consultar los detalles de estos indicadores). En la
Figura 2.6 se incluye un resumen de los resultados de los indicadores para
los cuatro métodos de reducción en relación a los diferentes niveles del
factor densidad. En esta figura, las columnas representan los diferentes
niveles del factor densidad para cada método de reducción, mientras
que las filas representan los 4 indicadores empleados para evaluar el
funcionamiento de dichos métodos. A cada combinación de indicador,
método de reducción y densidad de puntos, le corresponde un bloque
de 9 celdas que se identifican con las diferentes muestras de referencia.
Finalmente, cada celda fue codificada con un color en función del grado
de cumplimiento de cada indicador (ver grados de cumplimiento en la
Tabla 2.2).
Atendiendo a la Figura 2.6 se observa como, salvo excepciones
puntuales, el grado de cumplimiento se reduce a medida que la densidad
de puntos decrece. Los mejores resultados se obtienen a partir del
método PpC al predominar las celdas verdes (grado de acuerdo bueno)
sobre las que indican un grado de cumplimiento regular o malo. En el
extremo opuesto se encuentran los métodos SRpC y ThinData.
Si se realiza un análisis individualizado, se tiene que el indicador
distribución de puntos (I1 ), el cual refleja la correspondencia entre
la distribución original de puntos y la que presentan las nubes de
puntos reducidas, resultó ser el criterio más conflictivo. En las
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Figura 2.6: Resultados de los indicadores a nivel método (B-Bueno; R-Regular; M-
Malo). (La densidad original de la muestra 41 es 1.27 ptos/m2, de ahí las celdas en
color negro para una densidad de 1.5 ptos/m2).
relacionados con dicho indicador para las muestras de referencia 31 y 42,
respectivamente (los resultados para el resto de muestras se incluyeron
en el Anexo B.3). Se seleccionaron estas muestras por poseer una zona
de solape entre pasadas, donde la variación de la densidad de puntos es
más evidente. Como resultados cualitativos, se incluye la densidad de
puntos normalizada (escala de 0 a 1) de los datos originales y de las nubes
de puntos reducidas en formato ráster. Por otro lado, los resultados
cuantitativos del grado de cumplimiento del I1 vienen representados
por el ajuste lineal tras comparar la distribución de la nube de puntos
original y las nubes reducidas (comparación a nivel píxel).
En los ejemplos de las Figuras 2.7 y 2.8 se observa como las nubes de
puntos reducidas a partir de los métodos SRpC y ThinData no conservan
en ningún caso la distribución original de los puntos, pues el resultado
de la reducción son nubes con puntos homogéneamente distribuidos.
En el caso de estos métodos, los malos resultados de dicho indicador
eran predecibles. Esta circunstancia se debe a uno de los objetivos que
persiguen, la obtención de una nube de puntos con densidad uniforme,
de forma que se elimina totalmente la heterogeneidad de la distribución
original de los puntos. La idea de que una distribución homogénea
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de los puntos repercute positivamente en la eficiencia del procesado de
los datos LiDAR, es el principal motivo por el que estos métodos han
sido desarrollados (Watt et al., 2014, Ruiz et al., 2014). Sin embargo,
también ha sido considerada una limitación en otros estudios, pues se
cree que una nube de puntos con densidad homogénea es puramente
artificial y se encuentra muy alejada de la estructura típica de las nubes
de puntos originales (Magnussen et al., 2010, Wilkes, 2016). Si bien
dicha simplificación presenta ventajas como la disminución del tiempo
de procesado o incluso la reducción de algunos errores durante el proceso
de filtrado, posiblemente no justifiquen la pérdida de detalle tanto en la
representación del terreno como en la caracterización de la estructura
de la vegetación en zonas donde la densidad de puntos es mayor.
Figura 2.7: Muestra 31 - Indicador 1: Resultados cualitativos y cuantitativos.
A diferencia de los casos anteriores, los métodos RpA y PpC
conservan la distribución original de los puntos siempre y cuando la
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Figura 2.8: Muestra 42 - Indicador 1: Resultados cualitativos y cuantitativos.
densidad reducida no sea muy baja. Esta circunstancia también se
observa en la Figura 2.6, donde al emplear el método RpA existe una
relación directa entre el grado de cumplimiento del I1 y la variación
de la densidad de puntos, de forma que cumplir con este criterio es
más difícil cuanto más se reduce la densidad de puntos. En el caso
de los resultados del método PpC no se aprecia dicha relación, ya que
los peores resultados del I1 se observan cuando la densidad es máxima
(1.5 ptos/m2) y mínima (0.01 ptos/m2), sin embargo en ningún caso
el R2 es inferior a 0.72 (en la Tabla B.1 del Anexo B.3 se incluyen los
resultados del ajuste).
Por otro lado, el I2, proporción entre retornos, es la característica
mejor conservada por los diferentes métodos de reducción. En general,
para densidades iguales o superiores a 0.1 ptos/m2 el grado de
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cumplimiento de este indicador es bueno con la excepción de las muestras
21 y 41 reducidas con los métodos ThinData y RpA, respectivamente.
En este caso, SRpC es el método que mejor se comporta en relación a la
conservación de la proporción entre retornos pues muestra un acuerdo
bueno en todos los casos. Se esperaban estos resultados pues dicho
método tiene en cuenta el tipo de retorno a la hora de reducir la densidad
de puntos. En el extremo opuesto se encuentra el método RpA, el cual
vuelve a mostrar una relación directa entre el grado de cumplimiento
de dicho indicador y la variación de la densidad de puntos, de manera
que la conservación de la proporción entre retornos empeora a medida
que la densidad disminuye. En cuanto a los métodos ThinData y PpC
sus resultados fueron muy buenos, pues en el 90% y 95% de los casos
respectivamente el grado de acuerdo fue bueno. Para estos métodos los
peores resultados se concentran en las nubes de puntos con una densidad
de 0.01 ptos/m2 y no se observa un patrón claro en su ocurrencia.
Tal y como ya se mencionó, este indicador refleja el acuerdo entre
el ratio FR:LR de los datos originales y de las nubes de puntos
reducidas. El no cumplimiento de este indicador por parte de los
diferentes métodos puede introducir errores en la caracterización de las
zonas con vegetación. Analizando los resultados cuantitativos del grado
de cumplimiento de este indicador se tiene que la mitad de los errores
cometidos por el método RpA y por el método ThinData tienen signo
positivo, bien por la reducción el número de primeros retornos bien por
el aumento de últimos retornos en las nubes de puntos reducidas. Sin
embargo, el 80% de los errores cometidos por método PpC proceden de
una diferencia negativa entre ratios, de tal forma que su empleo podría
influir de forma negativa en la creación de MDT. Sin embargo, si bien
ha de tenerse en cuenta esta observación, la magnitud de los errores
cometidos en relación al I2 es de los más bajos en comparación con el
resto de métodos (datos obtenidos a partir de los resultados incluidos en
la Tabla B.2 del Anexo B.3).
En el caso del I3, proporción de Pg en relación a los Png, los
métodos SRpC y ThinData son los que muestran las mayores dificultades
para conservar esta característica mientras que los métodos RpA y PpC
conservan bien la proporción original de puntos terreno y objeto, aunque
su efectividad se reduce ligeramente a medida que la densidad disminuye
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(Figura 2.6). En referencia a los resultados de los dos primeros métodos,
el grado de cumplimiento del I3 disminuye a medida que la densidad de
puntos se reduce, de forma mucho más evidente en el caso del método
ThinData. En este punto, sorprenden las diferencias de cumplimiento en
relación a I2 e I3 del método SRpC, pues en general en zonas permeables
los primeros retornos se corresponden con Png y los últimos retornos con
Pg. Esta circunstancia nos puede llevar a pensar que la conservación de
la proporción entre retornos implica la conservación de la proporción
entre Pg y Png, cuando realmente no está siendo así. Por otro lado,
analizando los resultados cuantitativos del grado de cumplimiento del
I3, se tiene que las diferencias DORPg :Png tienen signo negativo en el 75%
de las muestras reducidas con el método SRpC, y en el 65% empleando
el método ThinData, lo que indica un aumento de la proporción de Pg
en relación a los Png en las nubes de puntos reducidas (datos obtenidos
a partir de los resultados incluidos en la Tabla B.3 del Anexo B.3).
Esta circunstancia ocurre en las muestras 22, 23, 31 y 42, donde la
gran mayoría de las nubes de puntos reducidas con estos dos métodos
fallan en el cumplimiento de este indicador. Complementariamente, la
mayoría de las diferencias DORPg :Png con signo positivo (disminución de la
proporción de Pg en relación a los Png en las nubes de puntos reducidas)
se dan en la muestra 24. Una posible explicación de por qué se están
dando estos fenómenos tenga relación con la existencia de zonas de
solape entre pasadas, las características de los datos en estas zonas y
el comportamiento de los diferentes métodos de reducción ante estas
casuísticas.
Para comprobar esta hipótesis se calculan los I2 e I3 a partir de
las nubes de puntos originales considerando por separado las zonas
con y sin solape para cada muestra de referencia (en la Tabla 2.4
zona solape y zona no solape, respectivamente). Los resultados de este
cálculo se incluyen en la Tabla 2.4 junto con los valores reales que se
usaron para establecer el grado de cumplimiento de dichos indicadores
(zona completa). Así, se observa como las muestras 22, 23, 31 y 42,
donde la mayoría de las nubes de puntos reducidas producen valores
negativos de DORPg :Png con un grado de cumplimiento regular o malo,
presentan reducciones del 24%, 17%, 32% y 26%, respectivamente, del
valor del ratio Pg:Png en las zonas con solape con respecto al mismo
ratio calculado para toda la zona. Estos resultados indican que en las
129
Capítulo 2. Factores que afectan a la precisión de los MDT
zonas de solape de estas muestras hay una reducción del número de
Pg en relación a los datos de toda la zona. En la situación contraria
se encuentra la muestra 24, la cual presenta un aumento del 30% del
ratio Pg:Png en zonas con solape en comparación con el ratio obtenido
para toda la zona. Pero ¿cómo estás diferencias llegan a afectar al
grado de cumplimiento del I3? ¿Cómo un menor (muestras 22, 23,
31 y 42) o mayor (muestra 24) número de Pg en zonas de solape
entre pasadas produce, respectivamente, un aumento o disminución de
los ratios PgR:PngR con respecto a los ratios de las nubes de puntos
originales cuando se emplean los métodos SRpC y ThinData?
Tabla 2.4: Valores de los I2 e I3 a partir de los datos originales y diferenciando
entre las zonas con y sin solape.













Muestra 11 1 1 0.99 1.07 ↑Pg 6% 1 0.96
Muestra 12 1 0.83 1.01 0.72 ↓Pg 13% 1 0.85
Muestra 21 1 1.85 0.97 2.08 ↑Pg 11% 1 1.70
Muestra 22 1 1.82 1 1.39 ↓Pg 24% 1 2.45
Muestra 23 1 0.99 0.99 0.82 ↓Pg 17% 1 1.13
Muestra 24 1 1.72 0.99 2.46 ↑Pg 30% 1 1.44
Muestra 31 1 0.91 1 0.62 ↓Pg 32% 1 1.27
Muestra 41 1 0.95 No tiene zona de solape
Muestra 42 1 0.39 1 0.29 ↓Pg 26% 1 0.5
Nota: Para las zonas con solape y el I3, se muestran en color magenta el aumento de
los Pg y en azul la disminución de dichos puntos en comparación con la nube de puntos
original.
Por un lado, el ratio PgO:PngO que se toma como referencia para
obtener el grado de cumplimiento del I3 se calcula teniendo en cuenta
todos los puntos presentes en cada muestra. Este valor será tanto más
fiable cuanto más homogénea sea la distribución de los puntos en la
nube original. Sin embargo, cuando la nube de puntos presenta zonas
de solape entre pasadas, el valor del ratio PgO:PngO en estas zonas difiere
del calculado para todo el área, influenciado principalmente por las
características del terreno y los objetos presentes sobre él. Este hecho
no tiene mayor importancia si el método de reducción que se emplea
mantiene la distribución original de los datos (cumplimiento del I1 tal y
como se observa en los resultados de los métodos RpA y PpC incluidos
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en la Figura 2.6). Sin embargo se vuelve crítico si el método empleado
produce nubes de puntos reducidas con una densidad homogénea, de
forma que el número de puntos que se descartan en las zonas de solape
es mayor que en el resto de zonas. En este caso se encuentran los
métodos SRpC y ThinData. Así, si la proporción de Pg es mayor que
la de Png en las zonas de solape, entonces la probabilidad de descartar
más Pg que Png durante la reducción también es mayor y viceversa,
provocando diferencias DORPg :Png positivas y negativas, respectivamente.
De esta forma, los fallos en relación al cumplimiento del I3 serán tanto
más groseros cuanto mayor es la diferencia entre los ratios PgO:PngO
calculados para toda la zona y los de las zonas de solape. Finalmente, en
relación a las diferencias en el cumplimiento de los I2 e I3 por parte del
método SRpC, en la Tabla 2.4 se comprueba que no existen diferencias
entre los ratios FPO:LPO calculados para toda la zona y los de las zonas
de solape, de ahí que dicho método pueda tener buenos resultados para
el I2 y malos en relación al I3.
En el marco de la generación de MDT y en base a las limitaciones
encontradas en relación al cumplimiento del I3 por parte de los métodos
SRpC y ThinData, la disminución del número de Pg en las zonas
de solape se puede traducir en una pérdida del detalle con el que se
representa el terreno en dichas zonas. Esta pérdida será tanto más
significativa cuanto mayor sea la complejidad del relieve. Si bien el I3
es el que ha puesto de manifiesto esta limitación, su origen se encuentra
en el no cumplimiento del I1, es decir, la no conservación por parte de
las nubes de puntos reducidas de la distribución original de puntos. De
ahí que un método de reducción que no conserva dicha característica
de la nube de puntos original puede estar influyendo en la precisión
no solo de los MDT generados con nubes de puntos con densidades
reducidas artificialmente sino en otros productos como el cálculo de
variables forestales como la altura o volumen de biomasa.
Finalmente, algunos métodos de reducción requieren fijar una serie
de parámetros para alcanzar la densidad reducida deseada. La falta
de acierto en la selección de los valores más apropiados para estos
parámetros puede producir nubes de puntos cuya densidad difiere de
la deseada, influyendo en el análisis de cómo la variación de la densidad
afecta a la precisión de los modelos. En este contexto se define el I4,
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acuerdo entre la densidad deseada y la calculada. Tal y como
se esperaba, el método RpA, donde no se requiere establecer ningún
parámetro para llevar a cabo la reducción de la densidad, es el que
logra los mejores resultados (Figura 2.6). Por otro lado, los métodos
SRpC y ThinData son los que presentan las mayores dificultades para
cumplir con la densidad deseada. Los principales errores de estos
métodos se dan cuando la densidad deseada es baja, fundamentalmente
menor de 0.25 ptos/m2. En el caso de la muestra 41, se aprecian
errores en todas las nubes de puntos reducidas, donde a diferencia del
comportamiento general, los errores son más groseros cuanto menor es
el porcentaje de reducción (datos obtenidos a partir de los resultados
incluidos en la Tabla B.4 del Anexo B.3). Los resultados que producen
los métodos SRpC y ThinData en esta muestra probablemente se
encuentren relacionados con que se han empleado los mismos parámetros
para esta muestra, sin zona de solape, que para el resto de muestras
donde la distribución de puntos era más heterogénea.
En esta línea, la selección del tamaño de celda en los dos métodos
anteriores podría considerarse como un punto crítico. Según las
especificaciones del método ThinData incluidas en McGaughey (2010),
cuanto menor es el valor del parámetro Cellsize (superficie de la celda)
menor es la probabilidad de descartar puntos de la nube original, pues
aquellas celdas con un único punto no son modificadas, pudiendo dar
lugar a nubes de puntos con densidades mayores a las deseadas. Es
por ello que se aconseja asignarle un valor elevado a este parámetro,
por ejemplo 25 m2, a fin de alcanzar una determinada densidad de
puntos. A pesar de esta recomendación, algunos investigadores optaron
por aumentar gradualmente el valor del parámetro Cellsize a medida
que la densidad de puntos objetivo (DD) es reducida. Por ejemplo,
Hansen et al. (2015) obtuvieron nubes de puntos con densidades de 8,
4, 2, 1, 0.5, 0.25 y 0.1 a partir de una nube de puntos con densidad
de 13 pulsos/m2 empleando como tamaño de celda los valores de 0.1,
0.2, 0.5, 1, 2, 10 y 20 m, respectivamente. En el estudio que aquí se
presenta, donde la densidad de puntos original no supera los 2.5 ptos/m2,
el parámetro Cellsize se establece de forma que por lo menos dos
puntos sean seleccionados en cada celda con el objetivo de alcanzar las
densidades reducidas DD ∈ {1.5, 1, 0.5, 0.25, 0.1, 0.05, 0.025, 0.01}. Así,
Cellsize = 2/DD m2. Sin embargo, aplicando estos valores se observó
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que la densidad de las nubes de puntos reducidas superaban entre un
30% y un 60% la densidad objetivo. Estos valores se encuentran muy por
encima de los identificados por McGaughey (2010), donde se afirmaba
que los valores finales de densidad difieren de la densidad deseada entre el
1% y el 3%. Esta diferencia entre las densidades deseada y final puede
influir en el momento de realizar la evaluación comparativa entre los
resultados de los diferentes métodos, ya que no se estarían comparando
modelos generados a partir del mismo valor de densidad.
Para mitigar estos desfases se optó por modificar el parámetro
Density de la función ThinData, el cual se había fijado tomando como
referencia los valores de DD. De esta forma, Density ∈ {1.5, 0.75, 0.32,
0.16, 0.064, 0.032, 0.016, 0.006} y Cellsize ∈ {2, 2, 4, 8, 20, 40, 80,
200} m2 para obtener nubes con densidades de 1.5, 1, 0.5, 0.25, 0.1,
0.05, 0.025, 0.01, respectivamente. En este caso, la densidad final varía
de media un 6% con respecto a la densidad objetivo, valor bastante más
bajo al obtenido previamente pero que aún así duplica al indicado por
McGaughey (2010). En el caso de la muestra 41, dicho desfase es del 25%
de media y los valores finales de densidad se encuentran más próximos
a los del parámetro Density que a los objetivo (DD). En base a estos
resultados se podría pensar que el método ThinData no tiende a generar
nubes de puntos con densidades superiores a las del parámetro Density
si la distribución de los puntos en la nube original es homogénea. A
falta de más muestras con estas características, estos resultados podrían
indicar que el método ThinData es más sensible a las características de
la nube de puntos objeto de reducción, como por ejemplo la distribución
de puntos, que al valor del parámetro Cellsize.
Algunos autores (Jakubowski et al., 2013) han manifestado que la
simulación de nubes de puntos de baja densidad a partir de nubes reales
de alta densidad permite realizar análisis meramente informativos y por
lo general no simulan de manera realista datos de menor densidad. En
base a los resultados y análisis realizados en este apartado se considera
que queda demostrado que algunos métodos como el RpA y el PpC
proporcionan nubes de puntos con densidad reducida que mantienen
muchas de las particularidades de las nubes de puntos originales, y se
las considera lo suficientemente realistas y útiles para analizar la relación
que existe entre la densidad de puntos y la precisión de los modelos.
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2.3.2 Evaluación a nivel modelo ...











































































Figura 2.9: Relación entre la densidad y la
resolución en referencia a la precisión de los MDT
(Q68.3|∆h|). El punto amarillo marca la resolución
óptima para cada densidad.
Tal y como hipotetizaron
Anderson et al. (2006),
desde el punto de vista de
la demanda de productos,
la resolución de un MDT
juega un papel crítico a
la hora de establecer la
densidad de puntos nece-
saria para la generación
eficiente de modelos del
terreno, logrando así la
precisión deseada a la vez
que se reduce el tiempo
de procesado y los costes.
Algunos estudios como el
de Stereńczak et al. (2013) han demostrado que la precisión de los
modelos generalmente mejora al aumentar su resolución. En dichos es-
tudios, la densidad de puntos es lo suficientemente elevada (7-8 ptos/m2)
como para que la relación resolución-precisión se mantenga próxima a
una relación lineal. En otros estudios como el de Immelman y Scheepers
(2011), donde la densidad de puntos es baja ('1.3 ptos/m2), también
obtuvieron que los modelos con mayor resolución son los que presen-
tan las mejores precisiones. En su caso, la mayor parte de la superfi-
cie analizada se corresponde con zonas de pendiente moderada en una
zona minera, con ausencia de vegetación donde la mayoría de los pun-
tos pertenecen al terreno y éstos se encuentran homogéneamente dis-
tribuidos, circunstancias que simplificarían la tarea de representación
del relieve.
En contraposición a estos resultados, en la Figura 2.9 se representa
la relación resolución-precisión (Q68.3|∆h| - m) para cada densidad de
puntos analizada. Se observa como dicha relación varía dependiendo de
la densidad de puntos, donde para densidades superiores a 0.25 ptos/m2,
134
Resultados y discusión
la relación entre la resolución y la precisión de los modelos es lineal
positiva (R2w1) mientras que se transforma en polinómica de segundo
grado para densidades inferiores a dicho valor (R2ε[0.82,0.98]). De esta
forma se muestra que no siempre una mayor resolución implica un menor
error o mayor precisión de los modelos. Estos resultados también son
compartidos por Wu et al. (2008). En base a ellos, se considera que la
resolución óptima de los modelos para cada valor de densidad es aquella
que da lugar a los modelos más precisos. Dichas combinaciones se han
señalado con un círculo amarillo en la Figura 2.9. Estos resultados
coinciden con los obtenidos por Smith et al. (2005), donde se establecía
que la resolución es dependiente de la densidad de puntos, y su valor




Teniendo en cuenta la relación de equilibrio entre la resolución y la
densidad establecida por Smith et al. (2005) (R=PS=
√
1/D), si R>PS,
existe riesgo de pérdida de información debido a la generalización de
los modelos, mientras que si 2R<PS los valores de los modelos también
se verán alterados (celdas vacías) (Fisher y Tate, 2006). En esta línea,
el análisis de la influencia que ejerce el par densidad-resolución sobre
la precisión de los modelos llevado a cabo por Anderson et al. (2006)
muestra que al variar la densidad de puntos, los errores varían más
rápidamente en los modelos de mayor resolución en comparación con
aquellos cuya resolución es menor. Este efecto puede apreciarse en la
Figura 2.9. Si observamos verticalmente los valores de precisión de los
modelos para cada una de las densidades desde cada resolución, se tiene
que la diferencia de precisión entre los modelos MDTM−D=1.5−R=1 y
MDTM−D=0.01−R=1 se encuentra próxima a 1 m mientras que entre
los modelos MDTM−D=1.5−R=30 y MDTM−D=0.01−R=30 la diferencia es
inferior a 20 cm. Estos resultados respaldan la hipótesis planteada por
Hodgson y Bresnahan (2004) y los resultados obtenidos posteriormente
por Aguilar et al. (2005) en relación al efecto conjunto que varios factores
pueden producir en la precisión de los MDT.
Aclarar en este punto que los valores de precisión que se calculan en
este estudio están desprovistos del error procedente de la precisión de
los datos, pues los modelos verdad terreno (MDTO) han sido creados a
partir de los mismos datos que los MDTM−D−R. Este hecho incumple
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la norma que establece que para calcular la precisión de un modelo, los
datos verdad terreno deben ser tres veces más precisos que los puntos
empleados para generar los modelos a validar (Höhle y Höhle, 2009). Sin
embargo, el objetivo de este estudio no es proporcionar la precisión de
los modelos sino comprobar si los factores considerados influyen en su
calidad. Para dicho propósito es necesario contar con datos cuantitativos
que reflejen las tendencias de la variación de la precisión de los modelos, y
aunque los datos LiDAR no son los óptimos para ello, se consideran aptos
para alcanzar dicho objetivo. Esta misma estrategia fue empleada por
Bater y Coops (2009) para evaluar la capacidad de varios interpoladores
a la hora de predecir alturas en lugares donde no existían puntos terreno.
En relación al método de reducción, se aprecian diferencias
puntuales entre métodos, en algún caso próximas a los 30 cm. Por
ejemplo, el Q68.3|∆h| para los métodos SRpC y ThinData con una
densidad de 0.01 pto/m2 y una pendiente High es 1.58 m y 1.84 m,
respectivamente. Para analizar las diferencias entre métodos, en la
Figura 2.10 se representan mediante diagramas de cajas las diferencias
entre las precisiones de los diferentes modelos para cada combinación
de los niveles de densidad, pendiente y método de reducción. Para
crear esta gráfica, en primer lugar se calculó el estadístico Q68.3|∆h| a
partir de los errores incluidos en la tabla de resultados para cada método
de reducción considerando las diferentes combinaciones de los niveles
de la pendiente, densidad y resolución. A continuación se restaron
entre sí los valores del estadístico Q68.3|∆h| para cada combinación
resolución-pendiente-densidad. Así, la primera columna de gráficas de
la Figura 2.10 representa para cada densidad de puntos, las diferencia
entre los estadísticos Q68.3|∆h|, obtenidos a partir de los errores de las
celdas de los MDTM=ThinData y el mismo estadístico derivado de los
MDTM ∈ {RpA,SRpC,PpC} para cada nivel de resolución y pendiente. Este
mismo proceso se repitió para cada uno de los métodos restantes (en la
Figura B.38 del Anexo B.4 se incluyen los resultados considerando el
estadístico Q95|∆h|). De esta forma, diferencias positivas indicarán que
los modelos del método que se toma como referencia presentan errores
de mayor magnitud que los creados a partir de las nubes reducidas con
el resto de métodos.














































































































































1.5 1 0.5 0.25 0.1 0.05 0.025 0.01
Pendiente
Densidad (ptos/m2)
Método de  reducción: ThinData        PpC RpA SPpC
Figura 2.10: Diferencias de precisión entre modelos (Q68.3|∆h|-m) generados con
nubes reducidas por diferentes métodos.
diferencias entre métodos son mínimas para densidades superiores a
0.1 pto/m2, principalmente cuando la pendiente es inferior a 10°(High).
En caso contrario, las diferencias entre métodos son más evidentes y
con independencia de la pendiente, los modelos creados a partir de las
nubes de puntos reducidas con el método ThinData tienden a presentar
la mayores diferencias positivas. Este hecho se constata en la primera
columna de gráficas de la Figura 2.10, donde para densidades inferiores a
0.25 pto/m2, las cajas se localizan en la parte positiva del eje y, mientras
que para el resto de métodos esta tendencia no se presenta tan clara.
Por otro lado, se establece un valor de resolución óptimo para
cada densidad a fin de calcular los valores de precisión de los modelos
estratificando por el método de reducción y la densidad de puntos.
Para ello se toman como referencia los resultados de la Figura 2.9, de
forma que para las densidades de 1.5, 1 y 0.5 ptos/m2 se consideran los
modelos creados con una resolución de 1 m; para 0.25 y 0.1 ptos/m2 se
toman los modelos con resolución de 2 m; para 0.05 y 0.025 ptos/m2
se toman los modelos con resolución de 5 m; y para una densidad de
0.01 ptos/m2 la resolución es de 10 m. En este estudio, estos valores de
resolución en función de la densidad de puntos se consideran los valores
óptimos de resolución. En la Tabla 2.5 se incluyen los resultados de
la precisión de los modelos para cada par densidad-método en relación a
los factores coeficiente de variación, pendiente y cobertura. En este caso,
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se consideraron conjuntamente las 9 muestras de referencia y se tomó
como representación de la precisión el percentil del 68.3% (Q68.3|∆h|).
Dicho estadístico se obtuvo a partir de las diferencias entre las celdas de
cada MDTO y sus homólogas en los MDTM−D−R de cada muestra.
Los datos de la Tabla 2.5 muestran una relación directa entre la
precisión de los modelos (Q68.3|∆h|) y la densidad de puntos, de
manera que la precisión disminuye a medida que la densidad decrece,
con independencia del método de reducción empleado. Este efecto se
observa de forma gráfica en las Figuras 2.11a (considerando todas las
resoluciones) y 2.11b (considerando sólo las resoluciones óptimas para
cada nivel de densidad). Adicionalmente, estas figuras muestran que el
desfase de elevación entre los MDTO y MDTM−D para D≥0.1 pto/m2
es como máximo de 20 cm mientras que dichos desfases llegan hasta
los 80 cm cuando D<0.1 pto/m2 (en la Figura B.39 del Anexo B.4 se
incluyen los resultados considerando el estadístico Q95|∆h|-m). En base
a estas figuras, la relación directa entre la precisión y la densidad podría
matizarse, pues se observa que la tendencia es que los errores aumenten
de manera lineal hasta una densidad reducida de 0.1 pto/m2 y a partir




















































1.5 1 0.5       0.25    0.1 0.01
(b)
●Método de  reducción: ThinData        PpC RpA SPpC
Figura 2.11: Precisión de los modelos (Q68.3|∆h|-metros) en función de la densidad
y métodos de reducción: a) considerando todas las resoluciones y b) las resoluciones









































































































































































































































































































































































































































































































































































































































































































































































Capítulo 2. Factores que afectan a la precisión de los MDT
Sithole y Vosselman (2004) emplearon los datos de la ISPRS para
comparar la efectividad de diferentes algoritmos de filtrado. Una
pequeña parte de su estudio incluía un análisis del efecto de la reducción
de puntos, sin embargo sus resultados no fueron concluyentes. Este fue
uno de los motivos que llevó a Puetz et al. (2009) a ampliarlo. Aunque
en su estudio únicamente emplearon las muestras rurales (muestras
de la 51 a la 71), sus resultados indican que la precisión de los
modelos se reduce bruscamente a medida que la densidad disminuye
y se aproxima a 0.15 ptos/m2 (PS=2.5). A partir de este punto, la
precisión sigue reduciéndose pero de forma más paulatina hasta una
densidad de 0.01 pto/m2 (PS=10) a partir de la cual vuelve a caer
de forma abrupta. Esta tendencia es contraria a la observada en las
Figura 2.11a y 2.11b y a la obtenida en otros estudios donde el efecto de
la reducción de densidad sobre la precisión de los modelos es exponencial
cuando D<0.1 pto/m2 mientras que en caso contrario la relación es
aproximadamente lineal (Sanii, 2008, Immelman y Scheepers, 2011).
Puetz et al. (2009) justificaron sus resultados por la estrategia de filtrado
empleada, pudiendo ser la causante de las diferencias en los matices de
la relación precisión-densidad.
Según Anderson et al. (2006), las nubes de puntos LiDAR pueden
soportar reducciones sustanciales hasta cierto nivel sin que por ello
la precisión de los MDT se vea reducida. Algunos autores como
Immelman y Scheepers (2011) o Asal (2016) buscaron identificar el
nivel de reducción que permitiera obtener el balance óptimo entre la
densidad y el volumen de datos, minimizando la pérdida de precisión
de los modelos. Dicho nivel lo establecieron en el 50%. Sin embargo,
este valor no es estándar ya que depende de las características de
los datos originales, la variabilidad de la topografía y los métodos
empleados para generar los modelos. Si este nivel de reducción se
transforma a unidades de ptos/m2, se tiene que tanto en el estudio
de Immelman y Scheepers (2011) como en el de Liu y Zhang (2008)
o Asal (2016) dicho nivel de reducción se fija en aproximadamente
0.1 ptos/m2 (reducción al 10% de una densidad original de 1.26 ptos/m2,
al 50% a partir de una densidad de 0.2 ptos/m2 y al 37.3% a partir
de una densidad de 0.27 ptos/m2, respectivamente). Concretamente,
Asal (2016) comparó varios perfiles longitudinales extraídos a partir
de MDT elaborados con diferentes densidades de puntos. En su
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estudio observó que las desviaciones en elevación entre perfiles aumentan
significativamente cuando dichos perfiles proceden de MDT creados con
densidades inferiores a 0.10 ptos/m2. Estas comparaciones se realizaron
empleando como datos de control los mismos datos que se usaron para
generar los diferentes modelos. De tal forma que se podría pensar que
este umbral puede no mantenerse si el cálculo de las desviaciones se
hiciese en base a puntos de control externos. En este sentido, Asal
(2016) también analizó dichas diferencias mediante el empleo de un
conjunto de puntos de control capturados en campo. Así, los resultados
anteriores se vieron reforzados al comprobar que el umbral en este caso
es de 0.13 ptos/m2, a partir del cual los residuales aumentan de forma
exponencial a medida que la densidad se reduce (se corresponde con un
nivel de reducción de los datos al 47.5%).
En resumen, si se considera la densidad como un factor de influencia
aislado, tanto los resultados del estudio que se presenta aquí como los
obtenidos en investigaciones previas (Liu y Zhang, 2008, Immelman y
Scheepers, 2011, Asal, 2016), muestran como hasta una densidad de
0.1 ptos/m2 la precisión de los MDT no se ve comprometida de manera
evidente. Sin embargo esta afirmación es cierta con matices. En primer
lugar, su cumplimiento puede asegurarse para una densidad de puntos
original baja (no mayor de 2 ptos/m2) y en segundo lugar, la variación de
la resolución de los modelos parece no afectar a la tendencia aunque sí a
la magnitud de los errores, de forma que existe una diferencia positiva de
30 cm si se consideran todos los niveles de resolución que si únicamente
se tienen en cuenta los valores óptimos (datos obtenidos comparando
la Figura 2.11a con la Figura 2.11b). En base a estos resultados se
podría decir que la selección inadecuada de la resolución de los modelos
derivados de una nube de puntos, puede suponer un incremento de 30 cm
en el error de los modelos.
Los resultados obtenidos por Anderson et al. (2006) difieren en este
último punto, pues en su caso el nivel de reducción de la densidad a
partir del cual se ve afectada la precisión de los modelos depende de la
resolución. Esta diferencia de resultados puede ser debida bien a que
la densidad de los datos empleados por Anderson et al. (2006) es casi
5 veces superior a la de los datos empleados en este estudio bien a las
diferencias en la estrategia para obtener los errores de los modelos. En su
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caso, si bien los MDTO de referencia también se obtuvieron a partir de la
nube de puntos original, éstos fueron interpolados empleando diferentes
valores de resolución con el propósito de equipararlos a los MDT
derivados de las nubes de puntos reducidas. Este proceso provocó una
generalización de los modelos (al existir más de un punto por celda, el
valor que se le asigna es el valor medio de elevación de los puntos que caen
en su interior), de manera que cuanto menor es el nivel de generalización
mayores son las diferencias con los MDTO de referencia. Stereńczak et al.
(2013) señalaron en su estudio que una posible razón para la ocurrencia
de este fenómeno sea que en zonas donde la vegetación es muy densa
no existe la suficiente cantidad de puntos terreno para satisfacer las
necesidades que demanda el empleo de elevadas resoluciones espaciales,
ocasionando grandes errores. Esta circunstancia produce que el nivel de
reducción de la densidad sin incidencia en la precisión de los modelos
varíe dependiendo de la resolución espacial empleada. Adicionalmente,
en base a que la densidad está relacionada tanto con la morfología del
relieve como con el uso del suelo, Anderson et al. (2006) advierten
en su estudio que sus resultados deberían ser comparables únicamente
con aquellos obtenidos en zonas forestales cuyo relieve no es muy
accidentado. Por tanto, el tipo de entorno también pudo ser uno de
los factores que propiciaron las diferencias entre sus resultados y los
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Capítulo 2. Factores que afectan a la precisión de los MDT
En relación a la Figura 2.12, para todas las muestras se sigue
observando una relación inversa entre la precisión de los modelos y la
densidad de puntos con independencia de la pendiente (en la Figura B.40
del Anexo B.4 se incluye el gráfico con los resultados empleando el
Q95|∆h|). Sin embargo, esta relación también presenta matices pues en
algunos casos, como en las muestras 12, 21, 22, 31, 41 y 42, la diferencia
de precisión entre los MDTM−D=1−R=1 y MDTM−D=0.01−R=10 varía
entre los 18 cm (muestra 31) y los 50 cm (muestra 22) mientras que
para el resto de las muestras (11, 23 y 24) esta diferencia varía entre
1 m (muestra 24) y los 2.05 m (muestra 11).
Lógicamente, la reducción de la densidad de puntos provoca que
el número de Pg también se reduzca. En este sentido, Sithole y
Vosselman (2004) identificaron la densidad y distribución de Pg como
factores a tener en cuenta a la hora de producir MDT. Si bien los
resultados obtenidos en estudios previos respaldan esta afirmación
(Barreiro-Fernández et al., 2016), en el estudio que aquí se presenta, tras
considerar los porcentaje de superficie sin puntos terreno y la proporción
de Pg frente a los Png incluidos en la Tabla 2.1, no se encuentra una
relación evidente entre dichos factores y las diferencias en la relación
precisión-densidad entre las muestras de referencia. Sithole y Vosselman
(2004) identificaron 3 posibles razones para dichas diferencias: las
características y parámetros del algoritmo de filtrado empleado para
identificar los Pg, el efecto borde y las características del entorno. En
este caso, las dos primeras causas no han tenido ningún efecto sobre los
resultados ya que los datos han sido clasificados empleando un único
método (combinando procesos automáticos y manuales). Sin embargo,
las características del entorno es un factor a tener en cuenta a la hora de
encontrar explicaciones al diferente comportamiento de los modelos al
variar la densidad de puntos. En este sentido, las muestras 11, 23 y 24
representan entornos mucho más complejos que el resto de muestras.
Para respaldar esta afirmación, se ha caracterizado cada una de las
muestras extrayendo los porcentajes de superficie correspondientes a
cada nivel de las capas de información CV, pendiente y cobertura.
Los resultados se incluyen en la Tabla 2.6, donde se observa como las
muestras 11, 23 y 24 presentan los mayores porcentajes de superficie
con pendiente y CV elevada. Adicionalmente, las muestras 11 y
24 presentan una gran proporción de superficie con vegetación, donde
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se produce una reducción del número de Pg y por tanto una peor
caracterización del terreno.
Tabla 2.6: Características de las muestras en relación a los factores cobertura,
pendiente y coeficiente de variación (% de superficie para cada muestra de referencia).






Sd 27.3 37.86 12.08 18.23 40.58 19.66 42.12 52.05 63.51
Vad 11.01 5.98 7.73 3.46 3.59 13.36 7.00 1.62 4.97
Vd 19.53 13.05 22.19 10.97 10.6 24.51 11.71 6.75 8.05
Vmd 10.3 8.89 11.65 7.35 8.14 11.57 7.31 3.66 4.95
Vpd 3.14 3.50 4.48 2.53 2.51 2.00 3.28 1.29 2.08





te Low 13.23 68.49 70.54 63.87 47.44 38.00 89.38 67.92 84.84
Medium 10.54 19.85 19.90 17.29 21.64 17.25 8.09 13.29 5.22
High 76.23 11.66 9.56 18.84 30.92 44.75 2.53 18.79 9.94
C
V
Low 22.98 87.14 85.78 77.18 65.84 50.02 96.78 78.56 88.38
Medium 44.34 10.77 14.21 16.45 22.32 29.12 2.69 20.47 11.60
High 32.68 2.08 0.02 6.37 11.84 20.86 0.54 0.97 0.02
En la Tabla 2.5 además de la relación densidad-precisión, también
se puede ver como la precisión de los modelos decrece a medida
que aumenta la pendiente. Algunos autores como Guo et al. (2010)
encontraron una relación lineal entre la pendiente y el CV (R2=0.76),
lo que los condujo a elegir uno de ellos, en su caso fue el CV. En este
estudio se encontró que la relación entre ambos factores es polinómica
de segundo orden (R2=0.91). A diferencia del estudio citado, en este
caso la evaluación del efecto que produce la pendiente y el CV sobre
la representación del relieve, salvo en casos puntuales, se realizará de
forma conjunta sin descartar ninguno de los factores. Así, según los
datos incluidos en la Tabla 2.5, el valor de los errores obtenidos en
zonas cuya pendiente es superior a 10° o donde el CV se encuentra por
encima de 0.15 casi triplica a los obtenidos en zonas de menor pendiente
y variabilidad topográfica, independientemente de los factores densidad
de puntos y método de reducción.
Los resultados anteriores coinciden con los obtenidos en otros
estudios, donde los errores observados en zonas llanas (pendiente inferior
a 10%) son duplicados (Hodgson y Bresnahan, 2004, Spaete et al., 2011)
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o triplicados (Hollaus et al., 2006, Barreiro-Fernández et al., 2016) por
aquellos que se dan en zonas con pendiente más elevada. En relación
al CV y al igual que en nuestro caso, los análisis realizados por Guo
et al. (2010) mostraron la relación directa y lineal entre el aumento del
CV y de los errores, viéndose esta relación acentuada por la influencia
de la densidad de puntos. Algunos autores consideran que estos
errores son debidos a la precisión horizontal de los datos LiDAR, pues
puede producir un desplazamiento planimétrico en los MDT (Hodgson
y Bresnahan, 2004, Estornell et al., 2011). Si consideramos que el
error planimétrico de los datos LiDAR es de 50 cm, para pendientes
de 5°, 10°y 20° se tendrían unos errores verticales teóricos de 5, 10
y 20 cm, respectivamente (Estornell et al., 2011). Así, los errores
teóricos debidos a la pendiente en zonas abruptas (20°) son el doble
que en zonas de pendiente media (10°) y 4 veces superiores a los
que se dan en zonas relativamente llanas (5°). De manera que estos
valores podrían considerarse la aportación del factor pendiente a los
errores de los modelos. Sin embargo, dichas proporciones son válidas
únicamente cuando el resto de factores se mantienen constantes. Los
resultados cuantitativos incluidos en la Tabla 2.5 muestran como la
proporción entre los errores en zonas con diferente pendiente es tanto
más semejante a la teórica cuanto menos se reduce la densidad. Sin
embargo, a medida que la densidad disminuye dichas proporciones se
ven ligeramente ampliadas. Podría tomarse esta evidencia como un
indicador del efecto multiplicador de la combinación de varios factores
sobre la precisión de los modelos.
En cuanto al factor cobertura del suelo, generalmente aquellas
coberturas que se encuentran vinculadas a la vegetación son las que
influyen más negativamente en la precisión de los modelos. La
complejidad de estas coberturas puede expresarse de diferentes formas:
nivel de penetrabilidad (vegetación densa vs. no densa); la estructura
(varios estratos vs. un único estrato); la altura de la vegetación
(baja vs. alta) o combinaciones de ellas, dando lugar a masas más
o menos complejas. Para analizar este factor, en la Figura 2.13a se
representa la precisión de los MDT (Q68.3|∆h| - m) en función de
los niveles de cobertura del suelo, prestando especial atención a las
coberturas relacionadas con la vegetación, para cada densidad de puntos
considerado únicamente los errores de los modelos con resolución óptima
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(en la Figura B.41 del Anexo B.4 se incluyen los resultados considerando
el estadístico Q95|∆h|). Se observa como a medida que la densidad se
reduce la precisión de los modelos en función de la cobertura siguen
las pautas esperadas: mayor precisión en la representación del relieve
cuanto menos densa es la vegetación, llegando a una diferencia de más
de 20 cm entre los niveles de cobertura vegetación de alta densidad y
poco densa cuando la densidad de puntos es de 0.01 ptos/m2 (Tabla 2.5).
Esta hipótesis se basa en que la vegetación muy densa impide el paso del
láser y por tanto el número de puntos terreno es menor que en aquellos
lugares donde la vegetación es menos densa (Clark et al., 2004). Los
resultados obtenidos por Hodgson et al. (2005), Estornell et al. (2011) y
Salleh et al. (2015) respaldan esta idea. Reutebuch et al. (2003) también
identificó un ligero aumento de la magnitud de los errores en los modelos
a medida que la densidad de la vegetación aumentaba, y al igual que en
este estudio, dichas diferencias eran pequeñas.
Debido a la metodología de evaluación empleada en este trabajo,
resulta complicado comparar cuantitativamente los resultados que aquí
se presentan con los obtenidos en otros estudios. Sin embargo, sí es
posible comparar diferencias entre valores de precisión. En este sentido,
si consideramos los resultados para una densidad de 0.1 pto/m2 en
zonas de pendiente Low, la diferencia entre los niveles de cobertura
suelo desnudo y vegetación alta densidad para los métodos RpA, SRpC,
ThinData y PpC es de 4.4 cm, 8 cm, 8.1 cm y 6 cm, respectivamente (se
emplearon los valores de resolución óptimos para cada densidad). Estos
valores son muy similares a los obtenidos por Hodgson y Bresnahan
(2004), donde a partir de datos con una densidad de 0.17 ptos/m2
en una zona llana (pendiente < 5°), obtuvieron un RMSE de casi
20 cm en zonas de vegetación baja (equivalente a la cobertura suelo
desnudo) mientras que en zonas forestales de caducifolias (equivalente
a la cobertura vegetación alta densidad) dicho error aumentó hasta los
26 cm, lo que supone una diferencia de 6 cm entre ambos tipos de áreas.
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Precisión (Q68.3% − m) a)
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En oposición a la tendencia anterior, Barreiro-Fernández et al. (2016)
mostraron en su estudio que las regiones del MDT donde la vegetación
presenta un dosel de copas compacto (frondosas) presentaban mejor
precisión que las zonas donde la vegetación arbolada es menos compacta
(coníferas). Argumentaron que si bien las primeras impiden el paso de la
luz solar, al igual que impiden el paso del rayo láser del sistema LiDAR
reduciendo la densidad de puntos terreno, también evitan la existencia
de vegetación bajo arbolado, lo que facilita la caracterización del relieve
en estas zonas. Adicionalmente, factores como la estación del año en la
que tiene lugar la toma de datos (presencia de vegetación bajo arbolado
o alta densidad de follaje en verano o capa de hojas sobre el terreno en
otoño) (Triglav-Čekada et al., 2009, Stereńczak et al., 2013), la especie
(Estornell et al., 2011) y la altura de vuelo (a mayor altura de vuelo
menor capacidad de penetrar en la vegetación) (Hyyppä et al., 2005)
pueden influir en la precisión con la que se representa el terreno en estas
zonas. Sin embargo, estos factores pierden importancia si la densidad de
puntos es elevada (8 - 10 ptos/m2), pues es posible obtener precisiones
similares a las que se logran en zonas sin vegetación (Reutebuch et al.,
2003, Triglav-Čekada et al., 2009), como en el estudio de Barreiro-
Fernández et al. (2016). Por tanto, vuelve a ponerse en evidencia que
sacar conclusiones universales sobre la influencia de factores externos en
la calidad de los modelos es una tarea muy compleja.
Estudios previos también han puesto de manifiesto la existencia de
diferencias de precisión de los MDT ante diferentes tipos de cobertura no
relacionados con la vegetación (Spaete et al., 2011, Barreiro-Fernández
et al., 2016). A partir de estos estudios se extrae que las zonas con
edificaciones tienden a presentar errores groseros debido a fallos en
el proceso de filtrado, la complejidad del terreno o por el método de
interpolación empleado (Sithole y Vosselman, 2004). A diferencia de las
conclusiones alcanzadas en estudios previos, en este estudio las zonas con
edificaciones presentan una precisión similar y en algunos casos mejor
que la de las zonas sin vegetación arbolada (suelo desnudo) (Tabla 2.5).
Esta excepción puede deberse a que la validación se realiza comparando
las celdas de los MDTO con las celdas de los MDTM−D−R y no éstos
con puntos de control externos. Al comparar todas las celdas, grandes
superficies sin puntos terreno, como las huellas de los edificios, arrojarán
errores próximos a 0. Este hecho se da en un elevado porcentaje de
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celdas debido a que las muestras de referencia empleadas representan
entornos urbanos con grandes edificios. Por tanto, es posible que en
estas zonas se esté sobrestimando la precisión de los modelos, situación
que probablemente no se daría si la penetrabilidad nula se debiera a la
presencia mayoritaria de vegetación arbolada densa.
Hasta este momento la influencia de los diferentes factores sobre la
precisión de los modelos se analizó principalmente de manera individual.
Sin embargo, estudios previos han mostrado que la interacción entre
varios factores puede alterar el patrón de influencia que cada uno
de modo individual tiene sobre el error en elevación de los modelos
(Hodgson et al., 2005, Guo et al., 2010). En base a este supuesto y con
el propósito de analizar el efecto combinado de diferentes factores sobre
la precisión de los MDT, en la Figura 2.13 se representan los valores
de precisión (Q68.3|∆h|) combinando los factores resolución y pendiente
para cada nivel de densidad y cobertura del suelo. En este caso se ha
optado por emplear la pendiente y no el coeficiente de variación de la
elevación para representar la relación entre los factores citados debido
a que la variable pendiente ha sido empleada en más estudios que el
coeficiente de variación, circunstancia que facilita la tarea de comparar
resultados con estudios previos.
La Figura 2.13b permite analizar la interacción del factor cobertura
con la resolución de los modelos. Así, se observa como a medida que
disminuye la resolución, la precisión de los modelos para cada una de
las coberturas disminuye, al mismo tiempo que las diferencias entre
coberturas se hacen más evidentes. Bater y Coops (2009) y Montealegre
et al. (2015b) también encontraron que los errores aumentan a medida
que la resolución disminuye para diferentes coberturas forestales.
Sin embargo, en ambos casos este efecto se aprecia de forma muy
sutil debido a que emplearon un número reducido de niveles de
resolución cuyos valores son muy próximos entre si (0.5, 1, 1.5 m
y 1, 2 m, respectivamente), lo que impide apreciar si las diferencias
entre coberturas varían o permanecen constantes con la disminución
de la resolución. Por otro lado, si en la Figura 2.13b se atiende al
comportamiento de los modelos en zonas edificadas, se tiene que para
resoluciones superiores a 15 m la precisión de los modelos en zonas
con edificaciones y suelo desnudo presentan valores similares, siendo
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en esta última cobertura donde la precisión es ligeramente mejor. Sin
embargo, cuando la resolución es menor (R ε [15, 30]) los modelos en
las zonas edificadas son claramente más precisos que en el resto de
coberturas, mientras que la cobertura suelo desnudo pierde precisión
y se convierte en una de las clases a la que más le afecta la disminución
de la resolución. Estas zonas son las que presentan la mayor densidad de
puntos terreno y por tanto, donde el relieve se encuentra mejor definido,
fundamentalmente si la resolución es alta (R ε [1, 5]). Sin embargo, si
la resolución disminuye, el resultado de la generalización en estas zonas
será más evidente que en zonas donde la densidad de puntos terreno es
menor, por ejemplo las zonas con vegetación de alta densidad, donde
originalmente el terreno se encuentra pobremente definido.
Adicionalmente, el efecto que la densidad tienen sobre la precisión
de los modelos en cada cobertura se ve alterada por la variación
de la resolución. En la Figura 2.13b considerando la mayor de las
resoluciones (R=1) se observa el mismo patrón de comportamiento que
en la Figura 2.11. A medida que la resolución disminuye, dicho patrón
se va modificando hasta que la relación entre la densidad y la precisión
de los modelos para cada una de las coberturas se vuelve lineal donde
la línea de ajuste tiene una pendiente próxima a 0. Esta transformación
indica que cuanto menor es la resolución de los modelos menor es la
influencia que ejerce la densidad de puntos sobre su precisión, llegando
a ser inexistente cuando la resolución es muy baja (R=30). Este aspecto
ya se puso de manifiesto mediante el análisis de los resultados incluidos
en la Figura 2.9 y también fue observada por Guo et al. (2010), en cuyo
caso para R≥5 m, la precisión de los modelos era constante al reducir la
densidad de puntos. Estos autores también concluyeron que el empleo
de valores altos de resolución (0.5 ó 1 m) contribuye a disminuir la
magnitud de los errores en los MDT cuanto más alta es la densidad de
puntos. Sin embargo esta mejora es muy pequeña si la reducción de la
densidad es inferior al 70%. En su caso, a partir de una densidad original
de 1.32 ptos/m2, no se observan mejoras en la precisión de los modelos
al emplear resoluciones altas para densidades superiores a 0.9 ptos/m2.
Dichas mejoras tienen una magnitud de 5 cm referidas al RMSE. En
el estudio que aquí se presenta, si se consideran los resultados donde
R<2 m se observa que dicho efecto se da para densidades superiores a
1 pto/m2, lo que representa una reducción del 60% considerando una
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densidad original media de 1.75 ptos/m2 y diferencias entre modelos
inferiores a 5 cm referidas al Q68.3|∆h| (Tabla B.5 del Anexo B.4).
En la Figura 2.13d se observa como se produce un efecto similar si
se tiene en cuenta la pendiente, de forma que existe una relación directa
entre este factor y las diferentes clases de cobertura en relación al error de
los modelos. Las precisiones para todas las coberturas en zonas de baja
pendiente son 3 y 5 veces mayores que aquellas que se obtienen en zonas
de pendiente media y alta, respectivamente. Si mantenemos constante
la resolución, un aumento de la pendiente no produce un aumento en las
diferencias de precisión de los modelos entre coberturas salvo en el caso
más desfavorable, cuando la pendiente toma valores máximos (P=High)
y la resolución es baja (R=30). En cuanto a las diferencias debidas a la
pendiente, resultados similares fueron obtenidos por Spaete et al. (2011),
donde la precisión de los modelos con un tipo de vegetación determinada
y con una pendiente del terreno superior a 10°es el doble que la que
presentan las zonas con pendiente menor. Sin embargo, en algunos casos
se observa que la diferencia de precisión entre clases aumenta a medida
que aumenta la pendiente. Por ejemplo, entre las clases Low sagebrush
y Herbaceous la diferencia de precisión en términos de RMSE es de casi
3 cm cuando la pendiente es inferior a 10°y pasa a multiplicarse por 4
cuando la pendiente es superior. Finalmente, una diferencia con respecto
a los resultados analizados previamente es la precisión de los modelos
en zonas de suelo desnudo. Cuando la resolución es baja (R ε [15, 30])
y la pendiente inferior a 10°, inesperadamente los modelos en dichas
zonas tienen los valores de precisión más bajos. Si vinculamos estos
resultados con los análisis realizados a partir de la Figura 2.13b se tiene
que el efecto de la generalización en zonas de suelo desnudo influye
más negativamente en zonas donde la pendiente es inferior a 10°que
en zonas donde la pendiente se encuentra por encima de este umbral.
Probablemente se deba a que la combinación de orografía compleja y
presencia de vegetación afecten más negativamente a la representación
del relieve que el proceso de generalización.
En la Figura 2.13c se representa la precisión de los modelos
(considerando aquellos con resolución óptima) para cada tipo de
cobertura en función de la pendiente y la densidad de puntos. En
primer lugar, se observa como en general no existen diferencias evidentes
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de precisión entre coberturas al variar la pendiente y la densidad de
puntos. En segundo lugar, aunque la densidad sea baja, la magnitud
de los errores es pequeña en zonas donde la pendiente no excede los
10°(Q68.3|∆h|<1 m y si D>0.1 ptos/m2, Q95|∆h|<1 m - Figura B.41
del Anexo B.4). Sin embargo, en zonas de mayor pendiente, emplear
nubes de puntos de baja densidad implica duplicar la magnitud de
los errores que se dan en las zonas de menor pendiente empleando
las mismas densidades de puntos (si D<0.1 ptos/m2, Q68.3|∆h| llega
a tomar un valor máximo de 1.84 m). Adicionalmente, en las zonas
donde la orografía es más compleja se aprecian ligeras diferencias entre
coberturas a medida que la densidad de puntos disminuye. En el
estudio realizado por Barreiro-Fernández et al. (2016), donde el área
de estudio era forestal y se diferenciaron 4 tipos de coberturas (suelo
desnudo, matorral, caducifolias y coníferas) y 3 niveles de pendiente
(P≤4°; 4°<P≤11°y P>11°) tampoco encontraron grandes diferencias
entre coberturas bajo las mismas condiciones de pendiente. En su
caso, considerando que la densidad de puntos terreno en ningún caso
fue inferior a 0.3 ptos/m2, la precisión de los modelos en zonas donde
la pendiente era inferior a 11°superaba ligeramente el valor de 1 m al
emplear el Q95|∆h|. Sin embargo estos resultados no son comparables
con los que se presentan en este estudio por varios motivos: considera
densidad de puntos terreno y no densidad de puntos total; emplea un
proceso automático para identificar los puntos terreno que introduce
errores adicionales en los modelos, los cuales no se encuentran presentes
en este estudio (presumiblemente); emplea puntos externos obtenidos
mediante técnicas topográficas clásicas para validar los modelos y no
los propios datos LiDAR. Todas estas casuísticas vuelven a poner de
manifiesto la complejidad de llevar a cabo comparativas con estudios
previos.
Previamente se ha mencionado la existencia de una relación
estrecha entre la resolución de los modelos y las características del
relieve. De forma que el error debido a la resolución puede aumentar
dramáticamente si en zonas con orografía compleja se emplearan valores
de resolución demasiado altos en relación a la densidad de puntos, ya
que la pérdida de información en dichas zonas tiene mayor repercusión
(negativa) sobre la precisión de los modelos que si la misma situación
tuviese lugar en una zona llana (Fisher y Tate, 2006). En este sentido,
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en la Figura 2.9 se observaba como para densidades de 0.01 ptos/m2
la resolución más adecuada se fijaba en 10 m, sin embargo analizando
los resultados presentados en la Figura 2.13d esto es cierto siempre y
cuando la pendiente sea inferior a 10°, mientras que en caso contrario una
resolución de 5 m parece la más adecuada. Estos resultados respaldan
la idea de Fisher y Tate (2006) sobre que un aumento de la complejidad
del relieve puede aumentar la magnitud de los errores debidos a otros
factores, como por ejemplo la resolución.
En la Figura 2.13b se apreciaba que a medida que la resolución
disminuía, el factor densidad de puntos veía reducida su influencia
sobre la precisión general de los modelos. Dicha tendencia también se
observa en la Figura 2.13d con independencia de la pendiente del terreno.
Aunque este factor no modifica la forma en que la densidad afecta a la
precisión de los modelos, sí produce un aumento evidente de la magnitud
de los errores a medida que el relieve gana en complejidad. Este efecto
se observa en el estudio de Guo et al. (2010), donde para resoluciones
altas (R≤1 m) el RMSE es inferior a 30 cm para cualquier valor de la
variabilidad del relieve (medida a partir del CV). Sin embargo, cuando
R≥5 m, el RMSE toma un valor máximo de 3 m en las zonas de mayor
variabilidad topográfica. Los resultados del estudio que aquí se presenta
coinciden con dichos valores para densidades superiores a 0.25 ptos/m2.
Por otro lado, los errores de los modelos no son muy elevados aunque
la resolución y la densidad de puntos disminuya, siempre y cuando la
pendiente del terreno sea baja. En este sentido, Sailer et al. (2014)
concluían a partir de su estudio que únicamente se aconsejaba el empleo
de bajas densidades de puntos y bajas resoluciones en terrenos cuya
pendiente fuera baja-moderada puesto que los errores que se producen
en los MDT son relativamente bajos.
Finalmente, en cuanto a la diferencia entre coberturas, éstas se
ven acentuadas a medida que la pendiente aumenta y la resolución
disminuye, llegando a ser máximas para R=30 y P=High. Así, cuando
la resolución es de 1 m, las diferencias de precisión entre coberturas
son inexistentes con independencia de la densidad de puntos y la
pendiente. Sin embargo, si la resolución es menor, por ejemplo de
30 m, las diferencias de precisión entre coberturas son mucho más
evidentes, de forma que en zonas de alta pendiente la precisión de las
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zonas con edificaciones y vegetación de alta densidad difieren en casi
80 cm, mientras que la densidad de puntos no parece ejercer influencia
en la precisión de las diferentes coberturas. En este sentido, si se
comparan estos resultados con los de la Figura 2.13c donde solo se
han considerado los modelos con resolución óptima, se observa como
el empleo de una resolución espacial adecuada permite reducir el efecto
del factor cobertura sobre la precisión de los modelos.
2.3.2.2 Análisis de sensibilidad y predictivo
A continuación, a partir de los datos de la tabla de resultados se realiza
un análisis de sensibilidad para comprobar y comparar de forma gráfica
el efecto de cada uno de los factores en la precisión del MDT. Para ello
se empleó la función plot.design (paquete graphics de R) (R Core Team,
2015). El resultado de este análisis se incluye en la Figura 2.14a y en
la Figura 2.14b, en esta última únicamente se consideraron los modelos
con resolución óptima. De forma complementaria se realizó el mismo
análisis a partir de los resultados obtenidos en el estudio de Barreiro-
Fernández et al. (2016) (enfoque 2 de reducción de densidad de puntos)
(Figura 2.14c).
Según el resultado del análisis de sensibilidad teniendo en cuenta
todos los factores y empleando el percentil del 95% como medida
de la precisión de los modelos (Figura 2.14a), los factores que más
influyen en la precisión de los MDT son por este orden: tipo de
muestra > coeficiente de variación > resolución ' pendiente > densidad
de puntos > cobertura > método de reducción. Se tiene por tanto que el
tipo de entorno es el factor más influyente. Observando la distribución
de sus niveles a lo largo de la línea vertical que corresponde a este factor,
se diferencian dos grupos. Por un lado, se encuentran las muestras que
representan los entornos más complejos, las muestras 11, 23 y 24, las
cuales coinciden con las identificadas en el apartado anterior tras el
análisis de sus características (Tabla 2.4) y la precisión de los modelos
(Figura 2.12). Otra evidencia de la complejidad de estas áreas es el
hecho de que muchos de los algoritmos de filtrado desarrollados hasta el
momento y que emplearon estos datos para comprobar su efectividad,
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Cobertura Pendiente Densidad Pg
(c)
Figura 2.14: Análisis de sensibilidad. Efecto de los diferentes factores sobre la
precisión de los MDT: Resultados de a) este estudio teniendo en cuenta todos los
factores y muestras; b) teniendo en cuenta los modelos con resolución óptima y c)
Barreiro-Fernández et al. (2016).
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suelen fallar en dichas muestras, dando como resultado las precisiones
de filtrado más bajas (Brovelli et al., 2002, Lu et al., 2008, Yan et al.,
2012, Mongus y Žalik, 2014). Por otro lado están los entornos más
simples (muestras 12, 21, 22, 31, 41, 42), donde la precisión de los
modelos es mayor que la obtenida a partir de las muestras anteriores. El
tipo de entorno, visto como la combinación de diferentes características
(existencia de grandes edificaciones y diferentes tipos de construcciones,
vegetación, orografía compleja,...) no se ha considerado previamente en
ningún estudio al evaluar los factores que influyen en la precisión de los
modelos, lo que impide llevar a cabo un análisis comparativo externo en
relación a este punto.
En el caso de considerar únicamente aquellos modelos con resolución
óptima, el resultado del análisis de sensibilidad (Figura 2.14b) muestra
ciertas diferencias con respecto a la gráfica anterior. Así, la densidad
de puntos gana protagonismo con respecto a los resultados de la
Figura 2.14a y se convierte en el factor que más influye en la precisión de
los modelos. De acuerdo a la lógica, los niveles de la densidad se disponen
en orden decreciente a medida que el error en los modelos aumenta. La
distribución de los niveles de densidad sobre la vertical (Figura 2.14b)
muestra como la magnitud del rango de precisiones entre 1.5 ptos/m2
y 0.25 ptos/m2 es menor ('75 cm) que en el caso de densidades entre
0.1 ptos/m2 y 0.01 ptos/m2 ('2.5 m). Esta tendencia, al igual que
la relación inversa entre la densidad y el error, ya se detectó a partir
de la Figura 2.11. Sin considerar la magnitud de los errores, ninguno
de los fenómenos identificados coinciden con los resultados obtenidos
por Barreiro-Fernández et al. (2016) (Figura 2.14c). En su estudio, la
pendiente es el principal factor que afecta a la calidad de los modelos
aunque su influencia es muy similar a la de la densidad de puntos
terreno. Por otro lado, los niveles de este factor no se disponen en
orden creciente a medida que el error de los modelos disminuye, ya
que zonas con densidades medias (entre 0.25 y 0.5 ptos/m2) obtienen
peores precisiones que aquellas zonas donde la densidad de puntos es
superior (>0.5 ptos/m2). En el estudio realizado por Guo et al. (2010),
la morfología del terreno también resultó ser el factor con más influencia
en la precisión de los modelos.
Los casos anteriores presentan varias diferencias con el estudio que
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aquí se presenta. Dichas diferencias pudieron ser las causantes de la
no correspondencia entre resultados. Por un lado, las zonas de estudio
empleadas en dichas investigaciones son forestales. Aunque no se ha
encontrado ningún estudio que analice si el orden de importancia de
los diferentes factores que actúan sobre la calidad de los modelos varía
dependiendo de la naturaleza de las zonas de estudio, los resultados
obtenidos considerando o no la resolución indican que dicho orden
sí puede variar dependiendo de los factores que se tengan en cuenta
y por ende, podría darse un efecto similar con el tipo de muestra.
Otra diferencia sería la estrategia seguida para la obtención de los
puntos terreno. Mientras en este estudio el proceso para identificar Pg
combinó técnicas automáticas con manuales, en el caso de Guo et al.
(2010) ó Barreiro-Fernández et al. (2016) dicho proceso fue totalmente
automático. La limitación de los métodos automáticos de filtrado,
principalmente para identificar puntos terreno en zonas de pendiente
elevada y con vegetación, ha sido reconocida en múltiples estudios
(Sithole y Vosselman, 2004, Hu et al., 2014). Recientemente, Aryal et al.
(2017) comparó el resultado del filtrado de dos conjuntos de datos con
diferentes densidades en zonas con distinta pendiente. Sus resultados
mostraron como el empleo de uno u otro método de filtrado produce
errores de diferente magnitud cuando la pendiente es elevada. Si en los
estudios mencionados se produjeron errores durante el proceso de filtrado
en este tipo de zonas, pudiera ser que estos errores se estén asociando
erróneamente al efecto directo de la pendiente y no al empleo de una
determinada estrategia de filtrado, llevando a magnificar la influencia
que factores como la pendiente tienen sobre la precisión de los modelos.
A pesar de que los factores relacionados con la morfología del terreno,
en este caso el coeficiente de variación y la pendiente, no son los
principales elementos que afectan a la precisión de los modelos, tienen un
papel destacado en la precisión de los modelos, tanto si se considera la
resolución (Figura 2.14a) como si no (Figura 2.14b). De esta forma, los
resultados presentados en el apartado anterior (Tabla 2.5, Figura 2.12
o Figura 2.13) son reforzados por el análisis de sensibilidad. No solo se
consolida el hecho de que un aumento de la pendiente y el coeficiente
de variación de la elevación repercuten negativamente en la precisión
de los modelos (efecto representado en la Figura 2.14a al disponerse en
orden creciente los niveles de ambos factores a medida que la precisión
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disminuye) sino que también se observa como dichos factores tienen un
alto impacto en la precisión de los modelos. En consonancia con estos
resultados, Guo et al. (2010) afirmó en su estudio que la variabilidad de
la topografía, medida a través del coeficiente de variación de la elevación,
es el factor que más influye en la precisión de los modelos encontrando
una relación aproximadamente lineal entre ellos. Por su parte, Gould
et al. (2013) mediante una comparación post-hoc también analizaron si
la pendiente influye en la precisión de los modelos detectando diferencias
significativas entre el nivel de pendiente 1 (P≤14°) y el nivel 4 (P≥25°).
Si observamos la disposición de los niveles de pendiente en relación a la
precisión de los modelos en las Figuras 2.14a y 2.14b se comprueba que
existen grandes diferencias entre los niveles extremos de pendiente. La
influencia de este factor en la precisión de los modelos también se hizo
evidente en el estudio de Barreiro-Fernández et al. (2016) (Figura 2.14c)
y en otros estudios como en el de Spaete et al. (2011), Stereńczak et al.
(2013) o Montealegre et al. (2015b), donde la pendiente se muestra como
la principal fuente de error en la producción de MDT.
Por otro lado, la resolución de los modelos se encuentra al mismo
nivel de importancia que la pendiente del terreno (Figura 2.14a). Como
se esperaba, sus niveles se disponen en orden creciente a medida que la
precisión de los MDT disminuye. Como valores extremos se encuentra
por un lado el nivel de 30 m y por otro, los niveles 1, 2 y 5 m, los cuales
en general arrojan las mejores precisiones (Figura 2.9 y Figura 2.13).
Tras comparar los resultados del análisis de sensibilidad teniendo en
cuenta la resolución (Figura 2.14a) y sin considerarlo (Figura 2.14b
donde se emplearon los valores óptimos de resolución) se considera que
la influencia de la resolución va más allá si se analiza de forma conjunta
con otros factores. Si la resolución no interactuara con otros factores,
se esperaría que el orden de importancia de dichos factores sobre la
precisión de los MDT fuese el mismo. Sin embargo, con independencia
de si la resolución es o no considerada, no es así y el orden de importancia
de los diferentes factores se ve alterado. Las principales diferencias con
respecto a los resultados que se incluyen en la Figura 2.14a se dan en
relación al tipo de muestra, que pierde importancia; y a la densidad
de puntos, que la gana. Los resultados alcanzados por Guo et al.
(2010) también muestran la pérdida de importancia del factor densidad
sobre la precisión de los MDT cuando se tiene en cuenta la resolución
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espacial. Mediante un análisis de regresión multivariante obtuvieron
que la correlación lineal entre la precisión y el loge de la densidad es
significativa para altas resoluciones (0.5 y 1 m) mientras que no lo es
para resoluciones menores (5 y 10 m). Sin embargo, la relación lineal
positiva entre el CV y el error de los modelos y la magnitud del efecto
de este factor, se mantiene con independencia de la resolución.
Por el contrario, los resultados obtenidos por Immelman y Scheepers
(2011) indican que la reducción de la densidad sigue el mismo patrón de
influencia sobre la precisión de los modelos independientemente del valor
de la resolución (relación lineal positiva entre la densidad y la precisión
para densidades superiores de 0.1 pto/m2, mientras que para densidades
inferiores la relación es exponencial positiva). Sanii (2008) obtuvo los
mismos resultados aunque en su caso fijó en 0.06 pto/m2 la densidad de
puntos a partir de la cual la tendencia cambia de lineal a exponencial.
Concluyó que para los diferentes niveles de resolución, la precisión de los
modelos es muy homogénea mientras que presenta grandes variaciones
entre los niveles de densidad, circunstancias que indican que la resolución
de los modelos no tiene gran influencia sobre la precisión de los modelos,
marcando así la diferencia con los resultados que se obtienen en este
estudio.
La resolución se encuentra estrechamente vinculada a las caracterís-
ticas de los datos de entrada y del relieve del terreno (Fisher y Tate,
2006). Es en estos vínculos donde posiblemente reside la explicación a
las diferencias entre resultados. Como ya se mencionó, el área de estudio
del primer caso es una zona minera con poca presencia de edificaciones
y vegetación, dando lugar a que la mayoría de los puntos pertenezcan al
terreno a la vez que se encuentran distribuidos de forma homogénea por
la zona. En el segundo caso, las tres áreas de estudio se corresponden
con entornos rurales con diferentes niveles de complejidad en relación
al relieve del terreno y donde la densidad de puntos varía entre 0.25,
0.37 y 0.45 ptos/m2. Los datos LiDAR fueron capturados a mediados
de otoño dando lugar a una mayor cantidad de puntos terreno en zonas
con vegetación arbolada. En ambos casos, las características citadas son




Finalmente, la cobertura y el método de reducción ejercen
una influencia mucho menor sobre la precisión de los modelos que los
factores analizados previamente (Figuras 2.14a y 2.14b). En cuanto
a la cobertura y en contra de lo esperado, las zonas con edificaciones
(Ed), presentan las mejores precisiones. Tal y como se indicó en el
apartado anterior, esta excepción puede deberse a que los errores se
calculan a partir de la diferencia entre las celdas de los MDTO y las
celdas de los MDTM−D−R. Las huellas de los edificios, arrojarán errores
próximos a 0, ocasionando una sobreestimación de la precisión de los
modelos en dichas zonas. Se podría pensar que esta situación no se
daría si la penetrabilidad nula se debiera a la presencia mayoritaria
de vegetación arbolada densa. Sin embargo, los resultados obtenidos
por Barreiro-Fernández et al. (2016) (Figura 2.14c) en relación al factor
cobertura, indican que esta sentencia puede no ser cierta, pues en su
estudio las zonas con vegetación más compacta son las que presentan las
mejores precisiones. Adicionalmente, los niveles que hacen referencia a
la vegetación, se disponen de forma decreciente en relación a su densidad
a medida que el error aumenta, sin embargo las diferencias en términos
de precisión entre estos niveles son muy pequeñas.
En cuanto al método de reducción, se trata del factor que menos
afecta a la precisión de los modelos. Se observa como el método
ThinData produce precisiones ligeramente inferiores a los métodos
PpC, SRpC y RpA. Este resultado respalda los obtenidos mediante
el análisis de la precisión de los modelos realizada en el apartado
anterior (Figura 2.10). Yilmaz y Uysal (2016), bajo el enfoque de
la generalización, obtuvo que si bien la influencia de los métodos de
reducción de la densidad es el factor menos significativo de los analizados,
la magnitud de las diferencias de precisión al emplear uno u otro método
podían ser superiores a 1 m. En este caso y bajo un enfoque distinto
(mejora de la relación coste-beneficio), dichas diferencias no superan
los 30 cm. Este valor puede matizarse teniendo en cuenta el análisis
de la precisión de los modelos realizada en el apartado anterior, donde
se apreció cierto efecto combinado entre la densidad y el método de
reducción, de forma que cuanto más se reducía la densidad de puntos
mayores eran las discrepancias entre métodos en relación a la precisión
de los modelos (Figura 2.10).
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Complementariamente, para reforzar el análisis anterior se llevó
a cabo un análisis CART. Los árboles predictivos resultado de este
análisis se incluyen el la Figura 2.15. Dichos árboles se crearon
considerando los factores coeficiente de variación, pendiente, cobertura
del suelo, resolución, densidad y método de reducción (Figura 2.15a).
Adicionalmente, se consideraron también las muestras de referencia
como factor (Figura 2.15b). Asimismo también se obtuvieron los árboles
predictivos teniendo en cuenta únicamente los modelos con resolución
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Figura 2.15: Árboles predictivos obtenidos a partir del análisis CART de los errores
absolutos de elevación: a) sin considerar las muestras de referencia; b) teniéndolas en
cuenta; a partir de los modelos con resolución óptima en función de la densidad de
puntos c) sin considerar las muestras de referencia y d) teniéndolas en cuenta.
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El resultado de un análisis CART es un conjunto de reglas
que permiten clasificar las muestras en una serie de categorías de
incertidumbre (prediction uncertainty). En este estudio, teniendo en
cuenta el factor resolución, el análisis CART indica que las variables
predictoras que mayor influencia tienen en la precisión de los modelos
son el coeficiente de variación, la resolución y la densidad de puntos
(Figura 2.15a), y adicionalmente el tipo de muestra si ésta se considera
como factor (Figura 2.15b). El hecho de que el factor pendiente no
aparezca en dichos árboles probablemente se deba a la correlación con el
CV (relación polinómica de segundo orden donde R2=0.91). Analizando
el árbol de la Figura 2.15a, se observan dos tipos de combinaciones entre
factores: 1) CV y resolución y 2) resolución y densidad de puntos. Por
un lado se tiene que si la variabilidad del relieve es baja (CV≤0.05)
y la resolución no supera los 15 m, la propensión a la ocurrencia de
errores de elevación en los modelos es mínima, con independencia de
la densidad de puntos y de cualquier otro factor analizado. Se obtiene
una incertidumbre similar a la anterior empleando una resolución igual
o mayor a 10 m (R≤10 m) y una densidad de puntos superior a
0.05 ptos/m2, con independencia de la morfología del terreno. Estos
resultado son coherentes con la teoría, pues zonas donde el relieve es
simple requieren menos cantidad de puntos y por tanto menor nivel de
resolución para caracterizar el relieve que aquellas zonas más complejos,
las cuales demandan un mayor nivel de detalle que se logra con un mayor
número de puntos y una mayor resolución. En estas zonas, la resolución
de los modelos es un factor crítico, pues con independencia del resto
de factores, los modelos cuya resolución está por encima de los 10 m
presentan los valores más elevados de incertidumbre.
Por el contrario, si se tienen en cuenta aquellos modelos con
resolución óptima, se obtiene un árbol predictivo que presenta diferencias
significativas con respecto al anterior (Figura 2.15c). En línea con los
resultados previos, en general se observa que cuanto mayor es la densidad
y menor la variabilidad del relieve menor la ocurrencia de errores. De
igual forma, cuanto menor es la densidad (D<0.1 pto/m2, valor que ya
se mostraba como punto de inflexión en la Figura 2.11) y mayor es el
CV (CV>0.05), la ocurrencia de errores de elevación en los modelos
aumenta. Casi el mismo nivel de incertidumbre se obtiene cuando la
variabilidad es alta (CV>0.15) y la densidad de puntos ligeramente
163
Capítulo 2. Factores que afectan a la precisión de los MDT
superior a la del caso anterior (0.5 ptos/m2>D>0.1 ptos/m2). Estos
resultados son similares a los obtenidos por Bater y Coops (2009) y
Montealegre et al. (2015b). De igual modo, se observa que si la densidad
es superior a 0.5 ptos/m2, la variabilidad del relieve pierde peso sobre la
precisión de los modelos. Esta evidencia no se aprecia en los resultados
obtenidos por Montealegre et al. (2015b), pues en su caso la pendiente
se muestra como el factor más determinante, de tal forma que las zonas
con pendiente inferior a 15°, con independencia del resto de factores, son
las que presentan el menor nivel de incertidumbre. Analizando estos
resultados conjuntamente con las capas de información disponibles en
su estudio (pendiente, cobertura, densidad y penetrabilidad), se observa
que dichas zonas coinciden mayoritariamente con áreas quemadas,
que presentan un elevado porcentaje de penetrabilidad (Pn>75%) o
con cursos de agua, lo que explicaría porqué el resto de factores no
son significativos en zonas con pendiente inferior a 15°. Así, las
particularidades de la zona de estudio y los datos empleados pueden
ser la explicación a las diferencias entre sus resultados y los que aquí se
muestran.
En la misma línea, Godone y Garnero (2013) también realizaron un
análisis CART donde la densidad no resultó ser un factor relevante. Este
resultado seguramente se deba a que por un lado la densidad de puntos,
aunque no homogénea (varía entre los 19 ptos/m2 y los 35 ptos/m2),
era muy elevada; y por otro lado que los modelos fueron transformados
a formato ráster con resoluciones de 1, 2 y 5 m. En relación al primer
punto, a partir del estudio de Anderson et al. (2006) se podía extraer
la idea de que por encima de cierta densidad de puntos la precisión
de los MDT no se ve comprometida, mientras que en referencia a la
resolución, los valores fijados son muy superiores a los recomendados
para la densidad de puntos disponible, pues según Salleh et al. (2015),
la resolución debería fijarse como
√
1/D. Estas dos observaciones
justificarían que la densidad de puntos no aparezca como determinante
en la calidad de los modelos en el estudio realizado por Godone y Garnero
(2013). A esta misma conclusión se llega comparando los árboles de la
Figura 2.15a y Figura 2.15c, donde al tener en cuenta la resolución como
factor, la densidad de puntos queda relegada a un papel secundario.
Adicionalmente, en el estudio de Montealegre et al. (2015b), cuando
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la pendiente es elevada (P>15°) y la densidad de puntos superior
a 1.07 ptos/m2, la cobertura del suelo se muestra como un factor
significativo. Esta diferencia con respecto a los resultado que se obtiene
aquí puede ser debida a la diferente naturaleza de las zonas de estudio,
en nuestro caso urbana mientras que Montealegre et al. (2015b) realizó
su investigación en una zona forestal, donde la existencia de vegetación
con diferente estructura puede afectar de forma más clara a la calidad
de los modelos. En relación al tipo de entorno, pero más vinculado a la
complejidad del relieve que a la cobertura, en la Figura 2.15d se observa
como para densidades inferiores a 0.1 ptos/m2, el tipo de muestra influye
en la calidad de los modelos, de forma que las 9 muestras de estudio se
dividen en 2 grupos. Por un lado, las muestras 12, 21, 22, 31, 41 y 42
donde la pendiente, representada por el Q95, varía entre los 6.9°y los
26.8°; y por otro lado, las muestras 11, 23 y 24, donde la pendiente es de
52.5°, 41.9°y 39.3°, respectivamente. Esta misma agrupación también
se observó en las Figuras 2.14a y 2.14b. En el caso del primer grupo de
muestras la incertidumbre es dos niveles inferior (3 sobre 8) cuando el CV
es inferior a 0.05 al de las muestras del segundo grupo (incertidumbre de
5 sobre 8) para un valor de variabilidad menos restrictivo (CV≤0.15).
Nuevamente se vuelve a poner de manifiesto como la densidad pierde
importancia frente a la resolución de los modelos si comparamos estos
resultados con los incluidos en la Figuras 2.14b, donde el tipo de muestra
también gana importancia.
Si bien la resolución no aparece como el principal factor de influencia
en el análisis de sensibilidad (Figura2.14a), la comparación de resultados
teniendo este factor en cuenta y no considerándolo tanto en el propio
análisis de sensibilidad como en el predictivo, indica que su efecto no es
únicamente sobre la precisión de los modelos sino que su combinación
con otros factores hace variar el grado de influencia que dichos factores
tienen sobre la precisión de los modelos, fundamentalmente con el CV
y la densidad. Finalmente, destacar que en ninguno de los árboles de
predicción, el método de reducción aparece como relevante a la hora de
predecir el error de los modelos, reforzando nuevamente los resultados
del análisis de sensibilidad (Figuras 2.14a y 2.14b).
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2.4 Conclusiones
La densidad de puntos se considera uno de los factores con mayor
influencia en la generación de MDT tanto desde el punto de vista de los
costes como de la calidad, ya que cuanto mayor es la densidad mayores
son los costes económicos de la toma de datos, mayor el tiempo de
procesado pero mayor también el nivel de detalle con el que se puede
representar el relieve del terreno. Por ello, en el marco de la generación
de MDT, el análisis de este factor resulta de gran importancia de cara a
conciliar la efectividad con la eficiencia en dicho proceso. Sin embargo
realizar estos análisis requiere disponer de nubes de puntos con diferentes
densidades. Este reto ha sido abordado reduciendo artificialmente la
densidad original de nubes de puntos LiDAR a partir de diferentes
métodos. En este punto, ninguno de los estudios consultados se ha
cuestionado si el empleo de estos métodos está introduciendo errores
en los modelos. En este trabajo se abordó esta cuestión presentando
un nuevo método de reducción, comparando su funcionamiento con el
de otros métodos de reducción existentes (evaluación a nivel método) y
analizando si existen diferencias de precisión entre los MDT derivados
de las nubes de puntos reducidas (evaluación a nivel modelo). Las
principales conclusiones que se derivan de este estudio son:
En cuanto a la evaluación a nivel método ...
Según los resultados de los 4 indicadores definidos para evaluar el
funcionamiento interno de los métodos de reducción, se tiene que
el método PpC es el que presenta el mayor grado de cumplimiento
con dichos indicadores, seguido del método RpA. Por otro lado, los
métodos ThinData y SRpC son los que mostraron más dificultades
para cumplir con dichos indicadores, fundamentalmente los relacionados
con la distribución de los puntos (Indicador 1 ) y la conservación
del ratio Pg:Png (Indicador 3 ). Dichos errores tienen su origen en
uno de los objetivos perseguido por estos métodos, obtener nubes de
puntos distribuidos homogéneamente. Es evidente que dicho objetivo
va contra el cumplimiento del Indicador 1. En relación al Indicador 3,
la combinación de dicha estrategia con la presencia de zonas con solape
entre pasadas que presentan un ratio Pg:Png que difiere del PgO:PngO
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tomado como referencia, han provocado fallos en el cumplimiento de este
indicador. De modo similar, aunque con mayor éxito, se encuentra el
Indicador 4 (acuerdo entre la densidad fijada y la calculada). Este tipo
de métodos también presentan limitaciones para alcanzar la densidad
de puntos deseada en el caso de nubes de puntos cuya distribución
es heterogénea. En este caso, los errores también se relacionan con
la distribución homogénea de los puntos de las nubes reducidas pero
también con el grado de acierto en el establecimiento del tamaño de
ventana (parámetro propio de algunos métodos de reducción) y la
presencia de grandes áreas sin datos.
El empleo de métodos de reducción que busquen la obtención de
nubes de puntos con distribución homogénea, como por ejemplo los
métodos SRpC y ThinData, puede influir negativamente en la precisión
de los MDT obtenidos a partir de nubes de puntos reducidas si los
datos LiDAR presentan solape entre pasadas tanto más cuanto más
compleja sea la orografía de la zona de estudio (pendiente y variabilidad
del terreno elevada). Si bien el Indicador 3 es el que ha puesto de
manifiesto esta limitación, su origen se encuentra en el no cumplimiento
del Indicador 1, es decir, la no conservación por parte de las nubes de
puntos reducidas de la distribución de puntos original. De ahí que un
método de reducción que no conserva dicha característica de la nube de
puntos original puede estar influyendo en la precisión no solo de los MDT
generados con nubes de puntos con densidades reducidas artificialmente
sino que también puede producir errores en aquellos estudios donde
se evalúa la influencia que ciertos factores tienen sobre la precisión
de determinados productos, como por ejemplo el cálculo de variables
forestales como la altura o volumen de biomasa. De esta forma, pudiera
suceder que errores que se achacan a la reducción de la densidad no se
encuentren tan vinculados con la densidad en sí como con el método de
reducción empleado.
En cuanto a la evaluación a nivel modelo ...
¿Cuánto puede ser reducida la densidad de puntos sin sacrificar la
calidad de los modelos? Depende ... Partiendo de una densidad
original de '1.8 ptos/m2, reducir la densidad de puntos hasta valores
próximos a 0.1 pto/m2 (5% de los puntos originales) como máximo
supondrá un aumento de'20 cm (tomando como referencia el estadístico
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Q68.3|∆h|) en el error de los modelos con independencia del método
de reducción empleado, siempre y cuando se empleen los valores de
resolución adecuados. Dicho aumento del error también se mantiene
para todos los niveles de cobertura y en zonas donde la pendiente es
inferior a 10°y el coeficiente de variación no superior a 0.15. En regiones
donde la pendiente o el CV supera estos umbrales se mantiene dicho
aumento del error si la densidad de puntos no se reduce más allá de
los 0.5 pto/m2 (25% de los puntos originales). A partir del valor de
densidad que representa el 5% de la densidad original, la relación directa
entre la densidad y la precisión pasa de ser lineal positiva (R2 w1)
a polinómica de segundo grado (R2ε[0.82,0.98]). Asimismo, el efecto
del aumento de la pendiente es más significativo y el empleo de uno
u otro método de reducción afecta a la precisión de los modelos. En
general, el hecho de emplear uno u otro método de reducción es tanto
más determinante cuanto más se reduzca la densidad de puntos. Las
diferencias de precisión entre modelos generados a partir de nubes de
puntos reducidas empleando diferentes métodos pueden llegar hasta los
30 cm.
Al variar la densidad de puntos en los modelos de mayor resolución,
los errores varían más rápidamente y las diferencias de precisión entre
modelos son mayores que si éstos tienen menor resolución. Esta
tendencia se mantiene con independencia de la cobertura del suelo. Con
la disminución de la resolución los modelos aumentan sus errores con
independencia de la cobertura. Sin embargo, teniendo en cuenta la
diferencia de precisión de los modelos al variar la resolución, una de
las coberturas que se ve más afectada por la variación de la resolución
es la clase suelo desnudo. Este efecto probablemente se deba a que dichas
zonas presentan la mayor densidad de puntos terreno, y por tanto donde
el terreno se encuentra mejor definido. Pero si empleamos bajos valores
de resolución, la pérdida de información y por tanto de detalle es muy
evidente, provocando que la reducción de la precisión en estas zonas sea
de las mayores en comparación con la que se da en el resto de coberturas.
Esta afirmación es cierta en aquellas zonas donde la pendiente es inferior
a 10°, ya que en el caso de pendientes mayores, el par orografía compleja
- vegetación ejercen mayor influencia sobre la precisión de los modelos
que el proceso de generalización en zonas sin vegetación.
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En teoría, las zonas edificadas tienden a presentar errores groseros.
En este caso no es así y las zonas edificadas presentan precisiones
similares, y en muchos casos mejores, que las zonas de suelo desnudo,
en donde se esperaría las mejores precisiones. Generalmente, los errores
en estas zonas se atribuyen a fallos durante el proceso de identificación
de puntos terreno (errores de comisión debido a la selección errónea de
Png de los muros de las construcciones como Pg) y durante el proceso de
interpolación (errores debidos a que cada interpolador se comporta de
manera diferente a la hora de estimar valores de elevación en las huellas
de las edificaciones a partir de puntos distantes). Sin embargo, en este
estudio se han empleado datos clasificados mediante la combinación de
técnicas automáticas y manuales de filtrado, lo que ha permitido llevar
a cabo el análisis de la influencia de diferentes factores sobre la calidad
de los modelos prescindiendo de la influencia del método de filtrado.
Descartada esta causa, se considera que la precisión de los modelos en
estas zonas se sobrestima debido a la estrategia de validación adoptada.
Adicionalmente, se ha relacionado la resolución de los modelos y la
densidad de puntos con la precisión de los MDT. A partir de esta relación
se han obtenido valores de resolución óptimos en función de la densidad,
mostrando que no siempre mayor resolución implica menor error. Sin
embargo, se ha encontrado que estos valores pueden variar dependiendo
de la morfología del terreno. De manera que una mayor complejidad
del terreno demanda un nivel de resolución mayor que en zonas donde
la morfología es más simple. Adicionalmente, se ha observado que la
incorrecta selección de la resolución de los modelos puede suponer un
incremento de los errores. Además, el empleo de una adecuada resolución
espacial permite reducir el efecto del factor cobertura sobre la precisión
de los modelos. Esta información se considera de gran importancia para
los usuarios pues podría usarse como guía para la creación de MDT.
A pesar de la gran cantidad de estudios que han evaluado como
diferentes factores influyen en la precisión de los MDT, ha sido
complicado comparar los resultados obtenidos en este estudio con los
de investigaciones previas. La comparación con resultados previos y
la discusión en relación a la influencia de diferentes factores sobre la
precisión de los modelos han sido tanto más ricas cuantos menos factores
se analizaban a la vez. Las mayores dificultades se encontraron en
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relación a los factores resolución y cobertura, y adicionalmente al método
de reducción, ya que para este último factor no se encontró ningún
estudio que lo analizara. En el caso de la resolución, aunque varios
estudios la han considerado, en la mayoría de los casos su análisis se
limita a considerar 2 ó 3 niveles cuyos valores son muy próximos entre sí.
En relación a la cobertura, la gran mayoría de los estudios que la tienen
en cuenta es con fines forestales muy concretos y son muy escasos los
estudios que consideran más de una de las 3 principales características
de la vegetación (especie, estructura y densidad) y diferentes niveles.
Esta limitación podría tomarse como indicador de que todavía persiste
la necesidad de llevar a cabo estudios en este campo que analicen la
influencia conjunta de varios factores sobre la precisión de los modelos
y que al mismo tiempo se considere para cada uno de ellos un mayor
número de niveles con valores dispares.
Por otro lado, el análisis de sensibilidad muestra que los factores
que más afectan a la calidad de los modelos son el coeficiente de variación
de la elevación, la resolución y la pendiente, así como el tipo de entorno.
El método de reducción y la cobertura del suelo se muestran como
factores de influencia secundaria sobre la precisión de los modelos. Una
de las principales conclusiones que se pueden extraer de este análisis es la
estrecha relación que existe entre la resolución y la densidad de puntos.
Al tener en cuenta la resolución en el análisis de sensibilidad, la precisión
de los modelos presenta grandes variaciones entre los diferentes niveles de
la resolución, principalmente cuanto menor es ésta; mientras que dichas
variaciones son más homogéneas y de menor magnitud entre los niveles
de densidad. Dicha circunstancia estaría indicando que la resolución
presenta una mayor influencia sobre la precisión de los modelos que la
densidad de puntos. Por otro lado, si la resolución no se tiene en cuenta,
la densidad de puntos se empodera como factor de influencia sobre la
precisión de los modelos, siendo el factor que más afecta a la precisión
de los MDT junto con la variabilidad del relieve (representada por el
CV). En base a los resultados descritos, si bien la resolución no aparece
como el principal factor de influencia en dicho análisis, la comparación
de resultados teniendo este factor en cuenta y no considerándolo tanto
en el propio análisis de sensibilidad como en el predictivo, indica que
su efecto no es únicamente sobre la precisión de los modelos sino que
su combinación con otros factores hace variar el grado de influencia que
170
Conclusiones
dichos factores tienen sobre la precisión de los modelos.
Adicionalmente, el análisis CART permitió completar los resulta-
dos del análisis de sensibilidad al mostrar características más concretas
en la relación de los diferentes factores y la precisión de los modelos.
En primer lugar, se consolidó como punto de inflexión en la precisión
de los modelos el valor de densidad de 0.1 pto/m2. En segundo lugar,
con independencia del tipo de entorno, las zonas donde se obtienen las
mejores precisiones son aquellas donde el coeficiente de variación es in-
ferior a 0.05 y la resolución inferior a 10 m siempre que la densidad se
encuentre por encima de 0.05 ptos/m2. Si se tiene en cuenta el tipo de
entorno, las peores precisiones se dan en los modelos de las muestras que
representan los entornos más complejos (muestras 11, 23 y 24), creados
con resoluciones inferiores a 15 m.
Los análisis predictivos pueden ser de gran utilidad para identificar
las zonas que presentan los mayores desafíos en relación a la
representación del relieve, proporcionándole una referencia al productor
sobre donde debe centrar sus esfuerzos. Sin embargo, su utilidad puede
ir más allá de un simple análisis y de proporcionar una orientación para
el procesado de datos. Por un lado podría emplearse para explicar o
subsanar anomalías en los resultados donde los MDT son un input clave,
como por ejemplo en la estimación de algunas variables forestales; y
por otro lado dicha información puede tomarse como referencia durante
la captura de datos para aumentar la eficiencia y efectividad de esta
tarea, por ejemplo aumentando la densidad de puntos en zonas donde
la pendiente es elevada.
Finalmente, ha previsto programar la función DecimaTe en base a los
estándares de R y se pretende su publicación como parte de un paquete
de procesado de datos LiDAR.
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Las coberturas del suelo
En el campo de la identificación de coberturas/usos del suelo, los métodos
tradicionales de clasificación automática (basados en píxeles u orientados a
objetos) que operan sobre datos procedentes de sensores remotos se han
consolidado como la alternativa a los métodos basados en la observación
directa. A lo largo de la última década, el nivel de detalle que exigen
l@s demandantes de esta información junto con los avances tecnológicos en
cuanto a técnicas de captura y herramientas de procesado, han propiciado el
desarrollo de métodos de clasificación híbridos donde los métodos tradicionales
son fusionados. La gran mayoría de estos clasificadores se han probado en
zonas urbanas empleando para ello imágenes de resolución media. En casos
puntuales, la tecnología LiDAR se empleó como fuente de datos auxiliar. En
base a estos antecedentes, en este estudio se fijan los siguientes objetivos: 1)
explorar el potencial de los datos LiDAR como única fuente de información
para identificar 8 clases de cobertura del suelo en un entorno rural; 2)
comprobar si la integración de diferentes estrategias de clasificación en un
árbol de decisión elaborado en base a las variables calculadas únicamente
a partir de datos LiDAR y otras características de los objetos mejora la
precisión de una clasificación automática basada en píxeles empleando como
método de asignación el algoritmo random forest; 3) analizar en qué medida
la reducción de la densidad de puntos LiDAR afecta a la precisión de la
clasificación empleando el método híbrido. Para dar respuesta al primer
objetivo se creó una batería de 72 variables LiDAR y se evaluó su importancia
relativa para la identificación de las 8 coberturas del suelo características de
un entorno rural. Para ello se empleó una de las funcionalidades del algoritmo
random forest. Esta información se usó para diseñar un árbol de decisión
en el que además de incluir reglas de decisión para la asignación de clases
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también se incluyeron procesos de segmentación a escala local. Este método se
denominó HyClass. Para comprobar la influencia de la densidad de puntos,
se empleó el método PpC para reducir artificialmente la densidad original
de puntos, de forma que HyClass no se probó únicamente con las capas
de información obtenidas a partir de la nube de puntos original sino que
también se ejecutó sobre las nubes de puntos con densidad reducida. Estos
experimentos permitieron dar respuesta a los objetivos de este estudio. Los
resultados obtenidos muestran como HyClass logra una precisión general de
aproximadamente el 97% empleando únicamente 7 variables LiDAR (6 de ellas
se encontraban entre las 10 más relevantes según el análisis de importancia de
variables realizado a partir de random forest). Estos resultados superan en 8
puntos porcentuales a los obtenidos con random forest a nivel píxel. Tal y como
se esperaba, la identificación de la cobertura pistas de tierra presentó muchas
dificultades, que se vieron agravadas por la reducción de la densidad de puntos
(el error de omisión pasó del 13% - 8 ptos/m2 - al 49% - 1 pto/m2).
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El medio rural es un patrimonio esencial para el desarrollo sostenible de
una región como la gallega donde el 65% de su superficie es forestal
y alberga e integra a 313 municipios con más de 30.000 núcleos de
población dispersos por su fisiografía. Durante los últimos cuarenta
años, las áreas más dinámicas de Galicia, el denominado Eje Urbano
Atlántico, ha potenciado hasta niveles extremos un hábitat fragmentado,
dando la espalda al modelo de pueblos con estructura más compacta.
Esta dinámica ha convertido el medio rural de las provincias interiores
de la comunidad gallega en una dispersa masa de núcleos rodeados de
superficies antaño agrarias, ahora arboladas, propiciando un aumento
de los problemas ambientales y los costes sociales. Este proceso ha
desembocado en un progresivo desorden (incumplimiento de planes de
ordenación), infrautilización de recursos (abandono de tierras) y riesgo
territorial (incendios en la interfaz urbano-forestal). Tomando estos
antecedentes como base, existe por tanto la necesidad imperante de
disponer de información detallada sobre las coberturas del suelo. Su
identificación es indispensable para analizar tanto el funcionamiento de
los instrumentos de gestión territorial como las dinámicas a las que se
encuentra sometido el territorio, a fin de proponer medidas correctoras
o nuevos mecanismos de gestión.
Uno de los principales métodos para la actualización y obtención de
información referente a las coberturas del suelo ha sido, y en algunos
casos sigue siendo, mediante observación e interpretación manual. Sin
embargo, esta técnica requiere intérpretes capacitados y se encuentra
sujeta a sus habilidades y conocimientos, consume mucho tiempo y
es muy costosa (Pacifici et al., 2007). Debido a estas limitaciones,
muchas han sido la iniciativas encaminadas al desarrollo de métodos
de clasificación automáticos. Si bien se considera un proceso complejo,
el amplio abanico de aplicaciones de los productos derivados de estas
técnicas (p. ej. mapas de coberturas del suelo, actualización de bases
de datos geográficas, riesgos naturales o detección de cambios) justifican
los esfuerzos y medios que se le han destinado (Matinfar et al., 2007).
A pesar de todas las iniciativas llevadas a cabo, el avance imparable
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de la tecnología y la disponibilidad de datos pone ante nosotros nuevos
y renovados desafíos como son la integración de datos procedentes de
diferentes sensores, la disponibilidad de datos de referencia, acuerdos
más justos entre la efectividad y la eficiencia, los métodos de procesado,
los algoritmos de clasificación,... (Weng, 2011). La complejidad de
estos procesos se debe a múltiples factores. Uno de ellos, la cantidad
de decisiones que es necesario tomar: ¿Qué coberturas están presentes
en el área de estudio y cuáles se pueden identificar?; ¿Qué tipo de datos
se emplearán y qué características mínimas deben tener?; ¿Qué variables
es posible calcular y cómo se calculan?; ¿Cuáles son las más adecuadas
para identificar las coberturas objetivo?; en relación a la unidad de
clasificación; ¿Píxel? ¿Objetos? ¿Ambos?; ¿Qué método de asignación?;
¿Cómo cuantificar la precisión de los resultados?...
Por todo lo anterior, la identificación de coberturas del suelo a partir
de datos procedentes de sensores remotos ha centrado la atención de la
comunidad científica desde hace más de dos décadas (Lu y Weng, 2007,
Weng, 2010, Blaschke et al., 2014, Yan et al., 2015). La aparición de
sensores capaces de incrementar la velocidad, eficiencia en los costes
y precisión en la obtención de información, ha permitido el desarrollo
de productos cartográficos con resoluciones espaciales y precisiones
inalcanzables hasta el momento (McRoberts y Tomppo, 2007). Entre
ellas, se encuentra la tecnología laser scanning, con una antigüedad de
más de tres décadas, siendo posible aprovechar todo su potencial gracias
al desarrollo de sistemas altamente precisos como el GPS (Charaniya
et al., 2004). En esta línea, el libre acceso a estos datos es otro de los
pilares sobre los que se apoya el avance en este campo. En España, por
medio del Plan Nacional de Ortofotografía Aérea, se dispone de datos
LiDAR de baja densidad (0,5 retornos ·m−2 - 1 retornos ·m−2) de
gran parte del territorio nacional. Su actualización está prevista cada
6 años, lo que hará posible la monitorización de las características del
territorio a escala nacional.
En la última década, la tecnología LiDAR se ha consolidado como
método de referencia y preferente para la captura de datos topográficos
(Mongus y Žalik, 2012, Maguya et al., 2013). A partir de las nubes de
puntos LiDAR es posible extraer información de diversa naturaleza. En
este sentido, no existe ninguna duda acerca de cuál es la información
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más valiosa proporcionada por esta tecnología: la elevación, o previo
procesado, la altura de los objetos situados sobre el terreno. Otros dos
atributos característicos de estos datos son la intensidad y el número
de retorno. Dichos atributos, representados como MDT, nMDS, MDC
o MDS en relación a los primeros, o como imagen de intensidad o
diferencia de elevación entre retornos en referencia a los últimos, han
sido empleados en la mayoría de estudios de identificación automática
de coberturas y usos del suelo desarrollados hasta el momento (Brennan
y Webster, 2006, Buján et al., 2013b, Teo y Huang, 2016, Sturari
et al., 2017). Sin embargo, otros estudios no se limitaron a estas
características y definieron y calcularon nuevas e interesantes variables
a partir de estos datos. Por ejemplo, los coeficientes de asimetría y
curtosis para representar la estructura de la vegetación (Antonarakis
et al., 2008); la Density Weighted Canopy Reflection Sum propuesta
por García et al. (2010) para medir la densidad de la vegetación; ratios
basados en la cantidad de retornos para identificar terreno, zonas con
vegetación o edificaciones (Höfle et al., 2012, Guo et al., 2015); medidas
para representar la rugosidad de la superficie como la pendiente o el
coeficiente de variación (Buján et al., 2012, Guo et al., 2010) o las
basadas en el nivel de planaridad de la superficie, como la desviación
del vector normal al plano con la vertical (Kim y Sohn, 2013).
El avance en la definición de muchas de las variables anteriores se
debe de manera incuestionable al ingenio de grandes investigador@s.
Sin embargo, es igual de incuestionable el papel fundamental que han
jugado en dicho proceso Internet, los sistemas de captura de datos y el
desarrollo y disponibilidad de herramientas informáticas (Bolón-Canedo
et al., 2015). Disponer de tal cantidad de información supone un desafío
computacional que en el campo de la clasificación automática de datos
de sensores remotos se abordó reduciendo la dimensión de las variables
por dos vías: la extracción de variables y la selección de variables (Tang
et al., 2014). En relación al primer caso, generalmente se realiza una
transformación de los datos originales donde el resultado son nuevas
variables obtenidas combinando las variables originales (Cai et al., 2018).
Ejemplos de este tipo de métodos son el Análisis de Componentes
Principales, Análisis Discriminante Lineal o el Análisis de Correlación
Canónica (Varghese et al., 2012). Una de las dificultades que presentan
este tipo de métodos es que las nuevas variables no tienen un significado
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físico en el mundo real y por tanto, su análisis e interpretación resulta
una tarea compleja (Tang et al., 2014).
Los métodos de selección de variables se basan en identificar un
pequeño grupo de variables que minimizan la redundancia (variable-
variable) y maximizan la relevancia (variable-cobertura) a fin de
discriminar las diferentes clases de interés. De esta forma, una variable
relevante es aquella que aporta información genuina y no repetida para la
identificación de las clases objetivo; mientras que una variable irrelevante
no se encuentra directamente vinculada con las clases a discriminar
pero afecta negativamente al proceso de aprendizaje, y una variable
redundante no agrega información nueva para la identificación de las
clases de interés. A diferencia de lo que sucedía con los métodos
anteriores, en este caso se mantiene el significado físico de las variables
originales permitiendo una mejor interpretación de los resultados (Jović
et al., 2015). Atendiendo a la relación de estos métodos con los métodos
de aprendizaje, los primeros pueden clasificarse en métodos de filtrado,
wrappers o embedded (Cai et al., 2018).
Los métodos del primer grupo (filtrado) consideran la relación entre
las variables y las clases de cobertura sin emplear ningún algoritmo de
clasificación. El criterio para medir la importancia de las variables es
característico de cada método y resulta un parámetro crítico en este
tipo de métodos de selección. A diferencia de los métodos de filtrado,
en los métodos wrappers el proceso de aprendizaje se encuentra incluido
en la selección de variables de manera que ambas tareas se ejecutan
simultáneamente. Esta forma de operar proporciona precisiones más
altas en la clasificación sin embargo es menos eficiente en términos
de tiempo de computación (Jović et al., 2015, Huang et al., 2017,
Cai et al., 2018). Finalmente, los métodos embedded combinan las
ventajas de los métodos anteriores, de forma que son más eficientes
computacionalmente que los métodos wrappers al mismo tiempo que
la selección de variables forma parte del proceso de clasificación (Tang
et al., 2014, Huang et al., 2017). En este grupo de métodos se encuentran
varios tipos de algoritmos de árboles de decisión, como CART, C 4.5
o random forest (Breiman, 1984, Quinlan, 1993, Breiman, 2001).En la
última década, muchos de los estudios que se evaluaron la importancia
de las variables en los procesos de clasificación, emplearon el algoritmo
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random forest (Chan y Paelinckx, 2008, Rodriguez-Galiano et al., 2012,
Guan et al., 2013, Matikainen et al., 2017). Este hecho posiblemente se
deba a la facilidad de uso, eficiencia en cuanto al tiempo de procesado,
su implementación en una plataforma libre y gratuito y su habilidad
como clasificador (Belgiu y Drǎguţ, 2016).
El desarrollo tecnológico también ha generado cambios en los
métodos automáticos desarrollados para identificar las coberturas del
suelo. Tradicionalmente, la mayoría de los procesos de clasificación
tomaban como unidad básica de análisis el píxel (clasificaciones
basadas en píxeles - CbP) (Zhang y Guindon, 2009) y como datos
de entrada imágenes satélite de baja/media resolución (Tatem et al.,
2001). La popularidad que alcanzaron estas técnicas para identificar
automáticamente coberturas y usos del suelo propició un incremento
de la demanda de estos productos; una expansión de su ámbito de
aplicación, fundamentalmente en entornos urbanos y áreas rurales
complejas donde edificaciones, vegetación y relieve acentuado comparten
un mismo espacio; y en consecuencia, la exigencia de mayor nivel de
detalle (Yan et al., 2015). Sin embargo, la resolución espacial de las
imágenes se convirtió en un factor limitante a la hora de dar respuesta
a esta nueva demanda. Este obstáculo se manifestó por varias vías: por
medio de píxeles mixtos, cuya aparición en la mayoría de los casos se
debe a que el tamaño de los objetos es inferior al tamaño del píxel, de
forma que más de una cobertura se ve sintetizada en un píxel a través
de un único valor (Chen et al., 2017); o por medio de la confusión entre
clases debido a la similitud espectral entre diferentes coberturas (Myint
et al., 2011).
La disponibilidad de imágenes de mayor resolución, es decir, con
mayor nivel de detalle para uso civil, venía a mitigar esta problemática,
sin embargo contribuyó a aumentar la heterogeneidad espectral de las
coberturas. Además, un píxel ya no contenía objetos pertenecientes a
diferentes coberturas sino que ahora varios píxeles definían un objeto.
Esta nueva realidad junto con el desarrollo de sofisticadas herramientas
de procesado, tal como el programa Definiens eCognitionr, propiciaron
un cambio de paradigma. El análisis estadístico de píxeles individuales
ya no era la única alternativa y la posibilidad de emplear patrones
espaciales surgió como opción complementaria de la mano de los métodos
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basados en objetos (clasificaciones orientada a objetos - CoO) (Blaschke
et al., 2014, Cánovas-García y Alonso-Sarría, 2015). En estos métodos
la unidad básica de análisis ya no es el píxel sino regiones continuas de
píxeles con valores homogéneos, denominados objetos (o segmentos). En
consecuencia, los valores originales de los píxeles ya no se emplean como
tal en la CoO, sino que a partir de los valores de los píxeles que forman
cada objeto se calculan medidas resumen, como la media o la desviación
típica, a partir de una imagen (Maxwell et al., 2015).
La delimitación de dichos objetos por medio de algoritmos de
segmentación es el punto clave sobre el que se apoyan estos métodos. Así,
la segmentación permitió reducir la variabilidad interna de las coberturas
y eliminar el llamado efecto salt and pepper característico de las CbP
(Liu y Xia, 2010). Sin embargo, estas no son las únicas ventajas que
se obtienen al emplear objetos en lugar de píxeles. Los objetos no solo
permiten usar variables espectrales sino que ponen a nuestro alcance
variables espaciales (área, longitud, ancho, dirección,...), morfológicas
(parámetros de forma, textura,...) o de contexto (relaciones con los
vecinos, análisis de proximidad,...) (Navulur, 2006, Cánovas-García y
Alonso-Sarría, 2015, Chen et al., 2017).
La gran mayoría de estudios que han comparado métodos de
clasificación con diferentes unidades de análisis han concluido que los
resultados de las CoO empleando capas de información con elevada
resolución son más precisos que los que se obtienen a partir de
CbP (Cleve et al., 2008, Myint et al., 2011, Buján et al., 2013a).
Adicionalmente, las CoO también han mostrado ser más eficientes en
relación al tiempo de procesado, ya que el empleo de objetos como
unidad de análisis reduce el número de casos que es necesario procesar y
por tanto, también la carga computacional en comparación con las CbP
(Hay y Castilla, 2006, Im et al., 2008b). Al mismo tiempo, este ahorro
de cálculo permite usar técnicas de clasificación más complejas y que
implican mayor esfuerzo de cálculo, lo que nuevamente puede repercutir
en una mejora de los resultados (Cánovas-García y Alonso-Sarría, 2015).
Del mismo modo que la segmentación permite mejorar los resultados
de la clasificación, también asume el papel de verdugo, siendo la
causa de la mayoría de errores de asignación que posteriormente se
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hacen evidentes con la evaluación del resultado final de la clasificación.
Teniendo en cuenta que la delineación manual de objetos por medio de
foto-intérpretes expertos no proporciona un resultado único, tampoco
se espera una única solución de la segmentación automática (Hay y
Castilla, 2006). Los algoritmos de segmentación suelen ser sensibles
tanto a las características de las capas de información y del área de
estudio como a variaciones de los parámetros que rigen su forma de
operar. Una vez identificados los parámetros más apropiados para
segmentar una escena, su aplicación a otras regiones con características
similares es inmediata (Kampouraki et al., 2008). Sin embargo, resulta
imposible conocer a priori el valor ideal de dichos parámetros y la
intervención del usuario para fijar estos valores todavía sigue siendo un
paso necesario y todo un desafío para aquéllos que deciden emplear este
tipo de métodos (Cánovas-García y Alonso-Sarría, 2015). A mayores de
lo mencionado, entender como funcionan los algoritmos de segmentación
es una tarea compleja, fundamentalmente si se trata de algoritmos
incluidos en programas comerciales como Definiens eCognitionr (Hay y
Castilla, 2006, Salah, 2014).
Muchos errores de segmentación se producen debido a que los
algoritmos de segmentación identifican objetos presentes en una imagen,
los cuales no siempre se corresponden con objetos del mundo real
(Kampouraki et al., 2008). Dichos errores son de dos tipos: aquellos que
se deben a una excesiva segmentación de la escena (over-segmentation) y
los ocasionados por una segmentación insuficiente (under-segmentation)
(Liu y Xia, 2010). En relación al primer caso, una excesiva segmentación
ocurre cuando un objeto real es representado por múltiples segmentos,
es decir, cuando el tamaño de los segmentos es más pequeño que
el tamaño del objeto real que pretenden representar (Möller et al.,
2007). Por el contrario, una segmentación insuficiente ocurre cuando
un segmento representa en parte o/y en su totalidad varios objetos
reales, es decir, el tamaño de los segmentos es mayor que el tamaño
del objeto real que representa. Estos errores son habituales en regiones
con coberturas heterogéneas en relación al tamaño, donde se emplean
algoritmos de segmentación que incluyen parámetros que controlan el
tamaño de los segmentos. Así, si se tienen coberturas que abarcan
grandes extensiones junto a coberturas con menor superficie (continuas),
un parámetro de escala bajo permitirá definir relativamente bien aquellos
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objetos con menor superficie pero causará una sobre-segmentación en
aquellas coberturas que abarcan un área mayor. Por el contrario, un
parámetro de escala mayor, tenderá a dar objetos que se ajusten mejor
a los contornos de las coberturas con mayor superficie pero ocasionarán
errores por sub-segmentación en aquellas coberturas con menor área.
Dichos errores tienen un impacto negativo pero desigual en el
resultado final de la clasificación En caso de darse una segmentación
excesiva, la heterogeneidad interna de las clases afectadas será mayor
que en el caso de segmentaciones más ajustadas a los objetos reales.
Sin embargo, podría darse que cada segmento se corresponda con una
única clase (en teoría). Dado este caso, sería posible alcanzar un 100%
de acierto en la identificación de dicha clase. Por el contrario, en el
caso de que los segmentos sean mayores que los objetos que representan,
dichos segmentos incluirán más de una clase. Esta circunstancia dará
lugar a errores a la hora de asignarle una clase a dichos segmentos, pues
irremediablemente alguno de los objetos reales será mal clasificado. A
diferencia del caso anterior, la precisión de la identificación de estas
clases siempre será inferior al 100% (Liu y Xia, 2010).
Tal y como se dejó ver anteriormente, con independencia del tipo de
error por fallos en la segmentación, puede no darse una coincidencia
exacta entre los contornos de los segmentos y los límites reales de
los objetos. Esta es la causa de la aparición de objetos mixtos,
los cuáles contienen más de una cobertura real. Se identifican dos
motivos principales por los que la segmentación puede fallar y dar
lugar a objetos mixtos. En primer lugar, pequeños objetos pueden
no ser detectados por el algoritmo de segmentación y fusionados en
un segmento junto con objetos de otras clases (Chen et al., 2018).
En segundo lugar, se encuentra la confusión espectral entre objetos
pertenecientes a distintas clases (Kampouraki et al., 2008). En la
mayoría de los casos se debe al bajo contraste espectral entre estos
objetos espacialmente próximos. Cuando esto sucede, es muy difícil
mejorar el resultado de la segmentación con independencia del algoritmo
que se esté empleando (Cánovas-García y Alonso-Sarría, 2015).
Para abordar los límites de las CbP y las CoO y mejorar la precisión
de los procesos de clasificación de coberturas/usos del suelo, varios
184
Introducción
estudios han optado por combinar CbP con CoO (Salah, 2014, Man
et al., 2015, Zehtabian y Ghassemian, 2017). Chen et al. (2018)
dividió estos métodos híbridos en 3 grupos: 1) regla de la mayoría;
2) fusión de los mejores resultados a nivel clase; y 3) conocimiento
experto. Probablemente los métodos incluidos en el primer grupo, regla
de la mayoría, sean los más sencillos de implementar y entender. De
manera genérica, en primer lugar ejecutan una CbP empleando alguno
de los algoritmos tradicionales de asignación (por ejemplo, maximum
likelihood) y una segmentación usando una o varias de las capas de
información disponibles. A continuación, superponen el resultado de
la segmentación al resultado de la CbP. Finalmente, a cada objeto se le
asigna la clase a la que pertenecen la mayoría de los píxeles contenidos
en su interior. Ejemplos de este tipo de métodos híbridos son los
desarrollados por Bernardini et al. (2010), Li et al. (2013), Costa et al.
(2014) o Sturari et al. (2017).
Como ya se ha mencionado, la segmentación en las CoO permiten
reducir la variabilidad interna de las coberturas, originada en gran
medida por el aumento del detalle de los datos de entrada. De esta
forma se consigue un aumento de la precisión con la que se identifican
las coberturas más heterogéneas. Sin embargo, esta regla no se cumple
mayoritariamente a escala clase. Boyaci et al. (2017) realizó una
comparación entre una CbP empleando el algoritmo maximum likelihood
y una CoO usando el algoritmo nearest neighbor tomando como datos de
entrada imágenes Aster. A pesar de la resolución de las imágenes, la CoO
obtuvo mejor precisión que la CbP (74.42% y 69.10%, respectivamente).
Sin embargo, las clases tierras de cultivo y masas forestales caducifolias
densas obtuvieron mejores resultados en la CbP que en la CoO. De forma
similar, las clases masas de agua, áreas pavimentadas y palmeras fueron
identificadas con mayor precisión mediante una CbP que mediante una
CoO en el estudio realizado por Pu et al. (2011), aunque al igual que en
el caso anterior la CoO fue más precisa que la CbP (84.58% y 72.79%,
respectivamente). De manera resumida, en una escala general las CoO
presentan mejores precisiones que las CbP, sin embargo si el análisis
se lleva a escala clase, aquellas coberturas homogéneas en cuanto a sus
valores espectrales pueden presentar mejores precisiones en las CbP que
en las CoO. En base a estos resultados, algunos autores desarrollaron
métodos que ejecutan de forma simultánea una CbP y una CoO, y
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como paso final, ambas clasificaciones son fusionadas seleccionando para
cada clase el resultado más preciso. Algunos ejemplos de métodos que
pertenecen al grupo que fusiona los mejores resultados a nivel clase son
Wang y Tseng (2004), Bhaskaran et al. (2010) o Aguirre-Gutiérrez et al.
(2012).
Finalmente, los métodos que integran el último grupo de clasificadores
híbridos no presentan una estructura tipo, ya que las reglas de decisión
que se fijan dependen de los datos disponibles y de las clases objetivo, y
al mismo tiempo existen múltiples formas de combinar los métodos de
clasificación tradicionales. Probablemente, de todos los tipos de méto-
dos híbridos estos son los más complejos. En algunos casos, el primer
paso consiste realizar una CbP y a continuación el resultado de esta clasifi-
cación se emplea como una variable más en una CoO (Gonçalves et al.,
2009, Chen et al., 2018). Un ejemplo de método híbrido que se basa
en conocimiento experto es el desarrollado por Malinverni et al. (2011).
En primer lugar, a partir de imágenes ADS40 de alta resolución se crea
un conjunto de variables que se emplean para ejecutar una CbP medi-
ante el algoritmo AdaBoost. A continuación, a partir de las imágenes
originales se realiza una segmentación. En este punto, el resultado de la
CbP y un conjunto de datos auxiliares (cartografía de edificaciones, ríos
y carreteras) se integran con el resultado de la segmentación y se aplica
el método WTA (Winner-Takes-All) para obtener una clasificación refi-
nada. Si bien el método desarrollado en dicho estudio es híbrido, la in-
clusión de cartografía auxiliar lo convierte en semi-automático y la iden-
tificación de algunas coberturas pasan a ser dependientes de la existen-
cia y calidad de la cartografía auxiliar. Otros métodos híbridos fueron
desarrollados por Sheeren et al. (2009) y Aguilar et al. (2016).
Como último dato, citar que la totalidad de los estudios consultados
para la elaboración de esta revisión de métodos híbridos usaron imágenes
satélite o aéreas (25 estudios) y la mayoría emplean imágenes con
resolución espacial media. Adicionalmente, sólo en dos de ellos se
emplearon datos LiDAR como información auxiliar con el objetivo de
abordar la problemática de la confusión espectral entre clases y la
variación espectral interna de las clases (Man et al., 2015, Sturari
et al., 2017). En esta línea, una de las últimas revisiones realizadas
sobre identificación de coberturas en entornos urbanos empleando datos
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LiDAR no hace referencia a este tipo de métodos (Yan et al., 2015)
y tampoco se ha encontrado ningún estudio que incluya un método
híbrido que utilice los datos LiDAR como única fuente de información.
¿El potencial de estos métodos se limita únicamente a imágenes con
resolución espacial media?
En base a lo expuesto, en este estudio se busca lograr los siguientes
objetivos:
• Explorar el potencial de los datos LiDAR como única fuente de
información para identificar y clasificar en un entorno rural 8 clases
de cobertura del suelo, entre las que se incluyen dos que hacen
referencia al nivel de gestión de la vegetación.
• Comprobar si la integración de diferentes estrategias de clasificación
en un árbol de decisión elaborado en base a la información disponible
contribuye a mejorar la precisión de una clasificación automática
basada en píxeles.
• Analizar en qué medida la reducción de la densidad de puntos
LiDAR afecta a la precisión de la clasificación.
A continuación se describe brevemente la estructura que presenta
este capítulo. En primer lugar, se describe el área de estudio (sección
3.2.1) y los datos disponibles (sección 3.2.2). En segundo lugar se
detallan las tareas de procesado de datos, destacando la normalización
de los valores de intensidad (sección 3.2.3) y la reducción de la densidad
de puntos (sección 3.2.4), que conducirá a la obtención de las diferentes
capas de información (secciones 3.2.5 y 3.2.6). A continuación, se
citan y describen las coberturas del suelo que se pretenden identificar
(sección 3.2.7), así como el proceso para identificar la información
más relevante (sección 3.2.8). Para finalizar este bloque se describe
HyClass, el método híbrido de clasificación que se propone (sección
3.2.9) y el método para evaluar los resultados de la clasificación (sección
3.2.10). En el siguiente bloque se presentan los resultados de la
corrección de la intensidad (sección 3.3.1), así como del análisis de la
importancia de las variables (sección 3.3.2). Finalmente, se muestran
187
Capítulo 3. Las coberturas del suelo
los resultados cuantitativos y cualitativos de la clasificación HyClass y
su comparación con el resultado de una clasificación basada en píxeles
empleando el algoritmo random forest (sección 3.3.3). Como punto
final se incluyen las principales conclusiones que se derivan del estudio
realizado (sección 3.4).
3.2 Área de estudio, material y métodos
3.2.1 Zona de estudio
El área de estudio, que ocupa una superficie aproximada de 70 ha
(recuadro granate en la Figura 3.2), se sitúa en la localidad rural de
Vilapena (43°N 25’, 7°W 10’), perteneciente al municipio de Trabada
(Lugo, Galicia) en el noroeste de España.
La superficie del término municipal de Trabada es una continuidad
de altas cumbres y profundos y fértiles valles que recorren desde el alto
Cerrochán (776 m) hasta la Ría de Ribadeo en Ría de Abres. En
esta área confluyen zonas dedicadas a labradío, pequeñas poblaciones
y amplias áreas arboladas, donde las principales especies son Eucalyptus
globulus labill. (80%), Quercus robur L. (15%) y Pinus radiata D.Don
(5%) las cuales coexisten con vegetación de menor porte como el laurel
o el helecho. Las características tanto orográficas como de coberturas
del suelo de esta zona la convierten en una ubicación ideal para probar
los métodos de clasificación propuestos.
En la Figura 3.2 se muestra la zona de estudio delimitada por un
rectángulo granate sobre la ortoimagen obtenida a partir del centro
de descargas de información geográfica de Galicia (CDIX) (http://
mapas.xunta.gal/visores/descargas/). Las coordenadas UTM de
las esquinas superior izquierda e inferior derecha también se incluyen
en dicha figura. Finalmente, se muestra la ocupación del suelo para
2011 a partir de la información contenida en SIOSE (Sistema de
Información sobre Ocupación del Suelo de España) integrado dentro del
Plan Nacional de Observación del Territorio (PNOT).
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Figura 3.2: Localización de la zona de estudio. Fuente: PNOA@Instituto Geográfico
Nacional de España - Xunta de Galicia y SIOSE@Instituto Geográfico Nacional de
España - Xunta de Galicia.
3.2.2 Datos
A continuación se describen las características de los datos usados en esta
investigación, obtenidos tanto por medio de sensores remotos (activos y
pasivos) como mediante técnicas de topografía clásica.
Datos LiDAR. Los datos LiDAR fueron capturados en octubre de
2010 mediante un sensor Leica ALS50-II en el marco del proyecto de
investigación Aplicación de la tecnología LiDAR al inventario forestal y
a la gestión de riesgos naturales (2009-PG239). Dicho sensor registró
hasta 5 retornos en aquellas zonas cuya superficie es semipermeable
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(fundamentalmente zonas con vegetación). Las características de la
toma de datos LiDAR se incluyen en la Tabla 3.1.
Tabla 3.1: Características técnicas de la captura de datos LiDAR.
Fecha Octubre 2010 Distribución de puntos
Sensor Leica ALS50-II
¯













Frecuencia del pulso 115700 Hz
Ángulo de escaneo ±12°
Frecuencia de escaneo 40 Hz
Divergencia del rayo 0.2 mrad
Longitud de onda 1064
Solape min 30%
N°de pasadas 6
Densidad 5 pulsos m−2
Densidad media ponderada 8.7 ptos m−2
Altura de vuelo 1900 m
Precisión planimétrica ≤ 0.20 m
Precisión altimétrica ≤ 0.10 m
Puntos de control terreno. En la zona de estudio se dispone de 1656
puntos terreno de referencia (PCR) obtenidos en los años 2004 y 2010
(1330 y 326 puntos, respectivamente) empleando métodos topográficos.
La medición de estos puntos se llevó a cabo en el marco de dos proyectos
de investigación financiados por el Instituto Galego de Estadística y
la Consellería do Medio Rural1 y por la Consellería de Economía
e Industria de la Xunta de Galicia2. En ambos casos, se empleó
un GPS Trimble 5800 bifrecuencia con el que se estableció una red
microgeodésica (método estático) para posteriormente, a partir de las
bases observadas, realizar múltiples itinerarios y observaciones de puntos
1Convenio de investigación titulado Inventario Forestal mediante LiDAR. Proxecto
piloto no concello de Trabada (Lugo). Estos datos fueron empleados en la tesis
doctoral de Luis Gonçalves Seco titulada Automatización en la generación de modelos
digitales de elevación, cubicación y combustibles, a partir de datos LiDAR, presentada
en el año 2007 en la Universidad de Santiago de Compostela.
2Proyecto de investigación titulado Aplicación de la tecnología LiDAR al
inventario forestal y a la gestión de riesgos naturales (2009-PG239).
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terreno empleando una estación total Trimble 5603. Si bien los puntos
de referencia capturados en el año 2004 se encuentran cronológicamente
muy lejanos al momento de captura de los datos LiDAR (año 2010),
se considera que pueden ser usados para comprobar la precisión de los























































































































































































































































































































































































































































































































Fecha de captura 2004 2010
(b) Caracterización de los PCR.
Figura 3.3: Distribución espacial y caracterización de los PCR.
Además de obtener las coordenadas XYZ (altura elipsoidal) en el
sistema de referencia ETRS89 proyección UTM huso 29, a cada punto
se le asignó en campo una de las siguientes clases de cobertura: 1)
arbolado sin vegetación arbustiva, 2) punto en borde de edificación,
3)vegetación mixta, 4) matorral y 5) vía pavimentada o pista forestal.
En la Figura 3.3a se incluye la distribución espacial de dichos puntos
en la zona de estudio mientras que en la Figura 3.3b se representa la
cantidad de puntos de control en función de la cobertura del suelo,
la pendiente y del año en el que tuvo lugar la toma de datos. En
las Tablas C.1-C.9 del Anexo C se incluye el listado completo de las
coordenadas de cada punto de referencia y la cobertura.
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Ortoimagen. La ortoimagen empleada en este estudio fue adquirida
en el marco del proyecto PNOA (Plan Nacional de Ortofotografía Aérea)
en 2011 (Figura 3.2) bajo la dirección del Ministerio de Fomento de la
Administración General del Estado (a través de la Dirección General
del Instituto Geográfico Nacional - IGN - y del Centro Nacional de
Información Geográfica - CNIG) y la Consellería de Medio Ambiente,
Territorio e Infraestructuras de la Xunta de Galicia (a través del
Instituto de Estudos do Territorio - IET). Tiene una resolución espacial
de 25 cm (escala de representación 1:2.500), una resolución radiométrica
de 24 bits y se encuentra compuesta por tres bandas espectrales (RGB).
El sistema de referencia geodésico es ETRS89. Esta información se
tomará como base para realizar la fotointerpretación de los puntos de
referencia para evaluar la precisión de la clasificación de coberturas del
suelo.
3.2.3 Normalización de la intensidad
En un corto espacio de tiempo se han vertido muchos esfuerzos en el
desarrollo de métodos para corregir los valores de intensidad registrados
por los sensores LiDAR. Posiblemente estas iniciativas se han visto
impulsadas en su mayoría por el aumento del número de aplicaciones
de esta información. Yan et al. (2015) realizaron una interesante
revisión de la aplicación de la tecnología LiDAR en espacios urbanos.
Destacan en este ámbito los análisis de morfología urbana y áreas verdes,
control del planeamiento urbano y monitorización, diseño de espacios
urbanos, análisis del impacto de políticas públicas, modelado del riesgo
de inundaciones, mapas de líneas eléctricas para un mantenimiento más
eficiente o la evaluación del potencial de radiación solar. Por su parte
y de forma más general, Kashani et al. (2015) incluyó en su estudio
aplicaciones concretas de la información de intensidad, donde destaca
su empleo para la categorización de superficies en glaciares, corrección
geométrica entre pasadas e integración de datos multi-sensor mediante
la identificación de características comunes, identificación de especies
forestales, mapa de zonas costeras, detección de daños estructurales,
evaluación de construcciones históricas,... Estos nuevos usos plantean
renovados retos tanto para la tecnología en sí como concretamente para
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la componente radiométrica de los datos LiDAR.
Sin embargo, Kashani et al. (2015) puso de manifiesto en su revisión
sobre los procesos para corregir y calibrar dichos valores, la inconsisten-
cia que existe entre los diferentes esfuerzos. Estas inconsistencias comien-
zan con la falta de acuerdo en la terminología empleada tanto para de-
nominar el propio proceso (calibración, normalización, corrección,...) como
para referirse a los resultados (reflectancia, pseudo-reflectancia, reflectan-
cia relativa, intensidad normalizada,...). En primer lugar es fundamen-
tal establecer que se entiende por intensidad. La intensidad en este con-
texto representa la cantidad de energía registrada por el sensor proce-
dente de la superficie del terreno o de los objetos situados sobre ella (Singh
et al., 2010, Yan et al., 2015). Dicho valor es transformado por los proveedores
de datos a valores de 8 bits (0 - 255), por tanto el valor de intensidad
que maneja el usuario final no es el valor de energía registrada por el
sensor (Habib et al., 2011).
Una de las principales ventajas que presenta la tecnología LiDAR
frente a otras técnicas de captura de datos mediante sensores remotos
es su capacidad para atravesar la vegetación y describir la superficie
que se encuentra debajo. Esta característica unida al hecho de que
teóricamente los materiales presentan diferentes comportamientos en
relación a la reflectancia, dando como resultado diferentes valores de
intensidad (Song et al., 2002), convierten a esta componente de los datos
LiDAR en crítica para clasificar y detectar diferentes materiales, incluso
en zonas bajo arbolado. Otra de las ventajas que presenta esta tecnología
y en concreto la intensidad es que su registro no se ve afectado por
las condiciones de iluminación como en el caso de las imágenes aéreas
(sombras u oclusiones) (Donoghue et al., 2007, Höfle y Pfeifer, 2007).
Sin embargo, factores como la topografía y las propiedades del terreno,
las características del vuelo o del sensor o las condiciones atmosféricas
sí pueden afectar considerablemente al registro de la intensidad.
En relación al primero de los factores, la orografía y las características
de la superficie, tales como la rugosidad o la orientación de la superficie
están directamente relacionados con el tipo de reflexión que tiene
lugar cuando el rayo láser impacta sobre la superficie del terreno o
sobre los objetos localizados sobre él (p. ej. difusa, especular,...)
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(Kukko et al., 2008). De igual forma, la composición y densidad del
terreno o los objetos definen el nivel de reflectancia de cada cobertura.
Teóricamente, superficies con altos niveles de reflectancia devolverán al
sensor una mayor cantidad de energía que aquellos materiales con menor
reflectancia (Song et al., 2002). Esta característica es intrínseca de los
objetos y por lo general no se aborda como un factor a corregir, pero sí
constituye un parámetro de gran interés para el desarrollo de modelos
de corrección radiométrica (Kashani et al., 2015). Adicionalmente, los
cambios en la elevación del terreno afectan a longitud de la trayectoria
del rayo láser dando como resultado una atenuación o aumento de la
señal registrada por el sensor provocando alteraciones en los valores de
intensidad (Luzum et al., 2004, Höfle y Pfeifer, 2007, Mazzarini et al.,
2007).
Por otro lado, las características del sensor como pueden ser la
divergencia del rayo o la energía transmitida, directamente relacionada
esta última con la frecuencia del pulso, influyen en la capacidad de la
superficie de impacto para devolver la energía al sensor. Dependiendo del
tipo de sensor, las transformaciones (medición, digitalización, escalado
y en ocasiones modificación) a las que se somete la energía recibida
son diferentes. Así, los niveles digitales obtenidos tras el registro son
escalados para abarcar el rango disponible, que en el caso de una
transformación de 8 bits iría de 0 a 255 (Höfle y Pfeifer, 2007). Este
proceso de transformación es propio de cada sensor y los pasos llevados
a cabo generalmente no se conocen. La falta de información sobre
este proceso dificulta el calibrado de los valores de intensidad mediante
valores reales de reflectancia por parte de l@s usuari@s (Kashani et al.,
2015). Adicionalmente, las características de la toma de datos como
el ángulo de escaneo o variaciones de la altura de vuelo influyen en el
tamaño de huella y alteran la longitud de la trayectoria que recorre el
rayo láser (Luzum et al., 2004, Donoghue et al., 2007) y en consecuencia,
los valores de intensidad. Cuanto mayor es la altura de vuelo mayor es la
distancia que tiene que recorrer la energía ocasionando una atenuación
de la señal. Del mismo modo, un aumento del rango dará lugar a un
mayor tamaño de la huella y por tanto, el valor de intensidad registrado
por el sensor representará una mayor superficie, aumentando el riesgo de
abarcar más de un tipo de cobertura. Estos valores mixtos de intensidad
pueden introducir ruido en la imagen creada a partir de este componente
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de los datos LiDAR.
Finalmente, las condiciones atmosféricas pueden causar una atenuación
de la señal registrada por el sensor (Luzum et al., 2004, Donoghue et al.,
2007). En concreto, el vapor de agua, el dióxido de carbono o el oxígeno
pueden retener la energía (Kashani et al., 2015). Además, si la superficie
de impacto presenta altos valores de humedad dará lugar a una mayor
absorción de la energía, disminuyendo también la energía devuelta al
sensor (Kaasalainen et al., 2009).
A pesar de la influencia que estos factores ejercen sobre los valores de
intensidad, algunos autores afirman que el efecto de la corrección de la
intensidad por el rango no resulta significativa en el caso de orografía no
compleja (Hasegawa, 2006), o en entornos urbanos, donde Gross et al.
(2008) afirmaron que únicamente el 5% de las anomalías que presentan
los valores de intensidad en estas zonas se deben al rango, pues dichas
zonas no presentan una orografía compleja y las mayores variaciones
de altura se deben a las construcciones, alturas que se considera que
no son suficientes como para influir en los valores de intensidad; o
por el ángulo de incidencia en el caso de bajos ángulos de escaneo
(Holmgren y Persson, 2004), justificando así el uso de valores brutos de
intensidad. Sin embargo, un numeroso grupo de autores han reconocido
la necesidad de desarrollar métodos para corregir la intensidad. Kashani
et al. (2015) realizó una revisión exhaustiva de los métodos desarrollados
hasta el momento y estableció una escala compuesta por cuatro niveles
de corrección de la intensidad. El paso de un nivel a otro implica tanto
un aumento de la información necesaria para llevar a cabo la corrección
como su nivel de complejidad.
De manera resumida, el nivel 0 de esta escala se refiere al proceso
interno de transformación por el cual se pasa del valor de energía
registrada por el sensor a un nivel digital, que posteriormente es escalado
y en casos excepcionales modificado por el proveedor. El resultado de
este proceso son los valores de intensidad que manejamos l@s usuari@s.
El nivel 1 se refiere al proceso de corrección de la intensidad mediante
el cual se busca mitigar o eliminar perturbaciones causadas por uno o
varios de los factores mencionados anteriormente (García et al., 2010,
Habib et al., 2011, Mesas-Carrascosa et al., 2012, Ding et al., 2013).
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La normalización de la intensidad se corresponde con el nivel 2 de esta
escala. Este proceso consiste en normalizar la imagen de intensidad por
medio de técnicas de ajuste del contraste, como los realces radiométricos,
orientados a mejorar la apariencia visual principalmente en zonas de
solape entre pasadas adyacentes (Yan y Shaker, 2014). También se
podrían incluir aquí aquellos realces que consideran los valores de los
vecinos para realizar los ajustes, caso de los filtros de paso bajo (Song
et al., 2002, Buján et al., 2013b).
X Y Z I nR αs R P αi I’  
NUBE DE 
PUNTOS LIDAR 
Cálculo del rango para 
cada punto (R) 
H - Z 
X Y Z I nR αs 
nº de retorno 
ángulo escaneo 
altura vuelo 
X Y Z I nR αs R 
nR = 1 
X Y Z I nR αs R P 
nR ≠ 1 
Z max 




Resolución = 1m 
Cálculo de la pendiente (P) mediante el método 
propuesto por Horn (1981) 
Celdas sin datos 
X Y Z I nR αs R P αi 
Cálculo del ángulo de incidencia (αi) mediante 
el método propuesto por Yan (2012) 
Modelo teórico para la corrección de la 
Intensidad 
Si αi ≤ 30º → α = αi 
Si αi > 30º → α = αs 
Rref = 2200 m     
Figura 3.4: Esquema de proceso para
corregir la intensidad por R y αi.
El resultado de los niveles 1 y 2
es "reflectancia relativa" o "pseudo-
reflectancia" y se considera que estos
niveles son suficientes para llevar a
cabo procesos automáticos de clasifi-
cación de coberturas, como el que en
este estudio se plantea. Sin embargo,
si el objetivo es combinar o com-
parar datos procedentes de diferentes
sistemas y condiciones de vuelo, es
necesario realizar una calibración ra-
diométrica (nivel 3). Este pro-
ceso permite obtener valores "reales"
de reflectancia. Para calcular las
constantes de calibración del sensor
se emplean dianas cuya reflectancia es
conocida (Kaasalainen et al., 2009).
Debido a que los datos LiDAR
en la zona de estudio provienen de
dos pasadas de vuelo, y a que dicha
zona es extensa y el terreno muestra
una alta variabilidad en cuanto a
pendientes y altitudes, los valores de
intensidad se van a corregir en dos pasos. En primer lugar, se va a
llevar a cabo una corrección de la intensidad de nivel 1, según la escala
propuesta por Kashani et al. (2015), mediante la aplicación del modelo
teórico empleado previamente por Coren y Sterzai (2006) y Habib et al.
(2011) (Ecuación 3.1) (Figura 3.4). Mencionar que la elección de este
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tipo de corrección y modelo se encuentra totalmente condicionada por
la falta de información referente a las condiciones atmosféricas durante
la toma de datos.






Mediante este modelo teórico, los valores originales de intensidad
(I ), representación de la energía registrada por el sensor transformada
linealmente a valores de 8 bits (0 - 255), son corregidos por el rango
(R, distancia en metros entre la localización del sensor y el objetivo)
y el ángulo de incidencia (αi, ángulo en radianes entre la dirección
del vector normal de la superficie de impacto y la dirección del pulso
láser suponiendo una reflectancia Lambertiana). A fin de eliminar la
dependencia de los valores de intensidad con respecto a la altura de
vuelo, se realiza una normalización de los valores corregidos empleando
un rango de referencia definido por el usuario (Rref - m) (García et al.,
2010). Así, los valores corregidos de la intensidad (I′) serán equivalentes
a los que se hubieran obtenido si para cada punto el rango fuese igual a
Rref y el ángulo de incidencia igual a 0 (Kashani et al., 2015).
En este estudio, únicamente se dispone de la altura media de vuelo
(H=1900 m en Tabla 3.8) y no la altura de vuelo para cada punto. Por
tanto, el valor de R para cada punto se aproximó como la diferencia
entre la altitud media de vuelo (H ) y la elevación de cada punto. Si
bien no se trata de la situación óptima, se considera que tener en
cuenta el rango es fundamental debido a que dicho factor es crítico para
la corrección de los valores de intensidad ya que la atenuación de la
energía del láser es directamente proporcional a la distancia recorrida
por el has de luz (Habib et al., 2011). Adicionalmente, el ángulo de
incidencia se calculó siguiendo los pasos propuestos por Yan (2012).
Para ello, fue necesario asignarle a cada punto el valor de pendiente
de la superficie de impacto. Para la obtención de dichos valores de
pendiente, fue necesario crear dos Modelos Digitales de Superficie. El
primero de ellos se obtuvo rasterizando la nube de puntos LiDAR de
forma que a cada celda cuadrada de 1 m de tamaño se le asignó el valor
de elevación máxima de los puntos de primer retorno incluidos en cada
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celda (MDSPR). El segundo modelo se obtuvo rasterizando la nube de
puntos LiDAR, de forma que a cada celda cuadrada de tamaño 1 m se
le asigna el valor de elevación mínimo obtenida a partir de los puntos
que no son de primer retorno. En aquellas celdas donde únicamente hay
puntos de primer retorno, se les asignó el valor mínimo de elevación a
partir de dichos puntos (MDSUR).
Si bien una densidad media ponderada de 8.7 ptos/m2 permitiría fijar
una mayor resolución para la creación de los MDS, la realidad es que por
un lado se están empleado los puntos de primer retorno y por otro el resto
de puntos, lo que provoca que la densidad de puntos de estos dos grupos
de datos se encuentre alejada del valor de 8.7 ptos/m2. Adicionalmente,
las zonas que no presentan solape entre pasadas presentan una menor
densidad de puntos y la resolución de 1 m es la que resulta más adecuada.
Con esta resolución, el 2.5% del área de estudio no contiene datos
mientras que si la resolución se aumenta hasta los 50 cm la superficie
sin datos sería considerablemente mayor ('30%).
Una vez obtenidos los MDS, se obtuvieron los ráster de pendiente
empleando la función terrain (paquete raster - v.2.4-20) (ϕp). Esta
función emplea el método propuesto por Horn (1981) para calcular la
pendiente de una celda a partir de los valores de elevación de las 8 celdas
vecinas. Como resultado se obtiene el ráster de pendiente ϕp−PR a partir
del MDSPR y el ϕp−UR del MDSUR. A partir de ϕp−PR, se le asigna a
cada punto de primer retorno un valor de pendiente (P), mientras que
en el caso del resto de puntos dicho valor se extrae a partir de ϕp−UR.
Aquellos puntos localizados en celdas donde los ϕp no tienen asignado
ningún valor, se les asigna como valor de pendiente el valor medio de
los puntos situados en un radio de 3 m. De esta forma, únicamente al
0.5% de los puntos no se les asignó un valor de pendiente y dichos puntos
fueron descartados. Finalmente, los valores de pendiente de la superficie
de impacto, junto con el ángulo de escaneo y la elevación de cada punto
son los datos necesarios para calcular el ángulo de incidencia (αi) según
la metodología propuesta por Yan (2012). A partir de la Ecuación 3.1 se
corrige la intensidad en función del rango (R) y del ángulo de incidencia
(αi). Citar con respecto a este último parámetro, y tal como demostró
Yan (2012) en su estudio, el empleo de elevados ángulos de incidencia
pueden resultar en una excesiva corrección de los valores de intensidad,
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fundamentalmente en zonas arboladas o en bordes de edificaciones. Para
mitigar este problema, dicho autor empleó la pendiente de la superficie
de impacto para controlar la excesiva corrección de la intensidad. En
este caso, cuando P ≥ 30° se empleará el ángulo de escaneo (αs) en lugar
del ángulo de incidencia (αi) en la Ecuación 3.1. Los valores originales de
intensidad no se pierden en este proceso puesto que los valores corregidos
son almacenados como un atributo más de cada punto.
Debido a la persistencia de ruido en la imagen de intensidad se ha
optado por aplicar un filtro de paso bajo. Esta alternativa fue usada en
trabajos previos (Song et al., 2002, Buján et al., 2013b) ante la falta de
los parámetros atmosféricos necesarios para llevar a cabo una corrección
más rigurosa. En estos trabajos, el filtro de paso bajo (filtro de media)
se aplicó a la imagen de intensidad original (Song et al., 2002) o a la
corregida por el rango (Buján et al., 2013b). Los filtros de paso bajo
tradicionales que se aplican sobre imágenes operan definiendo en primer
lugar una matriz de filtrado de nxn píxeles. En el caso de un filtro
de media, cada elemento de la matriz tiene peso 1. Dicha matriz se
desplaza a lo largo y ancho de la imagen, de forma que al píxel central
se el asigna un nuevo valor obtenido a partir del valor medio de los nxn
píxeles vecinos incluidos en la matriz de filtrado. Este proceso da como
resultado una imagen con apariencia suavizada. Sin embargo, en este
estudio el filtro de paso bajo se desea aplicar a nivel punto y no a la
imagen de intensidad corregida por el rango y el ángulo de incidencia.
Este punto se corresponde con el segundo paso de la corrección de la
intensidad.
Para la aplicación del filtro de paso bajo a nivel punto, en primer
lugar fue necesario definir el equivalente a la matriz de filtrado que se
emplea sobre imágenes. En este caso, la forma del área de filtrado será
circular centrada en el punto al que se le aplicará el filtro de paso bajo.
Para establecer la magnitud del radio (r) se calcula la distancia entre
puntos adyacentes (PS - point spacing). Asumiendo que los puntos
se encuentran regularmente distribuidos, PS=
√
1/D, donde D es la
densidad de puntos de la nube LiDAR. En este caso D=8.74 (densidad
media ponderada). Así, r=2.5·PS metros y teóricamente en la zona de
influencia de cada punto existirán 20 puntos, lo que asegura disponer
de puntos suficientes para el cálculo del nuevo valor de intensidad (I′′).
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Finalmente, al punto central se le asigna como valor de intensidad el
percentil del 68.3% de los valores de intensidad de los puntos (I′) que
se encuentran en su área de influencia (Q68.3I'). Se optó por este
estadístico en lugar de la media debido a que es menos sensible a la
presencia de valores extremos (Höhle y Höhle, 2009), efecto que se desea
mitigar a partir de la aplicación de este filtro. A este cálculo se añade
un último condicionante. En caso de que el punto central sea de primer
retorno, Q68.3I' se calculará a partir de los puntos de primer retorno
incluidos en la zona de influencia. En caso contrario, para su cálculo se
emplearán los valores de intensidad de los puntos que no son de primer
retorno. En el caso excepcional de que el punto central no sea de primer
retorno pero en el área de influencia sólo existan primeros retornos, el
valor de intensidad final será el mismo que el obtenido tras la corrección
del rango y el ángulo de incidencia (I′=I′′). Con estas restricciones
se pretende mitigar el efecto de valores de intensidad mixta en zonas
que presentan varios retornos (Buján et al., 2013b). Por último, se
normalizan los valores de intensidad a un rango entre 0 y 255 a partir
del método min-max scaling (Han, 2012).
Finalmente aclarar que se han vertido tantos esfuerzos en mejorar la
información de intensidad y su representación gráfica pues se considera,
y así lo respaldan varios de los trabajos consultados (Song et al., 2002,
Charaniya et al., 2004, Brennan y Webster, 2006, Im et al., 2008b,
Niemeyer et al., 2014), que dicha información puede resultar clave para
diferenciar coberturas como suelo desnudo, áreas pavimentadas y zonas
con vegetación baja. Por este mismo motivo, se ha optado por aplicar
el filtro de paso bajo a nivel punto, con el fin último de minimizar
la pérdida de información en aquellas áreas que presentan más de un
retorno, especialmente en zonas con vegetación donde se espera que la
intensidad de los puntos que se corresponden con el terreno presenten
valores más bajos que los que representan la vegetación.
3.2.4 Reducción de la densidad de puntos
En este estudio, además de comparar los resultados de diferentes
métodos de clasificación de coberturas también se pretende analizar la
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robustez de cada uno de ellos ante variaciones de la densidad de puntos
LiDAR. Para llevar a cabo dicho análisis es necesario disponer de nubes
de puntos con diferentes densidades. En este sentido, son anecdóticos
los casos en los que se dispone de dichos datos procedentes de diferentes
vuelos, debido fundamentalmente a la desfavorable relación coste-
beneficio. Como alternativa, la comunidad científica ha desarrollado
métodos para la reducción automática y artificial de nubes originales
de puntos. En el capítulo anterior se realizó una revisión sobre dichos
métodos, se planteó uno nuevo (PpC - Proportional per Cell) y se
llevó a cabo un análisis de su funcionamiento en comparación con
otro métodos de reducción. El resultado fue que si bien el empleo
de uno u otro método parece no tener efecto sobre la precisión final
de los MDT (evaluación externa), las nubes de puntos reducidas sí
presentan diferencias dependiendo del método que se use (evaluación
interna). Estas diferencias se dan principalmente cuando se compara la
distribución original de los puntos con la de las nubes reducidas. En
dicha evaluación, el método PpC fue el que mejores resultados obtuvo.
En base a dichos resultados, en este estudio se empleará el método
Proportional per Cell para reducir la densidad de puntos de la nube
original. En la Figura 3.5 se incluye el esquema de su funcionamiento,
mientras que los detalles de su forma de operar se pueden consultar
en la sección 2.2.2 del Capítulo 2. De esta forma, la nube original de
puntos LiDAR, cuya densidad es de 8.7 puntos/m2, ha sido reducida
hasta alcanzar nubes de puntos con 4, 2 y 1 puntos/m2.
1) Variables de entrada 
input 
DD = densidad reducida 




Nº puntos para seleccionar 
en cada celda 
nT=4 
𝐷𝐷�    = densidad original 
Selección de n puntos en la celda ij (n = nLRij + nFRij) 
Porcentaje de selección 
𝑅𝑅 = 𝐷𝐷𝐷𝐷 𝐷𝐷⁄  
Tamaño de celda 
𝑐𝑐 = �𝑛𝑛𝑇𝑇 𝐷𝐷𝐷𝐷⁄  
Nube de puntos  
reducida 2) Cálculo de parámetros 3) Selección de puntos 
Nº de puntos a 
seleccionar en la celda ij 
𝑛𝑛 = 𝑅𝑅 ∙ 𝑛𝑛𝑖𝑖𝑖𝑖  𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 = 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 𝑛𝑛𝑖𝑖𝑖𝑖⁄  
% de FR en la celda ij 
𝑛𝑛𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 ∙ 𝑛𝑛 
Nº de puntos de primer y último 
retorno a seleccionar en la celda ij 
𝑛𝑛𝐿𝐿𝑅𝑅𝑖𝑖𝑖𝑖 = 𝑛𝑛 −  𝑛𝑛𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖  
donde:  
nij  = Nº de puntos en la celda ij 
FRij = Nº de puntos de primer retorno en la celda ij 
LRij = Nº de puntos de último retorno en la celda ij 
Figura 3.5: Esquema de funcionamiento del método de reducción PpC.
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3.2.5 Obtención del Modelo Digital del Terreno
El filtrado de los puntos LiDAR para obtener los puntos terreno se hizo
mediante el algoritmo DTMofLabTe. Se trata de un filtro híbrido
que combina los principios de los filtros de densificación con un proceso
de depurado. Como ya se mencionó en Capítulo 1, las principales
diferencias que presenta con los filtros desarrollados hasta el momento
son: 1) está formado por un conjunto de funciones implementadas en
el software R que operan secuencialmente (el output de la primera es el
input de la segunda ...) pero con capacidad para funcionar de manera
independiente, lo que haría posible su integración a nivel individual como
complemento de otros algoritmos de filtrado; 2) se define y emplea la
variable penetrabilidad, que junto con las variables elevación y pendiente
se usarán en diferentes puntos del proceso de filtrado; 3) como paso
previo a la selección de los puntos semilla, se incluye un proceso de
depurado de la nube de puntos original orientado a la eliminación de los
puntos que pertenecen a edificaciones permitiendo disminuir el tamaño
de ventana en la selección de los puntos semilla a la vez que se disminuyen
los errores de comisión en dicha selección; 4) los puntos semilla se
seleccionan mediante un novedoso método que emplea una ventana móvil
con solape longitudinal entre ventanas y transversal entre "pasadas".
Como primer paso fue necesario fijar el valor de los diferentes
parámetros. Los valores de los parámetros fijos se establecieron en
base a la experiencia práctica de la autora, donde np=10; LO=FO=0.8;
CR=1.5*PS; y I=3. Por otro lado, los valores de los parámetros variables
se ajustaron en dos fases, tal y como se describe en el apartado 1.3.1
del Capítulo 1. La combinación de parámetros seleccionada fue aquella
que minimizaba los errores (Q95%) considerando las nubes de puntos
con diferentes densidades (combinación de parámetros única). De esta
forma, los valores de los parámetros variables para todas las nubes de
puntos fueron: C=18, CS=6 y δh=0.4. La resolución de los MDT finales
se estableció como 1.5 * point spacing (la justificación de esta decisión
se incluye en el apartado 3.2.6).
Una vez creados los MDT para cada una de las densidades de
puntos se evaluó su precisión. El método más extendido para evaluar
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la precisión altimétrica de un MDT consiste en comparar los valores de
elevación de un conjunto de puntos de control, verdad terreno (PCR), con
la elevación del MDT en dichos puntos. Estos puntos deben ser como
mínimo tres veces más precisos que los datos empleados para generar
los modelos a validar (Höhle y Höhle, 2009). En este caso, la precisión
vertical de los datos LiDAR es de aproximadamente 10 cm (Tabla 3.8),
lo que implica que los puntos de control deben tener una precisión
de '3 cm, condición que cumplen los puntos de control descritos en
el apartado 3.2.2. A continuación, la diferencia de elevación entre
los PCR y el MDT se emplea para calcular valores estadísticos que
representarán la precisión altimétrica de los modelos. En este caso se
usan los estadísticos propuestos por Höhle y Höhle (2009), el cuantil del
68.3% y el del 95%. Los resultados de la validación en función de la
densidad de puntos se incluyen en la Tabla 3.2. Adicionalmente, en la
Figura 3.6 se representan dichos estadísticos en función de la cobertura.
Tabla 3.2: Precisión de los MDT en función de la densidad de puntos.
Densidad de puntos (ptos/m2)
8 4 2 1
Q68.3% (m) 0.65 0.64 0.67 0.67
Q95% (m) 1.02 1.02 1.07 1.10
Los resultados de la validación altimétrica de los MDT muestran que
la precisión de los modelos varía entre los 64 cm y 67 cm considerando
el estadístico Q68.3% y entre 1.02 m y 1.10 m en relación al Q95%.
La primera observación sobre estos resultados es la escasa variación
de la precisión en relación a la densidad de puntos (considerando la
densidad de puntos máxima y mínima, 2 cm en relación al Q68.3% y
8 cm en relación al Q95% - Tabla 3.2). Para profundizar más en las
circunstancias que originan estas diferencias mínimas, se analizan las
precisiones en función de las coberturas.
En la Figura 3.6 también se observa como no existen diferencias
de precisión evidentes entre coberturas al disminuir la densidad de
puntos. Esta circunstancia puede tener varias explicaciones posibles.
En primer lugar, la fortaleza del algoritmo DTMofLabTe reside en
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obtener buenos resultados en zonas con presencia de edificaciones gracias
a la efectividad del proceso de depurado. La precisión (Q68.3%) que se
obtiene en estas zonas es de '20 cm. Así, se repiten los resultados
obtenidos en el Capítulo 2, donde las zonas próximas a edificaciones
presentan las mejores precisiones. Si se tiene en cuenta que en el área
de estudio las construcciones se localizan en zonas donde la orografía no
es compleja, que la precisión de los datos LiDAR es '10 cm y el error
debido al método de interpolación, poco se podría mejorar la precisión
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Cobertura Arbolado Edificación V. mixta Matorral Vía/Pista
Figura 3.6: Precisión de los MDT en función
de la densidad y la cobertura. Las líneas
discontinuas representan el cuantil del 68.3%
y las continuas el cuantil del 95%.
Por otro lado, la mayor
cantidad de puntos de con-
trol se encuentran en zonas
de vegetación mixta donde la
pendiente del terreno es ele-
vada. Estas zonas se caracter-
izan por vegetación muy densa
que dificulta que el rayo láser
llegue al terreno. Debido a
esta situación, por más que la
densidad de puntos aumente
no se espera un aumento con-
siderable del número de pun-
tos terreno en estas zonas, y es
más, existe la posibilidad de que un aumento de la densidad de puntos
en estas zonas repercuta negativamente en la representación del terreno
pues la cantidad de puntos que sí podría aumentar son los que impactan
en la vegetación baja o arbustiva. Las zonas de matorral y arbolado
llegan a mejorar '30 cm su precisión si se comparan los MDT obtenidos
a partir de las nubes con mayor y menor densidad. Sin embargo, la
cantidad de PCR en estas zonas solo representa el 15% de los puntos
de control disponibles lo que reduce su peso en el cálculo de la pre-
cisión general de los modelos. Finalmente, si bien la pendiente es uno
de los factores que más influye en la precisión de los modelos, no se
analizó el efecto de este factor debido a que algunas clases de cobertura
no presentaban datos en todos los niveles de pendiente tal y como se
constata en la Figura 3.3b (tomando como referencia los niveles fijados
en el Capítulo 2).
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3.2.6 Variables LiDAR y especificaciones de cálculo
El objetivo de este estudio es desarrollar un proceso automático de
clasificación que permita identificar 8 tipos de cobertura del suelo
(su descripción se incluye en el apartado 3.2.7) tomando los datos
LiDAR como única fuente de información. Las características de estas
coberturas hacen necesario considerar variables que van más allá de las
tradicionalmente empleadas. Dichas variables se calculan en base a tres
unidades de análisis: punto, cilindro y vóxel. En el caso de que la
unidad de análisis sea el punto, el cálculo de la variable se realizará sin
tener en cuenta la relación del punto que está siendo analizado con los
puntos vecinos. En el caso del cilindro, éste tiene un radio fijo (r)3, se
encuentra centrado en el punto de análisis (Pi) y todos o un conjunto de
los puntos contenidos en su interior (υP ) son empleados para el cálculo
de la variable cuyo valor será asignado al punto central. Finalmente,
caso de que la unidad de análisis sea un vóxel, la cara inferior de dicho
vóxel coincidirá tanto en tamaño como en localización con las celdas
de los ráster empleados en este proceso. Así, el valor de la variable,
el cual se le asignará al píxel correspondiente, se obtendrá teniendo en
cuenta la distribución de todos o un conjunto de puntos contenidos en
su interior (υP ). Para trasladar estos valores a los objetos (resultado de
la segmentación) se hará por medio del cuantil del 68.3% a partir de los
píxeles contenidos en cada objeto.
De esta forma, durante el proceso de cálculo los valores de las
variables pueden ser asignados a un punto o a un píxel (elementos de
asignación) (Figura 3.7). En este último caso, el formato final de las
variables será un ráster. La resolución de este ráster, y por tanto el
tamaño de la base del vóxel, se fija dependiendo de la variable. Se
diferencian dos casos. Por un lado, si la variable representa el valor
máximo, mínimo o los cuantiles del 68.3% o 95% de un conjunto de
puntos, el tamaño del píxel se establece en base a la recomendación
3La magnitud del radio del cilindro se calcula en base a la densidad original de
la nube de puntos(D) y al número de puntos deseado en el cilindro (N ), así como
también se considera la ecuación del área del círculo. Por tanto, r=
√
N
π ·D . Tras
realizar varias pruebas, N=15.
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de resolución=point spacing realizada por Salleh et al. (2015). Sin
embargo, fue necesario aplicar un coeficiente a esta relación debido a
que la densidad de puntos no es homogénea en toda la zona. Esta
circunstancia ocasiona la existencia de píxeles sin datos en zonas donde
la densidad de puntos es muy inferior a la densidad media ponderada que
se toma como referencia para calcular el point spacing. Así, la resolución
de los ráster en estos casos es resolución = r1 = 1.5 * point spacing. Por
otro lado, si la variable es el resultado de un ratio o de un conjunto de
puntos, según Salleh et al. (2015) la resolución en estos casos debe ser
como mínimo 4 veces la media del point spacing (resolución = r2 = 4 *
point spacing).
ELEMENTO DE ASIGNACIÓN 
MDT 
Punto Píxel 
... sin considerar la relación con los 
vecinos 
... central considerarando la relación 
que tiene con todos o un conjunto de 
puntos incluidos en el cilindro 
... considerarando la distribución de 
todos o un conjunto de puntos 










Punto Vóxel Cilindro 
Min        Max      
Q68.3%         Q95% 
Asignación de 
un atributo a ... 
Figura 3.7: Unidades de análisis para el cálculo de variables y elementos de asignación.
Por medio del proceso anterior y teniendo en cuenta que el
vector inicial de atributos es
∫
υ=[X, Y, Z, I′′, nR, ZMDT ], se
calcularán 72 variables. Dichas variables pueden agruparse en 5
categorías: elevación/altura, intensidad, retornos, rugosidad y textura.
A continuación se describe cada una de ellas.
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3.2.6.1 En base a la elevación/altura
La elevación de los datos LiDAR es el atributo más usado para la
obtención de variables y el de mayor utilidad en los procesos de
clasificación. A partir de este atributo se calculan las siguientes variables
(un resumen de estas variables se incluye en la Tabla 3.3):






4z z, zMDT P P — Kim y Sohn (2013), Guo et al.
(2015), Li et al. (2016)
nMSPR 4z, nR V Pi r1 Im et al. (2008b),
Höfle et al. (2012),
Teo y Huang (2016)
nMSUR 4z,nR V Pi r1
nMVm 4z V Pi r1
Rgz z C P−→Pi r1 Guo et al. (2011), Li et al.
(2017)
RDB1−8,RD 4z V Pi r2 Hecht et al. (2008), García et al.
(2011), Alonso-Benito et al.
(2016)
QX−4z 4z V Pi r2 Kramer et al. (2016), Su et al.
(2016), Ruiz et al. (2018)
CA z V Pi r2 Antonarakis et al. (2008)
CC z V Pi r2 Antonarakis et al. (2008)
Atributos: z-elevación, I''-intensidad corregida, nR-número de retorno, 4z-altura; escala
de cálculo: P-punto, C-cilindro, V-vóxel; elemento de asignación: P-punto, Pi-píxel;
resolución: r1=1.5*PointSpacing y r2=4*PointSpacing.
0 Altura con referencia al terreno (4z). Esta variable
representa la altura de cada punto (Pi=xi, yi, zi) con respecto al terreno.
Se obtiene como resultado de restarle a la elevación de cada punto (zi)
el valor del terreno en dicho punto (zMDT ) (en el apartado 3.2.5 se
describe el método empleado para la obtención del MDT). Esta es la
única variable que se calcula a nivel punto sin necesidad de recurrir
a los vecinos. Así, el valor de altura se asigna a cada punto. En la
mayoría de estudios de clasificación que utilizan datos LiDAR como
datos de entrada, esta variable es calculada pues se considera de gran
utilidad para diferenciar edificaciones y/o zonas arboladas de vías de
comunicación o zonas dedicadas a cultivos (Kim y Sohn, 2013, Niemeyer
et al., 2014, Li et al., 2016).
1-3 Modelo Digital de Superficie normalizado a partir
del primer (nMSPR) y último retorno (nMSUR); y Modelo
de Vegetación media normalizado (nMV m). Estas variables
representan el valor máximo de altura (4z) de los puntos de primer
207
Capítulo 3. Las coberturas del suelo
retorno (nMSPR) y mínimo de la altura de los puntos que no son
primer retorno (nMSUR) incluidos en un vóxel, así como los valores
máximos de altura considerando únicamente aquellos puntos con altura
inferior a 4 m (nMV m). Los valores obtenidos son asignados a los píxeles
correspondientes. En el caso de las variables nMSPR y nMV m se corrigen
los píxeles sin datos (valor na) aplicando un filtro de mediana con un
tamaño de ventana de 3x3 (celdas), de forma que únicamente se verán
afectados dichos píxeles. Para la variable nMSUR, a los píxeles sin
datos, en primer lugar se les asigna el valor mínimo de altura de los
puntos de primer retorno y en segundo lugar, se aplica un filtro de
mediana como en el caso anterior para asignarle un valor de altura a
aquellos píxeles con valor na. La variable nMSPR se empleó en múltiples
estudios para diferenciar las cobertura vinculadas con el terreno de
aquellas relacionadas con los objetos (Buján et al., 2012, Zhou, 2013,
Teo y Huang, 2016). La Figura 3.8 incluye ejemplos de estas variables
en formato ráster.
4 Rango de elevación (Rgz). Esta variable hace referencia a
la diferencia de elevación entre el punto LiDAR objeto de análisis
(Pi=xi, yi, zi) y el punto con menor elevación en una vecindad definida
por un cilindro centrado en Pi (zmin ∈ υp). El valor resultante se
le asigna al punto central del cilindro. Una vez realizado este cálculo
para todos los puntos, el valor de esta variable es trasladada al píxel
correspondiente calculando el cuantil del 68.3% de la variable Rgz. En los
contornos de las construcciones se dan elevadas diferencias de elevación
debido a la ocurrencia de retornos múltiples, circunstancia que puede
ocasionar errores durante la fase de asignación de la clasificación. Para
mitigar este efecto, Huang et al. (2008) aplicó una operación morfológica
de apertura. En este estudio, también se adoptó está solución y se aplicó
una operación de apertura al ráster que contiene los valores del rango de
elevación. Según Chehata et al. (2009) y Guo et al. (2011) esta variable
puede resultar de utilidad para diferenciar las coberturas vinculadas
al terreno, como los prados o vías de comunicación, de aquéllas que
representan objetos, evitando así la creación de un MDT. La Figura 3.8
incluye un ejemplo de esta variable en formato ráster.
5-13 Intervalos de densidad (Relative Density Bins - RDB1
(4z≤1m), RDB2 4z∈(1-2m], RDB3 4z∈(2-3m], RDB4 4z∈(3-4m],
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Figura 3.8: Ejemplos de las variables en base a la elevación/altura: Ortoimagen,
nMSFR, nMSUR, nMVm y Rgz, respectivamente. (Imágenes creadas a partir de la
nube de puntos LiDAR sin reducir.)
RDB5 4z∈(4-6m], RDB6 4z∈(6-8m], RDB7 4z∈(8-12m], RDB8
4z>12m y la densidad relativa (RD)). Este grupo de variables
representa por intervalos de altura la densidad de puntos no-terreno
incluidos en un vóxel. Para su cálculo, en primer lugar se consideraron
como puntos no-terreno aquellos cuya altura es mayor de 70 cm. A
continuación se definieron 8 intervalos de altura: cuatro rangos de 1 m
(entre 0 y 4 m - RDB1 a RDB4)4, dos rangos de 2 m (entre 4 y 8 m - RDB5
a RDB6), un rango de 4 m (entre 8 y 12 m - RDB7) y un último rango con
los puntos con altura mayor de 12 m (RDB8). Así, la densidad relativa
para cada rango se calculó como el cociente entre el número de puntos
no-terreno en cada intervalo y el número total de puntos no-terreno
4En el caso de la variable RDB1 se consideran aquellos puntos con una altura entre
0.7 m y 1 m.
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incluidos en el vóxel. Este tipo de variables se emplearon para identificar
tipos de combustible forestal según la clasificación Prometheus ya que
proporcionan información sobre la estructura vertical de la vegetación
(García et al., 2011, Alonso-Benito et al., 2016). Finalmente, la densidad
relativa acumulada (RD) se calculó como el cociente entre el número de
puntos no-terreno y el número total de puntos incluidos en el vóxel. Esta
última variable fue empleada por Hecht et al. (2008) para diferenciar
vegetación arbustiva, coníferas y caducifolias. La Figura 3.9 incluye
ejemplos de estas variables en formato ráster.
14-20 Cuantiles de altura (Q1−4z,Q5−4z,Q10−4z, Q25−4z,
Q50−4z, Q75−4z y Q90−4z). Estas variables representan la altura
máxima del X% de los puntos incluidos en un vóxel y suelen emplearse
en análisis de regresión para predecir la estructura de la vegetación
(González-Ferreiro et al., 2017). Para el cálculo de dichas variables
generalmente se fija un límite inferior (MHT - minimum height
threshold), de forma que en cada vóxel se considerarán solo aquellos
puntos cuya altura sea superior a MHT. En este caso MHT = 0.7 m.
Los valores obtenidos son asignados a los píxeles correspondientes. La
Figura 3.10 incluye ejemplos de estas variables en formato ráster.
21-22 Coeficiente de asimetría (CA) y curtosis (CC). El
coeficiente de asimetría (CA) permite comprobar si los valores de
elevación de los puntos se distribuyen uniformemente alrededor de
la media de la elevación de dichos puntos. La asimetría presenta
tres estados: asimetría positiva (CA>0−→A+) cuando la mayoría
de los puntos presentan una elevación superior a la media; asimetría
negativa (CA<0−→A-) cuando la mayoría de los valores de elevación se
encuentran por debajo de la media; y simétrica (CA≈0−→S) cuando
los valores de elevación se distribuyen en la misma proporción a
ambos lados de la media (Ecuación 3.2). El coeficiente de curtosis
(CC) determina el grado de concentración que presentan los valores
de elevación en la región central de la distribución, es decir, cuán
escarpada o achatada es una distribución. Es posible distinguir entre
una gran concentración de valores de elevación alrededor de la media
(CC>0−→C+); una concentración normal (CC≈0−→Cn); o una baja
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Figura 3.9: Ejemplos de las variables en base a la elevación/altura: Intervalos de
densidad. (Imágenes creadas a partir de la nube de puntos LiDAR sin reducir.)
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Figura 3.10: Ejemplos de las variables en base a la elevación/altura: Cuantiles de








Estas medidas de forma proporcionan un resumen de la estructura
de la vegetación en base a la distribución vertical de los puntos, motivo
por el que fueron empleadas por Donoghue et al. (2007), Jensen et al.
(2008), García et al. (2010). Concretamente, Donoghue et al. (2007)
hipotetizó sobre que el coeficiente de asimetría podría ser de gran
utilidad para diferenciar especies forestales debido a que los retornos
láser pueden verse afectados por la forma y estructura de la vegetación
y por su grado de densidad. Por otro lado, Antonarakis et al. (2008)
emplearon estas variables para diferenciar masas forestales naturales de
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plantaciones forestales. Tal y como indicaron estos autores, los valores
de elevación de los puntos que pertenecen al terreno pueden introducir
ruido en estas medidas. Para mitigar este efecto, Antonarakis et al.
(2008) no consideraron los puntos terreno a la hora de calcular CA
y CC. Siguiendo esta idea, se analizó el histograma de frecuencias
de los valores de elevación de una zona arbolada sin vegetación
arbustiva (Figura 3.11) y de una zona arbolada con vegetación arbustiva
(Figura 3.12) considerando y sin considerar los mínimos locales en el
cálculo de CA y CC. Dichas operaciones se realizaron a nivel vóxel
y se consideraron mínimos locales en el vóxel aquellos valores < min
(zυp) + 0.7. Si se comparan los valores de asimetría y curtosis de
las Figuras 3.11 y 3.12 considerando todos los puntos, se comprueba
que realidades muy distintas presentan valores de CA y CC similares,
mientras que si no se consideran los mínimos locales, las medidas de
asimetría y curtosis de las zonas arboladas sin vegetación arbustiva
cambian de signo (Figura 3.11) mientras que las zonas con varios estratos















































Figura 3.11: Características de las zonas arboladas sin vegetación arbustiva.
Histogramas de frecuencias de los valores de elevación con y sin puntos terreno y
representación 3D.
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Figura 3.12: Características de las zonas arboladas con vegetación arbustiva.
Histogramas de frecuencias de los valores de elevación con y sin puntos terreno y
representación 3D.
En base al análisis anterior, las medidas de forma CA y
CC se calcularon a nivel vóxel sin tener en cuenta los mínimos
locales. Finalmente, los valores obtenidos son asignados a los píxeles
correspondientes. La Figura 3.13 incluye ejemplos reclasificados de estas
variables en formato ráster (en los procesos de clasificación se tendrán
en cuenta estas variables sin reclasificar). En esta figura, la clase A+
representa los píxeles donde CA es mayor de 0.2; S donde los píxeles
toman valores de CA entre 0.2 y -0.2; y A- donde la asimetría es negativa,
CA<-0.2. De forma análoga, C+ representa las zonas donde el CC>0.2;
Cn donde la curtosis es normal (-0.2≤CC≤0.2); y C- donde la curtosis
es inferior a -0.2.
3.2.6.2 En base a la intensidad
Tal y como se mencionó previamente, el empleo de la intensidad
en procesos de clasificación ha aumentado considerablemente en la
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Figura 3.13: Ejemplos de las variables en base a la elevación/altura: Coeficiente de
asimetría y curtosis. (Imágenes creadas a partir de la nube de puntos LiDAR sin
reducir.)
última década (Yan et al., 2015). Concretamente, estudios previos han
mostrado el potencial de esta información en la identificación de vías
pavimentadas o para diferenciar grandes especies forestales (coníferas
vs. frondosas) (Brennan y Webster, 2006, Matikainen et al., 2017). Así,
a partir de la intensidad corregida (I′′) se han definido las siguientes
variables (un resumen de estas variables se incluye en la Tabla 3.4):






I''PR I'', nR V Pi r1 Antonarakis et al. (2008), Guo
et al. (2015), Teo y Huang
(2016)
I''UR I'', nR V Pi r1 Zhou (2013)
I''Vm I'' V Pi r1 —
I''D I'', nR V Pi r2 Antonarakis et al. (2008)
StdI′′ I'' V Pi r2 Niemeyer et al. (2014),
Matikainen et al. (2017)
CVI′′ I'' V Pi r2 —
QX%−I′′ I'' V Pi r2 Matikainen et al. (2017)
DWCRS I'' V Pi r2 García et al. (2010)
Atributos: z-elevación, I''-intensidad corregida, nR-número de retorno, 4z-altura; escala
de cálculo: P-punto, C-cilindro, V-vóxel; elemento de asignación: P-punto, Pi-píxel;
resolución: r1=1.5*PointSpacing y r2=4*PointSpacing.
23-25 Intensidad corregida empleando los primeros retornos
(I''PR), últimos retornos (I''UR) y puntos con vegetación media
(I''V m). Aunque una serie de autores recomendaron en sus estudios el
empleo conjunto de todos los retornos para crear la imagen de intensidad
(Solberg et al., 2008, Hopkinson y Chasmer, 2009), en este caso dicha
opción ha sido descartada pues se considera, al igual que en otros
estudios previos (Donoghue et al., 2007, Buján et al., 2013b), que el
efecto de píxeles mixtos, fundamentalmente en zonas arboladas, puede
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afectar al proceso de clasificación de coberturas del suelo. En muchos
casos, el problema de los píxeles mixtos se origina por la mezcla de
valores de intensidad de puntos que pertenecen a diferentes coberturas y
comparten la misma localización geográfica (píxel). Así, en este estudio
se diferencia entre la intensidad de los puntos de primer retorno y del
resto, de forma que las variables representan el valor del cuantil del
68.3% de la intensidad corregida de los puntos que son primer retorno
(I''PR) y que no lo son (I''UR) incluidos en un vóxel. Por otro lado, a
partir de la intensidad de los puntos con altura inferior a 4 m se crea la
variable I''V m. Los valores que se obtienen son asignados a los píxeles
correspondientes. Para las variables I''PR y I''V m se corrigen los píxeles
sin datos (valor na) aplicando un filtro de mediana con un tamaño de
ventana de 3x3 (celdas), de forma que únicamente se verán afectados
dichos píxeles. Para la variable I''UR, a los píxeles sin datos, en primer
lugar se les asigna el valor de intensidad de los puntos primer retorno y
en segundo lugar, se aplica un filtro de mediana como en el caso anterior
para asignarle un valor de intensidad a aquellos píxeles con valor na. La
Figura 3.14 incluye ejemplos de estas variables en formato ráster.
26 Diferencia de intensidades entre retornos (I''D). Esta
variable fue empleada por Antonarakis et al. (2008) para diferenciar
zonas con gravilla de áreas sin vegetación y representa la diferencia de
intensidad entre el valor máximo de los puntos de primer retorno y el
mínimo de aquellos que no lo son (I''D). En los casos donde sólo existan
primeros retornos se extraerá el valor mínimo de intensidad a partir de
éstos. Este cálculo se realiza a nivel vóxel y los valores resultantes son
asignados a los píxeles correspondientes. La capacidad de la tecnología
LiDAR para representar no sólo la cobertura superficial sino también las
que se encuentran bajo el arbolado, unido a que diferentes materiales
presentan diferentes valores de intensidad, puede ser de utilidad para
detectar la presencia de vegetación bajo arbolado. La Figura 3.14 incluye
una muestra de esta variable en formato ráster.
27 Desviación estándar de la intensidad (StdI′′). Esta variable
representa la desviación estándar de la intensidad corregida de los
puntos incluidos en un vóxel. Los valores resultantes son asignados
a cada píxel. Los píxeles sin datos (valor na) se corrigen aplicando
un filtro de mediana con un tamaño de ventana de 3x3 (celdas), de
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Figura 3.14: Ejemplos de las variables en base a la intensidad: I''PR, I''UR, I''Vm,
I''D, StdI′′ y CVI′′ . (Imágenes creadas a partir de la nube de puntos LiDAR sin
reducir.)
forma sólo se modificará el valor de los píxeles na. Esta variable
fue calculada por Matikainen et al. (2017), sin embargo tras analizar
el nivel de importancia de cada variable, dicha variable no resultó
ser determinante para la discriminación de las coberturas que dichos
investigadores consideraron en su estudio. La Figura 3.14 incluye una
muestra de esta variable en formato ráster.
28 Coeficiente de variación de la intensidad (CVI′′). El
coeficiente de variación de la intensidad representa la variabilidad de
la intensidad tanto del terreno como de los objetos situados sobre él.
Jutzi y Gross (2010) y Mesas-Carrascosa et al. (2012) emplearon esta
variable para analizar la efectividad de la normalización de la intensidad
y comprobaron como zonas arboladas presentan valores de esta variable
mucho mayores que el resto de coberturas.En este caso, el cálculo de
CVI′′ se realizó a partir de la Ecuación 3.4 y los valores de intensidad de
todos los puntos incluidos en un vóxel. Finalmente, los valores obtenidos
se le asignan a los píxeles correspondientes. La Figura 3.14 incluye una
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29-33 Cuantiles de intensidad (Q10−I′′, Q25−I′′, Q50−I′′, Q75−I′′
y Q90−I′′). Estas variables representan la intensidad máxima del X%
de los puntos incluidos en un vóxel. Para ello se consideraron todos los
retornos y el valor resultante se le asignó a los píxeles correspondientes.
A diferencia de las variables homólogas de altura (14 - 20), en este
caso no se fijó un umbral mínimo de intensidad. Matikainen et al.
(2017) demostró que pueden ser de utilidad para diferenciar entre zonas
asfaltadas, áreas rocosas y vegetación baja. La Figura 3.15 incluye una
muestra de esta variable en formato ráster.
Figura 3.15: Ejemplos de las variables en base a la intensidad: Cuantiles de intensidad.
(Imágenes creadas a partir de la nube de puntos LiDAR sin reducir.)
34 Density Weighted Canopy Reflection Sum (DWCRS).
Esta variable fue propuesta por García et al. (2010) como una medida
218
Área de estudio, material y métodos
de la densidad de la vegetación. Su cálculo se basa en sumar los valores
de intensidad de todos los puntos contenidos en un vóxel y corrigiendo
posteriormente este valor por la densidad de puntos. Esta corrección
se basa en multiplicar el sumatorio de intensidades por el cociente de la
densidad de puntos media del área de estudio y la densidad de puntos en
el vóxel (Ecuación 3.5). El valor resultante de este cálculo se le asigna
a los píxeles correspondientes. La Figura 3.15 incluye una muestra de




I ′′ · D̄
Dυp
(3.5)
3.2.6.3 En base a los retornos
Las variables incluidas en esta categoría (resumen de variables en la
Tabla 3.5) surgen del empleo del atributo nR (número de retorno)
de los datos LiDAR. Dicho atributo hace referencia a una de las
características de los sensores LiDAR, la capacidad de registrar varios
puntos, denominados retornos, a partir de un único pulso láser. En
función del número y orden en que son registrados dichos puntos por el
sensor, se habla de únicos (PSR), primeros (PPR), intermedios (PiR)
y últimos retornos (PUR). Así, aquellas superficies permeables, por
ejemplo la vegetación, presentará pulsos con más de un retorno mientras
que las superficies opacas como las cubiertas de las edificaciones o
el suelo desnudo, presentarán un único retorno. Así, la mayoría de
los primeros e intermedios retornos serán característicos de zonas con
vegetación, mientras que la mayoría de retornos únicos se encontrarán
en las cubiertas de las edificaciones. Finalmente, el suelo desnudo será
representado tanto por únicos como por últimos retornos (Kim, 2015).
En este estudio, la cantidad total de puntos incluidos en un vóxel se
denomina NυP , y la cantidad de únicos, primeros, intermedios y últimos
retornos viene dado por NSR, NPR, NiR y NUR, respectivamente. Las
variables que serán calculadas teniendo en cuenta esta información son
las siguientes:
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MSD z, nR V Pi r1 Chehata et al. (2009), Guan
et al. (2013), Guo et al. (2015),
Matikainen et al. (2017)
nD4z 4z, nR V Pi r2 Arefi et al. (2003), Huang et al.
(2008), Guan et al. (2013)
PNT 4z, nR V Pi r2 Kim y Sohn (2013), Li et al.
(2016, 2017)
RR nR V Pi r2 Höfle et al. (2012), Teo y Huang
(2016)
RT 4z, nR V Pi r2 Guo et al. (2015), Kim
(2015)RV 4z, nR V Pi r2RE 4z, nR V Pi r2
Atributos: z-elevación, I''-intensidad corregida, nR-número de retorno, 4z-altura; escala
de cálculo: P-punto, C-cilindro, V-vóxel; elemento de asignación: P-punto, Pi-píxel;
resolución: r1=1.5*PointSpacing y r2=4*PointSpacing.
35 Diferencia de elevación entre retornos (MSD). Esta
variable representa la diferencia de elevación máxima de los puntos
de primer y/o único retorno y la elevación mínima de los puntos
intermedios, últimos y/o únicos retornos incluidos en un vóxel. Los
valores que se obtienen son asignados a los píxeles correspondientes. El
cálculo de esta variable se materializa restando al MSPR el MSUR. Para
el cálculo de estos modelos se siguen los mismos pasos que para el cálculo
de las variables nMSPR (1) y nMSUR (2), pero en lugar de emplear el
atributo altura se utiliza la elevación. Esta variable representa el estado
de penetrabilidad de una superficie, de forma que se espera que tome
valor 0 en superficies opacas mientras que en zonas de vegetación su
valor debería ser 6= 0. En base a este razonamiento, se tienen en cuenta
los únicos retornos tanto en el minuendo como en el sustraendo pues
de no ser así, aquellas celdas que solo presentan este tipo de puntos
tendrían una diferencia de elevación > 0 en superficies opacas (en caso
de que la ausencia de intermedios y últimos retornos se interpretase
como valor 0), contradiciendo el supuesto anterior. Este mismo proceder
se observó en el estudio realizado por Li et al. (2016). Se espera que
esta información sea de utilidad para diferenciar zonas edificadas de
superficies con vegetación (Brennan y Webster, 2006, Chehata et al.,
2009, Li et al., 2016). La Figura 3.16 incluye una muestra de esta variable
en formato ráster.
36 Diferencia normalizada de altura (nD4z). La diferencia
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Figura 3.16: Ejemplos de las variables en base a los retornos: MSD, nD4z, PNT y
RR. (Imágenes creadas a partir de la nube de puntos LiDAR sin reducir.)
normalizada de altura se trata de un índice de vegetación que se basa
en datos LiDAR. Dicho índice fue definido por Arefi et al. (2003) como
el cociente entre la diferencia de altura de los puntos de primer (valor
máximo de 4zPR) y último retorno (valor mínimo de 4zUR) y la suma
de dichos valores (Ecuación 3.6). El cálculo de esta variable se realiza
a nivel vóxel y el valor resultante se le asigna al píxel que corresponda.
Los contornos de las edificaciones, al igual que sucedía con el rango de
elevación (Rgz), presentan altos valores de esta variable (≈1) debido a
las elevadas diferencias de altura. Nuevamente, para corregir los valores
de nD4z en estas zonas se aplicó una operación morfológica de apertura.
Esta variable presenta un gran potencial para la identificación de zonas
que presentan vegetación no muy densa (Huang et al., 2008). En la
Figura 3.16 se incluye una muestra de esta variable en formato ráster
donde se observa que las zonas con vegetación presentan los valores
más altos (nD4z ≈1) mientras que el terreno o las cubiertas de las





37 Penetrabilidad (PNT). En base a los ratios empleados por
Kim y Sohn (2013) (density ratio) y Li et al. (2016, 2017) (echo ratio),
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se definió la variable penetrabilidad (PNT). Su cálculo se realizó a
nivel vóxel empleando la función PNT (Figura 1.5, apartado 1.2.3.2
del Capítulo 1) (Ecuación 3.7). En este caso, el tamaño de malla es
igual a r2 y el residual mínimo a partir del cual un punto es considerado
objeto (δ) es 2.5 m. Los valores resultantes son asignados al píxel que
corresponda. A continuación, se corrigen los píxeles sin datos (valor
na) aplicando un filtro de mediana con un tamaño de ventana de 3x3
(celdas), de forma que únicamente se verán afectados dichos píxeles.
Esta variable representa el grado de permeabilidad de una superficie y
puede ser de gran utilidad para diferenciar superficies impermeables (p.
ej. cubiertas de edificaciones) de las que no lo son (p. ej. vegetación).
De igual forma, también puede ser de ayuda para diferenciar entre tipos





Para el cálculo de las 4 variables siguientes es necesario clasificar
los puntos en simples (SR), primeros (PR), intermedios (iR) y últimos
(UR) retornos. A diferencia de los datos usados por Höfle et al. (2012),
los puntos LiDAR empleados aquí no contienen información sobre el
pulso al que pertenece cada punto y únicamente registran el número de
retorno de cada punto (hasta 4 retornos por pulso). Por este motivo no se
pudo realizar la clasificación a nivel punto tal y como indica Höfle et al.
(2012). Sin embargo, sí fue posible obtener una aproximación a nivel
píxel de la cantidad de cada tipo de punto. Para ello se establecieron
las siguientes reglas: 1) el número de UR en cada celda coincidirá con el
número de puntos de aquel número de retorno mayoritario, es decir, si
en una celda se localizan 2 puntos de 2o retorno, 1 punto de 3er retorno
y 1 punto de 4o retorno, la cantidad de UR será 2 (la mayoría es el
número de puntos de 2o retorno); 2) la cantidad de PR es igual al de
UR en cada celda; 3) los puntos cuyo número de retorno es 1 pertenecen
a la clase SR o PR, conociendo PR se puede calcular SR; 4) la cantidad
de iR se obtendrá restando al número total de puntos de cada celda el
número de SR, PR y UR. Mediante este proceso se obtuvieron 4 ráster
(resolución=r2) donde cada celda almacena el número de SR, PR, iR
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y UR, respectivamente. Estos ráster serán los datos de entrada de las
ecuaciones que permiten calcular las 4 variables siguientes. Se asume que
mediante esta aproximación pueden producirse errores debido al ángulo
de escaneo, ocasionando que puntos de un mismo pulso se localicen en
diferentes celdas, sin embargo dichos errores se asume que no influirán
significativamente en el cálculo de las variables.
38 Ratio de retornos (RR). Esta variable fue propuesta por Höfle
et al. (2012) como una opción más eficiente a los echo ratios que se basan
en análisis a nivel punto en una vecindad local. El ratio entre retornos
representa la proporción de PR e iR en relación a la cantidad de UR y
SR (Ecuación 3.8). Este cálculo se realizó a nivel píxel. Teo y Huang
(2016) indicaron que las regiones que presentan altos valores de este ratio
tienen mayor probabilidad de contener vegetación, ya que dichas zonas
se caracterizan por presentar un elevado número de PR e iR retornos,
frente a aquellas que contienen edificaciones, donde predominan los SR.
La Figura 3.16 incluye una muestra de esta variable en formato ráster.
RR = NPR +NiR
NUR +NSR
· 100 (3.8)
39 Retorno terreno (RT). En zonas donde no hay vegetación, la
superficie del terreno se encuentra representada por simples retornos
(SR), mientras que en zonas de vegetación, cuando ésta no es muy
densa, son los últimos retornos (UR) los que representan el terreno
(Kim y Sohn, 2013). En base a estas premisas, Kim y Sohn (2010)
definió el ratio retorno terreno (RT ) como la proporción de SR y UR
con respecto al total de puntos (Ecuación 3.9). Como resultado, el
terreno presenta elevados valores de RT. Sin embargo, como se observa
en la Figura 3.17 (RT -Retorno terreno), las cubiertas de las edificaciones
presentan valores similares a los del terreno debido a la presencia de
SR (recuadro amarillo en la Figura 3.17). Para mitigar este error, se
volvió a calcular el ráster donde cada píxel almacena la cantidad de SR,
pero en este caso únicamente se consideraron aquellos simples retornos
cuya altura es inferior a 2 m (mínima altura que se considera tiene
una construcción en el área de estudio). El resultado se incluye en la
Figura 3.17 (RT -Retorno terreno con restricción de altura) donde se
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comprueba que RT≈0 en las zonas edificadas. Este cálculo se realizó a
nivel píxel. En los casos donde el elemento de asignación es un objeto,
el valor de esta variable para cada objeto será la media de los valores de
los píxeles incluidos en el interior de cada uno.
RT = NSR +NUR
NυP
(3.9)
Figura 3.17: Ejemplos de las variables en base a los retornos: RR, RT, RV y RE.
(Imágenes creadas a partir de la nube de puntos LiDAR sin reducir.)
40 Retorno vegetación (RV ). Las zonas con vegetación no
demasiado densa se caracterizan por la existencia de múltiples retornos,
es decir, primeros (PR) e intermedios (iR) retornos (Kim y Sohn, 2013).
Teniendo en cuenta esta circunstancia, Kim y Sohn (2010) definió el
ratio retorno vegetación (RV ) como la proporción de PR e iR con
respecto al total de puntos. Como resultado, las zonas con vegetación
alta presentan altos valores de RV. Sin embargo, puede observarse en la
Figura 3.17 (RV -Retorno vegetación) como esto no sucede en las zonas
con presencia de vegetación muy densa, donde RV≈0 (zona delimitada
por un cuadrado azul en la Figura 3.17) debido a que en estas zonas
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predominan los SR. Para corregir este error, se tuvo en cuenta el dato
de altura máxima de las edificaciones en la zona (12 m). Considerando
este límite de altura, se calculó un nuevo ráster donde se almacenó la
cantidad de SR cuya altura supera los 12 m (SR4z>12). Así, la ecuación
propuesta por Kim y Sohn (2010) se modificó y RV pasó a representar
la proporción de SR4z>12, PR e iR con respecto al total de puntos
(Ecuación 3.10). El resultado se incluye en la Figura 3.17 (RV -Retorno
vegetación con restricción de altura) donde se observa como las zonas
con vegetación densa del recuadro azul presentan ahora un RV≈1. Al






41 Retorno edificación (RE). Las áreas que presentan construc-
ciones se caracterizan por la presencia de SR (Kim y Sohn, 2013). Teniendo
en cuenta esta característica, Kim y Sohn (2010) definió el ratio retorno
edificación (RE) como la proporción de SP con respecto al total de pun-
tos. De esta forma, las zonas con edificaciones presentan valores altos
del ratio RE tal y como se puede comprobar en la Figura 3.17 (RE-
Retorno edificación, recuadro amarillo). Sin embargo, en dicha imagen
se observa como esta situación también se da en zonas con vegetación
densa (recuadro azul) y en zonas sin presencia de vegetación alta o ar-
bustiva debido a que estas superficies se comportan y son impermeables,
respectivamente. Para corregir estos errores, se calculó un nuevo ráster
de SR donde cada celda almacena la cantidad de SR que presentan una
altura entre 2 m y 12 m (SR4z∈[2.5,12]). La ecuación propuesta por Kim
y Sohn (2010) se modificó considerando únicamente los SR cuya altura
se encuentran dentro de dicho rango (Ecuación 3.11). El resultado se
incluye en la Figura 3.17 (RE-Retorno edificación con restricción de al-
tura) donde se observa como el terreno y las zonas con vegetación den-
sa// (recuadro azul) presentan ahora un RE≈0. Nuevamente el cálculo
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3.2.6.4 En base a la rugosidad
La rugosidad de una superficie puede relacionarse con su nivel de
complejidad. De manera simplificada, se pueden agrupar las variables
que representan la rugosidad de una superficie en 2 categorías. Por un
lado, se encontrarían aquellas variables que representan la variabilidad
de un determinado atributo de los datos, en este caso, la elevación
(Teo y Huang, 2016). De esta forma, la variación de la elevación en
un entorno local puede ser de utilidad para caracterizar la estructura de
los objetos, particularmente la vegetación (García et al., 2010). Por otro
lado se encuentran aquellas variables que miden el grado de planaridad
de una superficie. Estas variables han demostrado su potencial para
diferenciar superficies lisas como el terreno desnudo o las cubiertas de
las edificaciones, de superficies rugosas como puede ser el caso de la
vegetación (Chehata et al., 2009, Kim y Sohn, 2013). De esta forma,
se han definido y calculado las siguientes variables relacionadas con la
rugosidad (un resumen de estas variables se incluye en la Tabla 3.6):






Stdz z C P−→Pi r1 Im et al. (2008a),
Sasaki et al. (2012),
Yao y Wei (2013), Teo
y Huang (2016)
Std4z>0.7 4z V Pi r1
P z C P−→Pi r2 Buján et al. (2012)
CVz z V Pi r2 Guo et al. (2010)
Nz z C P−→Pi r2 Chehata et al. (2009), Guan
et al. (2013), Kim y Sohn (2013)
RMS z C P−→Pi r2 (Rutzinger et al., 2008, Kim,
2015)
DN z C P−→Pi r2 (Li et al., 2017)
Atributos: z-elevación, I''-intensidad corregida, nR-número de retorno, 4z-altura; escala
de cálculo: P-punto, C-cilindro, V-vóxel; elemento de asignación: P-punto, Pi-píxel;
resolución: r1=1.5*PointSpacing y r2=4*PointSpacing.
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42-43 Desviación estándar de la elevación (Stdz) y la altura
(Std4z>0.7). La primera variable, Stdz, representa la desviación
estándar máxima de los puntos incluidos en un vóxel. Para su cálculo,
en primer lugar a cada punto se le asigna la desviación estándar de la
elevación de los puntos contenidos en un cilindro centrado en el punto
que se está analizando (cálculo de la desviación estándar a nivel punto).
Una vez que a cada punto se le asignó un valor de desviación estándar,
se calcula a nivel vóxel el cuantil del 95% de este atributo y finalmente
el valor resultante se le asigna al píxel que corresponda. Los píxeles
sin datos (valor na) se corrigen aplicando un filtro de mediana con un
tamaño de ventana de 3x3 (celdas), de forma que sólo se modificará
el valor de los píxeles na. Se optó por este cálculo alternativo de la
desviación estándar de la elevación después de comparar estos resultados
con los que se obtendrían al calcular la desviación estándar a nivel
vóxel directamente. Por otro lado, la variable Std4z>0.7 sí representa
la desviación estándar de la altura de los puntos contenidos en cada
vóxel pero considerando únicamente aquellos con una altura ≥0.7. Los
valores resultantes son trasladados al píxel que corresponda. A los
píxeles sin datos (valor na) se les asigna el valor 0. Estas variables
pueden verse como representación de la rugosidad de la superficie de
impacto del láser y pueden emplearse para distinguir entre coberturas
u objetos que presentan diferentes niveles de rugosidad (Teo y Huang,
2016). Así, se espera que las zonas con vegetación tengan valores más
altos de estas variables que aquellas zonas que contienen construcciones
o que representan el terreno (Guo et al., 2015). El resultado de estas
variables en formato ráster se incluye en la Figura 3.18.
44 Pendiente (P). De forma genérica, la pendiente (P) representa
la tasa de cambio de la elevación. En este estudio la pendiente se calculó
a nivel punto. Para ello se definió una vecindad local por medio de un
cilindro centrado en el punto de análisis y se calculó la pendiente entre
dicho punto y todos los puntos incluidos en el cilindro. A partir de estos
valores se calculó el cuantil del 68.3%, siendo éste el valor de pendiente
que se le asigna al punto de análisis. Finalmente, esta variable se traslada
al píxel correspondiente calculando el cuantil del 95% de la pendiente
de los puntos incluidos en cada vóxel. Los píxeles sin datos (valor na)
se corrigen aplicando un filtro de mediana con un tamaño de ventana de
3x3 (celdas), de forma que sólo se modificará el valor de los píxeles na.
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Figura 3.18: Ejemplos de las variables en base a la rugosidad: StdZ , Std4Z , P y CVz.
(Imágenes creadas a partir de la nube de puntos LiDAR sin reducir.)
Generalmente, cuando se emplea la variable pendiente a nivel píxel ésta
se calcula a partir del MDS o nMDS en formato ráster (Buján et al.,
2012). Sin embargo, en este estudio se calculó a nivel punto debido a que
en el momento de trasladarla a los objetos se respeta más fielmente los
valores reales de pendiente que si éstos se derivan del valor de un píxel, el
cuál proviene a su vez de un MDS o nMDS. En la Figura 3.18 se incluye
un ejemplo de esta variable en formato ráster. En dicha imagen se
observa claramente como las zonas con vegetación presentan los valores
más elevados de pendiente mientras que las cubiertas de las edificaciones,
las vías de comunicación y el terreno desnudo o con vegetación baja
presentan los valores más bajos.
45 Coeficiente de variación de la elevación (CVz). El
coeficiente de variación de la elevación representa la variabilidad del
terreno y los objetos situados sobre él en relación a la elevación.
Guo et al. (2010) mostró en su estudio que la pendiente del terreno
presentaba una correlación positiva con el CV de la elevación. Según
dicho autor esta situación se debe a que las zonas que presentan
una elevada variabilidad topográfica generalmente se corresponden con
aquellas zonas donde la pendiente del terreno también lo es. Debido
a la posibilidad de la existencia de correlación entre la pendiente y el
coeficiente de variación de la elevación, en este caso el cálculo de CVz se
realizó a partir de la Ecuación 3.12 y los valores de elevación de todos los
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puntos incluidos en un vóxel y no a nivel punto por medio de un cilindro
como con la variable P. Finalmente, los valores obtenidos se le asignan
a los píxeles correspondientes y a aquéllos a los que no se les asignó
ningún valor (valor na) se corrigen aplicando un filtro de mediana con
un tamaño de ventana de 3x3 (celdas), de forma que sólo se modificará
el valor de los píxeles na. La Figura 3.18 incluye una muestra de esta
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Figura 3.19: Esquema del análisis de
puntos a partir de un cilindro.
Por otro lado, la superficie del
terreno libre de objetos y las cubiertas
de las edificaciones pueden ser repre-
sentadas por medio de planos en un
entorno local. La planaridad de es-
tas superficies puede emplearse para
diferenciarlas de la vegetación. En
este estudio, para representar la pla-
naridad de cada punto se definió la
vecindad local de cada uno por medio
de un cilindro vertical de radio r cuyo
eje central pasa por el punto de análi-
sis Pi (el proceso de cálculo para
obtener el valor de r se incluye en
el apartado 3.2.6 de este estudio). A
diferencia de las variables anteriores de rugosidad, en este caso única-
mente se consideran aquellos puntos dentro del cilindro cuya distancia
vertical al punto analizado no sea superior al valor del radio r, tal y
como se indica en la Figura 3.19. A partir de los puntos seleccionados
se ajusta un plano (
∏
p) por medio de un modelo lineal (función glm
incluida en el paquete stats - v.3.4.2 de R). Este plano permite calcular
las siguientes variables (46 - 48):
46 Ángulo normal (Nz). Esta variable representa el ángulo que
forma el vector normal al plano
∏
p con la dirección de la vertical. Nz se
le asigna a cada punto. A partir de los puntos incluidos en cada vóxel se
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calcula el cuantil del 68.3% de Nz y se le asigna al píxel correspondiente.
Los píxeles sin datos (valor na) se corrigen aplicando un filtro de
mediana con un tamaño de ventana de 3x3 (celdas), de forma que sólo
se modificará el valor de los píxeles na. Esta variable fue empleada en
varios estudios de clasificación a nivel punto para diferenciar aquellos
puntos pertenecientes al terreno o a cubiertas de edificaciones (valores
bajos de Nz) de los puntos que representan la vegetación (Chehata et al.,
2009, Guan et al., 2013, Kim y Sohn, 2013). La Figura 3.20 incluye una
muestra de esta variable en formato ráster.
Figura 3.20: Ejemplos de las variables en base a la rugosidad: Nz, RMS y DN máxima
y mínima. (Imágenes creadas a partir de la nube de puntos LiDAR sin reducir.)
47 Media cuadrática de DN (RMSDn). Esta variable representa
la media cuadrática de las distancias entre los puntos y los planos
∏
p.
Se empleó este estadístico para representar cuantitativamente el ajuste
general de los planos
∏
p a los puntos incluidos en cada vóxel. Los píxeles
sin datos (valor na) se corrigen aplicando un filtro de mediana con un
tamaño de ventana de 3x3 (celdas), de forma que sólo se modificará el
valor de los píxeles na. Por medio de este estadístico se evitan posibles
efectos del signo de la variable DN . La gran mayoría de los estudios
que emplearon esta variable lo hicieron en el marco de clasificaciones
a nivel punto (Kim, 2015, Li et al., 2017). Valores bajos de RMSDn
indican la presencia de superficies suavizadas como son las cubiertas de
las edificaciones. Sin embargo, Kim (2015) advirtió que esta variable
puede no ser apropiada para representar la rugosidad de zonas donde se
produce intersección de múltiples planos.
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48 Distancia del punto Pi al plano
∏
p (DN). Esta variable
representa la distancia vertical entre el punto central del cilindro que
está siendo analizado (Pi) y el plano
∏
p (Kim y Sohn, 2010, Li et al.,
2017). DN se le asigna a Pi. Para trasladar esta variable al píxel
correspondiente se calcula el cuantil del 95% de los valores de DN de
los puntos incluidos en cada vóxel. Los píxeles sin datos (valor na) se
corrigen aplicando un filtro de mediana con un tamaño de ventana de
3x3 (celdas), de forma que sólo se modificará el valor de los píxeles na.
En la Figura 3.20 se incluye un ejemplo de esta variable en formato
ráster.
Esta variable al igual que la anterior presentan algunos errores
en aquellas zonas donde la densidad de puntos es mucho menor a la
densidad media ponderada (zona inferior derecha). Estos errores tienen
su origen en el cálculo del radio del cilindro centrado en cada punto.
Tal y como se comentó en el inicio de este apartado, dicho radio se
calcula en base a la densidad media ponderada de la nube de puntos
LiDAR. Cuanto mayor es la densidad, menor será el radio del cilindro
para cumplir la condición de contener 15 puntos. Sin embargo, en
zonas donde la densidad de puntos es mucho menor que la densidad
tomada como referencia, dicho cilindro contendrá menos puntos y en
consecuencia el plano que permite calcular el vector normal se obtendrá
a partir de menos puntos. Como se observa en la Figura 3.20, esto
ocasiona que zonas que presentan vegetación arbolada tengan residuales
similares a los que presentan las superficies planas como las cubiertas
de las edificaciones. En el momento de analizar los resultados de los
diferentes métodos de clasificación, se comprobará en que medida estos
errores pueden afectar a la precisión de las clasificaciones.
3.2.6.5 En base a la textura
Uno de los métodos más populares para representar matemáticamente
la textura es la grey-level co-ocurrence matrix (GLCM) propuesto
por Julesz (1962). La matriz de co-ocurrencia es un histograma
bidimensional que representa la frecuencia con la que determinadas
combinaciones de niveles de gris (a nivel píxel) se dan en una imagen
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considerando una distancia d y una relación espacial entre pares de
píxeles. Existe una matriz de co-ocurrencia según se considere el
vecino situado en posición horizontal (0o), el vertical (90o) o en ambas
diagonales (45o y 135o) (Ciriza et al., 2012). Estas variables de
textura han sido empleadas en procesos automáticos de clasificación,
inicialmente a partir de imágenes multiespectrales y más recientemente
empleando los atributos elevación (Teo y Huang, 2016), altura (Im et al.,
2008a) o intensidad (Guan et al., 2013) de los datos LiDAR. En este
estudio se crearán 8 medidas de textura por cada uno de los atributos
LiDAR mencionados: media (Tµ), varianza (Tσ2), contraste (TCon),
disimilaridad (TDis), homogeneidad (THom), entropía (TEnt), second-
moment (TS−M ) y correlación (TCor).
La media GLCM no representa la media de los valores de gris de los
píxeles incluidos en un ventana, sino que representa el valor del píxel
ponderado por la frecuencia de su co-ocurrencia en combinación de un
determinado valor del píxel vecino, mientras que la medida de varianza
representa la varianza de los niveles de gris en una ventana y en una
dirección dada. Por otro lado, el contraste es la medida opuesta a la
homogeneidad, ya que representa la cantidad de variación local presente
en la imagen. Esta medida aumenta exponencialmente a medida que nos
alejamos de la diagonal. La disimilaridad es similar a la medida anterior
con la diferencia de que su incremento a medida que nos alejamos de la
diagonal es lineal. La entropía resalta aquellas combinaciones de píxeles
menos comunes. El second-moment es una medida de la homogeneidad
local, tomando valores altos cuando en la matriz de co-ocurrencia tiene
pocas entradas de gran magnitud y es baja cuando las entradas son
similares. Finalmente, la correlación mide la dependencia lineal de los
niveles de gris del píxel central con los píxeles vecinos.
Para el cálculo de estas medidas se empleó la función glcm incluida
en el paquete glcm (v.1.6.1.) del software R, tomando como datos de
entrada las variables nMSPR (1), MSPR empleada para el cálculo de
MSD (35) y I''PR (23) en formato ráster. Adicionalmente también
se estableció que el cálculo de las medidas de textura se realizase en
todas las direcciones. Como resultado se obtienen 8 medidas de textura
por cada variable en formato ráster. Estas medidas son las siguientes
(resumen en la Tabla 3.7):
232
Área de estudio, material y métodos








TIµ, TIσ2 , TICon, TIDis,
TIHom, TIEnt, TIS−M ,
TICor
I''PR — Pi r1 Guan et al. (2013), Yao
y Wei (2013), Matikainen
et al. (2017)
TZµ, TZσ2 , TZCon, TZDis,
TZHom, TZEnt, TZS−M ,
TZCor
MSPR — Pi r1 Samadzadegan et al.
(2010), Huang et al.
(2011), Teo y Huang
(2016)




nMSPR — Pi r1 Im et al. (2008a), Sasaki
et al. (2012)
Atributos: z-elevación, I''-intensidad corregida, nR-número de retorno, 4z-altura; escala
de cálculo: P-punto, C-cilindro, V-vóxel; elemento de asignación: P-punto, Pi-píxel;
resolución: r1=1.5*PointSpacing y r2=4*PointSpacing.
49-56 Medidas de textura en base a la intensidad. GLCM:
media (TIµ), varianza (TIσ2), contraste (TICon), disimilaridad
(TIDis), homogeneidad (TIHom), entropía (TIEnt), second-
moment (TIS−M) y correlación (TICor). Las medidas de textura en
base a los valores de intensidad de los puntos LiDAR se han tenido en
cuenta en pocos estudios. Guan et al. (2013) demostraron la utilidad de
la media y del second-moment para la identificación de pastos. Por otro
lado, Matikainen et al. (2017) calculó la homogeneidad para intentar
diferenciar las vías pavimentadas de las áreas con vegetación baja,
mientras que la entropía fue calculada a nivel vóxel por Yao y Wei (2013)
con el propósito de emplearla en la identificación de árboles individuales.
Como ya se mencionó, en este estudio las variables de textura de la
intensidad se calcularon tomando como datos de entrada la variable
I''PR (23) en formato ráster. En la Figura 3.21 se incluyen ejemplos
gráficos de las medidas de textura de la intensidad.
57-64 Medidas de textura de la elevación. GLCM: media
(TZµ), varianza (TZσ2), contraste (TZCon), disimilaridad
(TZDis), homogeneidad (TZHom), entropía (TZEnt), second-
moment (TZS−M) y correlación (TZCor). De forma similar al caso
anterior, las medidas de textura tomando como base la elevación de
los puntos LiDAR no han sido muy empleadas. Uno de los escasos
estudios donde estas medidas se han creado a partir del MDS es el de
Teo y Huang (2016). En su caso únicamente calcularon la entropía y
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Figura 3.21: Ejemplos de las variables en base a la textura de la intensidad: TIµ,
TIσ2 , TICon, TIDis, TIHom, TIEnt, TIS−M y TICor. (Imágenes creadas a partir de
la nube de puntos LiDAR sin reducir.)
la homogeneidad como indicadores de la rugosidad de las coberturas
del suelo. En este estudio las variables de textura de la elevación se
calcularon tomando como datos de entrada la variable MSPR en formato
ráster. En la Figura 3.22 se incluyen algunos ejemplos de las medidas
de textura de la elevación.
65-72 Textura de la altura GLCM (Grey level co-ocurrence
matrix): media (T4zµ), varianza (T4zσ2), contraste (T4zCon),
disimilaridad (T4zDis), homogeneidad (T4zHom), entropía
(T4zEnt), second-moment (T4zS−M) y correlación (T4zCor).
Finalmente, las medidas de textura tomando como base la altura de los
puntos LiDAR tampoco se han empleado mucho. Im et al. (2008a)
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Figura 3.22: Ejemplos de las variables en base a la textura de la elevación: TZµ,
TZσ2 , TZCon, TZDis, TZHom, TZEnt, TZS−M y TZCor. (Imágenes creadas a partir
de la nube de puntos LiDAR sin reducir.)
empleó 4 de las medidas calculadas en este estudio (homogeneidad,
contraste, entropía y correlación) con la idea de usarlas para mejorar
la identificación de zonas edificadas, arbolado, vegetación baja y vías
pavimentadas. Por otro lado, Sasaki et al. (2012) calculó las 8 medidas
de textura empleadas en este estudio para identificar diferentes especies
forestales. En este estudio a partir de la variable nMSPR (1) en formato
ráster, representativa de la altura, se calcularon las medidas de textura.
La Figura 3.34a incluye ejemplos de estas medidas de textura.
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Figura 3.23: Ejemplos de las variables en base a la textura de la altura: T4zµ, T4zσ2 ,
T4zCon, T4zDis, T4zHom, T4zEnt, T4zS−M y T4zCor. (Imágenes creadas a
partir de la nube de puntos LiDAR sin reducir.)
3.2.7 ¿Qué coberturas del suelo serán identificadas?
Poseer cartografía actualizada de las coberturas del suelo es fundamental
para abordar problemas relacionados con la gestión territorial. Disponer
de esta información de manera periódica permitiría evaluar el grado de
cumplimiento y seguimiento de planes de ordenación para mejorar la
gestión territorial (por ejemplo, detección de construcciones fuera de
ordenación, identificación de coberturas-usos no permitidos,...); analizar
el crecimiento urbano; detectar y cuantificar la pérdida/infrautilización
de tierras agrícolas y de biodiversidad; analizar el nivel de gestión de las
zonas con vegetación arbolada (por ejemplo, detección del trazado de
236
Área de estudio, material y métodos
pistas forestales, nivel de gestión de las masas forestales,...); evaluación
del riesgo de incendios,...
Teniendo presentes las aplicaciones anteriores, las principales clases
que se demandan en cada caso y las características de la zona de estudio,
se buscará identificar 8 coberturas del suelo (Figura 3.24) a partir de
un método de clasificación híbrido que tomará como únicos datos de
entrada variables calculadas a partir de datos LiDAR. Entre las clases
identificadas se entremezclan coberturas tradicionales que detectadas
en estudios previos mediante procesos automáticos de clasificación (por
ejemplo pavimento, suelo desnudo o edificaciones) (Charaniya et al.,
2004, Im et al., 2008a, Zhou, 2013, Matikainen et al., 2017) con clases
vinculadas al nivel de gestión de la vegetación (por ejemplo vegetación
mixta o arbolado sin vegetación arbustiva) (Antonarakis et al., 2008,
García et al., 2011, Alonso-Benito et al., 2016).
V. MIXTA 
ARBOLADO 
Detección de construcciones 








Incendios – interfaces 
urbano forestales 
Irregularidades en la 












Figura 3.24: Aplicaciones y coberturas del suelo.
En la Tabla 3.8 se incluye la denominación de las diferentes
coberturas del suelo que se identificarán en este estudio y una descripción
resumida de cada una. En dicha tabla también se incluye para cada clase
un ejemplo gráfico.
3.2.8 Random Forest: Importancia de las variables
A inicios de este siglo, los métodos de clasificación no paramétricos
basados en la generación "masiva" de clasificaciones despertaron el
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Tabla 3.8: Descripción de las clases de coberturas del suelo.
Coberturas Descripción
Pavimento Pv - Se incluyen en esta clase las vías pavimen-
tadas.
Pistas de tierra Ps - Se incluyen en esta clase las pistas/caminosde tierra tanto forestales como de uso agrario.
Suelo desnudo
Sd - Esta clase representa tanto las tierras de
labor sin vegetación como zonas forestales sin
vegetación o desarboladas.
V. baja Vb - Se incluyen zonas de pasto, prados yhuertos con vegetación.
V. arbustiva Vr - Zonas que presentan arbustos o matorralde mediano y alto porte (<4 m de altura).
Arbolado
Va - Zonas forestales arboladas así como árboles
aislados en prados, jardines o a lo largo de vías
de comunicación o límites de parcelas que no
presentan vegetación arbustiva (1 único estrato).
V. mixta
Vm - Zonas donde confluyen en el mismo espacio
vegetación arbolada con vegetación arbustiva (>
1 estrato).
Edificaciones
Ed - Edificaciones rurales caracterizadas por ser
de pequeño tamaño (< 12 m), no poseer más de
dos plantas más bajo y cuyos tejados presentan
diferentes materiales.
La imagen de la izquierda se corresponde con la ortoimagen de la cobertura y la imagen de la
derecha es una captura de los datos LiDAR coloreados en función de los valores de intensidad,
que van desde el azul oscuro (intensidad ' 0), pasando por el amarillo (intensidad ' 100)
hasta llegar al verde (intensidad ' 255).
interés de la comunidad científica que se encontraba centrada en la
identificación automática de coberturas/usos del suelo a partir de la
integración de datos procedentes de sensores remotos (Gislason et al.,
2006). En esta época, el método bagging (Breiman, 1996) era uno de
los métodos no paramétricos más empleados. Tomándolo como punto
de partida, Breiman (2001) desarrolló el algoritmo random forest. En
la fase de entrenamiento, este algoritmo de ensamblado no paramétrico
construye sucesivamente Ntree árboles de decisión (similares a CART)
empleando un conjunto de observaciones seleccionadas aleatoriamente de
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la muestra de referencia. Esta muestra de entrenamiento se denomina
muestra in-bag y está compuesta por aproximadamente dos tercios de
las observaciones que forman la muestra de referencia. El tercio de
observaciones restante se denomina muestra out-of-the bag y se emplea
para estimar la precisión del modelo, la cuál se representa por el error
out-of-bag (OOB). La principal diferencia entre este algoritmo y el
método bagging es la forma de construir los árboles. Mientras que en
el método bagging cada nodo se divide considerando todas las variables,
el algoritmo random forest seleccionada aleatoriamente Mtry variables,
y son éstas las que se emplean para dividir los nodos. En cada nodo,
el algoritmo busca los valores críticos por encima o por debajo de los
cuales hay un cambio significativo en la probabilidad de presencia. Una
vez creados los Ntree árboles, la predicción de cada árbol cuenta como
un voto para la clase que corresponda, de forma que la etiqueta que se
seleccionada como predicción será aquella que recibe más votos (voto
mayoritario) (Belgiu y Drǎguţ, 2016).
Tal y como se deduce del párrafo anterior, el algoritmo random forest
cuenta con dos parámetros principales: número de árboles que serán
generados (Ntree) y el número de variables que serán seleccionadas y
evaluadas en cada nodo (Mtry). Algunos estudios han demostrado que
la precisión final de la clasificación es menos sensible a variaciones del
parámetro Ntree que a las del parámetro Mtry (Ghosh et al., 2014).
En relación al primer parámetro, muchos estudios han fijado en 500 el
parámetro Ntree (Gislason et al., 2006, O’Connell et al., 2015). Belgiu y
Drǎguţ (2016) citó como posible origen de este valor el hecho de que se
trata del valor por defecto empleado en la función randomForest, incluida
en el paquete con el mismo nombre del software R. Aun teniendo esta
idea presente, dichos autores consideran que 500 es un valor aceptable
para el parámetro Ntree, aunque valores que van desde 100 hasta 10000
también han sido usados (Guan et al., 2013, Vogels et al., 2017). Por otro
lado, en cuanto al parámetro Mtry, aunque el algoritmo random forest
se caracteriza por su elevado nivel de eficiencia en cuanto al tiempo
de procesado, es necesario tener en cuenta que valores altos de dicho
parámetro aumentarán el tiempo de procesado. Limitar el número de
variables, además de reducir considerablemente el tiempo de procesado,
también permite disminuir la correlación entre árboles (Gislason et al.,
2006). Así, generalmente el valor de este parámetro se fija como la raíz
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cuadrada del número de variables disponibles.
Si bien el mayor potencial del algoritmo random forest reside en su
habilidad como clasificador, el principal interés de su uso en este estudio
es por una de sus funciones adicionales, es decir, como método para
evaluar la importancia de las variables (IV). El análisis de la importancia
de las variables disponibles para llevar a cabo una clasificación no sólo
es de utilidad para aumentar la eficiencia y precisión del proceso de
clasificación, sino que también facilita la comprensión de los datos y
la interpretación de resultados (Genuer et al., 2010). RF genera dos
medidas durante su ejecución que pueden ser usadas para representar la
importancia de cada variable: Mean Decrease in Gini (MDG) y Mean
Decrease in Accuracy (MDA). El MDG se basa en medir cuánto una
variable reduce la medida de impureza de Gini para una determinada
cobertura, mientras que MDA cuantifica cuánto varía el error de
predicción (OOB) cuando los datos para una variable se permutan
aleatoriamente mientras que el resto no se modifica. Algunos estudios
han mostrado como el MDG puede introducir sesgos en el análisis al
favorecer a ciertas variables (Strobl et al., 2007). Por este motivo, en
este estudio la IV se representa por medio de la medida MDA.
Empleando la medida MDA, la importancia de la variable Vj se
define de la siguiente manera. Para cada árbol t, se emplea la muestra
OOBt para calcular el error de la clasificación (eOOBt). A continuación,
los valores de Vj en la muestra OOBt se permutan aleatoriamente sin
modificar los valores del resto de variables dando lugar a la muestra
˜OOBjt . A su vez, esta muestra se emplea para calcular el error de la
clasificación (e ˜OOBjt ). Finalmente, la importancia de la variable Vj
viene dada por la Ecuación 3.13 (Genuer et al., 2010). De esta forma, si
una variable no se encuentra asociada con las coberturas que se busca
identificar, su uso no influirá en la predicción y por tanto, la variación
del error y en consecuencia su importancia, tenderá a cero. En caso
contrario, si la variable se encuentra asociada a alguna de las coberturas,
su uso afectará a la predicción y por tanto su importancia en el proceso
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aumentará (Janitza et al., 2016).





(e ˜OOBjt − eOOBt) (3.13)
En este estudio, se empleó la función randomForest incluida en el
paquete randomForest (V.4.6-14) (Liaw y Wiener, 2002) del software
R (V.3.4.2) para calcular y analizar la importancia de las variables
(IV) en la identificación de 8 coberturas del suelo. El número de
árboles de clasificación se fijó en 5000 (parámetro Ntree) mientras que el
número de variables a considerar en cada nodo se fijó en 10 (parámetro
Mtry). Para obtener la IV fue necesario activar la opción importance.
Para aplicar esta función se seleccionaron aleatoriamente 100 puntos de
referencia por cobertura del suelo. En el Anexo C.2 se describe tanto el
material como la metodología empleada para seleccionar estos puntos. El
resultado de la función randomForest permitirá analizar la importancia
general de las variables para identificar las diferentes coberturas del
suelo, su importancia para cada cobertura individualmente así como
las variables más útiles para diferenciar coberturas con características
similares. Finalmente, dicha función también proporciona un árbol de
clasificación y su error asociado. Estos resultados pueden considerarse
como el resultado de llevar a cabo una clasificación basada en píxeles
y se compararán con los obtenidos a partir de la clasificación híbrida
desarrollada en este estudio. Esta comparación permitirá comprobar en
qué medida el método híbrido mejora (o no) la clasificación basada en
píxeles empleando el algoritmo random forest.
3.2.9 HyClass: Clasificación híbrida
Como ya se mencionó previamente, para seleccionar el método de
clasificación que mejor se adapte a los objetivos fijados, es necesario tener
en cuenta varios factores. Entre estos factores destacan principalmente
dos: los datos de entrada y las coberturas objetivo (Lu y Weng,
2007). El método de clasificación que se propone en este estudio
puede incluirse en el grupo de métodos que se basan en conocimiento
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experto definido por Chen et al. (2018). La idea central sobre la que se
desarrolló surgió del estudio realizado por Cánovas-García y Alonso-
Sarría (2015). Estos autores propusieron un método para obtener
el valor óptimo del parámetro scale del algoritmo multirresolución
implementado en Definiens eCognitionr. A partir de los análisis que
realizaron, concluyeron que la ejecución de procesos de segmentación
a escala global (se considera que este término se refiere a la totalidad
del área de estudio) puede producir resultados inapropiados en algunas
coberturas. Dichos autores propusieron como alternativa su ejecución
a nivel local lo que permitiría ajustar los parámetros del algoritmo de
segmentación a las diferentes coberturas o grupos de coberturas.
Tomando como base la idea anterior, en este estudio se propone el
método de clasificación HyClass. Se trata de un método híbrido de
clasificación de coberturas del suelo que a diferencia de los métodos
desarrollados hasta el momento 1) emplea como únicos datos de entrada
una nube de puntos LiDAR e 2) integra en un árbol de decisión,
método de asignación escogido por su flexibilidad, sencillez y facilidad
de comprensión, procesos de segmentación a escala local con reglas de
decisión para la asignación de clases a los píxeles/objetos. Las variables
empleadas tanto para la segmentación como para el establecimiento
de las reglas de decisión y umbrales se han establecido en base a los
resultados del análisis de importancia de las variables descrito en el
apartado anterior.
Para diseñar el árbol de decisión que conforma HyClass, se
consideró la jerarquía entre las coberturas incluida en la Figura 3.25. En
esta Figura se observan 3 niveles de clasificación construidos tomando
como referencia el atributo de altura obtenido a partir de los datos
LiDAR. El nivel 0 está formado por dos coberturas básicas y genéricas:
terreno (generalmente zonas con una altura inferior a 1 m) y objetos.
A continuación, el nivel 1 procede de subdividir las dos coberturas
anteriores para llegar a un mayor nivel de detalle (5 coberturas). De
esta forma, a partir de las zonas que representan el terreno se pueden
identificar zonas pavimentadas, como las carreteras y zonas que no
presentan vegetación (suelo desnudo). Adicionalmente, una parte de
las zonas terreno van a contener regiones que presentan vegetación
baja como son los prados. Estas zonas junto con aquellas derivadas
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de las áreas que se identifican con objetos y que presentan vegetación
no arbolada, formarán la clase vegetación no arbolada. Por otro lado,
las zonas de objetos también se podrían dividir en zonas arboladas y
edificaciones. Finalmente, en el nivel 2 se incluyen las 8 coberturas
del suelo que se pretenden identificar en este estudio y pueden dividirse
en 3 grupos: 1) las clases vinculadas con el terreno (pavimento - Pv,
pistas de tierra - Ps, suelo desnudo - Sd y vegetación baja - Vb), 2)
las que se relacionan con los objetos (vegetación mixta - Vm, vegetación
arbolada - Va y edificaciones - Ed) y 3) la vegetación arbustiva (Vr),
que por sus características puede contener tanto zonas terreno cómo
áreas que presentan objetos. Otra cobertura particular es la Vm pues se














EDIFICACIONES PAVIMENTO SUELO 
DESNUDO NO RBOLADA V. ARBOLADA NIVEL 1 
NIVEL 2 
Figura 3.25: Jerarquía de las coberturas del suelo.
La Figura 3.26 muestra el árbol de decisión que constituye el
método de clasificaciónHyClass, con los valores finales de los diferentes
parámetros de segmentación, los umbrales de cada variable empleados
para la asignación de coberturas a los píxeles/objetos y la leyenda
con el significado de los signos empleados. Dicho árbol se desarrolló
íntegramente en el software propietario Definiens eCognitionr (v.7.0)
(Definiens, 2007). Si bien no es lo más habitual, alguno de los resultados
del apartado anterior se adelantarán en este apartado debido a que
es imposible explicar el proceso de formación de este árbol sin hacer
referencia a los resultados de la importancia de las variables (incluidos
todos en el apartado 3.3.2 de resultados). Adicionalmente, con el
propósito de tener una orientación de los valores característicos de cada
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cobertura en relación a las variables más relevantes, dichos valores se
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Figura 3.26: Árbol de decisión que constituye HyClass.
En la Figura 3.26 se observa como el árbol de decisión presenta
tres ramas principales. En primer lugar, la que permite identificar las
coberturas Pv y Ps (operaciones de la 1 a la 5). La segunda rama se
dirige a diferenciar las clases Sd, Vb y Vr (operaciones de la 6 a la 10).
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Textura de la intensidad − GLCM: varianza
Figura 3.27: Características de las muestras de entrenamiento en relación a las 10
variables más importantes (empleando la nube de puntos original).
Por último, en la rama final se busca discriminar las clases Vm, Va y Ed
(operaciones de la 11 a la 17). A continuación se justifican las decisiones
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tomadas para su elaboración y se describen los procesos que se incluyen
en cada una de ellas.
3.2.9.1 Coberturas Pv y Ps
Buján et al. (2013b) estudiaron de manera teórica la posibilidad de
discriminar en un entorno rural diferentes coberturas del suelo y cambios
en las mismas a partir de datos LiDAR multi-temporales. Una de
las conclusiones de este estudio hace referencia al papel fundamental
que desempeña el Modelo Digital de Superficie normalizado para
diferenciar las coberturas vinculadas al terreno (por ejemplo, vías de
comunicación o prados) de las que se relacionan con los objetos (por
ejemplo, edificaciones o arbolado). Otros estudios previos como el de
Im et al. (2008a) o Sasaki et al. (2012) también llegaron a la misma
conclusión. En la Figura 3.27b se observa como esta afirmación se
cumple para diferenciar las clases Vm, Va y Ed (objetos) de las clases
Vb y Sd (terreno) sin embargo no se incluyen las coberturas Pv y
Ps. Estas últimas toman valores similares a todas las coberturas
anteriores, lo que dificulta más de lo que es habitual su identificación.
A diferencia de los estudio mencionados previamente, aquí se busca
identificar todo el trazado de las vías, incluyendo los tramos ocultos por
la vegetación. Para ello, las muestras de entrenamiento se localizaron
en estas zonas (Figura 3.28) y así lo ponen de manifiesto los valores de
altura anormalmente elevados de estas clases (Figura 3.27b).
Teniendo en cuenta la variable nMV m (3), la variabilidad de estas
coberturas, al igual que la de la clase Va, se reduce de manera evidente
y se equipara con el resto de coberturas terreno en cuanto a valores de
altura (Figura 3.27a). Así, esta información puede ser de utilidad para
identificar aquellas regiones sin vegetación susceptibles de contener vías
de comunicación. En este caso se seleccionan aquellos píxeles con una
valor de altura en el nMV m ≤ 0.35 m (criterio 1 ). En la Figura 3.29
se muestra sombreadas en amarillo las zonas que cumplen con este
criterio. En dicha imagen también se ha incluido el trazado de las
vías pavimentadas y de las pistas de tierra. Esta imagen permite tanto
comprobar que sí es posible identificar los tramos de vía que transcurren
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bajo arbolado como localizar visualmente aquellas zonas arboladas que









































Figura 3.28: Ejemplo de muestras de entrenamiento
Pv y Ps en tramos ocultos por vegetación.
A continuación, aten-
diendo al análisis de la im-
portancia de variables a
nivel clase, aquellas rela-
cionadas con la intensidad,
concretamente la I''V m
(25) y la Nz (46) son las
variables que se mostraron
más relevantes para las
clases Pv y Ps, respecti-
vamente. Adicionalmente,
el algoritmo random forest
se empleó para evaluar la
posibilidad de diferenciar
estas clases a nivel píxel
obteniéndose una precisión
de ≈90% (escenario 1 donde se calculó la importancia de las variables
para diferenciar las clases Vb, Sd, Ps y Pv). Si bien la precisión lograda
con random forest es elevada, se consideró que estos resultados podrían
mejorarse mediante el empleo del algoritmo de segmentación multi-
resolución (en adelante, ASM) y el posterior uso de alguna de las vari-
ables de forma implementadas en Definiens eCognitionr.
En los últimos 15 años, el ASM desarrollado por Baatz y Schäpe
(2000) e incluido en Definiens eCognitionr desde 2002, se ha convertido
en uno de los algoritmos más populares y empleados en OBIA (Object-
Based Image Analysis) (Lu y Weng, 2007, Cánovas-García y Alonso-
Sarría, 2015). Se trata de un método de segmentación bottom-up
region merging. En un primer paso considera cada píxel de la imagen
como un objeto (semillas). A continuación, iterativamente se evalúa la
posibilidad de unir dos objetos adyacentes para formar un nuevo objeto
de mayor tamaño. De manera inevitable, la unión de objetos aumentará
la heterogeneidad interna del objeto resultante. Dicha fusión se hará
efectiva si el aumento de la heterogeneidad es inferior a un umbral
previamente establecido (criterio de homogeneidad local). El proceso
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finaliza cuando no es posible fusionar más objetos.
¯










Figura 3.29: Zonas susceptibles de Pv o Ps.
Para llevar a cabo el
proceso anterior es nece-
sario que el usuario de-
fina tres parámetros: scale,
shape y compactness. El
parámetro con mayor im-
pacto en los resultados de
la segmentación es scale
(Cánovas-García y Alonso-
Sarría, 2015, Maxwell et al.,
2015). Este parámetro con-
trola el tamaño de los obje-
tos - valores elevados darán
origen a objetos de mayor
tamaño - y es clave para
establecer el máximo incre-
mento de la heterogeneidad
permitido. Adicionalmente,
el parámetro shape (comple-
mentario del parámetro in-
terno colour que hace refer-
encia al valor espectral de
los objetos) controla el peso
relativo que tiene la forma
de los objetos en el cálculo
del incremento de la heterogeneidad al fusionar objetos. Al mismo
tiempo, el parámetro shape tiene dos componentes, compactness y
smoothness. Compactness controla el equilibrio entre la forma de los
objetos y la longitud de sus bordes. En la Figura 3.30 se incluye la
descripción de cada uno de estos parámetros y la relación que existe
entre ellos. Estos parámetros, junto con la ponderación de cada ima-
gen usada en la segmentación, se emplean para calcular el incremento
de la heterogeneidad interna que tendría lugar si dos objetos vecinos se
fusionaran.
En la última década se han propuesto varios métodos para
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Figura 3.30: Definición y relación entre los parámetros del ASM (fuente: Definiens
(2007)).
determinar de forma automática los valores óptimos de los parámetros
anteriores (Espendola et al., 2006, Möller et al., 2007, Cánovas-García
y Alonso-Sarría, 2015). Sin embargo, ejecutar todas las combinaciones
posibles de estos parámetros es un proceso muy laborioso y costoso, por
ello en algunos casos se optó por optimizar uno de ellos (Cánovas-García
y Alonso-Sarría, 2015). Adicionalmente, cuando el contraste espectral
entre coberturas es bajo, identificar los parámetros óptimos es una tarea
que roza el imposible con independencia del método que se use. A pesar
de estos esfuerzos, el cálculo automático de parámetros no es una técnica
demasiado extendida. Prueba de ello es el gran número de estudios que
para fijar los valores de estos parámetros siguen empleando métodos
manuales basados en la experiencia del usuario y en el análisis visual de
los resultados (Tian y Chen, 2007, Myint et al., 2011, Maxwell et al.,
2015, Matikainen et al., 2017).
En este estudio, los valores de los diferentes parámetros fueron fijados
en base a experiencias previas y a la inspección visual de los resultados.
También se consideraron las recomendaciones hechas por Baatz y Schäpe
(2000), donde estos autores consideran que el criterio espectral (colour)
es más relevante que el criterio shape, recomendando el empleo de valores
inferiores a 0.5 para este último parámetro. Cánovas-García y Alonso-
Sarría (2015) citó en su estudio que valores entre 0.1 y 0.4 son habituales
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en estudios que incluyen clasificaciones orientadas a objetos y en su caso,
dicho parámetro se fijó en 0.3. Los valores de estos parámetros para
este estudio se incluyen en la Figura 3.26 (en las Figuras C.4 a C.6 del
Anexo C se incluyen los mismos datos adaptados a las nubes de puntos
con densidad reducida).
Retomando la descripción de las operaciones incluidas en el árbol de
decisión de HyClass (Figura 3.26), las zonas susceptibles de contener
vías de comunicación (resultado del criterio 1 - Figura 3.29) son objeto
de segmentación. Para ello se tuvieron en cuenta las dos variables más
relevantes en relación a estas coberturas: I''V m (25) y Nz (46). Así, estas
dos variables se emplean como capas espectrales y se fijan los parámetros
scale=150, shape=0.3 y compactness=0.2 (criterio 2 ). En este proceso,
la variable I''V m (25) se pondera el doble que Nz (46). Si bien esta
última muestra más claramente las vías en zonas no ocultas, la variable
de intensidad registra mejor los tramos ocultos por la vegetación. Como
resultado de la segmentación, en la mayoría de los casos las vías de
comunicación se representan por medio de objetos estrechos y alargados
en torno al eje central de las vías. Debido a la forma característica de
estos objetos, se considera la opción de emplear alguna de las variables
de forma implementadas en Definiens eCognitionr. Después de varias
pruebas, la variable Density fue la que ofrecía los mejores resultados.
Dicha variable describe la distribución en el espacio de los píxeles de un
objeto y se calcula a partir del número de píxeles incluidos en el objeto
y su radio aproximado en base a la matriz de covarianza (Definiens,
2007). De esta forma, un objeto con forma cuadrada será más denso
que un objeto alargado. En este caso, aquellos objetos con un valor de
densidad inferior a 0.85 (criterio 3 ) se consideran vías. Para diferenciar
la cobertura Pv de la clase Ps se empleó la variable I''V m (25). Así,
aquellos objetos formados por más de 15 píxeles con una I''V m ≤ 70 se
consideraron Pv (criterio 4 ). De los objetos restantes, aquellos con una
tamaño superior a 15 píxeles se consideraron Ps (criterio 5 ). Aquellas
áreas representadas por los objetos con un tamaño inferior a 15 píxeles
y/o con una densidad > 0.85 se fusionan con las zonas que cumplen el
criterio 6 .
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3.2.9.2 Coberturas Sd, Vb y Vr
Una vez identificadas las coberturas Pv y Ps, las coberturas terreno restantes
pueden ser fácilmente diferenciadas de las coberturas vinculadas a los
objetos empleando los valores de altura del nMSPR (1). Teniendo en
cuenta los umbrales de estas coberturas en relación a dicha variable (Figura
3.27b) y que la precisión de los MDT es de ≈70 cm (Q68.3%) (apartado
3.2.5), se estableció dicho valor como umbral para identificar las zonas
susceptibles de ser Sd o Vb (criterio 6 ). Las zonas que cumplen esta
condición se unieron a aquellas áreas que no cumplían con los criterios 3
y 5 descritos en el apartado anterior. A continuación, estas zonas fueron
segmentadas empleando el ASM. En este caso, se empleó como única
capa espectral la variable I''PR (23), una de las más relevantes para la
discriminación de estas coberturas según el análisis de la importancia de
las variables. Los parámetros empleados fueron scale=120, shape=0.4 y
compactness=0.5 (criterio 7 ). Como se comprueba, el valor del parámetro
scale es menor que el empleado en el criterio 4 ya que las zonas que
se pretenden identificar en este caso son de menor tamaño y para ello
es necesario fijar un umbral para fusionar objetos más restrictivo. Por
el contrario, los valores de los otros dos parámetros son mayores. Fue
posible aumentar el peso de la forma de los objetos en el proceso de
segmentación debido a que existe menos solape espectral entre las clases
Sd y Vb (Figura 3.27f) que el que presentaban las coberturas Pv y Ps
(Figura 3.27i).
Una vez realizada la segmentación, se analizan los valores de
las coberturas Sd y Vb en relación a las variables más relevantes
(Figura 3.27). A partir de este análisis se observó como la clase Sd
presenta valores de intensidad (I''PR (23)) inferiores a 100 mientras
que las observaciones de la clase Vb superan este valor. Después de
realizar varias pruebas, aquellos objetos con I''PR ≤ 95 se considerarán
Sd (criterio 8 ). Un valor similar de intensidad fue empleado por
Antonarakis et al. (2008) para diferenciar las mismas clases. Los objetos
descartados en este paso pueden pertenecer a la clase Vb o a la clase
Vr. A partir del algoritmo random forest se evaluó la posibilidad de
diferenciar estas clases a nivel píxel y la precisión que se obtuvo fue del
91% (escenario 2 donde se obtuvieron las variables más relevantes para
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diferenciar estas clases). Este análisis reveló que además de las variables
nMSPR (1) y nMV m (3), la información más relevante para diferenciar
estas coberturas son las variables de textura de la altura T4zCon (67),
T4zDis (68), T4zEnt (70), T4zS−M (71) y T4zHom (69); y las variable
de rugosidad P (44) y RMSDn (47). Después de varias pruebas, la
variable P (44) fue la que mejores resultados proporcionó. Analizando
los valores de esta variable para las dos clases (Figura 3.27h), en general
las zonas con Vb no se encuentran en regiones con pendientes superiores
a 30o. Finalmente, esta información se empleó para diferenciar las zonas
con Vb de aquellas que presentan Vr (criterio 9 ).
A partir del proceso anterior, la clase Vr no queda totalmente
definida, pues hasta el momento solo se han identificado aquellas
zonas donde la vegetación arbustiva no supera los 70 cm de altura
(criterio 6 ). Sin embargo, en la zona de estudio el matorral puede
puede alcanzar los 4 m de altura. Así, el siguiente paso es identificar
el resto de zonas susceptibles de contener vegetación arbustiva. Para
ello, nuevamente se emplearon los valores de altura de los objetos
(nMSPR (1)). Identificadas todas las coberturas terreno y teniendo en
cuenta que tanto las edificaciones como la vegetación arbolada (Va y
Vm) presentan una altura superior a 2 m, se consideraron zonas con
vegetación arbustiva aquellos píxeles no clasificados donde nMSPR ≤ 1.9
(criterio 10 ). Finalmente, el resto de zonas con vegetación arbustiva, es
decir, aquellas con valores de altura entre 1.9 m y 4 m, no pueden ser
identificadas todavía debido a la confusión con la clase Ed. Por ello, en
primer lugar se identificará esta clase y posteriormente se completará la
clasificación de las zonas pertenecientes a la clase Vr.
3.2.9.3 Coberturas Ed, Vm y Va
Después de identificar las clases anteriores, restan las coberturas que
no están vinculadas con el terreno. Como primer objetivo se busca
clasificar las construcciones y dejar las coberturas relacionadas con el
arbolado para el final. A partir del algoritmo random forest se analizó
la posibilidad de clasificar dichas clases a nivel píxel. La precisión
obtenida en este caso fue del 97% (escenario 3). Si bien dicha precisión
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es muy difícil de superar, el árbol de decisión que da este resultado
es bastante complejo, implicando el uso de 16 variables. Antes de
incluirlo en el árbol de procesos de Definiens eCognitionr, se analizaron
las variables más relevantes para discriminar dichas clases buscando
una alternativa. De manera destacada el nMV m (3) es la variable
más relevante. Dicho resultado es completamente lógico ya que la
diferenciación de las coberturas Va y Vm pasa inevitablemente por su
uso. Adicionalmente, las variables de rugosidad P (44), Stdz (42) y
Std4z>0.7 (43) y el ratio RE (41) también mostraron su importancia en
la identificación de las coberturas vinculadas a los objetos.
Figura 3.31: Ejemplo de delineación de contornos
de edificaciones en las variables Stdz (42) y P (44).
A partir de las vari-
ables anteriores, se observó
que tanto la capa Stdz (42)
como la P (44) mostraba
los límites de las construc-
ciones de manera nítida
(Figura 3.31). Si bien
muchos estudios han abor-
dado el reto de delinear las
edificaciones a partir del
nMFR (Wurm et al., 2011,
Belgiu et al., 2014), su uso
resulta más adecuado para
entornos urbanos que para
zonas donde la presencia
de vegetación arbolada no
es minoritaria como es el caso de los entornos rurales. En base a la
experiencia previa de Buján et al. (2012), donde se usó la variable pen-
diente en una segmentación para aislar las construcciones y facilitar
su clasificación en un entorno rural, en este estudio se ejecutó el ASM
tomando como base dicha información. Después de varias pruebas, la P
(44) ofreció los mejores resultados. Así, los parámetros de segmentación
empleados en este caso fueron scale=55, shape=0.3 y compactness=0.2
(criterio 11 ). A continuación, haciendo uso de otra de las variables an-
teriores, aquellos objetos con un RE ≥ 0.75 (Figura 3.27e) y Nz ≤ 25
(Figura 3.27h) fueron seleccionados como posibles construcciones (crite-
rio 12 ). Los objetos que cumplían con las condiciones anteriores fueron
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fusionados y finalmente se consideraron construcciones aquellos objetos
cuya superficie superara los 25 m2 (criterio 13 ).
Una vez identificadas las edificaciones, ninguna de las coberturas
relacionadas con el arbolado se solapan con la clase Vr en relación al
nMSPR (1) (Figura 3.27b). Así, el siguiente paso es clasificar como Vr
aquellos píxeles con nMSPR ≤ 4 m (criterio 14 ). Este mismo umbral fue
empleado por Riaño et al. (2003) para diferenciar la vegetación arbolada
del resto de vegetación. Las dos operaciones siguientes emplean una
función característica de Definiens eCognitionr que identifica objetos
de una determinada clase encerrados por objetos de otra clase. Una vez
realizada esta identificación, los primeros pueden ser re-asignados a otra
clase. En primer lugar, esta función se empleó para mejorar el resultado
de la identificación de las zonas que presentan vegetación arbustiva. Así,
aquellos objetos clasificados como Vb que agrupen menos de 5 píxeles y
se encuentren rodeados por píxeles clasificados como Vr, pasan a ser Vr
(criterio 15 ). Esta función se empleó nuevamente con el propósito de
mitigar el efecto salt and pepper ocasionado por la clasificación a nivel
píxel de la cobertura Vr y por la existencia de píxeles aislados de la clase
Vb. De manera similar al caso anterior, aquellos grupos de píxeles de
la clase Vr o Vb formados por menos de 5 píxeles y que se encuentren
encerrados por objetos que todavía no han sido clasificados pasan a ser
no-clasificados (criterio 16 ).
Finalmente, los píxeles no-clasificados, es decir, aquellos que cumplen
el criterio 16 y los que presentan una altura superior a 4 m, serán
clasificados como Va o Vm. La principal diferencia entre estas coberturas
es la existencia o no de matorral bajo el arbolado. En este punto, para
establecer el siguiente criterio se ha tenido en cuenta el resultado de
random forest a nivel píxel (escenario 3 donde se calculó la importancia
de las variables para diferenciar las clases Ed, Va y Vm - EOOB=3.01%)
y los valores de estas coberturas en relación a la variable nMV m (3)
(Figura 3.27a). Así, se realizó una clasificación a nivel píxel empleando
la variable nMV m (3). Para establecer el umbral se observó como el
límite de alturas de estas coberturas en relación a la variable nMV m (3)
se encuentra próximo a los 0.8 m, valor similar al error que presenta el
MDT (Q68.3%≈0.70 m). Tras realizar varias pruebas, aquellos píxeles
donde nMV m ≥ 1 serán clasificados como Vm mientras que el resto se
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considerará Va (criterio 17 ).
3.2.10 Evaluación de la precisión
La necesidad de dar respuesta a la creciente demanda de productos
cartográficos con requerimientos de precisión específicos ocasionó un
aumento de la complejidad de los procesos de clasificación. El resultado
de estos procesos constituye una representación simplificada de la
realidad. Toda generalización lleva aparejada la pérdida de información
y es inevitable la existencia de errores en dichos productos. Esta
situación provocó que los métodos para evaluar la precisión de los
resultados llegaran a considerarse de vital importancia, pues su empleo
comercial únicamente es posible si su calidad es conocida (Rwanga y
Ndambuki, 2017). Sin embargo, la evaluación de la precisión de estos
productos no sólo es importante como guía para decidir si la calidad de
un producto se adapta a una determinada aplicación sino que también
permite evaluar si dichos errores pueden trasladarse a análisis donde esa
información es usada (Foody, 2002).
Los primeros métodos que se emplearon para evaluar las discrepan-
cias entre la representación de la realidad y la propia realidad eran fun-
damentalmente subjetivos pues se basaban en inspecciones visuales. Sin
embargo hoy en día, se emplean medidas estadísticas que proporcionan
valores de precisión objetivos. En esta línea, la matriz de confusión es
el método más empleado para cuantificar la precisión del resultado de
una clasificación (Foody, 2002). Esta matriz se construye a partir de
una muestra de observaciones. Tras comparar la cobertura real de cada
elemento de la muestra (j) con la cobertura asignada tras la clasificación
(i), se obtiene una matriz cuadrada donde las columnas representan la
verdad terreno y las filas el resultado de la clasificación. Cada celda de
la matriz indica el número de observaciones en el mapa asignadas a una
categoría en relación a la verdad terreno (nij). Los elementos de la diag-
onal principal de la matriz representan la cantidad de aciertos mientras
que el resto de elementos indican los errores. La matriz de observaciones
de la Figura 3.32 es un ejemplo teórico de matriz de confusión. Teniendo
en cuenta la recomendación realizada por Olofsson et al. (2014), los el-
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ementos de esta matriz se transformaron en proporciones de población
(pij) a partir de la Ecuación 3.14. pij representa la proporción del área
de estudio que pertenece a la cobertura i en el mapa y a la cobertura
j en el mundo real. Un ejemplo teórico de esta matriz de población se
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Figura 3.32: Matriz de confusión tradicional y conversión a matriz de población
estimada. En color magenta se marcan los elementos que se tienen en cuenta para el
cálculo de las medidas de acuerdo y en naranja los que intervienen en el cálculo de
las medidas de desacuerdo.
A partir de la matriz anterior es posible calcular una serie de
estadísticos que reflejan cuantitativamente el acuerdo entre la realidad
y el resultado de la clasificación. Entre los más empleados, destacan los
siguientes: la precisión general (P), precisión del usuario (PU ), precisión
del productor (PP ) y el coeficiente Kappa (Brennan y Webster, 2006,
Antonarakis et al., 2008, Dengsheng et al., 2010).
En este contexto, la precisión general representa la proporción
de observaciones clasificadas correctamente y se obtiene a partir del
sumatorio de los elementos de la diagonal principal de la matriz de
población (Ecuación 3.15). Si P=1 existe un acuerdo perfecto entre
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Adicionalmente, para representar la precisión a nivel clase se
distinguen dos vías: en base a la verdad terreno, donde se tienen en
cuenta además de la celda que se corresponde con la diagonal principal,
los marginales de las columnas de la matriz de población para calcular la
medida denominada precisión del productor ; y en base a la clasificación,
donde en lugar de considerar los marginales de las columnas se emplean
los de las filas de la matriz de población para calcular la medida
denominada precisión del usuario. La PP es la medida complementaria
a los errores de omisión y refleja cuan bien los tipos de coberturas reales
pueden ser clasificados, es decir, la probabilidad de que la clase j real sea
identificada mediante la clasificación (Ecuación 3.16). En cuanto a la
PU , es la medida complementaria de los errores de comisión y representa
como de bien coincide un elemento clasificado con su correspondiente
clase en el mundo real, es decir, la probabilidad de que una zona
determinada del mapa identificada como clase i realmente pertenezca









Es habitual que de manera previa a la clasificación se establezca una
precisión objetivo que marcará el valor mínimo aceptable de precisión.
Generalmente se considera que el resultado de una clasificación es
suficientemente preciso si P es igual o superior a la precisión objetivo.
Sin embargo, algunos investigadores consideran esta comparación
insuficiente y recomiendan el cálculo de intervalos de confianza para cada
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una de las medidas de precisión citadas y que sean tenidos en cuenta a la
hora de evaluar la idoneidad de una clasificación (Foody, 2008, Olofsson
et al., 2014). Para calcular los intervalos de confianza al 95%, en primer
lugar se obtuvo la varianza de las medidas P, PU y PP aplicando las
ecuaciones 5 (V̂ (P)), 6 (V̂ (PU )) y 7 (V̂ (PP )) incluidas en el estudio de
Olofsson et al. (2014) y posteriormente se multiplicó la raíz cuadrada de
dichas varianzas por 1.96.
En base a la consideración de que los valores de las medidas que se
basan en el porcentaje de elementos correctamente clasificados en ciertos
casos pueden ser debidos al azar y no a un acuerdo real entre la verdad
terreno y el resultado de la clasificación, se emplea como medida de
precisión complementaria el coeficiente Kappa de Cohen (1960) (K ). Se
trata de una medida más robusta que un simple porcentaje de acuerdo
puesto que en el cálculo de K se tiene en cuenta el acuerdo que puede
deberse al azar.
A pesar de que el coeficiente Kappa se considera una medida "vital"
para evaluar la precisión de mapas temáticos o clasificaciones obtenidos
a partir de datos procedentes de sensores remotos (Congalton y Green,
2009), en la última década ha sido objeto de múltiples críticas (Foody,
2008, Wu et al., 2009, Salk et al., 2018). Este coeficiente es considero
una medida conservadora al sobrestimar el acuerdo debido al azar lo
que produce a su vez que la precisión de la clasificación representada
por esta medida sea inferior a la real (Wu et al., 2009). Además de esta
limitación, probablemente una de las críticas más repetidas sobre el uso
del coeficiente Kappa sea que no proporciona información adicional a la
ofrecida por el porcentaje de aciertos (P), desestimándose su uso (Liu
et al., 2007). En este sentido, uno de los estudios más interesantes y
críticos tal vez sea el elaborado por Pontius y Millones (2011) (Death
to Kappa: birth of quantity disagreement and allocation disagreement
for accuracy assessment. Dichos autores se basan en tres razones para
no usar K como medida de la precisión de una clasificación: 1) K es
un ratio y en determinadas circunstancias (p. ej. denominador=0)
su interpretación es difícil; 2) la información que ofrece no permite
identificar de forma simple características de los conflictos a fin de
mejorar los resultados de la clasificación; 3) el efecto del azar en el
valor de medidas como la precisión general se consideran irrelevantes y
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por tanto no hay necesidad de corregir este efecto.
Considerando los argumentos expuestos, Pontius y Millones (2011)
propuso como alternativa al coeficiente Kappa dos estadísticos, que a
diferencia de los anteriores no se centran en medir el acuerdo entre los
datos de referencia y la clasificación sino el desacuerdo: desacuerdo
por cantidad (Q) y desacuerdo por localización (A). Estos autores
demostraron que analizar los errores proporciona información adicional
a la ofrecida por las medidas de acuerdo y puede ser de gran utilidad
para mejorar los resultados de la clasificación. Estudios recientes han
reforzado esta idea (Maxwell et al., 2015, Alonso-Benito et al., 2016,
Salk et al., 2018).
El desacuerdo por cantidad de una categoría g (qg) representa las
diferencias entre los datos de referencia y la clasificación en relación a la
superficie que ocupa la cobertura g (Ecuación 3.18). En el caso de que la
proporción de superficie real de una cobertura g sea igual a la del mapa,
qg=0. El desacuerdo general por cantidad (Q) se obtiene dividiendo
entre 2 el sumatorio de los qg de todas las coberturas (Ecuación 3.19)5.
Así, esta medida representa la diferencia general entre los datos de












Por otro lado, el desacuerdo por localización de una categoría g (ag)
representa las diferencias entre los datos de referencia y la clasificación
en relación a la distribución espacial de la cobertura g (Ecuación 3.20).
El desacuerdo general por localización (A) se obtiene dividiendo entre
2 el sumatorio de los ag de todas las coberturas (Ecuación 3.21). Así,
5Se divide entre dos debido a que la sobrestimación de una categoría viene
acompañada de la subestimación de otra, de forma que la misma proporción de
desacuerdo es incluida dos veces en el sumatorio.
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esta medida representa la diferencia general entre los datos de referencia
y la clasificación en relación a la distribución espacial de las coberturas
evaluadas de forma conjunta.











Finalmente, la suma de Q y A da como resultado el error
general de la clasificación (D), medida complementaria de la precisión
(Ecuación 3.22.)
D = 1− P = Q+A (3.22)
En este estudio, se seleccionaron aleatoriamente 800 puntos de
referencia (100 observaciones por cobertura) para comprobar la precisión
de las clasificaciones. En el Anexo C.2 se describe tanto el material
como la metodología empleada para seleccionar estos puntos. Aclarar
que esta muestra es independiente de la muestra de referencia empleada
en la fase de entrenamiento. A continuación, a partir de los resultados
de las clasificaciones, se extrajo la clase a la que fueron asignados dichos
puntos, se construyó la matriz de confusión y se transformó ésta a partir
de la Ecuación 3.14 tal y como se indica en Pontius y Millones (2011).
Finalmente, a partir de esta matriz se calculan las medidas de acuerdo y
desacuerdo definidas en la revisión previa. Este proceso se realizó tanto
para el resultado de la clasificación empleando la nube de puntos original




3.3 Resultados y discusión
3.3.1 Evaluación de la normalización de la intensidad
Como primer paso para evaluar los resultados de la normalización de
la intensidad se llevó a cabo una inspección visual de la intensidad
original (Figura 3.33a) en comparación con la imagen resultante del
proceso de normalización (corrección por el rango + corrección por el
ángulo de escaneo + filtro de paso bajo + expansión del histograma)
(Figura 3.33b). Dicho análisis se centró en aquellas zonas que presentan
algún conflicto: 1) solape entre pasadas; 2) y 3) bandeado por el patrón
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Figura 3.33: Resultados de la corrección de la intensidad.
En la Figura 3.33, recuadro rosa (1), se observa una leve diferencia
de los valores de intensidad entre pasadas. Este error puede ser debido
a la confluencia de varios factores: al patrón de escaneo en "Z" del
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sensor Leica ALS50-II, lo que ocasiona un considerable aumento de la
densidad de puntos y a que el ángulo de escaneo es máximo en esta
zona. En el borde de las pasadas, los puntos se agrupan formando
líneas, aumentando el número de puntos en las celdas donde estos
puntos se localizan y por tanto el peso que su intensidad tiene en el
valor final de dichas celdas. Sin embargo, las zonas arboladas tienen un
comportamiento homogéneo en relación a la reflectividad lo que produce
que su efecto sobre la imagen de intensidad no sea muy evidente. Tras el
proceso de normalización de la intensidad (Figura 3.33b) este efecto fue
mitigado. En los estudios realizados por Mesas-Carrascosa et al. (2012)
y Yan y Shaker (2014), también se dio esta circunstancia, sin bien en el
primer caso no se citaron las posibles causas por las que se puede estar
dando este fenómeno, en el segundo se relacionó con la pendiente de
la superficie de impacto. En ambos casos, tras la normalización de la
intensidad, este error fue mitigado pero no depurado totalmente.
En referencia al efecto de bandeado presente en la imagen de
intensidad original, se distinguen dos tipos. El primero se relaciona
con el patrón de escaneo, lo que produce, tal y como ya se mencionó,
que los puntos LiDAR se dispongan en línea aumentando la densidad
de puntos en unas celdas en perjuicio de las celdas vecinas (recuadros
naranja en la Figura 3.33). Tras la normalización, este efecto se suavizó
en algunas zonas (recuadros naranja situados en la esquina superior
izquierda) mientras que dicho efecto persistió en otras (recuadro naranja
situados en la esquina inferior izquierda). El segundo tipo de bandeado
se vincula al efecto del relieve del terreno y ángulo de incidencia del láser
(recuadros azul en la Figura 3.33). Este efecto fue totalmente corregido
tras la normalización. El efecto de bandeado también se observó en
el estudio realizado por Yan y Shaker (2014), y en su caso además
de relacionarlo con discrepancias en el solape entre pasadas también
lo vinculó con la orientación de la superficie de impacto. Finalmente,
las celdas sin datos (píxeles en rojo en la Figura 3.33) fueron corregidas
gracias a la aplicación del filtro de paso bajo en estas celdas (recuadros
verde en la Figura 3.33).
La Figura 3.34 se elaboró con dos propósitos: por un lado mostrar
el efecto del método propuesto por Yan (2012) para mitigar la excesiva
corrección de la intensidad; y por otro lado, el efecto de la normalización
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en función del rango (escala de color). Para elaborar estas gráficas se
seleccionaron aleatoriamente 100 puntos LiDAR con valores originales de
intensidad entre 70 y 71 (círculos azul). A continuación, se representaron
dichos puntos considerando la intensidad normalizada obtenida a partir
de la Ecuación 3.1 sin aplicar el método de Yan (2012) para abordar
el problema de la excesiva corrección de la intensidad (Figura 3.34a);
corrigiendo este efecto en superficies cuya pendiente es superior a 35o
(Figura 3.34b) y reduciendo este umbral de pendiente hasta los 30o
(Figura 3.34c). En la primera gráfica de la Figura 3.34 se comprueba
la existencia de la excesiva corrección de la intensidad identificado por
Yan (2012). En dicha gráfica se observa como los valores de intensidad
corregidos aumentan a medida que crece el ángulo de incidencia, llegando
a superar éstos a los valores de intensidad originales cuando αi>55o.
Para corregir este efecto, Yan (2012) propuso sustituir el ángulo de
incidencia por el ángulo de escaneo en la Ecuación 3.1 a partir de ángulos
de incidencia entre 30o y 40o.
En la Figura 3.34b se muestran los resultados de esta corrección
al fijar dicho umbral en 35o (puntos coloreados en tonos naranja).
En este punto se aprecia claramente un "escalón" en los valores de
intensidad corregidos. Este resultado fue el motivo por el cual el
umbral del ángulo de incidencia se redujo hasta los 30o (Figura 3.34c),
favoreciendo la continuidad en los valores de intensidad corregidos. Estos
resultados refuerzan los obtenidos por Yan (2012) y ponen de manifiesto
la necesidad de llevar a cabo este tipo de análisis para identificar el
valor del ángulo de incidencia más adecuado para mitigar las excesiva
corrección de la intensidad. Por otro lado, imitando el análisis realizado
por García et al. (2010), estas gráficas también muestran el efecto de la
normalización al variar el rango. Partiendo de puntos con la misma
intensidad original (entre 70 y 71) y con independencia del ángulo
de incidencia, se aprecia como aquellos puntos con menor elevación
(mayor rango) presentan mayores valores de intensidad normalizada que
los puntos más cercanos al sensor (menor rango). Este mismo efecto
se observó en el estudio de García et al. (2010), aunque en su caso
únicamente se normalizó la intensidad por el rango. A partir de ángulos
de incidencia superiores a 30o en Figura 3.34c se comprueba que tampoco
existen patrones de comportamiento en relación al ángulo de escaneo,
hecho que refuerza la evidencia de Coren y Sterzai (2006) acerca de que
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Figura 3.34: Comparación de la intensidad original (círculos azul) con el resultado de
las correcciones en función del ángulo de incidencia y el rango (puntos sombreados).
la intensidad no se ve afectada cuando el ángulo de escaneado es inferior
a 10o.
Varios estudios han demostrado que la homogeneización de los
valores de intensidad mediante procesos de normalización puede mejorar
la caracterización de las coberturas del suelo y por tanto su identificación
por medio de un proceso de clasificación (Habib et al., 2011, Mesas-
Carrascosa et al., 2012). Para comprobar que la heterogeneidad de los
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valores de intensidad se ha reducido tras la normalización, se llevó a cabo
un análisis similar a los realizados por Mesas-Carrascosa et al. (2012) y
Yan y Shaker (2014). Para ello se identificaron 56 muestras cuadradas de
5 m de lado representativas de las coberturas arbolado, construcciones,
matorral, pistas de tierra, carreteras, suelo desnudo y vegetación baja (8
muestras por tipo de cobertura). Su distribución en el área de estudio
se realizó tomando como base la ortoimagen y el MDS. A partir de
los puntos incluidos en cada muestra cuadrada se calculó el coeficiente
de variación de los valores de intensidad antes (CVI) y después de la
normalización (CVI′′). La Figura 3.35 incluye el coeficiente de variación
para cada cobertura y muestra. Las barras representan el CVI de la
intensidad no normalizada mientras que la línea continua azul refleja el























Cobertura Arbolado Construcción Matorral Pista Carretera Tierra V. baja
Figura 3.35: Comparación del coeficiente de variación de intensidad antes y después
de su normalización en relación a diferentes coberturas del suelo.
De entre todas las coberturas analizadas, las zonas con arbolado
son las que presentan la mayor variabilidad en relación a la intensidad.
Esta situación se debe tanto a la heterogeneidad de materiales que
forman esta cobertura como a el reducido nivel de planaridad que
presentan (Yoon et al., 2008, Yan, 2012). Los resultados incluidos en la
Figura 3.35 muestran una mejoría del CV de ≈40% en zonas arboladas
y de ≈60% en las muestras con vegetación baja. En teoría, estas últimas
zonas se caracterizan por presentar valores homogéneos de intensidad,
sin embargo los datos en zonas de vegetación baja empleados en esta
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investigación son los que se ven más afectados por errores de registro de
la intensidad, tal y como se pudo ver en la Figura 3.33. Estos resultados
son muy diferentes a los obtenidos por Jutzi y Gross (2010) y Mesas-
Carrascosa et al. (2012), donde las zonas forestales y los pastizales tras
la normalización de la intensidad no mostraron mejoría en relación al
CV. Mesas-Carrascosa et al. (2012) atribuyó estos resultados a que las
muestras en estas zonas no eran puras, incluyendo píxeles con sombras
y suelo desnudo, dando como resultado altos valores de desviación típica
que enmascararon el efecto de la normalización de la intensidad.
En general, los tejados de las edificaciones presentan una notable
mejoría del CV tras la normalización de la intensidad. Los resultados
para estas zonas, incluidos en la Figura 3.35, permiten apreciar varias
casuísticas. En primer lugar, la muestra con el valor más bajo del
CVI (0.1) se corresponde con una cubierta formada por un único
plano (muestra 10). Aunque esta muestra presenta el menor CVI y
el ángulo de incidencia es pequeño, la mejoría tras la normalización
es la mayor entre las muestras de edificaciones (≈60%). En el extremo
opuesto se encuentran las muestras que se corresponden con las cubiertas
más complejas (intersección de varios planos con diferente orientación
y/o pendiente) (muestras 9, 12 y 15 con CVI igual a 0.5, 0.5 y 0.34
respectivamente), donde las mejoras del CV son menores (20%, 30% y
45%, respectivamente).
Por otro lado, las muestras en zonas de matorral, salvo la muestra
19, presentan una variabilidad similar a la de las cubiertas de las
edificaciones. Esta similitud puede ser debido a que muchas de estas
zonas son bastante homogéneas en relación a la altura y a la especie. En
estas zonas, la mejora media del CV es ≈50%. Finalmente, las muestras
con los menores CVI son las que se corresponden con las pistas de tierra,
suelo desnudo y carreteras asfaltadas (CV medios originales de 0.13, 0.15
y 0.19, respectivamente). Aunque presentan bajos valores de intensidad
y pequeños ángulos de incidencia, la mejora del CV es similar al que
presentan el resto de coberturas (54%, 40% y 41%, respectivamente).
A modo de resumen, los análisis realizados para evaluar los resultados
de la normalización de la intensidad indican que dicho proceso ha
permitido mejorar la información referente a la intensidad, disminuyendo
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la variabilidad en todas las coberturas analizadas. Adicionalmente, con
el propósito de mitigar la excesiva corrección de la intensidad al emplear
el ángulo de incidencia, se puso de manifiesto la necesidad de determinar
para cada estudio y conjunto de datos el valor del umbral de pendiente
más apropiado.
3.3.2 Análisis de la importancia de las variables
Existen múltiples métodos que permiten identificar las variables más
relevantes para diferenciar coberturas del suelo mediante procesos
automáticos de clasificación. En este estudio se empleó el algoritmo
random forest. El análisis de los resultados de la IV se centrará en tres
puntos clave: 1) en un contexto global; 2) en un contexto por categoría;
y 3) considerando diferentes escenarios.
En relación al contexto global, se consideraron las 72 variables y
las 8 coberturas del suelo al ejecutar el el algoritmo random forest. El
resultado de este proceso se incluye en la Figura 3.36. Para facilitar la
interpretación de los resultados, los 5 bloques de variables se representan
por medio de colores. Así, las variables de elevación/altura se muestran
en color magenta; las variables en base a la intensidad en color azul; en
verde las que se basan en los retornos; en malva las de rugosidad y en
naranja las de textura. Guan et al. (2013) evaluaron la importancia de
varios bloques de variables (12 variables de la altura LiDAR, 9 variables
de intensidad LiDAR y 27 variables a partir de valores medios y textura
de 3 bandas espectrales) para diferenciar 4 coberturas del suelo (árboles,
suelo desnudo, edificios y vegetación baja). A partir de sus resultados no
es posible identificar los bloques más relevantes ya que no se aprecian
grandes diferencias entre variables. Sin embargo, en la Figura 3.36 sí
es posible hacer este análisis. De esta forma, se observa como dos de
las variables de altura son las más relevantes (color magenta). También
las variables de textura en base a la altura (color naranja) presentan
un alto nivel de importancia junto a la gran mayoría de las variables
de intensidad (color azul). De manera más irregular, algunas de las
variables basadas en los retornos (color verde) y la rugosidad (color
malva) también se muestran relevantes. Por otro lado, gran parte de
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las variables de altura y textura de la intensidad, y la totalidad de las




















































































0.000 0.025 0.050 0.075






Figura 3.36: Importancia de las variables a escala global usando Random Forest
(empleando la nube de puntos original). EOOB=10.76%
Tal y como se mencionó previamente, la IV se representa por medio
del error OOB (OOB mean decrease in accuracy). De acuerdo a estos
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valores y de manera destacada, el nMV m (3) y el nMSPR (1); y a
continuación las variables de textura GLCM T4zσ2 (66) y GLCM
T4zµ (65) son las variables más relevantes. En relación a las primeras,
se esperaba que desempeñaran un papel destacado, pues el nMSPR (1)
se considera fundamental para diferenciar las coberturas vinculadas al
terreno de las que se relacionan con los objetos (Im et al., 2008a, Sasaki
et al., 2012, Buján et al., 2013b), además se ha mostrado como una de
las variables LiDAR a partir de análisis de IV Chehata et al. (2009),
Guo et al. (2010), Niemeyer et al. (2014); mientras que el nMV m (3)
en teoría podrían facilitar la identificación de las zonas que presentan
o no matorral, fundamentalmente bajo arbolado. A continuación, las
variables que se presentan más relevantes se encuentran relacionadas
con los retornos, caso de RE (41), con la intensidad de los datos LiDAR
(I''PR (23), I''UR (24) y I''V m (25)), la rugosidad por medio de la
pendiente (P (44)) y la textura de la intensidad (GLCM I''µ (49)).
En el extremo opuesto se encuentran las variables de elevación que
representan los intervalos de densidad (RDB1−8 (5-12)) y los coeficiente
de asimetría (CA (21)) y curtosis (CC (22)). Los intervalos de densidad
fueron empleados por Alonso-Benito et al. (2016) para identificar tipos
de combustible en un entorno forestal. Tres de los tipos de combustibles
que identificaron, para los que obtuvieron buenos resultados, presentan
muchas similitudes con las clases Va y Vm. Sin embargo, aquí se
muestran como poco importantes. Este resultado puede ser debido a
que en el estudio de Alonso-Benito et al. (2016) eran las únicas variables
que proporcionaban información sobre la existencia de vegetación bajo
arbolado mientras que en el estudio que aquí se presenta, y a la vista de
los resultados, existen variables con mayor potencial para dicha tarea.
En el análisis del escenario 3, al final de este apartado, se hará referencia
a la poca relevancia que han mostrado estas dos últimas variables.
Por otro lado, las Figuras 3.37 y 3.38 muestran la importancia de
las diferentes variables para cada una de las coberturas (contexto por
categoría). En primer lugar se observa como las variables relacionadas
con la intensidad (barras azul) presentan una importancia mucho mayor
para las coberturas terreno (Pv, Ps, Sd y Vb - Figura 3.37) que para las
vinculadas a objetos (Va, Vm y Ed - Figura 3.38). A medio camino entre
ambos grupos se encuentra la clase Vr, cuyas características se solapan
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con ambos grupos. La importancia de la intensidad para identificar las
coberturas terreno fue puesta de manifiesto por Song et al. (2002), donde
analizaron la reflectividad de los pulsos LiDAR en relación a diferentes
coberturas, entre las que se encontraban el asfalto, el suelo desnudo y
la vegetación baja. El contenido de clorofila de la vegetación baja o
los cultivos dan como resultado altos valores de intensidad al emplear
longitudes de onda en el infrarrojo cercano, mientras que las zonas de
suelo desnudo presentarán baja reflectividad y por tanto bajos valores de
intensidad. Posteriormente, Guan et al. (2013) también analizaron por
medio del algoritmo random forest qué variables tenían mayor impacto
en la identificación de clases como el suelo desnudo o la vegetación
baja. Si bien la variable GLCM I''µ se encontraba entre las 10 variables
más relevantes, el nMSPR se situaba claramente como la variable más
importante. Estos mismos resultados se observan en las Figuras 3.37a y
3.37b.
A diferencia del caso anterior, ni las variables relacionadas con la
textura ni las vinculadas a la altura presenta una relevancia destacada
en relación a las coberturas Pv y Ps. Sin embargo, llama la atención
la importancia de la variable Nz (46) con respecto a la clase Ps
(Figura 3.37d) y no para la clase Pv, donde I''V m (25) es la variable más
relevante (Figura 3.37c). La importancia de Nz también la observaron
Guan et al. (2013), aunque es su caso dicha variable se mostró relevante
para la clase terreno, la cuál estaba compuesta fundamentalmente por
vías pavimentadas. Adicionalmente, en el caso de la cobertura Ps se
observa un aumento de la importancia de las variables relacionadas
con la rugosidad (Std Z (42) o P (44)) en perjuicio de las variables
de intensidad. Una posible explicación puede ser las características del
entorno donde se encuentran y el material del que están compuestas unas
y otras. En el caso de las pistas forestales, éstas se localizan en zonas
con orografía compleja y en sus márgenes se encuentra más cantidad
de vegetación y más densa que en el caso de las vías pavimentadas,
generalmente ubicadas en zonas menos abruptas y más desprovistas
de vegetación. Adicionalmente, el material de estas últimas suele
ser bastante uniforme y su reflectividad baja, mientras que las pistas
forestales presentan características más heterogéneas. Tal vez esta pueda
ser la explicación a que variables relacionadas con la rugosidad tengan
más relevancia con éstas últimas y variables de intensidad tengan mayor
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(d) Pistas de tierra.
Figura 3.37: Importancia de las variables en función de la cobertura usando Random
Forest (empleando la nube de puntos original) (Parte I).
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Las coberturas vinculadas a los objetos se caracterizan por presentar
un grupo muy reducido de variables relevantes mientras que el resto
presenta muy poca importancia. Las variables RE (41) y nMV m (3) son
claramente las más destacadas para las clases Ed y Vm, respectivamente
(Figuras 3.38a y 3.38c). En el caso de la cobertura vegetación arbolada,
nMSPR (1), GLCM T4zµ (65), nMV m (3) y GLCM T4zσ2 (66) son por
este orden las variables más importantes (Figura 3.38b). Además de ser
un grupo muy reducido, en el caso de las clases Ed y Vm también son
muy específicas. El ratio retorno edificación (RE (41)) en el caso de las
edificaciones es un caso muy claro. Esta variable es una adaptación de
la propuesta originalmente por Kim y Sohn (2010), donde a diferencia
del ratio original, en este caso únicamente se consideraron como únicos
retornos aquellos puntos cuya altura se encontraba entre 2 y 12 m a
fin de evitar valores altos de esta variable en masas forestales densas. A
priori dicha modificación no fue contraproducente a la vista del resultado
obtenido en el cálculo de la IV. En el caso de esta cobertura destaca la
poca importancia que presentan las variables relacionadas con la altura,
principalmente nMSPR (1), pues en estudios previos se mostraron como
las más influyentes para la identificación de edificaciones (Chehata et al.,
2009). Por otro lado, se esperaba que el nMV m (3) se mostrase como
una de las variables más relevantes para la vegetación mixta, aunque
no era la única la que podía revelar la presencia de vegetación bajo
arbolado, pues menos los modelos normalizados de altura, el resto de
variables de altura podían desempeñar esta función (por lo menos en
teoría). En relación a esta cobertura, también se observa una ligera
importancia de las variables de rugosidad (P (44), Std4z>0.7 (43) y Std
Z (42)), probablemente debido a la presencia de mayor cantidad de
retornos múltiples que en la mayoría de coberturas.
Finalmente, si se comparan los resultados de la IV de la cobertura
Vr (Figura 3.37c) con las gráficas de las clases Sd, Vb, Pv y Ps
(Figuras 3.37a a 3.37d) y con las de Ed, Va y Vm (Figuras 3.38a a 3.38c),
se observa como la IV de la cobertura Vr es similar a la de las clase Sd
y Vb en relación a la relevancia de las variables de altura nMSPR (1) y
nMV m (3), variables que pueden ser fundamentales para diferenciar entre
estas 3 coberturas. También presenta similitudes con los resultados para
la cobertura Va con respecto a la importancia de la textura de la altura
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Figura 3.38: Importancia de las variables en función de la cobertura usando Random
Forest (empleando la nube de puntos original) (Parte II).
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intensidad como en el caso de las pistas de tierra. En este útlimo caso,
dicha pérdida es en favor de variables de altura y no de rugosidad como
se observó en el análisis de variables de la clase Ps.
Por último, se analizó la importancia de la variables para separar
diferentes coberturas del suelo. Para ello se consideraron tres
escenarios: escenario 1, diferenciar las coberturas Vb, Sd, Ps y Pv
(Figura 3.39); escenario 2, diferenciar Vb de Vr (Figura 3.40); y por
último, escenario 3, identificación de las coberturas Ed, Va y Vm
(Figura 3.41). Adicionalmente, se incluye en el título de cada figura
el error de clasificación (EOOB) obtenido a partir del algoritmo random
forest.
Como primer escenario se consideraron la cuatro coberturas terreno
(Vb, Sd, Ps y Pv). De acuerdo a los resultados del análisis de la
IV (Figura 3.39) se vuelve a poner de manifiesto la relevancia de la
intensidad para discriminar las coberturas terreno y la poca importancia
de las variables de en base a la altura, a los retornos y a la rugosidad.
En este último caso, existen tres excepciones, las variables Nz (46),
Std Z (42) y P (44). Estas variables ya mostraron en el análisis de
coberturas individuales su relevancia para la identificación de la clase
Ps (Figura 3.37d). A pesar de la gran cantidad de variables calculadas,
la imagen de intensidad tradicional (I''PR (23)) se mantiene como la
información por excelencia para diferenciar las coberturas terreno en
el caso de usar datos LiDAR. Im et al. (2008a) mediante un análisis
de sensibilidad para identificar la contribución de diferentes variables
para la identificación de 5 coberturas entre las que se encontraban vías
pavimentadas y zonas con vegetación baja, concluyeron que la intensidad
es un atributo crítico en los procesos de clasificación donde únicamente
se emplean datos LiDAR. Esta variable resultó ser una pieza clave
para diferenciar coberturas que presentan valores similares de altura,
como son las zonas pavimentadas y las áreas con vegetación baja. Más
recientemente, Matikainen et al. (2017) analizaron en qué medida el
empleo de datos LiDAR multi-espectrales (3 bandas) permite disminuir
la confusión entre las coberturas asfalto, gravilla, vegetación baja y zonas
rocosas en comparación con los resultados obtenidos a partir de una
nube de puntos LiDAR tradicional (1 canal). Adicionalmente evaluaron
la importancia de las diferentes variables en dicho proceso. Teniendo
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en cuenta sólo las variables derivadas del canal 2 (datos análogos a los
empleados aquí), las variables Q90%−I′′ , Q75%−I′′ y Q50%−I′′ resultaron
más importantes que el valor medio de la intensidad. Si bien en la
Figura 3.39 se observa la importancia de estas variables en menor grado
que I''PR (23) y I''UR (24), es necesario recordar que estas últimas han
sido calculadas empleando el cuantil del 68.3%, lo que las aproxima a































































































































































































































































































































































































































































Figura 3.39: Escenario 1. Importancia de las variables para diferenciar las coberturas
Vb, Sd, Ps y Pv usando Random Forest (empleando la nube de puntos original).
EOOB=9.25%
En el segundo escenario se analizaron qué variables son más
relevantes para diferenciar las coberturas Vr y Vb. Estas coberturas
representan vegetación de porte medio-bajo y sus valores de reflectancia
en relación a la intensidad tienden a ser similares. Pese a que
existen estudios previos donde variables obtenidas a partir de valores
de intensidad, como el valor medio o la diferencia de intensidad
entre retornos, resultaron de utilidad para discriminar coberturas
terreno con valores de intensidad similar (Antonarakis et al., 2008),
el resultado del análisis de IV para las clases Vr y Vb muestra como
las variables derivadas de la intensidad presentan poca importancia
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para la identificación de dichas clases (Figura 3.40). Por el contrario,
las variables más relevantes se relacionan con la altura (nMV m (3) y
nMSPR (1)). Estas variables pueden emplearse para diferenciar parte
de la superficie que presenta vegetación arbustiva, pues la clase Vb no
alcanza valores por encima de los 0.70 - 1 m de altura. Sin embargo,
restaría diferenciar las áreas con Vr de las de vegetación baja (prados,
zonas de cultivo,...) con altura entre los 0.5 y 1 m. En este caso, tal
y como se muestra en la Figura 3.40 se podría recurrir a variables de
textura de la altura como GLCM T4zCon, GLCM T4zDis y GLCM





























































































































































































































































































































































































































































Figura 3.40: Escenario 2. Importancia de las variables para diferenciar las coberturas
Vb y Vr usando Random Forest (empleando la nube de puntos original). EOOB=9%
En relación al tercer escenario, donde se han considerado las
coberturas Ed, Va y Vm, la variable más importante resultó ser el
nMV m (3) (Figura 3.41). Como ya se detalló previamente, esta variable
pretende representar la altura de la vegetación media (objetos con altura
inferior a 4 m). Adicionalmente, las variables de rugosidad P (44) o Std Z
(42) o RE (41) en base a los retornos también muestran su importancia
para discriminar dichas coberturas. Esta última variable, junto con
RMS Dn (47), también mostró su relevancia para la identificación de
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construcciones en el estudio de Kim y Sohn (2013). Por otro lado,
también llama la atención que variables calculadas específicamente para
diferenciar Va de Vm, como el coeficiente de asimetría (CA (21)) o
curtosis (CC (22)), que han mostrado poseer potencial para identificar
diferentes estructuras forestales, tanto en la teoría (ver apartado 3.2.6.1)
como en la práctica (Antonarakis et al., 2008); o la PNT (37), se
encuentren entre las variables menos relevantes. Pudiera ser que
estas variables se encuentren eclipsadas por el nMV m, variable también
específica para caracterizar las coberturas Va y Vm y no empleada por
Antonarakis et al. (2008) y Kim y Sohn (2013). En referencia a las
capas CA (21) y CC (22), otra posible causa puede ser su resolución.
Probablemente un tamaño de píxel de ≈ 1.5 m (4*point spacing) para
su cálculo fuese insuficiente a pesar de una densidad de puntos elevada
(8 puntos/m2). Otros autores también emplearon los intervalos de
densidad para llevar a cabo esta tarea, sin embargo aquí estas variables
tampoco se han mostrado relevantes Martinuzzi et al. (2009), Alonso-
































































































































































































































































































































































































































































Figura 3.41: Escenario 3. Importancia de las variables para diferenciar las coberturas
Ed, Va y Vm usando Random Forest (empleando la nube de puntos original).
EOOB=3.01%
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Figura 3.42: Resultado de la clasificación híbrida a partir de la nube de puntos
original.
El método de clasificación híbridoHyClass fue probado en una zona
rural de la que se disponían datos LiDAR de alta densidad (8 ptos/m2).
El resultado gráfico de dicha clasificación se muestra en la Figura 3.42.
Junto al resultado de HyClass se incluye tanto la ortoimagen de la
zona de estudio como la imagen de intensidad derivada de los datos
LiDAR (I''PR (23)). Se consideró relevante incluir esta última imagen
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ya que la ortoimagen no permite comprobar visualmente la detección de
la cobertura suelo desnudo debido al desfase temporal que existe entre
dicha imagen (año 2011) y la captura de los datos LiDAR (año 2010).
Para completar estos resultados, en la Tabla 3.9 se incluye la matriz de
confusión y valores de precisión y desacuerdo obtenidos tras comprobar
a qué clases habían sido asignadas las 800 observaciones de la muestra
de validación.
Tabla 3.9: Matriz de confusión usando el método híbrido HyClass
HyClass
Precisión (IC)= 96.88% (95.35% - 97.93%)
Desacuerdo = 3.12% Q = 2.06% A = 1.06%
Referencia →
Clasificación ↓ Pv Ps Sd Vb Vr Va Vm Ed Usuario (%)
Pv 99 1 0 0 0 0 0 0 99.0
Ps 0 87 0 2 0 0 0 1 98.86
Sd 0 3 100 0 0 0 0 0 97.09
Vb 0 0 0 96 1 0 0 0 98.97
Vr 0 3 0 4 99 0 0 0 93.40
Va 1 4 0 0 0 99 4 0 91.67
Vm 0 2 0 0 0 1 96 0 96.97
Ed 0 0 0 0 0 0 0 99 100.0

















Mediante el análisis visual del resultado de la clasificación incluido
en la Figura 3.42 se observa como el método HyClass proporciona muy
buenos resultados. Visualmente llama la atención la corrección en la
detección de las construcciones y las zonas de suelo desnudo, así como la
identificación del trazado completo de la mayoría de las pistas de tierra
y la vía pavimentada. Esta primera evaluación se ve respaldada por un
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elevado valor de precisión general. En este sentido, siguiendo una de las
recomendaciones propuestas por Olofsson et al. (2014), se han calculado6
los intervalos de confianza de 95% para todos los valores de precisión y
fiabilidad incluidos en este estudio. Se considera más apropiado emplear
estos límites para evaluar la precisión de una clasificación y decidir si la
precisión objetivo ha sido alcanzada, que el uso del porcentaje de aciertos
(Foody, 2008). En este caso, la precisión general de la clasificación es de
96.88%, cuyos límites de confianza son 95.35% - 97.93%. (Tabla 3.9).
Existen muchas dificultades para comparar la efectividad de
HyClass con otros métodos de clasificación. Una de las razones
principales es la naturaleza de las coberturas identificadas en este
estudio. Otra prueba de la dificultad de realizar evaluaciones
comparativas con otros métodos es el reducido número de estudios
similares que emplean datos LiDAR como única fuente de información.
En la revisión realizada recientemente por Yan et al. (2015) sobre
métodos de identificación de coberturas en entornos urbanos a partir de
datos LiDAR, únicamente se incluye un estudio donde se han identificado
más de 6 coberturas. Este estudio es el de Brennan y Webster (2006),
donde se desarrolla una clasificación orientada a objetos usando un
árbol de decisión y 4 variables LiDAR (no se especifica la densidad
de la nube de puntos LiDAR) para identificar 7 coberturas (masas de
coníferas, caducifolias, zona intermareal, cuerpos de agua, vegetación
baja, carreteras y estructuras). La precisión de su clasificación alcanzó
un valor de 98.14% (IC: 98.02% - 98.25%). Si no se tienen en cuenta las
clases zona intermareal y masas de agua, coberturas que concentran el
50% de todas las observaciones de la muestra de validación, la precisión
de su clasificación se reduce a 95.49% (IC: 95.20% - 95.76%). Resultado
similar al que se presenta aquí.
Más recientemente, Zou et al. (2016) buscaron identificar 9
coberturas (masas de agua, suelo desnudo, pasto, vegetación baja, media
y alta, edificaciones y líneas eléctricas) a partir de datos LiDAR multi-
wavelength con una densidad de aproximadamente 20 ptos/m2. En su
caso obtuvieron una precisión general de 91.63% (IC: 86.71% - 94.90%).
6Para el cálculo de los intervalos de confianza se empleó la función prop.test del
paquete stats (V.3.5.0) del software R.
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En la misma línea, Matikainen et al. (2017) empleó datos LiDAR
multi-espectrales con una densidad de 25 ptos/m2 para identificar 6
coberturas (suelo desnudo/pistas de gravilla, vegetación baja, arbolado,
edificaciones, zonas rocosas y asfalto) a partir de una clasificación
orientada a objetos y el método random forest. La precisión general
de su clasificación empleando todos los datos fue de 95.9% (IC: 93.85%
- 97.33%) y usando únicamente un canal (densidad de 8 ptos/m2) la
precisión fue de 92.91% (IC: 90.38% - 94.82%). Estos últimos estudios
han identificado un número similar de coberturas al estudio que aquí
se presenta, empleando datos más modernos y con mayor resolución,
obteniendo precisiones ligeramente inferiores a las obtenidas por el
método HyClass. Este análisis comparativo puede tomarse como
una prueba del potencial y la elevada efectividad del método híbrido
propuesto.
Considerando las coberturas a nivel individual (Tabla 3.9), los
resultados sugieren que el método híbrido HyClass muestra un gran
potencial para identificar las 8 coberturas consideradas en este estudio.
Destacan en este sentido los valores de fiabilidad, tanto del usuario
como del productor, superiores al 96% que presentan las coberturas vías
pavimentadas, edificaciones, suelo desnudo, vegetación baja y vegetación
mixta. En el extremo opuesto se encuentra la cobertura pistas de tierra.
Aunque esta clase presenta uno de los errores de comisión más bajos
(≈ 1%), muestra el error de omisión más elevado (13%). Se esperaban
altos errores de omisión pues se contaba con que iba a ser complicado
identificar algunos tramos de pista ocultos bajo arbolado. Posiblemente
los errores citados se están dando en aquellas zonas donde la vegetación
arbolada es muy densa o presenta varios estratos, impidiendo que el láser
llegue hasta el terreno. A estas limitaciones se le unen los posibles errores
del MDT en estas zonas. Estas suposiciones se confirman analizando la
matriz de confusión que se incluye en la Tabla 3.9, donde se observa que
casi el 70% de los errores de omisión de esta cobertura se deben a la
confusión con las clases Va, Vr y Vm.
Del mismo modo que se esperaban elevados errores de omisión,
también se contaba con que los errores de comisión fueran bajos. Esto se
debe a que no era muy probable que el proceso de segmentación creara
objetos alargados que no se correspondieran con vías de comunicación.
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Sin embargo, sí existía el riesgo de fallos en la segmentación por similitud
espectral con las coberturas suelo desnudo o vegetación baja. Estos
errores se producen debido a la presencia de zonas que presentan Vb o
Sd próximas a las pistas de tierra, de manera que dichas zonas terminan
por formar parte de los objetos alargados que representan a las vías.
Algún ejemplo de estos errores se observa en la pista de tierra número
12 (el código de pistas se puede consultar en la primera imagen de la
Figura 3.45) o en la vía pavimentada (en la Figura 3.42 se aprecian
objetos redondeados clasificados como Pv que se encuentran junto a la
carretera y se adentran en la zona arbolada). A pesar de estos errores,
la cobertura Pv presenta valores de fiabilidad del 99%.
Aunque algunos estudios consideraron clave el empleo de la
intensidad para diferenciar las coberturas Pv y Vb (Charaniya et al.,
2004, MacFaden et al., 2012), aquí, aunque se empleó la intensidad,
la variable clave para identificar la cobertura Pv ha sido la variable
de forma Density implementada en Definiens eCognitionr. Además,
analizando la matriz de confusión no se observan indicios de posible
confusión de esta cobertura con la clase Vb. Sin embargo, sí existe cierta
confusión entre las coberturas Vb y Vr. La posibilidad de ocurrencia de
este error ya se observó en la Figura 3.27, donde los valores de estas
coberturas se solapaban en relación a las variables más relevantes y a
partir de los resultados del Escenario 2 (Figura 3.40). Estos últimos
resultados mostraban la relevancia de las variables de rugosidad P (44)
y RMSDn (47) y de las variables de altura nMV m (3) y nMSPR (1). Si
bien esta última variable ya demostró ser determinante en el estudio de
Chen et al. (2009) para mejorar la identificación de estas clases, en el
estudio que aquí se presenta la variable P (44) también desempeñó un
papel muy importante en la diferenciación de estas dos coberturas.
Lo particular de la clase Vr también se observó en el análisis de la
IV cuando la distribución de sus variables en la gráfica de importancia
guardaba similitudes con otras coberturas pero no las suficientes para
ser integrada en uno de los dos grupos (terreno ó objetos). Compartir
características con clases de ambos grupos aumenta la dificultad para
identificar esta clase. Sin embargo, la matriz de confusión únicamente
muestra confusión con la clase Vb y Ps, alcanzando un error de comisión
de 6.6%, mientras que el error de omisión es del 1%. Aunque estos valores
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de error relativamente bajos no reflejan la complejidad que entraña la
identificación de esta cobertura, una clara prueba de su dificultad es
que su identificación se realizó en tres etapas tal y como se refleja en el
árbol de decisión del método HyClass (Figura 3.26). Al mismo tiempo,
esto también puede tomarse como prueba de la efectividad del método
híbrido HyClass.
Otra de las coberturas que presentó altos valores de fiabilidad fue la
clase suelo desnudo. Esta clase no presenta errores de omisión (fiabilidad
de productor del 100%) y el error de comisión es del 3%. La totalidad de
estos errores se debe a la confusión con la cobertura Ps. En la Figura 3.42
se observa como estos errores se localizan en la zona inferior de la escena
en un cruce de pistas de tierra.
Una de las características generales del arbolado maduro es su
densidad y baja penetrabilidad, dificultando que el láser atraviese la
vegetación y llegue al terreno. Este comportamiento es similar al que
presentan las cubiertas de las edificaciones, dificultando la diferenciación
de estos dos tipos de coberturas. Sin embargo, en entornos rurales, las
edificaciones no suelen tener más de dos plantas, lo que limita su altura
a ≈12 m. Esta información fue tenida en cuenta a la hora de calcular el
ratio RE. Dicha variable fue clave para identificar con éxito la cobertura
Ed al disminuir el riesgo de confusión con la clase Va. Esta modificación
en el cálculo de dicha variable puede ser la causa de su relevancia en
este proceso de clasificación, pues en otros estudios donde sí se calculó,
finalmente no fue empleada al no considerarse relevante (Kim y Sohn,
2010, 2013). En dichos estudios también se observó como gran parte
de los errores en las coberturas edificaciones y arbolado se debían a la
confusión entre ambas clases, que tal vez se podrían haber mitigado
usando el RE calculado aquí. En el estudio que aquí se presenta, la
fiabilidad de la cobertura Ed se encuentra entre las más elevadas, donde
la referida al productor es de 99% y la del usuario de 100%. Aunque no
se reflejen errores de comisión en la matriz de confusión, en el centro de
la imagen con el resultado de la clasificación (Figura 3.42) sí es posible
ver una pequeña zona clasificada como Ed cuando realmente se trata
de Vm. Aunque se corrigieron parte de los errores por presencia de
vegetación densa al considerar como únicos retornos sólo aquellos puntos
entre un rango de altura de 2 a 12 m en el cálculo de RE, aquellas zonas
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con vegetación muy densa cuya altura se encuentra en este rango sí
presenta altos valores de RE y por ello en el proceso de clasificación se
han considerado erróneamente como edificaciones.
Finalmente, en cuanto a las coberturas vegetación arbolada y
vegetación mixta, estas clases presentan errores de omisión del 1% y
4% y de comisión del 8% y 3%, respectivamente. La totalidad de los
errores de omisión de ambas clases se deben a la confusión entre Va
y Vm. Sin embargo, en cuanto a los de comisión, fundamentalmente
en el caso de Va, provienen en su mayoría de la confusión con las
coberturas Ps y Pv. En relación a la confusión entre las coberturas Va y
Vm, la magnitud de estos errores se encuentra estrechamente vinculada
a la calidad del nMV m (3), pues junto con la altura resultó ser una
variable clave para la diferenciación de estas coberturas. Esta variable
es dependiente de la densidad de puntos, el ratio de penetrabilidad de la
vegetación, la precisión del MDT, la orografía,... factores que provocan
que la tarea de caracterizar la vegetación que se encuentra bajo arbolado
sea todo un desafío (Fares et al., 2017). La dependencia que presenta la
variable nMV m (3) con los factores citados y su importancia en el método
HyClass, la señalan como una de las posibles flaquezas que presenta
este método híbrido. Si bien estudios previos han empleado otras
variables para caracterizar la estructura de la vegetación como pueden
ser el coeficiente de curtosis o asimetría (Antonarakis et al., 2008), la
penetrabilidad (Kim y Sohn, 2013), percentiles de altura (Chirici et al.,
2013) o los intervalos de densidad (Martinuzzi et al., 2009, Alonso-Benito
et al., 2016), en este caso no se mostraron relevantes en ninguno de los
experimentos donde se analizó la importancia de las diferentes variables
en relación a estas clases.
Con el propósito de evaluar la efectividad de HyClass en relación a
otro método de clasificación, se realizó un experimento para comparar
los resultados deHyClass con los obtenidos a partir de una clasificación
basada en píxeles empleando el algoritmo random forest. En la
Tabla 3.10 se incluyen las medidas de precisión y desacuerdo de esta
clasificación así como la matriz de confusión correspondiente. Los
resultados muestran que la precisión general y la fiabilidad tanto del
usuario como del productor para todas las coberturas son mayores
empleando el método híbrido HyCLass que el algoritmo random forest.
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La precisión general de la clasificación con random forest es de 89.12%,
casi 8 puntos porcentuales menos que al usar el método HyClass
(Tabla 3.9). Empleando este método de clasificación únicamente la
cobertura Ps ofrece una fiabilidad del productor inferior al 90%, mientras
que en el caso de random forest y de manera destacada, esa misma
cobertura presenta altos errores de omisión (≈30%) pero también las
coberturas Vb, Vr y Va (errores de omisión de 13%, 12% y 11%,
respectivamente). En relación a los errores de comisión y empleando el
algoritmo random forest, nuevamente la cobertura Ps presenta el valor
más elevado (21.3%) seguida de las clases Va, Vr y Vb con errores del
19.8%, 17.8% y 13%, respectivamente. En el caso de la clasificación
híbrida, el mayor error de comisión lo presenta la cobertura Va con un
valor de 8.3% seguida de la clase Vr con un 6.6%. El resto de coberturas
presentan errores de comisión que no superan el 3%.
En base a los resultados anteriores, la cobertura Ps se afianza como
la clase que presenta más dificultades para ser identificada. En el caso
de la clasificación empleando random forest, al igual que con el método
HyClass, la mayoría de los errores de omisión se deben a la confusión
con las coberturas Vr y Va, debido al interés por identificar tramos de
vías bajo arbolado. Random forest también presenta importantes errores
de comisión en esta clase y también se encuentran relacionados con las
coberturas Vr y Va, aunque en este caso resultan igual de relevantes las
coberturas Sd y Vb. La confusión con estas dos últimas clases también
se ha encontrado en otros estudios (Alonso y Malpica, 2010, Dinis et al.,
2010). Se trata de una confusión habitual debido a que estas coberturas
presentan valores similares en relación a la altura, pendiente, diferencia
entre retornos y en algunos casos también en relación a la intensidad. La
principal diferencia que presentan estas últimas coberturas de la clase
Ps se relaciona con la forma, de ahí los diferentes valores de error de
comisión de esta cobertura empleando el método híbrido o random forest
(1.1% y 21.3%, repectivamente).
Si bien no estaría fuera de lugar esperar que la clase Pv presentara
resultados similares, en este caso no ha sido así. Aunque estas coberturas
presentan similitudes, también existen diferencias importantes entre
ambas. En primer lugar, el material del que están formadas. Aunque
las Ps generalmente son de tierra es habitual que presenten vegetación
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Tabla 3.10: Matriz de confusión usando random forest
random forest
Precisión (IC)= 89.12% (86.71% - 91.16%)
Desacuerdo = 10.88% Q = 2.21% A = 8.67%
Referencia →
Clasificación ↓ Pv Ps Sd Vb Vr Va Vm Ed Usuario (%)
Pv 90 1 0 0 0 1 0 1 96.8
Ps 1 70 5 4 4 5 0 0 78.7
Sd 0 4 94 0 0 0 0 0 95.9
Vb 0 7 0 87 6 0 0 0 87.0
Vr 0 7 1 9 88 0 0 2 82.2
Va 9 10 0 0 1 89 0 2 80.2
Vm 0 1 0 0 0 3 100 0 96.2
Ed 0 0 0 0 1 2 0 95 96.9

















baja, lo que produce un aumento del solape espectral entre estas
clases. Sin embargo, las carreteras son vías pavimentadas mucho más
homogéneas que las anteriores en relación a la reflectividad y sus valores
de intensidad LiDAR son muy bajos. También presentan diferencias
en cuanto al ancho, las primeras son mucho más estrechas que las
segundas. A esta característica se le une el tipo de entorno por el
que discurren. Las primeras generalmente se encuentran en zonas
forestales, habitualmente franqueadas por vegetación (medio-alta) y
presentan valores de pendiente dispares, vinculados a la orografía de
la zona. Mientras tanto, las Pv presentan márgenes más marcados,
la orografía se suele adaptarse a su trazado y aunque atraviesan zonas
forestales y la vegetación de los márgenes puede invadir su espacio aéreo,
no se encuentran en la zona de tránsito. Estas diferencias hacen que la
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cobertura Pv presente valores de fiabilidad del 99% en el caso de emplear
el método híbrido y no inferiores al 90% en el caso de random forest.
Tal y como dejaba ver el resultado del Escenario 2 (Figura 3.40),
donde se analizaba qué variables eran más relevantes para diferenciar
las clase Vb y Vr, existía un alto riesgo de confusión entre estas dos
coberturas. Este riesgo también se puso de manifiesto al describir la
jerarquía de coberturas (Figura 3.25) y al elaborar el árbol de decisión
del método HyClass. Y ahora también se observa en la matriz de
confusión del método random forest, aproximadamente la mitad de los
errores de comisión y dos tercios de los de omisión que presenta la clase
Vb se deben a la confusión con la cobertura Vr, y esta cobertura a su
vez presenta resultados similares en relación a la clase Vb. Esta misma
relación se da aplicando el método HyClass, aunque la magnitud de los
errores es mucho menor que los que se dan con random forest.
La detección de la vegetación intermedia también presentó dificul-
tades en estudios previos. Por ejemplo, la vegetación media en el estudio
presentado por Zou et al. (2016) muestra un error de omisión superior al
30% en favor de la clase vegetación alta, y un error de comisión de más
del 20%, donde además de existir confusión con la cobertura vegetación
alta también la presenta con las clases suelo desnudo y pastos/jardines.
La confusión con la vegetación alta probablemente se debe al uso de la
intensidad conjuntamente con la variable diferencia entre retornos para
su diferenciación. Para tal fin, esta última variable probablemente fun-
cione bien en caso de pretender diferenciar masas arboladas poco densas
que presentan un único estrato (valores altos de la diferencia entre re-
tornos) de vegetación media también poco densa que permita el paso del
láser hasta el terreno. Así, la diferencia entre retornos será mayor que
cero, valores característicos de las zonas que presentan edificaciones, y al
mismo tiempo inferiores a los de las zonas arboladas. Estas condiciones
pueden darse pero conjuntamente con otras: vegetación densa donde la
diferencia entre retornos es próxima a cero; vegetación arbolada con un
estrato arbustivo denso que reduce la magnitud de la diferencia entre
retornos equiparándolo a los valores esperados de la vegetación media,...
En base a lo expuesto, el uso de esta variable conjuntamente con valores
de intensidad parece insuficiente para abordar muchas de las casuísti-
cas que se pueden dar en relación a la vegetación media y alta. Tal y
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como se mostró con el método HyClass, el empleo de modelos de al-
tura normalizados haciendo uso de umbrales de altura (por ejemplo, la
variable nMV m (3)) pueden contribuir a reducir la confusión entre este
tipo de coberturas, sin olvidar que la calidad de estas variables depende
en muchos casos de la precisión de los MDT.
Finalmente, se esperaba encontrar dificultades para diferenciar entre
zonas Va y Vm, pero a la vista de los resultados de ambos métodos,
la confusión entre estas coberturas no es muy elevada. Sin embargo, si
resulta evidente la confusión entre la clase Va y las coberturas Ps y Pv,
principalmente empleando random forest. De nuevo, este error se debe
a la pretensión de identificar el trazado completo de las vías.
En la Figura 3.43 se comparan gráficamente los resultados de
desacuerdo Q y A de los métodos HyClass (color malva) y random
forest (color verde) empleando como datos de entrada las variables
derivadas de la nube de puntos original. El desacuerdo general de
HyClass es tres veces menor al producido por el algoritmo random
forest a nivel píxel (3.12% y 10.6%, respectivamente). Mientras que
en primer caso la mayoría de los errores se relacionan con la cantidad
(Figura 3.43a), casi el 75% de los errores en el segundo caso son por
localización (Figura 3.43b). Probablemente, una parte importante de
estos desacuerdos se deba a las diferentes unidades de análisis que
emplean los dos métodos de clasificación (píxeles/objetos vs. píxeles).
El empleo de objetos permite usar variables adicionales a las espectrales
como las que se encuentran relacionadas con el tamaño, la forma o el
contexto. El uso de alguna de estas variables puedo contribuir a reducir
los errores de localización. Un ejemplo de clases que se han podido ver
favorecidas por su empleo son las coberturas Pv y Ps. Otra circunstancia
que pudo influir en reducir el desacuerdo A en el caso de HyClass es
que el orden de las operaciones de su árbol de decisión sigue la jerarquía
de coberturas incluida en la Figura 3.25, lo que permitió acotar la
localización de algunas coberturas favoreciendo su identificación.
En cuanto al desacuerdo por cantidad (Figura 3.43a), las coberturas
Ps, Va y Vr son las coberturas más afectadas. En estudios previos
donde se emplearon datos LiDAR para diferenciar coberturas similares,































































(b) A - Desacuerdo por localización
Método HyClass random forest
Figura 3.43: Desacuerdo por coberturas de los métodos HyClass y random forest.
entre estas coberturas era muy reducida (Buján et al., 2012, Teo y
Wu, 2017). Sin embargo en este estudio, la probabilidad de confundir
las coberturas Va y Vr con la clase Ps y en menor medida con Pv,
sí existe. Esto se debe al interés por identificar los tramos de vías
que discurren bajo zonas que presentan vegetación. Así, analizando
de forma conjunta los resultados de la Figura 3.43a y los incluidos
en las matrices de confusión de los métodos HyCLass y random forest
(Tablas 3.9 y 3.10, respectivamente), se tiene que los errores Q de la
clase Ps son mayoritariamente por defecto en favor de las clases Va,
Vm, Vr y Vb en el caso de random forest; y de Va, Vm, Vr y Sd en el
caso de HyClass. Adicionalmente, en el caso de la cobertura Pv y el
método random forest, Q también es por defecto en favor de la clase Va.
Las coberturas Vr, Va y Vm guardan cierta similitud con alguno de
los 7 tipos de combustible según el sistema de clasificación Prometheus,
concretamente con el tipo 3 y 4 en el caso de Vr, el tipo 5 en relación
a Va y los tipos 6 y 7 con Vm. La definición de estos tipos de
combustible se puede consultar en Chuvieco et al. (2003). Ninguno de
los estudios consultados han empleado únicamente datos LiDAR para su
identificación pero sí los han utilizado como fuente de datos auxiliar. En
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este último caso se encuentra el estudio de García et al. (2011), donde
se emplearon datos LiDAR conjuntamente con datos LiDAR para la
identificación de tipos de combustible. La metodología que desarrollaron
se basa en una clasificación anidada que consta de dos etapas: en primer
lugar realizan una clasificación empleando SVM para obtener una serie
de coberturas del suelo, que en la siguiente etapa serán los datos de
entrada de un árbol de decisión que tiene como fin la identificación de
los 7 tipos de combustible según el sistema de clasificación Prometheus.
La precisión de la primera clasificación es de 92.8% mientras que el
resultado de la identificación de tipos de combustible desciende a 88.24%.
En concreto, los tipos de combustible que presentan los mayores errores
de omisión son el 6 y 7 (20% y 13%, respectivamente), mientras que en
relación a los errores de comisión son el 5 con un 25% y el 7 con un
7%. Todos estos errores están muy por encima de los obtenidos a partir
de HyClass (Tabla 3.9) y son ligeramente superiores a los obtenidos a
nivel píxel mediante random forest (Tabla 3.10).
Recientemente, Alonso-Benito et al. (2016) también desarrollaron
un método para identificar los mismos tipos de combustible. En su caso
probaron 3 métodos de asignación diferentes a nivel objeto y tomaron
como datos de entrada una imagen con 8 bandas multi-espectrales
(resolución de 2 m) y una pancromática (resolución de 0.5 m) junto
con datos LiDAR de baja densidad. Los valores de desacuerdo general
que obtuvieron toman valores muy por encima de los obtenidos con
HyClass y el tipo de combustible que presenta los mayores errores es
el 7. Estos valores se deben a que la densidad de los puntos LiDAR es
insuficiente para caracterizar tanto la vegetación como el terreno que
se encuentra bajo arbolado. Esta limitación también se observará más
adelante en el momento en que se analice la influencia de la densidad
de puntos en la precisión de la clasificación. En base a lo expuesto, se
considera que los resultados de HyClass en relación a las coberturas
Va, Vm y Vr sugieren, en contra de lo manifestado en otros estudios
(Koetz et al., 2008), que los datos LiDAR por sí solos permiten obtener
precisiones similares y en algunos casos superiores a las obtenidas en
estudios previos, particularmente aquellos orientados a la identificación
de tipos de combustible según el sistema de clasificación Prometheus.
Para completar el análisis de la efectividad del método HyClass,
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se comprobó su robustez ante variaciones de la densidad de puntos
LiDAR y por tanto, variaciones de la resolución espacial de las variables.
Los resultados cualitativos empleando la nube de puntos original
(densidad ≈ 8 ptos/m2) y las tres nubes de puntos con densidad reducida

















X:   644520,00 m
Y: 4808600,00 m
X:   645180,00 m
Y: 4807660,00 m
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Figura 3.44: Resultado de la clasificación híbrida a partir de la nube de puntos original
y las nubes reducidas.
Con independencia de la densidad de puntos, aparentemente las
coberturas Ed, Sd, Vb y Pv presentan un alto nivel de acuerdo entre el
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resultado de la clasificación y la realidad, representada en la Figura 3.44
por la ortoimagen y la imagen de intensidad. Sin embargo, no parece
que suceda lo mismo con la clase Ps, cuya identificación se ve bastante
comprometida al emplear la nube de puntos con menor densidad. Para
completar este primer análisis visual, en la Figura 3.45 se incluyen los
resultados de la detección de vías en función de la densidad de puntos.
En dicha imagen se observa como al emplear la nube de puntos original
la vía pavimentada se ha identificado perfectamente (objetos en color
negro), al igual que la gran mayoría de las pistas de tierra (objetos en
color marrón). Si bien la reducción de puntos no parece influir demasiado
en el trazado de la vía pavimentada, sí afecta a la detección de pistas de
tierra.
Los principales errores que se detectan en la identificación de la
cobertura anterior tienen 2 orígenes: 1) similitud espectral en relación a
la intensidad entre la clase Ps y las coberturas Vb y Sd que provocan
errores de segmentación, donde tramos de pistas se unen a los objetos
que incluyen dichas coberturas; 2) tramos ocultos por vegetación muy
densa impiden el paso del láser hasta el terreno y por tanto la existencia
de puntos, lo que da lugar a que el nMV m (3) no contenga datos en
estas zonas. Así, a medida que la densidad de puntos baja y por tanto
la resolución de las variables, el efecto de estos errores es mayor. Esto
se traduce en que, tras la segmentación, el trazado de cada pista no se
incluye en un objeto de gran longitud como sucede al emplear densidades
de 4 ó 8 ptos/m2 sino que se compone de múltiples objetos cuya longitud
es menor y al mismo tiempo se da con más frecuencia la incorporación
de tramos de pistas a objetos que se identifican con otras coberturas. El
resultado de la acumulación de estos errores se ve perfectamente a partir
de los resultados incluidos en la Figura 3.45 empleando densidades de
2 y 1 pto/m2, donde se observa que únicamente las pistas de tierra en
zonas agrarias muestran casi todo su trazado.
Adicionalmente, se calculó el índice de compleción en la relación
a la detección de vías. Dicho índice se emplea en estudios específicos
de identificación de vías forestales para cuantificar la precisión de los
resultados (Wiedemann, 2003, Azizi et al., 2014). Dicho índice se obtiene
a partir del cociente entre el número de tramos reales correctamente
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Figura 3.45: Resultado de la detección de vías a partir de la nube de puntos original
y las nubes reducidas empleando HyClass.
el porcentaje de tramos reales de vía que han sido automáticamente
identificados. Para realizar este cálculo, el trazado real de las vías se se
transformó en puntos considerando intervalos de 1 m. Así, el número
de puntos correctamente identificados representará el número de metros
de vía correctamente identificados. A continuación, se cruzó esta capa
de puntos con la capa de vías detectadas y se obtuvieron los valores de
compleción que se incluyen en la Tabla 3.11. Se sombrearon en color
malva aquellos resultados que superaron un valor del 90%.
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Tabla 3.11: Efectividad de la detección de vías de comunicación empleando
HyClass en función de la densidad de puntos (clasificación Nivel 2 ).
Densidad de puntos
Vía Long. (m) 8 ptos/m2 4 ptos/m2 2 ptos/m2 1 ptos/m2
0 95 100% 100% 64.2% 85.3%
1 199 99.5% 86.4% 58.8% 34.7%
2 638 90.9% 95.3% 83.1% 79.5%
3 21 0.0% 100% 100% 100%
4 402 100% 100% 100% 76.9%
5 162 100% 100% 100% 100%
6 194 90.7% 89.7% 40.7% 87.6%
7 860 76.9% 85.0% 72.3% 46.9%
8 180 10.0% 8.3% 5.0% 13.9%
9 339 60.2% 51.0% 37.2% 6.8%
10 310 96.8% 44.2% 82.6% 10.6%
11 438 91.3% 68.9% 62.3% 8.7%
12 1116 96.4% 97.5% 63.6% 40.8%
13 398 80.2% 77.1% 80.4% 60.8%
Detección Ps 85.8% 82.0% 68.9% 47.4%
Detección Pv (1267) 98.9% 97.2% 97.7% 83.9%
Los resultados anteriores muestran que el índice de compleción de
las vías pavimentadas se encuentra por encima del 97% para densidades
igual o superior a 2 ptos/m2, mientras que la detección de pistas supera
el 80% para densidades de 4 y 8 ptos/m2. Estos resultados son similares
y en algunos casos mejores a los obtenidos en estudios que tratan
específicamente la detección de pistas forestales empleando datos LiDAR
(Azizi et al., 2014, Ferraz et al., 2016). Recientemente, Beck et al.
(2015) desarrollaron una metodología para la identificación de pistas
forestales a partir de nubes de puntos LiDAR. Para ello emplearon
únicamente dos variables: la intensidad y la densidad de puntos terreno.
Consideró esta última variable ya que las zonas que contienen pistas
presentan una mayor cantidad de puntos terreno que el resto de zonas.
Mediante esta metodología detectó el 67% de las pistas, llegando al
84% si solo se consideran las pistas de gravilla. Esta metodología
obtiene buenos resultados principalmente en zonas donde las pistas son
de gravilla y se encuentran franqueadas por vegetación. En el caso de
zonas sin vegetación y la presencia de pistas de tierra, la identificación
de estas últimas se complica, en primer lugar porque ambas presentan
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alta densidad de puntos terreno y en segundo lugar porque sus valores
de intensidad son similares. Esta puede ser una de las causas por las
que la precisión de la detección se reduce al considerar las pistas nativas
junto con las de gravilla.
Al igual que en el estudio que aquí se presenta, Sherba et al. (2014)
fue un paso más allá y analizó como la densidad de puntos afecta a
la precisión de la detección de pistas forestales. En su caso empleó
datos LiDAR con una densidad original de puntos de 12 ptos/m2, que
secuencial y aleatoriamente redujo a 6, 3, 1.5 y 0.8 ptos/m2. Empleando
una imagen de pendiente obtenida del MDT y el resultado de aplicar
un filtro de detección de bordes en una CoO obtuvo unas precisiones de
86%, 78%, 67%, 64% y 49% a partir de las nubes LiDAR con densidad
de 12, 6, 3, 1.5 y 0.8 ptos/m2, respectivamente. Esta reducción de
la precisión se debió fundamentalmente al aumento de los errores de
omisión ya que los errores de comisión permanecieron constantes. Si
bien los resultados de precisión obtenidos aquí son muy similares a los
logrados por Sherba et al. (2014), no sucede lo mismo con los errores
de omisión y comisión. En la Figura 3.46 se representa gráficamente
la fiabilidad del usuario y productor para cada una de las coberturas y
densidad de puntos. Ahí se observa como la reducción de la precisión
en la detección de las pistas de tierra se debe tanto a un aumento
de los errores de omisión (reducción de la fiabilidad del productor)
como de los de comisión (reducción de la fiabilidad del usuario) al
reducir la densidad de puntos. Los errores de omisión son causados
mayoritariamente por falta de definición de las pistas en zonas arboladas
y en consecuencia clasificadas erróneamente como Va o Vr, mientras que
los de comisión son provocados mayoritariamente por un aumento de la
similitud espectral entre coberturas, principalmente con las clases Pv y
Sd.
En la Figura 3.46 además de la la fiabilidad del usuario y productor
de cada clase, también se incluye de forma gráfica los valores de precisión
general en función de la densidad de puntos (las matrices de confusión
que dan origen a estas gráficas se incluyeron en las Tablas C.14 a C.17
del Anexo C). Para cada una de las medidas y densidades se marca
el intervalo de confianza de 95% (barras superiores en color azul). La
primera gráfica muestra la precisión general de la clasificación a medida
295










































































 (ptos/m2) 1 2 4 8Figura 3.46: Resultados cuantitativos de HyClass en función de la densidad de
puntos (clasificación de Nivel 2 - 8 coberturas).
que la densidad de puntos aumenta. Como se esperaba, existe una
relación directa entre la densidad de puntos LiDAR y la precisión de
la clasificación, de manera que cada vez que la densidad de puntos se
duplica, la precisión de la clasificación aumenta aproximadamente un
4%. Esta diferencia llega al 12% si se tienen en cuenta los resultados de
la clasificación al emplear la nube de puntos con menor densidad (84.0%)
y los datos LiDAR originales (96.9%).
La misma relación entre la densidad de puntos y la precisión de la
clasificación la obtuvieron Buján et al. (2013b). En dicho estudio se usó
el algoritmo J48 a nivel píxel para identificar 8 coberturas del suelo en
la misma zona de estudio a partir de datos LiDAR con características
similares. Teniendo en cuenta que ni el método de clasificación ni las
coberturas identificadas en ese estudio eran las mismas, una de las
principales diferencias se encontró en la magnitud de las diferencias
entre los resultados de las 4 densidades de puntos. Si bien existe una
diferencia de 4 puntos porcentuales entre usar datos con una densidad
de 8 y 4 ptos/m2, únicamente hay una diferencia de 1.5% entre usar 4 y
1 pto/m2. Sin embargo las precisiones para densidades igual o inferior
a 4 ptos/m2 no superan el 86%, valor similar al obtenido aquí con una
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densidad de 1 pto/m2 (84%). Buján et al. (2013b) demostraron que la
causa de la reducción drástica de precisión para densidades inferiores a
8 ptos/m2 se debía a la cobertura pistas forestales pues al no considerar
esta clase la precisión subió una media del 6%.
En la Tabla 3.12 se incluyen los valores de desacuerdo total y de sus
dos componentes (Q y A). En base a estos resultados se observa como
únicamente al emplear la mayor densidad de puntos el desacuerdo por
cantidad es mayor que el debido a la localización. A medida que la
densidad decrece, ambos errores aumentan aunque a ritmos diferentes.
En el caso de los errores por cantidad, éstos aumentan ligeramente a
medida que disminuye la densidad hasta 2 ptos/m2 y se duplican al
emplear la nube de puntos con menor densidad. La variación máxima
de estos errores es de 3.43%, diferencia entre el desacuerdo Q empleando
la nube de puntos con menor densidad y el correspondiente a la nube
de puntos original. Por otro lado, los errores debidos a la localización
aumentan rápidamente a medida que la densidad decrece, llegando casi
a una diferencia del 10% entre emplear la nube de puntos original y la
de menor densidad.
Tabla 3.12: Desacuerdo en función de la densidad empleando HyClass (clasificación
Nivel 2 ).
Densidad de puntos
8 ptos/m2 4 ptos/m2 2 ptos/m2 1 ptos/m2
Desacuerdo total 3.12% 7.63% 11.88% 16.00%
D. por cantidad - Q 2.06% 3.42% 2.90% 5.49%
D. por localización - A 1.06% 4.21% 8.97% 10.51%
Para intentar explicar las tendencias que siguen los errores al
disminuir la densidad de puntos, en la Figura 3.47 se representa
gráficamente el desacuerdo por cantidad y localización para cada una
de las coberturas empleando las diferentes densidades de puntos.
De acuerdo a los valores de desacuerdo por cantidad incluidos en la
Figura 3.47a, la principal contribución al error por cantidad a medida
que la densidad se reduce procede de la clase Va. Al disminuir la
densidad de puntos, el número de retornos bajo el arbolado también se
reduce, lo que dificulta la detección de matorral en estas zonas. Así, estos
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(b) A - Desacuerdo por localización
Densidad 
 (ptos/m2) 1 2 4 8
Figura 3.47: Desacuerdo por coberturas en función de la densidad empleando
HyClass (clasificación Nivel 2 - 8 coberturas).
errores contribuyen a aumentar la confusión entre las coberturas Va y
Vm en favor de las primeras, de manera que esta cadena de sucesos puede
ser la causa del aumento del desacuerdo por cantidad en la cobertura Va
cuando la densidad de puntos se reduce. Aunque en menor magnitud,
algo similar sucede con las coberturas Vb y Vr. Como se observaba en
los resultados de la importancia de variables para discriminar ambas
coberturas (Figura 3.40 - Escenario 2 ), las variables más relevantes
se encontraban vinculadas con la altura y algunas relacionadas con la
rugosidad, como la pendiente. Al disminuir la densidad de puntos, la
reducción del detalle con el que se representan los objetos y la superficie
del terreno hace que las zonas con Vr se encuentren peor caracterizadas,
aumentando las similitudes con las zonas de Vb. Esta circunstancia
provoca que zonas con Vr sean clasificadas como Vb, aumentando el
desacuerdo por cantidad de estas últimas.
Por otro lado, la relación inversa entre la densidad de puntos y el
desacuerdo Q de la cobertura Ps se encuentra estrechamente vinculada
a las características de dicha cobertura, es decir, la identificación del
trazado completo, incluidos aquellos tramos que discurren bajo arbolado.
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Este último punto es el origen de la mayoría de los errores que presenta
esta cobertura, de manera que tramos de pistas ocultos por vegetación
terminan clasificándose erróneamente como Va, Vr o Vm. En esta
línea, Čekada et al. (2010) mostró en su estudio que el ratio de
penetrabilidad de las masas mediterráneas y caducifolias es del 20% y
6%, respectivamente. Esto indica que en zonas donde esta vegetación se
encuentra presente será necesaria una densidad mínima de 5 ptos/m2 y
16 ptos/m2, respectivamente para obtener 1 punto por debajo del primer
estrato de vegetación.
Por otro lado, en relación a los errores por localización (A), las
coberturas que se ven más afectadas a medida que la densidad se reduce
son Ps, Va, Vm y Vr. El caso de la cobertura Ps ya se analizó en detalle
previamente y se pudo comprobar gráficamente la ocurrencia tanto de los
errores por cantidad como por localización. En relación a estos últimos,
en la Figura 3.45 se observa como algunos de estos errores se deben a
fallos en la segmentación, bien porque los objetos que representan pistas
de tierra incorporan zonas próximas con valores de intensidad similares
(objetos mixtos) bien porque tramos de pistas ocultos por vegetación
no son detectados debido a la reducción de la resolución de las capas
de información LiDAR. Otros errores se deben a fallos en la asignación,
de forma que algunos tramos de carretera o zonas de suelo desnudo
son clasificados erróneamente como Ps. En cuanto a los tramos de Ps
no detectados y que se encuentran ocultos por la vegetación, éstos se
identifican erróneamente como Va, Vm y Vr, aumentando el desacuerdo
A de estas coberturas.
Cuando la densidad de puntos es baja, el empleo de información
auxiliar como imágenes satélite o aéreas puede contribuir a mejorar
la precisión de la clasificación (Buján et al., 2013b, Zahidi et al.,
2015). Esta afirmación es cierta cuando la información espectral
permite aumentar la separabilidad entre las clases que están siendo
confundidas. Por ejemplo, para mitigar la confusión entre las clases
arbolado y edificaciones cuando se emplean los atributos altura e
intensidad de los datos LiDAR (Chen et al., 2009, Guan et al.,
2013). Sin embargo, en el caso de la clasificación de nivel 2 (8
coberturas), los resultados de la identificación de las coberturas que
presentan mayor nivel de degradación a medida que la densidad de
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puntos disminuye, no parece que pueda mejorar demasiado empleando
información espectral. En este caso se encuentran las pistas de tierra que
discurren bajo arbolado o la vegetación mixta y la vegetación arbolada
ambas vinculadas a la existencia o no de vegetación arbustiva. Mejorar
la identificación de estas coberturas pasa por aumentar el nivel de detalle
del terreno/objetos que se encuentra bajo la vegetación arbolada, cosa
que las imágenes por lo general no permiten.
Adicionalmente, tal y como se mostró en el Capítulo 2, la pendiente
del terreno es uno de los factores que más influye en la precisión con
la que se representa el terreno. Zahidi et al. (2015) empleando datos
LiDAR de baja densidad, citaba como posible origen de los buenos
resultados obtenidos en la identificación de matorral, a que la pendiente
era suave en su zona de estudio. Si bien una pendiente suave en su
caso pudo repercutir positivamente en los resultados de la clasificación,
en el caso que aquí se presenta la reducción de la densidad de puntos
en combinación con una pendiente elevada del terreno puedo contribuir
a aumentar los errores en la identificación de las coberturas Ps, Va y
Vm (coberturas que en el área de estudio se localizan en zonas donde la
orografía es más compleja).
Probablemente el punto donde está fallando el método HyClass sea
en que el nivel de detalle de las capas de entrada no es suficiente para
caracterizar las coberturas que se pretenden identificar, incumpliendo
la regla de que la resolución espacial de los datos debe ser similar a la
escala de acción (Wu y Li, 2009). En este caso concreto se encuentran
las coberturas Ps, Va y Vm, las cuáles presentan ciertas particularidades
que hacen que su correcta identificación se encuentra condicionada por
la disponibilidad de datos que permitan la obtención de información
concreta y detallada. Información que probablemente no se pueda
extraer a partir de nubes de puntos con baja densidad. Por ejemplo,
en el caso de las pistas de tierra cuyo ancho en algunos casos no llega
a los 3 m y además se encuentran ocultas bajo el arbolado, detectarlas
correctamente resulta muy complicado a partir de capas de información
con una resolución de ≈ 1.5 m (caso de las variables obtenidas a partir
de la nube de puntos con una densidad de 1 pto/m2).
Llegado este punto, se ha realizado un último experimento para
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evaluar el funcionamiento del método HyClass. Teniendo en cuenta
la jerarquía de coberturas de la Figura 3.25 y los resultados de la
clasificación de Nivel 2 (8 coberturas), se ha pasado a una clasificación
de Nivel 1 de 5 clases: carreteras pavimentadas (PV ), vegetación no
arbolada (VnA integra las coberturas Vr y Vb), vegetación arbolada
(VA integra las coberturas Va y Vm), suelo desnudo (SD integra las
coberturas Sd y Ps) y edificaciones (ED). Los resultados de precisión
y desacuerdo para esta clasificación de Nivel 1 se incluyen en las
Figuras 3.48 y 3.49, respectivamente (las matrices de confusión y valores
de desacuerdo que dan origen a estas gráficas se incluyeron en las
Tablas C.14 a C.18 del Anexo C). Las muestras de validación empleadas
para comprobar la precisión de la clasificación de Nivel 1 fueron las
mismas que las usadas en la clasificación de Nivel 2 en el caso de las
coberturas Pv y Ed. Para la cobertura VA (Nivel 1 ) se seleccionaron
aleatoriamente 100 observaciones de las muestras de validación de las
clases Va y Vm empleadas en la clasificación de Nivel 2. Para la
cobertura VnA (Nivel 1 ) se procedió igual que en el caso anterior pero
considerando las muestras de las clases Vb y Vr de la clasificación de
Nivel 2. Finalmente, para la cobertura SD (Nivel 1 ), se seleccionaron
aleatoriamente 100 observaciones a partir de las muestras de las clases
Sd y Ps de la clasificación de Nivel 2, pero en este caso se comprobó que
dichas observaciones no se encontraran en tramos de pistas ocultos por
la vegetación.
Nuevamente se observa una relación directa entre la densidad y
la precisión general de la clasificación, sin embargo en este caso las
diferencias de precisión entre emplear las nubes con densidades de 2, 4 y
8 ptos/m2 son muy inferiores al 4% que se observaba en la clasificación
de Nivel 2 (Figura 3.46). Al emplear la nube de puntos original, el
método HyClass proporciona una precisión del 99.4% (IC: 98.10%
- 99.84%), que se reduce hasta el 96.40% (IC: 94.26% - 97.79%) en
caso de usar la nube con una densidad de 2 ptos/m2. Estos resultados
mejoran los obtenidos en estudios similares donde se emplean datos
LiDAR de retorno discreto (Im et al., 2008a, Zhou, 2013), LiDAR full-
waveform con densidades similares a las empleadas aquí (Chehata et al.,
2009) o más recientemente dual-wavelength (Wang et al., 2014) y multi-
wavelength con densidades superiores a los 25 ptos/m2 (Zou et al., 2016,
Matikainen et al., 2017). Por ejemplo, Teo y Wu (2017) empleó datos
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Figura 3.48: Resultados cuantitativos de HyClass en función de la densidad de
puntos (clasificación de Nivel 1 - 5 coberturas).
LiDAR multi-wavelength con una densidad media de 70 ptos/m2 para
identificar en una zona urbana 5 coberturas del suelo (árboles, edificios,
suelo desnudo, carreteras y jardines). Para ello desarrollaron una CoO
empleando como algoritmo de segmentación el ASM y como método
de asignación supervised Support Vector Machine (SVM). Empleando
únicamente los datos con una longitud de onda de 1064nm (análogos a
los usados en este estudio) obtuvieron una precisión del 92%, llegando
al 96% si se usan de manera conjunta los datos de todas las longitudes
de onda. Adicionalmente, calcularon índices de vegetación a partir de
los datos de los canales verde e infrarrojo. El empleo de esta variable
mejoró los resultados de la clasificación, llegando a una precisión del
98%. Sin intención de cuestionar el gran potencial que poseen los datos
LiDAR empleados en su estudio, para la identificación de coberturas
como las consideradas en el Nivel 1, datos LiDAR monocromáticos de
menor densidad permiten obtener resultados tanto o más precisos tal y
como muestra la gráfica de precisiones generales de la Figura 3.48.
Finalmente, en la Tabla 3.13 se incluyen los valores de desacuerdo
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total y los relacionados con la cantidad (Q) y la localización (A).
Adicionalmente, en la Figura 3.49 se representa gráficamente el
desacuerdo Q y A de las diferentes coberturas (clasificación Nivel 1 )
para cada una de las densidades de puntos.
Tabla 3.13: Desacuerdo en función de la densidad empleando HyClass (clasificación
Nivel 1 ).
Densidad de puntos
8 ptos/m2 4 ptos/m2 2 ptos/m2 1 ptos/m2
Desacuerdo total 0.60% 3.00% 3.60% 8.80%
D. por cantidad - Q 0.40% 0.98% 1.59% 4.58%
D. por localización - A 0.20% 2.02% 2.01% 4.22%
Nuevamente se observa una relación inversa entre el desacuerdo
y la densidad de puntos. Sin embargo, el aumento del desacuerdo
no es homogéneo como se observó en la clasificación de Nivel 2
(Tabla 3.12). En el caso de la clasificación de Nivel 1, se observa
como el desacuerdo al emplear la nube de puntos original es muy bajo
(D=0.60%) y que aumenta aproximadamente un 3% para densidades
de 4 y 2 ptos/m2, donde los valores de desacuerdo son muy similares,
3% y 3.6% respectivamente, para aumentar más del 5% al emplear los
datos con menor densidad. Tampoco se observan grandes diferencias
entre el desacuerdo por cantidad y localización como se observó en la
clasificación de Nivel 2. Estos resultados seguramente se deban a que en
esta clasificación no se tiene en cuenta la cobertura Ps, clase que resultó
ser la más conflictiva en la clasificación de Nivel 2.
No solo se observan diferencias en relación a las tendencias de los
valores de desacuerdo a nivel general, sino que también se aprecian a
nivel cobertura. La Figura 3.49a muestra como las coberturas VA y PV
son las que presentan un mayor incremento de los errores Q a medida
que la densidad se reduce. En el caso de las vías pavimentadas, se debe
al aumento de la confusión con la clase SD, producto de la incorporación
de las pistas de tierra (Nivel 2 ) a esta última cobertura.
Por otro lado, el aumento del desacuerdo por cantidad de la clase
VA proviene del aumento de los errores de comisión en favor de la
cobertura ED. La mayoría de estos errores son herencia de la cobertura
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(b) A - Desacuerdo por localización
Densidad 
 (ptos/m2) 1 2 4 8
Figura 3.49: Desacuerdo por coberturas en función de la densidad empleando
HyClass (clasificación Nivel 1 - 5 coberturas).
Vm, integrada junto con Va en la clase VA de Nivel 1. La matriz de
confusión de la clasificación de Nivel 2 para la densidad de 1 pto/m2
muestra un incremento de los errores de comisión de la cobertura Vm
debido a la confusión con la clase Ed. Los bordes de las edificaciones se
caracterizan por presentar características similares a las que presenta la
vegetación arbolada puesto que alguno de los impactos del láser puede
darse en los muros de las edificaciones. Errores motivados por esta
causa también fueron identificados en el estudio de Guo et al. (2015).
A esto se suma la baja resolución de la variable P (44) empleada en la
segmentación para aislar las edificaciones. De forma resumida, el borde
de la edificación es más ancho y dicho borde presenta similitudes con la
cobertura Vm, y en consecuencia la superficie interna del contorno que se
identifica con las edificaciones se reduce. Esta cadena de circunstancias
no hace más que aumentar la confusión entre las coberturas Vm y Ed
(Nivel 2 ), y en consecuencia entre VA y ED (Nivel 1 ). A pesar de
estos errores, la fiabilidad del productor en el caso de la cobertura ED
varía entre 99% (densidad de 8 ptos/m2) y 94% (densidad de 1 pto/m2),




Existen muy pocos estudios que aborden el análisis de cómo la
densidad de puntos influye en la precisión de las clasificaciones. Uno
de estos estudios es el realizado por Tomljenovic y Rousell (2014). En
su caso evalúan como la reducción de la densidad de puntos afecta
a la detección de construcciones en un entorno urbano. Para ello
emplean una CoO, donde la segmentación se realiza en base a la imagen
de pendiente extraída del MDS y al nMDS, y la identificación de
construcciones empleando reglas de decisión en base a la intensidad,
ratio perímetro-área, índice de forma, ajuste rectangular y altura.
La densidad de la nube de puntos original (18 ptos/m2) se reduce
secuencialmente a 16, 9, 7, 5, 2, 1 y 0.5 ptos/m2. Sus resultados
muestran como la precisión de la detección de edificaciones se reduce
del 90% (nube de puntos original y resolución de 0.25 m) al 6.4%
(densidad de 1 pto/m2 y resolución de 1.5 m). Claramente, la
metodología propuesta por estos autores es muy sensible a variaciones
de la densidad de puntos y únicamente se aconseja el uso de este método
para densidades superiores a 5 ptos/m2 y resolución superior a 0.5 m.
Los resultados de HyClass mejoran los presentados en dicho estudio ya
que una densidad de 4 ptos/m2 y resolución de 0.75 m proporciona un
100% de acierto en la identificación de edificaciones.
3.4 Conclusiones
A lo largo de la última década se incrementó el desarrollo de métodos
híbridos de clasificación como respuesta a la demanda de productos
cartográficos con mayor nivel de detalle. Estos métodos se caracterizan
por aprovechar las ventajas de los métodos basados en píxeles y los
orientados a objetos. La gran mayoría de estos clasificadores se han
probado en zonas urbanas empleando imágenes de resolución media.
En casos muy puntuales, la tecnología LiDAR se empleó como fuente
de datos auxiliar. Tomando como base estos antecedentes, en esta
investigación se propone un nuevo método de clasificación donde se
integran en un árbol de decisión procesos basados en píxeles con otros
orientados a objetos (HyClass). Este método se usará para identificar
8 tipos de coberturas del suelo en un entorno rural empleado únicamente
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datos LiDAR. Para su desarrollo se prestó especial atención a la
corrección de la intensidad LiDAR, a la creación de capas de información
(variables) y al posterior análisis de su importancia para discriminar las
diferentes coberturas. Finalmente se evalúa el potencial de este método
frente a un método basado en píxeles empleando el algoritmo random
forest. Adicionalmente, se analizó la robustez del método de clasificación
propuesto ante variaciones de la densidad de puntos.
Las principales conclusiones que se extraen de este estudio son:
En cuanto a la normalización de la intensidad ...
La intensidad se ha considerado por mucho tiempo un extra de los datos
LiDAR. Si bien esa condición de extra inicialmente la relegó a un segundo
plano, tanto en relación a su uso como a las atenciones recibidas durante
el registro y pre-procesado, actualmente su papel en la mayoría de los
procesos de clasificación se considera clave. Adicionalmente, el número
de aplicaciones de esta información se ha multiplicado, planteando
renovados retos tanto para la tecnología en sí como para la componente
radiométrica de los datos LiDAR.
Teniendo en cuenta la importancia de este atributo y las experiencias
y recomendaciones hechas en trabajos previos, se llevó a cabo la
normalización de los datos LiDAR. El proceso de normalización
adoptado consta de 4 niveles: 1) corrección por el rango; 2) corrección
por el ángulo de escaneo; 3) aplicación de filtro de paso bajo a nivel punto
y 4) expansión del histograma. El análisis visual de los resultados de
la normalización mostraron que el efecto debido al patrón de escaneo
y al consecuente aumento de la densidad de puntos en el borde de
pasada y zona de solape entre pasadas contiguas fue mitigado pero
no totalmente corregido. Tal vez el empleo de un cilindro con mayor
radio en estas zonas pudiera contribuir a mejorar los resultados. Por
otro lado, el efecto bandeado debido al patrón de escaneo únicamente
pudo ser mitigado en algunas zonas mientras que en otras dicho efecto
persistió. Sin embargo, el bandeado debido al efecto del relieve y el
ángulo de escaneo fue totalmente corregido.
A continuación se analizó la magnitud del efecto de la excesiva
corrección de la intensidad y a partir de dicho análisis se puso de
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manifiesto la necesidad de determinar para cada estudio y conjunto de
datos el valor del umbral de pendiente más apropiado. Finalmente, se
comprobó si el proceso de normalización había contribuido a reducir
la heterogeneidad interna de las coberturas en relación a los valores de
intensidad. Los análisis realizados indican que dicho proceso permitió
mejorar la información referente a la intensidad, disminuyendo la
variabilidad en todas las coberturas analizadas. Este proceso también
permitió comprender el origen de algunos de los errores que presenta la
intensidad mostrando la necesidad de mejorar y personalizar los procesos
destinados a corregir esta información.
En cuanto a la importancia de las variables ...
El análisis de la importancia de las variables disponibles para llevar a
cabo una clasificación no sólo es de utilidad para aumentar la eficiencia
y precisión del proceso de clasificación, sino que también facilita la
comprensión de los datos y la interpretación de resultados. En este
estudio se generaron 72 variables a partir de una nube de puntos
LiDAR. Dichas variables se encuentran relacionadas con la altura,
la intensidad, los retornos, la rugosidad y la textura. El algoritmo
random forest permitió analizar la importancia general de las variables
para identificar las diferentes coberturas del suelo, su importancia para
cada cobertura individualmente así como las variables más útiles para
diferenciar coberturas con características similares.
En relación al primer punto, en un contexto global el análisis de
la importancia de las variables (IV) LiDAR fue de gran utilidad, pues
permitió identificar tanto las variables más útiles como aquellas que
aportan menos información para la identificación de las coberturas. Las
variables más relevantes se encuentran relacionadas con la altura (nMV m
(3) y nMSPR (1)); y con la textura de la altura (GLCM T4zσ2 (66) y
GLCM T4zµ (65)). Se esperaba un papel destacado de las dos primeras
puesto que nMV m (3) en teoría podrían facilitar la identificación de las
zonas que presentan o no matorral, fundamentalmente bajo arbolado,
mientras que nMSPR (1) se considera fundamental para diferenciar
las coberturas vinculadas al terreno de las que se relacionan con los
objetos. A continuación, las variables que se presentan más relevantes
se encuentran relacionadas con los retornos, caso de RE (41), con la
intensidad de los datos LiDAR (I''PR (23), I''UR (24) y I''V m (25)),
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la rugosidad por medio de la pendiente (P (44)) y la textura de la
intensidad (GLCM I''µ (49)). En el extremo opuesto se encuentran gran
parte de las variables de altura y textura de la intensidad, y la totalidad
de las variables de textura de la elevación. Todas ellas muestran niveles
de importancia muy bajos.
En un contexto por categoría, se analizó la importancia de
las variables para cada cobertura individualmente. Las variables
relacionadas con la intensidad presentan una importancia mucho mayor
para las coberturas terreno que para las vinculadas a los objetos. En
relación al primer grupo de coberturas, llama la atención la importancia
de la variable Nz (46) con respecto a la clase Ps y no para la clase Pv,
donde I''V m (25) es la variable más relevante. Estos resultados se vieron
respaldados por su uso decisivo en la primera segmentación incluida en
HyClass, lo que facilitó la identificación de estas dos coberturas.
Adicionalmente, las variables más relevantes en relación a los objetos
son un grupo muy reducido. Las variables RE (41) y nMV m (3) son
claramente las más destacadas para las clases Ed y Vm, respectivamente.
En el caso de la cobertura vegetación arbolada, nMSPR (1), GLCM
T4zµ (65), nMV m (3) y GLCM T4zσ2 (66) son por este orden las
variables más importantes. Además de ser un grupo muy reducido,
en el caso de las clases Ed y Vm también son muy específicas. El ratio
retorno edificación (RE (41)) en el caso de las edificaciones es un caso
muy claro. Como se comprobaría posteriormente con los resultados de
la clasificación, la modificación en el cálculo de esta variable permitió
mitigar los errores de comisión entre las coberturas Ed y Va y Vm.
Por otro lado, se esperaba que el nMV m (3) se mostrase como una de
las variables más relevantes para la vegetación mixta, pero también se
esperaba de otras variables puesto que no era la única que podía revelar
la presencia de vegetación bajo arbolado. Sin embargo, ni el coeficiente
de curtosis o asimetría, ni la penetrabilidad, ni los percentiles de altura,
ni los intervalos de densidad mostraron tener importancia en relación
a esta cobertura. También se observó una ligera importancia de las
variables de rugosidad (P (44), Std4z>0.7 (43) y Std Z (42)), debido
probablemente a la presencia de mayor cantidad de retornos múltiples
que en la mayoría de coberturas.
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A medio camino entre ambos grupos se encuentra la cobertura Vr,
cuyas características se solapan con ambos. Dicha cobertura presenta
similitudes con las clases Sd y Vb en relación a la relevancia de
las variables de altura nMSPR (1) y nMV m (3). También presenta
similitudes con la cobertura Va con respecto a la importancia de la
textura de la altura y por otro lado, también a la pérdida de importancia
de las variables de intensidad como en el caso de las pistas de tierra.
Finalmente, se analizó la importancia de las variables para separar
grupos de coberturas considerando tres escenarios. Los resultados de
este análisis fueron de gran utilidad tanto en la fase de desarrollo del
método HyClass como en la fase de análisis de los resultados. En el
primer escenario se consideraron las coberturas terreno: Vb, Sd, Ps y
Pv. A pesar de la gran cantidad de variables calculadas, la imagen de
intensidad (I''PR (23)) se mantiene como la información por excelencia
para diferenciar estas coberturas. Estos resultados vuelven a poner de
manifiesto la importancia de esta variable y por tanto la necesidad de
seguir investigando para mejorar la calidad de esta información, no solo
en la fase de procesado sino también en la fase de captura. En el
segundo escenario se analizó qué variables son más relevantes para la
diferenciación de las coberturas Vr y Vb. En contra de lo esperado y
de resultados obtenidos en estudios previos, las variables relacionadas
con la intensidad presentan poca importancia en el caso de identificar
estas dos coberturas. Por el contrario, las variables más relevantes se
relacionan con la altura: nMV m (3) y nMSPR (1). En el último escenario
se consideraron las coberturas Ed, Va y Vm. La variable por excelencia
de este escenario fue nMV m (3). Llama la atención que esta variable, tal
y como está planteada, no se ha encontrado en ningún estudio previo y
sin embargo aquí se ha mostrado determinante, no solo para identificar
la cobertura Vm, o para reconocer parte de la cobertura Vr sino que
también ha tenido un papel relevante en la identificación de los tramos
ocultos por la vegetación en relación a las clases Ps y Pv.
Ha sido muy complicado realizar un análisis comparativo de los
resultados obtenidos con los conseguidos por otr@s investigador@s pues
no se ha encontrado ningún estudio con caracterísiticas similares (empleo
de datos LiDAR a nivel pixel y/o objeto que tuvieran en cuenta tantas
variables). Por ello, gran parte de la discusión se ha centrado en
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casuísticas particulares de un pequeño grupo de variables relacionadas
con alguna cobertura.
Como reflexión final, no se debe olvidar que estos resultados son
específicos de los datos que aquí se emplearon y de las coberturas del
suelo consideradas, de tal forma que su aplicación a otros contextos
debe hacerse con cautela. Sin embargo, las casuísticas analizadas y
las reflexiones que las acompañan pueden ser de gran utilidad para
interpretar otros escenarios y mejorar los procesos de clasificación.
En cuanto a la precisión del método híbrido HyClass ...
La identificación de 8 coberturas del suelo en un entorno rural (pistas de
tierra, vías pavimentadas, suelo desnudo,vegetación baja, vegetación ar-
bustiva, vegetación arbolada, vegetación mixta y edificaciones) aplicando
el métodoHyClass logró una precisión de 96.88% (IC: 95.35% - 97.93%),
llegando a una precisión de 99.4% (IC: 98.10% - 99.84%) al considerar
5 de las coberturas más habituales en los procesos de clasificación (vías
pavimentadas, suelo desnudo,vegetación no arbolada, vegetación arbolada
y edificaciones). Para ello se utilizaron únicamente 6 variables derivadas
de una nube de puntos LiDAR monocromática de retorno discreto con
una densidad de 8 ptos/m2. El análisis comparativo con otros méto-
dos de clasificación donde se emplearon datos LiDAR multi-espectrales
con densidades superiores a 20 ptos/m2 o mediante la aplicación de al-
goritmos como random forest a nivel píxel, vino a confirmar el elevado
potencial y efectividad del método HyClass. Dichos resultados tam-
bién se pueden considerar como una prueba de que los datos LiDAR
como fuente de información única son suficientes para llevar a cabo con
éxito una clasificación de coberturas del suelo en un entorno rural. Esta
última afirmación es cierta para las clases que se han tenido en cuenta
en este estudio siempre y cuando la densidad de puntos sea suficiente
para caracterizar las coberturas objetivo. Sin lugar a dudas, gran parte
del éxito del método HyClass se debe al árbol de decisión híbrido. En
este árbol se integran procesos de asignación a nivel píxel con segmenta-
ciones a nivel local que además de permitir el uso de variables espectrales
también posibilitan el empleo de variables de forma, tamaño y contexto.
Teniendo en cuenta las coberturas a nivel individual, el método
híbrido propuesto presenta una fiabilidad del productor y del usuario
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superior al 96% en la identificación de la mayoría de las coberturas (vías
pavimentadas, edificaciones, suelo desnudo, vegetación baja y vegetación
mixta). Tal y como se esperaba, la identificación de la clase pistas de
tierra fue la que presentó las mayores dificultades y también un desafío
de futuro. Si bien esta clase muestra uno de los errores de comisión
más bajos (≈1%), también alcanza el error de omisión más alto (13%).
Estos errores de omisión se deben a la pretensión de identificar los tramos
de pistas que se encuentran ocultos bajo la vegetación. Estos errores se
localizan en zonas con presencia de vegetación densa o con varios estratos
que dificultan la llegada del láser al terreno, prueba de ello es que el 70%
de los errores de omisión son debidos a la confusión con las clases Va,
Vr y Vm. A pesar de estos errores el porcentaje de detección de las
pistas de tierra, 85%, es similar al alcanzado en estudios específicos de
detección de este tipo de vías.
Por otro lado, se observó cierta confusión entre las coberturas Vb y
Vr. La posibilidad de ocurrencia de este error ya se observara a partir
de los resultados del Escenario 2. Estos últimos resultados mostraron la
relevancia de las variables de rugosidad P (44) y RMSDn (47) y de las
variables de altura nMV m (3) y nMSPR (1). Lo particular de la clase
Vr también se observó en el análisis de la IV cuando la distribución
de sus variables en la gráfica de importancia guardaba similitudes con
otras coberturas pero no las suficientes para ser integrada en uno de los
dos grupos (terreno ó objetos). Compartir características con clases de
ambos grupos aumentó la dificultad para su identificación. Prueba de
tal dificultad es que dicha identificación se realizó en tres etapas, tal y
como se refleja en el árbol de decisión del método HyClass.
En relación a la confusión entre las coberturas Va y Vm, la magnitud
de estos errores se encuentra estrechamente vinculada a la calidad del
nMV m (3), pues junto con la altura resultó ser una variable clave para
la diferenciación de estas coberturas. Esta variable es dependiente de
la densidad de puntos, el ratio de penetrabilidad de la vegetación, la
precisión del MDT, la orografía,... factores que provocan que la tarea
de caracterizar la vegetación que se encuentra bajo arbolado sea todo
un desafío. Esta dependencia que presenta la variable nMV m (3) con
los factores citados y su importancia en el método HyClass, la señalan
como una de las posibles flaquezas que presenta este método híbrido.
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Este límite pone de manifiesto la necesidad de explorar el empleo de
nuevas o renovadas variables que refuercen la identificación de estas
coberturas
En cuanto a los valores de desacuerdo ...
El empleo de valores de desacuerdo, tanto en relación a la cantidad
como a la localización, no es una práctica muy extendida en el análisis
de los resultados de una clasificación, sin embargo han mostrado que
proporcionan información relevante que no es posible extraer de la matriz
de confusión o de los valores de precisión o fiabilidad. En relación con
esto, se compararon los resultados del método HyClass y los obtenidos
a nivel píxel empleando random forest. Se observó que el desacuerdo
general del método híbrido es tres veces menor que el obtenido por
random forest (3.12% y 10.6%, respectivamente). Dicha comparación
también permitió comprobar la ventaja del primero frente al segundo en
relación a los errores de localización. Mientras que el desacuerdo por
localización de HyClass es de poco más del 1%, en el caso de random
forest supera el 8.5%, mientras que el desacuerdo por cantidad de ambos
métodos es ≈2%.
En cuanto a la influencia de la densidad de puntos ...
Para comprobar la robustez del método HyClass ante variaciones de
la densidad de puntos LiDAR, se redujo secuencialmente y de manera
artificial la densidad de puntos de la nube LiDAR original, obteniéndose
tres nubes con densidades de 4, 2 y 1 pto/m2. Como se esperaba, existe
una relación directa entre la densidad de puntos y la precisión de la
clasificación, de manera que cada vez que la densidad de puntos se
duplica, la precisión de la clasificación aumenta aproximadamente un
4%. Esta diferencia llega al 12% si se tienen en cuenta los resultados de
la clasificación al emplear la nube de puntos con menor densidad (84.0%)
y los datos LiDAR originales (96.9%).
En cuanto a los valores de desacuerdo, la reducción de la densidad de
puntos provoca que los valores de desacuerdo por localización se disparen
(pasan de 1.06% con una densidad de 8 ptos/m2 a 10.51% empleando la
mínima densidad), debido principalmente a fallos en la detección de las
pistas de tierra y a la confusión entre Va y Vm por la pérdida de detalle
de la variable nMV m (3). Probablemente el punto donde está fallando el
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métodoHyClass sea en que el nivel de detalle de las capas de entrada no
es suficiente para caracterizar las coberturas que se pretenden identificar,
incumpliendo la regla de que la resolución espacial de los datos debe
ser similar a la escala de acción. En este caso concreto se encuentran
las coberturas Ps, Va y Vm, pues presentan ciertas particularidades
que hacen que su correcta identificación se encuentra condicionada por
la disponibilidad de datos que permita la obtención de información
concreta y detallada. Información que probablemente no se pueda
extraer a partir de nubes de puntos con baja densidad.
De manera particular, también se analizó como la densidad de puntos
influye en la detección de las pistas de tierra. Los resultados muestran
como el porcentaje de detección de estas estructuras pasa del 85.8%
empleando una densidad de 8 ptos/m2 al 47.4% al emplear la menor
densidad. Esta reducción de la precisión se debe tanto a un aumento
de los errores de omisión como de los de comisión al reducir la densidad
de puntos. Los errores de omisión son causados mayoritariamente por
falta de definición de las pistas en zonas arboladas y en consecuencia
clasificadas erróneamente como Va o Vr, mientras que los de comisión son
provocados mayoritariamente por un aumento de la similitud espectral
entre coberturas, principalmente con las clases Pv y Sd.
Futuras investigaciones ...
Las diferentes actuaciones que se han ejecutado en este capítulo han
arrojado luz a muchas de las inquietudes iniciales, como por ejemplo si
un método híbrido como HyClass permitiría mejorar la identificación
de coberturas del suelo en comparación con los métodos desarrollados
hasta el momento; si los datos LiDAR serían suficientes para lograrlo,
o donde se encuentra el límite de precisión aceptable en relación a la
densidad de puntos,... Sin embargo, también ha provocado la necesidad
de buscar nuevas fuentes de luz para iluminar nuevas inquietudes...
... si es posible formular nuevas variables o re-formular algunas
de las existentes para simular la interpretación humana y reforzar la
identificación de coberturas como vegetación arbolada y vegetación
mixta.
... si introducir random forest en cada nivel para establecer las
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variables y umbrales más adecuados permitiría mejorar la precisión de
los resultados y aumentar el nivel de automatización de los procesos.
... si se puede aumentar el número de coberturas a identificar, por
ejemplo, especies forestales, cultivos,... empleando datos LiDAR multi-
espectrales.
... si HyClass tiene potencial como método de detección de pistas
y si es posible mejorar la identificación y delimitación de éstas.
... después de pasar por el píxel y el objeto, si lo híbrido puede llegar
a nivel punto.
... si los resultados de la clasificación pueden emplearse en estudios
de interfaces urbano forestales en el marco de los incendios forestales; la
obtención de mapas de tipos de combustible; seguimiento y monitoreo
de planes de ordenación o detección de irregularidades, caso concreto de
la PAC (Política Agrícola Común).
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