The behavior of focus samples central to the multiple-look model of Trabasso and Bower is examined by three methods. First, exact probabilities of success conditional upon a certain brief history of stimulation are determined. Second, possible states of the organism during the experiment are defined and a transition matrix for those states determined, permitting prediction over all possible numbers of trials. Third, Fisher's generalizations and corrections of the Trabasso and Bower focus sample theory are examined. A general solution for the conditional probability of success is derived from Fisher's equation for the probability of n successes between any two errors. One very strong implication of the theory is given in Section 5. Testing Service, where this article was prepared. Dr. Carroll, Dr. Roy
Introduction
Consider a K -dimensional binary response concept identification task with one or more dimensions being relevant. A possible solution of the task might be that a stimulus including value 1 of dimension A (A1) should be followed by Response 1 (R1) and that A2 should be followed by R2 .
Thus A is a relevant dimension. We require that with more than one relevant dimension all such dimensions give redundant information. Thus, in addition to our assumption about dimension A , we might assume that B1 must be followed by R1 , B2 must be followed by R2 , and that presentation of Al (A2)\ always implies presentation of B1 (B2) .
Thus B is also a relevant dimension. Trabasso and Bower (1968, pp. 54-57) present a model for a focus sample of x relevant and s x irrelevant cues to which a person may attend on any trial. The focus sample is a crucial part of a multiple look model because it permits the learner to attend to more than one conceivably crucial cue on any one trial, with a subsequent reduction in the number thus noted as new trials give new information. Trabasso and Bower (1968, p. 54) note that a random sequence of stimulus patterns implies that "each irrelevant cue will have an independent probability p on each trial of being allied with the correct, relevant one."
Furthermore, "the probability of the correct response is the proportion of cues in the focus sample that dictate that response." A cue is a dimension value, not a dimension. is an acceptable set (s) for s = 3 .
Trabasso and Bower also permit focus samples in which the same cue appears more than once. For example, (s) = (B B C 1 is also acceptable in this instance.
On the next trial, Tl Trabasso and Bower predict the following proportion of successes:
(s x) (s -x (1) because x plus p(s -x) is the expected number of cues yielding a correct response, and x + (s -x) = s is the total number of cues from which selection is being made. On subsequent trials in a series of successful trials, any cue which would not have led to a correct response on the immediately previous trial is excluded from the focus sample. The expected number of cues remaining in the focus sample becomes the denominator of a new predictive equation; the expected number of cues which would yield a correct response on the next trial becomes the numerator of that equation. Therefore the following probability is assigned for the n + 1 -th success conditional upon n successes in a row following To : x + (s -x)p Tr(S n+1 IS n 1 0 ...S E ) x + (s -x)pn (2) The Trabasso and Bower proof of (2) is brief and appears to be marred by use of the expected operator approximation (Sternberg, 1963, pp. 40-47) Once Table 1 is known, we can use our assumption of equally frequent stimuli to predict Pr(S11E0) with the following equation:
where wt is the weight or probability of being in a certain sequence, Pr n is the probability of a correct response on Trial n (T n ) for that sequence, and the summation is over all sequences. It will be useful to call the righthand side of (3) by the name E Prod1 and to define: define the probability of two successes in a row after an error without further manipulation. However, the experimental design in question is one in which data on are not T2 analyzed for subjects making an error on T1 . Therefore, we must take into account the number of subjects remaining for analysis on T2
i.e., Pr(S1lE0) or E Prod1. Since A Matrix Formulation of the Focus Sample Problem Examination of Table 1 suggests that a useful representation of the process under study will result from classification into seven states, with a revised organization leading eventually to four states. The seven states are 1C (the probability of being correct is 1 and all cues in the focus sample are correct); 1U3 (the probability of being correct is 1, but there are three cues in the focus sample, not all of which are correct); 1U2 (like 1U3 but with two cues, not both of which. are correct); States 2/3, 1/2, and 1/3 having probabilities of being correct given by their designatiOnsi and It is easy to identify which state will be operative after a given stimulus sequence by looking at a case number in Table 1 Table 1 shows that only Al will remain in their focus sample.
Rather than present a matrix for these seven states, we first expand to 10 states by distinguishing between success (S) and error (E) substates for the three states having fractional probabilities of a correct response.
This, together with examinations of, probabilities of reaching various points in Table 1 , yields the following initial vector:
-8-and transition matrix: where C implies that a subject will be correct with probability 1 hereafter;
U3 means that a subject will be correct on the current trial but is still unconditioned in that at least one of the cues in the focus sample is irrelevant; U2 means that a subject will be correct on the current trial but that one of the two cues in the focus sample is irrelevant, and E means either that an error will be made on the current trial or that the subject involved has already dropped out of the analysis because of a previous error.
The proportion of subjects in the two sources of the E state can be determined by finding the difference between the proportions in E on Trials n and n -1 ; the difference is the proportion of errors (out of all subjects) on Trial n .
We must now find an expression for Rn in order to obtain explicit trial by trial predictions based on the well known relation:
A method fran Goldberg (1958, pp. 229-231, and exercises 10 and 11, pp. 244 -245) leads us first to find the characteristic roots of R from (9) (12), then f(R) using the same constants as in (12) but replacing powers of A by corresponding powers of R will equal the null matrix.
In the present example, each equation will be a polynomial of the fourth degree.
Now it is possible to write An in the form:
where q(N) is of degree n -4 since f(A) has degree 4 and r(N) has at most degree 3, else r(A) could be factored by f(A) . Goldberg cites a proof that the corresponding matrix equation holds as a consequence of (13):
Invoking the conditions defined by (12) and by the Cayley-Hanilton theorem yields:
from (13) 
16)
We must now solve for the coefficients from (15) and apply them to (16).
A slight complication arises because Al and 4 are equal, yielding three independent equations, rather than four, from (15). Therefore, we differentiate both sides of (15) which can also be expressed in matrix form:
where ( from which (a) has been computed using (23) and has values equal to the coefficients of the Rn terms below based on (16):
We now need values of R For present purposes it is sufficient to calculate the last column of Rn which will be called (Rn)4 . Use of (10), (26), and (27) in (25) We know from (11)-that the probability of being in State E on Tn +1 is given by:
by (9) and (2.8).
But the probability of a success on Tri+1 is:
= (1/3)(1 + in) from (29).
We have just found the probability of a success on Tn +l computed from among all subjectS who made an error on To . To make this probability conditional upon having been tested on T n+1 we note that we are dealing only with those subjects who were successful on T1 through T n and then were also successful on T n+1
. Therefore,:
Pr (Sn+1) Pr (Sn+11SnS1E0) Pr ( 
1 + in-1
But (31) is equivalent to (2) for x = 1 , s = 3 , and p = 2 , the conditions operative in our example. Thus (2) has been verified for the focus sample of Table 1 and equiprobable, independent stimuli. Trabasso and Bower (1968, pp. 59-60) assume that a subject selects a focus sample by a replacement sampling method in which any one of the K different dimensions has a specific probability of being selected as the first member of the sample, and the same, independent probability of being selected as the second, third, ... or K -th member of the sample. Consequently a focus sample of size s will have from 0 to s elements from any particular dimension.
Extension of the Matrix Formulation to New Focus Samples but the Same

Experiment
The three-dimensional binary task with s = 3 which we have been considering has 10 distinct focus samples, ignoring order, and 27 samples when order is considered.
(Other focus samples would be possible if the stimulus on T 0 were different. See Sec. 4.) Table 3 lists the 10 basic focus samples.
Insert samples. Unfortunately Table 3 shows that the rank of the transition matrix varies frcIn 1 to in the 10 samples under consideration.
(In each case the rank is also equal to the dimensionality of the matrix.) Therefore, we have determined an initial vector P 1 and the matrix R for each asterisked sample of Table 3 , determined the form of R n , and verified that in each case (2) follows from use of P1 and Rn in (11). By symmetry, (2) also holds for each unasterisked sample.
Once (2) or some other equation is known to hold for a focus sample and all possible focus samples have been investigated as above (with the possibility of some samples conforming to different equations or even different forms of equations), the probability of solution of the problem can be determined for each focus sample using (2.2) and the sentence following from Trabasso and Bower (1968, p. 56 ) and a weighted average probability of solution can be obtained from their (2.3) and (2.4) once one makes a saliency assumption, i.e., specifies the probability of selecting each dimension for use in the focus sample. An equal saliency assumption will, of course, make each of the 27 permutations of Table 3 equally likely.
How Many Trials Must be Examined to Identify the Different States for a
Problem with a Specific Focus Sample When s and K Are Large?
The matrix method just presented would be inconvenient if it were necessary to consider all possible stimulus sequences and consequent focus samples in a series longer than the three trials examined above. Suppose K is very large, perhaps 15, and s is even larger, perhaps 20, implying that at least one dimension is represented more than once in the original focus sample.
Will this make it, necessary to examine more than three trials? Suppose that, in the example given in 19. Fisher (in press) has shown that in general if the partially relevant hypotheses in the focus sample are divided "into groups according to their probability of producing a correct response (group i will have hi elements each of which is associated with correct responding with a probability pi)," Pr(En4.1Sn...S11E0) = Ep7(1 -pi) ;2- '33) where pi and hi are defined as in (32). Eq. (33) can be used to determine Pr(Sn4.1Sn...S1IE0) or its equivalent from (4), E Prodn +1 Pr(S1.14.1Sn...S 1E0) + Pr(E1.14.1Sn...S11E0) = Pr(SnSII-1...S11E0)
by elementary probability theory. Combining (4) and (34) yields:
Since E Prod 1 = Pr (S 11 FE ) from (3) and the discussion following it, (32), (33), and (35) permit a recursion to be performed in order to determine the quantities required to apply (6) for any n .
The method just described may also be applied to the example with a focus sample of LA1,B1,C21 . The two hi are each unity, pl (for the B is always also accompanied by A'
There is no special advantage in discriminating which of the x relevant cues in the initial focus sample comes from each relevant dimension, so we may as well call them all Al as in Table 1 . Any effect of hav!..ng relevant redundant x dimensions will be reflected in modifications of the probabilities of the different initial focus samples of size s . Thus for Table 3 , equal salience and a single relevant dimension would yield probabilities of 1/3 for each cue to be sampled. Equal salience and k redundant relevant dimensions would yield probabilities of 1/(k + 2) for each of the two irrelevant cues and k/(k + 2) for each of the redundant relevant cues to be sampled. Note that each i value in Table 1 is increased by (k -1) if there are k redundant relevant cues.
Specific Stimulus Sequences
Each of the columns, of Table 2 has Pr 1 and Pr 2 values giving the probability'of a success on Tl and a subsequent success on T2 for specific stimulus values presented in sequence, as well as Pr3 values giving the average probability of success on T following the sequence of T1 and T 3 1 T2 , conditional on success on both previous trials. Tables 1 and 2 could be expanded for larger n in order to treat longer stimulus sequences. However, a more convenient method is t find a sequence, of matrices comparable to that -20-of (10), with each one appropriate to the stimulus on a certain trial, applying them in series:
where RT is the transition matrix appropriate to the stimulus change from Tj to Tj+1 . This method of prediction is illustrated in detail in Cotton (in press), using a single-look model.
A very severe test of the present model is suggested by examination of Table 1 Therefore the probability of a correct answer on T1 will be zero. This conclusion holds for any case in which x = 0 -Consequently, all subjects who err on To , have i = the number of relevant dimensions on T and are successful on T 1 , 1-4 will be errorless ever after, according to the multiple-look model. This implication can be expanded to permit the i = 1 successful trial to occur after Tl we do not examine the logic of that case here. Failure of this prediction -.21-is equivalent to failure of a strict "local consistency" theory (Gregg & Simon, 1967 ).
We do not know of a published set of data bearing upon this prediction.
However, Pyle (1969) It is easy to show that the prediction of errorless performance once a correct response is given with i = number of relevant dimensions (assuming an error on the previous trial) also follows from Trabasso and Bower's (1968, pp. 219-226) modified multiple-look model. That model assumes that, following a correct response, the subject has probability b of excluding inappropriate hypotheses on the same basis as the original model and probability 1 -b of excluding them but resampling from locally consistent hypotheses in order to keep the size of s constant. The hypothesis which has been in the focus sample for the greatest number of correct trials is called the dominant hypothesis and will control the response on any given trial. Since the i = number I -22-of relevant dimensions condition assures that the correct hypothesis or hypotheses will be the only one(s) in (s) on T 1 which were also confirmed on the error trial To previous to resampling, the correct hypothesis or hypotheses will be the only one(s) in (s) on T1 which were also confirmed on the error trial T o , previous to resampling, the correct hypothesis or hypotheses will be the dominant one(s) on the next trial, will again be confirmed and still be dominant, etc., assuring no subsequent errors.
Prediction of the Distribution of Runs of All Successes or All Errors
Trabasso and Bower (1968, pp. 55-56) derive an equation for the probability of a run of n successive successes following an error:
For all focus samples for which Eq. 2 holds, Trabasso and Bower's formula for Pr(H = n) stands as given. Since this formula does not depend directly upon either x or s a subject could shift from one acceptable focus sample to another following each error (as he is assumed to do by the theory) and yet the same equation would hold throughout his session, permitting calculation of a variety of run statistics such as those presented in Bower and Trabasso (1964) for a single -look model. We emphasize a point inherent in Trabasso and Bower's discussion: The case s -x = 0 is acceptable for a focus sample because it will produce learning, making Pr(H = co) = 1 at the end of the experilLent.
However, this serves to emphasize that the learning parameter, x/s defined in their (2.2), is most assuredly not constant within a session for a single s but rather ranges from 0 when x = 0 to 1 when x = s , Among subjects who make an error on some trial To and who are correct on the immediately subsequent trial for which the congruence must be equal to the number of relevant dimensions, there will be no further errors. Existing data on this point contradicts the theory.
A matrix method of proof is applicable for all trial numbers and is otherwise comparable to the first method. Use of the first method for three trials will normally be necessary to determine the appropriate transition matrix, which varies from one focus sample to another. Al Table 2 Computation of Pr(S1lE0) , Pr(S2ISIE0) , and Pr(S31S2p1E0) from Equations through (5) and the Data of Table 1 (Some averaging across cases has been performed to reduce the size of this table.
Weights follow from equal probabilities for each stimulus and independence of stimuli on different trials.) *By symmetry, any unasterisked sample behaves like the asterisked sample above it. Only asterisked samples were explicitly investigated.
