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Autour de l’exposant critique d’un groupe kleinien
Marc Peigne´(1),
Journe´es Platon, 11, 12 & 13 Octobre 2010
Nous exposons ici quelques proprie´te´s e´le´mentaires autour des exposants critiques des groupes
discrets d’isome´tries en courbure strictement ne´gative et pince´e. Nous rappelons quelques re´sultats
essentiels et pre´sentons quelques outils classiques utilise´s sur ce sujet.
1 Exposant critique et se´rie de Poincare´
Nous conside´rons une varie´te´ comple`te simplement connexe X a` courbures sectionnelles pince´es
−b2 ≤ K ≤ −a2 < 0 (et plus ge´ne´ralement un espace me´trique CAT(-1) propre). Nous fixons une
origine o de X ; la distance entre deux points x et y de X est note´e (x, y). Enfin, ∂X de´signe le
bord visuel de X et l’on pose X¯ := X ∪ ∂X.
Nous conside´rons un groupe Kleinien de X c’est-a`-dire un groupe discret Γ d’isome´tries de X
pre´servant l’orientation. Nous supposerons pour simplifier que Γ est sans torsion : ses e´le´ments
sont donc, soit des isome´tries paraboliques, soit des isome´tries hyperboliques.
L’orbite Γ · o s’accumule sur ∂X ; l’ensemble de ses valeurs d’adhe´rence est appele´ ensemble
limite de Γ et est note´ ΛΓ. Cet ensemble contient 1, 2 ou une infinite´ non de´nombrable de points
; dans le premier cas, Γ est parabolique, dans le second cas il est cyclique et engendre´ par une
isome´trie hyperbolique et dans le dernier cas, il est dit non e´le´mentaire et il contient en particulier
des sous-groupes libres du type F2 (par exemple des sous-groupes de Schottky).
On e´tudie le comportement de la fonction orbitale de Γ de´finie par :
∀x, y ∈ X,∀R > 0 NΓ(x, y,R) := ♯{γ ∈ Γ : (x, γ · y) ≤ R}
(on e´crira pour simplifier NΓ(R) := NΓ(o, o,R)). L’exposant lim sup
R→+∞
1
R
lnNΓ(x, y,R) ne de´pend ni
de x ni de y.
De l’hypothe`se de pincement, on de´duit que l’entropie volumique hvol(X) de X est finie (avec
a(N − 1) ≤ hvol(X) ≤ b(N − 1) ou` N est la dimension de la varie´te´ [7]) ; il en est de meˆme pour
l’exposant critique de Γ puisque l’on a δΓ ≤ hvol(X).
On peut aussi conside´rer la fonction “annulaire” suivante :
∀x, y ∈ X,∀R,∆ > 0 nΓ(R,∆) := ♯{γ ∈ Γ : R−∆ ≤ (x, γ · y) ≤ R+∆}.
(on e´crivant de meˆme nΓ(R,∆) := nΓ(o, o,R,∆)). Comme ci-dessus, l’exposant lim sup
R→+∞
1
R
lnNΓ(x, y,R)
ne de´pend ni de x ni de y.
Graˆce au lemme e´le´mentaire suivant, nous avons en fait les e´galite´s
lim sup
R→+∞
1
R
lnNΓ(R) = lim sup
R→+∞
1
R
lnnΓ(R,∆).
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Lemma 1.0.1 Soit (un)n≥0 une suite de re´els positifs telle que
∑
n≥0
un = +∞ ; on pose Un :=
u0+ · · ·+un pour tout n ≥ 0. Alors, pour tout s > 0, les se´ries
∑
n≥0
une
−sn et
∑
n≥0
Une
−sn convergent
ou divergent simultane´ment. En particulier, elles ont le meˆme exposant critique u, donne´ par
u := lim sup
n→+∞
1
n
lnun = lim sup
n→+∞
1
n
lnUn ≥ 0.
L’exposant δΓ := lim sup
R→+∞
1
R
lnNΓ(R) = lim sup
R→+∞
1
R
lnnΓ(R,∆) est aussi appele´ exposant de Poincare´
de Γ, ou exposant critique de Γ ; en effet, la se´rie dite de Poincare´ de´finie par
∀x, y ∈ X,∀s ≥ 0 PΓ(x, y, s) :=
∑
γ∈Γ
e−s(x,γ·y)
diverge pour s < δΓ et converge pour s > δΓ.
Exemples
• Si Γ = 〈h〉 ou` h est une isome´trie hyperbolique, son exposant critique est nul (noter que la
“limsup” est en fait une limite et que la se´rie de Poincare´ diverge en 0).
• Dans H2, notons p l’isome´trie parabolique z 7→ z + 1 ; un calcul explicite en ge´ome´trie
hyperbolique donne (i, pn · i) = (i, i + n) = 2 lnn + O(1) si bien que l’exposant de 〈p〉 vaut
1
2 . Noter que la “limsup” est aussi une limite ici et que la se´rie de Poincare´ de 〈p〉 diverge
en 1/2. Remarquer aussi que si la courbure est constante e´gale a` −b2, l’exposant critique du
groupe 〈p〉 devient alors e´gal a` b/2.
• On peut modifier la me´trique hyperbolique de H2 de fac¸on a` avoir des larges bandes 2 a` 2
disjointes {z : an ≤ Imz ≤ bn}, avec bn < an+1, ou` la me´trique est alternativement a` courbure
−a2 ou −b2 (avec b > a) Si la largeur des bandes bn − an croˆıt suffisamment vite, on aura
alors
lim inf
R→+∞
1
R
lnN〈p〉(R) = a/2 < lim sup
R→+∞
1
R
lnN〈p〉(R) = b/2.
• Si Γ est co-compact dans Hd, d ≥ 2, son exposant critique vaut d− 1 ; il en est de meˆme en
courbure variable, la valeur d−1 e´tant alors remplace´e par l’entropie volumique de X, de´finie
par
hvol(X) := lim sup
R→+∞
1
R
lnVol(BX(o,R)) (1)
et la “limsup” est une limite dans ce cas. Cet argument provient de [10] ou` il est de´montre´
que l’exposant critique d’un tel groupe co¨ıncide avec l’entropie topologique du flot ge´ode´sique
sur le fibre´ unitaire tangent de la varie´te´ compacte conside´re´e (cet argument a e´te´ repris par
ailleurs par G. Robert [12] pour e´tudier la croissance des groupes hyperboliques). Donnons
quelques pre´cisions : on choisit un domaine fondamental D pour l’action de Γ, domaine que
l’on peut supposer relativement compact et dont on note ∆ le diame`tre, on a alors
⋃
γ∈Γ/(o,γ·o)≤R−∆
γ · D ⊂ B(o,R) ≤
⋃
γ∈Γ/(o,γ·o)⊂R+∆
γ · D.
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L’e´galite´ (1) s’en de´duit imme´diatement ; le fait que la “limsup” soit une limite vient du fait
que, si l’on pose un := nΓ(n, 2∆), on a, a` une constante multiplicative pre`s,
un+m ≤ unum.
Il vient
(un)
1/n → u := inf
n≥1
(un)
1/n = eδΓ (2)
• Si Γ est un re´seau non uniforme de Hd, d ≥ 2 (ie vol(Hd/Γ) < +∞ mais Hd/Γ non compact),
son exposant critique vaut d − 1; il en est de meˆme en courbure variable 1/4-pince´e (ie
b2 ≤ 4a2) la valeur d−1 e´tant remplace´e la` aussi par l’entropie volumique hvol(X) de X (voir
[4](2)). Attention, lorsque la courbure n’est plus 1/4-pince´e, on peut avoir δΓ < hvol(X).
Une premie`re question naturelle est de savoir si la “limsup” est une limite ou non ; la re´ponse est
“non” de fac¸on ge´ne´rale, comme l’exemple du groupe parabolique ci-dessus le sugge`re. Cependant,
de`s que Γ n’est pas e´le´mentaire, nous avons le
The´ore`me 1.0.2 (T. Roblin [13] & D. Sullivan [16])Si Γ est un groupe non e´le´mentaire, alors,
pour tous x et y de X, on a
δΓ = lim
R→+∞
1
R
lnNΓ(x, y,R).
De plus, il existe une constante C := C(Γ, x, y) > 0 telle que
NΓ(x, y,R) ≤ Ce
δΓR.
La premie`re assertion de ce the´ore`me est due a` Th. Roblin, tandis que la seconde de´coule du
ce´le`bre “lemme de l’ombre ” de Sullivan ; la de´monstration de ces deux assertions repose sur
l’existence de densite´s conformes et la construction de Patterson de telles familles de mesures. Nous
proposons ici une approche radicalement diffe´rente et e´le´mentaire ([6]) qui permet en particulier
de comprendre certains phe´nome`nes qui apparaissent lorsque X est remplace´ par un reveˆtement
normal non simplement connexe.
De´monstration. On utilise de fac¸on cruciale le lemme classique suivant (voir par ex [2]) qui de´coule
du fait que la courbure est pince´e :
Lemma 1.0.3 Pour tout θ > 0, il existe une constante D > 0 de´pendant de θ et de la borne
supe´rieure de la courbure −a2, telle que pour tout triangle ge´ode´sique T de sommets x, y, z ∈ X et
dont l’angle en y est plus grand que θ > 0, on a
d(x, z) ≥ d(x, y) + d(y, z) −D.
On fixe ∆ > 0, a, b >> ∆ et α, β ∈ Γ tels que a−∆ ≤ d(o, α ·o) ≤ a+∆ et b−∆ ≤ d(o, β ·o) ≤
b+∆.
2l’ide´e de base est que pour toute horoboule H et tout point x sur l’horosphe`re ∂H, l’ensemble B(x,R) ∩ H
est approximativement e´gal a` la boule de rayon R/2 inte´rieure a` H et tangente en x a` ∂H ; son volume est donc
comparable a` celui d’une boule de rayon R/2 et n’influe donc pas sur la croissance du volume global lorsque la
courbure est 1/4-pince´e
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Le groupe Γ e´tant non e´le´mentaire, il posse`de un sous-groupe de type θ-Schottky H = 〈h1, h2〉
avec θ > 0 (3) ; on peut alors, selon la position relative des points α−1 · o et β · o, associer de fac¸on
unique au couple (α, β) un couple (α′, β), avec α′ = αh±2i , et de telle sorte que l’angle en o du
triangle (α′)−1 · o, o, β · o soit ≥ θ0 > 0. D’apre`s le lemme pre´ce´dent, on a approximativement
(o, α′β · o) ≃ a+ b.
Remarquons par ailleurs qu’il existe un entier M ≥ 1 tel que tout e´le´ment γ ∈ Γ ve´rifiant (o, γ ·o) ≃
a + b se de´compose en au plus M fac¸ons distinctes de la forme γ = α′β avec (o, α′ · o) ≃ a et
(o, β · o) ≃ b.
On prouve ainsi l’existence d’une constante C > 0 et d’un entier κ ≥ 1 tels que
∀k, l >> 0 ukul ≤ C
k+l+κ∑
i=k+l−κ
ui
ou` l’on a pose´ uk := nΓ(k,∆) pour tout entier k ≥ 0. Lorsque la suite (uk+1/uk)k≥1 est majore´e
(4),
on voit, quitte a` changer ul en C
′ul avec C
′ > 0, que la suite (uk)k est sur-multiplicative ; on sait
alors que la suite (u
1/k
k )k converge vers sa borne supe´rieure. Le lemme s’en de´duit.
Plus ge´ne´ralement, on a le re´sultat suivant qui permet de terminer la de´monstration du the´ore`me
:
Fait 1.0.4 Soit (un)n≥0 une suite de re´els positifs (non tous nuls) ve´rifiant
∀k, l ≥ κ ukul ≤
k+l+κ∑
i=k+l−κ
ui
ou` κ ≥ 1 est un entier fixe´ et l’on pose Un := u0 + · · · + un.
La suite (U
1
n
n )n≥0 converge alors vers un nombre u ≥ 1 et il existe une constante C > 0 telle
que ∀n ≥ 0 un ≤ Cu
n.

pose Uk := u0 + · · ·+ uk pour k ≥ 0 et on obtient
∀k, l ≥ 0 ukUl ≤ C(2κ+ 1)Uk+l+κ.
Quitte a` multiplier chaque terme uk par une constante strictement positive, on peut e´crire
∀k, l ≥ 0 ukUl ≤ Uk+l+κ. (3)
d’ou` l’on de´duit, pour tout q, b > 0 et 0 ≤ r < b
U(b+κ)q+r+κ ≥ urU(b+κ)q ≥ urubU(b+κ)(q−1) ≥ ... ≥ ur(ub)
q
et donc, en posant m := (b+ κ)q + r + κ
(
Um
) 1
m
≥ (ur)
1
m (ub)
q
m . (4)
3 le terme θ-Schottky signifie que, pour tous mots “admissible” h et h′ en les lettres h±11 et h
±1
2 et dont les
premie`res lettres diffe`rent, l’angle en o du triangle o, h · o, h′ · o est ≥ θ
4cette proprie´te´ est ve´rifie´e en particulier lorsque Γ est co-compact ou plus ge´ne´ralement convexe co-compact
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On obtient, en faisant tendre q puis b vers +∞
lim inf
+∞
(
Um
) 1
m
≥ lim sup
b→+∞
(
ub
) 1
b
:= u
avec u ≥ 1 car uk ≥ 1i.s.). Comme lim sup
n→+∞
(
un
) 1
n
= lim sup
n→+∞
(
Un
) 1
n
, on conclut que u =
lim
n→+∞
(
Un
) 1
n
d’ou` la premie`re assertion du The´ore`me. L’ine´galite´ (4) nous donne alors, en faisant
tendre q vers +∞
∀b ≥ 0 u ≥ (ub)
1
b+κ
et la seconde assertion du The´ore`me s’en de´duit.Question : A-t-on aussi lim inf
R→+∞
(nΓ(R,∆))
1/R =
lim sup
R→+∞
(nΓ(R,∆))
1/R ? La re´ponse semble eˆtre “Non”, il faudrait donc caracte´riser les groupes qui
ve´rifient cette e´galite´ et donner des exemples explicites de groupes qui ne la ve´rifient pas.
2 Groupes divergents et trou critique
On dit qu’un groupe discret Γ d’isome´tries de X est divergent lorsque sa se´rie de Poincare´ diverge
en s = δΓ ; dans le cas contraire on dit que Γ est convergent.
Exemples
• L’exposant critique du groupe e´le´mentaire 〈h〉, ou` h est une isome´trie hyperbolique de X, est
nul ; ce groupe est donc divergent.
• L’exposant critique du groupe e´le´mentaire 〈p〉, engendre´ par l’isome´trie parabolique z 7→ z+1
de H2 vaut 1/2 puisque (i, pn · i) = 2 lnn+O(1) ; de plus ce groupe est divergent.
• Il existe en courbure variable des groupes paraboliques convergents (voir [3])
• Les groupes co-compacts ou convexe co-compacts sont divergents ; cela se de´duit d’un re´sultat
ge´ne´ral sur les mesures conformes, via encore une fois le lemme de l’ombre de Sullivan. On
peut aussi le de´montrer en utiliant (2) qui entraˆıne imme´diatement un  e
δΓn (5) et la
divergence du groupe s’en de´duit imme´diatement.
2.1 Un crite`re simple de se´paration des exposants
Le calcul explicite de l’exposant critique d’un groupe kleinien s’ave`re eˆtre une question souvent
de´licate. Une question plus accessible est de´ja` de comparer l’exposant critique d’un groupe avec
celui de ses sous-groupes et de de´gager un crite`re qui assure que l’on a une ine´galite´ stricte.
The´ore`me 2.1.1 [3] Soit Γ un groupe kleinien et H un sous-groupe de Γ tel que
1. ΛH 6= ΛΓ
2. H divergent
5ou` la notation an  bn signifie que la suite (bn /an)n est majore´e
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Alors, on a δH < δΓ.
De´monstration. On trouvera dans [3] une de´monstration reposant sur l’existence de densite´ δΓ
conforme. Nous de´veloppons ici l’argument e´le´mentaire suivant, reposant sur la construction d’un
sous-groupe de Γ qui soit le produit libre de H avec un sous-groupe e´le´mentaire de Γ engendre´ par
une isome´trie hyperbolique dont les points fixes n’appartiennent pas a` H.
En effet, soit ξ ∈ ΛΓ \ΛH ; le point ξ e´tant un point ordinaire de H, il existe un voisinage ouvert
U de ξ tel que U ∩ ΛH = ∅. L’action de H sur son ensemble ordinaire e´tant propre et discontinue,
on peut supposer, quitte a` re´duire U , que
∀h ∈ H,h 6= id h(U) ⊂ ∂X \ U. (5)
Par ailleurs, l’action de Γ e´tant minimale sur ΛΓ, l’orbite d’un point fixe d’une quelconque de ses
isome´tries est dense dans ΛΓ, elle rencontre donc U . On en de´duit alors l’existence de γ ∈ Γ \H
dont le point fixe attractif appartient a` U ; quitte a` remplacer γ par γn avec n grand, on peut
supposer que γ envoit l’exte´rieur de U dans U (que γ soit hyperbolique ou parabolique).
Si on prend alors un e´le´ment hyperbolique γ′ ∈ Γ dont les points fixes sont distincts de ceux de
γ, et donc exte´rieurs a` U quitte a` re´duire U , l’isome´trie g := γnγ′γ−n a ses deux points fixes dans
U , en remplac¸ant si ne´cessaire g par une de ses puissances, on peut supposer que
g±1(∂X \ U) ⊂ U. (6)
Le sous-groupe G de Γ engendre´ par H et g est alors un produit libre : il contient en particulier
tous les mots de la forme h1gh2g · · · hkg avec k ≥ 1 et hi ∈ H \ {id}. On a alors, pour tout s > δH
PΓ(s) ≥ PΓ(s)
≥
∑
k≥1
∑
h1,··· ,hk
e−s(o,h1gh2g···hk·o)
≥
∑
k≥1
e−sk(o,g·o)
∑
h1,··· ,hk
e−s(o,h1·o) × · · · × e−s(o,h1·o)
≥
∑
k≥1
(
e−s(o,g·o) ×
∑
h∈H∗
e−s(o,h·o)
)k
≥
∑
k≥1
(
e−δH (o,g·o) ×
∑
h∈H∗
e−s(o,h·o)
)k
.
Le groupe H e´tant divergent, on peut choisir s0 > δH suffisamment proche de δH de telle sorte que
e−δH (o,g·o) ×
∑
h∈H∗ e
−s0(o,h·o) > 1 si bien que PΓ(s0) = +∞ ; il vient δΓ ≥ s0 > δH .
Attention ! les deux conditions de ce the´ore`me ne sont pas ne´cessaires, mais l’on l’on en est pas
tre`s loin ! En effet
• Supposons H convergent et ΛH 6= ΛΓ. On reprend la construction ci-dessus et l’on montre
que le groupe Gn = H ∗ 〈g
n〉 devient convergent lorsque n est assez grand (utiliser le Lemme
1.0.3, voir [3] pour la construction de groupes non e´le´mentaires de et convergents).
• Si le groupe H est divergent et normal dans Γ, on a ΛH = ΛΓ et δΓ = δH ([11], voir The´ore`me
3.0.4).
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La question de la convergence/divergence d’un groupe Kleinien est inte´ressante a` plus d’un
titre; on renvoit le lecteur a` [14] ou` l’on trouve par exemple pour illustrer ce propos le the´ore`me de
dichotomie de Hopf, Tsuji & Sullivan avec une de´monstration pre´cise.
Le the´ore`me pre´ce´dent permet aussi d’exhiber de fac¸on simple des exemples de groupes conver-
gents. Consie´rons par exemple un groupe de Schottky Γ engendre´ par deux isome´tries hyperboliques
α et β et notons G le sous-groupe de Γ engendre´ par la famille de transformations {α−nβαn/n ≥ 0}.
Les groupes G et H := α−1Gα sont conjugue´s, ils ont donc le meˆme exposant critique δ et sont
de meˆme type (ie convergents ou divergents). Par ailleurs ΛG ⊂ ΛH puisque G ⊂ H mais l’on a
ΛG 6= ΛH car les points fixes de β appartiennent a` ΛH mais pas a` ΛG. Les groupes G et H sont
donc convergents, d’apre`s le the´ore`me ci-dessus.
2.2 La question de la croissance forte
On conside`re un groupe Kleinien Γ et N un sous-groupe normal deH. Le groupe quotient Γ¯ := N\Γ
est le groupe des isome´tries du reveˆtement Riemannien normal X¯ := N\X de Γ\X, muni de la
me´trique “quotient”
dist(x¯, y¯) := inf{(x¯, n · y)/n ∈ N}.
On note δΓ¯ l’exposant critique de Γ¯ pour la me´trique correspondante ; on a δΓ¯ ≤ δΓ, et se pose alors
de fac¸on naturelle la question d’un crite`re assurant que cette ine´galite´ est stricte. Cette question
peut eˆtre vue comme la transposition dans un cadre Riemannien de celle de la croissance forte des
groupes de type fini, pose´e par R. Grigorchuk et P. de la Harpe dans [8] (6). En reprenant les
arguments de´veloppe´s ci-dessus, on peut montrer que si Γ¯ est divergent pour la me´trique quotient,
alors on a δΓ¯ < δΓ ([5]). Il faut donc pouvoir pre´ciser si Γ¯ est divergent ou non.
2.3 Sutr les groupes ge´ome´triquement finis
Nous avons vu dans le paragraphe pre´ce´dent des exemples de groupes divergents ; outre certains
groupes e´le´mentaires, les groupes co-compacts ou convexe co-compacts sont divergents.
Curieusement, il est assez de´licat de de´cider si oui ou non un groupe non e´le´mentaire Γ est
convergent et divergent. Une fois e´tudie´e la classe des groupes co-compacts ou convexe co-compacts
il est naturel de poser la meˆme question pour les re´seaux non uniformes et leur ge´ne´ralisation
naturelle : les groupes ge´ome´triquement finis.
Introduisons quelques notations ne´cessaires pour de´finir cette large classe de groupes kleiniens.On
note C(ΛΓ) l’enveloppe convexe de ΛΓ; cet ensemble est invariant sous l’action de Γ et le quotient
N(Γ) = C(ΛΓ)/Γ est le coeur de Nielsen de la varie´te´ Γ\X. On notera Nǫ(Γ) un ǫ-voisinage de
N(Γ). Quand l’ensemble N(Γ) est relativement compact ; on dit que Γ est convexe co-compact.
On dit plus ge´ne´ralement queΓ est ge´ome´triquement fini lorsqu’il existe ǫ > 0 tel que Nǫ soit de
volume fini.
La perte de compacite´ de Nǫ se traduit par l’appparition dans ΛΓ de points limites non coniques
: les points paraboliques borne´es.
6si S est un ensemble fini de ge´ne´rateurs d’un groupe G, S¯ l’ensemble correspondant dans G¯ et si l’on munit G de
la me´trique des mots |.| relativement a` S, on pose wG,S := lim
n→+∞
(
♯{g/|g| ≤ n}
) 1
n
et l’on dit que G est a` croissance
forte relativement a` S si l’on a wG¯,S¯ < wG,S . On montre aise´ment que les groupes libres sont a` croissance forte, il en
est de meˆme pour les produits amalgame´s et les groupes hyperboliques [?] ; cette question est d’ailleurs e´troitement
a` celle de la croissance des sous-shift de type finie avec mots interdits (voir par ex. [9])
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Rappelons qu’un point ξ ∈ ΛΓ est dit conique (ou “radial”) lorsque le segment ge´ode´sique [o, ξ)
posse`de un voisinage qui contient une infinite´ de points de l’orbite Γ · o et il est dit parabolique
borne´ si son stabilisateur P est constitue´ d’isome´tries paraboliques et agit de fac¸on relativement
compacte sur ΛΓ − {ξ}.
Quand ΛΓ ne contient que des points coniques, le groupe Γ est convexe co-compact.
Rappelons que la finitude ge´ome´trique peut eˆtre caracte´rise´e de fac¸on e´quivalente comme suit :
- pour tout ǫ > 0 le volume de Nǫ(Γ) est fini.
- pour tout ǫ > 0, la partie ǫ-e´paisse N(Γ)>ǫ est relativement compacte.
- le groupe Γ contient un nombre fini de classes de conjugaison de groupes paraboliques dont
les points fixes sont borne´s.
- le coeur de Nielsen N(Γ) peut se de´composer en C0 ∪ C1 · · · ∪ Cl ou` C0 est un ensemble
relativement compact et ou`, pour chaque i = 1, · · · , l, il existe un groupe parabolique Pi ⊂ Γ et
une horoboule Hi base´e en ξi tels que Ci soit isome´trique au quotient de Hi ∩ C(Λ(Γ)) par le
groupe Pi (notons que le point fixe ξi de Pi est alors ne´cessairement borne´, que le groupe Pi agit
sur C(ΛG) ∩ ∂Hi ou` ∂Hi de´signe l’horosphe`re qui borde l’horoboule Hi et que cette action admet
un domaine fondamental relativement compact).
Nous avons alors le
The´ore`me 2.3.1 ( [16], [2]& [3]) Soit Γ un groupe ge´ome´triquement fini tel que, pour tout sous-
groupe parabolique P de Γ on ait δΓ > δP . Alors Γ est divergent.
L’approche initie´e par D. Sullivan et de´veloppe´e jusqu’alors pour de´montrer ce re´sultat repose sur
l’existence d’une densite´ conforme de dimension δΓ et invariante par Γ ; or, la de´finition meˆme
de la finitude ge´ome´trique, avec une partie e´paisse relativement compacte, et une partie fine sur
laquelle la dynamique de Γ est tre`s simple a` controˆler, fait espe´rer un autre argument de type
sous-additivite´, comme dans le cas compact ou convexe co-compact.
Pour ce faire, nous fixons δ ∈]δ∗P ; δΓ[ (ou` δ
∗
P de´signe le maximum des exposants critiques des
sous-groupes paraboliques de Γ) et nous introduisons la quantite´ vΓ(R,∆) de´finie par
vΓ(R,∆) := e
−δRnΓ(R,∆).
De part le choix de δ, on a
lim sup
R→+∞
ln vΓ(R,∆)
R
= δΓ − δ > 0. (7)
Pour tous re´els a, b > 0 et ∆ > 1 assez grand (supe´rieur au diame`tre de la partie e´paisse C0), on a
vΓ(a+ b,∆) ≤ c ·
( ∑
0≤k≤a
vΓ(k,∆)
)
·
( ∑
0≤l≤b
vΓ(l,∆)
)
(8)
ou` c est une constante > 0.(7).
Posons alors pour simplifier wn :=
vΓ(n,∆)
c , puisWn := w1+ · · ·+wn et W˜n := 1+W1+ · · ·+Wn.
L’ine´galite´
∀n,m ≥ 1 wn+m ≤Wn ×Wm
7Pour de´montrer cette ine´galite´, on fixe γ tel que γ ·o se trouve dans l’anneau {x/a+b−2∆ ≤ (o, x) ≤ a+b+2∆},
on pose (o, γ · o) = a+ b+ 2Λ avec −∆ < Λ < ∆ et l’on note x le point du segment ge´ode´sique [o, γ · o] qui se trouve
a` distance a+Λ de o ; on somme alors sur u ≤ a et v ≤ b, ou` u ( resp. v) repre´sente la distance a` parcourir a` partir
de x sur le segment [x, o] (resp. [x, γ · o] pour sortir de la zone mince de la varie´te´ quotient
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entraˆıne successivement Wn+m ≤ WnW˜m puis V˜n+m ≤ V˜nW˜m. Ainsi, la suite (ln W˜n)n est sous-
additive et l’on a
lim
n→+∞
ln W˜n
n
= L := inf
n≥1
ln W˜n
n
En particulier W˜n  e
Ln et la se´rie
∑
n≥1 W˜ne
−Ln diverge.
On de´duit alors du Lemme 1.0.1 que les se´ries
∑
n≥1 W˜ne
−sn,
∑
n≥1Wne
−sn et
∑
n≥1 wne
−sn
admettent L comme exposant critique. L’ine´galite´ (7) donne L > 0 si bien que ces trois se´ries
divergent en L. L’exposant critique de la se´rie
∑
n≥1 nΓ(n,∆)e
−sn est donc δΓ = L + δ et cette
se´rie diverge en δΓ.
Remarque 2.3.2 De ce qui pre´ce`de, on de´duit que W˜n  e
Ln et donc Wn 
eLn
n . On peut en fait
affiner cette dernie`re ine´galite´ en combinant l’estimation W˜n  e
Ln avec l’ine´galite´ Wn  e
Ln (cf
The´ore`me 1.0.2 ) : on peut ainsi obtenir de fac¸on tre`s e´le´mentaire l’encadrement suivant
eδΓR  NΓ(R)  e
δΓR.
3 Mesure de Patterson et exposant critique
On appelle densite´ sur ∂X une famille µ = (µx)x∈X de mesures positives finies sur ∂X. Une
telle densite´ est dite conforme de dimension δ ≥ 0 lorsque pour tous x, x′ ∈ X, la mesure µx′
est absolument continue par rapport a` µx et que sa de´rive´e de Radon-Nikodym est donne´e par la
formule
dµx′
dµx
(ξ) = e−δ(Bξ(x
′,x)
ou` Bξ(x
′, x) de´signe la fonction de Busemann en ξ de´finie par
Bξ(x
′, x) := lim
z→ξ
(x′, z)− (x, z).
Cette densite´ est dite invariante par Γ si pour tout γ ∈ Γ et tout x ∈ X on a
γ∗µγ·x = µx
ou` la mesure γ∗µx est de´finie par γ
∗µx(A) = µx(γA) pour tout bore´lien A de ∂X.
On note Conf(Γ, δ) l’ensemble des densite´s conformes Γ-invariantes et de dimension δ, avec la
condition de normalisation ‖µo ‖ = 1.
Rappelons le proce´de´ de Patterson permettant de montrer que Conf(Γ, δΓ) est non vide. Pour
chaque s > δΓ et chaque point x ∈ X on note µ
s
x,y la mesure orbitale
µsx,y =
1
PΓ(o, y, s)
∑
γ∈Γ
exp(−s(x, γ · y))ǫγ·y
ou` ǫγ·o de´signe la masse de Dirac en γ.y. Lorsque le groupe Γ est de type divergent, toute valeur
d’adhe´rence (pour la topologie de la convergence e´troite) de la famille (µsx,y)x,y,s est porte´e par ΛΓ;
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on peut alors montrer que lorsque s → δΓ par valeurs supe´rieures la famille de mesures (µ
s
x,y)s
converge e´troitement vers une mesure µx,y porte´e par ΛΓ et ve´rifiant les deux conditions suivantes
µx′,y(.) = exp(−δB.(x
′, x))µx,y(.) et g
∗µx,y = µg−1·x,y
ou` g∗µx,y est la mesure sur ∂X de´finie par g
∗µx,y(B) = µx,y(gB) pour tout bore´lien B de ∂X. On
dit que la famille (µx,y)x∈X est une densite´ Γ-conforme d’exposant δΓ.
On a vu qu’il peut eˆtre de´licat de montrer qu’un groupe Γ est de type divergent ; D. Sullivan a
e´tabli cette proprie´te´ pour les groupes ge´ome´triquement finis, en e´tudiant le type des densite´s δΓ-
conformes de ces groupes. Pour ce faire, il faut pouvoir construire de telles densite´s δΓ-conformes,
sans savoir a` priori si Γ est de type convergent ou divergent ; en utilisant un argument du a`
Patterson, on modifie le´ge`rement la se´rie de Poincare´ en posant
P ′Γ(x, y, s) =
∑
g∈Γ
e−s(x,γ·y)h(d(x, γ · y))
ou` h est une fonction croissante de R+ dans R+ telle que les se´ries PΓ(x, y, s) et P
′
Γ(x, y, s) aient
le meˆme exposant critique et
∀η > 0,∃tη > 0,∀t ≥ tη,∀s ≥ 0 h(t+ s) ≤ h(t)e
ηs.
Inte´ressons nous maintenant aux proprie´te´s locales d’une densite´ Γ-conforme. Nous avons le
Lemma 3.0.3 (-The´ore`me de l’ombre de Sullivan-) Soit Γ un groupe non e´le´mentaire et µ une
densite´ Γ-conforme d’exposant α. Il existe C > 1 et r0 > 0 tel que pour tout r ≥ r0 et tout g ∈ Γ
on ait
1
C
e−αd(o,γ·o) ≤ µx,y(Ox(γ · o, r)) ≤ Ce
−αd(o,γ·o)+2α.
Soulignons en cependant quelques conse´quences importantes :
• en remarquant que pour tout ∆ > 0, la famille des ombres Ox(γ · o, r) avec γ ∈ Γ et R−∆ ≤
(o, γ · o) ≤ R +∆ forme un recouvrement a` multiplicite´ uniforme´ment borne´e par rapport a`
R, on montre que l’existence d’une densite´ Γ-conforme µ d’exposant α entraˆıne
♯{γ ∈ Γ/(o, γ · o) ≤ R}  eαR
et donc α ≥ δΓ par de´finition de l’exposant de Poincare´ de Γ. Il n’existe donc pas de densite´
Γ-conforme d’exposant < δΓ.
• l’ensemble radial de Γ est e´gal a` ΛradΓ := ∪r>0 lim sup
γ∈Γ
γ→∞
Oo(γ·o, r) ; par conse´quent, si
∑
n≥1
e−αd(o,γ·o) < +∞
(ce qui est le cas lorsque α > δΓ) alors toute densite´ α-conforme donne une mesure nulle a`
ΛradΓ .
• lorsque Γ est divergent, on montre que µx,y(Λ
rad
Γ ) > 0 et que cette proprie´te´ entraˆıne
l’ergodicite´ de l’action de Γ relativement a` la famille (µx,y)x,y. Ainsi, dans ce cas, il ex-
iste, a` une constante multiplicative pre`s, une unique densite´ δΓ-conforme ; en particulier,
chaque mesure µx,y construite ci-dessus ne de´pend ni du point y ni de la sous-suite (sk)k qui
a permis de la construire.
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• Lorsque Γ est co-compact ou plus ge´ne´ralement convexe co-compact, on peut montrer que
Conf(Γ, δ) 6= ∅ si et seulement si δΓ ; dans le cas contraire, Conf(Γ, δ) 6= ∅ pour tout δ ≥ δΓ.
Remarquons que pour tout e´le´ment g du normalisateur N(Γ) de Γ dans le groupe des isome´tries
de X et toute densite´ µ ∈ Conf(Γ, δ), la famille de mesures (νgx)x∈X de´finie par
νgx :=
1
‖µg·o‖
g∗µg·x (9)
appartient aussi a` Conf(Γ, δ)(8)
Supposons Γ divergent. L’ensemble Conf(Γ, δΓ) est alors re´duit a` un point (note´ (µx)x∈X) et
l’on a (νgx)x = (µx)x pour tout g ∈ N(Γ). Ainsi Conf(N(Γ), δΓ) 6= ∅. Par conse´quent δΓ ≥ δN(Γ)
et donc en fait δΓ = δN(Γ).
On a ainsi montre´ le
The´ore`me 3.0.4 [11] Soit Γ un groupe kleinien divergent et G un groupe kleinien qui contient Γ
comme sous-groupe normal. Alors δΓ = δG (et G est aussi divergent).
Plus ge´ne´ralement, Th. Roblin a` introduit la notion de principe des ombres de´finie comme
suit : On dit que le sous-ensemble Y ⊂ C(ΛΓ) ⊂ X invariant sous l’action de Γ ve´rifie le principe
des ombres en δ ≥ δΓ si pour toute densite´ µ ∈ Conf(Γ, δ) et tous x, y ∈ Y on a
1
C
‖µy‖e
−δ(x,y) ≤ µx(Ox(y, r)) ≤ C‖µy‖e
−δ(x,y)
ou` r et C sont des constantes positives ne de´pendant que de Y et de δ (et non de x, y et µ).
D’apre`s le Lemme de l’ombre de Sulivan, l’orbite Γ · o satisfait au principe des ombres ; plus
ge´ne´ralement on peut aussi conside´rer l’orbite de o sous l’action du normalisateur de γ puisque l’on
a le
The´ore`me 3.0.5 Soit N(Γ) le normalisateur de Γ dans le groupe des isome´tries de X. Alors,
l’ensemble N(Γ) · o ve´rifie le principe des ombres pour tout δ ≥ δΓ.
La de´monstration est analogue a` celle du lemme de Sullivan ; on utilise de fac¸on cruciale le fait que
pour tout µ ∈ Conf(Γ, δ) et tout g ∈ N(Γ) la famille (νg)x∈X de´finie par la formule (9) est une
densite´ δ-conforme.
Le fait qu’un ensemble Γ-invariant Y satisfasse au principe des ombres entraˆıne que la suite
(‖µy‖)y∈Y croˆıt de fac¸on controˆle´e. En effet, on a le
The´ore`me 3.0.6 Soit N(Γ) le normalisateur de Γ dans le groupe des isome´tries de X. Alors, pour
toute densite´ µ ∈ Conf(Γ, δ), l’exposant critique de la se´rie
∑
g∈N(Γ)
‖µg·o‖e
−s(o,g·o) est infe´rieur ou
e´gal a` δ.
qui admet de fac¸on imme´diate le corollaire suivant
8il suffit de ve´rifier que νg est invariante par Γ ; pour tout γ ∈ Γ, on a gγ = γ˜g avec γ˜ = gγg−1 ∈ Γ ; le fait que µ
est Γ-invariante entraˆıne la suite d’e´galite´s suivantes
γ∗νgγ·x = γ
∗g∗µgγ·x = g
∗γ˜∗µgγ·x = g
∗µγ˜−1gγ·x = g
∗µg·x = ν
g
x.
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Corollaire 3.0.7 Pour tout groupe kleinien Γ de X on a δΓ ≥
1
2
δN(Γ).
De plus, si N(Γ) est divergent alors cette ine´galite´ est stricte.
Posons pour simplifier G := N(Γ). La premie`re assertion de ce corollaire est une conse´quence
directe du The´ore`me pre´ce´dent. Pour la seconde assertion, on raisonne par l’absurde, on suppose
que δ = δΓ = δG/2, on note ν l’unique e´le´ment de Conf(G, δG) et l’on conside`re un e´le´ment µ de
Conf(Γ, δΓ) que l on suppose ergodique. Puisque G est divergent, νo est porte´e par Λ
rad
G (r) pour
r assez grand . Si B est un bore´lien de ∂X, on choisit un ouvert V le contenant et on note Z
l’ensemble des points z de G · o tel que Oo(z, r) ⊂ V ; par un argument de type recouvrement de
Vitali, on peut extraire de Z une sous famille finie Z∗ telle que les ombres correspondantes Oo(z, r)
soient deux a` deux disjointes et
⋃
z∈Z
Oo(z, r) ⊂
⋃
z∈Z∗
Oo(z, 5r). On a alors
νo(B) = νo(B ∩ Λ
rad
G (r)) ≤
∑
z∈Z∗
νo(Oo(z, 5r))

∑
z∈Z∗
e−δG(o,z)
=
∑
z∈Z∗
e−2δΓ(o,z)

∑
z∈Z∗
‖µy‖e
−δΓ(o,z)

∑
z∈Z∗
µo(Oo(z, r))
 µo(V )
Il vient νo(B)  µo(B), l’ouvert V e´tant arbitraire, et donc νo = φ(.)µo pour une certaine densite´
φ ≥ 0. Or, pour tout γ ∈ Γ on a
φ(γ · ξ) = φ(ξ)e−(δG−δΓ)B(γ·o,o) µo(dξ) p.s.
(9)
La mesure µo e´tant ergodique, la fonction quasi-invariante φ est µo-p.s. strictement positive ; les
mesures µo et νo sont donc e´quivalentes et par conse´quent quasi-invariantes par G. L’ergodicite´
de µo montre que µ est construite a` partir d’un caracte`re de G/Γ ce qui entraˆıne de facto δ ≥ δG.
Contradiction.
On a donc
δN(H)
2 ≤ δΓ ≤ δN(H), la premie`re ine´galite´ e´tant stricte de`s que G est divergent. Par
ailleurs, on a vu que si c’est Γ qui est divergent alors δΓ = δG.
Ainsi, si δΓ ∈ [
δG
2 , δG[, le groupe Γ est convergent ; par contre lorsque δΓ = δG, on peut avoir Γ
convergent ou divergent (voir les reveˆtements abe´liens de varie´te´s compactes).
On a aussi le
9 pour toute fonction bore´lienne positive ψ sur ∂X on a d’une part∫
ψ(γ−1ξ)νo(dξ) =
∫
ψ(ξ)νγ·o(dξ) =
∫
ψ(ξ)e−δGB(γ·o,o)νo(dξ) =
∫
ψ(ξ)e−δGB(γ·o,o)φ(ξ)µo(dξ)
et d’autre part ∫
ψ(γ−1ξ)νo(dξ) =
∫
ψ(γ−1ξ)φ(ξ)µo(dξ) =
∫
ψ(ξ)φ(γ · ξ)e−δΓB(γ·o,o)µo(dξ)
d’ou` φ(γ · ξ) = φ(ξ)e−(δG−δΓ)B(γ·o,o) µo(dξ)p.s.
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The´ore`me 3.0.8 Si N(Γ)/Γ est moyennable, alors δΓ = δN(H).
La re´ciproque de ce the´ore`me est partiellement de´montre´e lorsque G := N(Γ) est convexe co-
compact (travail de R. Brooks, dans Hn+1 avec la condition δG > n/2 [1]) ; la question de savoir
si la re´ciproque est vraie pour tous les groupes convexe co-compact, et plus ge´ne´ralement pour les
groupes ge´ome´triquement finis, reste ouverte actuellement.
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