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Abstract
We consider a change-point test based on the Hill estimator to test for structural
changes in the tail index of Long Memory Stochastic Volatility time series. In
order to determine the asymptotic distribution of the corresponding test statistic,
we prove a uniform reduction principle for the tail empirical process in a two-
parameter Skorohod space. It is shown that such a process displays a dichotomous
behavior according to an interplay between the Hurst parameter, i.e., a parameter
characterizing the dependence in the data, and the tail index. Our theoretical
results are accompanied by simulation studies and the analysis of financial time
series with regard to structural changes in the tail index.
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1 Introduction and motivation
The tail behavior of the marginal distribution of time series is of major relevance for
statistics in applied sciences such as econometrics and hydrology, where heavy-tailed
data occurs frequently. More precisely, time series from finance such as the log returns
of exchange rates and stock market indices display heavy tails; see Mandelbrot (1963).
Furthermore, drastic events like the financial crisis in 2008 substantiate the importance
of studying time series models that underlie financial data. Against this background,
the identification of changes in the tail behavior of data-generating stochastic processes,
that result in an increase or decrease in the probability of extreme events, is of utmost
interest. In particular, the analysis of the tail behavior of financial data may pave the way
for a corresponding adjustment of risk management for capital investments and, therefore,
prevent from huge capital losses. Indeed, there is empirical evidence that the tail behavior
of financial time series may change over time: Quintos et al. (2001) identify changes in
the tail of Asian stock market indices, Galbraith and Zernov (2004) find evidence for
changes in the tail behavior of returns on U.S. equities, and Werner and Upper (2004)
detect structural breaks in high-frequency data of Bund future returns.
1.1 Tail index estimation and change-point problem
Let Xj, j ∈ N, be a stationary time series whose marginal tail distribution function F¯
is regularly varying with index −α, α > 0, i.e., P (X > x) = x−αL(x), where L is slowly
varying at infinity. Since the tail behavior of Xj, j ∈ N, is primarily determined by the
value of the tail index α, identifying a change in the tail of data-generating processes
corresponds to testing for a change-point in this parameter.
In particular, this means that, given a set of observationsX1, . . . , Xn with P (Xj > x) =
x−αjL(x), j = 1, . . . , n, we aim at deciding on the testing problem (H,A) with
H : α1 = · · · = αn
and
A : α1 = · · · = αk 6= αk+1 = · · · = αn
for some k ∈ {1, . . . , n− 1} .
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Test statistics that are designed for identifying structural changes in the tail index are
naturally derived from an estimation of the tail index α. For some general results on tail
index estimation see Drees (1998a) and Drees (1998b). In this article, we focus on two
estimators that are motivated by the fact that for a random variable X with tail index α
lim
u→∞
E
[
log
(
X
u
)
| X > u
]
= lim
u→∞
E
[
log
(
X
u
)
1 {X > u}]
P (X > u)
=
1
α
=·· γ.
When we are given a set of observations X1, . . . , Xn, an approximation of the unknown
distribution of X by its empirical analogue gives the following estimator for the tail index:
γ̂ ··= 1∑n
j=1 1 {Xj > un}
n∑
j=1
log
(
Xj
un
)
1 {Xj > un} , (1)
where un, n ∈ N, is a sequence with un → ∞ and nF¯ (un) → ∞. Replacing the
deterministic levels un in the formula for γ̂ by Xn:n−kn for some kn, 1 6 kn 6 n−1, where
Xn:n > Xn:n−1 > . . . > Xn:1 are the order statistics of the sample X1, . . . , Xn, yields the
Hill estimator
γ̂Hill =
1
kn
kn∑
i=1
log
(
Xn:n−i+1
Xn:n−kn
)
.
As the most popular estimator for the tail index, established in Hill (1975), the Hill
estimator has been widely studied in the literature. Its limiting distribution was obtained
under various model assumptions, including linear processes (Resnick and Sta˘rica˘ (1997)),
β-mixing processes (Drees (2000)), and Long Memory Stochastic Volatility models (Kulik
and Soulier (2011)). The first article that establishes a theory for change-point tests that
are based on the Hill estimator seems to be Quintos et al. (2001). While Quintos et al.
(2001) consider independent, identically distributed observations, ARCH- and GARCH-
type processes, Kim and Lee (2011) and Kim and Lee (2012) extend their results to
β-mixing processes and residual-based change-point tests for AR(p) processes with heavy-
tailed innovations. In contrast, we study change-point tests for the tail index of Long
Memory Stochastic Volatility time series based on the two estimators γ̂ and γ̂Hill. In fact,
our results are the first to consider the change-point problem for stochastic volatility
models and time series with long-range dependence.
To motivate the design of test statistics for deciding on the change-point problem
(H,A), we temporarily assume that the change-point location is known, i.e., for a given
k ∈ {1, . . . , n− 1} we consider the testing problem (H,Ak) with
Ak : α1 = · · · = αk 6= αk+1 = · · · = αn.
3
For this testing problem, change-point tests have been considered in Phillips et al. (1990)
and Koedijk et al. (1990). In order to decide on (H,Ak), we compare an estimation γ̂k of
the tail index based on the observations X1, . . . , Xk to an estimation γ̂n of the tail index
based on the whole sample X1, . . . , Xn. This idea leads to studying the following test
statistic
Γk,n =
k
n
∣∣∣∣ γ̂kγ̂n − 1
∣∣∣∣ .
Under the assumption that the change-point location is unknown under the alter-
native, it seems natural to consider the statistic Γk,n for every potential change-point
location k and to decide in favor of the alternative hypothesis A if the maximum of its
values exceeds a predefined threshold. As a result, a change-point test for the testing
problem (H,A) that rests upon the estimator γ̂ defined by (1) bases test decisions on the
values of the statistic
Γn ··= sup
t∈[t0,1]
t
∣∣∣∣ γ̂bntcγ̂n − 1
∣∣∣∣ (2)
with t0 ∈ (0, 1) and with the sequential version of γ̂ defined by
γ̂bntc ··= 1∑bntc
j=1 1{Xj > un}
bntc∑
j=1
log
(
Xj
un
)
1{Xj > un}. (3)
Likewise, a test statistic based on the Hill estimator is given by
Γ˜n ··= sup
t∈[t0,1]
t
∣∣∣∣ γ̂Hill(t)γ̂Hill(1) − 1
∣∣∣∣
with the sequential version of γ̂Hill defined by
γ̂Hill(t) ··= 1bkntc
bkntc∑
i=1
log
(
Xbntc:bntc−i+1
Xbntc:bntc−kbntc
)
.
In this context, the most comprehensive theory for change-point tests is presented in
Hoga (2017). The author considers a number of test statistics based on different tail index
estimators and derives their asymptotic distributions under the assumption of β-mixing
data generating processes.
In the following, we derive the asymptotic distribution of both estimators, i.e., γ̂bntc
and γ̂Hill(t), and the corresponding tests statistics, i.e., Γn and Γ˜n, under the hypothesis
of stationary time series data. For this purpose, we first prove a limit theorem for the
tail empirical process of Long Memory Stochastic Volatility time series in two param-
eters. This limit theorem does not necessarily relate to the change-point context. It
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can therefore be considered of independent interest and, thus, as the main theoretical
result of our work. Our theoretical results are accompanied by simulation studies. As
an empirical application of our tests, we consider Standard & Poor’s 500 daily closing
index covering the period from January 2008 to December 2008, the year of the financial
crisis. We identify a change in the data at exactly one day after Lehman Brothers filed
for bankruptcy protection, an event which is thought to have played a major role in the
unfolding of the crisis in 2007 - 2008.
1.2 Tail empirical process
In order to derive the limit distribution of the tail estimators γ̂bntc and γ̂Hill(t), parametrized
in t, and the corresponding test statistics Γn and Γ˜n, it is crucial to note that
γ̂bntc =
1∑bntc
j=1 1{Xj > un}
bntc∑
j=1
log
(
Xj
un
)
1{Xj > un} = 1
T˜n(1, t)
∫ ∞
1
s−1T˜n(s, t)ds , (4)
where
T˜n(s, t) =
1
nF¯ (un)
bntc∑
j=1
1 {Xj > uns} .
As a result, asymptotics of the considered statistics can be derived from a limit theorem
for the two-parameter tail empirical process
en(s, t) ··=
{
T˜n(s, t)− T (s, t)
}
, s ∈ [1,∞], t ∈ [0, 1], (5)
where T (s, t) does not correspond to the mean of T˜n(s, t), but rather to the limit of that
mean, i.e., to
T (s, t) ··= ts−α. (6)
Among others, the tail empirical process in one parameter, i.e., en(s, 1), s ∈ [1,∞],
has previously been studied in Mason (1988), Einmahl (1990), and Einmahl (1992) for
independent, identically distributed observations, in Rootze´n (2009) for absolutely regular
processes, and in Kulik and Soulier (2011) for Long Memory Stochastic Volatility time
series. For the latter, the convergence of the two-parameter tail empirical process will be
discussed in Section 2.2.
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1.3 Long Memory Stochastic Volatility model
A phenomenon that is often encountered in the context of financial time series corre-
sponds to the observation that the observations seem to be uncorrelated, whereas their
absolute values or higher moments tend to be highly correlated. Another characteristic of
financial time series is the occurrence of heavy tails. In particular, the distribution of the
considered data often exhibits tails that are heavier than those of a normal distribution.
The previously described features of financial data can be covered by stochastic volatility
models.
Stochastic volatility model
The Long Memory Stochastic Volatility model that is taken as a basis of the theoreti-
cal results established in this article can be considered as a generalization of stochastic
volatility models considered, for example, in Taylor (1986). Initially, this model had been
introduced by Breidt et al. (1998) and, independently, by Harvey (2002). An overview
of stochastic volatility models with long-range dependence and their basic properties is
given in Deo et al. (2006) and in Hurvich and Soulier (2009).
Stochastic volatility time series Xj, j ∈ N, are typically defined via
Xj = Zjεj with Zj = exp
(
1
2
Yj
)
, (7)
where εj, j ∈ N, is a sequence of independent, identically distributed random variables
with mean 0, and Yj, j ∈ N, is a Gaussian process, independent of εj, j ∈ N.
While these models are often restricted to modeling a relatively fast decay of de-
pendence in Yj, j ∈ N, the so-called Long Memory Stochastic Volatility model allows
for long-range dependence. In what follows, we will specify a corresponding dependence
structure for Yj, j ∈ N.
Subordinated Gaussian processes
The rate of decay of the autocovariance function is crucial to the definition of long-range
dependence in time series.
Definition 1.1. A (second-order) stationary, real-valued time series Yj, j ∈ Z, is called
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long-range dependent if its autocovariance function γ satisfies
γY (k) ··= Cov (Y1, Yk+1) ∼ k−DLγ(k), as k →∞,
with D ∈ (0, 1) for some slowly varying function Lγ. We refer to D as long-range
dependence (LRD) parameter; see Pipiras and Taqqu (2017), p. 17.
We will focus our considerations on long-range dependent subordinated Gaussian time
series.
Definition 1.2. Let Yj, j ∈ N, be a Gaussian process. A process Zj, j ∈ N, satisfying
Zj = G (Yj) for some measurable function G : R −→ R is called subordinated Gaussian
process.
Remark 1.3. For any particular distribution function F , an appropriate choice of the
transformation G in Definition 1.2 yields a subordinated Gaussian process with marginal
distribution F . Moreover, there exist algorithms for generating Gaussian processes that,
after suitable transformation, yield subordinated Gaussian processes with marginal dis-
tribution F and a predefined covariance structure; see Pipiras and Taqqu (2017), Section
5.8.4. To that effect, subordinated Gaussian processes constitute a comprehensive model
for long-range dependent time series.
The subordinated random variables Zj = G (Yj), j ∈ N, can be considered as elements
of the Hilbert space L2 ··= L2 (R, ϕ(x)dx), i.e., the space of all measurable, real-valued
functions which are square-integrable with respect to the measure ϕ(x)dx associated with
the standard normal density function ϕ, equipped with the inner product
〈G1, G2〉L2 ··=
∫ ∞
−∞
G1(x)G2(x)ϕ(x)dx = E [G1(Y )G2(Y )] ,
where G1, G2 ∈ L2(R, ϕ(x)dx) and Y denotes a standard normally distributed random
variable. In order to characterize the dependence structure of subordinated Gaussian
processes, we consider their expansion in Hermite polynomials.
Definition 1.4. For n > 0, the Hermite polynomial of order n is defined by
Hn(x) = (−1)ne 12x2 d
n
dxn
e−
1
2
x2 , x ∈ R.
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The sequence of Hermite polynomials constitutes an orthogonal basis of L2. In par-
ticular, it holds that
〈Hn, Hm〉L2 =
n! if n = m,0 if n 6= m.
As a result, every G ∈ L2(R, ϕ(x)dx) has an expansion in Hermite polynomials, i.e., for
G ∈ L2(R, ϕ(x)dx) and Y standard normally distributed, we have
G(Y )
L2
=
∞∑
r=0
Jr(G)
r!
Hr(Y ), i.e., lim
n→∞
∥∥∥∥∥G(Y )−
n∑
r=0
Jr(G)
r!
Hr(Y )
∥∥∥∥∥
L2
= 0, (8)
where ‖ · ‖L2 denotes the norm induced by the inner product 〈·, ·〉L2 , and the so-called
Hermite coefficients Jr(G), r > 1, are given by
Jr(G) := 〈G,Hr〉L2 = EG(Y )Hr(Y ), r > 1.
Given the Hermite expansion (8), it is possible to characterize the dependence struc-
ture of subordinated Gaussian time series G(Yj), j ∈ N. Under the assumption that the
Gaussian sequence Yj, j ∈ N, is stationary and that G is a one-to-one function, the be-
havior of the autocorrelations of the transformed process is completely determined by the
dependence structure of the underlying process. However, this is not the case in general.
In fact, it holds that
Cov (G(Y1), G(Yk+1)) =
∞∑
r=1
J2r (G)
r!
(γY (k))
r , (9)
where γY (k) denotes the autocovariance function of Yn, n ∈ N; see Pipiras and Taqqu
(2017).
Under the assumption that, as k tends to∞, γY (k) converges to 0 with a certain rate,
the asymptotically dominating term in the series (9) is the summand corresponding to
the smallest integer r for which the Hermite coefficient Jr(G) is non-zero. This index,
which decisively depends on G, is called Hermite rank.
Definition 1.5. Let G ∈ L2(R, ϕ(x)dx), E [G(Y )] = 0 for standard normally distributed
Y and let Jr(G), r > 1, be the Hermite coefficients in the Hermite expansion of G. The
smallest index k > 1 for which Jk(G) 6= 0 is called the Hermite rank of G, i.e.,
r ··= min {k > 1 : Jk(G) 6= 0} .
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It follows from (9) that subordination of long-range dependent Gaussian time series
potentially generates time series whose autocovariances decay faster than the autoco-
variances of the underlying Gaussian process. In some cases, the subordinated time
series is long-range dependent as well, in other cases subordination may even yield short-
range dependence. Given that Cov(Y1, Yk+1) ∼ k−DL(k), as k → ∞, and given that
G ∈ L2(R, ϕ(x)dx) is a function with Hermite rank r, we have
Cov(G(Y1), G(Yk+1)) ∼ J2r (G)r!k−DrLrγ(k), as k →∞.
It immediately follows that subordinated Gaussian time series G(Yj), j ∈ N, are long-
range dependent with LRD parameter DG ··= Dr and slowly-varying function LG(k) =
J2r (G)r!L
r
γ(k) whenever Dr < 1.
Given the previous definitions, we specify model assumptions that are taken as a basis
for the results in the following sections.
Definition 1.6. Let the data generating process Xj, j ∈ N, satisfy
Xj = Zjεj, j ∈ N,
where εj, j ∈ N, is a sequence of independent, identically distributed random variables
with mean 0, and Zj, j ∈ N, is a long-range dependent subordinated Gaussian process
with Zj = σ(Yj), j ∈ N, for some stationary, long-range dependent Gaussian process Yj,
j ∈ N, with LRD parameter D and a non-negative measurable function σ (not equal to
0). More precisely, assume that Yj, j ∈ N, admits a linear representation with respect to
an independent, standard normally distributed sequence ηk, k ∈ Z, i.e.,
Yj =
∞∑
k=1
ckηj−k, j ∈ N,
with
∑∞
k=1 c
2
k = 1. Furthermore, suppose that (εj, ηj), j ∈ Z, is a sequence of independent,
identically distributed random vectors. A sequence of random variables Xj, j ∈ N, which
satisfies the previous assumption is called a Long Memory Stochastic Volatility (LMSV)
time series.
Remark 1.7. The model assumptions generalize the preceding concepts of stochastic
volatility models with long-range dependence by allowing for general subordinated Gaus-
sian sequences Zj, j ∈ N, and dependence between Yj, j ∈ N, and εj, j ∈ N. Instead
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of claiming mutual independence of Yj, j ∈ N, and εj, j ∈ N, the sequence of random
vectors (ηj, εj) is assumed to be independent. In particular, this implies that for a fixed
index j, the random variables Yj and εj are independent, while Yj may depend on εi,
i < j. In many cases, an LMSV model incorporating this dependence structure is re-
ferred to as LMSV with leverage, as it allows for so-called leverage effects in financial time
series. Not taking account of leverage, Definition 1.6 corresponds to the LMSV model
considered in Kulik and Soulier (2011), while a similar model with leverage is considered
in Bilayi-Biakana et al. (2019).
It can be shown that random variables Xj, j ∈ N, satisfying Definition 1.6 are un-
correlated, while their squares inherit the dependence structure from the subordinated
Gaussian sequence Z2j , j ∈ N. Moreover, Xj, j ∈ N, inherits the tail behavior from the
sequence εj, j ∈ N, if the marginal distribution of the random variables εj, j ∈ N, has
a regularly varying right tail, i.e., F ε(x) ··= P (ε1 > x) = x−αL(x) for some α > 0 and
a slowly varying function L, and if E
[
σα+δ(Y1)
]
< ∞ for some δ > 0. More precisely,
under these assumptions the following asymptotic equivalence holds:
P (X1 > x) ∼ E [σα(Y1)]P (ε1 > x) , as x→∞.
This result is known as Breiman’s Lemma; see Breiman (1965). On this account, it
follows that Definition 1.6 is suited for modeling the previously described characteristic
features of financial time series. In all following sections, we will therefore assume that
the data-generating process Xj, j ∈ N, corresponds to a LMSV time series specified by
Definition 1.6.
1.4 Organisation of the paper
Equipped with the introductory remarks and definitions, we are in a position to discuss
the structure of the paper. In Section 2 we state the technical assumptions that are needed
for our theoretical results. These are followed by the main theorem on convergence of the
two-parameter tail empirical process (Theorem 2.6). Convergence of estimators of the
tail index (Corollaries 2.7 and 2.8) and the test statistics (Corollaries 2.10 and 2.11) are
immediate consequences. Simulation studies are presented in Section 3, while real-data
analysis can be found in Section 4. All the proofs are included in Section 5. In order
to establish convergence of the two-parameter tail empirical process, we decompose it
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into a martingale and a long-range dependent part. The latter is dealt with in Section
5.1.2. For the former, we establish finite dimensional convergence (Section 5.1.3) using
classical tools from martingale theory, while tightness of the two-parameter martingale
part is handled by chaining. This is a theoretical novelty in the present context since the
methods used in related papers are not suitable (the method used in Kulik and Soulier
(2011) cannot be applied to models with leverage, while the approach in Bilayi-Biakana
et al. (2019) is not well-suited for two-parameter processes).
2 Main results
2.1 Assumptions
In this section, we establish the assumptions guaranteeing convergence of the two-parameter
empirical process for LMSV time series. Initially, we specify the LMSV model yielding
the main assumptions for the theory:
Assumption 2.1 (Main Assumptions). Let Xj = Zjεj, j ∈ N, satisfy Definition 1.6
with Zj = σ(Yj), j ∈ N, for some stationary, long-range dependent Gaussian process Yj,
j ∈ N, with autocovariance function γY (k) ··= Cov (Y1, Yk+1) ∼ k−DLγ(k), as k →∞,
and some independent, identically distributed sequence εj, j ∈ N, with regularly varying
right tail, i.e., F ε(x) ··= P (ε1 > x) = x−αL(x) for some α > 0 and a slowly varying
function L. Moreover, let r denote the Hermite rank of Ψ(y) ··= σα(y) and assume that
r < 1/D.
In the following, we list some technical conditions that characterize the behavior of
the slowly varying function L and the moments of σ (Y1). For this, we introduce another
condition on the distribution function Fε.
Definition 2.2 (Second order regular variation). Let F ε(x) = x
−αL(x) for some α > 0
and some slowly varying function L that is represented by
L(x) = c exp
(∫ x
1
η(u)
u
du
)
for some constant c and a measurable function η. Furthermore, we assume that there
exists a bounded, decreasing function η∗ on [0,∞), regularly varying at infinity with pa-
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rameter ρ > 0, i.e., η∗(x) = x−ρLη∗(x), such that
|η(s)| 6 Cη∗(s),
for some constant C and for all s > 0. We say that F ε is second order regularly varying
with tail index α and rate function η∗ and we write F ε ∈ 2RV(α, η∗).
Second-order regular variation allows to control the difference between F ε and the
function u 7→ u−α; see Lemma 6.1 and 6.2 in the Appendix. Moreover, the specific form
of L guarantees continuity of F ε.
Assumption 2.3 (Technical Assumptions). Suppose the main assumptions hold. Addi-
tionally, we assume that
(TA.1) F ε ∈ 2RV (α, η∗) and η is regularly varying with index ρ;
(TA.2) η∗(un) = o
(
dn,r
n
+ 1√
nF (un)
)
, where dn,r is defined by
d2n,r = Var
(
n∑
j=1
Hr(Yj)
)
∼ crn2−rDLrγ(n), cr =
2r!
(1−Dr)(2−Dr) ; (10)
(TA.3) E
[
σα+max{ρ,α}+ε (Y1)
]
<∞ for some ε > 0;
(TA.4) E
[
(σ (Y1))
−1] <∞.
Remark 2.4. Assumption (TA.2) handles the bias which is created by centering the tail
empirical process not by its mean, but rather by the limit of that mean.
Example 2.5. The most commonly used second order assumption is that
L(x) = c exp
(∫ x
1
η(u)
u
du
)
with η(s) = s−αβ for some β > 0. It then holds that F ε(s) = C
(
s−α +O(s−(α(β+1)))),
for s→∞, for some constant c > 0. Furthermore, we have
sup
s>s0
∣∣∣∣F ε(uns)F ε(un) − s−α
∣∣∣∣ = O(u−αβn ).
In this case, (TA.2) can be replaced by the assumption u−αβn = o
(
dn,r
n
+ 1√
nF (un)
)
.
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2.2 Convergence of the tail empirical process
Recall that the tail empirical in two parameters is defined by
en(s, t) ··= 1
nF¯ (un)
bntc∑
j=1
1 {Xj > uns} − ts−α, s ∈ [1,∞], t ∈ [0, 1].
The following theorem establishes a characterization of its limit.
Theorem 2.6. Let Xj, j ∈ N, be a stationary time series with marginal tail distribution
function F¯ . Moreover, assume that Assumptions 2.1 and 2.3 hold.
1. If n
dn,r
= o
(√
nF (un)
)
,
n
dn,r
en(s, t)⇒ s
−α
E [σα(Y1)]
Jr(Ψ)
r!
Zr,H(t), (11)
where Ψ(y) = σα(y), r is the Hermite rank of Ψ, Zr,H is an r-th order Hermite
process, H = 1− rD
2
, and d2n,r is defined in (10).
2. If
√
nF (un) = o
(
n
dn,r
)
, √
nF (un)en(s, t)⇒ B(s−α, t), (12)
where B denotes a standard Brownian sheet.
The convergence holds in a two-parameter Skorohod space, i.e., ⇒ denotes weak conver-
gence in D ([1,∞]× [0, 1]).
The dichotomy of the limiting process is explained by the decomposition of the tail
empirical process into the sum of a martingale and a partial sum of long-range dependent
random variables, which can be viewed as a special case of Doob’s decomposition; see Sec-
tion 5.1.1. If n
dn,r
= o
(√
nF (un)
)
, the martingale part in the decomposition becomes
negligible, such that the limiting process arises from the convergence of the long-range
dependent part. If
√
nF (un) = o
(
n
dn,r
)
, the long-range dependent part in the decompo-
sition becomes negligible, such that the limiting process arises from the convergence of
the martingale part. The same decomposition has already been employed in Kulik and
Soulier (2011), Betken and Kulik (2019), and Bilayi-Biakana et al. (2019).
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2.3 Convergence of the tail estimators
Recall that the considered tail index estimators are defined by
γ̂bntc ··= 1∑bntc
j=1 1{Xj > un}
bntc∑
j=1
log
(
Xj
un
)
1{Xj > un}
and
γ̂Hill(t) ··= 1bkntc
bkntc∑
i=1
log
(
Xbntc:bntc−i+1
Xbntc:bntc−kbntc
)
.
Based on 2.6 the limiting distributions of γ̂bntc and γ̂Hill(t) can be established in D[t0, 1]
for any t0 ∈ (0, 1).
Corollary 2.7. Let Xj, j ∈ N, be a stationary time series with marginal tail distribution
function F¯ . Moreover, assume that Assumptions 2.1 and 2.3 hold.
1. If n
dn,r
= o
(√
nF (un)
)
, then
n
dn,r
t
(
γ̂bntc − γ
)⇒ 0
in D[t0, 1] for all t0 ∈ (0, 1).
2. If
√
nF (un) = o
(
n
dn,r
)
, then√
nF (un)t
(
γ̂bntc − γ
)⇒ ∫ ∞
1
s−1B
(
s−α, t
)
ds− α−1B (1, t) (13)
in D[t0, 1] for all t0 ∈ (0, 1).
Corollary 2.8. Let Xj, j ∈ N, be a stationary time series with marginal tail distribution
function F¯ . Moreover, assume that Assumptions 2.1 and 2.3 hold.
1. If n
dn,r
= o
(√
nF (un)
)
, then
n
dn,r
t (γ̂Hill(t)− γ)⇒ 0
in D[t0, 1] for all t0 ∈ (0, 1).
2. If
√
nF (un) = o
(
n
dn,r
)
, then√
nF (un)t (γ̂Hill(t)− γ)⇒
∫ ∞
1
s−1B
(
s−α, t
)
ds− α−1B (1, t) (14)
in D[t0, 1] for all t0 ∈ (0, 1).
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Remark 2.9. 1. Following Kulik and Soulier (2011), we conjecture that the proper
scaling in the first case is an =
√
nF (un), as well, yielding the same limit as in
the second case. However, within the scope of this article, we will not consider the
corresponding argument in detail.
2. The limit in (13) and (14) corresponds to γB(t), t ∈ [0, 1], where B is a standard
Brownian motion.
2.4 Asymptotic distribution of the test statistics
Recall that the considered test statistics for the change-point problem (H,A) are defined
by
Γn ··= sup
t∈[t0,1]
t
∣∣∣∣ γ̂bntcγ̂n − 1
∣∣∣∣
and
Γ˜n ··= sup
t∈[t0,1]
t
∣∣∣∣ γ̂Hill(t)γ̂Hill(1) − 1
∣∣∣∣ .
Using the convergence obtained in Corollaries 2.7 and 2.8, we derive the asymptotic
distribution of the test statistics.
Corollary 2.10. Let Xj, j ∈ N, be a stationary time series with marginal tail distribu-
tion function F¯ . Moreover, assume that Assumptions 2.1 and 2.3 hold. If
√
nF (un) =
o
(
n
dn,r
)
, then, for all t0 ∈ (0, 1),√
nF (un) sup
t∈[t0,1]
t
∣∣∣∣ γ̂bntcγ̂n − 1
∣∣∣∣⇒ sup
t∈[t0,1]
|B(t)− tB(1)| ,
where B(t), t ∈ [0, 1], denotes a standard Brownian motion.
Corollary 2.11. Let Xj, j ∈ N, be a stationary time series with marginal tail distribu-
tion function F¯ . Moreover, assume that Assumptions 2.1 and 2.3 hold. If
√
nF (un) =
o
(
n
dn,r
)
, then, for all t0 ∈ (0, 1),√
nF (un) sup
t∈[t0,1]
t
∣∣∣∣ γ̂Hill(t)γ̂Hill(1) − 1
∣∣∣∣⇒ sup
t∈[t0,1]
|B(t)− tB(1)| ,
where B(t), t ∈ [0, 1], denotes a standard Brownian motion.
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3 Simulations
For all simulations, the following specifications are made:
Xj = σ(Yj)εj, j > 1 , (15)
where
• εj, j > 1, is an independent, identically distributed sequence of Pareto distributed
random variables generated by the function rgpd (fExtremes package in R);
• Yj, j > 1, is a fractional Gaussian noise sequence generated by the function simFGN0
(longmemo package in R) with Hurst parameter H;
• σ(y) = exp(y).
Under the alternative, we insert a change of height h at location k = bnτc by sim-
ulating independent, identically Pareto distributed observations εj, j > 1, with εj,
j = 1, . . . , k, having tail index α1 = . . . = αk = α and εj, j = k + 1, . . . , n, having
tail index αk+1 = . . . = αn = α + h.
We base test decisions on the statistic Γ˜n ··= max
16k6n−1
Γk,n, where
Γ˜k,n =
k
n
∣∣∣∣∣ γ̂Hill
(
k
n
)
γ̂Hill(1)
− 1
∣∣∣∣∣ with γ̂Hill (t) = 1bkntc
bkntc∑
i=1
log
(
Xbntc:bntc−i+1
Xbntc:bntc−bkntc
)
, (16)
and we choose a significance level of 5%.
For the computation of the test statistic, the choice of kn, i.e., the number of largest
observations that contribute to the estimation of the tail index, is considered a delicate
issue. In fact, it has been shown in Hall (1982) that the optimal choice of kn depends
on the tail behavior of the data-generating process. Due to this circularity, DuMouchel
(1983) suggests to chose kn proportional to the sample size. As noted in Quintos et al.
(2001), a corresponding choice of kn has been shown to perform well in simulations and is
widely used by practitioners. Hence, we choose kn = bnpc, i.e., p defines the proportion
of the data that the estimation of the tail index is based on.
The power of the testing procedures is analyzed by considering different choices for the
height of the level shift, denoted by h, and the location of the change-point, denoted by
τ . In the tables, the columns that are superscribed by h = 0 correspond to the frequency
of a type 1 error, i.e., the rejection rate under the hypothesis.
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Considering all simulation results, the first thing to note is that these concur with
the expected behavior of change-point tests: An increasing sample size goes along with
an improvement of the finite sample performance, i.e., the empirical size approaches the
level of significance and the empirical power increases, the empirical power of the testing
procedures increases when the height of the level shift increases, and the empirical power is
higher for breakpoints located in the middle of the sample than for change-point locations
that lie close to the boundary of the testing region.
Both Hurst parameter and tail index, seem to have a significant effect on the rejection
rates of the change-point test. An increase in dependence, i.e., an increase of the Hurst
parameter H, leads to an increase in the number of rejections. On the one hand, this
leads to an increase of power, on the other hand, it results in a larger deviation of the
empirical size from the significance level. An increase of tail thickness, i.e., a decrease
of the tail parameter α, however, results in an improvement of the test’s performance in
that the empirical power increases while the empirical size draws closer to the level of
significance. Moreover, the empirical power of the test is higher for changes to heavier
tails, i.e., the test tends to detect changes with a negative change-point height h better.
Technically speaking, the particular case of a change with height h = −1 from α = 1
to α = 0 does not fall under our model assumptions. For a change after a proportion
τ = 0.5 of the data, the empirical power is extremely low in this case. However, for an
early change, i.e., for τ = 0.25, the empirical power is comparatively high.
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α = 2.5 α = 2 α = 1
p n h = 0 h = 0.5 h = 1 h = −0.5 h = −1 h = 0 h = 0.5 h = 1 h = −0.5 h = −1 h = 0 h = 0.5 h = 1 h = −0.5 h = −1
H
=
0
.
6
0.1 300 0.088 0.088 0.086 0.109 0.192 0.097 0.086 0.086 0.145 0.418 0.100 0.110 0.128 0.641 0.056
500 0.078 0.069 0.065 0.105 0.249 0.078 0.083 0.069 0.148 0.602 0.092 0.129 0.141 0.842 0.053
1000 0.071 0.063 0.059 0.106 0.391 0.062 0.072 0.073 0.195 0.853 0.077 0.188 0.222 0.979 0.054
0.2 300 0.071 0.065 0.058 0.078 0.176 0.072 0.073 0.071 0.112 0.485 0.076 0.125 0.178 0.816 0.095
500 0.049 0.059 0.059 0.076 0.227 0.060 0.061 0.071 0.123 0.687 0.067 0.187 0.249 0.951 0.133
1000 0.044 0.050 0.055 0.086 0.387 0.047 0.053 0.075 0.185 0.911 0.062 0.308 0.428 0.999 0.235
H
=
0
.
7
0.1 300 0.112 0.103 0.096 0.137 0.217 0.114 0.100 0.102 0.159 0.443 0.106 0.130 0.131 0.642 0.055
500 0.093 0.086 0.087 0.123 0.262 0.096 0.082 0.091 0.166 0.626 0.095 0.131 0.148 0.835 0.052
1000 0.084 0.069 0.070 0.118 0.385 0.077 0.077 0.086 0.213 0.866 0.084 0.199 0.239 0.979 0.062
0.2 300 0.087 0.083 0.083 0.105 0.196 0.080 0.085 0.090 0.131 0.502 0.084 0.134 0.184 0.824 0.092
500 0.075 0.080 0.071 0.099 0.256 0.073 0.073 0.081 0.147 0.702 0.075 0.196 0.263 0.959 0.122
1000 0.068 0.063 0.067 0.109 0.408 0.068 0.077 0.090 0.211 0.919 0.066 0.317 0.458 0.999 0.235
H
=
0
.
8
0.1 300 0.140 0.125 0.124 0.149 0.248 0.130 0.135 0.124 0.186 0.477 0.116 0.132 0.148 0.637 0.053
500 0.131 0.122 0.113 0.156 0.313 0.108 0.119 0.112 0.197 0.662 0.101 0.146 0.171 0.842 0.053
1000 0.108 0.109 0.108 0.167 0.446 0.107 0.113 0.115 0.254 0.881 0.090 0.217 0.264 0.984 0.058
0.2 300 0.118 0.110 0.116 0.135 0.250 0.107 0.112 0.118 0.174 0.560 0.092 0.171 0.217 0.837 0.078
500 0.122 0.111 0.103 0.157 0.319 0.101 0.109 0.118 0.192 0.743 0.079 0.209 0.299 0.957 0.123
1000 0.098 0.107 0.113 0.165 0.491 0.100 0.117 0.142 0.269 0.935 0.076 0.360 0.493 0.999 0.215
H
=
0
.
9
0.1 300 0.175 0.164 0.165 0.192 0.308 0.166 0.151 0.162 0.215 0.530 0.120 0.152 0.167 0.650 0.059
500 0.167 0.165 0.164 0.201 0.395 0.152 0.151 0.159 0.244 0.715 0.105 0.166 0.198 0.834 0.053
1000 0.175 0.171 0.176 0.247 0.554 0.156 0.166 0.185 0.322 0.924 0.104 0.239 0.289 0.982 0.056
0.2 300 0.169 0.158 0.168 0.194 0.341 0.140 0.162 0.161 0.215 0.646 0.102 0.200 0.268 0.846 0.063
500 0.177 0.183 0.171 0.213 0.458 0.153 0.158 0.180 0.275 0.821 0.101 0.262 0.373 0.964 0.079
1000 0.207 0.203 0.215 0.281 0.625 0.175 0.192 0.230 0.372 0.966 0.100 0.414 0.557 0.999 0.154
Table 1: Rejection rates of the change-point test based on the statistic Γn, kn = bnpc, for LMSV time series (Pareto distributed εj , j > 1) of length n
with Hurst parameter H, tail index α and a shift in the mean of height h after a proportion τ = 0.5. The calculations are based on 5,000 simulation runs.
α = 2.5 α = 2 α = 1
p n h = 0 h = 0.5 h = 1 h = −0.5 h = −1 h = 0 h = 0.5 h = 1 h = −0.5 h = −1 h = 0 h = 0.5 h = 1 h = −0.5 h = −1
H
=
0
.
6
0.1 300 0.088 0.086 0.085 0.104 0.127 0.097 0.099 0.092 0.105 0.145 0.100 0.148 0.198 0.183 0.069
500 0.078 0.071 0.071 0.083 0.129 0.078 0.072 0.075 0.105 0.203 0.092 0.155 0.238 0.254 0.078
1000 0.071 0.058 0.060 0.076 0.151 0.062 0.061 0.075 0.106 0.373 0.077 0.216 0.376 0.594 0.137
0.2 300 0.071 0.069 0.068 0.075 0.099 0.072 0.074 0.073 0.089 0.156 0.076 0.149 0.230 0.272 0.658
500 0.049 0.052 0.059 0.063 0.120 0.060 0.062 0.070 0.084 0.262 0.067 0.185 0.328 0.532 0.891
1000 0.044 0.050 0.052 0.056 0.160 0.047 0.055 0.072 0.096 0.521 0.062 0.295 0.550 0.912 0.997
H
=
0
.
7
0.1 300 0.112 0.100 0.110 0.124 0.139 0.114 0.102 0.104 0.125 0.168 0.106 0.146 0.191 0.176 0.061
500 0.093 0.091 0.092 0.100 0.145 0.096 0.096 0.091 0.110 0.206 0.095 0.178 0.245 0.251 0.082
1000 0.084 0.074 0.075 0.092 0.176 0.077 0.076 0.091 0.116 0.393 0.084 0.236 0.388 0.591 0.122
0.2 300 0.0868 0.081 0.073 0.087 0.113 0.080 0.085 0.097 0.100 0.185 0.084 0.148 0.246 0.297 0.653
500 0.075 0.071 0.076 0.080 0.122 0.073 0.077 0.082 0.104 0.285 0.075 0.206 0.343 0.532 0.879
1000 0.068 0.068 0.073 0.084 0.187 0.068 0.066 0.088 0.114 0.571 0.066 0.305 0.567 0.922 0.994
H
=
0
.
8
0.1 300 0.140 0.135 0.132 0.136 0.152 0.130 0.141 0.126 0.134 0.186 0.116 0.164 0.211 0.182 0.062
500 0.131 0.122 0.126 0.130 0.166 0.108 0.123 0.137 0.135 0.216 0.101 0.185 0.283 0.251 0.073
1000 0.108 0.117 0.115 0.127 0.220 0.107 0.108 0.128 0.145 0.434 0.090 0.266 0.420 0.599 0.113
0.2 300 0.118 0.119 0.121 0.123 0.149 0.107 0.119 0.109 0.125 0.203 0.092 0.177 0.261 0.300 0.619
500 0.122 0.107 0.117 0.123 0.173 0.101 0.111 0.121 0.135 0.326 0.079 0.227 0.370 0.540 0.851
1000 0.098 0.113 0.113 0.137 0.259 0.100 0.111 0.129 0.157 0.625 0.076 0.332 0.588 0.922 0.994
H
=
0
.
9
0.1 300 0.175 0.181 0.187 0.169 0.173 0.166 0.165 0.177 0.168 0.192 0.120 0.193 0.268 0.176 0.054
500 0.167 0.181 0.180 0.167 0.204 0.152 0.164 0.175 0.160 0.252 0.105 0.212 0.324 0.266 0.056
1000 0.175 0.180 0.192 0.195 0.289 0.156 0.170 0.200 0.202 0.509 0.104 0.295 0.492 0.602 0.080
0.2 300 0.169 0.171 0.174 0.166 0.184 0.140 0.155 0.179 0.163 0.261 0.102 0.206 0.349 0.304 0.501
500 0.177 0.175 0.197 0.183 0.252 0.153 0.164 0.197 0.182 0.414 0.101 0.259 0.455 0.580 0.759
1000 0.207 0.215 0.229 0.236 0.377 0.175 0.200 0.222 0.243 0.755 0.100 0.412 0.684 0.941 0.966
Table 2: Rejection rates of the change-point test based on the statistic Γn, kn = bnpc, for LMSV time series (Pareto distributed εj , j > 1) of length n
with Hurst parameter H, tail index α and a shift in the mean of height h after a proportion τ = 0.25. The calculations are based on 5,000 simulation runs.
4 Data
The analysis of financial time series, such as stock market prices, usually focuses on log
returns instead of the observed data itself. As an example, we consider the log returns of
the daily closing indices of Standard & Poor’s 500 (S&P 500, in short) defined by
Lt ··= logRt, Rt ··= Pt
Pt−1
,
where Pt denotes the value of the index on day t, in the period from January 2008 to
December 2008; see Figure 1.
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Figure 1: Daily closing index of Standard & Poor’s 500 and its log returns from January
2008 to December 2008. The data has been obtained from Google Finance.
Comparing the plots of the sample autocorrelation function of the log returns and
the sample autocorrelation function of their absolute values in Figure 2, we observe a
phenomenon that is often encountered in the context of financial data: the log returns of
the index appear to be uncorrelated, whereas the absolute log returns tend to be highly
correlated.
Moreover, the plot in Figure 1 shows that the considered time series exhibits volatility
clustering, meaning that large price changes, i.e., log returns with relatively large absolute
values, tend to cluster. This indicates that observations are not independent across time,
although the absence of linear autocorrelation suggests that the dependence is nonlinear;
see Cont (2005).
20
−0.10
−0.05
0.00
0.05
0.10
Jan 2008 Apr 2008 Jul 2008 Okt 2008 Jan 2009
time
lo
g−
re
tu
rn
s
0.00
0.03
0.06
0.09
Jan 2008 Apr 2008 Jul 2008 Okt 2008 Jan 2009
time
a
bs
ol
ut
e 
lo
g−
re
tu
rn
s
−0.25
0.00
0.25
0.50
0.75
1.00
0 5 10 15 20 25
lag
a
cf
 o
f l
og
−r
et
ur
n
s
0.00
0.25
0.50
0.75
1.00
0 5 10 15 20 25
lag
a
cf
 o
f a
bs
ol
ut
e 
lo
g−
re
tu
rn
s
Figure 2: Sample autocorrelation of the log returns and the absolute log returns of
Standard & Poor’s 500 daily closing index from January 2005 to December 2010. The
two dashed horizontal lines mark the bounds for the 95% confidence interval of the
autocovariances under the assumption of data generated by white noise.
Another characteristic of financial time series is the occurrence of heavy tails. In
particular, probability distributions of log returns often exhibit tails which are heavier
than those of a normal distribution. For the S&P 500 data, this property is highlighted
by the Q-Q plot in Figure 3.
All of the previously described features of financial data can be covered by the LMSV
model considered in our paper.
In view of the fact that the LMSV model captures properties of the log returns of
Standard & Poor’s 500 daily closing index, we are interested in analyzing the data with
respect to a change in the tail index.
As in our simulations, we base the test decision on the statistic defined in (16). We
choose kn = bnpc, i.e., p defines the proportion of the data that the estimation of the
tail index is based on. Choosing p = 0.1, the value of the test statistic corresponds to
Γ˜n = 1.467503. The 95%-quantile of the limit distribution supt∈[0,1] |B(t)− tB(1)| equals
1.3463348. Choosing the critical value for the hypothesis test correspondingly, the value
of Γn therefore indicates a change-point in the tail index at a level of significance of 5%.
A natural estimate for the change-point location is given by that point in time k,
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Figure 3: Q-Q plot for the log returns of Standard & Poor’s 500 daily closing index from
January 2005 to December 2010.
where Γk,n attains its maximum. For the considered data, this point in time corresponds
to September 16, 2008, i.e., one day after September 15, 2008, the day Lehman Brothers
filed for bankruptcy protection; see Figure 4.
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Figure 4: Log returns of the daily closing index of Standard & Poor’s 500 from Jan-
uary 2008 to December 2008. The red dashed line indicates the estimated change-point
location.
5 Proofs
5.1 Proof of Theorem 2.6
5.1.1 Decomposition of the tail empirical process
Recall that
en(s, t) =
{
T˜n(s, t)− T (s, t)
}
,
22
where
T˜n(s, t) ··= 1
nF¯ (un)
bntc∑
j=1
1 {Xj > uns} and T (s, t) = ts−α.
To prove Theorem 2.6, we consider the following decomposition:
en(s, t) =
{
T˜n(s, t)− Tn(s, t)
}
+ {Tn(s, t)− T (s, t)} ,
where
Tn(s, t) ··= E
[
T˜n(s, t)
]
=
bntc
n
F (uns)
F (un)
.
Obviously, it holds that
lim
n→∞
Tn(s, t) = T (s, t)
for s > 0 and t ∈ [0, 1]. In particular, the convergence holds uniformly on compact
subsets of (0,∞)× [0, 1]. Moreover, for any s0 > 0 it holds that
sup
s>s0, t∈[0,1]
|Tn(s, t)− T (s, t)| 6 sup
s>s0
F (uns)
F (un)
sup
t∈[0,1]
∣∣∣∣bntcn − t
∣∣∣∣+ sup
s>s0
∣∣∣∣F (uns)F (un) − s−α
∣∣∣∣ .
Note that
sup
t∈[0,1]
∣∣∣∣bntcn − t
∣∣∣∣ = o
dn,r
n
+
1√
nF (un)
 .
Due to Proposition 2.8 in Kulik and Soulier (2011) and (TA.2) we have
sup
s>s0
∣∣∣∣F (uns)F (un) − s−α
∣∣∣∣ = o
dn,r
n
+
1√
nF (un)
 ,
which implies
sup
s>s0, t∈[0,1]
|Tn(s, t)− T (s, t)| = o
dn,r
n
+
1√
nF (un)
 .
Since
lim
n→∞
F ε(un)
F (un)
=
1
E [σα(Y1)]
by (TA.3) and Breiman’s Lemma, it therefore suffices to study weak convergence of the
process
e˜n(s, t) =
1
nF ε(un)
bntc∑
j=1
(
1 {Xj > uns} − F (uns)
)
.
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For this, we consider the following decomposition:
e˜n(s, t) =··Mn(s, t) +Rn(s, t), (17)
where
Mn(s, t) ··= 1
nF ε(un)
bntc∑
j=1
(1 {Xj > uns} − E [1 {Xj > uns} | Fj−1]) ,
Rn(s, t) ··= 1
nF ε(un)
bntc∑
j=1
(
E [1 {Xj > uns} | Fj−1)− F (uns)
]
,
and
Fj ··= σ (εk, ηk, k ∈ Z, , k 6 j) . (18)
We call Mn the martingale part, while we refer to Rn as the long-range dependent part.
5.1.2 The long-range dependent part
Proposition 5.1 (Weak convergence of Rn(s, t)). Under the assumptions of Theorem
2.6, the following holds:
n
dn,r
Rn(s, t)⇒ s−α 1
r!
Jr(Ψ)Zr,H(t),
where ⇒ denotes weak convergence in D ([1,∞]× [0, 1]).
Proof. Note that
E [1 {Xj > uns} | Fj−1] = F ε
(
uns
σ(Yj)
)
(19)
and
E
[
F ε
(
uns
σ(Yj)
)]
= E [E [1 {Xj > uns} | Fj−1]] = E [1 {Xj > uns}] = F (uns).
As a result, we can rewrite Rn(s, t) as follows:
Rn(s, t) =
1
nF ε(un)
bntc∑
j=1
(
F ε
(
uns
σ(Yj)
)
− E
[
F ε
(
uns
σ(Yj)
)])
=
1
n
bntc∑
j=1
(Ψn(Yj, s)− E [Ψn(Yj, s)]) ,
where
Ψn(y, s) =
F ε
(
uns
σ(y)
)
F ε(un)
. (20)
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Due to regular variation of F ε, we have
Ψn(y, s) =
F ε
(
uns
σ(y)
)
F ε(un)
∼
(
s
σ(y)
)−α
= s−αΨ(y). (21)
Furthermore, it holds that
Rn(s, t) =
1
n
bntc∑
j=1
(Ψn(Yj, s)− E [Ψn(Yj, s)])
=
1
n
bntc∑
j=1
(Ψs(Yj)− E [Ψs(Yj)]) + 1
n
bntc∑
j=1
(Ψn(Yj, s)−Ψs(Yj))
+
1
n
bntc∑
j=1
(E [Ψs(Yj)]− E [Ψn(Yj, s)]) , (22)
where Ψs(y) ··= s−αΨ(y).
As E [σ2α(Y1)] < ∞ by (TA.3), the functional non-central limit theorem of Taqqu
(1979) yields
n
dn,r
1
n
bntc∑
j=1
(Ψs(Yj)− E [Ψs(Yj)]) = s−α n
dn,r
1
n
bntc∑
j=1
(Ψ(Yj)− E [Ψ(Yj)])⇒ s−α 1
r!
Jr(Ψ)Zr,H(t).
In the following, we will see that the first and the second summand in (22) are negli-
gible. For this, it suffices to show that
lim
n→∞
bntc
dn,r
E
[∣∣Ψn(Y1, s)− s−αΨ(Y1)∣∣] = 0.
Note that
E
[∣∣Ψn(Y1, s)− s−αΨ(Y1)∣∣] = ∫
R
∣∣∣∣∣∣
F ε
(
uns
σ(y)
)
F ε(un)
−
(
s
σ(y)
)−α∣∣∣∣∣∣ϕ(y)dy.
Due to second order regular variation of F ε, Lemma 6.1 implies that for any ε > 0∣∣∣∣∣∣
F ε
(
uns
σ(y)
)
F ε(un)
−
(
s
σ(y)
)−α∣∣∣∣∣∣ 6 Cη∗(un)
(
s
σ(y)
)−ρ−α(
max
{
s
σ(y)
,
σ(y)
s
})ε
.
Thus, it follows that
sup
s>s0
E
[∣∣Ψn(Y1, s)− s−αΨ(Y1)∣∣] 6 Cη∗(un)s−α−ρ−ε0 ∫
R
σα+ρ+ε(y)ϕ(y)dy.
By (TA.2) and (TA.3), i.e., since η∗(un) = o (dn,r/n) and E [σα+ρ+ε(Y1)] < ∞, it holds
that
sup
s>s0
E
[∣∣Ψn(Y1, s)− s−αΨ(Y1)∣∣] = o(dn,r
n
)
.
This completes the proof of Proposition 5.1.
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5.1.3 The martingale part
The goal of this section is to prove the following proposition:
Proposition 5.2. Under the assumptions of Theorem 2.6, for any R > 1, the se-
quence
√
nF ε (un)Mn (s, t), n > 1, converges in distribution to
√
E [σα(Y1)]B(s−α, t)
in D ([1, R]× [0, 1]), where B denotes a standard Brownian sheet.
First, we establish convergence of the finite dimensional distributions. Then, we
proceed with a proof of tightness. For the latter, we use chaining arguments; see Sec-
tion 5.1.3).
The martingale part: Convergence of the finite dimensional distributions
We have to prove that for all positive integers d1 and d2, all 1 6 sd1 < · · · < s1 with
si ∈ R and all 0 6 t1 < · · · < td2 6 1, the vector with entries
√
nF ε (un)Mn (si, tj),
1 6 i 6 d1, 1 6 j 6 d2, converges in distribution to
√
E [σα(Y1)]B(s−αi , tj), 1 6 i 6 d1,
1 6 j 6 d2. For this, it suffices to consider the case d1 = d2. Indeed, if d1 < d2,
we include si, d1 + 1 6 i 6 d2, in a decreasing order between sd1 and sd1−1, i.e., such
that 1 6 sd1 < sd2 < · · · < sd1+1 < sd1−1 < · · · < s1, and if d2 < d1, we include tj,
d2 + 1 6 j 6 d1 between td2−1 and td2 in an increasing order, i.e., td2−1 < td2+1 < · · · <
td1 < td2 6 1. Letting d = max {d1, d2}, the convergence in distribution of the vector with
entries
√
nF ε (un)Mn (si, tj), 1 6 i 6 d, 1 6 j 6 d, to
√
E [σα(Y1)]B(s−αi , tj), 1 6 i 6 d,
1 6 j 6 d, implies convergence of
√
nF ε (un)Mn (si, tj), 1 6 i 6 d1, 1 6 j 6 d2, to√
E [σα(Y1)]B(s−αi , tj), 1 6 i 6 d1, 1 6 j 6 d2.
Let d > 1 be an integer and let s1, . . . , sd and t1, . . . , td be real numbers such that 1 6
sd < · · · < s1 6 R and 0 =·· t0 6 t1 < · · · < td 6 1. Define t intervals In,1 ··= (s1un,∞),
and for 2 6 i 6 d, let In,i ··= (siun, si−1un]. Moreover, define random variables
Zni,j ··=
1√
nF ε (un)
bntjc∑
k=bntj−1c+1
(1 {Xk ∈ In,i} − E [1 {Xk ∈ In,i} | Fk−1])
for 1 6 i, j 6 d.
Lemma 5.3. The sequence of random vectors
(
Zni,j
)
16i,j6d, n > 1, converges in distribu-
tion to (Zi,j)16i,j6d, where the random variables Zi,j, 1 6 i, j 6 d, are independent, and
for all i, j ∈ {1, . . . , d}, the random variable Zi,j is Gaussian, centered, and has variance
E [σα (Y1)] (tj − tj−1)
(
s−αi − s−αi−1
)
, where s−α0 = 0.
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This lemma directly provides convergence of the finite dimensional distributions, after
having applied the continuous mapping theorem to the function
(xi,j)
d
i,j=1 7→
(
i∑
i′=1
j∑
j′=1
xi′,j′
)d
i,j=1
.
Proof of Lemma 5.3. By the Crame´r-Wold device, we have to prove that for each collec-
tion of real numbers ai,j, 1 6 i, j 6 d, the sequence
∑d
i,j=1 ai,jZ
n
i,j, n > 1, converges to a
normal distribution with mean zero and variance
σ2 ··= E [σα (Y1)]
d∑
i,j=1
(tj − tj−1)
(
s−αi − s−αi−1
)
a2i,j. (23)
We will prove this by applying the following central limit theorem for martingale
difference arrays. For this, recall that ∆n,k, n > 1, 1 6 k 6 n, is a martingale difference
array with respect to the filtration Fn,k, n > 1, 0 6 k 6 n, if for all n, Fn,k ⊂ Fn,k+1,
1 6 k 6 n− 1, ∆n,k is Fn,k-measurable and E [∆n,k | Fn,k−1] = 0.
Theorem 5.4 (Theorem VIII. 1 in Pollard (1984)). Let (∆n,k)n>1,16k6n be a martingale
difference array with respect to the filtration (Fn,k)n>1,06k6n, such that ∆n,k is square
integrable for all n and k. Moreover, assume that
1. for each positive ,
n∑
k=1
E
[
∆2n,k1 {|∆n,k| > } | Fn,k−1
]→ 0 in probability; (24)
2.
n∑
k=1
E
[
∆2n,k | Fn,k−1
]→ σ2 in probability. (25)
Then, the sequence
∑n
k=1 ∆n,k, n > 1, converges in distribution to a normal law with
mean zero and variance σ2 defined in (23).
We express Z˜n ··=
∑d
i,j=1 ai,jZ
n
i,j as a sum of martingale differences. For 1 6 i 6 d,
define
Dn,i,k ··= 1√
nF ε (un)
(1 {Xk ∈ In,i} − E [1 {Xk ∈ In,i} | Fk−1]) .
If for some j ∈ {1, . . . , d} the integer k satisfies bntjc+ 1 6 k 6 bntj+1c, then we define
∆n,k ··=
d∑
i=1
ai,jDn,i,k,
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and if bntdc+ 1 6 k 6 n, we define ∆n,k ··= 0.
In this way, Z˜n =
∑n
k=1 ∆n,k and defining Fn,j as the σ-algebra Fj given by (18), the
array ∆n,k, n > 1, 1 6 k 6 n, is a square integrable martingale difference array with
respect to the filtration Fn,k, n > 1, 0 6 k 6 n. Let us check (24). Observe that for all
1 6 k 6 n and 1 6 i 6 d, |Dn,i,k| 6 2
(
nF ε (un)
)−1/2
. Hence, for all 1 6 k 6 n,
|∆n,k| 6 2
d∑
i,j=1
|ai,j|
(
nF ε (un)
)−1/2
.
Consequently, for a fixed , when n is such that 2
∑d
i,j=1 |ai,j|
(
nF ε (un)
)−1/2
< , the
indicator 1 {|∆n,k| > } vanishes and hence (24) holds.
Let us check (25). It suffices to prove that for all j ∈ {1, . . . , d}
E
∣∣∣∣∣∣
bntjc∑
k=bntj−1c+1
E
[
∆2n.k | Fk−1
]− E [σα (Y1)] (tj − tj−1) d∑
i=1
a2i,j
(
s−αi − s−αi−1
)∣∣∣∣∣∣
→ 0. (26)
To this aim, we decompose E [∆2n.k | Fk−1]:
E
[
∆2n.k | Fk−1
]
=
d∑
i=1
a2i,jE
[
D2n,i,k | Fk−1
]
+2
∑
16i1<i26d
ai1,jai2,jE [Dn,i1,kDn,i2,k | Fk−1] .
Observe that using (19)
E
[
D2n,i,k | Fk−1
]
=
1
nF ε (un)
(
F ε
(
unsi
σ (Yk)
)
− F ε
(
unsi−1
σ (Yk)
))
− 1
nF ε (un)
(
F ε
(
unsi
σ (Yk)
)
− F ε
(
unsi−1
σ (Yk)
))2
,
where we set F ε (s0x) = 0 for all x. Moreover, it holds that
E [Dn,i1,kDn,i2,k | Fk−1]
=
1
nF ε (un)
(
F ε
(
unsi1
σ (Yk)
)
− F ε
(
unsi1−1
σ (Yk)
))(
F ε
(
unsi2
σ (Yk)
)
− F ε
(
unsi2−1
σ (Yk)
))
.
Hence, the expression on the left hand side of (26) is bounded by
E [|Rn,1|] + E [|Rn,2|] + E [|Rn,3|] ,
where
Rn,1 ··=
d∑
i=1
a2i,j
1
nF ε (un)
bntjc∑
k=bntj−1c+1
(
F ε
(
unsi
σ (Yk)
)
− F ε
(
unsi−1
σ (Yk)
))
−E [σα (Y1)] (tj − tj−1)
d∑
i=1
a2i,j
(
s−αi − s−αi−1
)
,
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Rn,2 ··=
d∑
i=1
a2i,j
1
nF ε (un)
bntjc∑
k=bntj−1c+1
(
F ε
(
unsi
σ (Yk)
)
− F ε
(
unsi−1
σ (Yk)
))2
,
Rn,3 ··= 1
nF ε (un)
bntjc∑
k=bntj−1c+1
∑
16i1<i26d
ai1,jai2,j
×
(
F ε
(
unsi1
σ (Yk)
)
− F ε
(
unsi1−1
σ (Yk)
))(
F ε
(
unsi2
σ (Yk)
)
− F ε
(
unsi2−1
σ (Yk)
))
.
Here we omit the dependence on j ∈ {1, . . . , d} in Rn,1 and Rn,2 in order to ease notations.
We start with Rn,1. Using stationarity, it suffices to prove that for all i ∈ {1, . . . , d},
E [|Rn,1,i|]→ 0, where
Rn,1,i ··= 1
nF ε (un)
bntjc−bntj−1c∑
k=1
(
F ε
(
unsi
σ (Yk)
)
− F ε
(
unsi−1
σ (Yk)
))
− E [σα (Y1)] (tj − tj−1)
(
s−αi − s−αi−1
)
.
Applying Lemma 6.2 with t = un, a = si/σ (Yk), b = si−1/σ (Yk) and  = 1, we get
|Rn,1,i| 6
∣∣∣∣∣∣ 1n
bntjc−bntj−1c∑
k=1
(
σα (Yk)
sαi
− σ
α (Yk)
sαi−1
)
− (tj − tj−1)
(
s−αi − s−αi−1
)
E [σα (Y1)]
∣∣∣∣∣∣
+ Cη∗ (un)
1
n
bntjc−bntj−1c∑
k=1
(
max
{
σ (Yk)
si
, 1
})α+ρ+1
si − si−1
σ (Yk)
.
By (TA.3) and (TA.4) we have
E
[
(max {σ (Y0) , 1})α+ρ+1
σ (Y0)
]
<∞.
Using the ergodic theorem for the first term, the fact that η∗(un) → 0 allows us to
conclude that E [|Rn,1|]→ 0 as n goes to infinity.
The treatment of Rn,2 and Rn,3 is the same: we take expectations and bound one of
the factors F ε
(
unsi
σ(Yk)
)
− F ε
(
unsi−1
σ(Yk)
)
using (43) in Lemma 6.2 when i = 1 and (45) in
Lemma 6.2 when 2 6 i 6 d. We then conclude by the dominated convergence theorem.
This finishes the proof of Lemma 5.3.
The martingale part: Tightness
Lemma 5.5. Under the assumptions of Theorem 2.6, for any R > 1, the sequence√
nF ε (un)Mn (s, t) , n > 1,
is tight in D ([1, R]× [0, 1]).
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Proof. Define
mn (s, t) ··=
√
nF ε (un)Mn (s, t) .
In order to prove tightness of mn (s, t), we validate the following tightness criterion: for
all  > 0
lim
δ→0
lim sup
n→∞
P
 sup
|s2−s1|<δ
16s1,s26R
sup
|t2−t1|<δ
06t1,t261
|mn (s2, t2)−mn (s1, t1)| > 
 = 0.
Writing
mn (s2, t2)−mn (s1, t1) = mn (s2, t2)−mn (s1, t2) +mn (s1, t2)−mn (s1, t1) ,
it suffices to show
lim
δ→0
lim sup
n→∞
P
 sup
|s2−s1|<δ
16s1,s26R
sup
t∈[0,1]
|mn (s2, t)−mn (s1, t)| > 
 = 0 (27)
and
lim
δ→0
lim sup
n→∞
P
 sup
16s6R
sup
|t2−t1|<δ
06t1,t261
|mn (s, t2)−mn (s, t1)| > 
 = 0. (28)
5.1.4 Proof of (27).
In order to prove (27), we apply a chaining technique.
For this, we define the intervals
I1,k ··= [1 + 2kδ, 1 + 2(k + 1)δ] and I2,k ··= [1 + (2k + 1)δ, 1 + (2(k + 1) + 1)δ]
for k = 0, . . . , Lδ ··= bR−12δ c. Then, the expression inside P in (27) is bounded by
max
06k6Lδ
sup
s1,s2∈I1,k
sup
t∈[0,1]
|mn (s2, t)−mn (s1, t)|+ max
06k6Lδ
sup
s1,s2∈I2,k
sup
t∈[0,1]
|mn (s2, t)−mn (s1, t)| .
(29)
In the following, we consider the first summand only, since for the second summand
analogous considerations hold, i.e., it remains to show that
lim
δ→0
lim sup
n→∞
P
(
max
06k6Lδ
sup
s1,s2∈I1,k
sup
t∈[0,1]
|mn (s2, t)−mn (s1, t)| > 
)
= 0.
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For this, it suffices to show that
lim
δ→0
lim sup
n→∞
1
δ
max
06k6Lδ
P
(
sup
s1,s2∈I1,k
sup
t∈[0,1]
|mn (s2, t)−mn (s1, t)| > 
)
= 0.
We write I1,k = [ak, ak+1], i.e., ak ··= 1 + 2kδ and ak+1 ··= 1 + 2(k + 1)δ. Note that
sup
s1,s2∈I1,k
sup
t∈[0,1]
|mn (s2, t)−mn (s1, t)| 6 2 sup
x∈[0,2δ]
sup
t∈[0,1]
|mn (ak, t)−mn (ak + x, t)| .
Define refining partitions xi(k) for k = 0, . . . , Kn with Kn →∞, for n→∞, by
xi(k) ··= sup
{
x ∈ [1, R] | F ε(unx)
F ε(un)
> i
2k
δ
}
, i = 0, . . . , b2kδ−1c,
and choose ik(x) such that
ak + x ∈
(
xik(x)+1(k), xik(x)(k)
]
.
From the definition of mn we obtain
|mn(y, t)−mn(x, t)| =
∣∣∣∣∣∣ 1√nF ε(un)
bntc∑
j=1
(1 {unx < Xj 6 uny} − E [1 {unx < Xj 6 uny} |Fj−1])
∣∣∣∣∣∣ .
Then, with mn(x) ··= supt∈[0,1] |mn(x, t)| and mn(x, y) ··= supt∈[0,1] |mn(y, t)−mn(x, t)|,
it follows that
sup
t∈[0,1]
|mn(ak, t)−mn(ak + x, t)|
6 mn(ak, xiKn (x)+1(Kn)) +
Kn∑
k=1
mn(xik(x)+1(k), xik−1(x)+1(k − 1)) +mn(xi0(x)+1(0), ak + x).
As a result, we have
P
(
sup
x∈[0,2δ]
sup
t∈[0,1]
|mn(ak, t)−mn(ak + x, t)| > 
)
6 P
(
sup
x∈[0,2δ]
mn(ak, xiKn (x)+1(Kn)) >

4
)
+
Kn∑
k=1
P
(
sup
x∈[0,2δ]
mn(xik(x)+1(k), xik−1(x)+1(k − 1)) >

(k + 3)2
)
+ P
(
sup
x∈[0,2δ]
mn(xi0(x)+1(0), ak + x) > −
∞∑
k=0

(k + 3)2
− 
4
)
. (30)
Since
∞∑
k=0

(k + 3)2
6 
2
,
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it follows that
P
(
sup
x∈[0,2δ]
mn(xi0(x)+1(0), ak + x) > −
∞∑
k=0

(k + 3)2
− 
4
)
6 P
(
sup
x∈[0,2δ]
mn(xi0(x)+1(0), ak + x) >

4
)
.
Additionally, we conclude that
Kn∑
k=1
P
(
sup
x∈[0,2δ]
mn(xik(x)+1(k), xik−1(x)+1(k − 1)) >

(k + 3)2
)
6
Kn∑
k=1
b2kδ−1c∑
i=0
P
(
mn(xi+1(k), xi(k)) >

(k + 3)2
)
.
For further estimation, we use Freedman’s inequality: if (dj,Fj), j > 1, is a martingale
difference sequence such that supj |dj| 6 c, where c is a positive constant, then for all
x, y > 0
P
({
max
16`6n
∣∣∣∣∣∑`
j=1
dj
∣∣∣∣∣ > x
}
∩
{
n∑
j=1
E
[
d2j | Fj−1
]
6 y
})
6 2 exp
(
− x
2
2
(
y + 2
3
cx
))
6 2 max
{
exp
(
−x
2
4y
)
, exp
(
−3
8
x/c
)}
;
see Theorem 1.6 in Freedman (1975).
For this purpose, we define
dj,i,k,n ··= 1 {unxi+1(k) < Xj 6 unxi(k)} − E [1 {unxi+1(k) < Xj 6 unxi(k)} | Fj−1] .
Then, it follows that
mn(xi+1(k), xi(k)) = max
16`6n
∣∣∣∣∣∣ 1√nF ε(un)
∑`
j=1
dj,i,k,n
∣∣∣∣∣∣ .
Furthermore, for B > 0, which is chosen later, define
yn,k,i ··= nF ε(un)B
(
F ε (unxi+1(k))
F ε(un)
− F ε (unxi(k))
F ε(un)
)
and
zn,k ··=

√
nF ε(un)
(k + 3)2
.
Since F ε is continuous and since we can assume without loss of generality that F ε is
ultimately strictly decreasing, it holds that
F ε (unxi+1(k))
F ε(un)
− F ε (unxi(k))
F ε(un)
=
δ
2k
,
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and, consequently,
yn,k,i = nF ε(un)B
δ
2k
.
For an estimation by Freedman’s inequality, we have to specify Kn. Choosing Kn ··=
blog2 (δanC)c for some constant C, where an, n > 1, is a sequence with an → ∞ and
an = o
(
n
dn,r
+
√
nF ε(un)
)
, it follows (with c = 2) that
z2n,k
4yn,k,i
=
22k
4B(k + 3)4δ
6
2C
√
nF ε(un)
4B(k + 3)4
6 3
8

√
nF ε(un)
2(k + 3)2
=
3
8
zn,k
c
for a corresponding choice of C. Therefore, we have
max
{
exp
(
− z
2
n,k
4yn,k,i
)
, exp
(
−3
8
zn,k/c
)}
= exp
(
− z
2
n,k
4yn,k,i
)
.
As a result, an application of Freedman’s inequality yields
Kn∑
k=1
b2kδ−1c∑
i=0
P
(
mn(xi+1(k), xi(k)) >

(k + 3)2
,
n∑
j=1
E
[
d2j,i,k,n | Fj−1
]
6 yn,k,i
)
6
Kn∑
k=1
b2kδ−1c∑
i=0
P
max
16`6n
∣∣∣∣∣∑`
j=1
dj,i,k,n
∣∣∣∣∣ > 
√
nF ε(un)
(k + 3)2
,
n∑
j=1
E
[
d2j,i,k,n | Fj−1
]
6 yn,k,i

6
Kn∑
k=1
(b2kδ−1c+ 1) exp(− 2
4(k + 3)4
2k
Bδ
)
.
Noting that there exists a constant D > 0 such that for all k
(b2kδ−1c+ 1) exp(− 2
4(k + 3)4δ
2k
B
)
6 b2 k2 δ−1c exp
(
−D
2
4
2
k
2
Bδ
)
,
elementary calculations yield
Kn∑
k=1
(b2kδ−1c+ 1) exp(− 2
4(k + 3)4
2k
Bδ
)
6 4B
2 log(2)
(
exp
(
−D 
2
4Bδ
)
− exp
(
−D 
2
4Bδ
2
Kn
2
))
.
It follows that
lim
δ→0
lim
n→∞
1
δ
Kn∑
k=1
b2kδ−1c∑
i=0
P
(
max
16`6n
∣∣∣∣∣∑`
j=1
dj,i,k,n
∣∣∣∣∣ > zn,k,
n∑
j=1
E
[
d2j,i,k,n | Fj−1
]
6 yn,k,i
)
= 0.
Therefore, in order to finish the proof of (27), it remains to show that
lim
δ→0
lim
n→∞
1
δ
Kn∑
k=1
b2kδ−1c∑
i=0
P
(
n∑
j=1
E
[
d2j,i,k,n | Fj−1
]
> yn,k,i
)
= 0.
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Since for an event A and a σ-algebra F
E
[
(1 (A)− E [1 (A) | F ])2 | F] = E [1 (A) | F ]− (E [1 (A) | F ])2 6 E [1 (A) | F ] ,
it holds that
E
[
d2j,i,k,n | Fj−1
]
6 F ε
(
unxi+1(k)
σ (Yj)
)
− F ε
(
unxi(k)
σ (Yj)
)
.
Therefore, we arrive at
P
(
n∑
j=1
E
[
d2j,i,k,n | Fj−1
]
> yn,k,i
)
6 P
(
1
yn,k,i
n∑
j=1
(
F ε
(
unxi+1(k)
σ (Yj)
)
− F ε
(
unxi(k)
σ (Yj)
))
> 1
)
.
Note that
1
yn,k,i
n∑
j=1
(
F ε
(
unxi+1(k)
σ (Yj)
)
− F ε
(
unxi(k)
σ (Yj)
))
= A1(n, k, i) + A2(n, k, i) + A3(n, k, i),
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where
A1(n, k, i) ··= F ε(un)
yn,k,i
n∑
j=1
F ε
(
unxi+1(k)
σ(Yj)
)
F ε(un)
−
F ε
(
unxi(k)
σ(Yj)
)
F ε(un)
− σα(Yj)
(
xi+1(k)
−α − xi(k)−α
) ,
A2(n, k, i) ··= F ε(un)
yn,k,i
n∑
j=1
σα(Yj)
{(
xi+1(k)
−α − xi(k)−α
)− (F ε (unxi+1(k))
F ε(un)
− F ε (unxi(k))
F ε(un)
)}
,
A3(n, k, i) ··= F ε(un)
yn,k,i
n∑
j=1
σα(Yj)
(
F ε (unxi+1(k))
F ε(un)
− F ε (unxi(k))
F ε(un)
)
,
so that
P
(
1
yn,k,i
n∑
j=1
[
F ε
(
unxi+1(k)
σ (Yj)
)
− F ε
(
unxi(k)
σ (Yj)
)]
> 1
)
6 P
(
|A1(n, k, i)| > 1
3
)
+ P
(
|A2(n, k, i)| > 1
3
)
+ P
(
|A3(n, k, i)| > 1
3
)
. (32)
According to Lemma 6.2 in the appendix it holds that
|A2(n, k, i)| 6 2
kF ε(un)
nF ε(un)Bδ
O(η?(un))(xi+1(k)− xi(k))
n∑
j=1
σα(Yj).
Therefore, given Assumption (TA.2), it follows that
lim
n→∞
Kn∑
k=1
b2kδ−1c∑
i=0
1
δ
P
(
|A2(n, k, i)| > 1
3
)
6 lim
n→∞
O(η?(un))1
δ
Kn∑
k=1
b2kδ−1c∑
i=0
2k
Bδ
(xi+1(k)− xi(k))E [σα (Y1)]
= lim
n→∞
O(η?(un))O
(
1
δ
Kn∑
k=1
2k
Bδ
)
= lim
n→∞
O(η?(un))O
(
1
δ
2Kn
Bδ
)
= 0.
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For the first summand in (31), it follows by Lemma 6.2 in the appendix that
|A1(n, k, i)| 6 F ε(un)
yn,k,i
n∑
j=1
Cη?(un)
(
xi+1(k)
σ(Yj)
− xi(k)
σ(Yj)
)(
min
{
xi+1(k)
σ(Yj)
, 1
})−α−ρ−
6 F ε(un)
nF ε(un)B
δ
2k
Cη?(un)(xi+1(k)− xi(k))
n∑
j=1
σ−1(Yj) (max {σ (Yj) , 1})α+ρ+
=
2k
Bδ
Cη?(un)(xi+1(k)− xi(k)) 1
n
n∑
j=1
σ−1 (Yj) (max {σ (Yj) , 1})α+ρ+ .
According to Assumptions (TA.3) and (TA.4) the expectation of the summands on the
right-hand side is finite and hence, for each δ > 0,
lim
n→∞
Kn∑
k=1
b2kδ−1c∑
i=0
1
δ
P
(
|A1(n, k, i)| > 1
3
)
6 lim
n→∞
1
δ
Kn∑
k=1
b2kδ−1c∑
i=0
2k
nBδ
O(η?(un))(xi+1(k)− xi(k))
n∑
j=1
E
[
σ−1(Yj) (max {σ (Yj) , 1})α+ρ+
]
= lim
n→∞
O(η?(un))O
(
1
δ
Kn∑
k=1
2k
Bδ
)
= lim
n→∞
O(η?(un))O
(
1
δ
2Kn
Bδ
)
= lim
n→∞
O(η?(un))O
( an
Bδ
)
= 0.
Finally, we consider the last summand in (31):
A3(n, k, i) =
1
nB
n∑
j=1
σα (Yj) .
Obviously, A3(n, k, i) depends neither on k nor on i. Due to the non-central limit theorem
in Taqqu (1979), it holds that
1
nB
n∑
j=1
(σα(Yj)− E [σα (Y1)]) = OP
(
dn,r
n
)
.
Choosing B > 6E [σα(Y1)], it follows that
P
(
1
nB
n∑
j=1
σα (Yj) >
1
3
)
6 P
(
1
nB
n∑
j=1
(σα (Yj)− E [σα (Y1)]) > 1
6
)
= O
(
dn,r
n
)
.
Hence, we have
lim
n→∞
Kn∑
k=1
2k
δ
−1∑
i=0
1
δ
P
(
|A3(n, k, i)| > 1
3
)
= lim
n→∞
P
(
1
nB
n∑
j=1
σα (Yj) >
1
3
)
Kn∑
k=1
2k
δ
−1∑
i=0
1
δ
= lim
n→∞
O
(
dn,r
n
) Kn∑
k=1
2k
δ2
= lim
n→∞
O
(
dn,r
n
2Kn
δ2
)
= 0.
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All in all, the previous considerations show that the second summand in (30) converges
to 0. Since the other terms in (30) can be treated analogously, this finishes the proof of
(27).
5.1.5 Proof of (28).
Initially, note that
sup
|t2−t1|<δ
06t1,t261
|mn (s, t2)−mn (s, t1)|
= sup
|t2−t1|<δ
06t1,t261
∣∣∣∣∣∣ 1√nF ε (un)
bnt2c∑
j=bnt1c+1
(1 {Xj > uns} − E [1 {Xj > uns} | Fj−1])
∣∣∣∣∣∣ .
As before, we apply a chaining technique in order to prove (28). For this, we define
the intervals
I1,k ··= [2kδ, 2(k + 1)δ] and I2,k ··= [(2k + 1)δ, (2(k + 1) + 1)δ].
for k = 0, . . . , Lδ ··= b 12δc.
Then, similarly to (29), it holds that
sup
16s6R
sup
|t2−t1|<δ
06t1,t261
|mn (s, t2)−mn (s, t1)|
6 sup
16s6R
max
06k6Lδ
sup
t1,t2∈I1,k
|mn (s, t2)−mn (s, t1)|+ sup
16s6R
max
06k6Lδ
sup
t1,t2∈I2,k
|mn (s, t2)−mn (s, t1)| .
Again, we restrict our considerations to the first summand and we note that it suffices to
show that
lim
δ→0
lim sup
n→∞
1
δ
P
(
sup
16s6R
sup
t2,t1∈I1,k
|mn (s, t2)−mn (s, t1)| > 
)
= 0.
Since, due to stationarity of the data-generating process,
sup
16s6R
sup
t2,t1∈I1,k
|mn (s, t2)−mn (s, t1)| D= sup
16s6R
sup
t2,t1∈I1,0
|mn (s, t2)−mn (s, t1)| ,
verification of (28) follows by the same argument as verification (27).
5.2 Proof of Corollaries 2.7, 2.8, 2.10, and 2.11
Proof of Corollary 2.7. An argument from Kulik and Soulier (2011) is repeated and hence
many technicalities are omitted. Note that the arguments below are model-free and only
use the conclusion of Theorem 2.6.
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It holds that
γ̂bntc =
An(t)
Bn(t)
,
where
An(t) ··= 1
nF (un)
bntc∑
j=1
log
(
Xj
un
)
1 {Xj > un} and Bn(t) ··= 1
nF (un)
bntc∑
j=1
1{Xj > un}.
By substracting and adding tα−1/Bn (t), the following equality holds:
tan
(
γ̂bntc − α−1
)
=
ant
Bn (t)
(
An (t)− tα−1
)
+
ant
α
(
t
Bn (t)
− 1
)
,
where an = n/dn,r if n/dn,r = o
(√
nF (un)
)
and an =
√
nF (un) if
√
nF (un) =
o (n/dn,r).
We note that, compared to Kulik and Soulier (2011), the last term appears addition-
ally due to the fact that we consider the two-parameter processes.
Rewriting An (t)− tα−1 as an integral and replacing T˜n − T by en, we have
t
(
γ̂bntc − α−1
)
=
ant
Bn (t)
∫ ∞
1
s−1en (s, t) ds− ant
αBn (t)
en (1, t) . (33)
We will show weak convergence of the sequence
Y (R)n (t) :=
ant
Bn (t)
∫ R
1
s−1en (s, t) ds− ant
αBn (t)
en (1, t) , n > 1, (34)
in D[t0, 1] by an application of the continuous mapping theorem. For this, we have to
initially show that terms of the form t/Bn (t) are negligible. Noting that Bn(t) = T˜n(1, t),
it follows by Theorem 2.6 that
sup
t06t61
∣∣∣∣tBn(1)Bn(t) − 1
∣∣∣∣ P−→ 0. (35)
Indeed, Theorem 2.6 implies that supt06t61 |Bn (t)− t| → 0 in probability and
sup
t06t61
∣∣∣∣tBn(1)Bn(t) − 1
∣∣∣∣ 6 1Bn (t0) supt06t61 |tBn(1)−Bn (t)|
6 1
Bn (t0)
sup
t06t61
|t (Bn(1)− 1) + t−Bn (t)| 6 2
Bn (t0)
sup
t06t61
|Bn (t)− t| → 0.
As a consequence, rewriting Y
(R)
n as
Y (R)n (t) = an
∫ R
1
s−1en (s, t) ds− α−1anen (1, t)
+
(
t
Bn (t)
− 1
)∫ R
1
ans
−1en (s, t) ds−
(
t
Bn (t)
− 1
)
α−1anen (1, t) (36)
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and combining Theorem 2.6 with (35) shows that the limit of the sequence Y
(R)
n , n > 1
corresponds to the limit of
Z(R)n ··= an
∫ R
1
s−1en (s, t) ds− α−1anen (1, t) , n > 1. (37)
By Theorem 2.6 and the continuous mapping theorem, we conclude that Z
(R)
n , n > 1,
converges in distribution to
∫ R
1
ξ (s, t) ds−α−1ξ (1, t), where ξ(s, t) it the limiting process
in (11) or (12), respectively. Using the same arguments as in Kulik and Soulier (2011), it
can be shown that the convergence of Y
(R)
n , n > 1, can be easily extended to convergence
of
ant
Bn (t)
∫ ∞
1
s−1en (s, t) ds− ant
αBn (t)
en (1, t) , n > 1. (38)
Hence, we conclude that
tan
(
γ̂bntc − α−1
)⇒ ∫ ∞
1
ξ (s, t) ds− α−1ξ (1, t)
in D[t0, 1].
If n
dn,r
= o
(√
nF (un)
)
, separation of the variables s and t shows that the limit
vanishes. This finishes the proof of Corollary 2.7.
Proof of Corollary 2.8. Define
T̂n(s, t) ··= 1bkntc
bntc∑
j=1
1
{
Xj > sXbntc:bntc−bkntc
}
.
Then, it holds that∫ ∞
1
s−1T̂n(s, t)ds =
1
bkntc
bntc∑
j=1
∫ ∞
1
s−11
{
Xj > sXbntc:bntc−bkntc
}
ds = γ̂Hill(t).
According to Skorokhod’s representation theorem (Theorem 2.3.4 in Shorack and Wellner
(1986)) and Theorem 2.6, we may assume without loss of generality that
sup
s∈[1,∞],t∈[0,1]
∣∣∣∣∣∣an
 1
nF (un)
bntc∑
j=1
1 {Xj > uns} − s−αt
− ξ(s, t)
∣∣∣∣∣∣ −→ 0 almost surely,
where an = n/dn,r if n/dn,r = o
(√
nF (un)
)
, an =
√
nF (un) if
√
nF (un) = o (n/dn,r),
and ξ denotes the corresponding limiting process in Theorem 2.6. In order to apply
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Vervaat’s Lemma as stated by Lemma 5 in Einmahl et al. (2010), we rephrase the above
convergence as:
sup
s∈[0,1],t∈[t0,1]
∣∣∣∣an (Γn,t(s)− s)− 1t ξ(s− 1α , t)
∣∣∣∣ −→ 0 almost surely (39)
for any t0 > 0 and with
Γn,t(s) ··= 1
F (un)
1
bntc
bntc∑
j=1
1
{
Xj > uns
− 1
α
}
.
Choosing kn = nF (un), it follows that
Γ−n,t(s) =
(
u−1n Xbntc:bntc−sbkntc
)−α
.
As a result, Vervaat’s Lemma yields
sup
s∈[0,1],t∈[t0,1]
∣∣∣∣an ((u−1n Xbntc:bntc−sbkntc)−α − s)+ 1t ξ(s− 1α , t)
∣∣∣∣ −→ 0 almost surely. (40)
Setting sn = su
−1
n Xbntc:bntc−bkntc, we arrive at
sup
s∈[1,∞],t∈[t0,1]
∣∣∣∣∣∣an
 1
nF (un)
1
t
bntc∑
j=1
1
{
Xj > sXbntc:bntc−bkntc
}− s−α
− 1
t
(
ξ(s, t)− s−αξ(1, t))
∣∣∣∣∣∣
6 sup
s∈[1,∞],t∈[t0,1]
∣∣∣∣∣∣an
 1
nF (un)
1
t
bntc∑
j=1
1 {Xj > uns} − s−α
− 1
t
ξ(s, t)
∣∣∣∣∣∣
+ sup
s∈[1,∞],t∈[t0,1]
∣∣∣∣an (s−αn − s−α)+ s−α1t ξ(1, t)
∣∣∣∣+ sup
s∈[1,∞],t∈[t0,1]
∣∣∣∣1t (ξ(sn, t)− ξ(s, t))
∣∣∣∣ .
The first two summands on the right-hand side converge to 0 almost surely according to
(39) and (40). Moreover, we have s−αn = s
−α (1 + o(1)) a.s. uniformly in t and s such
that it follows by a continuity argument that the third summand converges to 0 almost
surely, as well.
Since kn = nF (un), we have
an
(
T̂n(s, t)− T (s, 1)
)
= an
 1
bkntc
bntc∑
j=1
1
{
Xj > sXbntc:bntc−bkntc
}− s−α

= an
 1
nF (un)
1
t
bntc∑
j=1
1
{
Xj > sXbntc:bntc−bkntc
}− s−α
+ oP (1)
⇒ 1
t
(
ξ(s, t)− s−αξ(1, t)) .
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Similar to the proof of Corollary 2.7, it follows that
ant (γ̂Hill(t)− γ) = t
∫ ∞
1
s−1an
(
T̂n(s, t)− T (s, 1)
)
ds⇒
∫ ∞
1
ξ (s, t) ds− α−1ξ (1, t)
in D[t0, 1].
Proof of Corollaries 2.10 and 2.11. Since, due to Corollaries 2.7 and 2.8, γ̂n and γ̂Hill(1)
converge to γ in probability, Corollaries 2.10 and 2.11 follow from Slutsky’s theorem and
an application of the continuous mapping theorem to the processes
ant
(
γ̂bntc − γ
)⇒ ∫ ∞
1
s−1ξ(s, t)ds− α−1ξ(1, t), t ∈ [t0, 1],
ant (γ̂Hill(t)− γ)⇒
∫ ∞
1
s−1ξ(s, t)ds− α−1ξ(1, t), t ∈ [t0, 1],
and the function
f 7→ sup
t∈[t0,1]
|f(t)− tf(1)| .
6 Appendix: Second-order regular variation
The following lemmata originate in Kulik and Soulier (2011) and are essential to the
proof of Theorem 2.6.
Lemma 6.1 (Lemma 4.1 in Kulik and Soulier (2011)). Assume that F ε ∈ 2RV (α, η∗).
For positive ε there exists a constant C such that
∀t > 1, ∀z > 0,
∣∣∣∣F ε (zt)F ε (t) − z−α
∣∣∣∣ 6 Cη∗ (t) z−α−ρ (max{z, z−1})ε . (41)
This implies that
sup
s>s0
∣∣∣∣F ε(uns)F ε(un) − s−α
∣∣∣∣ = O(η∗(un)). (42)
Using boundedness of η∗, we get the following simplified version of inequality (41):
∀t > 1,∀z > 0, F ε (zt)
F ε (t)
6 z−α + Cεz−α−ρ
(
max
{
z, z−1
})ε
. (43)
We also need the following bound on the increments of F ε.
40
Lemma 6.2 (Lemma 4.2 in Kulik and Soulier (2011)). Assume that F ε ∈ 2RV (α, η∗).
For positive  there exists a constant C such that for all t > 1 and b > a > 0∣∣∣∣F ε (at)− F ε (bt)F ε (t) − (a−α − b−α)
∣∣∣∣ 6 Cη∗ (t) (min {a, 1})−α−ρ− (b− a) . (44)
Using again boundedness of η∗, we get the following simplified version of inequality
(44):
F ε (at)− F ε (bt)
F ε (t)
6 a−α − b−α + C (min {a, 1})−α−ρ− (b− a) . (45)
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