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The hadronic part of the electron structure function F e 2 has been measured for the first time, using e + e − data collected by the DELPHI experiment at LEP, at centre-of-mass energies of √ s = 91. 2-209.5 GeV.
The data analysis is simpler than that of the measurement of the photon structure function. The electron structure function F e 2 data are compared to predictions of phenomenological models based on the photon structure function. It is shown that the contribution of large target photon virtualities is significant. The data presented can serve as a cross-check of the photon structure function F γ
Introduction
The process e + e − → e + e − X , where X is an arbitrary hadronic final state, can be used to determine both the photon [1] [2] [3] [4] [5] and electron [6] [7] [8] [9] [10] hadronic structure functions. The photon structure function F γ 2 has been studied both theoretically and experimentally for many years (see [11, 12] and references therein).
Experimental results on the electron structure function F e 2 are presented for the first time in this Letter.
Although both analyses start from the same set of events the procedures are quite different mainly due to different kinematics. In the photon case ( Fig. 1(a) ) the spectrum of virtual photons emitted by the (untagged) electron is strongly peaked at small virtualities P 2 (this quantity can be expressed in terms of the untagged electron four-momenta, P 2 = −(p − p ) 2 ). Many analyses therefore use the real photon approximation P 2 ≈ (m e ) 2 ≈ 0. However, higher target photon virtualities play a role [13, 14, 10] . The problem does not appear in the electron case ( Fig. 1(b) ), where the photon scatters on a real particle. Another difference is the determination of the Bjorken variables x (z) representing the fraction of the struck parton momentum with respect to the photon (electron) target. In the first case, since the photon momentum is not known, the total hadronic mass W , which cannot be well determined as the majority of hadrons are going into the beam pipe, must be used to determine x,
where Q 2 = −(k − k ) 2 is the negative momentum squared of the deeply virtual (probing) photon. The z variable for the electron is determined directly -as in the classical deep inelastic scattering i.e. from the scattered electron variables only (see below). A certain drawback of the electron structure function F e 2 is its expected 1 Deceased. 2 Current address. shape, that is dominated by the rapidly changing photon distribution, and is a direct consequence of its formal definition as a convolution of the photon structure function and photon flux (see also discussion in the following text). Hence the data can be reanalysed in terms of the electron structure function F e 2 and the results compared to the usual photon structure function analysis. One can expect that these two complementary electron and photon structure function measurements will help to improve phenomenological parameterisations of the quark and gluon content inside the photon and the electron.
The case of the electron structure function is illustrated in Fig. 1(b) . The upper (tagged) electron emits a photon of high virtuality Q 2 = −q 2 which scatters off the target electron constituents.
The cross-section for such a process under the assumption that Q 2 P 2 , is:
where
with E, E tag and θ tag being the initial energy, final energy and scattering angle, respectively, of the detected electron or positron (called hereafter 'tagged electron') and α is the fine structure constant. The electron structure functions F e 2 (z, Q 2 ) and F e L (z, Q 2 ) are related to the transverse and longitudinal polarisation states of the probing photon. The parton momentum fraction, z, is defined in the standard (deep inelastic) way:
and is measured using only the kinematics of the tagged electron. The virtuality of the probing photon can be also expressed in terms of E, E tag , θ tag as follows:
At leading order, the structure function F e 2 (z, Q 2 ), which dominates the cross-section at small y, has a simple partonic interpretation:
where e i and f e i are the i-th quark/anti-quark charge and density. In e + e − experiments the DIS e-γ hadronic cross-section is expressed in terms of two real photon structure functions F
and F γ L (x, Q 2 ) which leads to a formula analogous to (2) 
where F γ 2 , F γ L are the photon structure functions related to the transverse and longitudinal polarisation states of the probing photon respectively.
The differential cross section σ (ee → ee X) is obtained from the corresponding cross section with a photon target, σ (eγ → e X), by weighting the latter with the density of photons in the target electron f e γ (y γ , P 2 ) (photon flux). The photon flux depends on the target photon virtuality, P 2 :
where y γ is the ratio of the energies of the target photon and the beam, and m e is the electron mass.
In [6] [7] [8] [9] [10] the Q 2 evolution and asymptotic solutions for the electron structure function have been studied. This approach has also been compared with the 'photon structure function' approach. Although the experimental measurements of F e 2 and F γ 2 are quite different the functions have a simple theoretical relation:
where P 2 min = m 2 e y 2 γ /(1 − y γ ) and P 2 max is the maximum value of the target photon virtuality and is fixed by the electron detector (STIC -The Small angle TIle Calorimeter) acceptance (see Section 2.1) and the anti-tag condition.
The P 2 variable is not measurable for single tag events and, as discussed in detail in [9] , the extraction of a 'real' photon structure function, F γ 2 , is based on the Weizsäcker-Williams approximation, where P 2 is set to zero in F
. This leads to some underestimation of F γ 2 and the amount of this underestimation depends on the kinematics and geometry of each experiment. Some analyses have included P 2 -dependent corrections in the systematic uncertainty (e.g. [15] ). This problem is eliminated in the case of the electron structure function. Formula (9) enables any existing parametrisation of the photon structure function, both real ( P 2 = 0) and virtual ( P 2 -dependent), to be tested against the measured electron structure function.
In this paper we report on the measurement of the electron structure function F e 2 using LEPI and LEPII data. Section 2 describes the selection process of the event sample collected for the analysis and the determination of the detector efficiency. Section 3 presents the measurement of the electron structure function F e 2 . Conclusions are given in Section 4.
Experimental procedure

The DELPHI detector
A detailed description of the DELPHI detector can be found in [16, 17] and therefore only a short review of the sub-detectors relevant to the present analysis is given here. The DELPHI detector provided information on track curvature and 3-dimensional energy deposition with very good spatial resolution as well as identification of leptons and hadrons over most of the solid angle.
The most relevant parts of the setup for the electron structure function F e 2 analysis are divided into two groups. The first one consists of the detectors which were used in the reconstruction of the hadronic final state. They were: the Vertex Detector, the Inner Detector, the Time Projection Chamber (the main DELPHI tracking device) and the Outer Detector. Those devices were operated in a 1.23 T magnetic field parallel to the beam axis. Tracking in the forward (backward) regions was provided by the Forward Chambers. The tracking detectors covered polar angles from 20 • to 160 • at radii from 120 mm to 2060 mm for the barrel region. The Forward Chambers covered polar angles from 11 • to 35 • (forward sector) and 145 • -169 • (backward sector). Using these subsystems it was possible to reconstruct the charged particle momentum with a resolution
Hadron Calorimeter provided energy measurements of neutral particles.
The second group consists of detectors providing the electromagnetic shower energy measurement. The crucial one is the luminosity calorimeter STIC. The STIC was a lead-scintillator calorimeter formed by two cylindrical detectors placed on both sides of the DELPHI interaction point at a distance of 2200 mm and covered the angular region between 1.7 • and 10.8 • in polar angle at radii from 65 mm to 420 mm. The STIC energy measurements were used to define the tag condition.
Event selection
The analysis was carried out with the data samples collected by DELPHI at both LEPI and LEPII centre-of-mass energies ranging from 91.2 GeV up to 209.5 GeV and corresponding to integrated luminosities of 72 pb −1 at LEPI and 487 pb −1 at LEPII. A summary of the integrated luminosities used (along with the number of events selected for each sub-sample) is given in Table 1 .
The most important criterion to select γ γ events was that one of the two scattered electrons 3 was found in the STIC (tagcondition) whereas the second electron remained undetected (antitag condition). Such events were referred to as single-tag events. It Table 1 Nominal centre-of-mass energies, integrated luminosities of the data samples used and the corresponding numbers of selected events.
Experiment
Year t s   LEPI  1994-1995  91  72  1507   LEPII  1996  172  10  198  1997  183  53  1001  1998  189  155  3398  1999  196  76  1715  200  83  1865  202  40  901  2000  205  70  1842 was required that the energy deposited by the tagged electron in the STIC was greater than 0.65 · E and no additional energy clusters exceeding 0.25 · E were detected in the STIC. The measured energy and angle of the scattered electron allow the virtuality, Q 2 , of the probing photon to be determined. Due to the available phase space and correlations among selection cuts, as well as the requirement of good quality data, the range of Q 2 covered was narrower than that obtained from the angular limits of the DELPHI detector. An additional quality cut (minimal number of towers in STIC that fired) resulted in the effective polar angle θ tag of the tagged electron being between 2.4 • and 10 • .
The next step was to select γ γ induced hadronic final states with a detected charged particle multiplicity greater than 3.
Charged particles were defined as reconstructed tracks with momentum above 0.2 GeV, extrapolating to within 4 cm of the primary vertex in the transverse (Rφ) plane and within 10 cm along the beam direction (z-axis). The relative uncertainty in the momentum of a charged particle candidate, p p , had to be smaller than 1, its polar angle with respect to the beam axis had to be between 20 • and 160 • and its measured track length in the TPC (Time Projection Chamber) greater than 40 cm. To satisfy the trigger condition at least one of the charged particles had to have a momentum greater than 0.7 GeV for LEPI data (1.0 GeV for LEPII data). The total energy of all charged particles had to be greater than 3 GeV and the minimum of the visible invariant mass 4 of all tracks, W γ γ , was fixed at 3 GeV.
The Monte Carlo simulations of e + e − annihilation processes with PYTHIA [18] [19] [20] and four-fermion processes with EXCALIBUR [21] showed that the dominant background contributions came from Z 0 hadronic decays and the two-photon production of τ τ pairs. In order to minimise these backgrounds, the following cuts were imposed:
• the vector sum of the transverse momenta of all charged particles, normalised to the total beam energy, 2E, had to be greater than 0.12 for LEPI data (0.14 for LEPII data);
• the normalised (as above) sum of the absolute values of the longitudinal momenta of all charged particles (including the tagged electron) had to be greater than 0.6;
• the angle between the transverse momenta of the tagged electron and of the charged particle system had to be greater than 120 • ;
• the maximum of the visible invariant mass was fixed at 40 GeV for LEPI data (60 GeV for LEPII data);
• the value of Q 2 had to be greater than 4 GeV 2 for LEPI (16 GeV 2 for LEPII).
Among the 21 430 events of the LEPI data set (101 913 for LEPII) with one high-energy deposit in the STIC calorimeter, 1507 events (10 920 for LEPII) passed the above criteria. The total background 4 The invariant mass of all accepted charged particles. contribution estimated from the simulation amounted to 111 events for LEPI (1027 for LEPII).
Efficiency analysis
In order to evaluate F e 2 one needs to measure two independent variables, the polar angle θ tag of the scattered (tagged) electron and its energy, E tag . The relative energy resolution was measured and parametrised as follows:
%, and the shower axis reconstruction precision was estimated to be in the range 9-15 mrad, depending on the particle energy. The measurement of these quantities allowed a direct determination of the z and Q 2 variables describing the electron structure function (see formulae (4), (5)).
The measured cross-sections were corrected for the detector inefficiency computed from a MC-generated sample of events passed through the detector simulation program and the selection criteria. As the efficiency computation was model dependent, it was very important to use an event-generator that described well the data events. In this analysis the TWOGAM [22] event generator coupled with the JETSET [19] Parton Shower algorithm for the quark and gluon fragmentation was used. The TWOGAM cross-sections consist of three independent components:
• the soft-hadronic part described by the Generalised Vector Dominance Model;
• the point-like component, QPM;
• the resolved photon interaction, RPC.
The GRV-LO [23] parametrisation of the photon structure function was adopted. More details can be found in [22] . To estimate the uncertainty coming from the model we have also used a sample of PYTHIA events. The selection criteria presented in Section 2.2 imposed on data (with integrated luminosity 72 pb −1 and 487 pb −1 for LEPI and LEPII respectively) have also been applied to both simulated samples (with an integrated luminosity 2500 pb −1 for each). The visible background-subtracted cross-sections for LEPII data as a function of: (1) cosine of the scattered electron angle cos(θ tag ), (2) the probing photon virtuality Q 2 , (3) the scattered electron energy E tag , and (4) the visible hadronic invariant mass W γ γ are compared to both simulated samples in Fig. 2 . The TWOGAM distributions show better agreement with the real data cross-sections than those obtained with the PYTHIA event generator. All these discrepancies, both between real data and TWOGAM and real data and PYTHIA were taken into account in an estimate of the systematic uncertainties. Even though the visible cross-sections predicted by both generators were different, the efficiencies did not differ by more than about 5 percent, relative with respect to the TWOGAM model. In order to determine F e 2 the 2-dimensional efficiency functions, based on the TWOGAM model, were calculated for each chosen Q 2 range using ξ i Q 2 k bins, where ξ i = log 10 (z). The resulting efficiency varies between 10% and 70%. where L is the integrated luminosity, N sel is the number of selected events and X is the variable of interest. 
Determination of the electron structure function F e 2
The electron structure function F e 2 can be extracted as a function of the two variables z and Q 2 from formula (2) under the assumption that the longitudinal term F e L contribution is negligible, which is justified in the kinematical range accessible at LEP energies [11] ,
The measured function F e 2 (ξ, Q 2 ) meas was corrected in each ξ i Q 2 k bin by the corresponding detector efficiency function (ξ, Q 2 ), yielding the reconstructed electron structure function F e 2 (ξ, Q 2 ) rec . Such a procedure is justified since the migration effect of events generated in any of the (ξ, Q 2 ) bins to neighbouring bins, after passing the detector simulation, was small. In Fig. 3 one can see the smearing caused by the detector for both, the standard photon x-variable Eq. (1) and the standard electron z-variable Eq. (4), for events with a fixed value of x = 0.1 and z = 0.01 generated and passed through the detector simulation program. Contrary to the narrow z distribution, the x distribution is shifted to higher values and spread over the whole region of x. For that reason the x distribution, related to the photon structure function, has to be treated in a special way by means of one or two-dimensional unfolding procedures. Both of them require theoretical knowledge of the kinematical distribution of the hadrons in the final state whereas the determination of the electron structure function F e 2 based on z is much less model-dependent. certainty is plotted (the data is corrected for the absence of radiation in the theoretical prediction). Note, that the AFG parametrisation is not available below log 10 (z) = −2.7.
The measured F e 2 was averaged over Q 2 in the region of the probing photon virtuality considered, leaving only the ξ dependence. 5 The electron structure function F e 2 is shown in Figs. 4-6 for six Q 2 intervals, Q 2 ∈ (4.5, 16) GeV 2 for LEPI data as well as Q 2 ∈ (16, 20) GeV 2 , Q 2 ∈ (20, 30) GeV 2 , Q 2 ∈ (30, 50) GeV 2 , Q 2 ∈ (50, 80) GeV 2 and Q 2 ∈ (80, 200) GeV 2 for LEPII. Since the structure function obtained is integrated over the phase space of each bin, a correction to bin centre should be applied in order to convert it to a differential measurement at ξ i . In order to estimate this correction the F e 2 at a given bin centre point ξ i was calculated 5 The phase space dependence of Q 2 versus the ξ and E variables translates into unequal intervals of ξ in Figs. 4-6 . (using theoretical predictions) and divided by the mean value of the F e 2 in this bin. The maximum correction coefficient obtained for the data analysed was approximately 4%. Fig. 4 shows the electron structure function F e 2 extracted from LEPI data together with the GRV-LO (lowest-order), GRV-HO (higher-order) [24, 23] and SaS1D [25] predictions for the photon structure function F γ 2 . In order to calculate F e 2 , F γ 2 was convoluted with the target photon flux factor according to Eqs. (8) and (9) .
For LEPII data, Figs. 5-6, predictions for F e 2 based on recent NLO F γ 2 parameterisations, GRV-HO [24, 23] , AFG [26] , CJK-HO [27] , and SAL [28] are shown.
Due to the non-zero minimum polar tagging angle the untagged electron may still radiate a virtual photon up to P 2 ≈ 2 GeV 2 at LEPI and P 2 ≈ 13 GeV 2 at LEPII. As a consequence the effects of the target photon virtuality can be non-negligible. We have checked for the LEPII data at Q 2 = 25 GeV 2 that the inclusion of the P 2 dependence of F γ 2 changes the predictions by up to 10% [9] . One should stress that the virtualities of the target photons are by default included in the electron structure function whereas in the photon structure function analyses they are not.
Since radiative corrections (important for LEPII) were not incorporated into the theoretical predictions, the experimental data (Figs. 4-6) were corrected. The corrections were calculated using the TWOGAM generator that can produce both radiativecorrected and uncorrected data. Two large samples (corresponding to 2500 pb −1 ) were generated and processed by the full detector simulation framework and the correction factors extracted. It was shown that the maximum value of the radiative correction was about 1.5% and 7% for LEPI and LEPII respectively.
For LEPI the data points follow the predictions of the earlier GRV-HO, GRV-LO and SaS1D models. For LEPII energies in the middle range of Q 2 ∈ (20, 50) GeV 2 and for smaller values of ξ there is a general tendency for all parameterisations to lie slightly above the data points. This effect is clearer for the AFG and CJK-HO parameterisations. The measurements of the electron structure function F e 2 for LEPI and LEPII together with their statistical and systematic uncertainties are presented in Tables 2 and 3 . The tables also contain the efficiencies (ξ ) (averaged over the respective Q 2 range) and purities for each bin. The statistical uncertainties in each bin of the event distributions have been calculated according to the Poisson law and then propagated to the final distributions. The systematic uncertainty has the following contributions:
• the uncertainties due to the STIC detector calibration (corresponding to the absolute calibration error) of the electron energy (±0.13%) and scattering angle (±0.45 mrad) of the tagged electron measurements. To estimate this contribution the energy E tag and angle θ tag of each tagged electron were varied by the calibration uncertainties successively. The structure function F e 2 was recomputed each time and the systematic uncertainty was taken as the maximum deviation between F e 2 values;
• the uncertainty due to binning variation. This was estimated by evaluating the structure function F e 2 for three different sets of binnings;
• the efficiencies resulting from the TWOGAM and PYTHIA models do not differ by more than about 5 percent and these differences were incorporated into the systematic uncertainties.
The systematic uncertainties were taken as fully correlated yearto-year.
Although the mass of the hadronic final state was not used explicitly in the analysis we applied a cut on the minimum invariant mass of hadronic particles (required by the Monte Carlo generators); a dedicated study showed that varying this cut had only a small impact on the F e 2 (below 1 percent effect) and it was decided not to include it in the systematic uncertainty. Also, the systematic uncertainties due to variations of the selection cuts (listed in Section 2.2) were negligible and have not been included.
Conclusions
The hadronic part of the electron structure function F e 2 has been measured and compared to various predictions of the photon structure function. The non-zero virtuality of the target photon can be taken into account in the photon flux as well as in the model of the photon structure function. It has been found that F e 2 agrees with the GRV-HO, SaS1D and SAL models. For lower values of the probing photon virtuality a discrepancy exists between the data and the predictions of the AFG and CJK-HO models. The presented analysis, based on directly measured quantities, is simpler than the photon structure function analysis because of the better resolution in the scaling variable. The statistical uncertainties in F e 2 are well understood since in each bin of z they directly reflect a Poisson error. In the photon analysis, because of the poor resolution in x, the unfolding procedure introduces a larger model-dependence of the statistical uncertainties. However, since a given value of z can be produced by a range of x values, the F e 2 may lose some of the discriminating power between models of the F γ 2 .
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