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In dieser Arbeit wird das Handoververhalten einer Videostreamingeinheit im WLAN 
untersucht. Diese Untersuchung soll klären, ob sich mit WLAN größere Netze mit meh-
reren Zugangspunkten realisieren lassen, über die IP-basiertes Videostreaming mit 
CodeOne Hardware und Software betrieben werden kann. Dafür wird WLAN als erstes 
mit anderen gängigen Marktlösungen für die Kontribution von Videoinhalten verglichen. 
Im Theorieteil werden dann die Netzwerkgrundlagen sowie die Infrastruktur und Si-
cherheitsmechanismen von WLAN erklärt. Hierbei wird herausgearbeitet, dass die Au-
thentifizierung der Teilnehmer im WLAN sehr zeitaufwändig und daher im 
Zusammenhang mit  unterbrechungsfreiem Handover problematisch ist. Zudem wer-
den die Grundlagen von Mesh-Netzwerken erläutert. Im Hauptteil werden drei WLAN 
Systeme untersucht und im Zusammenhang mit der verwendeten Videostreaming-
Software der Firma CodeOne verglichen. Grundlegende Vergleichskriterien sind hier-
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1.1 Motivation: Rundfunk in konvergenten Netzen 
Klassische IT-Strukturen und -Netze sind heutzutage eng vermascht mit der Rundfunk-
technik. Bis vor wenigen Jahren waren diese Strukturen und Netze noch nicht weit 
entwickelt genug, um den hohen Anforderungen durch die Rundfunktechnik gerecht zu 
werden. Mittlerweile sind sie jedoch, gerade was Speicherplatz und Bandbreiten be-
trifft, soweit entwickelt, dass die aktuellen Entwicklungen in der Rundfunktechnik nicht 
mehr ohne Informationstechnologie auskommen. Konvergente Netzwerke halten Ein-
zug in Studios, Funk- und Produktionshäuser, lösen verschiedenste proprietäre Netz-
werktechnologien ab und machen zum Beispiel bandlose Workflows möglich.1  
 
Abbildung 1: Konvergentes Netzwerk
2
 
Wesentlicher Bestandteil dieser Workflows ist der paketbasierte Dateiaustausch. Die-
ser paketbasierte Dateiaustausch ist Kerneigenschaft von konvergenten Netzen und 
basiert auf dem Internet Protocol (IP). IP-basierte Workflows sind für Medienunterneh-
men aus vielen Gründen reizvoll: Beispielsweise sind die Verbindungen bidirektional 
und es können mehrere Dienste gleichzeitig über eine Verbindung übertragen werden. 
Zudem ist Verteilung der Daten im gesamten Netzwerk und auch die Weiterverteilung 
ins Internet sehr einfach. 
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Zitat des Marktführers für Netzwerktechnik Cisco Systems: 
Traditional telephone, radio, television, and computer data networks each have their 
own individual versions of the four basic network elements (Fault Tolerance, 
Scalability, Quality of Service and Security). In the past, every one of these services 
required a different technology to carry its particular communication signal. Additionally, 
each service had its own set of rules and standards to ensure successful 
communication of its signal across a specific medium. 
Technology advances are enabling us to consolidate these disparate networks onto 
one platform - a platform defined as a converged network. The flow of voice, video, and 
data traveling over the same network eliminates the need to create and maintain 
separate networks. On a converged network there are still many points of contact and 
many specialized devices - for example, personal computers, phones, TVs, personal 
assistants, and retail point-of-sale registers - but only one common network 
infrastructure.3 
1.2 IP-basierte Live-Videoübertragung 
IP-basierte Live-Videoübertragung ist eine verhältnismäßig neue Technologie, die auf 
konvergenten Netzwerken basiert. Mit dieser Technologie beschäftigt sich die Firma 
CodeOne aus Düsseldorf. Sie betreibt damit Kontribution: Für den Transport des Vide-
ostreams von der Kamera ins Haus greift CodeOne vornehmlich auf Mobilfunknetze 
der dritten und vierten Generation (UMTS und LTE) zurück. Diese Netze basieren 
ebenfalls auf IP. Mobilfunknetze haben den Vorteil, dass Live-Videoübertragung, im 
Gegensatz zu klassischen Systemlösungen, wie SNG, ortsunabhängig4 möglich ist. 
Außerdem ist zumindest UMTS mittlerweile fast flächendeckend verfügbar, der Rollout 
von LTE findet zurzeit statt. Der entscheidende Nachteil bei Mobilfunknetzen ist jedoch, 
dass sie öffentlich nutzbar und bei starker Auslastung nicht mehr betriebssicher sind. 
Zudem gestaltet sich auch der Handover, also der Wechsel von einer Mobilfunkzelle in 
die nächste, sehr schwierig. Solide Bandbreiten können nicht gewährleistet werden.5 
Um diesem Problem zu begegnen, hat die Firma CodeOne damit begonnen, WLAN-
Netze als Übermittlungsmedium zu erforschen. Idee ist der Aufbau eines privaten Inf-
rastrukturnetzwerkes mit mehreren Zugangspunkten, zwischen denen sich die Kamera 
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frei bewegen kann. Die Weiterleitung ins Internet erfolgt von einem vorher definierten, 
zentralen Punkt, beispielsweise einer Regie. Hier kann entweder eine feste Leitung 
zum Einsatz kommen oder eine Satellitenverbindung oder eben auch Mobilfunknetze 
wie UMTS oder LTE.  
1.3 Bisheriger Forschungsstand und Problemstellung 
Ergebnis der Untersuchungen von CodeOne ist, dass sich WLAN, aufgrund der hohen 
Bandbreiten, sehr gut für Live-Videoübertragung eignet. Allerdings ist der Wechsel von 
einem Zugangspunkt zum nächsten noch nicht möglich: Dieser Wechsel kann nur in 
gewissem Maße zentral gesteuert werden, vielmehr entscheidet jedes Endgerät selber 
wie schnell es wechseln möchte.6 Bisher bricht das Videostreaming beim Verlassen 
der Funkzelle ab. Dadurch ist die Reichweite einer auf WLAN basierenden Lösung auf 
einen Accesspoint beschränkt. 
1.4 Zielstellung 
Ziel dieser Bachelorarbeit ist es daher, das Handoververhalten einer Videostreaming-
Einheit im WLAN gezielt zu untersuchen und zu optimieren, damit mit WLAN größere 
Netze mit mehreren Zugangspunkten aufgebaut werden können. Außerdem sollen 
„echte“ Mesh-Komponenten, also ein System aus mehreren Zugangspunkten, die 
drahtlos miteinander kommunizieren, untersucht werden. Denn es wird vermutet, dass 
sich der Wechsel von einem Mesh-Zugangspunkt zum nächsten deutlich einfacher 
gestaltet als bei klassischen WLAN-Systemen. 
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2 Bestehende Systemlösungen: „Smarte 
Produktionsmittel“ 
In einem großen Medienunternehmen, nehmen wir mal an einer öffentlich-rechtlichen 
Rundfunkanstalt wie dem Westdeutschen Rundfunk, kommen für die Live-
Videoübertragung inzwischen verschiedenste mobile Produktionsmittel zum Einsatz. 
Kriterien für die Auswahl des Produktionsmittels sind in erster Linie die Größe und die 
Spontanität der Produktion, sowie natürlich die journalistischen Inhalte, die übertragen 
werden sollen. Die bestehenden Systemlösungen lassen sich grob einteilen in satelli-
tengestützte Produktionsmittel (SNG) und Funk: Hierbei gilt: Klassische Drahtloskame-
ra-Technik wird nur dafür verwendet, um ein Signal die ersten Meter von der Kamera 
zu einer Regie zu übertragen. SNG’s liefern dagegen fertige Fernsehsignale an den 
Schaltraum des Senders. Daneben gibt es aber auch in den großen Produktionshäu-
sern einen Trend zu kleineren neuen Produktionsmitteln, wie die Streaming-
Rucksacklösungen von CodeOne, Spiegelreflexkameras wie die Canon EOS 5D oder 
Actionkameras wie die Go Pro Hero. Gerade dieses „kleinere Besteck“ ermöglicht 
nämlich ganz neue Formate und Ergänzungen zum laufenden Programm im Internet.7 
Zudem sind diese Produkte deutlich günstiger als klassische Fernsehtechnik und benö-
tigt weniger Personal. Gemeinsame Eigenschaft vieler neuer Produktionsmittel ist die 
einfache Bedienung. Diese muss mittlerweile nicht mehr nur durch extra dafür geschul-
te Spezialisten, wie zum Beispiel SNG-Operator erfolgen, sondern zum Beispiel auch 
durch Kameramänner oder Cutter. Moderne Produktionsmittel arbeiten computerge-
stützt, beispielsweise bei der Suche nach Satelliten. Der WDR bezeichnet daher seine 
neuen mobilen Produktionsmittel als „smart“.8 
2.1 Satellitengestützte Produktionsmittel 
Satellitengestützte Produktionsmittel bauen für den Signaltransport eine Sichtverbin-
dung zu einem Satelliten auf (Uplink). Dieser Satellit verstärkt das Signal und schickt 
es zurück zur Erde (Downlink). Das Signal kann überall in der Ausleuchtzone des Sa-
telliten (Footprint) empfangen werden. Die Satelliten befinden sich im sogenannten 
geostationären Orbit in ca. 36000 km Höhe. Während des Transports muss das Signal 
diese Strecke zweimal zurücklegen. Es bewegt sich mit Lichtgeschwindigkeit und be-
nötigt für diese Strecke rund 0,25 Sekunden: 72000 Km / 300000 Km/s = 0,24s 
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2.1.1 „Klassische Produktionsmittel“ 
Klassische, satellitengestützte Produktionsmittel sind in der Regel in Anschaffung und 
Betrieb die teuersten Produktionsmittel, bieten jedoch hohe Qualität und Einsatzsicher-
heit. Sie arbeiten nach dem DVB-S Standard. Zur Übertragung wird das Signal als 
MPEG-Transportstrom enkodiert, anschließend auf ein Trägersignal aufmoduliert. Je 
nach gewünschter Qualität (SD oder HD) und Bandbreite kommen verschiedene Kom-
pressions- und Modulationsverfahren zum Einsatz, zum Beispiel MPEG 2 mit QPSK 
und einer Datenrate von 8,44 MBit/s.9 Je nach Anwendungsfall wird in der „Bauform“ 
der Produktionsmittel unterschieden. Es gibt SNG-Vans, Sprint-Cams und Flyaways. 
SNG-Vans sind besonders gut für mittelgroße Produktionen geeignet. 
 
Abbildung 2: Großer SNG-Van des WDR mit ND Satcom Satellitentechnik 
Es handelt sich dabei um Fahrzeuge, die auf großen Lieferwagen basieren. SNG-Vans 
besitzen Bildmischer und Schnittplätze, somit können bei der Live-Schalte mehrere 
Kameras zum Einsatz kommen, zudem können vorher produzierte Beiträge eingespielt 
werden. Sprint-Cams sind abgerüstete SNG’s, sie dienen lediglich dazu, das Signal 
einer Kamera live abzusetzen. Zudem können sie als Uplink-Fahrzeug bei großen Pro-
duktionen dienen. Flyaways sind stationäre Uplinks. Ihr Vorteil liegt darin, dass sie sich 
sehr einfach auf- und abbauen lassen. Zudem sind sie besonders leicht. Flyaway’s 
sind dafür ausgelegt, mit dem Flugzeug transportiert zu werden. 
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2.1.2  „Neue Produktionsmittel“ 
Auch bei der Satellitenübertragung hat ein Umdenken stattgefunden: Seit ca. 2 Jahren 
werden Internetanbindungen über Satellit angeboten, welche breitbandähnliche Daten-
raten anbieten. Diese bidirektionalen Satellitenverbindungen werden von den beiden 
europäischen Satellitenbetreibern SES Astra und Eutelsat angeboten und nutzen das 
Ka-Band. 
 
Abbildung 3: Toowaysat: Satellitenschüssel und Modem für Internetverbindung 
Die Datenraten, die mit IP-SAT-Verbindungen erreicht werden können, reichen aus, 
um damit Videostreaming zu realisieren: Bei Toowaysat lassen sich beispielsweise 
Flatrates mit Datenraten bis zu 6 MBit/s Upstream und 18 MBit/s Downstream bu-
chen.10 Im Unterschied zu festen DSL-Leitungen oder LTE-Verbindungen kommt es 
allerdings aufgrund der großen Entfernungen zum Satelliten zu Verzögerungen bei der 
Datenübertragung. Das hat Auswirkungen auf interaktive Anwendungen wie Online-
Games, Remote-Desktops oder Videotelefonie:11 Hier sind die Verbindungen bidirekti-
onal: Der Client schickt eine Anfrage zum Server, der Server generiert eine Antwort 
und schickt diese zurück an den Client. Für einen Frage-Antwort Prozess müssen Da-
ten also zweimal ins All und wieder zurück, müssen also insgesamt 144000 km zurück-
legen, bevor sich auf dem Computer des Nutzers irgendetwas tut. Entsprechend gibt 
es Latenzen von einer halben Sekunde oder mehr. Bei unidirektionalen Anwendungen 
wie Filetransfer oder Streaming hat das Delay, das durch die große Entfernung ent-
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steht, allerdings kaum Auswirkungen. Für Online-Games ist eine Internet-
Satellitenverbindung also nicht zu empfehlen, für Broadcaster ist sie dagegen sehr 
interessant, weil sich, im Gegensatz zum klassischen SNG, verhältnismäßig günstig 
hohe Datenraten übermitteln lassen. 
2.1.3 Inmarsat BGAN 
 
Abbildung 4: BGAN Explorer 727 von Thrane & Thrane 
Das mobile, satellitengestützte Produktionsmittel BGAN nimmt bei der Berichterstat-
tung eine Sonderrolle ein. Denn im Gegensatz zu anderen Produktionsmitteln ist die 
Übertragungsqualität sehr stark begrenzt: IP-basiertes Videostreaming ist mit einer 
garantierten Datenrate von 384 KBit/s möglich.12 Inmarsat BGAN ist ein eigenes Satel-
litennetz und dient dazu weltweit Telefonie, Standard-IP- und Streaming-IP-
Übertragung zu ermöglichen: Drei Satelliten decken die gesamte Erdoberfläche bis auf 
die Polkappen ab. Das macht das Handling sehr einfach: Während beim klassischen 
SNG genau geplant werden muss, welcher Satellitenbetreiber welche Länder abdeckt, 
kann man mit BGAN-Terminals „einfach loslegen“: Die Bezahlung kann mit Prepaid-
tarifen erfolgen. Zudem sind BGAN-Terminals sehr kompakt und extrem schnell auszu-
richten. Bei Bedarf kann sogar eine Tracking-Antenne zum Einsatz kommen, somit 
kann die die Dateiübertragung, ähnlich wie bei GPS, auch aus fahrenden Fahrzeugen 
erfolgen. Für Broadcaster ist BGAN trotz der schlechten Übertragungsqualität ein be-
liebtes Produktionsmittel, gerade bei der Berichterstattung aus Krisengebieten.  
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2.2 Funklösungen für drahtlose Kameras 
Der Bedarf nach drahtlosen Kameras ist immer dann besonders groß, wenn keine Ka-
bel verlegt werden dürfen oder hohe Mobilität gefordert ist. Analoge Technik konnte 
diesen Bedarf nur bedingt decken. Seit ca. zehn Jahren werden für drahtlose Video-
produktionen jedoch digitale Funkstrecken eingesetzt, die einerseits spektakuläre Bil-
der zum Beispiel aus Rennwagen oder Helikoptern liefern können, andererseits hohe 
Betriebssicherheit auch da bieten, wo keine Kabel verlegt werden dürfen. Außerdem ist 
es möglich, größere Areale über Gleichwellennetze abzudecken. So wird zum Beispiel 
die SNG-freie Berichterstattung aus dem Regierungsviertel in Berlin möglich.13  
 
Abbildung 5: Link L1500 Wireless HD/SD Transmitter 
Digitale Funkstecken basieren auf DVB-T oder auf proprietären Abwandlungen dieses 
Standards. Die Übertragung der Signale erfolgt über Coded Orthogonal Frequency 
Division Multiplexing (COFDM): Das digitale Kamerasignal wird komprimiert und mit 
Fehlerschutz versehen, anschließend wird es in einem Mehrträgerverfahren14 übertra-
gen. Durch den Einsatz eines Guard-Intervalls15 kann der bei terrestrischer-
Übertragung übliche Mehrwege-Empfang16 zur Verstärkung des Signals genutzt wer-
den.17 Die Eignung einer auf DVB-T basierten Funkstrecke für die Hochschule Mittwei-
da wurde 2008 untersucht. Als Ergebnis wurde festgehalten, dass für den 
                                                          
 
13
 Meixelsberger, Seite 8 
14
 Mehrträgerverfahren: Die Informationen werden nicht einer einzigen Trägerfrequenz übertragen, son-
dern auf viele Unterträger aufgeteilt 
15
 Guardintervall: Zeitraum, in dem alle eintreffenden Signale zu einem Summensignal zusammengefasst 
werden 
16
 Mehrwegeempfang: Durch Reflexion an Gebäuden und anderen Hindernissen kann ein Nutzsignal 
mehrfach mit unterschiedlichen Laufzeiten am Empfänger eintreffen 
17
 Meixelsberger, Seite 25 
Bestehende Systemlösungen: „Smarte Produktionsmittel“ 9 
 
 
störungsfreien Betrieb der untersuchten Funklösung Shark Sender C.106 und Empfän-
ger C.100 auf jeden Fall eine Sichtverbindung zwischen Sender und Empfänger not-
wendig ist.18 Erfahrungen des CodeOne Teams mit Riedel-Funkstrecken zeigen 
jedoch, dass gute Ergebnisse auch ohne Sichtverbindung erreicht werden können. 
2.3 Mobilfunklösungen 
Seit ca. 2 Jahren drängen Systemlösungen auf den Markt, welche die Encodierung 
eines Kamerasignals als IP-Stream und die Weiterverteilung über Mobilfunknetze ins 
Internet in einem kompakten Gerät zusammenfassen. Ähnlich wie bei Sprint-Cams 
kann man mit diesen Rucksacklösungen fertige Fernsehbilder liefern: Sobald die Daten 
nämlich im Internet sind, können sie entweder an einer Gegenstelle wie einem Schalt-
raum abgegriffen werden und dort weiterverarbeitet werden (Unicast) oder direkt zum 
Zuschauer gebracht werden (Webcast). Abstriche müssen allerdings bei der Bildquali-
tät gemacht werden: Zwar arbeitet das verwendete H264 sehr effektiv, SNG-ähnliche 
Qualität kann jedoch nur bei optimalen Bedingungen, zum Beispiel durch die Nutzung 
von LTE erreicht werden. 
 
Abbildung 6: CodeOne Backpack Kit v2 ohne Rucksack 
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Die Distribution über Mobilfunknetze setzt eine Bündelung mehrerer Mobilfunkkanäle 
und eine variable Lastverteilung (Load Balancing) voraus, weil Mobilfunknetze öffent-
lich nutzbar sind und bisher keine „Quality of Service“ bieten können. Ein Produkt, das 
diese Voraussetzungen erfüllt ist der Multichannel VPN Router der Firma Viprinet. Das 
CodeOne Backpack Kit v1 ist eine Kombination aus Software-Encoder und einem ab-
gewandelten Viprinet-Router. Ein Nachfolger des Backpackkits mit eigener Bünde-
lungstechnik ist zurzeit in Arbeit. 
2.4 Bedarfsanalyse WLAN 
IP-basiertes Videostreaming im WLAN verknüpft die Eigenschaften einer drahtlosen 
Kamera mit der einer konvergenten Netzstruktur: Mit WLAN-Zugangspunkten, die 
drahtlos untereinander kommunizieren, können einfach große Netze aufgebaut wer-
den, in denen man sich mit einer Kamera - ein unterbrechungsfreier und zuverlässiger 
Handover vorausgesetzt - frei bewegen kann. Neben dem sicheren Handover ist au-
ßerdem eine möglichst kurze Signalverzögerung nötig. Klassische Funklösungen ha-
ben mittlerweile Verzögerungszeiten von 1-2 Frames, also kleiner 100ms. Diese Werte 
werden mit einer WLAN-Lösung erst mal nicht erreichbar sein, hier sollten 1000ms 
angepeilt werden. Solange genügend Bandbreite zur Verfügung steht, ist es zudem 
möglich, dass mehrere Kameras das gleiche Netz nutzen, eine Arbeitsweise, die mit 
herkömmlichen drahtlosen Kamerasystemen nicht möglich ist. Auch die Übertragung 
von zusätzlichen Diensten wie N-1, Kommando oder sogar Steuerdaten ist denkbar.  
Videosignale, die über WLAN transportiert werden, können sehr einfach weiterverbrei-
tet werden: Im Prinzip ist nur ein Routing ins Internet notwendig. Für die Weiterleitung 
der Daten ins Internet könnte eine günstige IP-SAT-Verbindung zum Einsatz kommen. 
Eine aufwändige und teure Signalwandlung wie bei der Kombination aus DVB-T-
Funkstrecke und klassischem SNG entfällt dagegen. Großer Unterschied zu Mobil-
funknetzen ist, dass es sich bei WLAN um ein privates Netz handelt. Wünschenswert 
wäre, dass WLAN dort nutzbar ist,  wo öffentliche Netze wie UMTS völlig überlastet 
sind, beispielsweise bei einem Großevent wie einer Kirmes oder einem Festival.  
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3 Theorieteil – Netzwerk-Grundlagen 
3.1 ISO/ OSI Referenzmodell: 
Telekommunikation dient dazu, eine Ende-zu-Ende Übertragung von Inhalten zu er-
möglichen,19 wie die Abfrage von Mails von einem Mailserver, ein Telefonat oder die 
Übertragung von Fernsehbildern vom CodeOne Rucksack ins Web. An dieser Tele-
kommunikation sind viele Komponenten beteiligt, von denen die Nutzer im Idealfall nur 
sehr wenig mitbekommen. Seit 1984 gibt es ein Kommunikationsmodell, das sämtliche 
beteiligten Komponenten klar strukturiert. Es wird Referenzmodell für die offene Kom-
munikation OSI (Open System Interconnection) genannt und wurde von der Internatio-
nal Standardization Organisation (ISO) erarbeitet. Das ISO/ OSI-Referenzmodell teilt 
den Kommunikationsprozess in sieben Schichten ein, wobei der Nutzer mit der höchs-
ten (siebten) Schicht agiert. Letzten Endes funktioniert jede Telekommunikation über 
Strom, Wellen oder Licht. Diese sog. Medien bilden die erste, physische Schicht des 
Modells. Allen anderen Schichten obliegt es, das Agieren des Nutzers in Signale (Bits) 
umzuwandeln, die über Strom, Wellen oder Licht übertragen werden können. Außer-
dem soll eine sichere und möglichst fehlerfreie Übertragung gewährleistet werden. Da-
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Ein Allgemeines Beispiel für die Funktionsweise des OSI-Modells gibt folgender 
Satz: 
„ A Web Browser application renders an HTML presentation, which is delivered using 
an http session, over a TCP transport connection, via an IP network, over an Ethernet 
data link, using twisted-pair physical Cabel”21 
Für Videostreaming mit WLAN könnte der Satz wie folgt lauten: 
„Eine Decoder-Anwendung greift einen MPEG-Container ab. Dessen Start wurde über 
eine RTSP-Sitzung befohlen. Die Daten werden über RTP sortiert und über UDP 
transportiert, über ein IP-basiertes Netzwerk, welches aus WLAN- und Ethernet-
Komponenten besteht und als Übertragungsmedium sowohl elektromagnetische Wel-
len als auch Kupferleitungen nutzt.“ 
3.2 Internet Protocol 
Das Internet Protocol (IP) ist tatsächlich Basis des heutigen „World Wide Webs“ Jeder 
Teilnehmer, (man spricht hier von Host) eines IP-basierten Netzwerks, üblicherweise 
ein Computer oder ein Router bekommt eine IP-Adresse zugewiesen. Diese Adresse 
ist 32 Bit lang (IPv4). Die IP-Adresse setzt sich zusammen aus Netzadresse und Host-
adresse. Die Unterteilung erfolgt durch die Netzmaske: 
 Netzmaske: 255.255.255.0 
 IP-Adresse: 192.168.10.11 
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Hierbei ist die Zahl 11 die Hostadresse im Netzwerk 192.168.10.0. Verschiedene Hosts 
im selben Netzwerk (z.B. 192.168.10.11 und 192.168.10.22) können direkt miteinander 
kommunizieren. Wenn ein Host in einem anderen Netzwerk erreicht werden soll (z.B. 
192.168.20.33), müssen die Nutzdaten geroutet werden. Für diese Kommunikation 


























Abbildung 7: Routing zwischen zwei Netzwerken 
Jeder Router ist über eine Gateway-Adresse in ein Netzwerk eingebunden. Soll ein 
Host außerhalb dieses Netzwerks erreicht werden, wird ein Datenpacket an den Router 
geschickt. Anhand von Routing-Tabellen ermittelt der Router die beste Route und 
schickt das Paket an den nächsten Router weiter. 
Da der Adressraum von IPv4, also rund 4,3 Milliarden IP-Adressen, so gut wie aufge-
braucht ist, findet zurzeit das Rollout des Nachfolgers IPv6 statt. Bei IPv6 wurde der 
Adressraum auf 2^128 Bits vergrößert, die IP-Adressen werden nun in hexadezimaler 
Schreibweise angegeben. An der grundsätzlichen Idee, Hosts und Router mit logi-
schen Adressen zu versorgen, um Daten paketorientiert über ein Netzwerk zu verschi-
cken, wird sich aber auch in Zukunft nichts ändern. 
3.3 Transportprotokolle 
Aufgabe von Transportprotokollen ist es, in einem Netzwerk eine Ende-zu-Ende Kom-
munikation zwischen Anwendungen zu ermöglichen. Hierzu werden IP-Pakete (mit 
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Empfänger- und Absenderadresse) um einen Quell- bzw. Zielport ergänzt und zu 
Segmenten zusammengefasst. Der Vorteil von Segmenten gegenüber konstanten Da-
tenströmen ist, dass mehrere Dienste gleichzeitig als Multiplex übertragen werden 
können. Die wichtigsten Transportprotokolle sind UDP und TCP. 
3.3.1 User Datagram Protocol 
Das User Datagram Protocol ist ein verbindungsloses Transportprotokoll. Eigentlich 
beinhaltet es nur minimale Erweiterungen zu IP, wie Quell- und Zielport, sowie einem 
Length-Feld und einer Checksumme. Eine Kontrolle der Daten findet nicht statt und 
Packetverluste werden hingenommen. Entsprechend obliegt es bei einer Kommunika-
tion über UDP den Schichten fünf bis sieben die eingegangenen Daten zu kontrollie-
ren, zu ordnen und ggf. neu anzufordern. UDP arbeitet in Echtzeit und ist daher für 
zeitkritische Anwendungen wie VoIP oder auch Videostreaming sehr interessant. 
3.3.2 Transmission Control Protocol 
Das Transmission Control Protocol ist ein verbindungsorientiertes Transportprotokoll. 
Bei einer Kommunikation über TCP können eigentlich keine Daten verloren gehen. Im 
Gegensatz zu UDP nämlich werden die verschickten Segmente vom Empfänger quit-
tiert (Acknowledge). Bleibt eine Quittierung aus gilt das Segment als verloren und wird 
erneut versendet. Zudem erhalten die Pakete eine Sequenznummer. Am Empfänger 
werden die Daten gepuffert, um anhand der Sequenznummern richtig sortiert werden 
zu können. Dadurch können jedoch nicht so hohe Datenraten erzielt werden wie bei 
UDP. Die Datenrate einer TCP-Verbindung wird im Wesentlichen bestimmt durch die 
Fenstergröße: Jedes Segment muss in einem bestimmten Zeitfenster übertragen wer-
den. Bei fehlerfreier Übertragung eines Segments wird die Fenstergröße langsam addi-
tiv erhöht. So können mehrere Segmente in einem Zeitfenster übertragen und 
zusammen durch eine Quittung bestätigt werden. Die Datenrate einer TCP Verbindung 
steigt solange langsam an bis Paketverluste gemeldet werden. Das veranlasst den 
Netzwerktreiber der Quelladresse die Datenrate rapide zu reduzieren, um sie dann 
wieder langsam zu erhöhen.  
3.4 Streamingprotokolle 
Aufgabe von Streamingprotokollen ist es, eine Echtzeitübertragung von Video- und 
Audiodaten über IP-basierte Netze zu ermöglichen. Es gibt zahlreiche Anwendungsbe-
reiche, wie IP-Telefonie, Webcast und Videokonferenzsysteme. Streamingprotokolle 
sind im OSI-Modell über den Transportprotokollen angesiedelt. 
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3.4.1 Real-Time Transport Protocol 
Ein weit verbreitetes Protokoll ist das Real-Time Transport Protocol, das auf UDP ba-
siert. RTP ergänzt die UDP-Datagramme um Sequenznummern, Zeitmarken und ein-
deutige Identifikationsnummern. So können die Daten verbindungsorientiert verschickt 
werden. Anhand der Sequenznummern erkennt RTP ob Verluste aufgetreten sind, au-
ßerdem können anhand der Zeitmarken Audio- und Videodaten synchronisiert werden. 
Zudem enthält RTP Informationen über den Payload-Type, also zum Beispiel den ver-
wendeten Codec für Audio und Video. 
3.4.2 Real-Time Streaming Protocol 
Das Real-Time Streaming-Protocol dient zur Steuerung von Streaming-Sessions und 
ähnelt damit in seiner Funktion HTTP: Bei HTTP können Webinhalte mit den Befehlen 
GET und POST angefordert oder abgeschickt werden: Bei RTSP können Medienströ-
me über Befehle wie Play, Pause, Record oder Teardown kontrolliert werden. Diese 
Befehle können zudem in Web-Player integriert werden. Damit wird RTSP quasi zur 
Internet-Fernsteuerung. Allerdings ist RTSP nicht kompatibel zu Adobe Flash. Die 
Adressierung einer RTSP Sitzung erfolgt über eine URL, ähnlich HTTP, zum Beispiel: 
 rtsp://server_ip:port/app_name/stream_name 
 rtsp://192.168.10.88:1935/live/handover 
3.4.3 Real-Time Messaging Protocol 
Das Real-Time Messaging Protocol ist ein proprietäres Protokoll von Adobe Systems, 
dass auf TCP basiert und damit größere Latenzen aufweist als RTP. Es wurde 2009 
von Adobe offengelegt. RTMP dient als Protokoll für die Übertragung von Daten zwi-
schen Adobe Flash Plattformen, typischerweise einem Flash-Encoder, einem Flash 
Streaming-Server und einem Flash-Player. Die beiden Komponenten Flash Encoder 
und Flash Player sind kostenlos erhältlich, der Flashplayer ist zudem als Plug-In auf 
den meisten Web-Browsern installiert. Dadurch bietet sich RTMP besonders für 
Webcast-Anwendungen an. Flash Streaming-Server sind für die Vervielfältigung der 
RTMP-Streams zuständig. So können mit Flash mehrere tausend User gleichzeitig 
erreicht werden. 
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4 Theorieteil – WLAN 
4.1 Grundlagen 
Wireless Local Area Network ist ein Standard, der dazu dient, Computer drahtlos mit-
einander zu vernetzen. WLAN wurde 1997 als Standard 802.11 von dem IEEE verab-
schiedet.22 In den vergangenen 15 Jahren wurde der WLAN-Standard ständig der Zeit 
bzw. der Rechenleistung von Computern angepasst: Die gängigsten Neuerungen wa-
ren die Anpassung der Datenrate und die Standardisierung von Sicherheitsmechanis-
men. Dadurch nimmt die Verbreitung von WLAN ständig zu, mittlerweile ist WLAN 
fester Bestandteil des Lebens und der Arbeit, egal ob zuhause, im Büro oder unter-
wegs. Typische Anwendungen sind der kabellose Internetzugang oder die schnurlose 
VoIP-Telefonie im Unternehmen. In den letzten drei Jahren hat sich WLAN so rasant 
entwickelt, dass es inzwischen hoch spezialisierte Anwendungen gibt, wie die kabello-
se Vernetzung von Sensoren in der Industrie. Daher ist es naheliegend, WLAN auch 
für IP-basiertes Videostreaming in Betracht zu ziehen. Hier werden aber besonders 
hohe Anforderungen an das WLAN gestellt: Das sind hohe Bandbreiten für die Über-
tragung von hochauflösendem Fernsehen in Kombination mit kurzer Latenz für Live-
Übertragung und unterbrechungsfreiem bzw. sicherem Handover für hohe Mobilität. In 
dieser Kombination liegt die ganze Problematik: Bisher gibt es nämlich wenig Anwen-
dungen, welche auf diese Kombination angewiesen sind: Beispielsweise werden für 
den Internetzugang zuhause für die Übertragung von Multimediainhalten hohe Anfor-
derungen an die Bandbreite gestellt, auf Mobilität und Latenz wird hier jedoch kaum 
Wert gelegt. Andersherum ist man bei VoIP-Telefonie auf kurze Latenz, unterbre-
chungsfreien Handover und gleichzeitig sichere Verbindungen angewiesen, für Audio-
signale reichen jedoch wenige Kilobytes an Übertragungsrate aus. 
4.2 Überblick über die wichtigsten Standards 
Die Erweiterungen innerhalb des 802.11 WLAN-Standards werden mit einem Klein-
buchstaben deklariert. 
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Jahr Bezeichnung Bemerkung Beschreibung 
1997 802.11 Basisstandard Übertragungsraten 
von bis zu 2 MBit/s 
auf 2.4 GHz 
1999 802.11a Erweiterung: Keine 
Kompatibilität zu b 
Übertragungsraten 
von bis zu 54 MBit/s 
auf 5 GHz 
1999 802.11b Erweiterung: Keine 
Kompatibilität zu a 
Übertragungsraten 
von bis zu 11 MBit/s 
auf 2.4 GHz 
2003 802.11f Erweiterung IAPP für standardisier-
te Kommunikation 
im DS 
2003 802.11g Erweiterung von b Übertragungsraten 
von bis zu 54 MBit/s 
auf 2.4 GHz 
2003 802.11h Erweiterung von a Einführung von TPC 
und DFS für die opti-
male Nutzung des 
5 GHz Bandes 
2004 802.11i Erweiterung von a,b,g Überarbeitung der 
Sicherheitsfeatures 
2005 802.11e Erweiterung von g,a, QoS für zeitkritische 
Anwendungen (VoIP) 




2008 802.11s Erweiterung Standardisiertes Rou-
tingprotokoll für Mesh 
2009 802.11n Erweiterung von g,a Übertragungsraten 
von bis zu 600 MBit/s 
auf 2.4 GHz und 5 GHz 
Tabelle 2: Zeitstrahl Entwicklungen von WLAN, Bruttodatenraten
23
 
4.3 Technische Spezifikationen 
Mit „Wireless Local Area Network“ ist schon sehr viel über die Eigenschaften dieses 
Netzes gesagt: Denn WLAN genauso wie LAN dient im Wesentlichen dazu, IP-Packete 
zu verschicken. Der Data Link Layer wurde größtenteils vom LAN-Standard übernom-
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men und um Managementoperationen ergänzt.24 Wichtige Managementoperationen 
sind die Quittierung von Frames25 und die Authentifizierung der Teilnehmer. Auf Au-
thentifizierung wird in Kapitel 4.4 genauer eingegangen. Größter Unterschied zu LAN 
ist das Übertragungsmedium: Statt Kupferleitungen werden hier elektromagnetische 
Wellen benutzt. Jede elektromagnetische Welle hat eine bestimmte Frequenz. Bei 
Überlagerung von zwei gleichen Wellen kommt es zu Störungen. 
4.3.1 Rechtliche Aspekte 
Daher werden Frequenzen in Deutschland streng von der Bundesnetzagentur über-
wacht. Für die Nutzung von WLAN stehen in Deutschland das 2.4 GHz Band (ISM) mit 
den Kanälen 1-13 sowie das 5 GHz Band mit den Kanälen 36,40,44,48,52,56,60,64 
und 100,104,108,112,116,120,124,128,132,136,140 zur Verfügung. Auch die Sende-
leistungen sind fest vorgeschrieben: So darf WLAN auf 2.4 GHz mit maximal 100 mW 
betrieben werden, bei 5 GHz sind 200mW erlaubt. Zudem darf im Outdoorbereich auf 
den hohen Kanälen ab Kanal 100 mit 1 W gesendet werden26, allerdings nur mit Akti-
vierung von TPC und DFS.27 
4.3.2 WLAN Infrastruktur: 
Adhoc (Independant BSS) 
Möchte man zwei Geräte über WLAN direkt miteinander vernetzen, sollte der Adhoc-
Modus gewählt werden. Der Adhoc-Modus ist quasi Kabelersatz. Geräte, die über Ad-
hoc miteinander verbunden sind, sind vollkommen gleichberechtigt. Notwendig für den 
Adhoc-Betrieb sind die Einstellung derselben SSID und Verschlüsselung, sowie des-
selben Kanals an allen Geräten. Zudem müssen die IP-Adressen festgelegt werden. 
Die Adhoc-Konfiguration ist für die direkte Verbindung von zwei oder mehr Laptops 
nicht sehr attraktiv, da hier sämtliche Parameter für WLAN manuell konfiguriert werden 
müssen. Eine deutlich größere Rolle kommt dem Adhoc-Modus beim Mesh (Kapitel 
4.8) zu. 
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Die Bereitstellung eines drahtlosen Internetzugangs funktioniert nicht allein über Funk. 
Hierfür ist WLAN-Infrastruktur notwendig. Zum Aufbau einer solchen WLAN Infrastruk-
tur gehören ein Accesspoint (AP) und mindestens ein Client, zum Beispiel ein Laptop. 
Der AP fungiert dabei als Schnittstelle zum drahtgebundenen Netzwerk: Will also ein 
Client zum Beispiel eine Breitband-DSL-Leitung nutzen, verbindet er sich über Funk 
mit dem AP. Dieser leitet den IP-Traffic vom Client über Kabel in das Distribution Sys-
tem (eine Art Ethernet-gebundener Backbone) weiter. Von dort aus kann dann der IP-
Traffic ins Internet geroutet werden. Ein Netzwerk, das aus mehreren Clients und ge-
nau einem AP besteht wird Basic Service Set (BSS) genannt. 
4.3.3 Einschub: SSID und Frequenzen 
Damit der AP von den Clients erkannt wird strahlt er wie ein Leuchtturm in bestimmten 
Abständen die Service Set ID (SSID) aus. Da die SSID von allen Clients im Sendebe-
reich des APs erkannt werden soll, strahlt er diese als Broadcast (Point to Multipoint) 
ab. Der normale Verkehr funktioniert dagegen über Unicast (Point to Point). Die Kom-
munikation im WLAN funktioniert nicht allein über eine Welle mit einer Frequenz. Viel-
mehr wird ein Frequenzbereich mit einer bestimmten Bandbreite und einer 
Mittenfrequenz benutzt. Bei WLAN spricht man hierbei von Kanälen. Mit dem Begriff 
„Frequenz“ ist also stets die Mittenfrequenz gemeint. Die Bandbreite eines Kanals ist 
25 MHz, allerdings stehen im ISM-Band 13 Kanäle mit einer Bandbreite von nur 5 MHz 
zur Verfügung. Für einen reibungslosen WLAN-Betrieb dürften also nur die Kanäle 1,6 
und 11 genutzt werden. Das ist in der Praxis jedoch kaum machbar, da das 2.4 GHz 
Band sehr stark ausgelastet ist. Auf dem 5 GHz Band ist die Situation dagegen deutlich 
entspannter, da sich keine Kanäle überlappen. 
 
Abbildung 8: Screenshot InSSIDer: WLAN Auslastung 2.4 GHz bei CodeOne am 19.10.2012 
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Abbildung 8 zeigt die WLAN Auslastung auf dem 2.4 GHz Band am CodeOne Arbeits-
platz: Es konnten sieben verschiedene SSIDs ermittelt werden, welche sich gegensei-
tig teilweise sehr stark überlappen. 
ESS und Handover 
Um die Reichweite eines WLANs zu vergrößern, können mehrere BSS zusammenge-
schaltet werden. Hierzu werden die APs über das Distribution System (DS) miteinander 
verbunden. Bei einem WLAN mit mehreren APs spricht man von einem Extended Ser-
vice Set (ESS). Wichtig bei einem ESS ist, dass alle APs dieselbe SSID ausstrahlen. 
Damit es nicht zu Störungen kommt, müssen die APs auf unterschiedlichen Frequen-
zen senden. Damit ein ESS reibungslos funktioniert, ist es unbedingt empfehlenswert, 
die Kanäle 1,6 und 11 zu verwenden. Für einen Client, der zwischen den APs wech-
seln möchte, bedeutet das, dass er seine Empfangsfrequenz vom alten AP auf den 
neuen AP umstellen muss. Das ist der erste, sozusagen physikalische Teil des 
Handovers. 
4.4 Sicherheit allgemein 
Die Unterscheidung zwischen BSS und ESS geht meistens einher mit der Unterschei-
dung zwischen den beiden Anwendungsbereichen Home und Business. Bei Home-
Anwendungen wird WLAN meistens dazu gebraucht, um eine kabellose Internetver-
bindung bereitzustellen. Der AP ist daher meistens Bauteil eines IP-Routers, der die 
Datenpakete ins Internet weiterleitet. Der Bedarf nach mehreren Funkzellen ist prak-
tisch nicht vorhanden. Bei Home-Anwendungen gibt es vor allem den Bedarf nach ho-
hen Datenraten, beispielsweise für Videostreaming. Die Sicherheitsanforderungen sind 
dagegen geringer. 
In einem Unternehmen dagegen wird WLAN meist von mehreren APs bereitgestellt um 
die Gesamtreichweite des drahtlosen Netzwerkes zu erhöhen. Unternehmen sind im 
Gegensatz zu Home-Anwendern essentiell auf hohe Sicherheit angewiesen. Diese 
Sicherheitsmechanismen machen vor allem die Anmeldung des Clients am AP sehr 
langwierig. Gerade für VoIP-Telefonie wird jedoch ein schneller Übergang von einem 
AP zum nächsten AP gefordert. Das ist der zweite sozusagen Management-Teil des 
Handovers. Um schnellen Handover zu ermöglichen, werden also Managementopera-
tionen gebraucht, die einerseits hohe Sicherheitsanforderungen erfüllen, diese aber in 
kürzester Zeit abarbeiten. Daher sollen im Folgenden die gängigen Sicherheitsfeatures 
dargelegt und anschließend verschiedene Möglichkeiten für schnellen Handover disku-
tiert werden. 




Ein offenes, unverschlüsseltes Netzwerk kann jedes WLAN-fähige Endgerät nutzen. 
Das ist für sogenannte Hotspots interessant: An Bahnhöfen, Flughäfen o.Ä. sind diese 
offenen Netze oft vertreten, hier wird davon ausgegangen, dass die Nutzer dieser Net-
ze ständig wechseln. Allerdings muss dem Nutzer klar sein, dass sämtlicher Datenver-
kehr zwischen Endgerät und AP mitgeschnitten werden kann. Hier liegt es in der 
Verantwortung des Nutzers, sich durch speziellen Maßnahmen wie zum Beispiel einem 
VPN-Tunnel zu schützen.28 Für WLANs in Privathaushalten und in Unternehmen kom-
men diese unverschlüsselten Netzwerke nicht in Frage. Während Privatanwender vor 
allem daran interessiert sind, dass ihr Netzwerk nicht von fremden Personen genutzt 
wird und ihnen Ärger mit dem Provider erspart bleibt, sind Unternehmen vor allem da-
ran interessiert, dass ihre sensiblen Daten nicht mitgeschnitten werden können.29 Ent-
sprechend die Sicherheitsanforderungen um ein Vielfaches höher als bei 
Privatanwendern, was sich auch in den Sicherheitsstandards niederschlägt. 
4.4.2 WEP 
Eine überholte, aber dennoch oft anzutreffende Art der Verschlüsselung ist Wired 
Equivalent Privacy (WEP). WEP ist Teil des 802.11g, b und a Standards und verwen-
det für die Verschlüsselung einen Stream Ciphering-Algorithmus. Die Originaldaten 
werden mithilfe einer Cipherfrequenz verschlüsselt, welche aus einem Initial Vector (IV) 
und einem Key berechnet wird. Während sich der IV für jedes Frame ändert, wird der 
Key manuell festgelegt und gilt für alle Nutzer des Netzwerkes.30 Zudem wird der IV, 
wie alle anderen Management- und Steuersignale bei WEP unverschlüsselt übertra-
gen, nur die Nutzdaten und die Checksumme werden verschlüsselt.31 Es gibt inzwi-
schen zahlreiche Programme, die mit Hilfe des im Klartext übertragenen IV den 
Schlüssel nach etwa 5-6 Millionen übertragenen Datenpaketen berechnen können.32 
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Um die Schwachstellen von WEP zu beheben, wurde von der IEEE der 802.11i Stan-
dard entwickelt und im Juni 2004 verabschiedet. 802.11i sieht sowohl Maßnahmen für 
die Verschlüsselung als auch für die Authentifizierung vor. Dabei sollte die Kompatibili-
tät zu älteren WLAN-Geräten gewahrt werden. Aus diesem Grund wurde das optionale 
Verschlüsselungsverfahren Temporary Key Integrity Protocol (TKIP) eingeführt, dass 
sich über Treiber- bzw. Firmware-Aktualisierung auf älteren Geräten implementieren 
lässt. Das endgültige Verschlüsselungsverfahren basiert auf dem Advanced Encryption 
Standard (AES). 
Das erweiterte Authentifizierungsverfahren, das in 802.11i Anwendung findet, wird als 
Authentication and Key Management (AKM) bezeichnet. AKM basiert entweder auf 
Pre-Shared Key (PSK) oder auf dem 802.1X Standard mit EAP. Während PSK gut bei 
kleinen WLANs funktioniert, sollte 802.1X nur für größere Netzwerke verwendet wer-
den, da es einen Authentifizierungsserver voraussetzt.33 
Die Sicherheitsdefizite bei WEP veranlassten die Netzwerkindustrie, sprich die Wi-Fi 
Alliance, bereits im Jahr 2003 einen eigenen Standard zu definieren. Dieser Standard 
wird Wi-Fi Protected Access (WPA) genannt und basiert auf dem Stand der 802.11i 
Erweiterung von 2003 mit TKIP als Verschlüsselungsverfahren. Unterschieden wird in 
WPA Personal und WPA Enterprise, bei WPA Personal geschieht die Authentifizierung 
mit PSK, bei WPA Enterprise mit 802.1X. 
Im September 2004 wurde mit WPA2 dem aktuellen 802.11i Rechnung getragen: Für 
die Verschlüsselung wurde AES vorgeschrieben. Damit entspricht WPA2 in allen Si-
cherheitsmechanismen 802.11i. Abstriche wurden allerdings bei der Unterstützung von 
schnellem Roaming gemacht: Auch diese müssen laut 802.11i Standard unterstützt 
werden, wurden aber bei WPA2 nicht übernommen.34 Stattdessen greifen die Herstel-
ler auf proprietäre Maßnahmen zurück, so wird schnelles Roaming oft nur dann mög-
lich, wenn AP und Client im ESS vom selben Hersteller stammen.35 
Lösungsansätze für schnellen Handover setzen ein schnelles AKM voraus. Daher lohnt 
es sich, sich mit den Methoden PSK und 802.1X bzw. EAP genauer zu beschäftigen. 
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4.5 Authentifizierung und Schlüsselmanagement 
(AKM) 

















Abbildung 9: WPA-PSK-Authentifizierung und Schlüsselaustausch
36
 
Beim PSK-Verfahren wird unabhängig von der eigentlichen Authentifizierung im End-
gerät und im AP die gleiche Passphrase (Pre-Shared Key) hinterlegt, mit deren Hilfe 
die eigentlichen Schlüssel generiert werden: Für den Verbindungsaufbau sendet der 
AP eine Zufallszahl an das Endgerät. Daraufhin generiert das Endgerät aus der Zu-
fallszahl und dem Pre-Shared Key eine Antwort und schickt diese mit einer weiteren 
Zufallszahl zurück an den AP. Der AP vergleicht die Antwort mit der zuvor selber aus 
dem Pre-Shared Key berechneten Antwort. Wenn bei Endgerät und AP die gleiche 
Passphrase verwendet wird, stimmen beide Antworten überein. Nach erfolgreicher 
Prüfung ist das Endgerät authentifiziert, der AP sendet ihm nun den Pairwise Master 
Key (PMK) zu, welcher wieder mit dem PSK verschlüsselt wird. Nach der Entschlüsse-
lung quittiert das Endgerät den Erhalt des PMKs. Daraufhin beginnt die Verschlüsse-
lung der Daten in beide Richtungen. Als letztes teilt der AP dem Endgerät den 
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Schlüssel für die Broadcast-Frames mit GTK. Diese Nachricht ist bereits verschlüs-
selt.3738 
4.5.2 802.1X  
802.1X ist ein Authentifizierungsstandard, der als „Port based Network Access Control“ 
bezeichnet wird und ursprünglich für drahtgebundene Netze entwickelt wurde. Schwä-
chen im Hinblick auf WLAN wurden jedoch im Jahr 2004 behoben. Das 802.1X Verfah-
ren stützt sich auf drei Instanzen, dem Supplicant (Client), dem Authenticator (AP) und 
dem Authentifizierungsserver. Die sog. Ports sind logische Zugangspunkte ins Netz-
werk. In 802.1X wird zwischen unkontrollierten und kontrollierten Ports unterschieden. 
Die Idee dahinter ist, dass die Authentifizierung des Clients und eventuell die Nutzung 
grundlegender Dienste wie DHCP39 über den unkontrollierten Port erfolgen. Erst nach 
erfolgreicher Authentifizierung, das heißt nach der Übermittlung des Schlüssels durch 
den Authentifizierungsserver, erlaubt der Authenticator dem Client auf den kontrollier-











Abbildung 10: Die Verwendung von 802.1X in 802.11i
41
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Als Authentifizierungsserver kommen RADIUS-Server zum Einsatz, sind entweder im 
WLAN Controller integriert oder Teil der LAN-Netzwerkstruktur. RADIUS-Server über-
nehmen in Netzwerken die Aufgaben Authentifizierung, Autorisierung und Abrechnung. 
Der Authenticator dient als Vermittler zwischen Supplicant und Authentifizierungsserver 
als sog. EAP-Proxy. Als Verständigung dieser drei Instanzen dient EAP. 
4.5.3 EAP Überblick: 
„Das Extensible Authentication Protocol beschreibt in einem einfachen Request-
Response-Verfahren den Austausch von Authentifizieungsdaten vom Benutzer zum 
Authentifizierungsserver und dessen Antwort.“42 Der Authentifizierungsvorgang wird 
vom Client (Supplicant, zu Deutsch Bittsteller) eingeleitet. Dieser greift auf den Port 
des Authenticators zu und sendet ein EAP-Start-Frame aus. Der Authenticator fordert 
den Supplicant daraufhin auf, sich zu identifizieren (siehe Abbildung 11).  
 
Abbildung 11 Screenshot HSMW-Eduroam: Anmelde-Aufforderung
43
 
Nach dem Empfang der Daten schickt der Authenticator die Daten weiter an den Au-
thentifizierungsserver. Dieser vergleicht die Daten mit einer Datenbank und entschei-
det. Daraufhin weist er den Authenticator entweder an, nach einem Fehlschlag der 
Authentifizierung den kontrollierten Port nicht zu aktivieren. Der Client verbleibt somit 
auf dem unkontrollierten Port, an der Hochschule Mittweida wird der Nutzer erneut auf-
gefordert, Benutzername und Passwort einzugeben. Nach erfolgreicher Authentifizie-
rung sendet der Authentifizierungsserver die Meldung „RADIUS/EAP Success“ und an 
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den Authenticator und das Schlüsselmaterial an den Supplicant. Der Authenticator 
schaltet daraufhin den kontrollierten Port für den Client frei.44 
4.6 802.11i-Implementierungen für schnelles Roaming 
Wie gezeigt wurde, sind bei Authentifizierung und Schlüsselmanagement bei 802.11i 
viele Schritte zwischen den drei Instanzen Supplicant, Authenticator und Authentifizie-
rungsserver notwendig, bis der PMK erzeugt wurde. Der 802.1X Authentifizierungspro-
zess benötigt, bis der PMK erzeugt ist, ca. 700ms45, was zu erheblichen Störungen bei 
Echtzeitanwendungen führt. Der Zustand, der zu diesem Zeitpunkt erreicht wurde wird 
Pairwise Master Key Security Association (PMKSA) genannt. Danach erfolgt die Gene-
rierung von PTK und GTK sehr schnell, daher können die dafür notwendigen Hand-
shakes bei zeitkritischer Betrachtung vernachlässigt werden.46 
PMKSA-Caching 
Die Idee hinter PMKSA-Cashing ist, den Zustand PMKSA im AP zu speichern. Dafür 
muss der Client sich aber notwendigerweise schon einmal beim AP authentifiziert ha-
ben, bzw. die komplette 802.11i-Authentifizierung durchlaufen haben. Statt eine kom-
plette 802.1X Authentifizierung abzuarbeiten, authentifizieren sich Client und AP mit 
dem zwischengespeicherten PMKSA. „Für jede aufgebaute PMKSA zwischen Client 
und Authentifizierer wird eine eindeutige Identifikation, der Pairwise Master Key Identi-
fier (PMKID), erzeugt“47. Diese PMKID wird bei der Assoziierung zwischen Client und 
AP ausgetauscht. Anhand dessen prüft der AP ob der entsprechende PMKSA zwi-
schengespeichert ist. Wenn das der Fall ist, müssen daraufhin nur noch PTK und GTK 
neu generiert werden.48 
Pre-Authentication 
Hauptaugenmerk bei dem Pre-Authentication Verfahren ist, dass der Client selber nach 
anderen AP’s in Reichweite sucht, noch bevor die Verbindung zum aktuellen AP kri-
tisch wird bzw. abbricht. Dazu muss der Client einen Scan durchführen, was entspre-
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chend Bandbreite benötigt. Hat der Client einen neuen bevorzugten AP gefunden, führt 
er eine Authentifizierung mit dem neuen AP durch, noch während er mit dem alten AP 
verbunden ist. Dazu teilt er dem alten AP den Wechsel mit. Dieser leitet dann sämtli-
che Daten, die zur 802.1X Authentifizierung notwendig sind über das DS an den neuen 
AP weiter. Zudem leitet er auch noch eventuell zwischengespeicherte Daten an den 
neuen AP weiter. Sobald die Authentifizierung abgeschlossen ist, kann der Client direkt 
einen 4-Wege-Handshake mit dem neuen AP durchführen.49 
Die drahtgebundene Kommunikation zwischen den APs war lange nicht standardisiert. 
Stattdessen hat die Netzwerkindustrie auf proprietäre Protokolle zurückgegriffen, um 
die Kommunikation zu ermöglichen. Erst im Jahr 2003 wurde der 802.11f Standard 
veröffentlicht, welcher das Inter Access Point Protocol (IAPP) für die Kommunikation 
von verschiedenen APs im selben DS vorsieht.50 
4.7 Zusammenfassung 802.11i  
Größtes Problem bei der Bewertung der Roaming-Mechanismen von 802.11i ist die 
Tatsache, dass 802.11i von den wenigsten Endgeräten vollständig unterstützt wird. 
WLAN Adapter sind häufig nur auf WPA2 Personal ausgelegt. Das heißt, sie unterstüt-
zen zwar PSK, aber nicht die Roaming-Mechanismen von 802.11i. Das bedeutet, dass 
jeder Client selbstständig entscheidet, wann er wechseln möchte. Die Regeln, an die er 
sich dabei zu halten hat, werden von jedem WLAN-Chip-Hersteller proprietär festgelegt 
und greifen je nach Hersteller unterschiedlich gut: Somit kann  es sein, dass ein 
WLAN-Chip von Broadcom oder Intel ein besseres Handoververhalten aufweist als 
WLAN-Chip von Atheros oder Ralink. Um einen zuverlässigen Handover zu erzielen, 
muss deshalb die richtige Kombination aus WLAN-Infrastruktur-Komponenten und Cli-
ents gefunden werden. 
4.8 Von Adhoc zum Mesh 
WLAN-Accesspoints und -Router sind im Grunde genommen abgespeckte, kleine 
Computer. Wie eingangs erwähnt können Computer, die über Funkmodule verfügen, 
direkt drahtlos über den Adhoc-Modus miteinander verbunden werden. Diese Konfigu-
ration lässt sich nun auch auf Accesspoints übertragen: So kann zwischen mehreren 
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Accesspoints ein drahtloses DS für die direkte Kommunikation untereinander aufge-
baut werden. Dieses drahtlose DS wird Mesh genannt. 
Als Sicherheitsmechanismus kann eine CCMP-Verschlüsselung über ein gemeinsa-
mes Passwort verwendet werden. Diese Methode wird WPA-NONE genannt. Sicherer 
ist IBSS/RSN, diese Methode ähnelt PSK: Es werden paarweise Sitzungen aufgebaut, 
die Station mit der niedrigeren MAC-Adresse übernimmt die Rolle des Supplicant und 
die Station mit der höheren die Rolle des Authenticators.51 
In der Theorie52 bestehen Meshed Networks aus mehreren Knoten, die sich redundant 
miteinander verbinden. Es gibt drei Komponenten, Mesh-Accesspoints (MAPs), Mesh-
Points (MPs) und und Mesh-Portals (MPPs): Mesh-Accesspoints besitzen zwei Funk-
module: Auf einem stellen sie das WLAN für die Clients bereit, auf dem anderen läuft 
das Mesh. Mesh-Points mit nur einem Funkmodul sind nur dazu da, die Reichweite des 
Netzwerks zu erhöhen. Mesh-Portals besitzen ein Funkmodul und eine Netzwerk-
schnittstelle: Sie sind dazu da, die Daten aus dem Mesh ins LAN zu übertragen. Diese 
drei Funktionen werden heutzutage in ein Gerät integriert: Die untersuchten Mesh-
Router besaßen allesamt zwei WLAN-Schnittstellen und eine LAN-Schnittstelle. Somit 
kann ein Gerät entweder für eine Funktion konfiguriert werden oder alle Funktionen 
gleichzeitig erfüllen. (siehe Abbildung 12) 
Die Anforderungen an das Mesh sind folgende: 
 Es soll sich eigenständig aufbauen und verwalten können. 
 Für die WLAN-Übertragung sollte die günstigste Verbindungsstrecke gewählt 
werden. Hierbei spielen die Bandbreite, die Anzahl der Hops (Anzahl der Zwi-
schenstationen), die Latenz und die Anzahl von Übertragungsfehlern eine 
Rolle. 
 Das Mesh soll selbstheilend und redundant sein: Beim Ausfall eines Knotens 
sollen die Nutzdaten über eine andere Route umgeleitet werden. 
 Das Routing soll auf der MAC-Ebene (Layer 2) erfolgen.53 
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Routingprotokolle, die diese Anforderungen erfüllen, funktionieren ähnlich wie das Kin-
derspiel „Stille Post“: Durch das Verschicken von Testpaketen wird die Qualität einer 
Route ermittelt. Für die Datenübertragung wird die Route gewählt, bei der am wenigs-
ten Fehler zu erwarten sind. Die Funktionsweise des Routingprotokolls BATMAN wird 
im Kapitel 5.1.4 beschrieben. 
Großer Nachteil eines Mesh-Netzwerks ist die starke Begrenzung der Datenrate: So-
lange Zwei Mesh-Teilnehmer direkt miteinander kommunizieren kann die maximal 
mögliche Datenrate der Funkverbindung genutzt werden. Sobald ein Mesh-Teilnehmer 
allerdings mit zwei Teilnehmern auf dem gleichen Funkmodul kommuniziert muss die 
Datenrate pro Verbindung halbiert werden. Dieser Umstand kann vermieden werden, 






Abbildung 12: Bei jedem Hop halbiert sich die Datenrate 
Der große Vorteil einer WLAN-Lösung, die vollständig auf Mesh basiert ist, dass alle 
Teilnehmer gleichberechtigt sind. Das bedeutet: 
 Ein Mesh-Klient wird vollständig in die Mesh-Verwaltung eingebunden 
 Sobald sich das Mesh selbständig aufgebaut hat, findet kein Authentifizierungs- 
und Schlüsselmanagement mehr statt, auch bei Umschaltung der Routen 
Dadurch ist ein enormer Zeitvorteil gegenüber einem klassischem ESS zu erwarten. 
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5 Hauptteil - Arbeitsumgebung 
5.1 WLAN Infrastruktur bei CodeOne 
5.1.1 CodeOne WLAN ESS 
Damit bei CodeOne drahtlos gearbeitet werden kann, gibt es ein ESS, dass aus drei 
Aruba IAP 105 besteht. Zwei der drei AP sind in der ersten Etage untergebracht, der 
dritte steht im Erdgeschoss. Somit kann eine Durchdringung des ganzen Gebäudes bis 
in den Keller erreicht werden. Die IAPs arbeiten auf 2.4 GHz und auf 5 GHz. Die Mesh-
Funktion ist deaktiviert, stattdessen sind die APs über Ethernet an das Firmennetzwerk 
angeschlossen und können darüber miteinander kommunizieren. Die IAPs verwalten 
selbstständig die Kanäle und die Sendeleistung. 
5.1.2 Controllerbasiertes WLAN von Aruba 
Um ein großes drahtloses Firmennetzwerk verwalten zu können, reicht Consumer-
Technik nicht mehr aus. Stattdessen werden sämtliche Accesspoints zentral gesteuert. 
Dafür kommen sog. WLAN-Controller zum Einsatz. Mittels Controller können umfas-
sende Konfigurationen vorgenommen werden. Der Aruba 650 Mobility Controller bein-
haltet beispielsweise neben dem obligatorischen WLAN Controller eine Firewall, einen 
8-Port Ethernet-Switch, einen File- und Printserver und kann VPN Dienste bereitstel-
len.54 Zudem können im WLAN VLANs und Nutzergruppen verwaltet werden und die 
Authentifizierung kann über einen RADIUS-Server erfolgen. Sämtliche Einstellungen 
können in Gruppenprofilen gespeichert werden. Ein neu angeschlossener AP muss 
also nur noch einer Gruppe zugeordnet werden und erhält alle Eigenschaften des ent-
sprechenden Profils. Mittels Controller können theoretisch unendlich große WLAN Net-
ze realisiert werden. Zudem stehen Analyse-Werkzeuge zur Verfügung, um den 
Netzwerk-Traffic zu überwachen. Für CodeOne bietet eine controllerbasierte WLAN-
Lösung den komfortablen Vorteil, dass APs im Vorhinein konfiguriert werden können. 
Soll bei einer Veranstaltung WLAN bereitgestellt werden, müssen die APs also nur 
noch angeschlossen werden. 
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Abbildung 13: Aruba 650 Mobility Controller 
Die Aruba-WLAN-Lösungen passen sich dynamisch an die Auslastung auf den beiden 
Frequenzbändern 2.4 GHz und 5 GHz an: Über die WLAN-Module der Accesspoints 
kann die Auslastung auf den Frequenzbändern gemessen werden. Die Messergebnis-
se werden von dem sogenannten „Adaptive Radio Management“ (ARM) ausgewertet, 
bei Bedarf werden automatisch Änderungen in der WLAN Konfiguration vorgenommen. 
So können Kanäle und Sendeleistung angepasst werden. Wenn ein WLAN auf beiden 
Frequenzbändern 2.4 und 5 GHz arbeitet, können zudem die Clients dynamisch verteilt 
werden: Unterstützt ein WLAN-USB-Stick zum Beispiel 2.4 GHz und 5 GHz, kann er 
vom ARM auf das 5 GHz-Band gezwungen werden, damit auf dem ohnehin sehr vollen 
2.4 GHz-Band nur die Clients verbleiben, die kein 5 GHz unterstützen. 
5.1.3 Aruba IAPs 
Da der Konfigurationsaufwand für controllerbasierte WLAN-Lösungen relativ groß ist, 
drängen immer mehr „Instant Accesspoints“ auf den Markt, welche sich weitestgehend 
selbst erkennen und verwalten können. Für Tests standen IAPs der Serie 105 zur Ver-
fügung. Diese sind im Gegensatz zur controllerbasierten Lösung stark abgerüstet, bie-
ten jedoch die Möglichkeit ein Mesh aufzubauen. Der Aufbau der Selbstverwaltung 
erfolgt bei den IAPs IP-basiert, entweder mit Hilfe eines DHCP-Servers oder manuell 
konfigurierter IP-Adressen. 
 
Abbildung 14: Aruba IAP 105 
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Für den Aufbau eines ESS wird ein IAP an einen DHCP Server angeschlossen und 
erhält eine IP-Adresse. Daraufhin übernimmt dieser AP die Controllerfunktion im 
WLAN: Über die zugewiesene IP-Adresse ist ein „Virtual Controller“ erreichbar, über 
den das WLAN konfiguriert werden kann. Jeder weitere angeschlossene IAP erkennt 
daraufhin den Controller-IAP als „Master“ an und wird zum „Slave“. Seine MAC-
Adresse und die zugewiesene IP-Adresse werden im Virtual Controller aufgeführt. 
Auch die IAP 105 unterstützen ARM. 
5.1.4 Airberry 
 
Abbildung 15: Airberry: Mobiler Accesspoint 
Um die Funktionsweise ihres Mesh-Netzwerkes zu testen, stellte die Firma Airberry 
freundlicherweise fünf Mesh-Router des Typs 2oA zur Verfügung. Jeder Router besitzt 
3 physikalische Interfaces: 1x WLAN auf 2.4 GHz, 1x WLAN auf 5 GHz und 1x Ether-
net. Die WLAN-Interfaces unterstützen den 11g bzw. 11a Standard, damit sind Brutto-
datenraten von 54 MBit/s möglich (siehe Tabelle 2). Praktisch reduziert sich der 
Datendurchsatz jedoch um die Hälfte.55 Zudem gibt es 2 virtuelle Interfaces, das Mesh 
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und die Bridge: Über das Mesh funktioniert die Interne Kommunikation der Router über 
das Routingprotokoll, in der Bridge werden die Nutzdaten wieder an externe Geräte 
ausgegeben. Bemerkenswert ist, dass völlig frei konfiguriert werden kann, welches 
physikalische Interface gerade zu welchem virtuellen Interface gehört. 
 Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
Abbildung 16: Matrix: Verschaltung der Module in der Herstellerkonfiguration 
Das Mesh funktioniert als Gleichwellennetz, daher ist es für den Aufbau des Mesh not-
wendig, dass die entsprechenden WLAN-Interfaces an allen Routern dieselbe SSID, 
dieselbe Verschlüsselung und denselben Kanal benutzen. Als Routingprotokoll wird 
Batman-Advanced (B.A.T.M.A.N = Better Approach To Mobile Adhoc Networks) ge-
nutzt. Im Gegensatz zu vielen anderen Routingprotokollen basiert Batman-adv auf 
Layer 2 des OSI-Modells56: Die Idee hinter Batman-adv ist, dass die Informationen 
über die besten Routen, also die besten Ende-zu-Ende Verbindungen durch das ge-
samte Mesh Netzwerk geflutet werden: Dabei überträgt jede einzelne Node (Originator) 
eine Broadcast-Nachricht (sog. Originator Message = OGM) an seine Nachbarn. Die 
Nachbarn versenden diese OGM weiter an andere Nodes, bis das gesamte Netzwerk 
diese OGM erhalten hat. Die OGM‘s sind sehr klein und bestehen lediglich aus der 
MAC-Adresse des Auftraggebers (Originator), der MAC-Adresse der aktuell übertra-
genden Node, einer TTL Information und einer Sequenznummer. 
Wenn eine schlechte physikalische Verbindung zwischen zwei Nodes besteht, treten 
bei der Übertragung einer OGM logischerweise hohe Paketverluste und Verzögerun-
gen auf. Bei einer guten Verbindung sind diese Paketverluste und Verzögerungen ge-
ringer. Jede einzelne Node kann anhand dessen aus einer Vielzahl von empfangenen 
OGM’s den am besten erreichbaren Nachbarn ermitteln. Nur die OGM dieses Nach-
barn wird weiterverschickt, alle anderen OGM’s werden verworfen. So kann für jede 
einzelne Node die beste Route ermittelt werden. 
Das Fluten mit Informationen durch das Mesh findet in regelmäßigen Zeitabständen 
(OGM-Interval) statt: Ändert sich eine Route, wird das beim nächsten Fluten mitgeteilt. 
Durch die Vielzahl der möglichen Routen herrscht Redundanz. 
                                                          
 
56
 Open Mesh 




Abbildung 17: Fluten und Routenbildung
57
 
Die Metrik, also die Aussage über die Leistungsfähigkeit einer Route bis zum nächsten 
Nachbarn wird mit einer 8 Bit großen Zahl dargestellt und kann somit Werte zwischen 0 
und 255 annehmen. In die Metrik fließen eine ganze Menge Faktoren ein. Ausschlag-
gebend sind jedoch Sendeleistung und Anzahl der Hops. Durch den Einsatz einer 
Ethernetverbindung zwischen zwei Routern im Mesh kann die Metrik auf ein Maximum 
gesteigert werden. Zudem finden keine Hops mehr statt, dadurch kann eine Begren-
zung der Datenrate vermieden werden. 
5.1.5 Clients 
Bei den zur Verfügung stehenden Clients handelt es sich um die internen WLAN-
Karten der Laptops, zum Beispiel eines Acer 5750G mit einer b,g,n fähigen Broadcom-
WLAN-Schnittstelle. Diese arbeitet allerdings nur auf 2.4 GHz. Für weitere Tests u.a. 
auf 5GHz stehen mehrere WLAN-USB-Sticks (Fritz WLAN USB Stick N, Netgear 
WNDA 3100) sowie Netzwerkadapter (Netgear WNCE 3001) bereit. Besonderheit bei 
den Netzwerkadaptern ist, dass sie keine Treiberinstallation voraussetzen, und alle 
Einstellungen über ein Web-Interface vorgenommen werden. Der große Vorteil dieser 
Netzwerkadapter liegt darin, dass sie an einem Computer vorkonfiguriert werden kön-
nen, um dann zum Beispiel an einen Fernseher mit Netzwerkschnittstelle angeschlos-
sen werden können. Nachteil bei dem WNCE 3001 ist die geringe Anzahl an 
Konfigurationsmöglichkeiten. Der Netgear WNDA 3100 dagegen lässt sich am besten 
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konfigurieren. Der eingebaute Broadcom BCM4323 Chipsatz bietet zwei Parameter, 
um Roaming gezielt zu beeinflussen: Der WLAN-USB-Stick kann in Windows unter 
Gerätemanager/Netzwerkadapter aufgerufen werden. Unter „Erweitert“ lassen sich die 
Parameter „Roaming Decision“ und „Roam Tendency“ aufrufen. „Roaming Decision“ 
beeinflusst, bei welcher ermittelten Sendeleistung der USB anfängt zu scannen. „Roam 
Tendency“ dagegen beeinflusst die Auswahl des nächsten APs in Bezug auf Sende-
leistung. Um Handover zu optimieren sollten die Werte auf „Optimize Bandwith“ bzw. 
„Aggressive“ eingestellt werden Dadurch fängt der USB Stick an zu scannen wenn zum 
aktuellen AP eine Sendeleistung von kleiner -60dBm ermittelt wird, (Standard -70 dBm) 
bzw. wechselt zu nächsten AP wenn zu diesem ein Unterschied in der Sendeleistung 
von größer 10 dB gemessen wird (Standard 20 dB).58 
 
Abbildung 18: Externe Adapter: Netgear WNCE 3001, Fritz N WLAN Stick, Netgear WNDA 3100 
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5.2 Ableitung von Testszenarien für schnellen  
Handover 
5.2.1 Controllerbasiertes WLAN von Aruba: ESS 
Mit den Aruba Komponenten Controller 650 und zwei AP 105 kann ein ESS realisiert 
werden, das sowohl auf 2.4 GHz als auch auf 5 GHz arbeitet. Das WLAN sollte über 
PSK mit AES verschlüsselt sein und hohe Datenraten nach dem 802.11n Standard 
unterstützen, die bei Aruba „High Troughput Layer“ genannt werden. Außerdem sollten 
Spezifikationen vorgenommen werden, die schnelles Roaming unterstützen. Das sind 
zum einen die in 802.11i definierten „PMKSA-Cashing“ und „Pre-Authentication“ die bei 
Aruba als „Opportunistic Key Cashing“ bzw. „Multi Association“ umgesetzt werden. 
Außerdem kann ein Trick angewendet werden: Indem die Übertragung von kleinen 
Bandbreiten, zum Beispiel Bandbreiten unter 11 MBit/s verboten werden, wird die 
Reichweite der APs stark begrenzt und der Client sollte dadurch gezwungen werden, 
früher zu wechseln. Zusätzlich sollte Sendeleistung der APs reduziert werden. Zum 
Vergleich sollte Handover in einem unverschlüsselten Netz betrachtet werden. 
 




Abbildung 20: Screenshot Aruba Multi Association
60
 
                                                          
 
59 Aruba: Seite 302 
60 Aruba: Seite 153 
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5.2.2 Aruba IAPs: Mesh 
Für den Aufbau eines Mesh wurden 2 IAPs (AP82 und AP90) an einen kleinen Cisco-
Router angeschlossen, der als DHCP-Server fungierte. Nachdem die IP-Adressen ver-
geben worden waren und ein IAP (AP82) als Virtual Controller fungierte, konnte die 
LAN-Verbindung von AP90 zum Cisco-Router gekappt werden. Die Aruba-Logik passte 
daraufhin die Kanäle automatisch an und baute ein Mesh auf. Für die Tests wurden 2 
WLANs mit jeweils WPA2 Authentifizierung und AES Verschlüsselung konfiguriert: IBC 
2 stellte WLAN auf 2.4 GHz bereit und IBC 5 stellte WLAN auf 5 GHz bereit. Der Auf-
bau des Mesh funktionierte davon unabhängig, nämlich auf 5 GHz auf Kanal 44+. 
Testsetup 2+1 
Der Test 2+1 wurde mit dem Broadcom WLAN-USB-Stick durchgeführt. 
Testsetup 3 APs 
Es ist möglich, die IAPs für Wireless Bridging zu konfigurieren. Dazu muss die Option 
„ETH0-Überbrückung“ unter Uplink aktiviert werden. So kann die Weitergabe der Daten 
von einem Laptop ins Mesh anstatt über ein WLAN-Modul über die Netzwerkschnitt-
stelle erfolgen und der Accesspoint kann als mobiler Mesh-Client genutzt werden. 
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5.2.3 Airberry: Mesh 
Durch die großzügigen Konfigurationsmöglichkeiten bei den AirBerry Mesh-
Accesspoints ist eine Vielzahl von Testszenarien für Handover möglich. Zum einen 
sollte die Verbindung von zwei Mesh-Accesspoints und einem „normalen“ Client, wie 
einem WLAN-USB Stick getestet werden. (2+1) Zum anderen sollte die Leistungsfä-
higkeit des Mesh in Bezug auf Handover genau untersucht werden. Hier besteht die 
Möglichkeit, einen dritten Mesh-Accesspoint über Ethernet direkt mit einem Laptop zu 
verbinden und als mobilen Client zu nutzen. (3APs) 
Testsetup 2+1 
971: eth in Bridge
WLAN 2.4 GHz Kanal 1
im MESH
 969: WLAN 5GHz 
Kanal 44 im MESH 







968: WLAN 5GHz 
Kanal 44 im MESH
WLAN 2.4 GHz Kanal 7
In Bridge
 
968/969 Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
Abbildung 21: Testszenario 2+1: Mesh-Netzwerk mit einem WLAN USB Client 
Beim Testszenario 2+1 können wiederum die Interfaces unterschiedlich konfiguriert 
werden. Auf Jeden Fall ist es aber bei der Nutzung eines WLAN USB Sticks notwen-
dig, eins von zwei WLAN-Interfaces an beiden Routern mit der Bridge zu verknüpfen, 
da ein externer USB Stick das BATMAN-Protokoll, dass die Router für die Kommunika-
tion nutzen schlichtweg nicht verarbeiten kann. 
Somit kann sowohl ein Setup aufgebaut werden, dessen Mesh WLAN auf 5 GHz nutzt 
und die Nutzdaten auf 2.4 GHz ausgibt, als auch ein Setup, dessen Mesh WLAN auf 
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2.4 GHz nutzt und die Nutzdaten auf 5 GHz ausgibt. Zudem muss Ethernet in der 




WLAN 5GHz Kanal 44 
im MESH
 968:












968/969/971 Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
Abbildung 22: Testszenario 3APs: 3 Airberry-Router in der Standardkonfiguration 
Beim Testszenario 3APs kommunizieren die 3 Mesh-Router über das 5 GHz-Modul 
miteinander, zudem wird das Ethernet-Modul in der Bridge gebraucht, um die Nutzda-
ten vom Encoder zum Airberry-Client zu übergeben und sie am Ende wieder an den 
Decoder auszugeben. Das zweite WLAN-Modul in der Bridge wird für den Handover 
nicht gebraucht. 
Bei den Tests stellte sich sehr schnell heraus, dass Handover in der Standardkonfigu-
ration nicht zuverlässig funktioniert. Anhand des Testskripts konnten Ping-Ausfälle über 
mehrere Sekunden beobachtet werden, zudem brach die Datenrate stark ein (siehe 
Kapitel 7.3.2). 
Daraufhin wurden folgende Lösungsansätze entwickelt: 
 Das OGM-Intervall, also das Intervall, mit dem die Router Informationen über 
die Nachbarschaftserkennung und Routenfindung austauschen, wurde verkürzt. 
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 Die Mesh Kommunikation wurde von 5 GHz auf 2.4 GHz umgestellt. (siehe Ab-
bildung 23) 
 969:
WLAN 2.4 GHz Kanal 1 
im MESH
 968:












968/969/971 Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
Abbildung 23: Matrix Setup 2: Mesh auf 2.4 GHz, Bridge auf 5GHz 
 Der Mesh-Backbone, d.h. die beiden stationären Router wurden mit Ethernet 
miteinander verbunden. 
Dadurch, dass das Ethernet-Modul Teil der Mesh-Kommunikation war, konnte es nicht 
mehr verwendet werden, um die Nutzdaten über Kabel an den Decoder auszugeben. 
Hier hätte ein Mesh-Router mit zwei Ethernet-Modulen Abhilfe schaffen können, dieser 
war aber in der Kürze der Zeit nicht lieferbar. Stattdessen wurde ein vierter Mesh-
Router (970) verwendet, dessen Ethernet-Modul im Mesh und das 5GHz WLAN-Modul 
auf einem separaten Kanal in der Bridge konfiguriert war Für die Weiterleitung zum 
Decoder wurde eine zweite WLAN-Verbindung mit USB-Stick genutzt. 
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 968: eth im MESH
WLAN 5GHz Kanal 44
im MESH
971: eth in Bridge
WLAN 5GHz Kanal 44
im MESH
970: eth im MESH
WLAN 5 GHz Kanal 40 
in Bridge
Switch
 969: eth im MESH








968/969 Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
 
971 Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
 
970: Mesh: Intern Verbindung Bridge: Extern 
Interfaces WLAN 1: 2.4 GHz  WLAN 1: 2.4 GHz 
 WLAN 2: 5 GHz WLAN 2: 5 GHz 
 Ethernet Ethernet 
Abbildung 24: Testsetup Ethernet-Backbone 5 GHz 
  




5.3.1 Streaming Produkte 
Die Arbeitsumgebung für die Handover-Tests wird im Folgenden dargestellt. Bei IP-
basierter Live-Videoübertragung wird ein Kamera-Signal in MPEG-Container verpackt, 
über ein IP-Netz transportiert und an einer Gegenstelle wieder entpackt und ausgege-
ben. Hierfür standen ein Laptop mit einer Webcam und der CodeOne Encoder-
Software, sowie eine Workstation mit CodeOne Decoder-Software sowie einem lokalen 
Wowza-Media-Server zur Verfügung. 
Encoder 
 
Abbildung 25: CodeOne Encoder im Streaming Mode 
Der CodeOne Encoder codiert das Kamerasignal in H264. In einem User Interface 
können hierfür alle nötigen Parameter eingestellt werden. In den Settings können Vi-
deo- und Audioeingänge, Videoqualität (Format, Auflösung, Bitrate) sowie Zieladresse 
des Streams und Transportprotokoll angegeben werden. Außerdem kann die automati-
sche Anpassung der Datenrate an- oder ausgestellt werden. Anschließend kann der 
Encoder in den Streaming-Modus versetzt werden und der Stream kann über die Play-
Taste gestartet werden. Bei der Wahl des Streamingprotokolls ist zu beachten, dass 
RTMP entweder einen Flash-Player für Webcast oder einen Wowza Media Server für 
Unicast an der Gegenstelle benötigt. 
  





Abbildung 26: CodeOne Decoder 
Der Decoder ist Gegenstelle für die Wiedergabe des Videostreams. Hier können weite-
re Einstellungen vorgenommen werden, die die Stabilität des Streams beeinflussen. 
Der wichtigste Parameter ist der Empfangspuffer und damit die Latenz der Verbindung. 
Je länger der Empfangspuffer eingestellt wird, desto stabiler ist der Videostream. Typi-
sche Werte sind hier Latenzen zwischen 1-3 Sekunden. Zudem kann der Stream als 
Videodatei mitgeschnitten und abgespeichert werden. 
Zu beachten ist, dass diese Produkte Encoder und Decoder im Normalfall mit einer 
Videokarte verbaut werden, um professionelle Videoformate wie SDI annehmen oder 
ausgeben zu können, bei den Tests wurde jeweils eine Stand-Alone Variante verwen-
det. 
Wowza 
Der Wowza Media Server ist eine JAVA-Application, mit der es möglich ist, dass 
proprietäre und eigentlich für Webcast vorgesehene RTMP von Adobe in ein anderes 
Protokoll wie RTP zu wandeln. Dadurch kann eine Punkt-zu-Punkt Verbindung zum 
Decoder aufgebaut werden. 
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5.3.2 Konfigurations- und Messtools 
Webinterface: Aruba OS 6.1 
 
Abbildung 27: Screenshot Aruba OS 6.1 
Die Konfiguration des Aruba 650 Controllers erfolgt in einem Betriebssystem-ähnlichen 
Webinterface, dem Aruba OS, das mittlerweile in der Version 6.1 verfügbar ist. 
Webinterface: Airberry Configurator 
 
Abbildung 28: Screenshot Webinterface Airberry: Netzwerk 
Die Airberry Mesh-Router können über ein Webinterface konfiguriert werden. Das We-
binterface erzeugt eine XML-Datei, diese enthält sämtliche WLAN-Parameter und wird 
mit dem entsprechenden Befehl „Profil aktivieren“ geladen. 




Zudem gibt es die Möglichkeit, die Airberry-Router über einen SSH-Klienten auf die 
Shell eines Routers zuzugreifen. So kann eine Vielzahl von Daten abgefragt werden. 
Als SSH-Klient wurde Putty gewählt. 
JPerf 
JPerf ist die grafische Oberfläche für das Konsolentool IPerf, Vorteil von JPerf gegen-
über IPerf ist neben der einfachen Bedienung vor allem die Ausgabe der Ergebnisse 
als Diagramm. Mit JPerf kann die Leistungsfähigkeit eines Netzwerks ermittelt werden. 
Dafür werden Transportströme generiert, die von einem Client (Rechner A) über das 
Netzwerk zu einem Server (Rechner B) übertragen werden. Als Protokoll stehen so-
wohl TCP als auch UDP zur Verfügung. Die Protokoll-Parameter lassen sich anpassen. 
Großer Nachteil von JPerf ist, dass TCP-Datenströme das Netzwerk immer maximal 
auslasten, eine Begrenzung der Bitrate ist nur bei UDP möglich. 
InSSIDer 
Die Freeware InSSIDer scannt alle WLAN-Netze im Empfangsbereich. Es überprüft 
deren Empfangsstärke, ermittelt die Sicherheitseinstellungen und weitere Details. So 
wird beispielsweise der Sendekanal erfasst, die MAC-Adresse oder der genaue Stand-
ort. InSSIDer kann auch dazu benutzt werden, die Sendeleistung zu bestimmen. Die 
ermittelten Werte sind zwar nicht exakt, Pegelunterschiede können aber sehr gut fest-
gestellt werden. 
Netmeter 
Mit der Freeware Netmeter kann der eingehende und ausgehende Traffic einer Netz-
werkkarte als Graph angezeigt werden. Hierbei lassen sich die Achsen frei skalieren. 
Capture Solution 
Mit Capture Solution lässt sich der Desktop eines Rechners inklusive Ton aufzeichnen. 
Die Videodaten können zum Beispiel als avi-Datei abgespeichert werden. 
  
Hauptteil - Testverfahren/ Abläufe 46 
 
 
6 Hauptteil - Testverfahren/ Abläufe 
Um die Leistungsfähigkeit der einzelnen Systeme in Bezug auf Handover vergleichen 
zu können, ist es wichtig, die Testabläufe so weit wie möglich zu vereinheitlichen. Trotz 
großer Unterschiede in der Arbeitsweise und der Konfiguration zwischen Aruba und 
Airberry sollte stets nachvollzogen werden können, ob ein Wechsel zwischen zwei APs 
(also Handover) stattgefunden hat und ob dieser Wechsel Einfluss auf die Datenrate 
genommen hat. 
Arbeitsschritte für ein erfolgreiches Testverfahren sind im Einzelnen: 
Schritt 1: 
Überprüfung der Arbeitsumgebung auf Störungen durch andere WLANs mit InSSIDer 
Schritt 2: 
Ableitung und Konfiguration der optimalen Kanaleinstellungen bzw. Sendeleistungen 
für die Teststellung 
Schritt 3: 
Überprüfung der Einstellungen mit InSSIDer und ggf. Nachbesserungen 
Schritt 4: 
Teststreaming im Stillstand mit JPerf und Ermittlung des Datendurchsatzes an den 
verschiedenen Accesspoints: Beim Mesh sollte sich der Datendurchsatz pro Hop um 
die Hälfte reduzieren (siehe Abbildung 12) 
Schritt 5: 
Überwachung des Handovers 
Die Überwachung darüber, ob tatsächlich ein Wechsel von einem Accesspoint zum 
nächsten stattfindet oder nicht ist der eigentliche Knackpunkt bei den Tests. Um den 
Wechsel nachvollziehen und sichtbar machen zu können, muss auf die einzelnen Kon-
figurationsoberflächen der Hersteller zurückgegriffen werden: Sowohl im Aruba OS 6.1 
als auch im Virtual Controller der IAPs sind das die Webinterfaces: Hier werden die 
MAC-Adressen der Accesspoints im WLAN-Netz angezeigt, zusammen mit den IP-
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Adressen der verbundenen Clients. Erfolgt ein Handover wechselt die Anzeige der 
Client-IP-Adresse von einem Accesspoint zum nächsten. Dieser Wechsel im Webinter-
face erfolgt allerdings nicht in Echtzeit sondern mit etwa drei Sekunden Verzögerung. 
Bei dem Testszenario 3APs mit den IAP 105 kann bei Aruba allerdings keine Abfrage 
des Handoververhaltens erfolgen, da keine Details zur Verbindungsqualität des Mesh 
angezeigt werden können. 
Für die Überwachung der Airberry Mesh-Nodes bei den Tests kann vom Decoder aus 
eine SSH-Session zu jeweils allen beteiligten Routern aufgebaut werden. Damit ist es 
möglich ein Skript auszuführen, das regelmäßig Statusinformationen der Router ab-
fragt. Für die Tests waren die Parameter Systemzeit und Ping interessant, um die Er-
reichbarkeit der Router zu überwachen. Für das 2+1 Testsetup wurden zudem alle 
MAC-Adressen von Non-Mesh-Clients abgefragt. Damit konnte nachvollzogen werden 
mit welchem Router der USB WLAN Stick gerade verbunden ist. Bei dem 3APs Test-
setup erfolgte eine Überwachung der Nachbarschaftserkennung: So konnten Aussa-
gen über die Routenfindung und über die Leistungsfähigkeit des Mesh getroffen 
werden. 
 Befehl für die 2+1 Überwachung: 
while [ 1 -eq 1 ]; do clear ; date ; cat "/proc/net/batman-
adv/transtable_local" ; ping -c 1 192.168.10.12; sleep 1; done 
 Befehl für die 3APs Überwachung: 
while [ 1 -eq 1 ]; do clear ; date ; cat "/proc/net/batman-
adv/originators" ; ping -c 1 192.168.10.12; sleep 1; done 
Bei den drei beteiligten Routern muss nur noch die IP-Adresse angepasst werden. 
Schritt 6: 
Streaming in Bewegung mit JPerf 
Um Aussagen darüber zu bekommen, ob sich das aktuelle Testsetup für Video-
streaming in Bewegung tatsächlich eignet bzw. welche Datenraten tatsächlich möglich 
sind, ist es sinnvoll, das Verhalten des WLAN-Netzes bei maximalem Datendurchsatz 
(Stresstest) einerseits und bei konstanter, geringer Datenraten andererseits zu unter-
suchen. Über die Generierung von TCP-Datenströmen mit JPerf wird das Netz maxi-
mal ausgelastet. Dadurch kann eine durchschnittliche Datenrate ermittelt werden, 
zudem können Aussagen über das Handoververhalten getroffen werden. Bei Tests mit 
UDP mit einer konstanten Datenrate kleiner der vorher ermittelten Durchschnittsdaten-
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rate kann das Handoververhalten überprüft werden. Hier wurde eine Datenrate von 5 
MBit/s gewählt. Kommt es bei den Testergebnissen zu großen Aussetzern der Daten-
rate, kann ein Test mit Videostreaming verworfen werden. 
Schritt 7: 
Videostreaming mit CodeOne Software 
Weisen die Testergebnisse aus Schritt 6 ein gutes Handoververhalten auf, sollte ein 
Test mit Videostreaming durchgeführt werden. So kann das Zusammenspiel der drei 
Softwarekomponenten Encoder, Wowza und Decoder untersucht und eruiert werden, 







Abbildung 29: Zusammenhang der CodeOne Softwarekomponenten 
Ein Videosignal einer USB-Webcam wird mit H264 mit einer Auflösung von 720x 576 
Pixeln codiert, die Datenrate wird auf 5 MBit/s komprimiert (ohne Bitratemanagement). 
Als Transportprotokoll wird RTMP gewählt, für den Aufbau einer Punkt-zu-Punkt-
Verbindung wird zunächst der Wowza Media Server auf Port 1935 angewählt. Der 
Wowza Media Server packt die Nutzdaten von RTMP nach RTP um. Der Decoder fragt 
diesen Stream mit RTSP ab und lädt ihn in den Empfangspuffer. Um möglichst wenig 
Delay zu erzielen und damit den hohen Anforderungen für eine Liveübertragung ge-
recht zu werden, sollte der Puffer nicht mehr als 1000ms betragen. 
Wichtig bei der Untersuchung ist, wie sich die Stabilität des Videostreams und die 
Software bei kurzen Aussetzern der Datenrate verhält. Schritt 7 ist der letzte Schritt 
des Testablaufs. Es können nun konkrete Ergebnisse festgehalten werden, ob das 
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Handoververhalten einer bestimmten WLAN-Systemlösung im Zusammenspiel mit der 
CodeOne Software für unterbrechungsfreies Videostreaming geeignet ist. 
Aufzeichnung der Ergebnisse: 
Für die Auswertung können mit JPerf Diagramme Datenrate und Verzögerung über die 
Zeit erstellt werden. Zudem werden Details zu den einzelnen Segmenten als String 
ausgegeben und können abgespeichert werden. Der gesamte Testablauf kann mit 
Capture Solution (siehe Seite 50) aufgezeichnet werden. Dadurch ist eine sekunden-
genaue Auswertung der Testergebnisse möglich. 
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7 Hauptteil – Resultate 
7.1 Controllerbasiertes WLAN von Aruba 
WLAN auf 2.4 GHz 
Bei den Tests mit der Controllerbasierten Aruba-Lösung und dem Broadcom WLAN 
USB-Stick konnten auf 2.4 GHz mit JPerf TCP Datenraten von ca. 16 MBit/s im Still-
stand erreicht werden. Bei den Handovertests mit JPerf TCP zeige sich, dass beim 
Wechsel von einem AP zum nächsten die Datenrate stark einbricht, um dann direkt 
wieder anzusteigen. Das gleiche Verhalten konnte beim Streaming mit UDP und einer 
Datenrate von 5 MBit/s beobachtet werden. 
 
 
Abbildung 30: Teststreams JPerf TCP/UDP Controllerbasiertes Aruba und USB-Stick 
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Bei den Tests mit RTMP-Videostreaming von 5 MBit/s und einem Puffer von 1000ms 
kann die Stabilität des Systems nicht gewährleistet werden: Generell sind beim Hando-
ver kurze Einbrüche in der Datenrate zu beobachten, wie auch bei synthetischen 
Streams mit JPerf. Diese kurzen Einbrüche führen zu Rucklern bei der Ausgabe des 
Bildes. Diese Ruckler können mit höheren Empfangspufferwerten (3000ms) am Deco-
der prinzipiell verarbeitet werden. 
Bei Durchläufen mit mehrmaligem Wechsel zwischen den Accesspoints ist allerdings 
zu beobachten, dass es zu größeren Einbrüchen der Datenrate beim Handover kom-
men kann. Diese größeren Einbrüche verursachen einen Neustart des Streams am 
Wowza. Vereinzelt waren Neustarts des Encoders zu beobachten. 
Im Vergleich dazu brachten Tests mit einem unverschlüsselten Netzwerk keine Vortei-
le. Beim Testen mit JPerf TCP- und UDP-Streams kam es ebenfalls zu Einbrüchen bei 
der Datenrate. Auch der Wowza konnte beim Videostreaming nicht stabilisiert werden. 
WLAN auf 5 GHz 
Auf 5 GHz konnten deutlich höhere Datenraten bis 40MBit/s erzielt werden. Allerdings 
konnte kein Handover erzielt werden: Bei den Tests mit dem Netgear WNCE 3001 kam 
es zu großen Abbrüchen bei Test-Streams mit TCP. Dabei fiel auf, dass JPerf erst 
nach ca. 10 Sekunden Einbruch die Verbindung zwischen Client und Server trennte. 
Bei Einbrüchen kleiner 10 Sekunden konnte die Verbindung aufrechterhalten werden. 
Videostreaming auf 5 GHz war daher nicht erfolgreich. Ein Handover konnte zwar ver-
einzelt erzielt werden, war jedoch nicht reproduzierbar. Ein häufiges Bild war, dass der 
Handover bei dem ersten AP zum zweiten klappte, aber umgekehrt fehlschlug. 
Die großen Einbrüche hatten auch Einfluss auf die CodeOne Software: Bei kurzen 
Aussetzern kam es zu kurzen Rucklern im Bild, bei Aussetzern bis zu 3 Sekunden star-
tete sich der Wowza neu. Bei Einbrüchen größer 3 Sekunden starteten sich Encoder 
und Wowza neu, Bei Einbrüchen größer 10 Sekunden kam es zum Verbindungsab-
bruch: Encoder und Decoder mussten manuell neugestartet werden. 
 
  




Die Aruba IAPs unterstützen den 11n Standard. Mit dem Broadcom USB-Stick konnten 
Datenraten von maximal 30MBit/s erzielt werden. Die Übernahme von IP-Adressen 
vom DHCP Server erfolgt problemlos, genau wie der Aufbau des Meshs.  
7.2.1 2+1 
WLAN auf 2.4 GHz 
Ähnlich wie bei der Aruba Controller-Lösung treten auf 2.4 GHz beim Streaming mit 
dem Broadcom USB-WLAN-Stick beim Wechsel zwischen den IAPs kurze Einbrüche 
bei der Datenrate auf. Bei Videostreaming mit RTMP und einem Empfangspuffer von 
1000ms kommt es daher zu kurzen Rucklern bei der Bildausgabe am Decoder. Die 
anderen Software-Komponenten Wowza und Encoder sind davon nicht betroffen. Die 
kurzen Ruckler können mit einer Erhöhung des Empfangspuffers auf 3000ms prinzipiell 
verarbeitet werden. Allerdings kann  die Stabilität des Systems nicht gewährleistet 
werden: Bei mehrmaligem Wechsel zwischen den Accesspoints kann es zu größeren 
Unterbrechungen bei der Datenrate kommen: Diese Aussetzer führen bei RTMP-
Streaming zu einem Neustart des Streams am Wowza, was zu einer großen Unterbre-
chung führt. Diese Neustarts des Wowza treten allerdings seltener auf als bei der Con-
troller-Lösung, das System ist also insgesamt stabiler. 
WLAN auf 5 GHz 
Auf 5 GHz ähnelt das Verhalten 2.4 GHz: Zwar konnte bei TCP-Messungen mit JPerf 
kein Handover erzielt werden. Ein Grund dafür könnte sein, dass sowohl die Kommuni-
kation mit dem Klient, als auch die Mesh-Kommunikation auf dem gleichen Kanal statt-
fand: Maximal konnten Datenraten von 35 MBit/s erzielt werden, das bedeutet, dass 
der Kanal 44+ zwischenzeitlich mit über 70 MBit/s belastet war. Mit UDP und einer Be-
grenzung der Datenrate auf 5 MBit/s konnte Handover dagegen stabilisiert werden. 
Das reibungslose Zusammenspiel der Softwarekomponenten Encoder, Wowza und 
Decoder bei Videostreaming mit RTMP und einer Datenrate von 5 MBit/s kann aller-
dings nicht gewährleistet werden: Zwar ist ein Handover prinzipiell möglich und kurze 
Ruckler können mit einem großen Empfangspuffer ausgeglichen werden. Allerdings 
kann es bei mehrmaligem Wechsel wie bei 2.4 GHz zu größeren Aussetzern und 
dadurch zum Neustart des Streams am Decoder kommen. 
  




Im Webinterface der IAPs kann die Mesh-Verwaltung der APs und damit das 
Handoververhalten des Aruba-Mesh nicht nachvollzogen werden. Allerdings sollte sich 
beim Handover des mobilen AP von einem AP zum nächsten die Datenrate halbieren 
bzw. verdoppeln weil die Anzahl von Hops um eins steigt bzw. abnimmt (siehe Abbil-
dung 12). Die Halbierung bzw. Verdopplung der Bandbreite konnte mit JPerf-TCP-
Streams nachvollzogen werden: 
 
Abbildung 31: JPerf: Handover Aruba IAPs: 3APs mit TCP 
Allerdings erfolgt die Umschaltung nur mit großen Einbrüchen in der Datenrate: Die 
Ummeldung von einem AP zum nächsten benötigt mindestens 3 Sekunden Zeit. Zu-
dem können nach dem zweiten Wechsel keine Datenraten von 15 MBit/s erzielt wer-
den. Auch Tests mit UDP und einer konstanten Datenrate von 5 MBit/s waren nicht 
erfolgreich: 
 
Abbildung 32: JPerf: Handover Aruba IAPs: 3APs mit UDP 
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Hier kam es zu größeren Einbrüchen bei der Datenrate. Bei späteren Tests können 
zwar konstante Datenraten erzielt werden. Allerdings ist davon auszugehen, dass vom 
ARM Anpassungen in der Sendeleistung bei den APs vorgenommen wurden. Durch 
die Erhöhung der Sendeleistung konnte die ganze Testumgebung von einem AP ab-
gedeckt werden. Dadurch wurde Handover schlichtweg überflüssig. 
7.3 Airberry 
Generell war bei den Tests mit den Mesh-Routern der Firma Airberry zu beobachten, 
dass der Datendurchsatz bei 5 GHz höher ist als bei 2.4 GHz. So sind im Backbone 
(968969) bei 5 GHz bis zu 22MBit/s an Datendurchsatz möglich. Dieser Daten-
durchsatz liegt nah an der theoretisch möglichen Nettodatenrate von 24,4 MBit/s.61 Bei 
2.4 GHz sind maximal 15MBit/s möglich. Bei Erhöhung der Anzahl der Accesspoints 
und dadurch der Anzahl der Hops, halbierte sich die Datenrate auf Werte von ca. 
11MBit/s bei 5 GHz und ca 7,5 MBit/s bei 2.4 GHz (Siehe Abbildung 12). Diese Aussa-
gen stehen im Widerspruch zu den ermittelten Metrik-Werten. Die Metrik-Werte sinken 
bei 2.4 GHz nicht unter 200, bei 5 GHz konnten Metrikwerte kleiner 150 ermittelt wer-
den. Das heißt: Trotz geringerer Stabilität des Backbones können auf 5 GHz höhere 
Datenraten erreicht werden als auf 2.4 GHz. Die Datenrate der Test-Streams von 5 
MBit/s sollte jedoch von beiden Systemen verarbeitet werden können. 
Handover erfordert eine stabile und direkte Backboneverbindung zwischen 968 und 
969. Erfahrungswerte für eine stabile Backboneverbindung sind Metrikwerte größer 
200. 
7.3.1 2+1 
WLAN auf 2.4 GHz 
Die Handovertests mit dem Broadcom WLAN USB-Stick auf 2.4 GHz und einem Mesh-
Backbone auf 5 GHz waren prinzipiell erfolgreich. Anhand der Überwachung der MAC-
Adresse des USB-Sticks mit Putty konnte ein reibungsloser Handover des USB-Sticks 
festgestellt werden. Bei Tests mit JPerf zeigte sich jedoch, dass der Wechsel von ei-
nem Accesspoint zum nächsten einen kurzen aber deutlichen Einbruch der Datenrate 
verursacht: Die Datenrate sinkt für ca. 1 Sekunde von 5MBit/s stark ab und um dann 
                                                          
 
61
 Vgl. Rech, Seite 409 
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direkt wieder auf 5 MBit/s anzusteigen. Dieses Verhalten war sowohl mit TCP als auch 
mit UDP zu beobachten. 
 
Abbildung 33: USB Stick am BPK 1: TCP 
 
Abbildung 34: USB-Stick am BPK1: UDP 5MBit/s 
Bei den Videostreaming-Tests zeigte sich, dass der Einbruch der Datenrate keinen 
Einfluss auf die Streaming-Sessions hat. Der Encoder funktioniert reibungslos, auch 
der Wowza läuft stabil. Lediglich bei der Ausgabe des Bildes am Decoder kommt es zu 
kurzen Rucklern des Videos. Diese kurzen Ruckler können durch die Erhöhung des 
Puffers am Decoder auf 3000 ms allerdings vermieden werden. Neustarts des Streams 
am Wowza waren nicht zu beobachten, das System läuft somit stabil. 
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WLAN auf 5 GHz 
Ein Handover bei einem Betrieb des WLAN-Sticks auf 5 GHz und einem Mesh-
Backbone auf 2.4 GHz war dagegen nicht erfolgreich: Bei den Putty-Sessions wurden 
Verzögerungen beim Handover festgestellt. Dadurch kam es bei den Testversuchen 
mit der CodeOne Technik zu Abbrüchen und Neustarts bei den Streaming-Sessions. 
7.3.2 3APs 
Handovertests mit einem mobilen Accesspoint als Client stellten sich als besonders 
schwierig heraus. Tests in der Standardkonfiguration Mesh auf 5 GHz und OGM-
Interval von 1000ms waren nicht erfolgreich: Bei der Umschaltung kam es zu großen 
Störungen: Einerseits gab es große Einbrüchen bei der Datenrate der Test-Streams. 
Auch die Überwachung der Accesspoints verlief nicht stabil: Während der Umschaltung 
zwischen den Accesspoints kam es zu regelmäßigen Abstürzen der SSH-Sessions, 
zudem war der mobile Accesspoint zwischenzeitlich nicht über Ping erreichbar (Zeit-
überschreitung der Anforderung). Eine Verkürzung des OGM-Intervalls brachte zwar 
leichte Fortschritte, ein stabiler Handover konnte jedoch nicht herbeigeführt werden: 
 
Abbildung 35: OGM-Vergleich TCP 
Abbildung 35 zeigt die Auswirkungen der Verkürzung des OGM-Intervalls auf die Da-
tenrate eines TCP-Test-Streams: 1000ms (links oben), 100ms (rechts oben), 50ms 
(links unten), USB-Teststreaming (rechts unten). 
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Umschaltung direkte / indirekte Kommunikation: 
Die Ursache für die großen Ausfälle ist, dass die Kommunikation des Backbones nicht 
direkt stattfindet (grün) sondern über den mobilen AP umgeleitet wird (rot), siehe Abbil-
dung 30. Dieses Risiko besteht bei einzelnen Funkverbindungen sowohl auf 2.4 als 
auch auf 5 GHz. Sobald der mobile AP außer Sichtweite von einem Backbone AP ist, 
kann eine Verbindung zwischen diesen beiden Routern nicht mehr funktionieren (rot 
gestrichelt). Auch die Backbone-Verbindung ist davon betroffen. Daher muss das Mesh 
möglichst schnell auf eine direkte Kommunikation zwischen den Mesh-Routern zurück-
schalten (grün gestrichelt). Nach bisherigen Erfahrungen besteht das Risiko, dass die-
se Umschaltung zu spät erfolgt, daraus resultieren der Datenverlust und der Absturz 
der SSH-Session. Das Risiko für das zu späte Zurückschalten ist bei 5 GHz höher als 






Abbildung 36: Airberry Client mit Sichtverbindung zu beiden Backbone-Routern 
Direkte Kommunikation im Backbone 
Kommunikation über mobilen AP 









Abbildung 37: Airberry Client mit Sichtverbindung zu einem Backbone-Router 
 
Eine einzelne Funkverbindung kann die Umleitung der Daten über den mobilen AP 971 
nicht ausschließen, sowohl auf 5 GHz als auch auf 2.4 GHz. Ein stabiler Handover 
kann bisher nur über die Kombination Funk und Ethernet-Verkabelung des Backbone 
gewährleistet werden. Mit dieser Lösung und einem OGM-Interval von 100ms können 
konstante Datenströme erreicht werden, auch bei einer Pufferlänge von 1000ms. 
 
Abbildung 38: Screenshot Netmeter: Datenrate bei Airberry Handover mit Ethernet 
Mobiler AP ist außer Reichweite 
Umschaltung auf direkte Kommunikation 





Nun sollen die Resultate zusammengefasst werden, anschließend folgt eine Untersu-
chung auf Tauglichkeit innerhalb der CodeOne Produktionsbedingungen. Als letztes 
gibt es einen Ausblick auf die weitere Vorgehensweise. 
8.1 Zusammenfassung der Resultate 
Für Videostreaming mit WLAN muss ein möglichst unterbrechungsfreier Handover un-
ter Last funktionieren. Dieser Handover konnte sowohl mit einer Lösung aus zwei Ac-
cesspoints und einem Client als auch mit einer Mesh-Lösung aus zwei Backbone-
Accesspoints  und einem mobilen Accesspoint erreicht werden. 
Beim direkten Vergleich zwischen „echten Mesh-Lösungen“ und klassischen Infrastruk-
tur-Lösungen spielt die Airberry-Mesh-Lösung ihre wichtigsten Vorteile aus: Alle Mesh-
Teilnehmer sind gleichberechtigt, dadurch wird das Management beim Handover ext-
rem vereinfacht: Erstens findet keine erneute Authentifizierung statt, zweitens ent-
scheidet das ganze System und nicht nur der Client, wann der Wechsel zwischen den 
Accesspoints stattzufinden hat. Drittens funktioniert das ganze System als Gleichwel-
lennetz, ein Frequenzwechsel ist nicht erforderlich. Ein unterbrechungsfreier Handover 
mit zwei Backbone-Accesspoints und einem mobilen Accesspoint kann dadurch so-
wohl auf 2.4 GHz als auch auf 5 GHz erzielt werden. Voraussetzung hierfür ist, dass 
die Backbone-Router über Ethernet miteinander verbunden werden. Dieser Work-
around schafft Redundanz, zudem sind konstant hohe Datenraten möglich, da keine 
Hops stattfinden müssen. 
Systemlösungen für Handover aus zwei Accesspoints und einem Client sind ebenfalls 
prinzipiell funktionsfähig. Wie in Kapitel 4.7 beschrieben, spielt bei den untersuchten 
Clients jedoch die fehlende Unterstützung von 802.11i Roaming-Mechanismen eine 
große Rolle: Beim Wechsel eines Clients von einem Accesspoint zum nächsten wird 
nicht nur die Frequenz an den neuen AP angepasst, sondern auch der Pairwise Master 
Key neu generiert. Dieser Prozess benötigt mindestens 700ms Zeit. In diesem Zeit-
raum bricht die Datenrate stark ein und es kommt zu kurzen Rucklern bei der Video-
übertragung. Eine Lösung für dieses Problem ist die Anhebung des Empfangspuffers 
am Decoder von 1000ms auf 3000ms, dadurch können Bildruckler vermieden werden.  
Hauptaugenmerk besteht weiterhin darin, die Zuverlässigkeit eines Systems, dass aus 
Accesspoints, Client, und CodeOne Software besteht zu optimieren: Bisher kann diese 
Zuverlässigkeit durch die Kombination Netgear WNDA 3100 USB-Stick mit Broadcom 




Server und Code One Decoder gewährleistet werden. Auch bei der Unterstützung der 
verschiedenen Frequenzbereiche zeigen sich Unterschiede: Für einen zuverlässigen 
Handover sollte bei der genannten Kombination der Frequenzbereich 2.4 GHz gewählt 
werden. Daher sollte unbedingt nach weiteren Dual-Band Clients, vorzugsweise mit 
Unterstützung von 802.11i Authentifizierung, recherchiert werden.  
8.2 WLAN innerhalb der CodeOne Produktionsbedin-
gungen 
Damit WLAN auf einer Produktion Anwendung finden kann, ist Betriebssicherheit ein 
grundlegender Faktor. Diese Betriebssicherheit setzt sich zusammen aus einem siche-
ren Handover sowie möglichst wenig Störungen durch fremde WLAN-Netze. Die Be-
triebssicherheit kann mit der Airberry-Mesh-Lösung mit zwei Backbone-Accesspoints  
und einem mobilen Accesspoint gewährleistet werden: Die Übertragung von konstan-
ten Datenströmen ist möglich, da beim Handover keine Authentifizierung stattfindet. 
Dadurch kann die Zuverlässigkeit des Wowza Media Servers gewährleistet werden. 
Zum anderen funktioniert diese Lösung auch auf 5 GHz. Videostreaming setzt hohe 
Datenraten und sichere Echtzeitübertragung voraus.  Der 5 GHz-Frequenzbereich bie-
tet höhere Bandbreiten und weniger Störungen durch Consumer-WLAN als das ISM-
Band und ist daher für die professionelle WLAN-Nutzung dringend zu empfehlen. 
Ein weiterer Faktor, der bei Produktionen wichtig ist, ist die Latenzzeit. Generell gilt: 
Bei Live-Übertragung kann eine hohe Latenzzeit nur dann vernachlässigt werden, 
wenn der Zuschauer keinen direkten Vergleich zum Ort des Geschehens hat, bei-
spielsweise bei Webcast-Anwendungen mit einer Kamera. Auch hier ist der fehlende  
Authentifizierungsvorgang bei Airberry besonders vorteilhaft. Bei konstanten Daten-
strömen sind weniger Paketverluste zu erwarten, daher kann der Empfangspuffer sehr 
klein gehalten werden und bringt bei 1000ms zufriedenstellende Ergebnisse. 
Bei Mehrkameraproduktionen muss das Signal einer drahtlosen Kamera möglichst mit 
drahtgebundenen Kameras gemischt werden können. Daher kann eine generelle Aus-
sage, ob sich eine WLAN-Systemlösung für Mehrkameraproduktionen eignet, bisher 
nicht getroffen werden: Im Vergleich zu DVB-T-Drahtloskameras ist die Latenzzeit von 
WLAN um Faktor zehn höher. Deshalb hängt es vom konkreten Anwendungsfall ab, ob 
WLAN eingesetzt werden kann. Denkbar wäre zum Beispiel der Einsatz von WLAN zur 
Übertragung einer Live-Schalte von einer Karnevalsparty aus einer der zahlreichen 
Kneipen der Düsseldorfer Altstadt. 
Der bisherige Workaround mit der Airberry-Mesh-Lösung sieht die Ethernet-




sehr viel Planungsaufwand notwendig, allerdings kann so Redundanz erreicht werden. 
Zudem finden keine Hops mehr statt (siehe Abbildung 12). Daher kann an allen Back-
bone-Routern die gleiche hohe Datenrate erzielt werden. Bisher konnten bei Airberry 
ein Handover nur mit Datenraten von 5 MBit/s erzielt werden, dadurch ist ein Betrieb 
von mehreren Videostreaming-Einheiten gleichzeitig und mit ausreichender Qualität 
nicht möglich. Bei der Teststellung handelte es sich um 11a,g Funkmodule mit einer 
Nettodatenrate von rund 25 MBit/s. Es ist davon auszugehen, dass der parallele Be-
trieb von mehreren Videostreaming-Einheiten mit 11n Funkmodulen und einer Nettoda-
tenrate von über 300 MBit/s problemlos möglich sein wird. 
Zum Schluss der Untersuchungen im Dezember ist damit begonnen worden, einen 
weiteren WLAN-Chipsatz, Intel Centrino Ultimate-N 6300, auf Handoververhalten zu 
untersuchen. Dieser Chipsatz unterstützt ebenfalls keine 802.11i Roaming-
Mechanismen, es kommt also zu kurzen Einbrüchen der Datenrate bei dem Wechsel 
zwischen zwei Accesspoints. Der Intel-Chipsatz wurde bisher nur mit den Aruba-
Lösungen getestet, da er bei der Teststellung von Airberry noch nicht zur Verfügung 
stand. Bei ersten Tests mit den Aruba IAPs konnte ein zuverlässiger Handover auch 
auf 5 GHz erreicht werden: Der Wowza Media Server lief stabil, doch auch hier kam es 
zu kurzen Rucklern bei der Bildausgabe. 
8.3 Ausblick 
Die Mesh-Router der Firma Airberry werden nach Herstellerangaben mit einer  neuen 
Firmware ausgestattet werden. Um Aussagen über die Tauglichkeit der Airberry-Mesh-
Lösung innerhalb der CodeOne Produktionsbedingungen zu erhalten, muss also zwin-
gend ein abschließender Test mit der neuen Firmware-Version erfolgen. Als nächstes 
muss Videostreaming mit höheren Datenraten als 5 MBit/s untersucht werden und ein 
paralleler Betrieb von mehreren Videostreaming-Einheiten muss getestet werden. Da-
für sind 11n-Funkmodule notwendig. Ein dritter, sehr interessanter Punkt wird die Be-
antwortung der Frage sein, ob die bisher nötige Ethernet-Verkabelung der Backbone-
Router durch eine weitere 5GHz-Funkstrecke ersetzt werden kann. Dafür sind zwei 
Dual-Band-WLAN-schnitten an den Routern erforderlich. Als letzter Punkt sollte unter-
sucht werden, ob der Backbone durch beliebig viele Router erweitert werden kann. 
Zweitens sollte der Intel Centrino Ultimate-N 6300 in weiteren 2+1 Testszenarios un-
tersucht werden. Hierbei sollten vor allem Performance-Unterschiede auf 5 GHz zwi-
schen Airberry und Aruba betrachtet werden, da die Airberry-Lösung mit der alten 
Firmware und 11a Funkmodulen hier bisher die größten Schwächen gegenüber Aruba 
gezeigt hat. Sofern eine stabile 2+1 Lösung auf 5 GHz gefunden wurde, kann außer-




men, mit dem Ziel einen Schwellwert für einen Empfangspuffer kleiner 3000ms zu fin-
den, bei dem eine flüssige Bildausgabe am Decoder erfolgt.  
Sämtliche Tests fanden innerhalb der CodeOne Räumlichkeiten mit kleinen Sendeleis-
tungen statt. Mit der Airberry Mesh-Lösung wurde ein System gefunden, dass sich bei 
größeren Produktionen, größeren Gleichwellen-Netzen und mehr Sendeleistung be-
weisen kann. Erst durch den Einsatz von einer WLAN-Systemlösung in der Produktion 
kann überprüft werden, inwieweit sie sich als Ergänzung oder sogar als Konkurrenz zu 
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