Centers of cyclotomic Sergeev superalgebras  by Ruff, Oliver
Journal of Algebra 331 (2011) 490–511Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Centers of cyclotomic Sergeev superalgebras
Oliver Ruff
Department of Mathematics, Kent State University at Stark, North Canton, OH 44720, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 25 July 2010
Communicated by Gus I. Lehrer
Keywords:
Aﬃne Sergeev superalgebra
Cyclotomic Sergeev superalgebra
Centers of algebras
Block classiﬁcation
We prove that the natural map from the center of the aﬃne
Sergeev superalgebra to the even center of any cyclotomic Sergeev
superalgebra of odd level is surjective, hence that the even center
of a cyclotomic Sergeev superalgebra of odd level consists of
symmetric functions in the squares of its polynomial generators.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
This paper is an attempt at a twisted version of Brundan’s description of the centers of the type A
degenerate cyclotomic Hecke algebras H fd , and thereby his classiﬁcation of their blocks. These algebras
arise as ﬁnite-dimensional quotients of the corresponding degenerate aﬃne Hecke algebra Hd , whose
center is well known to consist of all symmetric polynomials in its polynomial generators, so it is
easy to write down central elements of H fd corresponding to the elements of Z(Hd). However, it is
far from obvious that these elements constitute Z(H fd ) in its entirety.
In [1], Brundan ﬁlters H fd by polynomial degree and studies the associated graded object, which
is a twisted tensor product of a truncated polynomial ring with the group algebra of the symmetric
group. By examining the centralizer of the polynomial subalgebra, and ﬁnding within it the ﬁxed
points of a natural conjugation action by the symmetric group, an explicit description of the center
of the graded algebra is obtained in terms of certain elements called colored cycles. This provides the
needed upper bound on the dimension of Z(H fd ).
In place of Hd , we study the aﬃne Sergeev superalgebra Sd introduced by Nazarov in [4]. The ap-
propriate ﬁnite-dimensional quotients are the cyclotomic Sergeev superalgebras S fd , where f is a monic
polynomial of degree l having a certain speciﬁed form [2, Section 3-e]. (Full deﬁnitions follow in Sec-
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of the polynomial generators. So, the logical question is whether Z(S fd ) is equal to the image of Z(Sd)
under the quotient map. We prove the following:
Theorem 1.1. Let l be odd. Then Z(S fd ) is the free R-module consisting of all symmetric polynomials in the
squares xˆ21, . . . , xˆ
2
d of its polynomial generators.
When l is even we show that the center of the graded superalgebra is strictly larger than the
image of Z(Sd) in Z(S fd ). However, by itself this is not suﬃcient to conclude anything about the rank
of Z(S fd ) in that case.
This result provides the expected classiﬁcation of the blocks of S fd for odd l, which partially cor-
rects a gap in the existing literature. Speciﬁcally, this is the degenerate version of the claim made in
[2, Corollary 8.13].
2. Preliminaries
2.1. Notation
Fix l,d 1 and a commutative ring R . For any a 1, write Ia for the index set {1, . . . ,a}.
For A = {i1, . . . , ia} ⊆ Id and α ∈ Za2, write supp(α, A) for the set {i j | α j = 1}. Deﬁne |α| :=∑a
i=1 αi = |supp(α, Ia)|, and call α even or odd according to the parity of |α|. Write (Za2)ev and
(Za2)
odd for the set of all even and odd elements of Za2, respectively.
For i ∈ Ia , write 1i for the element of Za2 with a 1 in the ith position and 0s elsewhere.
For 1 < j ∈ Ia and α ∈ Za2, deﬁne
α( j) := α + 1 j + 1 j−1
and
α(1) := α + 11 + 1a.
2.2. (Super)algebras
Let Rl[x1, . . . , xd] denote the truncated polynomial algebra
R[x1, . . . , xd]/
(
xl1, . . . , x
l
d
)
.
Let RΣd be the group algebra of the symmetric group. We regard both of these as superalgebras
concentrated in degree 0. (The word “super” will often be suppressed in what follows.)
Write Cd for the Clifford algebra on odd generators c1, . . . , cd , with relations
c2i = 1, cic j = −c jci for i = j ∈ Id.
For A = {i1, . . . , ia} ⊆ Id , write σA for the cycle (i1 . . . ia) ∈ RΣd . Write Rl[A] for the algebra Rl[xi |
i ∈ A] and C[A] for the Clifford algebra generated by {ci | i ∈ A}.
Deﬁnition 2.2. Let Sd be the aﬃne Sergeev superalgebra. As an R-module, it is free on Coxeter gener-
ators sˆ1, . . . , sˆd−1, polynomial generators xˆ1, . . . , xˆd , and Clifford generators cˆ1, . . . , cˆd , which are then
subject to the following relations:
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• xˆi cˆi = −cˆi xˆi , xˆi cˆ j = cˆ j xˆi for i, j ∈ Id with j = i.
• sˆi cˆi = cˆi+1 sˆi , sˆi cˆ j = cˆ j sˆi for i, j ∈ Id−1 with j = i, i + 1.
• sˆi xˆi = xˆi+1 sˆi − 1− cˆi cˆi+1, sˆi xˆ j = xˆ j sˆi for i ∈ Id−1, j ∈ Id with j = i, i + 1.
We record the following identity in Sd , for i ∈ Id−1 and n 1:
sˆi xˆ
n
i = xˆni+1 sˆi −
n−1∑
j=0
xˆ ji xˆ
n−1− j
i+1
(
1+ (−1) j cˆi cˆi+1
)
.
The following result is well known:
Theorem 2.3. (See [3].) Z(Sd) is the set consisting of all symmetric polynomials in the xˆ21, . . . , xˆ2d .
Deﬁnition 2.4. Let f (x) = xl + bl−2xl−2 + bl−4xl−4 + · · · ∈ R[x] be a monic polynomial with the prop-
erty that the terms appearing in f all have either even or odd degree. Then the cyclotomic Sergeev
superalgebra S fd is the quotient of Sd by the two-sided ideal generated by f (xˆ1). The parameter l is
called the level of S fd .
As a consequence of Theorem 2.3, the image of every symmetric polynomial in the xˆ21, . . . , xˆ
2
d
is central in S fd . The purpose of the rest of the paper is to prove that there are no other central
elements.
We give a ﬁltration F0S fd ⊂ F1S fd ⊂ · · · of S fd by declaring Coxeter and Clifford generators to lie in
ﬁltered degree 0, and polynomial generators to lie in ﬁltered degree 1. Write grS fd for the associated
graded object. By the PBW theorem for cyclotomic Sergeev superalgebras [3, Theorem 15.4.6] there is
an isomorphism of superalgebras
grS fd ∼=
(
Rl[x1, . . . , xd] ⊗̂ RΣd
)⊗ Cd
where ⊗̂ is the usual twisted tensor product. We identify Rl[x1, . . . , xd], RΣd , and Cd with the corre-
sponding subalgebras of grS fd when convenient.
Remark 2.5. We will abuse notation by writing xˆi , cˆi , and sˆi for the generators of both Sd and S fd . We
write xi , ci and si for the generators of grS fd , where we will be working from now until Section 5.
For A ⊆ Id and z ∈ grS fd , we say z is of maximal degree with respect to A if xl−1i divides z for all
i ∈ A. An element of the form f σAc ∈ grS fd with f ∈ Rl[A] and c ∈ C[A] is called a maximal degree
cycle if it is of maximal degree with respect to A. Deﬁne the length of an element f σ c ∈ grS fd with
f ∈ Rl[d], σ ∈ Σd , and c ∈ Cd to be the length of σ .
2.3. Signs
Deﬁnition 2.6. For α ∈ Za2, deﬁne an associated a-tuple of signs
α = (α1 , . . . , αa ) ∈ {±1}a
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αi :=
∏
j<i
(−1)α j
for i ∈ Ia , where we understand α1 = 1 for all α.
Remark 2.7.
(i) α ∈ Za2 lies in (Za2)ev if and only if
αa = (−1)αa .
(ii) For A = {i1, . . . , ia} ⊆ Id , α ∈ Za2, and j ∈ Ia we have
ci j cα(A) = αj cα+1 j (A), and
cα(A)ci j = (−1)α j+1+···+αd cα+1 j (A).
Moreover, if α ∈ (Za2)ev, then this last expression equals αj+1cα+1 j (A). (Here the sign is to be
interpreted as 1 if j = a.)
(iii) For 1 < j ∈ Ia ,
α
( j)
i =
{
αi , i = j,−αi , i = j,
whereas
α
(1)
i =
{−αi , i = 1,
α1 , i = 1.
2.4. Polynomials
Most of our results ultimately depend upon the good behavior of a certain class of polynomials,
which are generalizations of the ones deﬁned in chapter 2 of [1]. Here we deﬁne them and establish
some of their properties.
Deﬁnition 2.8. For A = {i1, . . . , ia} ⊆ Id , r  0, and α ∈ (Za2)ev, the polynomial hαr (A) is deﬁned as
follows:
hαr (A) =
∑
r1+···+ra=(a−1)(l−1)+r
(
α1 xi1
)r1
. . .
(
αa xia
)ra
.
Lemma 2.9.
(i) For 1 < j  d, ci j hαr (A) = hα
( j)
r (A)ci j .
(ii) ci1h
α
r (A) = (−1)(a−1)(l−1)+rhα(1)r (A)ci1 .
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(i) Follows immediately from Remark 2.7(iii).
(ii)
ci1h
α
r (A) = ci1
∑
r1+···+ra=(a−1)(l−1)+r
(
α1 xi1
)r1
. . .
(
αa xia
)ra
=
∑
r1,...,ra
((−α1 xi1)r1 ∏
1< j∈Ia
(
αj xi j
)r j)ci1
=
∑
r1,...,ra
(
(−1)r1+···+ra(α1 xi1)r1 ∏
1< j∈Ia
(−αj xi j )r j)ci1
= (−1)(a−1)(l−1)+rhα(1)r (A)ci1 by Remark 2.7(iii). 
Lemma 2.10. For A = {i1, . . . , ia}, α ∈ (Za2)ev , j ∈ Ia, and r  0, we have
xi j h
α
r (A) = (−1)α j hαr (A)xσA(i j). (2.11)
Proof. We have
xi j h
α
r (A) = xi j
∑
r1+···+ra=(a−1)(l−1)+r
(
α1 xi1
)r1
. . .
(
αa xia
)ra
= αj
∑
r1,...,ra
(
α1 xi1
)r1
. . .
(
αj xi j
)r j+1
. . .
(
αa xia
)ra
= αj
∑
∑
rk=(a−1)(l−1)+r+1,r j>0
(
α1 xi1
)r1
. . .
(
αj xi j
)r j
. . .
(
αa xia
)ra
.
In fact, by the pigeonhole principle the condition r j > 0 in the last summation is redundant: if r j = 0,
there must be some other ri greater than or equal to l. So this condition can be disregarded, leaving
the summand symmetric.
Now, since our choice of j was arbitrary, we also have
xσA(i j)h
α
r (A) = ασIa ( j)
∑
∑
rk=(a−1)(l−1)+r+1
(
α1 xi1
)r1
. . .
(
αa xia
)ra
.
The result follows, since ασIa ( j) = (−1)α j
α
j . 
Lemma 2.12. Let A = {i1, . . . , ia−1,k}, B = {k, j2, . . . , jb} ⊂ Id with A ∩ B = {k}. Let α ∈ (Za2)ev and β ∈
(Zb2)
ev , and r, s 0. Write A ∪ B for the ordered set {i1, . . . , ia−1,k, j2, . . . , jb−1}. Then we have
hαr (A)h
β
s (B) = (−1)αa((b−1)(l−1)+s)hγr+s(A ∪ B), (2.13)
where γ = (α1, . . . ,αa−1, β1, . . . , βb−1, βb + αa) ∈ (Za+b−12 )ev .
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∑(
α1 xi1
)r1
. . .
(
αa−1xia−1
)ra−1(αa xk)rk(β1 xk)sk(β2 x j2)s2 . . . (βb x jb)sb (2.14)
where
a−1∑
j=1
r j + rk = (a− 1)(l − 1) + r and
sk +
b∑
j=2
s j = (b − 1)(l − 1) + s.
Now, observe that

γ
i =
{
αi , i = 1, . . . ,a,
αa 
β
i−a, i = a+ 1, . . . ,a + b − 1.
Using this, we can write
hγr+s(A ∪ B) =
∑
r1,...,ra−1
s1,...,sb−1
(
a−1∏
j=1
(
αj xi j
)r j b∏
j=2
(

β
j xi j
)s j · (β1 xk)t(αa )t+∑bj=2 s j
)
(2.15)
where
j=a−1∑
j=1
r j +
j=b∑
j=2
s j + t = (a + b − 2)(l − 1) + r + s.
Modulo a sign, every term in the summation (2.15) arises as a term from (2.14), because the rk + sk
arising from (2.14) all satisfy the condition on t . On the other hand, every term in (2.14) must occur
in (2.15) by the pigeonhole principle: if the powers of xi1 , . . . , xa−1 in a term from (2.15) didn’t sum
to at least (a− 2)(l− 1)+ r, then some subsequent x j would have to be raised to at least the power l.
To establish the result, it remains to show that the difference in sign between the terms in (2.14)
and (2.15) is as claimed. (Most urgently, we need to show that it is not dependent on the choice
of term.) Fixing a choice of r1, . . . , ra−1, s2, . . . , sb , the ratio of the corresponding terms in (2.15) and
(2.14) is
((

β
1
)t(
αa
)t+∑ j=bj=2 s j )/((αa )rk(β1 )sk).
Observing that β1 = 1, we obtain
ratio of signs= (αa )(a−1)(l−1)+r−∑ j=a−1j=1 r j+(b−1)(l−1)+s(αa )rk
= (αa )(b−1)(l−1)+s
= (−1)αa((b−1)(l−1)+s). 
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A = {i1, . . . , ia−2,k,m}, B = {k,m, j3, . . . , jb}
be subsets of Id with A ∩ B = {k,m}. Let α ∈ (Za2)ev and β ∈ (Zb2)ev . Write F for the polynomial
∏
i∈A∪B x
l−1
i .
Then
hα0 (A)h
β
0 (B) =
{
lF , if (−1)αa+β1 = 1,
F , otherwise.
Proof. By the pigeonhole principle, hα0 (A)h
β
0 (B) equals
l−1∑
r=0
xl−1i1 . . . x
l−1
ia−2x
l−1
j3
xl−1jb
(
αa−1xk
)r(
αa xm
)l−1−r(

β
1 xk
)l−1−r(

β
2 xm
)r
.
This is a sum of l terms, each of which equals ±F . Since l−1− r has the same parity as r, and β1 = 1,
this sum is alternating if and only if
αa−1
α
a 
β
2 = −1.
Observing that the left-hand side equals (−1)αa+β1 gives the result. 
Remark 2.17. Retaining the notation of Lemma 2.12:
(i) If |A ∩ B| = 2 then the product hαr (A)hβs (B) is either zero or a scalar multiple of the maximal
degree term
∏
i∈A∪B x
l−1
i .
(ii) If |A ∩ B| > 2 then hαr (A)hβs (B) = 0.
3. X-cycles
In this section we study the following subalgebra of grS fd :
Deﬁnition 3.18. Let CX be the centralizer of the polynomial subalgebra of grS fd . That is,
CX = CentgrS fd (x1, . . . , xd).
3.1. X-cycles
Deﬁnition 3.19. For an ordered subset A of Id , r  0, and α ∈ (Za2)ev, deﬁne the X-cycle A(r,α) by
A(r,α) := hαr (A)σAcα(A) ∈ grS fd .
Remark 3.20. In [1], the elements called “colored cycles” are constructed by taking some σA and
multiplying by a suitable polynomial in such a way that the result commutes with all the polynomial
generators. As the next lemma shows, our X-cycles are designed to serve the same purpose. Ulti-
mately, though, we need elements that will also commute with Clifford generators: we will construct
them in the next section and call them CX-cycles.
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Proof. It is suﬃcient to check that A(r,α) commutes with xi j for j ∈ Ia . Using Lemma 2.10, we have
xi j h
α
r (A)σAcα(A) = (−1)α j hαr (A)xσA(i j)σAcα(A)
= (−1)α j hαr (A)σAxi j cα(A)
= (−1)α j hαr (A)σA(−1)α j cα(A)xi j
= A(r,α)xi j . 
For A = {i1, . . . , ia} ⊆ Id and α ∈ (Za2)ev, write
→
A and
→
α for the elements obtained by shifting A
and α one place to the right. That is:
→
A = {ia, i1, . . . , ia−1}, →α = (αa,α1, . . . ,αa−1).
Lemma 3.22. For A and α as above, and r  0, we have
→
A
(r,
→
α) = (−1)αa((a−1)(l−1)+r+1)A(r,α).
Proof. First observe that

→
α
i =
{∏
j<i−1(−1)α j · αa = αi−1αa , 1 < i  a,
1, i = 1,
where we use the fact that αa = (−1)αa since α is even.
Now,
hαr (A) =
∑
r1,...,ra
(
α1 xi1
)r1
. . .
(
αa xia
)ra
and
h
→
α
r (
→
A) =
∑
s1,...,sa
(

→
α
1 xia
)s1(→α2 xi1)s2 . . . (→αa xia−1)sa ,
where
∑
j∈Ia r j =
∑
j∈Ia s j = (a − 1)(l − 1) + r. The second expression can be rewritten as
h
→
α
r (
→
A) =
∑
r1,...,ra
(
α1 xia
)ra(αa α1 xi1)r1 . . . (αa αa−1xia−1)ra−1
=
∑
r1,...,ra
(
αa
)r1+···+ra−1xraia (α1 xi1)r1 . . . (αa−1xia−1)ra−1
=
∑
r1,...,ra
(
αa
)(a−1)(l−1)+r(
αa
)ra xraia (α1 xi1)r1 . . . (αa−1xia−1)ra−1
= (αa )(a−1)(l−1)+rhαr (A)
= (−1)αa((a−1)(l−1)+r)hαr (A).
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A
= σA and that c→α(
→
A) = (−1)αa cα(A). Putting this all together we obtain
→
A
(r,
→
α) = h→αr (
→
A)σ→
A
c→α(
→
A)
= (−1)αa((a−1)(l−1)+r)hαr (A)σA(−1)αa cα(A)
= (−1)αa((a−1)(l−1)+r+1)A(r,α). 
Remark 3.23. Lemma 3.22 is the reason that we have to be careful to deﬁne X-cycles in terms of or-
dered indexing sets A, rather than the elements σA of the symmetric group that they determine. This
is quite unnatural, but it will cease to be a concern in the next section once we prove Theorem 4.34.
Proposition 3.24.
(i) X-cycles associated to disjoint indexing sets commute with one another.
(ii) Let A = {i1, . . . , ia−1,k}, B = {k, j2, . . . , jb} ⊂ Id with A ∩ B = {k}, and let r, s  0. Let α ∈ (Za2)ev and
β ∈ (Zb2)ev . Then
A(r,α)B(s,β) = (−1)αa((b−1)(l−1)+s+βb)(A ∪ B)(r+s,γ )
where A ∪ B = {i1, . . . , ia−1,k, j2, . . . , jb} and
γ = (α1, . . . ,αa−1, β1, . . . , βb−1,αa + βb) ∈
(
Z
a+b−1
2
)ev
.
Proof.
(i) Obvious.
(ii)
A(r,α)B(s,β) = hαr (A)σAcα(A)hβs (B)σBcβ(B)
= hβs (B)hαr (A)σAcα(A)σBcβ(B)
= hαr (A)hβs (B)σAσBcα
({i1, . . . , ia−1, jb})cβ(B)
= (−1)αa((b−1)(l−1)+s)hγr+s(A ∪ B)σA∪B · cα
({i1, . . . , ia−1, jb})cβ(B)
= (−1)αa((b−1)(l−1)+s)+αaβbhγr+s(A ∪ B)σA∪Bcγ (A ∪ B)
from which the result follows. 
3.2. Other elements of CX
Lemma 3.25. Take A = {i1, . . . , ia} ⊆ Id and α ∈ Za2 . Suppose
z = f σAcα(A) ∈ CX
for some polynomial f ∈ Rl[A]. Then either α ∈ (Za2)ev , or f is of maximal degree with respect to A.
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xi j f = (−1)α j xσA(i j) f .
This implies
xi1 f =
∏
i∈Ia
(−1)αi xi1 f ,
so either
∏
i∈Ia (−1)αi = 1, whereupon α ∈ (Za2)ev, or else xi1 f = 0. In the latter scenario, we must
then have xi j f = 0 for all j ∈ Ia , which gives the required condition on f . 
Lemma 3.26. Let A = {i1, . . . , ia} ⊆ Id and α ∈ (Za2)ev . Suppose z = f σAcα(A) ∈ CX , for some homogeneous
f ∈ Rl[A] with deg( f ) < (a − 1)(l − 1). Then z is a scalar multiple of an X-cycle.
Proof. By assumption, there exists a j with xi j f = 0. Multiplying z on both sides by xi j , we see that
f must satisfy the relation (2.11) for this choice of j, whereupon xσA(i j) f = 0. The result follows from
repeated application of this argument, and the observation that (2.11) characterizes the polynomial
hαr (A) up to a scalar. 
Proposition 3.27. Let z = f σA1 . . . σAmc ∈ Cx, for some pairwise disjoint A1, . . . , Am in Id, f homogeneous
in Rl[A1 ∪ · · · ∪ Am] and c ∈ C[Id]. Then z can be written as a product of disjoint X-cycles and maximal degree
cycles.
Proof. Proceed by induction on m, the case m = 1 following from Lemmas 3.25 and 3.26. It is clear
from the relations that we may assume c ∈ C[A1 ∪ · · · ∪ Am].
Write f =∑i f i gi for some homogeneous polynomials f i ∈ Rl[A1 ∪ · · · ∪ Am−1] and gi ∈ Rl[Am].
The element c can be written uniquely in the form
cα(A1 ∪ · · · ∪ Am−1)cβ(Am).
Now, consider the coeﬃcient of each giσAmcβ(Am) in z: by homogeneity of the relations, each such
coeﬃcient must commute with Rl[A1 ∪ · · · ∪ Am−1], and so by the inductive hypothesis it is of the
required form. Moreover, each giσAmcβ(Am) must commute with Rl[Ad] so, depending on the parity
of β , apply Lemma 3.25 and/or Lemma 3.26 to obtain the result. 
4. CX-cycles
Deﬁnition 4.28. Let CCX be the even centralizer in CX of the Clifford subalgebra of grS fd .
4.1. CX-cycles
In order to reﬁne the notion of X-cycle and obtain elements of CCX , we need to introduce another
sign function on (Za2)
ev.
Deﬁnition 4.29. For α ∈ (Za2)ev, deﬁne
τα := (−1) 12 |α|+
∑
i∈Ia iαi .
Recall the notation α( j) from Section 2.1. The following is another (and less ad hoc) way of char-
acterizing the τα :
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(i) τα( j) = (−1)α j+α j−1τα .
(ii) τα(1) = (−1)α1+αa+aτα .
Proof.
(i) Observe that
∣∣α( j)∣∣= { |α| ± 2, if α j = α j−1,|α|, otherwise.
Also
∑
i∈Ia
i
(
α( j)
)
i ≡
∑
i∈Ia
iαi + j + ( j + 1) mod 2
and so
τα( j) =
{
τα, if α j = α j−1,
−τα, otherwise.
The result follows, since (−1)α j+α j−1 is negative precisely when α j = α j−1.
(ii) Similarly to part (i), we have
∣∣α(1)∣∣= { |α| ± 2, if α1 = αa,|α|, otherwise,
but then we have
∑
i∈Ia
i
(
α(1)
)
i ≡
∑
i∈Ia
iαi + 1+ a mod 2
and so
τα(1) =
{
(−1)aτα, if α1 = αa,
(−1)a+1τα, otherwise. 
Deﬁnition 4.31.
(i) For A = {i1, . . . , ia} ⊆ Id and r  0, deﬁne the element A(r) as follows:
A(r) :=
∑
α∈(Za2)ev
τα A
(r,α) ∈ CX . (4.32)
(ii) Call such an element a CX-cycle if (a − 1)l + r is even.
Proposition 4.33. The element A(r) deﬁned above lies in CCX if and only if it is a CX-cycle.
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j = 1 and j > 1 separately.
First, suppose j > 1. Then
ci j A
(r) =
∑
α∈(Za2)ev
ταci j h
α
r (A)σAcα(A)
=
∑
α∈(Za2)ev
ταh
α( j)
r (A)ci jσAcα(A) by Lemma 2.9(i)
=
∑
α∈(Za2)ev
ταh
α( j)
r (A)σAci j−1cα(A)
=
∑
α∈(Za2)ev
αj−1ταh
α( j)
r (A)σAcα+1 j−1(A) by Remark 2.7(ii).
On the other hand,
A(r)ci j =
∑
α∈(Za2)ev
ταh
α
r (A)σAcα(A)ci j
=
∑
α∈(Za2)ev
αj+1ταh
α
r (A)σAcα+1 j (A) by Remark 2.7(ii)
=
∑
α∈(Za2)ev
α
( j)
j+1τα( j)h
α( j)
r (A)σAcα+1 j−1(A)
=
∑
α∈(Za2)ev
α
( j)
j+1(−1)α j+α j−1ταhα
( j)
r (A)σAcα+1 j−1(A)
= ci j A(r) because α
( j)
j+1 = αj+1.
Now suppose j = 1. We have
ci1 A
(r) =
∑
α∈(Za2)ev
ταci1h
α
r (A)σAcα(A)
= (−1)(a−1)(l−1)+r
∑
α∈(Za2)ev
ταh
α(1)
r (A)ci1σAcα(A)
= (−1)(a−1)(l−1)+r
∑
α∈(Za2)ev
ταh
α(1)
r (A)σAcia cα(A)
= (−1)(a−1)(l−1)+r
∑
α∈(Za2)ev
(−1)αaταhα(1)r (A)σAcα+1a (A),
whereas
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∑
α∈(Za2)ev
ταh
α
r (A)σAcα(A)ci1
=
∑
α∈(Za2)ev
(−1)α1ταhαr (A)σAcα+11(A)
=
∑
α∈(Za2)ev
(−1)(α(1))1τα(1)hα
(1)
r (A)σAcα+1a (A)
=
∑
α∈(Za2)ev
(−1)α1+1(−1)α1+αa+aταhα(1)r (A)σAcα+1a (A).
Comparing the signs, we see that A(r) commutes with ci1 if and only if
(a − 1)(l − 1) + r + αa + αa + a + 1
is even. This is equivalent to the condition that (a − 1)l + r be even, which establishes the result. 
Theorem 4.34. Let A(r) be a CX-cycle. Let
→
A be deﬁned as in Lemma 3.22. Then we have
→
A
(r) = A(r).
Proof. By deﬁnition,
→
A
(r) =
∑
α∈(Za2)ev
τα
→
A
(r,α) =
∑
α∈(Za2)ev
τ→α
→
A
(r,
→
α)
.
Since |→α| = |α| for any α, we have that
τ→α =
{−τα, if αa = 1 and a is odd, and
τα, otherwise.
(4.35)
Now, combining (4.35) with Lemma 3.22, the result follows from consideration of the following three
cases:
(i) αa = 0. Then τ→α
→
A
(r,
→
α) = τα A(r,α) automatically.
(ii) αa = 1 and a is odd. Then
τ→α
→
A
(r,
→
α) = τα A(r,α) ↔ (a − 1)(l − 1) + r is even ↔ (a− 1)l + r is even.
(iii) αa = 1 and a is even. Then
τ→α
→
A
(r,
→
α) = τα A(r,α) ↔ (a − 1)(l − 1) + r + 1 is even
↔ r and l have the same parity
↔ (a − 1)l + r is even. 
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in a way that X-cycles are not. That is, a CX-cycle can be unambiguously associated to a cycle in
the symmetric group and a positive integer. It is clear that CX-cycles associated to disjoint cycles
commute with one another, and that for A, B ⊂ Id and r, s  0 the product A(r)B(s) must be zero
whenever |A ∩ B| > 2, or when |A ∩ B| = 2 and r + s > 0.
Proposition 4.37. Let A = {i1, . . . , ia−1,k}, B = {k, j2, . . . , jb} ⊆ Id with A∩ B = {k}, and let r, s 0 be such
that B(s) is a CX-cycle. As in Lemma 2.12 and Proposition 3.24, write A ∪ B for the ordered index set
{i1, . . . , ia−1,k, j1, . . . , jb−1}.
Then
A(r)B(s) = (A ∪ B)(r+s).
Proof. As in Proposition 3.24(ii), for given α ∈ eZa and β ∈ (Zb2)ev, set
γ = (α1, . . . ,αa−1, β1, . . . , βb−1,αa + βb) ∈
(
Z
a+b−1
2
)ev
.
Observe that each element of (Za+b−12 )ev is determined by a unique pair of elements of (Za2)ev and
(Zb2)
ev in this way. Now,
A(r)B(s) =
∑
α,β
τατβ A
(r,α)B(s,β)
=
∑
α,β
(−1)αa((b−1)(l−1)+s+βb)τατβ(A ∪ B)(r+s,γ ).
Now we need to show that this coeﬃcient equals τγ . Observe that
|γ | =
{ |α| + |β| − 2, if αa = βb = 1,
|α| + |β|, otherwise.
Also,
∑
i∈Ia+b−1
iγi =
∑
i∈Ia−1
iαi +
∑
j∈Ib−1
(a− 1+ j)β j + (a + b − 1)(αa + βb)
=
∑
i∈Ia
iαi +
∑
j∈Ib
jβ j + (b − 1)αa + (a− 1)
∑
j∈Ib
β j.
Since the last term is even, this gives us that
τγ = τατβ(−1)αa(βb+b−1).
Comparing this to our initial calculation, we need b− 1 and (b− 1)(l− 1)+ s to have the same parity.
However, this is equivalent to the requirement that (b − 1)l + s be even, so we’re done. 
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the factorization
(1 2 3)(0) = (1 2)(0)(2 3)(0)
is valid if l is even, but not if l is odd.
Example 4.39. (1 2)(0)(1 2)(0) = 0, regardless of the parity of l.
Example 4.40.
(i) As a consequence of the previous two examples, we have
(1 2 3)(0)(2 3 4)(0) = (1 2)(0)(2 3)(0)(2 3)(0)(3 4)(0) = 0
if l is even. However, if l is odd, one can use Lemma 2.16 to show that
(1 2 3)(0)(2 3 4)(0) = 2x(l−1)1 x(l−1)2 x(l−1)3 x(l−1)4 s1s3(c1c4 + c2c3 − c2c4 − c1c3).
(ii) Regardless of the parity of l, we have
(1 2 3)(0)(3 2 4)(0) = 0.
Remark 4.41. Collectively Theorem 4.34, Proposition 4.37, and Example 4.40 provide suﬃcient infor-
mation to calculate A(0)B(0) whenever |A ∩ B| = 2. (This is only complicated if l is odd.)
Lemma 4.42. Let A = {i1, . . . , ia} ⊆ Id, and
z =
∑
α∈(Za2)ev
fασAcα(A) ∈ CCX
for some homogeneous fα ∈ Rl[A]. If the fα are not of maximal degree with respect to A, then z is proportional
to a CX-cycle.
Proof. We may write z =∑α∈(Za2)ev θα A(r,α) for some 0 r  l−1. Multiplying this expression on the
left and on the right by ci , for i ∈ A, and using Lemma 2.9, we obtain
θα(i) = (−1)αi+αi−1θα
for each 1 < i ∈ Ia , as well as a similar expression in the case i = 1. However, this characterizes the
coeﬃcients τα up to a scalar, so the result follows. 
4.2. Odd skew elements
Example 4.43. If l is odd, we have that
(1 2 3)(0)(2 3 4)(0) = 2x(l−1)1 x(l−1)2 x(l−1)3 x(l−1)4 s1s3(c1c4 + c2c3 − c2c4 − c1c3).
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follows:
−2(x(l−1)1 x(l−1)2 s1(c1 − c2)) · (x(l−1)3 x(l−1)4 s3(c3 − c4)).
The two terms appearing in this factorization are maximal degree odd elements of CX , each of which
skew-commutes with the Clifford part of grS fd .
Deﬁnition 4.44. Say an element of the form f σAc ∈ CX , for A = {i1, . . . , ia} ⊆ Id , f ∈ Rl[A], and c ∈
C[A], is an odd skew cycle if it is odd and skew-commutes with all the Clifford generators of grS fd .
Proposition 4.45. For A = {i1, . . . , ia} ⊆ Id, f ∈ Rl[A], and c ∈ C[A], let z = f σAc be an odd skew cycle.
Then it is of maximal degree with respect to A. Moreover, one of l and a must be even.
Proof. Since z is odd, we can write it as
∑
α∈(Za2)odd fασAcα(A). By Lemma 3.25, the fα must all be
of maximal degree with respect to A, so we can in fact write
z = FσA
( ∑
α∈(Za2)odd
θαcα(A)
)
for some coeﬃcients θα , where F =∏aj=1 xl−1i j . Let 1 < j ∈ Ia . Multiplying on the left by ci j , we obtain
(−1)l−1
∑
α∈(Za2)odd
(
θα
j−2∏
k=1
(−1)αk cα+( j−1)(A)
)
whereas multiplying on the right we obtain
∑
α∈(Za2)odd
(
θα
a∏
k= j+1
(−1)αk cα+ j(A)
)
.
Observing that if α ∈ (Za2)odd we have
j−2∏
k=1
(−1)αk ·
a∏
k= j+1
(−1)α( j)k = −(−1)α j+α j−1 ,
and comparing coeﬃcients yields
θα( j) = (−1)l−1(−1)α j+α j−1θα. (4.46)
One can similarly obtain
θα(1) = (−1)l−1(−1)α1+αaθα.
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θα = (−1)a(l−1)(−1)αa+αa−1(−1)
∑a−1
j=2(α j+α j−1+1)(−1)α1+αa+2θα
= (−1)alθα,
from which the claim follows. 
4.3. Basis for CCX
Theorem 4.47.
(i) Let A1, . . . , Am be pairwise disjoint subsets of Id, and let z = FσA1 . . . σAmc ∈ CCX be such that c ∈
CA1∪···∪Am , and F ∈ Rl[Id] is of maximal degree with respect to A1 ∪ · · · ∪ Am. Then z can be written
as a product of disjoint even CX-cycles and (an even number of ) disjoint odd skew cycles.
(ii) Let z =∑α∈(Za2)ev fασA1 . . . σAmcα(A1 ∪ · · · ∪ Am) be an element of CCX , where A1, . . . , Am are pairwise
disjoint subsets of Id, |Ai| = ai for i ∈ Im, and∑i∈Im ai = a. Suppose the fα are not of maximal degree
with respect to any of the Ai . Then z can be written as a sum of products of disjoint CX-cycles.
Proof. We prove the ﬁrst statement by induction on m. For the base case, it is easy (using
Lemma 4.30) to calculate that z must equal the CX-cycle A(l−1)1 . (And thereby that |A1| must be
even if l is even.)
For the induction step, begin by writing
c =
∑
α,β
θα,βcα(A1 ∪ · · · ∪ Am−1)cβ(Am)
for appropriate α, β and some coeﬃcients θα,β . Consider the coeﬃcient of each
∏
i∈Am x
l−1
i σAmcβ(Am)
in z.
Firstly, if β is even then this coeﬃcient must itself be even, and must commute with every ci
with i ∈ A1 ∪ · · · ∪ Am−1. So, by the inductive hypothesis, it is of the appropriate form. If β is odd,
then the coeﬃcient is odd and skew-commutes with all these elements. If m = 2, this means that the
coeﬃcient is a single odd skew cycle. Otherwise, repeat this argument until the inductive hypothesis
can be applied. Finally, by grouping like coeﬃcients and appealing to homogeneity of the relations,
we reduce to the base case.
The second statement is proved similarly, using Lemma 4.42 for the base case and Proposition 4.45
to observe that no odd elements can arise in the factorization. 
5. Center of grS fd
5.1. Standard basis
Let Md(l) denote the set of l-multipartitions of d.
Deﬁnition 5.48. Let z = A(r1)1 . . . A(rm)m be a product of disjoint CX-cycles in CCX . Deﬁne the cycle type
of z to be the multipartition λ = (λ(1), . . . , λ(l)) ∈ Md(l), where the parts of λ(r) consist of those |Ai|
occurring in z such that ri = r − 1.
Deﬁnition 5.49. For λ ∈ Md(l), deﬁne the redundancy of λ to be the number of parts of λ(1) that are
equal to 1. So if z is of cycle type λ, then the redundancy of λ is the number of 1-cycles in z of
degree 0. (These could be omitted from z because (i)(0) = 1.)
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Lemma 5.50. Let z be deﬁned as above, and let λ be the cycle type of z. Then one of the following is true:
(i) l is even. λ(r) = ∅ whenever r is even.
(ii) l is odd. λ(r) has only odd parts if r is odd, and only even parts if r is even.
Let Mevd (l) ⊂ Md(l) consist of those multipartitions which occur as the cycle type of some product
of disjoint CX-cycles.
Deﬁnition 5.51. For λ ∈ Mevd (l), let zd(λ) be the sum of all CX-cycles with cycle type λ.
Theorem 5.52. Let l be odd. Then the elements {zd(λ) | λ ∈ Mevd (l)} form a basis for Z(grS fd ).
The symmetric group Σd acts on CCX by conjugation, and Z(grS fd ) consists of the ﬁxed points of
this action. We consider the orbit sums of elements of CCX . It is clear that zd(λ) is the orbit sum
corresponding to any product of CX-cycles with cycle type λ. So, in view of Section 4.3, the theorem
follows from the following lemma.
Lemma 5.53. Let l be odd, and let z = FσAc be an odd skew cycle, for some A = {i1, . . . , ia} ⊂ Id, F ∈ Rl[A],
c ∈ C[A]. Then ∑
τ∈Σa
(τ · z) = 0.
Proof. From Proposition 4.45, we have that a is even. Write
∑
τ∈Σa
(τ · z) =
(a−1)!∑
i=1
∑
τ∈τi〈σA〉
(τ · z),
where {τi} is a set of coset representatives for 〈σA〉 in Σa . We claim that the sum over each coset is
zero. As in Proposition 4.45, write
c =
∑
α∈(Za2)odd
θαcα(A),
and consider the element
σ−1A cσA(A) =
∑
α∈(Za2)odd
θσ−1A (α)
cα(A) ∈ C[A].
We can obtain σ−1A (α) from α by applying a sequence of precisely |α| operations in the following
manner: ﬁnd i ∈ Ia such that αi = 1 and αi−1 = 0. (This is possible since a is even and α ∈ (Za2)odd.)
Replace α with α(i) , then continue sequentially. Now, applying (4.46), we have θσ−1A (α)
= −θα . Conse-
quently,
σA · z = −z,
so we have
∑
τ∈<σA>(τ · z) = 0, and hence the result. 
508 O. Ruff / Journal of Algebra 331 (2011) 490–5115.2. Murphy basis
Now we construct another basis for Z(grS fd ). Its indexing set, given in Deﬁnition 5.54, has a more
natural description than the one in Lemma 5.50.
For a partition λ = (λ1  · · · λr > 0), deﬁne
λ/l := (λ1/l · · · λr/l).
Deﬁnition 5.54.
(i) Let Pd(l) denote the set of partitions λ satisfying
r + |λ/l| d.
(ii) Let Pevd (l) be the subset of Pd(l) consisting of partitions all of whose parts are even.
We use the bijection ϕ : Md(l) → Pd(l) from Section 2 of [1]. If
λ = (λ(1), . . . , λ(l)) ∈ Md(l),
where λ(r) = (λr1  · · · λ(r)mr > 0), then ϕ(λ) is the partition with parts (λ(r)i − 1)l + r − 1 for all r ∈ Il
and 1 i mr .
(In other words: the rth entry of λ encodes the parts of ϕ(λ) that are congruent to r − 1 mod l.)
Lemma 5.55.
(i) ϕ is a bijection.
(ii) ϕ(Mevd (l)) = Pevd (l).
Proof. The construction of φ−1 is also given in [1]: given μ ∈ Pd(l), construct λ = (λ(1), . . . , λ(l)) as
follows. For all μi satisfying μi ≡ r − 1 mod l, λ(r) has parts {μi/l + 1}. The second part is a direct
consequence of Lemma 5.50. 
Deﬁnition 5.56. For k = (a − 1)l + r  0, deﬁne the colored Jucys–Murphy element
yi(k) =
∑
1i1,...,ia−1<i
i1,...,ia−1 distinct
(i i1 . . . ia−1)(r) ∈ grS fd . (5.57)
Remark 5.58.
(i) The terms on the right-hand side of (5.57) are CX-cycles if and only if k is even.
(ii) If k < l we have
yi(k) = xki .
(iii) Based on the classical deﬁnition, something called a “Jucys–Murphy element” should be expected
to consist of a sum of elements looking (in this instance) like
(i1 . . . ia−1 i)(r).
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is odd.) The next lemma explains the irregularity.
Lemma 5.59. For all i ∈ Id, we have xˆli ∈ Fl−1Sd, and grl−1 xˆli = yi(l).
Proof. Proceed by induction on i, the case i = 1 being clear since y1(l) = 0 and the polynomial f has
no degree l − 1 term.
As a consequence of (2.3), we have
xˆli+1 = si xˆli si +
l−1∑
j=0
xˆ ji xˆ
l−1− j
i+1 sˆi
(
1+ (−1) j+1cˆi cˆi+1
)
in Sd , and the image of the summation under grl−1 can be seen to be equal to (i i + 1)(0) . So, by the
inductive hypothesis, xˆli+1 ∈ Fl−1S fd , and
grl−1 xˆli+1 = si yi(l)si + (i i + 1)(0)
= yi+1(l). 
We can regard elements of Pevd (l) simply as d-tuples of integers. For two such d-tuples, μ and ν ,
write μ ∼ ν if they differ up to permutation of their entries.
Deﬁnition 5.60. For μ ∈ Pevd (l), deﬁne
md(μ) :=
∑
(ν1,...,νd)∼μ
y1(ν1) . . . yd(νd).
Theorem 5.61. Let l be odd. Then the elements {md(μ) | μ ∈ Pevd (l)} form a basis for Z(grS fd ).
Proof. First we need to show that each md(μ) lies in Z(grS fd ). Since μ ∈ Pevd (l), it is clear that
md(μ) ∈ CCX , so we just need to check that it commutes with each si for i ∈ Id . Since si commutes
with y j(k) unless j = i or j = i + 1, we need only to check that si commutes with the elements
yi(k)yi+1(k) and yi(k)yi+1(m) + yi(m)yi+1(k) for even values of k and m. These calculations are
similar: we consider the ﬁrst. Write k = (a − l)l + r as usual. Then
yi(k)yi+1(k) =
∑
i1...ia−1<i
j1,..., ja−1<i+1
(i1 . . . ia−1 i)(r)( j1 . . . ja−1 i + 1)(r) (5.62)
whereas
si yi(k)yi+1si =
∑
(i1 . . . ia−1 i + 1)(r)si( j1 . . . ja−1 i + 1)(r)si
=
∑
j1,..., ja−1 =i
(i1 . . . ia−1 i + 1)(r)( j1 . . . ja−1 i)(r)
+
∑
j ,..., j =i
(i1 . . . ia−1 i + 1)(r)( j1 . . . i + 1 . . . ja−1 i)(r).1 a−1
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r = 0) Example 4.40 according to whether
{i1, . . . , ia−1} ∩ { j1, . . . , ja−1}
contains 0, 1, or 2 elements.
To complete the proof, we claim that md(μ) = zd(φ−1(μ)) + (∗), where (∗) denotes a linear com-
bination of zd(ν)s with strictly greater redundancy than φ−1(μ). By deﬁnition, md(μ) is a sum of
products of CX-cycles of the form A(r1)1 . . . A
(ra)
a . If the index sets are pairwise distinct, this contributes
something of cycle type φ−1(μ), and certainly every element of cycle type φ−1(μ) arises in such a
way, which provides the zd(φ−1(μ)). If the index sets overlap, any nonzero contribution that arises
will be a similar product of CX-cycles such that |A1|+ · · ·+ |Aa| < |μ|. Consequently, their cycle types
will have strictly greater redundancy. 
6. Center of S fd
Lemma 6.63. Let k = (a − 1)l + r be even. Then the element xˆki lies in F(a−1)(l−1)+r(S fd ). Moreover, we have
gr(a−1)(l−1)+r
(
xˆki
)= yi(k).
Proof. This is the (slightly cleaner) analogue of Lemma 3.1 in [1]. We use the same strategy, looking
ﬁrst at the case k = (a − 1)l and proceeding by induction on a. The base case a = 2 is Lemma 5.59.
For the induction step, suppose ﬁrst that a = 3, that is that k = 2l. Write xˆ2li = xˆli xˆli and apply
Lemma 5.59 again. Unfortunately, if l is odd then none of the terms that arise are CX-cycles, so
Proposition 4.37 does not apply. However, for distinct i, j,k ∈ Id it is easy to check that
( j i)(0)( j k)(0) = (i j k)(0),
which is enough to establish that gr2(l−1) xˆ2li is of the correct form.
For the case a > 3 (and the case a = 3 if l is even) one can write xˆki = xˆ(a−2)li xˆ2li and use Proposi-
tion 4.37.
Finally, if k = (a − 1) + r for r > 0, write xˆki = xˆri xˆ(a−1)li and apply the previous argument. 
Deﬁnition 6.64. For μ ∈ Pevd (l), deﬁne the element pd(μ) of Sd to be the symmetric polynomial∑
(ν1,...,νd)∼μ
xˆν11 . . . xˆ
νd
d ∈ Z(Sd).
Lemma 6.65. For μ ∈ Pevd (l), the image of pd(μ) in S fd lies in F |μ|−|μ/l|(S fd ), and
gr|μ|−|μ/l|
(
pd(μ)
)=md(μ).
Proof. The polynomial degree of pd(μ) in Sd is clearly |μ|, and so the result follows from
Lemma 6.63. 
Theorem 6.66. Let l be odd. Then
gr
(
Z
(S fd ))= Z(grS fd ),
and the set B = {pd(μ) | μ ∈ Pevd (l)} is a basis for Z(S fd ).
O. Ruff / Journal of Algebra 331 (2011) 490–511 511Proof. Our ﬁltration of S fd induces a ﬁltration of Z(S fd ) in which, for each μ ∈ Pevd (l), the element
pd(μ) lies in degree |μ| − |μ/l|. Theorem 5.61 and Lemma 6.65 establish that the set{
gr|μ|−|μ/l|
(
pd(μ)
) ∣∣μ ∈ Pevd (l)}
is a basis for the associated graded object gr(Z(S fd )). This is suﬃcient to establish that B is a basis
for Z(S fd ) as claimed. 
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