Recently a number of algorithms under the theme of 'unbiased learning-to-rank' have been proposed, which can reduce position bias, the major type of bias in click data, and train a high-performance ranker with click data. Most of the existing algorithms, based on the inverse propensity weighting (IPW) principle, first estimate the click bias at each position, and then train an unbiased ranker with the estimated biases using a learning-to-rank algorithm. However, there has not been a method for unbiased pairwise learning-to-rank that can simultaneously conduct debiasing of click data and training of a ranker using a pairwise loss function. In this paper, we propose a novel framework to accomplish the goal and apply this framework to the state-of-the-art pairwise learning-to-rank algorithm, LambdaMART. Our algorithm named Unbiased LambdaMART can jointly estimate the biases at click positions and the biases at unclick positions, and learn an unbiased ranker. Experiments on benchmark data show that Unbiased LambdaMART can significantly outperform existing algorithms by large margins. In addition, an online A/B Testing at a commercial search engine shows that Unbiased LambdaMART can effectively conduct debiasing of click data and enhance relevance ranking.
INTRODUCTION
Learning-to-rank, which refers to machine learning techniques on automatically constructing a model (ranker) from data for ranking in search, has been widely used in current search systems. Existing algorithms can be categorized into pointwise, pairwise, and listwise approaches according to the loss functions they utilize [11] [12] [13] . Among the proposed algorithms, LambdaMART is a state-of-theart algorithm [3, 18] . The data for training in learning-to-rank is usually labeled by human assessors so far, and the labelling process is often strenuous and costly. This raises the question of whether it is possible to train a ranker by using click data collected from the same search system. Click data is indicative of individual users' relevance judgments and is relatively easy to collect with low cost. On the other hand, it is also noisy and biased [8, 19] . Notably, the orders of documents in the search results affect users' judgments. Users tend to more frequently click documents presented at higher positions, which is called position bias. This has been preventing practical use of click data in learning-to-rank.
Recently a new research direction, referred to as unbiased learningto-rank, is arising and making progress. Unbiased learning-to-rank aims at eliminating bias in click data, particularly position bias, and making use of the debiased data to train a ranker. Wang et al. [16] and Joachims et al. [9] respectively propose employing the inverse propensity weighting (IPW) principle [15] to learn an 'unbiased ranker' from click data. It is proved that the objective function in learning using IPW is an unbiased estimate of the risk function defined on a relevance measure (a pointwise loss). The authors also develop methods for estimating position bias by randomization of search results online. Wang et al. [17] further develop a method for estimating position bias from click data offline. More recently Ai et al. [1] propose a method that can jointly estimate position bias and train a ranker from click data, again on the basis of IPW. In the previous work, the IPW principle is limited to the pointwise setting in the sense that position biases are only defined on click positions.
In this paper, we address the problem of jointly estimating position biases and training a ranker from click data for pairwise learning-to-rank, particularly using a pairwise algorithm, Lamb-daMART. To do so, we extend the inverse propensity weighting principle to the pairwise setting, and develop a new method for jointly conducting position bias estimation and ranker training.
Specifically, we give a formulation of unbiased learning-to-rank for the pairwise setting and extend the IPW principle. We define position biases as the ratio of the click probability to the relevance probability at each position, as well as the ratio of the unclick probability to the irrelevance probability. This definition takes both the position biases at click positions and those at unclick positions into consideration. We prove that under the extended IPW principle, the objective function becomes an unbiased estimate of risk function defined on pairwise loss functions. In this way, we can learn an unbiased ranker using a pairwise ranking algorithm.
We then develop a method for jointly estimating position biases for both click and unclick positions and training a ranker for pairwise learning-to-rank, called Pairwise Debiasing. The position bias and the ranker can be iteratively learned through minimization of the same objective function. As an instance, we further develop Unbiased LambdaMART 1 , an algorithm of learning an unbiased ranker using LambdaMART.
Experiments on the Yahoo learning-to-rank challenge benchmark dataset demonstrate that Unbiased LambdaMART can effectively conduct debiasing of click data and significantly outperform the baseline algorithms in terms of all measures, for example, 3-4% improvements in terms of NDCG@1. An online A/B Testing at a commercial news search engine, Jinri Toutiao, also demonstrates that Unbiased LambdaMART can enhance the performance of relevance ranking at the search engine.
The contribution of this paper includes the following proposals.
• A general framework on unbiased learning-to-rank in the pairwise setting, particularly, an extended IPW. • Pairwise Debiasing, a method for jointly estimating position bias and training a pairwise ranker. • Unbiased LambdaMART, an algorithm of unbiased pairwise learning-to-rank using LambdaMART.
RELATED WORK
Learning-to-rank is to automatically construct a ranking model from data, referred to as a ranker, for ranking in search. The algorithms of learning-to-rank can be categorized as pointwise approach, pairwise approach, and listwise approach, based on the loss functions in learning [11] [12] [13] . The pairwise and listwise algorithms usually work better than the pointwise algorithms [12] , because the key issue of ranking in search is to determine the orders of documents but not to judge the relevance of documents, which is exactly the goal of the pairwise and listwise algorithms.
Recently, a new direction in learning-to-rank, referred to as unbiased learning-to-rank, is arising and making progress. The goal of unbiased learning-to-rank is to develop new techniques to conduct debiasing of click data and leverage the debiased click data in training of a ranker [2] .
Wang et al. [16] apply unbiased learning-to-rank to personal search. They conduct randomization of search results to estimate query-level position bias and adjust click data for training of a ranker in personal search on the basis of inverse propensity weighting (IPW) [15] . Joachims et al. [9] theoretically prove that with the inverse propensity weighting (IPW) principle, one can obtain an unbiased estimate of a risk function on relevance in learning-torank. They also utilize online randomization to estimate position bias and perform training of a RankSVM model. Wang et al. [17] employ a regression-based EM algorithm to infer position bias by maximizing the likelihood of click data. The estimated position bias is then utilized in learning of LambdaMART. Recently, Ai et al. [1] design a dual learning algorithm which can jointly learn an unbiased propensity model for representing position bias and an unbiased ranker for relevance ranking, by optimizing two objective functions. Both models are implemented as neural networks. Their method is also based on IPW, while the loss function is a pointwise loss function.
Our work mainly differs from the previous work in that:
• In previous work, position bias is defined as the observation probability, and thus IPW is limited to the pointwise setting.
In this work, we give a more general definition of position bias, and extend IPW to the pairwise setting, in which the loss function is pairwise and debiasing is carried out at both click positions and unclick positions. • In previous work, estimation of position bias either relies on randomization of search results online, which can hurt user experiences [9, 16] , or resorts to separate learning of a propensity model from click data offline, which can be suboptimal to relevance ranking [1, 17] . In this paper, we propose to jointly conduct estimation of position bias and learning of a ranker through minimizing one objective function.
FRAMEWORK
In this section, we give a general formulation of unbiased learningto-rank, for both the pointwise and pairwise settings, and extend the inverse propensity weighting principle to the pairwise setting.
Pointwise Unbiased Learning-to-Rank
In learning-to-rank, given a query document pair denoted as x, the ranker f assigns a score to the document. The documents with respect to the query are then ranked in descending order of their scores. Traditionally, the ranker is learned with labeled data. In the pointwise setting, the loss function in learning is defined on a single data point x.
Let q denote the query and D q the set of documents associated with q. Let d i denote the i-th document in D q and x i the feature vector of q and d i . Let r + i and r − i represent that d i is relevant and irrelevant respectively. The risk function in learning is defined as
where f denotes a ranker, L( f (x i ), r + i ) denotes a pointwise loss function based on an IR measure [9] and P (x i , r + i ) denotes the probability distribution on x i and r + i . Suppose that there is a labeled dataset in which the relevance of documents with respect to queries is given. One can learn a rankerf r el through the minimization of the empirical risk function (objective function) as follows.
One can also consider using click data as relevance feedbacks from users, more specifically, viewing clicked documents as relevant documents and unclicked documents as irrelevant documents, and training a ranker with a click dataset. This is what we call 'biased learning-to-rank', because click data has position bias, presentation bias, etc. For convenience, let us assume that document d i in D q is exactly the document ranked at position i by the original ranker. Let c + i and c − i represent that document d i is clicked and unclicked in the click dataset respectively. The risk function and minimization of empirical risk function can be defined as follows.
The loss function is defined on clicked documents with label c + i . The rankerf cl ic k learned in this way is biased, however.
Unbiased learning-to-rank aims to eliminate the biases, for example position bias, in the click data and train a ranker with the debiased data. The training of ranker and debiasing of click data can be performed simultaneously or separately. The key question is how to fill the gap between click and relevance, that is, P (c + i |x i ) and P (r + i |x i ). Here we assume that the click probability is proportional to the relevance probability at each position, where the ratio t + i > 0 is referred to as bias at a click position i.
There are k ratios corresponding to k positions. The ratios can be affected by different types of bias, but in this paper, we only consider position bias. We can conduct learning of an unbiased rankerf unbi as ed , through minimization of the empirical risk function as follows.
f unbi as ed = arg min
In (9) click label c + i in the loss function is replaced with relevance label r + i , because after debiasing click implies relevance. One justification of this method is that R unbiased is in fact an unbiased estimate of R r el . This is the so-called inverse propensity weighting (IPW) principle proposed in previous work. That is to say, if we can properly estimate position bias (ratio) t + i , then we can reliably train an unbiased rankerf unbi as ed .
Pairwise Unbiased Learning-to-Rank
In the pairwise setting, the ranker f is still defined on a query document pair x, and the loss function is defined on two data points x i and x j . Traditionally, the ranker is learned with labeled data.
Let q denote a query. Let d i and d j denote the i-th and j-th documents with respect to query q. Let x i and x j denote the feature vectors from d i and d j as well as q. Let r + i and r − j represent that document d i and document d j are relevant and irrelevant respectively. Let I q denote the set of document pairs (d i , d j ) where d i is relevant and d j is irrelevant. For simplicity we only consider binary relevance here and one can easily extend it to the multi-level relevance case. The risk function and the minimization of empirical risk function are defined as
where
denotes a pairwise loss function. One can consider using click data to directly train a ranker, that is, to conduct 'biased learning-to-rank'. Let c + i and c − j represent that document d i and document d j are clicked and unclicked respectively. Let I q denote the set of document pairs (d i , d j ) where d i is clicked and d j is unclicked. The risk function and minimization of empirical risk function can be defined as follows.
The rankerf cl ic k is however biased. Similar to the pointwise setting, we consider dealing with position bias in the pairwise setting and assume that the click probability is proportional to the relevance probability at each position and the unclick probability is proportional to the irrelevance probability at each position. The ratios t + i > 0 and t − j > 0 are referred to as position biases at a click position i and an unclick position j.
There are 2k position biases (ratios) corresponding to k positions. We can conduct learning of an unbiased rankerf unbi as ed , through minimization of the empirical risk function as follows.
=
In (17) it is assumed that relevance and click at position i are independent from those at position j. In (20), click labels c + i and c − j are replaced with relevance labels r + i and r − j because after debiasing click implies relevance and unclick implies irrelevance.
Similar to the pointwise setting, R unbiased is an unbiased estimate of R r el . Therefore, if we can accurately estimate the position bias (ratios) t + i and t − j , then we can reliably train an unbiased ranker f unbi as ed . This is an extension of the inverse propensity weighting (IPW) principle to the pairwise setting.
APPROACH
In this section, we present Pairwise Debiasing as a method of jointly estimating position bias and training a ranker for unbiased pairwise learning-to-rank. Furthermore, we apply Pairwise Debiasing on LambdaMart and describe the learning algorithm of Unbiased LambdaMART.
Learning Strategy
We first give a general strategy for pairwise unbiased learning-torank, named Pairwise Debiasing.
A key issue of unbiased learning-to-rank is to accurately estimate position bias. Previous work either relies on randomization of search results online, or resorts to a separate learning of position bias from click data offline. In this paper, we propose to simultaneously conduct estimation of position bias and learning of a ranker offline through minimizing the following regularized loss function.
where f denotes a ranker, t + and t − denote position biases (ratios) at all positions, L denotes a pairwise loss function, || · || p p denotes L p regularization. Because the position biases are relative values with respect to positions, to simplify the optimization process we fix the position biases of the first position to 1 and only learn the (relative) position biases of the rest of the positions. Here p ∈ [0, +∞) is a hyper-parameter. The higher the value of p is, the more regularization we impose on the position biases.
In the objective function, the position biases t + and t − are inversely proportional to the pairwise loss L( f (
, and thus the estimated position biases will be high if the losses on those pairs of positions are high in the minimization. The position biases are regularized and constrained to avoid a trivial solution of infinity.
It would be difficult to directly optimize the objective function in (24). We adopt a greedy approach to perform the task. Specifically, for the three optimization variables f , t + , t − , we iteratively optimize the objective function L with respect to one of them with the others fixed; we repeat the process until convergence.
Estimation of position bias ratios
Given a fixed ranker, we can estimate the position biases at all positions. There are in fact closed form solutions for the estimation.
The partial derivative of objective function L with respect to position bias t + is
Thus, we have arg min
In (28) the result is normalized to make the position bias at the first position to be 1.
Similarly, we have
In this way, we can estimate the position biases (ratios) t + and t − in one step given a fixed ranker f * . Note that the method here, referred to as Pairwise Debiasing, can be applied to any pairwise loss function. In this paper, we choose to apply the pairwise learning-to-rank algorithm LambdaMART.
Learning of Ranker
Given fixed position biases, we can learn an unbiased ranker. The partial derivative of L with respect to f can be written in the following general form.
We employ LambdaMART to train a ranker. LambdaMART [4, 18] employs gradient boosting or MART [6] and the gradient function of the loss function called lambda function. Given training data, it performs minimization of the objective function using the lambda function.
In LambdaMART, the lambda gradient λ i of document d i is calculated using all pairs of the other documents with respect to the query.
where λ i j is the lambda gradient defined on a pair of documents d i and d j , σ is a constant with a default value of 2, f (x i ) and f (x j ) are the scores of the two documents given by LambdaMART, ∆Z i j denotes the difference between NDCG [7] scores if documents d i and d j are swapped in the ranking list. Following the discussion above, we can make an adjustment on the lambda gradientλ i with the estimated position biases:
Thus, by simply replacing the lambda gradient λ i in Lamb-daMART with the adjusted lambda gradientλ i , we can reliably learn an unbiased ranker with the LambdaMART algorithm. We call the algorithm Unbiased LambdaMART.
Learning Algorithm
The learning algorithm of Unbiased LambdaMART is given in Algorithm 1. The input is a click dataset D. The hyper-parameters are regularization parameter p and total number of boosting iterations M. The output is an unbiased ranker f and estimated position biases at all positions t + , t − . As is outlined in Algorithm 1, Unbiased Lamb-daMART iteratively calculates adjusted lambda gradient in line 4, re-trains a ranker with the gradients in line 6, and re-estimates position biases in line 7. for each query q and each document d i in D q do 4:
Calculateλ i with (t + ) * and (t − ) * using (33); 5: end for 6:
Re-train ranker f withλ using LambdaMART algorithm 7:
Re-estimate position biases (ratios) t + and t − using (28) and (29) 8: end for 9: return f , t + , and t − ;
EXPERIMENTS
In this section, we present the results of two experiments on our proposed algorithm Unbiased LambdaMART. One is an offline experiment on a benchmark dataset. The other experiment is an online A/B testing at a commercial search engine.
Experiment on Benchmark Data
We made use of the Yahoo! learning-to-rank challenge dataset 1 to conduct an experiment. The Yahoo dataset is one of the largest benckmark dataset for learning-to-rank. It consists of 29921 queries and 710k documents. Each query document pair is represented by a 700-dimensional feature vector manually assigned with a label denoting relevance at 5 levels [5] .
There is no click data associated with the Yahoo dataset. We followed the procedure in [1] to generate synthetically click data from the Yahoo dataset for offline evaluation.
Click Data Generation.
The click data generation process in [1] is as follows. First, one trains a Ranking SVM model using 1% of the training data with relevance labels, and uses the model to create an initial ranking list for each query. Next, one samples clicks from the ranking lists by simulating the browsing process of users. The position-based click model (PBM) [14] is utilized. It assumes that a user decides to click a document according to probability P (c + i ) = P (o + i )P (r + i ). Here P (o + i ) and P (r + i ) are the observation probability and relevance probability respectively.
The probability of observation P (o + i ) is calculated by
where ρ i represents position bias at position i and θ ∈ [0, +∞] is a parameter controlling the degree of position bias. The position bias ρ i is obtained from an eye-tracking experiment in [8] and the parameter θ is set as 1 by default. The probability of relevance P (r + i ) is calculated by
where y ∈ [0, 4] represents a relevance level. The parameter ϵ represents click noise, which is set as 0.1 by default.
Baseline Methods.
We made comprehensive comparisons between our method and the baselines. The baselines were created by combining the state-of-the-art debiasing methods and learningto-rank algorithms. There were six debiasing methods. To make fair comparison, we used click model to generate 165660 query sessions as training dataset, and utilized the same dataset for all debiasing methods. All the hyper-parameters of the baseline models were the same as those in the original papers.
Randomization: The method, proposed by Joachims et al. [9] , uses randomization to infer the observation probabilities as position biases. We randomly shuffled the rank lists and then estimated the position biases as in [1] .
Regression-EM: The method, proposed by Wang et al. [17] , directly estimates the position biases using a regression-EM model implemented by GBDT.
Dual Learning Algorithm: The method, proposed by Ai et al. [1] , jointly learns a ranker and conducts debiasing of click data. The algorithm implements both the ranking model and the debiasing model as deep neural networks.
Pairwise Debiasing: Our proposed debiasing method, which is combined with LambdaMART. In this experiment, we set the hyper-parameter p as 0 by default. As explained below, a further experiment was conducted with different values of p.
Click Data: In this method, the raw click data without debiasing is used to train a ranker, whose performance is considered as a lower bound.
Labeled Data: In this method, human annotated relevance labels without any bias are used as data for training of ranker, whose performance is considered as an upper bound.
There were three learning-to-rank algorithms. DNN: A deep neural network was implemented as a ranker, as in [1] . We directly used the code provided by Ai et al. 2 . LambdaMART: We implemented Unbiased LambdaMART by modifying the LambdaMART tool in LightGBM [10] . We utilized the default hyper-parameters of the tool. The total number of trees was 300, learning rate was 0.05, number of leaves for one tree was 31, feature fraction was 0.9, and bagging fraction was 0.9.
In summary, there were 13 baselines to compare with our proposed Unbiased LambdaMART algorithm. Note that Dual Learning Algorithm and DNN are tightly coupled. We did not combine Pairwise Debiasing with RankSVM and DNN, as it is beyond the scope of this paper. 
Experimental Results.

A/B Testing at Commercial Search Engine
We further evaluated the performance of Unbiased LambdaMART by deploying it at the search engine of Jinri Toutiao, a commercial news recommendation app in China with over 100 million daily active users. We trained two rankers with Unbiased LambdaMART and LambdaMART + Click Data using click data of approximately 19.6 million query sessions collected over two days at the search engine. Then we deployed the two rankers at the search system to conduct A/B testing. The A/B testing was carried out for 16 days. In each experiment group, the ranker was randomly assigned approximately 1.5 million queries per day.
In the online environment, we observed that different users have quite different click behaviors. It appeared to be necessary to have a tighter control on debiasing. We therefore set the hyper-parameter p as 1, i.e., we conducted L 1 regularization to impose a stronger regularization on the position biases. We validated the correctness of this hyper-parameter selection on a small set of relevance dataset.
We compared the results of the two rankers in terms of first click ratios, which are the percentages of sessions having first clicks at top 1,3,5 positions among all sessions. A ranker with higher first click ratios should have better performance.
As shown in Table 2 , Unbiased LambdaMART can significantly outperform LambdaMART + Click Data in terms of first click ratios at the A/B Testing. It increases the first click ratios at positions 1,3,5 by 2.64%, 1.21% and 0.80%, respectively, which are all statistically significant (p-values < 0.05). It indicates that Unbiased LambdaMART can make significantly better relevance ranking.
CONCLUSION
In this paper, we have proposed a general framework for pairwise unbiased learning-to-rank, including the extended inverse propensity weighting (IPW) principle. We have also proposed a method called Pairwise Debiasing to jointly estimate position biases and train a ranker by directly optimizing a same objective function within the framework. We develop a new algorithm called Unbiased LambdaMART as application of the method. Experimental results show that Unbiased LambdaMART achieves significantly better results than the existing methods on a benchmark dataset, and is effective in relevance ranking at a real-world search system.
