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Abstract
Edge connectivity of a graph is one of the most fundamental graph-theoretic concepts. The
celebrated tree packing theorem of Tutte and Nash-Williams from 1961 states that every k-edge
connected graph G contains a collection T of bk/2c edge-disjoint spanning trees, that we refer
to as a tree packing ; the diameter of the tree packing T is the largest diameter of any tree in T .
A desirable property of a tree packing, that is both sufficient and necessary for leveraging the
high connectivity of a graph in distributed communication networks, is that its diameter is low.
Yet, despite extensive research in this area, it is still unclear how to compute a tree packing,
whose diameter is sublinear in |V (G)|, in a low-diameter graph G, or alternatively how to show
that such a packing does not exist. In this paper, we provide first non-trivial upper and lower
bounds on the diameter of tree packing. We start by showing that, for every k-edge connected
n-vertex graph G of diameter D, there is a tree packing T containing Ω(k) trees, of diameter
O((101k log n)D), with edge-congestion at most 2.
Karger’s edge sampling technique demonstrates that, if G is a k-edge connected graph, and
G[p] is a subgraph of G obtained by sampling each edge of G independently with probability
p = Θ(log n/k), then with high probability G[p] is connected. We extend this result to show
that the diameter of G[p] is bounded by O(kD(D+1)/2) with high probability. This immediately
implies that for every k-edge connected n-vertex graph G of diameter D, there is a tree packing
T containing Ω(k/ log n) edge-disjoint trees of diameter at most O(kD(D+1)/2) each.
We complement the above two results by showing that they are nearly tight: namely, that
there is a k-edge connected graph of diameter 2D, such that any packing of k/α trees with
edge-congestion η contains at least one tree of diameter Ω
(
(k/(2αηD))D
)
, for any k, α and η.
Lastly, we show that if, for every pair u, v of vertices in a given graph G, there is a collection
of k edge-disjoint paths connecting u to v, of length at most D each, then we can efficiently
compute a tree packing of size k, diameter O(D log n), and edge-congestion O(log n).
We provide several applications of low-diameter tree packing in the settings of distributed
network optimization. In particular, we show o(
√
n)-round algorithms for problems such as
MST and approximate minimum cut for graphs with n edge connectivity and constant diameter.
Finally, we illustrate several applications to the setting of secure distributed algorithms in which
the adversary is allowed to collide with Ω(k/ log n) edges in a k-edge connected graph.
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1 Introduction
Edge connectivity of a graph is one of the most basic graph theoretic parameters, with various
applications to network reliability and information dissemination. A key tool for leveraging high
edge connectivity of a given graph is tree packing : a large collection of spanning trees that are
(nearly) edge-disjoint. A celebrated result of Tutte [Tut61] and Nash-Williams [NW61] shows that
for every k-edge connected graph, there is a tree packing T containing bk/2c edge-disjoint trees.
This beautiful theorem has numerous algorithmic applications, but unfortunately it provides no
guarantee on the diameter of the individual trees in T . In the worst case, trees in T may have
diameter that is as large as Ω(|V (T )|), even if the diameter of the original graph is very small.
Given a graph G and a collection T of trees in G, we say that the trees in T are edge-disjoint iff
every edge of G lies in at most one tree of T , and we say that they cause edge-congestion η iff every
edge of G lies in at most η trees of T . The diameter of a tree-packing T is the maximum diameter
of any tree in T .
The diameter of a graph is a central graph measure that determines the round complexity of
distributed algorithms for various central graph problems, including minimum spanning tree, global
minimum cut, shortest s-t path, and so on. All these problems admit a trivial lower bound of Ω(D)
for the round complexity (where D is the diameter of the graph), and in fact a stronger lower
bound of Ω(D +
√
n), which is almost tight for general n-vertex graphs, that was shown by Das-
Sarma et al. [SHK+12]. Despite attracting a significant amount of attention over the last decade (see
e.g., [PT11,GK13,NS14,CGK14,CHGK14,Kuh14,Gha15a,CHGG+15,Dor18,DHNS19]), algorithms
that exploit large edge connectivity of the input graph in the distributed setting are quite rare. The
only examples that we are aware of are recent algorithms for minimum cut by Daga et al. [DHNS19]
and by Ghaffari et al. [GNT20].
Censor-Hillel et al. [CGK14] presented several distributed algorithms, that, given a k-edge con-
nected n-vertex graph of diameter D, computes a fractional tree packing of Ω(k/ log n) trees that
are fractionally edge-disjoint1 in O˜(D+
√
n) rounds. These trees have been used to parallelize the
flow of information, obtaining nearly optimal throughput for store-and-forward algorithms2. How-
ever, as these trees might have diameter as large as Ω(n) in the worst case, it is not clear how to use
them in order to improve the round complexity of the problem at hand, as opposed to improving
the throughput. In particular, in terms of optimizing the number of communication rounds, it may
still be preferable to send the entire information over a single BFS tree rather than spreading it
over many trees of potentially large diameter.
The problem of computing a low-diameter tree packing was studied later by Ghaffari [Gha15a]
from the perspective of optimization. Specifically, he studied the multi-message broadcast problem,
where a designated source vertex is required to send k messages to all other nodes in the network.
Denoting by OPT(G) the minimum number of rounds required for the broadcast on an input
graph G, he constructed a tree packing of size k, where both the diameter and the congestion
are bounded by O˜(OPT(G)). While this approach provides a nearly optimal broadcast scheme, it
does not provide absolute upper bounds on the diameter of the tree packing, and moreover, the
1In the fractional setting, each tree T in the packing has a weight w(T ) and for each edge e, the sum of weights
of all trees that contain e is at most 1.
2In this class of algorithms, the nodes can only forward the messages they receive (e.g., network coding is not
allowed).
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congestion caused by the tree packing can be large.
A recent work of Ghaffari and Kuhn [GK13] provides the following negative result for packing
low-diameter trees into a graph: they show that for any large enough n and any k ≥ 1, there is a
k-edge-connected n-vertex graph of diameter Θ(log n), such that, in any partitioning of the graph
into spanning subgraphs, all but O(log n) of the subgraphs have diameter Ω(n/k). In light of this
result, it is natural to consider the following key question:
(1) Is it possible to compute a tree packing whose diameter is strongly sublinear in
|V (G)|, provided that the diameter of the input graph G is sublogarithmic in |V (G)|?
Our second key question aims at crystallizing the main challenge to computing low-diameter tree
packing. So far, we have compared the diameter of the tree packing to the diameter of the original
graph. However, as observed above, the results of [GK13] indicate that there may be a large gap
between these two measures, even for graphs whose diameter is logarithmic in n. A more natural
reference point is the following. We say that a graph G is (k,D)-connected, iff for every pair
u, v ∈ V (G) of distinct vertices, there are k edge-disjoint paths connecting u to v in G, such that
the length of each path is bounded by D. Clearly, if there is a tree packing of edge-disjoint trees of
diameter at most D into G, then G must be (k,D)-connected. The question is whether the reverse
is also true, if we allow a small congestion and a small slack in the diameter of the trees. The
celebrated result of Tutte and Nash-Williams shows that, if every pair of vertices in G has k edge-
disjoint paths connecting them, then there are bk/2c edge-disjoint spanning trees in G. However,
this result is not length-preserving, in the sense that the tree paths may be much longer than the
original paths connecting pairs of vertices. Our goal is then to provide such a length-preserving
transformation from collections of short edge-disjoint paths connecting pairs of nodes in G to a
low-diameter tree packing.
(2) Given a (k,D)-connected graph G, can one obtain a tree packing of Ω˜(k) trees of
diameter O˜(D) into G, with small edge-congestion?
In this paper, we address both questions. For the first question, we show two efficient algorithms,
that, given a k-edge connected n-vertex graph G of diameter at most D, construct a low-diameter
tree packing. We complement this result by an almost matching lower bound. We address the sec-
ond question by providing an efficient algorithm, that, given a (k,D)-connected graph G, computes
a collection of k spanning trees of diameter at most O(D log n) each, that cause edge-congestion of
O(log n).
1.1 Our Results
Our graph-theoretic results consider two main settings: in the first setting, the input graph is k-edge
connected, and has diameter at most D; in the second setting, the input graph is (k,D)-connected.
We only consider unweighted graphs, that is, all edge lengths are unit. Graphs are allowed to have
parallel edges, unless we explicitly state that the graph is simple. Throughout the paper, we use
the term efficient algorithm to refer to a sequential algorithm whose running time is polynomial in
its input size.
2
Packing Trees into Low-Diameter Graphs. We prove the following two theorems that allow
us to pack low-diameter trees into low-diameter graphs.
Theorem 1.1. There is an efficient randomized algorithm, that, given any positive integers D,n, k,
and an n-vertex k-edge-connected graph G of diameter at most D, computes a collection T ′ =
{T ′1, . . . , T ′bk/2c} of bk/2c spanning trees of G, such that each edge of G appears in at most two of
the trees in T ′, and, with high probability, each tree T ′i ∈ T ′ has diameter O((101k lnn)D).
As we show later, the diameter bound of Theorem 1.1 is close to the best possible. Unfortunately,
the trees in the packing provided by Theorem 1.1 may share edges. Next, we generalize the classical
result of Karger [Kar99] to obtain a packing of completely edge-disjoint trees of small diameter, in
the following theorem.
Theorem 1.2. There is an efficient randomized algorithm that, given an n-vertex k-edge-connected
graph G of diameter at most D, such that k > 1000 lnn, computes a collection {T1, . . . , Tr} of
r = Ω(k/ lnn) edge-disjoint spanning trees of G, such that with probability 1 − 1/poly(n), each
resulting tree Ti has diameter O(k
D(D+1)/2).
We note that while the diameter bound in Theorem 1.2 is slightly weaker than that obtained in
Theorem 1.1, and the number of the spanning trees is somewhat lower, its advantage is that the
resulting trees are guaranteed to be edge-disjoint. Moreover, the algorithm in Theorem 1.2 is very
simple: we construct r graphs G1, . . . , Gr with V (Gi) = V (G) for all i, by sampling every edge of
G into one of these graphs independently. We then compute a spanning tree Ti in each such graph
Gi, and show that its diameter is suitably bounded. As such, this algorithm is easy to use in the
distributed setting.
Lastly, we show that our upper bounds are close to the best possible if k  D, by proving the
following lower bound.
Theorem 1.3. For all positive integers n, k,D, η, α such that k/(4Dαη) is an integer and n ≥
3k ·
(
k
2Dαη
)D
, there exists a k-edge connected simple graph G on n vertices of diameter at most
2D + 2, such that, for any collection T = {T1, . . . , Tk/α} of k/α spanning trees of G that causes
edge-congestion at most η, some tree Ti ∈ T has diameter at least 14 ·
(
k
2Dαη
)D
.
Note that, in particular, any collection T of Ω(k) trees that are either edge-disjoint, or cause a
constant edge-congestion, must contain a tree of diameter Ω
((
k
cD
)D)
for some constant c. Even
if we are willing to allow a polylogarithmic edge-congestion, and to settle for Θ(k/poly log n) trees,
at least one of the trees must have diameter Ω
((
k
Dpoly logn
)D)
. Moreover, we show that the lower
bound from Theorem 1.3 continues to hold even for the weaker notion of edge-independent trees3,
introduced in [IR88].
3A collection T of spanning trees is edge-independent, iff all trees in T are rooted at the same vertex v∗, and for
every vertex v ∈ V (G), if we denote by P(v) the collection of paths that contains, for each tree T ∈ T , the unique
path connecting v to v∗ in T , then all paths in P(v) are edge-disjoint.
3
Packing Trees into (k,D)-connected Graphs. We next consider (k,D)-connected graphs and
show an algorithm that computes a tree packing, that is near-optimal in both the number of trees
and in the diameter.
Theorem 1.4. There is an efficient randomized algorithm, that, given any positive integers D, k, n
with k ≤ n, and a (k,D)-connected n-vertex graph G, computes a collection T = {T1, . . . , Tk} of k
spanning trees of G, such that, for each 1 ≤ ` ≤ k, tree T` has diameter at most O(D log n), and
with probability at least 1− 1/poly(n), each edge of G appears in O(log n) trees of T .
Improved Distributed Algorithms for Highly Connected Graphs. We present several
applications of low-diameter tree packing in the standard CONGEST model of distributed compu-
tation [Pel00]. By the proof of Theorem 1.2 and the O(log n)-approximation algorithm for edge
connectivity by [GK13], we obtain the following result.
Theorem 1.5. There is a randomized distributed algorithm, that, given an n-vertex graph G of
constant diameter D = O(1) and an integer λ, with high probability solves the problem of O(log n)-
approximate verification of λ-edge connectivity in G in poly(λ · log n) rounds.
This improves upon the state of the art bound of O(
√
n) for graphs with constant diameter D ≥ 3,
and λ ≤ nc for some positive constant c < 1/(2D2). From now on, we restrict our attention to
k-edge connected graphs with a constant diameter D = O(1). We employ the modular approach
for distributed optimization introduced by Ghaffari and Haeupler in [GH16a] which is based on
the notion of low-congestion shortcuts. Roughly speaking, these shortcuts augment vertex-disjoint
connected subgraphs by adding nearly-edge disjoint subsets of “shortcut” edges (that is, edges that
reduce the diameter of each subgraph). Using our tree packing construction, we provide improved
shortcuts for highly connected graphs of small diameter. This immediately leads to o(
√
n)-round
algorithms for several classical graph problems. For example, we prove the following:
Theorem 1.6. There is a randomized distributed algorithm, that, given a k-edge connected weighted
n-vertex graph G of diameter D, such that the nodes know an O(log n) approximation of k, computes
an MST of G in O˜(min{√n/k + nD/(2D+1), n/k}) rounds with high probability.
If the nodes do not know an O(log n)-approximation of the value of k, then such an approximation
can be computed in poly(k log n) rounds for D = O(1) using Theorem 1.5, w.h.p. For general
graphs (of an arbitrary connectivity) with diameter D = 3, 4, Kitamura et al. [KKOI19] showed
nearly optimal constructions of MST’s (based on shortcuts) with round complexities of O˜(n1/4)
and O˜(n1/3) respectively. Turning to lower bounds, we slightly modify the construction of Lotker
et al. [LPP06] to obtain a lower bound of Ω((n/k)1/3) rounds for computing an MST in k-edge
connected graphs of diameter 4, assuming that k = O(n1/4).
Finally, we consider the basic task of information dissemination, where a given source vertex
s is required to send N bits of information to the designated target vertex t in a k-edge con-
nected n-vertex graph. This problem was first addressed in [GK13], who showed a lower bound
of Ω(min{N/ log2 n, n/k}) rounds, provided that the diameter of the graph is Θ(log n). Using our
low-diameter tree packing we obtain the first improved upper bounds for sublogarithmic diameter.
We also show a new lower bound for simple store-and-forward algorithms, for the regime where
D = o(log n).
4
Theorem 1.7. There is a randomized distributed algorithm, that, given any k-edge connected n-
vertex graph G of diameter D with a source vertex s and a destination vertex t, sends an input
sequence of N bits from s to t. The number of rounds is bounded by O˜(N1−1/(D+1)+N/k) with high
probability. In addition, for all integers n,N,D and k ≤ n, there exists a k-edge connected n-vertex
graph G = (V,E) of diameter 2D, and a pair s, t of its vertices, such that sending N bits from s to
t in a store-and-forward manner requires at least Ω(min{(N/(D log n))1−1/(D+1), n/k}+N/k+D)
rounds.
Applications to Secure Distributed Computation. Recently, Parter and Yogev [PY19] pre-
sented a general simulation result that converts any non-secure distributed algorithm to an equiva-
lent secure algorithm, while paying a small overhead in the number of rounds. This transformation
is based on the combinatorial graph structure of low-congestion cycle cover, namely, a collection of
nearly edge-disjoint short cycles that cover all edges in the graph. The security provided by [PY19]
was limited to adversaries who can manipulate at most one edge of the graph in a given round; in
fact if the graph is only 2-edge connected, no stronger security guarantees, in terms of the number
of edges that an adversary is allowed to corrupt is possible. In this paper we provide technical tools
for handling stronger adversaries, who collude with f(k) edges in a k-edge connected graph in each
given round. In order to do so, we define a stronger variant of cycle cover that is adapted to the
highly connected setting. This generalization is formalized by the notion of k-connected cycle cover,
in which each edge in the graph is covered by k almost-disjoint cycles. Our key contribution is an
algorithm that transforms any tree packing with k trees of diameter D into a (k − 1)-connected
cycle cover with cycle length O(D log n) and congestion O˜(k log n). This yields a simple secure
simulation of distributed algorithms in the presence of an adversary who colludes with O(k/ log n)
edges of the graph in each round4. Finally, we also use low-diameter tree packing to provide a
simple store-and-forward algorithm for the problem of secure broadcast.
1.2 Open Problems
For brevity, let us say that a collection T of spanning trees of a (k,D)-connected graph G is an
(α,D′)-packing iff |T | ≥ k/α and the diameter of every tree in T is at most D′. A major remaining
open question is: for which values of α and D′ can we guarantee the existence of an (α,D′)-
packing T of edge-disjoint spanning tree in every (k,D)-connected graph. In particular, is the
following statement true: every (k,D)-connected graph G contains a collection of Ω(k/poly log n)
edge-disjoint trees of diameter O(D · poly log n) each. The only upper bounds that we have are
the ones guaranteed by Theorem 1.2, and we do not have any lower bounds. We also do not have
any upper bounds, except for those guaranteed by Theorem 1.1, if we allow a constant, or more
generally any sub-logarithmic congestion. Additionally, obtaining an analogue of the algorithm
from Theorem 1.4 in the distributed setting remains a very interesting open question.
Finally, most of our results are mainly meaningful for the setting where k = Ω(log n). It will be
very interesting to consider the case of small connectivity k = O(1). One can show that any k-edge
connected graph with k = O(1) of diameter D is a (k, poly(D))-connected graph. Is it possible to
show that any k-edge-connected graph of diameter D, for some constant k ≥ 3, has at least two
edge-disjoint trees of depth at most poly(D)?
4We note that an adversary may choose a different set of O(k/ logn) edges to listen to or to corrupt in each round.
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Organization. We start with preliminaries in Section 2. We provide the proof of Theorem 1.1
in Section 3, the proof of Theorem 1.2 in Section 4, the proof of Theorem 1.3 in Section 5, and
the proof of Theorem 1.4 in Section 6. We discuss applications of our graph theoretic results to
distributed computation in Section 7.
2 Preliminaries
We use the notation log for logarithms to the base of 2. All graphs are finite and they do not
have loops. By default, graphs are allowed to have parallel edges; graphs without parallel edges are
explicitly called simple graphs.
Let G = (V,E) be a graph. For two disjoint subsets of its vertices A,B ⊆ V , we denote by EG(A,B)
the set of edges in G that have one endpoint in A and the other endpoint in B, and denote by
δG(A) the set of edges in G that have exactly one endpoint in A. For a pair u, v ∈ V (G) of vertices
of G, we denote by distG(u, v) the length of the shortest path connecting u to v in G, and we denote
by diam(G) the diameter of G, namely diam(G) = maxu,v∈V distG(u, v). For a path P in G, we
denote by |P | its length, that is, the number of edges in P . For a vertex u ∈ V (G), let ΓG(u) be
the set of neighbors of u in G.
For two graphs G,H we define their union graph G ∪ H to be the graph whose vertex set is
V (G) ∪ V (H) and whose edge set is E(G) ∪ E(H) (note that we allow V (G) ∩ V (H) to be non-
empty).
For a real number p ∈ [0, 1], let D(G, p) be the distribution of graphs, where the vertex set of
the resulting graph is V (G), and each edge of G is included in the graph with probability p
independently from other edges.
We say that two paths P , P ′ are edge-disjoint, iff E(P )∩E(P ′) = ∅. We say that two paths P , P ′
are internally disjoint, iff for every vertex v ∈ V (P )∩V (P ′), v is an endpoint of both paths. Given
a set P = {P1, . . . , Pr} of paths of G, we say that the paths of P are edge-disjoint iff every edge
of G belongs to at most one path of P, and we say that the paths of P are internally disjoint iff
every pair of paths in P are internally disjoint. We say that the set P of paths causes congestion
η iff every edge e ∈ E(G) belongs to at most η paths in P.
For a positive integer k, we say that a graph G = (V,E) is k-edge-connected iff, for every subset
E′ ⊆ E of at most k − 1 edges, G \ E′ is connected. Equivalently, G is k-edge-connected iff for
every pair u, v ∈ V of its vertices, there is a set of k edge-disjoint paths in G connecting u to v.
We will also use the following stronger notion of connectedness.
Definition 1 ((k,D)-connectivity). Let G be a graph, and let k,D be two positive integers. We
say that G is (k,D)-connected iff for every pair u, v ∈ V (G) of its nodes, there are k edge-disjoint
paths in G connecting u to v, such that the length of each of these paths is at most D.
Let T be a tree rooted at r. For each integer i ≥ 0, we say that a node v ∈ V (T ) is at the ith level
of T if the length of the unique path connecting v to r in T is i. We let Vi(T ) be the set of all nodes
that lie on the ith level of the tree T , and we denote V≤i(T ) =
⋃i
t=0 Vt(T ). Therefore, the root lies
at level 0, the children of the root are at level 1 and so on. For a collection T = {T1, . . . , Tr} of
spanning trees of G, we say that the trees of T are edge-disjoint if every edge of G belongs to at
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most one tree of T . We say that the trees of T are edge-independent, if all the trees are rooted at
a same vertex v0 ∈ V (G), and for every vertex v ∈ V (G) \ {v0}, if we denote by P(v) the set of
paths that contains, for each tree T ∈ T , the unique path connecting v to v0 in T , then all paths in
P(v) are edge-disjoint. We say that the set T of trees causes congestion η iff every edge e ∈ E(G)
belongs to at most η trees in T .
Flows and cuts. Let P be the set of all paths in G. A flow f in G is defined to be an assignment
of non-negative values {f(P )}P∈P to all paths P ∈ P. A path P ∈ P is called a flow-path of F
iff f(P ) > 0. The value of the flow f is
∑
P∈P f(P ). Let P be a flow-path that originates at
u ∈ V (G) and terminates at u′ ∈ V (G). We say that the node u sends f(P ) units of flow to u′
along the path P . For each edge e ∈ E(G), we define the congestion of the flow f on the edge e to
be
∑
P∈P:e∈P f(P ), namely the total amount of flow of f through e. The total congestion of flow f
is the maximum congestion of f on any edge of G. A cut in a graph G is a bipartition of its vertex
set V into non-empty subsets. The value of a cut (S, V \ S) is |EG(S, V \ S)|.
3 Low-Diameter Tree Packing with Small Edge-Congestion: Proof
of Theorem 1.1
In this section we provide the proof of Theorem 1.1.
We start by showing that, if we are given a graph G, and a collection {T1, . . . , Tk} of edge-disjoint
spanning trees of G, such that the diameter of the tree Tk is at most 2D (but other trees may
have arbitrary diameters), then we can efficiently compute another collection {T ′1, . . . , T ′k−1} of
edge-disjoint spanning trees of G, such that the diameter of each resulting tree T ′i is bounded by
O((101k lnn)D) with high probability.
Theorem 3.1. There is an efficient randomized algorithm, that, given any positive integers D, k, n,
an n-vertex graph G, and a collection {T1, . . . , Tk} of k spanning trees of G, such that the trees
T1, . . . , Tk−1 are edge-disjoint, and the diameter of Tk is at most 2D, computes a collection {T ′1, . . . , T ′k−1}
of edge-disjoint spanning trees of G, such that, with probability at least 1 − 1/poly(n), for each
1 ≤ i ≤ k − 1, the diameter of tree T ′i is bounded by O((101k lnn)D).
Theorem 1.1 easily follows by combining Theorem 3.1 with the results of Kaiser [Kai12], who gave
a short elementary proof of the tree-packing theorem of Tutte [Tut61] and Nash-Williams [NW61].
His proof directly translates into an efficient algorithm, that, given a k-edge connected graph
G, computes a collection of bk/2c edge-disjoint spanning trees of G. In order to complete the
proof of Theorem 1.1, we use the algorithm of Kaiser [Kai12] to compute an arbitrary collection
T = {T1, . . . , Tbk/2c} of edge-disjoint spanning trees of G, and compute another arbitrary BFS tree
T ∗ of G. Since the diameter of G is at most D, the diameter of T ∗ is at most 2D. We then apply
Theorem 3.1 to the collection {T1, . . . , Tbk/2c, T ∗} of spanning trees, to obtain another collection
T ′ = {T ′1, . . . , T ′bk/2c} of spanning trees, such that each edge of G belongs to at most 2 trees of T ′,
and with high probability, the diameter of each tree in T ′ is at most O((101k lnn)D). We note
that, since we allow parallel edges, the trees in the set {T1, . . . , Tbk/2c, T ∗} are edge-disjoint in graph
G ∪ E(T ∗).
The main technical tool that we use in order to prove of Theorem 3.1 is the following theorem, that
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allows one to “fix” a diameter of a connected graph using a low-diameter tree.
Theorem 3.2. Let H be a connected graph with |V (H)| ≤ n, and let T be a rooted tree of depth
D, such that V (T ) = V (H). For a real number 0 < p < 1, let R be a random subset of the edges of
T , where each edge e ∈ E(T ) is added to R independently with probability p. Then with probability
at least 1− D
n48
, the diameter of the graph H ∪R is at most (101 lnnp )D.
Theorem 3.1 easily follows from Theorem 3.2: For each 1 ≤ i < k, we construct a graph Gi as
follows. Start with Gi = Ti for all 1 ≤ i ≤ k. Compute a random partition E1, . . . , Ek−1 of the
edges of E(Tk), by adding each edge e ∈ E(Tk) to a set Ei chosen uniformly at random from
{E1, . . . , Ek−1} independently from other edges. Using Theorem 3.2 with p = 1/(k − 1), it is
immediate to see that with high probability, the diameter of each resulting graph Gi is bounded
by O((101k lnn)D). We then let T ′i be a BFS tree of graph Gi, rooted at an arbitrary vertex. In
order to complete the proof of Theorem 1.1, it is now enough to prove Theorem 3.2.
Proof of Theorem 3.2. Recall that we are given a connected graph H with |V (H)| ≤ n, and
a rooted tree T of depth D, such that V (T ) = V (H), together with a parameter 0 < p < 1. We
let R be a random subset of E(T ), where each edge e ∈ E(T ) is added to R independently with
probability p. Our goal is to show that the diameter of the graph H ∪ R is at most
(
101 lnn
p
)D
with probability at least 1 − D
n48
. Denote V = V (H) = V (T ). For each 0 ≤ i ≤ D, let Vi be the
set of nodes lying at level i of the tree T (that is, at distance i from the tree root), and denote
V≤i =
⋃i
t=0 Vt. Let H
′ = H ∪R.
We say that a node x ∈ V is good if either (i) x ∈ V≤D−1; or (ii) x ∈ VD, and there is an edge in R
connecting x to a node in VD−1. We assume that V = {v1, . . . , vn′}, where the vertices are indexed
in an arbitrary order. Given an ordered pair (x, x′) of vertices in H, and a path P connecting x
to x′, let σ(P ) be a sequence of vertices that lists all the vertices appearing on P in their natural
order, starting from vertex x (so in a sense, we think of P as a directed path). For an ordered pair
(x, x′) ∈ V of vertices, let Px,x′ be shortest path connecting x to x′ in H, and among all such paths
P , choose the one whose sequence σ(P ) is smallest lexicographically. Observe that Px,x′ is unique,
and, moreover, if some pair u, u′ of vertices lie on Px,x′ , with u lying closer to x than u′ on Px,x′ ,
then the sub-path of Px,x′ from u to u
′ is precisely Pu,u′ .
Let M = 50 lnnp . For a pair x, x
′ of vertices of V , we let B(x, x′) be the bad event that length of
Px,x′ is greater than M and there is no good internal node on Px,x′ . Notice that event B(x, x
′) may
only happen if every inner vertex on Px,x′ lies in VD, and for each such vertex, the unique edge of
T that is incident to it was not added to R. Therefore, the probability that event B(x, x′) happens
for a fixed pair x, x′ of vertices is at most (1 − p)M = (1 − p)(50 lnn)/p ≤ n−50. Let B be the bad
event that B(x, x′) happens for some pair x, x′ ∈ V of nodes. From the union bound over all pairs
of nodes in V , the probability of B is bounded by n−48.
Recall that H is a subgraph of H ′ and distH(·, ·) is the shortest-path distance metric on H. We
use the following immediate observation.
Observation 3.3. If the event B does not happen, then for every node x ∈ V , there is a good node
x′ ∈ V such that distH(x, x′) ≤M .
We prove Theorem 3.2 by induction on D. The base of the induction is when D = 1. In this case, T
is a star graph. Let c denote the vertex that serves as the center of the star. For any pair x1, x2 ∈ V
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of vertices, we denote by x′1 the good node that is closest to x1 inH, and we define x′2 similarly for x2.
Notice that, from the definition of good vertices, either x′1 = c, or it is connected to c by an edge of R,
and the same holds for x′2. Therefore, distH′(x′1, x′2) ≤ 2 must hold. If the event B does not happen,
then, since H is a subgraph of H ′, distH′(x1, x2) ≤ distH′(x1, x′1) + distH′(x′1, x′2) + distH′(x2, x′2) ≤
distH(x1, x
′
1) + distH′(x
′
1, x
′
2) + distH(x2, x
′
2) ≤ 2M + 2 ≤ 101 lnnp . Therefore, with probability at
least 1− n−48, distH′(x1, x2) ≤ 101 lnnp .
Assume now that Theorem 3.2 holds for every connected graph H and every tree T of depth at
most D − 1, with V (T ) = V (H). Consider now some connected graph H, and a rooted tree T of
depth D, with V (T ) = V (H). We partition the edges of E(T ) into two subsets: set E1 contains
all edges incident to the vertices of VD, and set E2 contains all remaining edges. Let E
′
1 = E1 ∩R,
and let E′2 = E2 ∩R. Notice that the definition of good vertices only depends on the edges of E′1,
and so the event B only depends on the random choices made in selecting the edges of E′1, and is
independent from the random choices made in selecting the edges of E′2.
Let L be a subgraph of H ′, obtained by starting with L = H, and then adding all edges of E′1 to the
graph. Finally, we define a new graph Hˆ, whose vertex set is V≤D−1, and there is an edge between
a pair of nodes w,w′ in Hˆ iff the distance between w and w′ in L is at most M + 2. We also let
Tˆ be the tree obtained from T , by discarding from it all vertices of VD and all edges incident to
vertices of VD. Observe that V (Hˆ) = V (Tˆ ) = V≤D−1. The idea is to use the induction hypothesis
on the graph Hˆ, together with the tree Tˆ . In order to do so, we need to prove that Hˆ is a connected
graph, which we do next.
Observation 3.4. If the event B does not happen, then graph Hˆ is connected.
Proof: Assume that the event B does not happen, and assume for contradiction that graph Hˆ is
not connected. Let C = {C1, . . . , Cr} be the set of all connected components of graph Hˆ. For every
pair Ci, Cj of distinct components of C, consider the set Pi,j = {Px,x′ | x ∈ V (Ci), x′ ∈ V (Cj)} of
paths (recall that Px,x′ is the shortest path connecting x to x
′ in H with σ(Px,x′) lexicographically
smallest among all such paths). We let Pi,j be a shortest path in Pi,j . Choose two distinct
components Ci, Cj ∈ C, whose path Pi,j has the shortest length, breaking ties arbitrarily. Assume
that Pi,j connects a vertex v ∈ Ci to a vertex u ∈ Cj , so Pi,j = Pv,u. Recall that H ⊆ L, and so
the path Pi,j is contained in graph L. Since we did not add edge (u, v) to Hˆ, the length of Pi,j is
greater than M + 2. Since we have assumed that event B does not happen, there is at least one
good inner vertex on path Pi,j . Let X be the set of all good vertices that serve as inner vertices of
Pi,j .
We first show that for each x ∈ X, x 6∈ V (Hˆ) must hold. Indeed, assume for contradiction that
x ∈ V (Hˆ), so x belongs to some connected component of V (Hˆ). Assume first that x ∈ V (Ci).
Recall that the sub-path of Pi,j from x to u is precisely Px,u, so this path lies in Pi,j . But its
length is less than the length of Pi,j , contradicting the choice of Pi,j . Otherwise, x belongs to some
connected component C` of C with ` 6= i. The sub-path of Pi,j from v to x is precisely Pv,x, so this
path must lie in Pi,`. Since its length is less than the length of Pi,j , this contradicts the choice of
the components Ci, Cj . We conclude that x 6∈ V (Hˆ).
Since V (Hˆ) contains all vertices of V≤D−1, and every vertex in X is a good vertex, it must be the
case that X ⊆ VD. Consider again some vertex x ∈ X. Since x is a good vertex and x ∈ VD,
there must be an edge ex = (x, x
′) ∈ E′1, connecting x to some vertex x′ ∈ V≤D−1. In particular,
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x′ must belong to some connected component of C, and the edge ex lies in graph L. Assume that
X = {x1, x2, . . . , xq}, where the vertices are indexed in the order of their appearance on Pi,j , from
v to u. Consider the sequence σ˜ = (v, x′1, x′2, . . . , x′q, u) of vertices. All these vertices belong to
V (Hˆ), and v ∈ Ci, while u ∈ Cj . For convenience, denote v = x′0 = x0 and u = x′q+1 = xq+1. Then
there must be an index 1 ≤ a ≤ q, such that x′a and x′a+1 belong to distinct connected components
of C. Note that the sub-path of Pi,j between xa and xa+1 is precisely Pxa,xa+1 – the shortest path
connecting xa to xa+1 in H. Since no good vertices lie between xa and xa+1 on this path, and since
we have assumed that event B does not happen, the length of this path is at most M . Therefore,
there is a path in graph L, connecting x′a to x′a+1, whose length is at most M + 2. This path
connects a pair of vertices that belong to different connected components of Hˆ, contradicting the
construction of Hˆ.
Consider now the tree Tˆ and the graph Hˆ. Recall that Tˆ is a rooted tree of depth D − 1, V (Tˆ ) =
V (Hˆ), |V (Hˆ)| ≤ |V (H)| ≤ n, and, assuming the event B did not happen, Hˆ is a connected graph.
Moreover, set E′2 of edges is a subset of E(Tˆ ) = E2, obtained by adding every edge of E(Tˆ ) to
E′2 with probability p, independently from other edges. Therefore, assuming that event B did not
happen, we can use the induction hypothesis on the graph Hˆ, the tree Tˆ , and the set E′2 of edges
as R. Let B′ be the bad event that the diameter of Hˆ ∪E′2 is greater than (101 lnnp )D−1. Note that
the event B′ only depends on the random choices made in selecting the edges of E′2. From the
induction hypothesis, the probability that B′ happens is at most D−1
n48
.
Lastly, we show that, if neither of the events B,B′ happens, then diam(H ′) ≤ (101 lnnp )D.
Observation 3.5. If neither of the events B,B′ happens, then diam(H ′) ≤ (101 lnnp )D.
Proof: Consider any pair x1, x2 ∈ V of vertices. It is sufficient to show that, if events B,B′ do
not happen, then distH′(x1, x2) ≤ (101 lnnp )D.
Let x′1 be a good node in V (H) that is closest to x1, and define x′2 similarly for x2. From Obser-
vation 3.3, distH(x1, x
′
1) ≤ M . If x′1 ∈ V≤D−1, then we define x′′1 = x′1, otherwise we let x′′1 be the
node of VD−1 that is connected to x′1 by an edge of E′1, and we define x′′2 similarly for x2. There-
fore, x′′1, x′′2 ∈ V≤D−1 = V (Hˆ), and, assuming event B does not happen, distH′(x1, x′′1) ≤ M + 1,
and distH′(x2, x
′′
2) ≤ M + 1. Since we have assumed that the bad event B′ does not happen,
distHˆ∪E′2(x
′′
1, x
′′
2) ≤ (101 lnnp )D−1. Recall that for every edge e = (u, v) ∈ Hˆ ∪ E′2, if e ∈ E′2 then
e ∈ E(H ′); otherwise, e ∈ E(Hˆ), and there is a path in graph H ∪ E′1 of length at most M + 2
connecting u to v in H. Therefore, distH′(x
′′
1, x
′′
2) ≤ (M +2) ·distHˆ(x′′1, x′′2) ≤ (101 lnnp )D−1 · (M +2).
Altogether, since M = (50 lnn)/p,
distH′(x1, x2) ≤ distH′(x1, x′′1) + distH′(x′′1, x′′2) + distH′(x2, x′′2)
≤
(
101 lnn
p
)D−1
· (M + 2) + (2M + 2)
≤
(
101 lnn
p
)D
.
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The probability that either B or B′ happen is bounded by D
n48
. Therefore, with probability at least
1 − D
n48
, neither of the events happens, and diam(H ′) ≤ (101 lnnp )D. This concludes the proof of
Theorem 3.2.
4 Low-Diameter Packing of Edge-Disjoint Trees: Proof of Theo-
rem 1.2
In this section we provide the proof of Theorem 1.2. The main tool in the proof of Theorem 1.2 is
the following theorem.
Theorem 4.1. Let k,D, n be any positive integers with k > 1000 lnn, let 707 lnnk ≤ p ≤ 1 be a real
number, and let G be an n-vertex k-edge-connected graph of diameter D. Let G′ be a sub-graph of
G with V (G′) = V (G), where every edge e ∈ E(G) is added to G′ with probability p independently
from other edges. Then, with probability at least 1 − 1/poly(n), G′ is a connected graph, and its
diameter is bounded by kD(D+1)/2.
Karger [Kar99] has shown that, if G is a k-connected graph, and G′ is obtained by sub-sampling
the edges of G with probability Ω(log n/k), then G′ is a connected graph with high probability.
Theorem 4.1 further shows that the diameter of G′ is with high probability bounded by kD(D+1)/2,
where D is the diameter of G.
Theorem 1.2 easily follows from Theorem 4.1: Let r = bk/(707 lnn)c. We partition E(G) into
subsets E1, . . . , Er by choosing, for each edge e ∈ E(G), an index i independently and uniformly
at random from {1, 2, . . . , r} and then adding e to Ei. For each 1 ≤ i ≤ r, we define a graph Gi by
setting V (Gi) = V (G) and E(Gi) = Ei. Finally, for each graph Gi, we compute an arbitrary BFS
tree Ti, and return the resulting collection T = {T1, . . . , Tr} of trees. It is immediate to verify that
the graphs G1, . . . , Gr are edge-disjoint, and so are the trees of T . Moreover, applying Theorem 4.1
to each graph Gi with p = 1/r, we get that with probability 1−1/poly(n), diam(Ti) ≤ 2 diam(Gi) ≤
O(kD(D+1)/2). Using the union bound over all 1 ≤ i ≤ r completes the proof of Theorem 1.2. It
now remains to prove Theorem 4.1.
4.1 Bounding the Diameter of a Random Subgraph: Proof of Theorem 4.1
This subsection is dedicated to proving Theorem 4.1. We assume that we are given an n-vertex
k-edge connected graph G = (V,E), with k > 1000 lnn, and a parameter 707 lnnk ≤ p ≤ 1. Our goal
is to show that a random graph G′, obtained by independently sub-sampling every edge of G with
probability p, has diameter at most kD(D+1)/2 with probability at least 1− 1/poly(n).
Let B be the bad event that the graph G′ is not connected. We start by establishing that B only
happens with low probability, using a well known result of Karger [Kar99].
Claim 4.2. The probability that the event B happens is at most O(1/n10).
Proof: We use the following result of Karger [Kar99].
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Theorem 4.3 (Adaptation of Theorem 2.1 from [Kar99]). Let k, n be any positive integers, and
let d, p be any positive real numbers such that 0 < p < 1. Let G be an n-vertex k-edge connected
graph. Let G′ ∼ D(G, p) be a random subgraph of G and let  =
√
3(d+2) lnn
kp . If  < 1 then, with
probability 1 − O(1/nd), every cut in G′ has value between (1 + ) and (1 − ) times its expected
value.
We apply Theorem 4.3 to the graph G, with the parameter p and d = 10. Since G is k-edge
connected and p ≥ (707 lnn)/k, we get that:
 =
√
3(d+ 2) lnn
kp
≤
√
36 lnn
k · (707 lnn)/k ≤
√
36
707
< 0.3 < 1.
Therefore, with probability 1−O(1/n10), for every cut (S, V \ S) in G′, |EG′(S, V \ S)| ≥ (1− ) ·
p · |EG(S, V \ S)| ≥ 0.7 · pk > 0. Therefore, with probability 1−O(1/n10), graph G′ is connected,
and event B happens with probability O(1/n10).
We now proceed to bound the diameter of G′. Denote G = (V,E), and let T be a BFS tree of G,
rooted at an arbitrary node of G. Since G has diameter at most D, the depth of T is at most D.
For each integer 0 ≤ i ≤ D, we denote by Vi the set of nodes that lie at the ith level of T (recall
that the root lies at level 0), and we denote V≤i =
⋃i
j=0 Vj . For each 0 ≤ i ≤ D − 1, let Ei be
the set of edges of T connecting vertices of Vi to vertices of Vi+1. We also let Eout = E \ E(T ), so
E = Eout ∪
(⋃D−1
i=0 Ei
)
.
Recall that G′ ∼ D(G, p). We first define a different (but equivalent) sampling algorithm for
generating a random graph G′ from the distribution D(G, p). We will then use this algorithm to
bound the diameter of G′. The algorithm consists of D+1 phases. For each 0 ≤ i ≤ D, we compute
a random subgraph G′i of G, with V (G
′
i) = V (G), such that G
′
0 ⊆ G′1 ⊆ · · · ⊆ G′D. The final graph
G′D is denoted by G
′. For all 0 ≤ i ≤ D, we denote by Ci the set of all connected components of
the graph G′i. Throughout the algorithm, we maintain a set Eˆ of edges, that is initialized to ∅.
In order to execute the 0th phase, we consider the edges of Eout. Each such edge is added to the set
Eˆ with probability p independently from other edges. Let E′out ⊆ Eout be the set of edges that are
added to Eˆ in this phase. We then set G′0 = (V,E′out). Observe that G′0 may not be a connected
graph. We denote by C0 the set of all connected components of G′0. We refer to the connected
components of C0 as phase-0 clusters.
For each 1 ≤ i ≤ D, in order to execute the ith phase, we consider the set ED−i of edges. Each such
edge is added to Eˆ with probability p independently from other edges. We denote by E′D−i ⊆ ED−i
the set of edges that are added to Eˆ at phase i. Graph G′i is obtained from the graph G
′
i−1 by
adding all edges of E′D−i to it. As before, we denote by Ci the set of all connected components of
G′i, and we call them phase-i clusters.
Let E′ be the set Eˆ at the end of this algorithm. We denote by G′ = (V,E′) the final graph
that we obtain. Clearly, G′ = G′D, and it is generated from the distribution D(G, p), since E =
Eout ∪
(⋃D−1
i=0 Ei
)
, and the edge sets Eout, E0, . . . , ED−1 are mutually disjoint. We denote by T ′
the subgraph of T with V (T ′) = V (T ) and E(T ′) =
⋃D−1
i=0 E
′
i. Observe that T
′ ∼ D(T, p).
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Consider a pair u, u′ ∈ V of distinct vertices. We say that u and u′ are joined at phase 0, if
they belong to the same connected component of G′0. We say that they are joined at phase i for
1 ≤ i ≤ D, if u and u′ belong to the same connected component of G′i but they lie in different
connected components of G′i−1. For all 0 ≤ i ≤ D, let Πi denote the set of all pairs of vertices that
joined at phase i. Note that, if the event B does not happen, then every pair (u, u′) of distinct
vertices of V lies in a unique set Πi, for some 0 ≤ i ≤ D.
In order to bound the distances between pairs of nodes in G′, we need the following theorem, that
slightly generalizes Theorem 3.2. The proof is similar to that of Theorem 3.2 and is deferred to
Section 4.2.
Theorem 4.4. Let T be a rooted tree of depth D with |V (T )| ≤ n, and let H be a connected graph
with V (H) ⊆ V (T ). For a real number 0 < p < 1, let R ∼ D(T, p) be a random subgraph of T , so
V (R) = V (T ), and every edge of E(T ) is added to E(R) independently with probability p. Then
with probability at least 1− D
n48
, for every pair u, v of vertices of H, distR∪H(u, v) ≤ (101 lnnp )D.
We use a parameter N = (101 lnn)/p. Since p ≥ (707 lnn)/k, we get that 7N ≤ k. For each
0 ≤ i ≤ D, we define a distance threshold Mi, as follows. We let M0 = ND, and for all 1 ≤ i ≤ D,
we let Mi = 7N
D−i ·Mi−1. It is easy to verify that, for all 0 ≤ i ≤ D:
Mi ≤ 7iND+(D−1)+···+D−i ≤ (7N)D(D+1)/2 ≤ kD(D+1)/2.
For each 0 ≤ i ≤ D, we say that a bad event Bi happens, if for some pair (u, u′) ∈ Π0 ∪ · · · ∪Πi of
distinct vertices, the distance between u and u′ in G′ is greater than Mi. The following lemma is
central to the proof of Theorem 4.1.
Lemma 4.5. For each 0 ≤ i ≤ D, the probability of event Bi is at most i/n43.
Observe that, if none of the events B,B0, . . . , BD happen, then G
′ is a connected graph, and in
particular, every pair (u, u′) of distinct vertices of G belongs to some set Πi, for some 0 ≤ i ≤ D,
so distG′(u, u
′) ≤ kD(D+1)/2. Using the union bound, the probability that at least one of the events
B,B0, . . . , BD happens is bounded by O(1/n
10). Therefore, with probability at least 1−O(1/n10),
graph G′ is connected, and diam(G′) ≤ kD(D+1)/2. In order to complete the proof of Theorem 4.1,
it is now enough to prove Lemma 4.5.
Proof of Lemma 4.5: The proof is by induction on i. The base case is when i = 0. Let (u, u′) ∈ Π0
be any pair of vertices of G′ that are joined at phase 0. Let B0(u, u′) be the bad event that the
distance from u to u′ in G′ is greater than M0 = ND. Clearly, event B0 may only happen if event
B0(u, u
′) happens for some pair (u, u′) ∈ Π0 of vertices. We now bound the probability of each
such event separately.
Let (u, u′) ∈ Π0 be any pair of vertices joined at phase 0. Recall that u, u′ lie in the same connected
component of G′0, and so there is some path Q connecting u to u′ in G′0. Consider now the graph
Q, and the tree T that we have defined before, whose depth is bounded by D. Recall that T ′ ⊆ T
is obtained from T by sub-sampling each of its edges independently with probability p. Using
Theorem 4.4 with graph H = Q, the tree T , and the sampling probability p, we conclude that the
probability that the distance from u to u′ in Q ∪ T ′ is greater than
(
101 lnn
p
)D
= ND is bounded
by D/n46. Recall that Q ⊆ G′0 and so Q ∪ T ′ ⊆ G′. Therefore, distG′(u, u′) ≤ distQ∪T ′(u, u′), and
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so the probability that event B0(u, u
′) happens is bounded by D/n46. Using the union bound over
all pairs (u, u′) ∈ Π0 and the fact that D ≤ n, we conclude that Pr [B0] ≤ 1/n43.
We now assume that the claim is true for all indices 0, . . . , (i − 1), and prove it for index i. As
before, let (u, u′) ∈ Πi be any pair of vertices of G′ that are joined at phase i. Let Bi(u, u′) be
the bad event that the distance from u to u′ in G′ is greater than Mi. Clearly, event Bi may
only happen if event Bi(u, u
′) happens for some pair (u, u′) ∈ Πi of vertices, or one of the events
B0, . . . , Bi−1 happens. We now bound the probability of each such event Bi(u, u′) separately.
Recall that G′i is the graph that we have obtained at the end of phase i of the sampling algorithm.
Note that G′i is determined completely by the random choices made in phases 0, 1, . . . , i. Let
(u, u′) ∈ Πi be a pair of vertices that are joined at phase i. By the definition, u and u′ belong to
different phase-(i− 1) clusters but the same phase-i cluster. Therefore, there is some simple path
Q in graph G′i that connects u to u
′. Recall that graph G′i is obtained from the graph G
′
i−1 by
adding the edges of E′D−i to it – the edges that we have sampled in phase i. The edges of E
′
D−i
are sampled from the set ED−i of edges, connecting vertices of VD−i to vertices of VD−i+1. For
convenience, we denote the edges of E′D−i by E˜. Let Q1, Q2, . . . , Qt be the set of segments of Q,
obtained by deleting all edges of E˜ from Q. Note that each such segment Qj is contained in some
phase-(i − 1) cluster, and t ≥ 2, since u and u′ lie in different phase-(i − 1) clusters. We assume
that the segments are indexed by their natural order on path Q, and that u ∈ Q1, while u′ ∈ Qt.
For each 1 ≤ j < t, we let Lj be the sub-path of Q, connecting the last vertex of Qj to the first
vertex of Qj+1. Notice that all edges in Lj belong to the set E˜, and so each such segment Lj is
either a single edge of E˜, or it consists of two such edges, that share a common vertex in VD−i (see
Figure 1). In either case, each such segment Lj must contain a single vertex that belongs to VD−i,
which we denote by wj .
Figure 1: Vertices u and u′ are joined at level i; the path Q is shown in red; the edges of E˜ \E(Q)
are shown in blue; the phase-(i− 1) clusters that share vertices with Q are shown in green.
We denote W = {w1, . . . , wt−1}, so W ⊆ VD−i, and we define a new graph H, whose vertex set is
W , and, for each 1 ≤ j ≤ t− 2, there is an edge between vertex wj and vertex wj+1. Observe that
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H is a path, connecting the vertices of W in their natural order. Note that H is guaranteed to be
a connected graph, and that it only depends on the random choices made in phases 0, . . . , i.
Let Tˆ be the sub-tree of T that is induced by the vertices of V≤D−i, and let Tˆ ′ be the sub-tree
of Tˆ with V (Tˆ ′) = V (Tˆ ), and E(Tˆ ′) containing all edges of E′D−i−1 ∪ · · · ∪ E′0. In other words,
the edges of Tˆ ′ are all edges that were sampled in phases (i+ 1), . . . , D of the sampling algorithm.
Observe that Tˆ ′ ∼ D(Tˆ , p). Finally, let H ′ = H ∪ Tˆ ′. We let B′i(u, u′) be the bad event that the
distance from w1 to wt−1 in the graph H ′ is greater than ND−i. Observe that the event B′i(u, u
′)
only depends on random choices made in phases (i+ 1), . . . , D. Using Theorem 4.4 with the graph
H, the tree Tˆ , and the sampling probability p, together with the fact that N = (101 lnn)/p, we
conclude that, the probability that the event B′i(u, u
′) happens is bounded by D/n46. Lastly, we
need the following claim.
Claim 4.6. If neither of the events Bi−1, B′i(u, u
′) happens, then neither does event Bi(u, u′).
Proof: Assume that neither of the events Bi−1, B′i(u, u
′) happens. We show that the distance
between u and u′ in G′ is bounded by Mi, that is, event Bi(u, u′) does not happen.
Let P be the shortest path connecting w1 to wt−1 in graph H ′. Since we have assumed that
event B′i(u, u
′) does not happen, |P | ≤ ND−i. We would like to turn the path P into a path P ′
connecting u to u′ in graph G′, without increasing its length by too much. Observe first that an
edge e = (v, v′) ∈ E(P ) must be of one of two types: either it is an edge of Tˆ ′, and hence it is also
an edge of G′; or it is an edge of the form (wj , wj+1), in which case it may not be an edge of G′. In
order to complete the proof, we show that each such edge can be replaced by a short path in G′,
and we show that u and u′ can be connected by short paths to w1 and wt−1, respectively, in graph
G′.
Observation 4.7. Assume that event Bi−1 does not happen. Then for each 1 ≤ j < t− 1, there is
a path Pj of length at most 2 +Mi−1 in graph G′, connecting vertex wj to vertex wj+1. Moreover,
there is a path P0 of length at most 1 + Mi−1 in graph G′ connecting u to w1, and there is a path
Pt−1 of length at most 1 +Mi−1 in graph G′ connecting wt−1 to u′.
Proof: From the way we have partitioned the path Q into segments, either u and w1 lie in the
same phase-(i−1) cluster, or there is an edge (v, w1) ∈ E˜, such that v lies in the same phase-(i−1)
cluster as u. In the former case, we also denote w1 by v for convenience. Therefore, u and v
where joined before phase i, and so distG′(u, v) ≤ Mi−1, by our assumption that event Bi−1 does
not happen. Therefore, there is a path in G′ of length at most Mi−1 + 1 that connects u to w1.
Similarly, there is a path of length at most Mi−1 + 1 in graph G′ connecting wt−1 to u′.
Consider now some index 1 ≤ j < t − 1. From the definition of segments of Q, there is some
phase-(i − 1) cluster C, and vertices v, v′ ∈ C, such that: (i) either wj = v, or edge (wj , v) ∈ E˜;
and (ii) either wj+1 = v
′, or edge (wj+1, v′) ∈ E˜. In either case, v, v′ ∈ Πi′ for some i′ < i, and,
since we have assumed that event Bi−1 does not happen, distG′(v, v′) ≤ Mi−1. Since E˜ ⊆ E(G′),
distG′(wj , wj+1) ≤ 2 + distG′(v, v′) ≤ 2 +Mi−1.
In order to obtain the desired path P ′, we replace each edge of the form (wj , wj+1) on path P
with the corresponding path Pj , and we append P1 and Pt−1 to the beginning and to the end of
the resulting path. It is easy to verify that |P ′| ≤ |P | · (Mi−1 + 2) + 2Mi−1 + 2 ≤ |P | · 7Mi−1 ≤
7ND−iMi−1 = Mi.
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So far we have shown that, if the events Bi−1, B′i(u, u
′) do not happen, then neither does event
Bi(u, u
′). Recall that event Bi may only happen if some event in {Bi−1}∪ {Bi(u, u′) | (u, u′) ∈ Πi}
happens. Therefore, event Bi may only happen if some event in {Bi−1} ∪ {B′i(u, u′) | (u, u′) ∈ Πi}
happens.
From the induction hypothesis, the probability of event Bi−1 happening is bounded by (i− 1)/n43,
and, from the previous discussion, for each (u, u′) ∈ Πi, the probability of the event B′i(u, u′) is
bounded by D/n46. Taking the union bound over all these events, and using the facts that |Πi| ≤ n2
and D ≤ n, we conclude that the probability that any event in {Bi−1} ∪ {B′i(u, u′) | (u, u′) ∈ Πi}
happens is bounded by i/n43, and this also bounds the probability of the event Bi.
4.2 Proof of Theorem 4.4
Recall that we are given a connected graph H and a rooted tree T of depth D with |V (T )| ≤ n
and V (H) ⊆ V (T ), together with a parameter p. We let R be a random subgraph of T with
V (R) = V (T ), where every edge of E(T ) is added to E(R) with probability p independently from
other edges; in other words, R ∼ D(T, p). Our goal is to show with probability at least 1− D
n48
, for
every pair u, v of vertices of H, distR∪H(u, v) ≤ (101 lnnp )D. The proof is a slight modification of
the proof of Theorem 3.2. Note that the main difference between Theorem 4.4 and Theorem 3.2 is
that now the tree T may contain vertices in addition to V (H).
We denote V = V (T ). As before, for each 0 ≤ i ≤ D, we let Vi be the set of nodes lying at level i
of the tree T , and denote V≤i =
⋃i
t=0 Vt. We also denote H
′ = H ∪R.
We say that a node x ∈ V (H) is good if either (i) x ∈ V≤D−1 ∩ V (H); or (ii) x ∈ VD ∩ V (H), and
there is an edge in R connecting x to a node in VD−1. Let M = 50 lnnp . As before, we assume that
V (H) = {v1, . . . , vn′}, where the vertices are indexed in an arbitrary order. Given an ordered pair
(x, x′) of vertices in H, and a path P of H connecting x to x′, let σ(P ) be a sequence of vertices
that lists all the vertices appearing on P in their natural order, starting from vertex x. For an
ordered pair (x, x′) ∈ V (H) of vertices, let Px,x′ be shortest path connecting x to x′ in H, and
among all such paths P , choose the one whose sequence σ(P ) is smallest lexicographically. Observe
that Px,x′ is unique, and, moreover, if some pair u, u
′ ∈ V (H) of vertices lie on Px,x′ , with u lying
closer to x than u′ on Px,x′ , then the sub-path of Px,x′ from u to u′ is precisely Pu,u′ .
For a pair x, x′ ∈ V (H) of vertices of H, we let B(x, x′) be the bad event that length of Px,x′ is
greater than M and there is no good internal node on Px,x′ . Exactly as before, the probability that
event B(x, x′) happens for a fixed pair x, x′ of vertices is at most (1−p)M = (1−p)(50 lnn)/p < n−50.
Let B be the bad event that B(x, x′) happens for some pair x, x′ ∈ V (H) of nodes. From the union
bound over all pairs of distinct nodes in V (H), the probability of B is bounded by n−48. The
following observation is an analogue of Observation 3.3, and its proof is identical.
Observation 4.8. If the event B does not happen, then for every node x ∈ V (H), there is a good
node x′ ∈ V such that distH(x, x′) ≤M .
As before, we prove Theorem 4.4 by induction on D. The base of the induction is when D = 1. In
this case, T is a star graph. Let c denote the vertex that serves as the center of the star. For any
pair x1, x2 ∈ V (H) of vertices, we denote by x′1 the good node that is closest to x1 in H, and we
16
define x′2 similarly for x2. Notice that, from the definition of good vertices, either x′1 = c, or it is
connected to c by an edge of R, and the same holds for x′2. Therefore, distH′(x′1, x′2) ≤ 2 must hold.
If the event B does not happen, then, since H is a subgraph of H ′, distH′(x1, x2) ≤ distH′(x1, x′1)+
distH′(x
′
1, x
′
2) + distH′(x2, x
′
2) ≤ distH(x1, x′1) + distH′(x′1, x′2) + distH(x2, x′2) ≤ 2M + 2 ≤ 101 lnnp .
Therefore, with probability at least 1− n−48, distH′(x1, x2) ≤ 101 lnnp .
Assume now that Theorem 4.4 holds for every connected graph H and every tree T of depth at
most D − 1, with V (H) ⊆ V (T ). Consider now some connected graph H, and a rooted tree T of
depth D, with V (H) ⊆ V (T ) and |V (T )| ≤ n. We can assume without loss of generality that every
vertex of VD lies in V (H), since all other vertices of VD can be discarded from T . We partition
the edges of E(T ) into two subsets: set E1 contains all edges incident to the vertices of VD, and
set E2 contains all remaining edges. Let R1 ⊆ R be the subgraph of R containing only the edges
of E1 ∩E(R) and their endpoints, and let R2 ⊆ R be obtained from R by discarding all vertices of
VD and their incident edges. Notice that the definition of good vertices only depends on the edges
of R1, and so the event B only depends on the random choices made in selecting the edges of R1,
and is independent of the random choices made in selecting the edges of R2.
Let L be a subgraph of H ′, obtained by starting with L = H, and then adding every edge of R1
together with their endpoints to the graph. Equivalently, L = H ∪R1.
Finally, we define a new graph Hˆ, whose vertex set consists of two subsets: set U1 = V≤D−1∩V (H),
and set U2, containing all vertices v ∈ VD−1, such that v is connected with an edge of R1 to some
vertex of VD∩V (H) = VD. We set V (Hˆ) = U1∪U2. Observe that V (Hˆ) ⊆ V (L). In order to define
the edge set E(Hˆ), we add an edge between a pair of nodes w,w′ in Hˆ iff the distance between w
and w′ in L is at most M + 4. We also let Tˆ be the tree obtained from T , by discarding all vertices
of VD from it. Observe that V (Hˆ) ⊆ V (Tˆ ) = V≤D−1. As before, the idea is to use the induction
hypothesis on the graph Hˆ, together with the tree Tˆ . In order to do so, we need to prove that Hˆ
is a connected graph, which we do next.
Observation 4.9. If the event B does not happen, then graph Hˆ is connected.
Proof: Assume that the event B does not happen, and assume for contradiction that graph Hˆ is
not connected. Let C = {C1, . . . , Cr} be the set of all connected components of graph Hˆ.
For every vertex v ∈ V (Hˆ), we define a set Γ(v) ⊆ V (H) of vertices, as follows. If v ∈ V (H), then
Γ(v) contains a single vertex – the vertex v. Otherwise, v ∈ VD−1 \ V (H) must hold, and it must
be connected by at least one edge of R1 to some vertex in VD ∩ V (H) = VD. We then let Γ(v)
contain every vertex of VD that is connected to v by an edge of R1.
For an ordered pair (u, v) of vertices of V (Hˆ), we define a set P(u, v) of paths as follows: P(u, v) =
{Px,y | x ∈ Γ(u), y ∈ Γ(v)} (recall that Px,y is the shortest path that starts at x and ends at y in
H, with the lexicographically smallest sequence σ(Px,y).) Observe that every path Px,y ∈ P(u, v)
can be augmented to a path connecting u to v in graph L, by appending the edge (u, x) to the
beginning of the path (if u 6= x), and appending the edge (y, v) to the end of the path (if y 6= v).
For every ordered pair (Ci, Cj) of distinct components of C, consider the set Pi,j =
⋃
u∈Ci,v∈Cj P(u, v)
of paths. We let Pi,j be a shortest path in Pi,j . We choose two distinct components Ci, Cj ∈ C with
Pi,j having the shortest length, breaking ties arbitrarily. Assume that Pi,j ∈ P(u, v), for u ∈ Ci
and v ∈ Cj . Let x ∈ Γ(u) and y ∈ Γ(v) be the endpoints of Pi,j , so Pi,j = Px,y. Let P ′ be the
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augmented path obtained from Px,y, by appending the edge (u, x) to the beginning of the path (if
u 6= x), and appending the edge (y, v) to the end of the path (if y 6= v), so P ′ now connects u to v.
Recall that L = H ∪ R1, and so the path P ′ is contained in graph L. Since we did not add edge
(u, v) to Hˆ, the length of P ′ is greater than M + 4. Therefore, the length of the path Px,y in graph
H is at least M + 2. Since we have assumed that event B does not happen, there is at least one
good inner vertex on path Px,y. Let X be the set of all good vertices that serve as inner vertices of
Px,y.
We first show that for each z ∈ X, z 6∈ V (Hˆ) must hold. Indeed, assume otherwise, that is,
z ∈ V (Hˆ) for some z ∈ X. Then z must belong to some connected component C` ∈ C. Since z is
a good vertex, z ∈ V (H), and so Γ(z) = {z}. Therefore, the sub-path of Px,y from x to z lies in
P(u, z), and the sub-path of Px,y from z to y lies in P(z, v). We denote the former path by P1 and
the latter path by P2. The length of each of these paths is less than the length of Px,y.
Assume first that ` = i, that is, z ∈ V (Ci). Then P2 ∈ Pi,j , and its length is less than the length of
Px,y, a contradiction. Otherwise, ` 6= i. But then P1 ∈ Pi,`, and its length is less than the length
of Pi,j , a contradiction. We conclude that for each z ∈ X, z 6∈ V (Hˆ).
Since V (Hˆ) contains all vertices of V≤D−1 ∩ V (H), and every vertex in X is a good vertex, it
must be the case that X ⊆ VD. Consider again some vertex z ∈ X. Since z is a good vertex and
z ∈ VD, there must be an edge ez = (z, z′) ∈ E(R1), connecting z to some vertex z′ ∈ V≤D−1.
From the definition of graph Hˆ, z′ ∈ V (Hˆ), and in particular, z′ must belong to some connected
component of C, while the edge ez lies in graph L. Assume that X = {z1, z2, . . . , zq}, where the
vertices are indexed in the order of their appearance on Pi,j , from x to y. Consider the sequence
σ′ = (u, z′1, z′2, . . . , z′q, v) of vertices. All these vertices belong to V (Hˆ), and u ∈ Ci, while v ∈ Cj .
For convenience, denote x = z′0 and y = z′q+1. Then there must be an index 1 ≤ a ≤ q, such that
z′a and z′a+1 belong to distinct connected components of C. Note that the sub-path of Pi,j between
za and za+1 is precisely Pza,za+1 – the shortest path connecting za to za+1 in H. Since no good
vertices lie between za and za+1 on this path, and since we have assumed that event B does not
happen, the length of this path is at most M . Therefore, there is a path in graph L, connecting
z′a to z′a+1, whose length is at most M + 2. This path connects a pair of vertices that belong to
different connected components of Hˆ, contradicting the definition of Hˆ.
Consider now the tree Tˆ and the graph Hˆ. Recall that Tˆ is a rooted tree of depth D − 1, V (Tˆ ) =
V (Hˆ), and, assuming the event B did not happen, Hˆ is a connected graph. Moreover, R2 ∼ D(Tˆ , p).
Therefore, assuming that event B did not happen, we can use the induction hypothesis on the graph
Hˆ, the tree Tˆ , and the random sub-graph R2 of Tˆ . Let B
′ be the bad event that for some pair
x1, x2 ∈ V (Hˆ) of vertices, distHˆ∪R2(x1, x2) > (101 lnnp )D−1. From the induction hypothesis, the
probability that B′ happens is at most D−1
n48
.
Lastly, we show that, if neither of the events B,B′ happen, then for every pair x1, x2 ∈ V (H) of
vertices, distH′(x1, x2) ≤ (101 lnnp )D.
Observation 4.10. If neither of the events B,B′ happen, then for every pair x1, x2 ∈ V (H) of
vertices of H, distH′(x1, x2) ≤ (101 lnnp )D.
Proof: Consider any pair x1, x2 ∈ V (H) of vertices. Let x′1 be a good node in V (H) that is
closest to x1 in H, and define x
′
2 similarly for x2. From Observation 4.8, distH(x1, x
′
1) ≤ M . If
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x′1 ∈ V≤D−1, then we define x′′1 = x′1, otherwise we let x′′1 be the node of VD−1 that is connected to
x′1 by an edge of E′1, and we define x′′2 similarly for x2. Therefore, x′′1, x′′2 ∈ V (Hˆ), and, assuming
event B does not happen, distH′(x1, x
′′
1) ≤ M + 1, and distH′(x2, x′′2) ≤ M + 1. Since we have
assumed that the bad event B′ does not happen, distHˆ∪R2(x
′′
1, x
′′
2) ≤ (101 lnnp )D−1. Recall that
for every edge e = (u, v) ∈ Hˆ ∪ R2, if e ∈ E(R2), then e ∈ E(H ′); otherwise, e ∈ E(Hˆ), and
there is a path in graph H ∪ R1 of length at most M + 4 connecting u to v in H. Therefore,
distH(x
′′
1, x
′′
2) ≤ (M + 4) · distHˆ(x′′1, x′′2) ≤ (101 lnnp )D−1 · (M + 4).
Altogether, distH′(x1, x2) ≤ distH′(x1, x′′1) + distH′(x′′1, x′′2) + distH′(x2, x′′2) ≤ (101 lnnp )D−1 · (M +
4) + (2M + 2) ≤ (101 lnnp )D, since M = (50 lnn)/p.
The probability that either B or B′ happen is bounded by D
n48
. Therefore, with probability at least
1− D
n48
, neither of the events happens, for every pair x1, x2 ∈ V (H) of vertices of H, distH′(x1, x2) ≤
(101 lnnp )
D.
5 Lower Bound: Proof of Theorem 1.3
In this section we provide the proof of Theorem 1.3. We start by proving the following slightly
weaker theorem; we then extend it to obtain the proof of Theorem 1.3.
Theorem 5.1. For all positive integers k,D, η, α such that k/(4Dαη) is an integer, there exists a
k-edge connected graph G with |V (G)| = O
((
k
2Dαη
)D)
and diameter at most 2D, such that, for
any collection T = {T1, . . . , Tk/α} of k/α spanning trees of G that causes edge-congestion at most
η, some tree Ti ∈ T has diameter at least 14 ·
(
k
2Dαη
)D
.
Notice that the main difference from Theorem 1.3 is that the graph G is no longer required to be
simple; the number of vertices of V (G) is no longer fixed to be a prescribed value; and the diameter
of G is 2D instead of 2D + 2.
Proof: For a pair of integers w > 1, D ≥ 1, we let Tw,D be a tree of depth D, such that every
vertex lying at levels 0, . . . , D − 1 of Tw,D has exactly w children. In other words, Tw,D is the full
w-ary tree of depth D. We denote Nw,D = |V (Tw,D)| = 1 + w + w2 + · · · + wD ≤ wD+1/(w − 1).
We assume that for every inner vertex v ∈ V (Tw,D), we have fixed an arbitrary ordering of the
children of v, denoted by a1(v), . . . , aw(v).
A traversal of a tree T is an ordering of the vertices of T . A post-order traversal on a tree T , pi(T ),
is defined as follows. If the tree consists of a single node v, then pi(T ) = (v). Otherwise, let r be the
root of the tree and consider the sequence (a1(r), . . . , aw(r)) of its children. For each 1 ≤ i ≤ w,
let Ti be the sub-tree of T rooted at the vertex ai(r). We then let pi(T ) be the concatenation of
pi(T1), pi(T2), . . . , pi(Tw), with the vertex r appearing at the end of the sequence; see Figure 2 for
an illustration. For simplicity, we assume that V (Tw,D) = {v1, v2, . . . , vNw,D}, where the vertices
are indexed in the order of their appearance in pi(Tw,D), so the traversal visits these vertices in this
order.
Next, we define a graph Gw,D, as follows. The vertex set of Gw,D is the same as the vertex set of
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Tw,D, namely V (Gw,D) = V (Tw,D). The edge set of Gw,D consists of two subsets: E1 = E(Tw,D),
and another set E2 of edges that contains, for each 1 ≤ i < Nw,D, k parallel copies of the edge
(vi, vi+1). We then set E(Gw,D) = E1 ∪ E2. For convenience, we call the edges of E1 blue edges,
and the edges of E2 red edges; see Figures 2 and 3.
Figure 2: Tree T4,2 with vertices indexed ac-
cording to post-order traversal.
Figure 3: The edge set E2 in G4,2 (only a
single copy of each edge is shown).
It is easy to verify that graph Gw,D must be k-edge connected, since for any partition of V (Gw,D),
there is some index 1 ≤ i < Nw,D with vi, vi+1 separated by the partition, and so k parallel edges
connecting vi to vi+1 must cross the partition.
We now fix an integer w = k/(2Dαη) (note that w ≥ 2), and we let T = Tw,D be the corresponding
tree and G = Gw,D the corresponding graph. For convenience, we denote Nw,D by N . Recall that
N ≤ wD+1/(w− 1) = O
((
k
2Dαη
)D)
. As observed before, G is k-edge connected. Since the depth
of T is D, and T ⊆ G, it is easy to see that the diameter of G is at most 2D.
We now consider any collection T = {T1, . . . , Tk/α} of k/α spanning trees of G that causes edge-
congestion at most η. Our goal is to show that some tree Ti ∈ T has diameter at least 14 ·
(
k
2Dαη
)D
.
For convenience, we denote V (G) = V (T ) = V . We say that a vertex x ∈ V is an ancestor of a
vertex y ∈ V if x is an ancestor of y in the tree T , that is, x 6= y, and x lies on the unique path
connecting y to the root of T .
Let L ⊆ V be the set of vertices that serve as leaves of the tree T . We denote by u = v1 a vertex
of L that has the lowest index, and by u′ the vertex of L with the largest index. It is easy to
see that u′ = vN−D, as every vertex whose index is greater than that of u′ is an ancestor of u′.
For each 1 ≤ j ≤ k/α, we denote by Pj the unique path that connects u to u′ in tree Tj . Let
P = {Pj | 1 ≤ j ≤ k/α}. It is enough to show that at least one of the paths Pj has length at least
1
4 ·
(
k
2Dαη
)D
. In order to do so, we show that
∑k/α
j=1 |E(Pj)| is sufficiently large. At a high level,
we consider the red edges (vi, vi+1) (the edges of E2), and show that many of the paths in P must
contain copies of each such edge. This in turn will imply that
∑
Pj∈P |E(Pj)| is large, and that
some path in P is long enough.
For each vertex vi ∈ L such that vi 6= u′, we let Si = {v1, . . . , vi}, and we let Si = {vi+1, . . . , vN}.
Notice that, since u ∈ Si and u′ ∈ Si, every path in P must contain an edge of EG(Si, Si). Note
that the only red edges in EG(Si, Si) are the k parallel copies of the edge (vi, vi+1). In the next
observation, we show that the number of blue edges in EG(Si, Si) is bounded by Dw.
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Observation 5.2. For each vertex vi ∈ L such that vi 6= u′, for every blue edge e ∈ EG(Si, Si), at
least one endpoint of e must be an ancestor of vi.
Proof: We consider a natural layout of the tree T , where for every inner vertex x of the tree, its
children a1(x), . . . , aw(x) are drawn in this left-to-right order (see Figure 4). Consider the path Q
connecting the root of T to vi, so every vertex on Q (except for vi) is an ancestor of vi. All vertices
lying to the left of Q in the layout are visited before vi by pi(T ). All vertices lying to the right of Q,
and on Q itself (excluding vi) are visited after vi. It is easy to see that the vertices of Q separate
the two sets in T , and so the only blue edges connecting Si to Si are edges incident to the vertices
of V (Q) \ {vi}.
Figure 4: A layout of the tree T . Vertex vi is shown in green and path Q in red. All vertices lying
to the left of Q in this layout appear before vi in pi(T ), and all vertices lying to the right of Q or
on Q (except for vi) appear after vi in pi(T ).
Since every vertex of the tree T has at most w children, and since the depth of the tree is D, we
obtain the following corollary of Observation 5.2.
Corollary 5.3. For each vertex vi ∈ L such that vi 6= u′, at most Dw blue edges lie in EG(Si, Si).
Since the trees in T cause edge-congestion η, at most Dwη trees of T may contain blue edges in
EG(Si, Si). Each of the remaining
k
α −Dwη ≥ k2α trees contains a copy of the red edge (ei, ei+1)
(recall that w = k/(2Dαη).) Therefore,
∑
Pj∈P |E(Pj)| ≥ |L| · k2α ≥ Nk4α , since |L| ≥ |N |/2. We
conclude that at least one path Pj ∈ P must have length at least Nk4α / kα ≥ N4 , and so the diameter
of Tj is at least
N
4 . Since N ≥ wD ≥
(
k
2Dαη
)D
, the diameter of Tj is at least
1
4 ·
(
k
2Dαη
)D
.
We are now ready to complete the proof of Theorem 1.3. First, we show that we can turn the
graph G into a simple graph, and ensure that |V (G)| = n, if n ≥ 3k ·
(
k
2Dαη
)D
. Let G′w,D be
the graph obtained from Gw,D as follows. For each 1 ≤ i ≤ N , we replace the vertex vi with
a set Xi = {x1i , x2i . . . , xki } of k vertices that form a clique. For each 1 ≤ i < N , the k red
edges connecting vi to vi+1 are replaced by the perfect matching {(xti, xti+1)}1≤t≤k between vertices
of Xi and vertices of Xi+1. Each blue edge (vi, vj) is replaced by a new edge (x
1
i , x
1
j ). Since
n ≥ 3k ·
(
k
2Dαη
)D
> k|V (G)| + k, we add n − k|V (G)| > k new vertices that form a clique, and
for each newly-added vertex, we add an edge connecting it to x1N (recall that the vertex vN is the
root of T ). We denote G′ = G′w,D for simplicity. It is not hard to see that G
′ has n vertices and
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it is k-edge connected. Moreover, G′ has diameter at most 2D + 2, since its subgraph induced by
vertices of {x1i }1≤i≤N has diameter 2D, and every other vertex of G′ is a neighbor of one of the
vertices in {x1i }1≤i≤N . The tree T ′ is defined exactly as before, except that every original vertex vj
is now replaced with its copy x1j . Let L denote the set of all leaf vertices in T
′.
Assume that we are given a collection T = {T1, . . . , Tk/α} of k/α spanning trees of G′ that causes
edge-congestion at most η. For each 1 ≤ i ≤ k/α, we denote by Qi the unique path that connects
x11 to x
1
N−D in Ti and denote Q = {Qi | 1 ≤ i ≤ k/α}. For each every leaf vertex x1j ∈ L, we define
a cut (Wj ,W j) as follows: Wj =
⋃
1≤s≤j Xs and Wj = V (G
′) \Wj . Using reasoning similar to that
in Corollary 5.3, it is easy to see that for every leaf vertex x1j ∈ L, the set EG′(Wj ,Wj) of edges
contains at most Dw blue edges – the edges of the tree T ′. Since the trees in T cause edge-congestion
at most η, at most Dwη trees of T may contain blue edges in EG′(Wj ,Wj). Therefore, for each
of the remaining kα −Dwη ≥ k2α trees Ti, path Qi must contain a red edge from {(xtj , xtj+1)}1≤t≤k.
Therefore, the sum of lengths of all paths of Q is at least Nk4α , and so at least one path Qi ∈ Q must
have length at least N4 . We conclude that some tree Ti ∈ T has diameter at least 14 ·
(
k
2Dαη
)D
.
Lastly, we extend our results to edge-independent trees. We use the same simple graph G′ and
the same tree T ′ as before, setting the congestion parameter η = 2. Assume that we are given a
collection T ′ = {T ′1, . . . , T ′k/α} of k/α edge-independent spanning trees of G′ and let x ∈ V (G′) be
their common root vertex. For each 1 ≤ i ≤ k/α, we denote by Q′i the unique path that connects
vertex x11 to vertex x
1
N−D in tree T
′
i , and we denote Q′ = {Q′i | 1 ≤ i ≤ k/α}. Note that, for
each 1 ≤ i ≤ k/α, the path Q′i is a sub-path of the path obtained by concatenating the path Q′′i ,
connecting x11 to x in T
′
i , with the path Q
′′′
i , connecting x
1
N−D to x in T
′
i . Since the trees in T ′ are
edge-independent, the paths in {Q′′i }1≤i≤k/α are edge-disjoint and so are the paths in {Q′′′i }1≤i≤k/α.
Therefore, the paths of Q′ cause edge-congestion at most 2. The remainder of the proof is the same
as before and is omitted here.
6 Tree Packing for (k,D)-Connected Graphs: Proof of Theorem
1.4
In this section we provide the proof of Theorem 1.4. Recall that we are given a (k,D)-connected n-
vertex graph G. Our goal is to design an efficient randomized algorithm that computes a collection
T = {T1, . . . , Tk} of k spanning trees of G, such that, for each 1 ≤ ` ≤ k, the tree T` has diameter
at most O(D log n), and with high probability each edge of G appears in O(log n) trees of T . Note
that we allow the graph G to have parallel edges. However, we can assume w.l.o.g. that for every
pair (u, v) of vertices of G, there are at most k parallel edges (u, v); all remaining edges can be
deleted without violating the (k,D)-connectivity property of G.
The main tool that we use in our proof is the following theorem and its corollary.
Theorem 6.1. There is an efficient algorithm, that, given a (k,D)-connected graph G, a subset
U ( V (G) of its vertices, and an additional vertex s ∈ V (G) \ U , computes a flow f in G with the
following properties:
• the endpoints of every flow-path lie in U ∪ {s};
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• for each vertex u ∈ U , the total flow on all paths that originate or terminate at u is at least
k;
• the total amount of flow through any edge is at most 2; and
• each flow-path has length at most 2D.
Notice that a flow-path is allowed to contain vertices of U ∪ {s} as inner vertices. We defer the
proof of Theorem 6.1 to Section 6.1, after we complete the proof of Theorem 1.4 using it. We
obtain the following useful corollary of the theorem.
Corollary 6.2. There is an efficient algorithm, that, given a (k,D)-connected graph G and a subset
S ⊆ V (G) of its vertices, computes a bi-partition (S′, S′′) of S, and a flow f from vertices of S′′ to
vertices of S′, such that the following hold:
• every vertex of S′′ sends at least k/2 flow units;
• every flow-path has length at most 2D;
• the total amount of flow through any edge is at most 3; and
• |S′| ≤ |S|2 + 1.
Proof: Let s ∈ S be an arbitrary vertex, and set U = S \ {s}. We apply Theorem 6.1 to graph G,
vertex set U and the vertex s, to obtain a flow f . Recall that every vertex of U sends or receives
at least k flow units, and all flow-paths have length at most 2D. Let P ′ be the set of all paths in
G on which a non-zero amount of flow is sent. Since the algorithm in Theorem 6.1 is efficient, we
are guaranteed that |P ′| ≤ nc for some constant c, where n = |V (G)|. It will be convenient for us
to ensure that for every path P ∈ P ′, f(P ) is an integral multiple of 1/nc. In order to achieve this,
for every flow-path P ∈ P ′, we round f(P ) up to the next integral multiple of 1/nc. Note that this
increases the total amount of flow by at most 1, so the total amount of flow through any edge is at
most 3.
We now compute a bi-partition (S′, S′′) of S, as follows. We start from an arbitrary partition
(S′, S′′). Consider any vertex v ∈ S. For convenience, we direct all flow-paths of P ′ for which v
serves as an endpoint away from v. Let q′(v) be the total amount of flow that originates at v and
terminates at vertices of S′, and define q′′(v) similarly for the total amount of flow between v and
S′′.
If v ∈ S′, but q′(v) > q′′(v), then we move v from S′ to S′′. Similarly, if v ∈ S′′, but q′′(v) > q′(v),
then we move v from S′′ to S′. Notice that in either case, the total amount of flow between vertices
of S′ and vertices of S′′ increases by at least 1/nc. We continue performing these modifications,
until for every vertex v ∈ S′, q′(v) ≤ q′′(v), and for every vertex v ∈ S′′, q′′(v) ≤ q′(v). Since the
total amount of flow between S′ and S′′ grows by at least 1/nc in every iteration, the number of
such iterations is bounded by O(|E(G)| · nc) = O(poly(n)).
Consider the partition (S′, S′′) of S obtained at the end of this algorithm. Assume w.l.o.g. that
|S′| ≤ |S′′|; otherwise we switch S′ and S′′. If the vertex s lies in S′′, then we move it to S′. Notice
that we are now guaranteed that for every vertex u ∈ S′′, q′(u) ≥ q′′(u), and so at least k/2 flow
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units are sent between u and the vertices of S′. In order to obtain the final flow f ′, we discard
from f all flow-paths except those connecting the vertices of S′′ to the vertices of S′, and we direct
these flow paths towards the vertices of S′. It is easy to verify that |S′| ≤ |S|/2 + 1.
Our algorithm consists of two phases. In the first phase, we define a partition of the vertices of G
into layers L1, . . . , Lh, where h = O(log n). Additionally, for each 1 ≤ i ≤ h, we define a flow fi
in graph G between vertices of Li and vertices of L1 ∪ · · · ∪ Li−1. In the second phase, we use the
layers and the flows in order to construct the desired set of spanning trees.
Phase 1: partitioning into layers. We use a parameter h = Θ(log n), whose exact value will be
set later. We now define the layers Lh, . . . , L1 in this order, and the corresponding flows fh, . . . , f1.
In order to define the layer Lh, we let S = V (G), and we apply Corollary 6.2 to the graph G and
the set S of its vertices, to obtain a partition (S′, S′′) of S, with |S′| ≤ |S|/2 + 1, and the flow f
between the vertices of S′′ and the vertices of S′, where every vertex of S′′ sends at least k/2 units
of flow, each flow-path has length at most 2D, and the edge-congestion caused by f is at most 3.
We then set Lh = S
′′ and fh = f , and continue to the next iteration.
Assume now that we have constructed Lh, . . . , Li, we now show how to construct Li−1. Let S =
V (G) \ (Lh ∪ · · · ∪ Li). We apply Corollary 6.2 to the graph G and the set S of its vertices, to
obtain a partition (S′, S′′) of S, with |S′| ≤ |S′′|/2 + 1, and the corresponding flow f . We then set
Li−1 = S′′, fi−1 = f , and continue to the next iteration. If we reach an iteration where |S| ≤ 2,
we arbitrarily designate one of the two vertices as s, and we let U be a set of vertices containing
the other vertex. We then use Theorem 6.1 in order to find a flow of value at least k between the
two vertices, such that the edge-congestion of the flow is at most 2, and every flow-path has length
at most 2D. We then add the vertex that lies in U to the current layer, and the vertex s to the
final layer L1. If we reach an iteration where |S| = 1, then we add the vertex of S to the final layer
L1 and terminate the algorithm. The number h of layers is chosen to be exactly the number of
iterations in this algorithm. Notice that h ≤ 2 log n must hold. Observe also that, for all 1 < i ≤ h,
flow fi originates at vertices of Li, terminates at vertices of L1∪· · ·∪Li−1, uses flow-paths of length
at most 2D, and causes edge-congestion at most 3.
Phase 2: constructing the trees. In order to construct the spanning trees T1, . . . , Tk, we
start with letting each tree contain all vertices of G and no edges. We then process every vertex
v ∈ V (G) one-by-one. Assume that v ∈ Li, for some 1 ≤ i ≤ h. Consider the following experiment.
Let Q(v) be the set of all flow-paths that carry non-zero flow in fi, and connect v to vertices of
L1∪· · ·∪Li−1. Let F (v) be the total amount of flow fi on all paths P ∈ Q(v); recall that F (v) ≥ k/2
must hold. We choose a path P ∈ Q(v) at random, where the probability to choose a path P is
precisely fi(P )/F (v). We repeat this experiment k times, obtaining paths P1(v), . . . , Pk(v). For
each 1 ≤ j ≤ k, we add all edges of Pj(v) to Tj . Consider the graphs T1, . . . , Tk at the end of this
process. Notice that each such graph Tj may not be a tree. We show first that the diameter of
each such graph is bounded by O(D log n).
Claim 6.3. For all 1 ≤ j ≤ k, diam(Tj) ≤ O(D log n).
Proof: Fix an index 1 ≤ j ≤ k. Let r be the unique vertex lying in L1. We prove that for all
1 ≤ i ≤ h, for every vertex v ∈ Li, there is a path connecting v to r in Tj , of length at most
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2D(i− 1) by induction on i.
The base of the induction is when i = 1 and the claim is trivially true. Assume now that the
claim holds for layers L1, . . . , Li−1. Let v be any vertex in layer Li. Consider the path Pj(v) that
we have selected. Recall that this path has length at most 2D, and it connect v to some vertex
u ∈ L1∪· · ·∪Li−1. By the induction hypothesis, there is a path P in Tj of length at most 2D(i−2),
that connects u to r. Since all edges of Pj(v) are added to Tj , the path Pj(v) is contained in Tj .
By concatenating path Pj(v) with path P , we obtain a path connecting v to r, of length at most
2D(i− 1).
Lastly, we prove that with high probability, every edge of G belongs to O(log n) graphs T1, . . . , Tk.
Claim 6.4. With probability at least (1−1/poly(n)), every edge of G lies in at most O(log n) graphs
T1, . . . , Tk.
The proof follows the standard analysis of the Randomized Rounding technique and is delayed to
Section 6.2.
For each 1 ≤ j ≤ k, we can now let T ′j be a BFS tree of the graph Tj , rooted at the vertex r. From
Claim 6.3, each tree T ′j has diameter at most O(D log n), and from Claim 6.4, the resulting set of
trees cause edge-congestion O(log n).
6.1 Proof of Theorem 6.1
For every vertex u ∈ U , let P(u) be the set of all paths in graph G of length at most 2D, that
connect u to vertices of (U∪{s})\{u}. Notice that for a pair u, u′ ∈ U of distinct vertices, each path
connecting u to u′ belongs to both P(u) and P(u′). Let P∗ = ⋃u∈U P(u). We use the following
linear program, that has no objective function; our goal will be to find a feasible solution satisfying
all constraints.
(LP-1)
∑
P∈P(u) f(P ) ≥ k ∀u ∈ U∑
P∈P∗:
e∈P
f(P ) ≤ 2 ∀e ∈ E(G)
f(P ) ≥ 0 ∀P ∈ P∗
Note that, if f is a feasible solution to (LP-1), then it satisfies all requirements of Theorem 6.1. The
following claim provides an efficient algorithm for solving (LP-1); its proof uses standard techniques
and is deferred to Section 6.3.
Claim 6.5. There is an efficient algorithm that computes a feasible solution to (LP-1), if such a
solution exists.
It now remains to prove that there is a feasible solution to (LP-1). We do so using the following
lemma, that proves a stronger claim, namely that there is an integral solution to (LP-1).
Lemma 6.6. Let G be a (k,D)-connected graph, let U ( V (G) be any subset of its vertices, and
let s 6∈ U be any additional vertex. Then there exists a set P of paths in G, such that:
• each path P ∈ P connects a pair of distinct vertices in U ∪ {s};
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• each node in U is the endpoint of at least k paths in P (but s may serve as an endpoint on
fewer paths);
• each path P ∈ P has length at most 2D; and
• each edge of G appears on at most two paths in P.
Notice that the lemma immediately implies that there is a feasible solution to (LP-1), as we can
simply send one unit of flow on each path of P. We now turn to prove Lemma 6.6.
Proof of Lemma 6.6. The proof relies on a theorem from [CK08], that needs the following definitions.
Definition 2. (Canonical Spider) Let M be any collection of simple paths, such that each path
P ∈M has a distinguished endpoint t(P ), and the other endpoint is denoted by v(P ). We say that
the paths in M form a canonical spider iff |M| > 1 and there is a vertex v, such that for every
path P ∈ M, v(P ) = v. Moreover, the only vertex that appears on more than one path of M is v
(see Figure 5). We refer to v as the head of the spider, and the paths of M are called the legs of
the spider.
Definition 3. (Canonical Cycle) LetM = {Q1, . . . , Qh} be any collection of simple paths, where
each path Qi has a distinguished endpoint t(Qi) that does not appear on any other path of M, and
the other endpoint is denoted by v(Qi). We say that paths of M form a canonical cycle, iff:
• h is an odd integer;
• for each 1 ≤ i ≤ h, there is a vertex v′(Qi) 6= v(Qi) on path Qi, such that v′(Qi) = v(Qi−1)
(here we use the convention that Q0 = Qh); and
• for each 1 ≤ i ≤ h, no vertex of Qi appears on any other path of M, except for v′(Qi) that
belongs to Qi−1 only and v(Qi) that belongs to Qi+1 only (see Figure 5).
Note that the definition of a canonical cycle here is slightly stronger than definition of a canonical
cycle in [CK08], since we additionally require that, for each 1 ≤ i ≤ h, the vertex v′(Qi) 6= v(Qi).
We use the following result of Chuzhoy and Khanna (Theorem 4 in [CK08]). We note that the
theorem appearing in [CK08] is slightly weaker since they used a weaker definition of a canonical
cycle, but their proof immediately implies the stronger result that we state below.
Theorem 6.7. There is an efficient algorithm, that, given any collection Q of paths, where every
path P ∈ Q has a distinguished endpoint t(P ) that does not appear on any other path of Q, computes,
for each path P ∈ Q, a prefix (i.e. a sub-path of P that contains t(P )) q(P ), such that, in the graph
induced by {q(P ) | P ∈ Q}, the prefixes appearing in each connected component either form a
canonical spider, a canonical cycle, or the connected component contains exactly one prefix q(P ),
where q(P ) = P for some P ∈ Q.
Recall that we are given a (k,D)-connected graph G, together with a subset U ( V (G) of its
vertices, that we call terminals, and an additional vertex s 6∈ U . From the definition of (k,D)-
connectivity, we are guaranteed that every vertex u ∈ U , there is a set R(u) of k edge-disjoint
simple paths in G, of length at most D each, connecting u to s. Let R = ⋃u∈U R(u). Intuitively,
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Figure 5: A canonical spider (left) and a canonical cycle (right).
we would like to apply Theorem 6.7 to the set R of paths, where for each vertex u ∈ U , and for
each path R ∈ R(u), the distinguished endpoint t(R) is u. The idea is then to use the resulting
canonical cycle and canonical spider structures in order to connect the vertices of U to each other
and to s via short paths that are disjoint in their edges, thus constructing the collection P of paths.
For example, if a setM of prefixes of the paths in R form a canonical spider, we can partition the
legs of the spider into pairs, and each pair then defines a path connecting two vertices of U to each
other, which is then added to P. There are two problems with this approach. The first problem is
that Theorem 6.7 requires that the distinguished endpoints t(P ) of the paths P ∈ R are distinct
from each other, and moreover that t(P ) does not lie on any other path of R. This difficulty is
easy to overcome by making k copies of every terminal u ∈ U and then modifying the paths in
R(u) so that each of them starts from a different copy. The second difficulty is that it is possible
that some resulting set M of prefixes that forms a canonical spider consists entirely of paths that
belong to a single set R(u), and so the spider cannot be used to connect distinct vertices of U to
each other. The reason that this may happen is that the paths in R(u) are only guaranteed to be
edge-disjoint, and so they may share vertices. If, in contrast, they were internally vertex-disjoint,
then such a problem would not arise. In order to overcome these difficulties, we slightly modify
the graph G, first by replacing it with its line graph, so that any set of edge-disjoint paths in G
corresponds to a set of internally node-disjoint paths in the line graph, and then creating k copies
of each terminal u ∈ U . We now describe the construction of the modified graph H, in two steps.
In the first step, we construct the line graph L of G, as follows: the vertex set V (L) contains a
vertex ve for each edge e ∈ E(G). Given a pair ve, ve′ of vertices of L, we connect them with an
edge iff e and e′ share an endpoint in G.
Let H be the graph obtained from graph L by adding, for each terminal u ∈ U , a collection
{u1, . . . , uk} of k vertices, that we call the copies of u. For each such new vertex ui, and for every
edge e that is incident to u in G, we add the edge (ui, ve) to the graph. Additionally, we add the
vertex s to the graph, and connect it to every vertex ve where e is an edge incident to s in G.
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Recall that we have defined, for every vertex u ∈ U , a collection R(u) of k edge-disjoint simple
paths in G of length at most D each, connecting u to s. Denote R(u) = {R1(u), . . . , Rk(u)}. We
transform the set R(u) of paths into a set R′(u) of k paths in graph H, that are internally vertex-
disjoint, and each path connects a distinct copy of u to s. In order to do so, fix some 1 ≤ i ≤ k,
and consider the path Ri(u). Let e
i
1, e
i
2, . . . , e
i
r be the sequence of edges on the path Ri(u), with
ei1 incident to u and e
i
r incident to s. Consider the following sequence of vertices in graph H:
(ui, vei1
, vei2
, . . . , veir , s). It is easy to verify that this vertex sequence defines a path in graph H,
that we denote by R′i(u). Let R′(u) = {R′i(u) | 1 ≤ i ≤ k} be the resulting set of paths. Since
the paths in R(u) are edge-disjoint, it is immediate to verify that the paths in R′(u) are internally
node-disjoint; in fact the only vertex that these paths share is the vertex s. The number of inner
vertices on each such path is at most D. For each path R′i(u), we let its distinguished endpoint
t(R′i(u)) be the vertex ui. Lastly, we let Q =
⋃
u∈U R′(u). Observe that for every path R ∈ Q, the
distinguished endpoint t(R) does not lie on any other paths of Q.
We apply Theorem 6.7 to the resulting set Q of paths and obtain, for each path P ∈ Q, a prefix
q(P ). Let Hˆ be the subgraph of H that is induced by all edges and vertices that appear on the
paths in {q(P ) | P ∈ Q}. Let C be the set of all connected components of Hˆ. For every component
C ∈ C, we denote by Q(C) ⊆ Q the set of paths whose prefixes are contained in C, and we denote
by Q˜(C) = {q(P ) | P ∈ Q(C)} the corresponding set of prefixes, so C = ⋃P ′∈Q˜(C) P ′.
Next, for every component C ∈ C, we define a collection P(C) of paths in the original graph G,
with the following properties:
P1. an edge of G may lie on at most two paths in P(C);
P2. the paths in P(C) only contain edges e ∈ E(G) with ve ∈ V (C);
P3. for every terminal u ∈ U , the number of paths of P(C) for which u serves as an endpoint is
at least as large as the number of paths of R′(u) that lie in Q(C); and
P4. every path in P(C) has length at most 2D;
Assume first that we have computed, for every component C ∈ C, a set P(C) of paths in graph
G with the above properties. We then set P = ⋃C∈C P(C). It is easy to verify that set P has all
required properties. Indeed, since the components of C are disjoint in their vertices, Properties P1
and P2 ensure that every edge of G belongs to at most two paths of P. Since, for every terminal
u ∈ U , |R′(u)| = k, Property P3 ensures that u serves as an endpoint of at least k paths in P.
Lastly, Property P4 ensures that the length of every path in P is at most 2D.
From now on we fix a component C ∈ C. It is now sufficient to show an efficient algorithm for
constructing the set P(C) of paths in graph G with Properties P1—P4. Recall that Theorem 6.7
guarantees that the prefixes in Q˜(C) either form a canonical spider, or they form a canonical
cycle, or Q˜(C) consists of a single path q(P ) = P for some path P ∈ Q. We consider each of these
different cases in turn; for the case of canonical spider we need to consider two sub-cases, depending
on whether the head of the spider is s or not.
Case 1: This case happens if Q˜(C) contains a single path, or if the paths of Q˜(C) form a canonical
spider, whose head is s. In either case, from the construction of the paths in Q, it is easy to verify
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that for every path P ∈ Q(C), the prefix q(P ) is the path P itself. For each path P ∈ Q˜(C), we
define a path P ′ in graph G, as follows. Assume that P = (ui, ve1 , ve2 , . . . , ver , s). We then let P ′
be a path in graph G, that starts at the terminal u, traverses the edges e1, . . . , er in this order, and
terminates at s. Let P(C) = {P ′ | P ∈ Q˜(C)}. Since the paths in Q˜(C) are vertex-disjoint except
for sharing the vertex s, the paths in P(C) are all edge-disjoint. It is easy to verify that Properties
P1—P4 hold for P(C).
Case 2: This case happens if the paths in Q˜(C) form a canonical spider, whose head is not s.
Note that, from the definition of the paths in Q, the head of the spider must be some vertex ve∗
with e∗ ∈ E(G). We denote e∗ = (x, y). Note that every path P ∈ Q(C) contains the vertex ve∗ .
Therefore, each such path must belong to a different set R′(u), and no two paths in Q(C) may
originate from two copies of the same terminal. For every path P ∈ Q˜(C), we define a new path
P ′ in graph G, as follows. Assume that the sequence of vertices on P is (ui, ve1 , ve2 , . . . , ver , ve∗),
then we let path P ′ start at the terminal u, and then traverse the edges e1, e2, . . . , er in this order.
Note that path P ′ has to terminate at a vertex that serves as an endpoint of e∗. We define two
sets of paths: set Sx contains all paths P
′ for P ∈ Q˜(C) that terminate at x, and set Sy is defined
similarly for y. Therefore, |Sx|+ |Sy| = |Q˜(C)|. From the above discussion, every path in Sx ∪ Sy
originates at a distinct terminal.
Assume first that |Sx| > 1 and |Sy| > 1. Consider the set Sx of paths. We construct a set Πx of
pairs of paths from Sx as follows. If |Sx| is even, then we simply partition all paths in Sx into |Sx|/2
disjoint pairs. Otherwise, if |Sx| is odd, then we construct (|Sx|+ 1)/2 pairs, such that every path
of Sx belongs to exactly one pair in Πx, except for one arbitrary path that belongs to two pairs.
Consider now any pair (P ′1, P ′2) of paths in Πx. As observed before, the two paths must originate
at distinct terminals. We construct a new path by concatenating P ′1 with P ′2, and add this path to
P(C). We process the paths of Sy similarly. Notice that every prefix in Q˜(C) is now a sub-path of
either one or two paths in P(C). Since the paths in Q˜(C) are internally vertex disjoint, and since
the edge e∗ is not included in any of the paths in Sx ∪ Sy, every edge of G may belong to at most
two paths of P(C). It is immediate to verify that Properties P1—P4 hold in P(C).
Assume now that |Sx| = 1 or |Sy| = 1 (or both). We assume w.l.o.g. that |Sy| = 1. We construct
the set Πx of pairs of paths in Sx exactly as before (if |Sx| = 1 then Πx = ∅). For every pair (P ′1, P ′2)
of paths in Πx, we construct a new path that is added to P(C) exactly as before. Additionally,
we choose an arbitrary path P ′i ∈ Sx that participates in at most one pair in Πx (notice that such
a path has to exist). Let P ′ be the unique path in Sy. As observed before, the two paths must
originate from distinct terminals. We construct a new path in graph G, by concatenating the path
P ′i , the edge e
∗, and the path P ′. We add the resulting path to P(C). It is easy to verify that the
resulting set P(C) of paths satisfy Properties P1—P4.
Case 3: This case happens if the paths in Q˜(C) form a canonical cycle. We denote the paths
of Q˜(C) by Q1, . . . , Qh in the order of their appearance on the cycle. We define the following set
of pairs of these paths: Π = {(Q1, Q2), (Q3, Q4), . . . , (Qh−2, Qh−1), (Qh−1, Qh)} (recall that h is an
odd integer). Notice that every path appears in exactly one pair of Π, except for the path Qh−1,
that appears in two pairs.
Consider now some pair (Qi, Qi+1) ∈ Π. We construct a two-legged spider Si, that consists of the
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path Qi, and the sub-path of Qi+1, from t(Qi+1) to v
′(Qi+1) = v(Qi). In the resulting collection
S1, S3, . . . , Sh−2, Sh−1 of spiders, every pair of spiders are mutually vertex-disjoint, except for the
vertices of Qh−1 that may appear in two spiders. We process each one of these spiders as in Case
2, to obtain a collection P(C) of (h+ 1)/2 paths in graph G that cause edge-congestion at most 2,
and that satisfy Properties P1—P4.
6.2 Proof of Claim 6.4
Let f be the flow obtained by taking the union of the flows f1, . . . , fh. It is easy to verify that
flow f causes edge-congestion at most 4h ≤ 8 log n. For every edge e ∈ E(G), we say that a bad
event B(e) happens if e lies in more than 120 log n graphs T1, . . . , Tk. It is enough to show that for
each edge e ∈ E(G), the probability of the event B(e) is bounded by 1/n6; from the union bound
over all edges e, it then follows that with probability at least (1− 1/n3), the graphs in {T1, . . . , Tk}
cause edge-congestion at most 120 log n (we have used the fact that for every pair (u, v) of vertices
of G, there are at most k parallel edges (u, v) in G, and that k ≤ n).
For the remainder of the proof, we fix an edge e ∈ E(G), and we prove that the probability of event
B(e) is at most 1/n6.
For every vertex v ∈ V (G), and index 1 ≤ j ≤ k, we let X(v, j) be a random variable whose
value is 1 if the path Pj(v) contains the edge e, and it is 0 otherwise. Notice that, if we denote
S =
∑
v∈V (G)
∑k
j=1X(v, j), then the number of graphs T1, . . . , Tk to which edge e belongs is
exactly S. Moreover, the random variables in {X(v, j) | v ∈ V (G), 1 ≤ j ≤ k} are independent
from each other. Consider some vertex v ∈ V (G), and let F (v, e) be the total amount of flow
that f sends on all flow-paths that originate from v and contain the edge e. Notice that for
each 1 ≤ j ≤ k, the probability that X(v, j) = 1 is F (v, e)/F (v). Therefore, the expectation of∑
1≤j≤kX(v, j) = k · F (v, e)/F (v) ≤ 2F (v, e), since F (v) ≥ k/2. Altogether, the expectation of
S =
∑
v∈V (G)
∑
1≤j≤kX(v, j) is at most 2
∑
v∈V (G) F (v, e), which is precisely the total amount of
flow traversing e in f times 2, and is bounded by 8h ≤ 16 log n. To summarize, we are given a
collection {X(v, j) | v ∈ V (G), 1 ≤ j ≤ k} of independent 0/1 random variables. The expectation
of their sum is at most 16 log n. We need to bound the probability that S > 120 log n.
We use the following standard Chernoff bound (see e.g. [DP09]).
Theorem 6.8. Let {Y1, . . . , Yr} be a collection of independent random variables taking values in
[0, 1], and let Y =
∑
i Yi. Assume that E [Y ] ≤ µ for some value µ. Then for all 0 <  < 1:
Pr [Y > (1 + )µ] ≤ e−2µ/3.
Using the above bound with  = 1/2 and µ = 80 log n, we get that the probability that S > 120 log n
is bounded by e−80 logn/12 < 1/n6.
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6.3 Proof of Claim 6.5
We rename (LP-1) by (LP-Primal-1). Consider the following LP.
(LP-Primal-2) maximize 0
s.t. ∑
P∈P(u) f(P ) ≥ k ∀u ∈ U∑
P∈P∗:
e∈P
f(P ) ≤ 2 ∀e ∈ E(G)
f(P ) ≥ 0 ∀P ∈ P∗
It is clear that any feasible solution to (LP-Primal-1) is also a feasible solution to (LP-Primal-2),
and vice versa. It is therefore sufficient to show that (LP-Primal-2) can be solved efficiently, if it
has a feasible solution. Below is the Dual LP for (LP-Primal-2).
(LP-Dual-1) minimize 2 ·∑e∈E(G) `e − k ·∑u∈U zu
s.t. ∑
e∈P `e ≥ zu + zu′ ∀u, u′ ∈ U : u 6= u′, ∀P ∈ P(u) ∩ P(u′)∑
e∈P `e ≥ zu ∀u ∈ U,∀P ∈ P(u) ∩ P(s)
zu ≥ 0 ∀u ∈ U
`e ≥ 0 ∀e ∈ E(G)
Recall that the number of vertices in G is n. Note that for (LP-Primal-2), the number of variables
is exponential in n and the number of constraints is polynomial in n, while for (LP-Dual-1), the
number of variables is polynomial in n and the number of constraints can be exponential in n. From
the strong duality, the optimal objective value of (LP-Dual-1) is 0 if (LP-Primal-2) is feasible.
We make a change to (LP-Dual-1) by replacing the objective function with a constraint that
2 ·∑e∈E(G) `e − k ·∑u∈U zu = 0 to get the following LP.
(LP-Dual-2)
2 ·∑e∈E(G) `e − k ·∑u∈U zu = 0∑
e∈P `e ≥ zu + zu′ ∀u, u′ ∈ U : u 6= u′, ∀P ∈ P(u) ∩ P(u′)∑
e∈P `e ≥ zu ∀u ∈ U,∀P ∈ P(u) ∩ P(s)
zu ≥ 0 ∀u ∈ U
`e ≥ 0 ∀e ∈ E(G)
Claim 6.9. There exists an efficient separation oracle to (LP-Dual-2).
We provide the proof of Claim 6.9 below, after we show that there is an efficient algorithm that
solves (LP-Primal-2) using it. We run the Ellipsoid Algorithm on (LP-Dual-2) using the separation
oracle, and let C be the set of all violated constraints that the oracle returns. Note that, since the
running time of the Ellipsoid Algorithm is polynomial in the number of variables, when we run
the Ellipsoid Algorithm on (LP-Dual-2), the size of C, which is the number of violated constraints
returned by the separation oracle, is at most polynomial in n. Let (LP-Dual-3) be a linear program
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whose set of constraints is precisely C. Note that the linear program (LP-Dual-3) is feasible iff
the linear program (LP-Dual-2) is feasible. This is because, if we run the Ellipsoid Algorithm on
(LP-Dual-3), then the separation oracle will return the same set of constraints and the algorithm
will return the same solution or report infeasible (if it reports infeasible on (LP-Dual-2)). We
now compute the dual of (LP-Dual-3) and obtain a linear program that we denote by (LP-Primal-
3). It is not hard to see that (LP-Primal-3) contains a subset (whose size is polynomial in n) of
variables of (LP-Primal-2), and that for every constraint of (LP-Primal-2), there is a constraint in
(LP-Primal-3), with the variables which are not in that subset omitted. From the strong duality,
(LP-Primal-3) is feasible if (LP-Primal-2) is feasible. We can now solve (LP-Primal-3) efficiently,
and the resulting solution is a feasible solution to (LP-Primal-2), as this is the same as setting all
variables that do not correspond to the constraints in C to 0. This finishes the proof of Claim 6.5.
Proof of Claim 6.9: We now show that there exists a separation oracle to (LP-Dual-2). Given
a suggested solution to (LP-Dual-2), the separation oracle needs to check if it satisfies all the
constraints of (LP-Dual-2), and if not, return a violated constraint.
Let {zu}u∈U , {`e}e∈E(G) be the suggested solution in an iteration. It is immediate to check whether
the constraints zu ≥ 0 ∀u ∈ U , the constraints `e ≥ 0 ∀e ∈ E(G) and the constraint 2 ·
∑
e∈E(G) `e−
k ·∑u∈U zu = 0 are satisfied. We will now show an efficient algorithm that checks whether the
suggested solution satisfies the constraints
∑
e∈P `e ≥ zu+zu′ ∀u, u′ ∈ U : u 6= u′, ∀P ∈ P(u)∩P(u′)
and the constraints
∑
e∈P `e ≥ zu ∀u ∈ U,∀P ∈ P(u) ∩ P(s) efficiently.
We assign each edge e ∈ E(G) length `e. For any path P of G, we denote `(P ) =
∑
e∈P `e. Note that
U ⊆ V (G). We show an algorithm, that, given the suggested solution {zu}u∈U , {`e}e∈E(G), either
claims (correctly) that all constraints
∑
e∈P `e ≥ zu + zu′ ∀u, u′ ∈ U : u 6= u′, ∀P ∈ P(u) ∩ P(u′)
and all constraints
∑
e∈P `e ≥ zu ∀u ∈ U,∀P ∈ P(u) ∩ P(s) are satisfied, or returns a pair u, u′ of
distinct vertices of U and a path Pˆu,u′ ∈ P(u) ∩ P(u′), such that `(Pˆu,u′) < zu + zu′ (which means
that the constraint
∑
e∈Pˆu,u′ `e ≥ zu + zu′ is not satisfied by the suggested solution), or returns
a vertex u ∈ U and a path Pˆu,s ∈ P(u) ∩ P(s), such that `(Pˆu,s) < zu (which means that the
constraint
∑
e∈Pˆu,s `e ≥ zu is not satisfied by the suggested solution).
Claim 6.10. There is an efficient algorithm, that, given any pair v, v′ of vertices of G, computes
the shortest path (with respect to edge lengths {`e}e∈E(G)) connecting v to v′ that contains at most
2D edges.
We will prove Claim 6.10 below, after we complete the proof of Claim 6.9 using it. For every pair
u, u′ ∈ U of distinct vertices of U , let Pˆu,u′ be the path returned by the algorithm in Claim 6.10, we
check if `(Pˆu,u′) < zu + zu′ . For every vertex u ∈ U , let Pˆu,s be the path returned by the algorithm
in Claim 6.10, we check if `(Pˆu,s) < zu. If there exists a pair u, u
′ ∈ U of distinct vertices of U such
that `(Pˆu,u′) < zu + zu′ , by definition,
∑
e∈Pˆu,u′ `e = `(Pˆu,u′) < zu + zu′ . In this case, we claim that
the constraint
∑
e∈Pˆu,u′ `e ≥ zu+ zu′ is violated, and return this constraint as a violated constraint.
If there does not exist a pair u, u′ ∈ U of distinct vertices of U such that `(Pˆu,u′) < zu + zu′ , then
from Claim 6.10, for any pair u, u′ of distinct vertices of U , for any path P ∈ P(u)∩P(u′), we have∑
e∈P `e ≥ zu + zu′ . In this case, we know that all constraints
∑
e∈P `e ≥ zu + zu′ ∀u, u′ ∈ U : u 6=
u′,∀P ∈ P(u)∩P(u′) are satisfied, so we then proceed to check if there exists a vertex u ∈ U such
that `(Pˆu,s) < zu. If there does exists such a vertex u, by definition,
∑
e∈Pˆu,s `e = `(Pˆu,s) < zu.
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In this case, we claim that the constraint
∑
e∈Pˆu,s `e ≥ zu is violated, and return this constraint
as a violated constraint. If there does not exist a vertex u ∈ U such that `(Pˆu,s) < zu, then from
Claim 6.10, for vertex u ∈ U , for any path P ∈ P(u)∩P(s), we have ∑e∈P `e ≥ zu. We then claim
that all constraints
∑
e∈P `e ≥ zu + zu′ ∀u, u′ ∈ U : u 6= u′,∀P ∈ P(u) ∩ P(u′) and all constraints∑
e∈P `e ≥ zu ∀u ∈ U,∀P ∈ P(u) ∩ P(s) are satisfied.
This finishes the description of the separation oracle to (LP-Dual-2). Since it is clear that the
running time of the separation oracle is polynomial in n, this finishes the proof of Claim 6.9.
Proof of Claim 6.10: The algorithm employs dynamic programming. It is convenient to view the
algorithm as constructing 2D + 1 dynamic programming tables {Πi}0≤i≤2D. For each 0 ≤ i ≤ 2D
and each pair v, v′ of vertices of G, the table Πi contains an entry Πi(v, v′), that stores the shortest
path P iv,v′ (with respect to edge lengths {`e}e∈E(G)) among all paths in G that connects v to v′
and contains at most i edges, together with its length `(P iv,v′). So each entry Πi(v, v
′) has the form
Πi(v, v
′) = (P iv,v′ , L
i
v,v′) where L
i
v,v′ = `(P
i
v,v′). When such a path does not exist, we set P
i
v,v′ to be
a default value ⊥ and set Liv,v′ = +∞.
We now describe how to compute the entries of dynamic programming tables. First we initialize
the entries in Π0. For each vertex v, we set P
0
v,v to be the path that contains a single node v, and
we set L0v,v = 0. For each pair v, v
′ of distinct vertices of G, we set P 0v,v =⊥ and L0v,v′ = +∞. For
each 1 ≤ i ≤ 2D, the table Πi is computed based on G and the table Πi−1 as follows. For each
vertex v ∈ V (G), we denote N(v) ⊆ V (G) to be the set of neighbors of v in G. For each pair
v, v′ ∈ V (G), we set
Liv,v′ = min{Li−1v,v′ , min
w∈N(v)
{`(v,w) + Li−1w,v′}}.
For P iv,v′ , we set it to be ⊥ if Liv,v′ = +∞; we set it to be the same path as P i−1v,v′ if Li−1v,v′ ≤
minw∈N(v){`(v,w)+Li−1w,v′}; and if w′ = arg min{Li−1v,v′ ,minw∈N(v){`(v,w)+Li−1w,v′}} and `(v,w′)+Li−1w′,v′ <
Li−1v,v′ , we set it to be the concatenation of the edge (v, w
′) and the path P i−1(w′, v′).
Finally, given a pair v, v′ of vertices of G, we return the path P 2Dv,v′ if P
2D
v,v′ 6=⊥, and we claim that
such a path does not exist if P 2Dv,v′ =⊥.
7 Applications to Distributed Computation
In this section, we provide applications of our graph theoretic results to distributed and secure
computation, proving Theorems 1.5, 1.6 and 1.7. Throughout, we use the standard CONGEST
model [Pel00], where the algorithm’s execution proceeds in synchronous rounds, and in every round,
each node can send a message of size O(log n) to each of its neighbors. Each node holds a processor
with a unique and arbitrary ID of O(log n) bits. As common in this model, we restrict attention
to simple graphs with no parallel edges. Our algorithms make extensive use of the random delay
approach of [LMR94,Gha15b].
Theorem 7.1 ( [Gha15b, Theorem 1.3]). Let G be a graph and let A1, . . . , Am be m distributed
algorithms in the CONGESTmodel, where each algorithm takes at most d rounds, and where for
each edge e ∈ E(G), the total number of messages sent over e by all these algorithms is at most
c. Then, there is a randomized distributed algorithm (that uses private randomness), that, with
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high probability, produces a schedule that runs all the algorithms in O(c + d · log n) rounds, after
O(d log2 n) rounds of pre-computation.
Throughout, we assume that k = Ω(log n) and consider a k-edge connected n-vertex graph G =
(V,E). All presented algorithms are randomized, and their correctness hold with probability at
least 1− 1/nc for some constant c (that we refer to as high probability). The starting point for all
the applications considered in this section is the computation of Ω(k) subgraphs G1, . . . , Gk of G
with bounded congestion, such that each subgraph has a small diameter. The subgraphs Gi are
given in a distributed manner where each edge (u, v) knows the indices of the subgraphs Gi to
which it belongs.
Claim 7.2 (Basic Distributed Tool). There is a randomized algorithm that, given a k-edge con-
nected n-vertex graph G and a congestion bound η ∈ [1, k], computes, in O˜((101k lnn/η)D) rounds,
a collection of k spanning trees that cause total edge-congestion at most O(η · log n), and have diam-
eter at most O((101k lnn/η)D) each. Moreover, the algorithm can compute k spanning subgraphs
with similar congestion and diameter bounds in O(D + η log n) rounds. The round complexity, the
diameter, and the congestion bounds hold with high probability.
Proof: Let T be a BFS tree of the graph G of depth at most D, computed from an arbitrary source
vertex s ∈ G. The algorithm computes a collection of k subgraphs G1, . . . , Gk which will be shown
to cause bounded congestion and have bounded diameter. For every i ∈ {1, . . . , k} in parallel, each
subgraph Gi is computed by sampling each edge e ∈ G into Gi with probability p = 707 log n/k,
and additionally sampling each edge e′ ∈ T into Gi with probability η/k, independently from all
other edges. In other words, Gi = G[p] ∪ T [η/k]. In the distributed setting, the edge sampling is
made by the edge endpoint of larger ID. Each node u sends its lower-ID neighbor v the indices i
such that edge e = (u, v) is in Gi. Next, the algorithm computes a truncated BFS tree Ti, up to
depth d = O((101k lnn/η)D), in every sampled subgraph Gi in parallel, using the random delay
approach from Theorem 7.1.
In order to analyze this algorithm, we start by showing that w.h.p., the diameter of each subgraph
Gi is bounded by d. Indeed, by Theorem 4.1, each subgraph G[p] for p = 707 log n/k is connected
with high probability. By Theorem 3.2, the diameter of each subgraph Gi = G[p]∪T [η/k] is at most
O((101k lnn/η)D) with high probability. Next, we bound the congestion. A simple application of
the Chernoff bound shows that, with high probability, each edge of G appears in at most O(η log n)
subgraphs. A single BFS computation up to depth d takes O(d) rounds, while sending O(1)
messages on each of the graph edges. Thus, by applying the random delay approach, one can
compute all k BFS trees in G1, . . . , Gk in O˜(d + η) rounds. Since the diameter of each graph Gi
is at most d, all resulting trees are indeed spanning with high probability. Note that, if we only
need to compute spanning subgraphs of G, then the collection {G1, . . . , Gk} of such subgraphs can
indeed be computed in O(D+ η · log n) rounds. To see this observe that the BFS computation can
be done in O(D) rounds. The larger-ID endpoint u of each edge (u, v) has η log n messages to send
to its endpoint v containing the indices of the subgraphs to which (u, v) belongs.
7.1 Distributed Approximate Verification of the Edge Connectivity
We show the following immediate application of Theorem 4.1 to verify if the graph is λ-edge
connected, up to approximation factor O(log n). Given a graph G = (V,E) and integer λ, if the
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graph is λ-edge connected then all nodes must YES, and if the graph is at most λ/ log n connected,
all nodes must output NO. The algorithm succeeds with high probability in O˜((λ log2 n)D(D+1)/2)
rounds.
Theorem 7.3 (O(log n)-Approximate Verification of λ-Edge Connectivity ). There is a randomized
distributed algorithm, that, given an unweighted n-vertex graph G = (V,E) of diameter D, and an
integer λ, ensures that with high probability, after O˜((λ log2 n)D(D+1)/2) rounds, if G is λ-edge
connected, then all nodes output YES, and if it is at most λ/ log n-edge connected, then all nodes
output NO.
Proof: Let p = 707 log n/λ. By Theorem 4.1, if the graph G is λ-edge connected, then the
sampled graph G[p] is connected with high probability. Moreover, the diameter of G[p] is bounded
by O(λD(D+1)/2) with high probability. On the other hand, if the graph connectivity is λ′ ≤ λ/ log n,
then G[p] is connected with probability at most 3/4. We will then make O(log n) edge-sampling
experiments to distinguish between these two scenarios.
For every j ∈ [1,Θ(log n)], letGj = G[p], i.e., sample each edge inGj independently with probability
p. Compute a truncated BFS tree up to depth λD(D+1)/2. If this tree spans all vertices of V (G),
then we say that graph Gj is good. The algorithm returns YES if at least 0.9 of the experiments
are good.
The round complexity is simply O(λD(D+1)/2 · log n). We now consider correctness. If the graph is
λ-edge connected, w.h.p. all experiments are good and therefore all nodes say YES. If the graph
is λ′-connected for λ′ ≤ λ/ log n, then when sampling the edges with probability at most 1/λ′ the
graph is connected with probability at most 3/4. The theorem follows by a simple application of
Chernoff bound.
With a slight modification, the algorithm from the above lemma can also be used to obtain an
O(log n)-approximation on the size of the minimum cut λ in G, in O˜((λ log2 n)D(D+1)/2) rounds
w.h.p.
Corollary 7.4. There is a randomized distributed algorithm, that, given an unweighted n-vertex
graph G = (V,E) of diameter D, computes an estimate λ˜ on the value λ of the global minimum cut
in G, such that λ˜ ∈ [λ, λ ·O(log n)], in O˜((λ log2 n)D(D+1)/2) rounds. Both the correctness and the
round complexity of the algorithm hold with high probability.
Proof: The algorithm considers the values 1, 2, 4, . . . of λ′ one by one. For each such value, it
applies the algorithm for λ′-edge connectivity verification, until the first value λ′ is encountered
on which the verification algorithm returns “No”. The algorithm then terminates and returns this
value of λ′.
Separation between MST and Approximate Minimum Cut. In the distributed graph the-
ory literature, the problems of approximating the global minimum cut of a graph, and of computing
an MST are considered to be more or less “equivalent” in terms of their round complexities in gen-
eral graphs. In fact, the classical algorithms for minimum cut are based on repeated application of
MST computation. As we will show, this is no longer the case when we consider moderately highly
connected low-diameter graphs. In order to illustrate this gap, we compare the round complexities
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of computing an MST, and of approximating the value of the global minimum cut in k edge-
connected graphs of diameter 4. Lotker, Pat-Shamir and Peleg [LPP06] showed that computing
an MST in an n-vertex graphs of diameter 4 may require Ω((n/ log n)1/3) rounds. Although their
construction is a 2-edge connected graph, we show that a slight modification of their construction
gives a k-edge connected for any k = O(n1/4). We prove the following theorem.
Theorem 7.5 (MST Lower Bound in k-Connected Graphs). For every large enough integer n and
an integer k = O(n1/4), there exists an n-vertex k-edge connected graph of diameter 4, for which
computing an MST requires Ω˜((n/k)1/3) rounds.
Proof: Our starting point is a graph Fm, that was used in the lower bound proof of [LPP06].
The graph consists of a root vertex c, and a collection U = {u1, . . . , um} of additional vertices;
we denote s = u1 and r = um. Every vertex ui is connected to the root vertex c with an edge.
Additionally, the graph contains a collection P = {P1, . . . , Pm2} of m2 disjoint paths of length m
each. For all 1 ≤ j ≤ m2, we denote by vji the ith vertex on path Pj . For all 1 ≤ i ≤ m, we connect
the vertex ui to all vertices v
1
i , . . . , v
m2
i .
Next, we modify the graph Fm to make it k-edge connected; the resulting graph is denoted by Fm,k.
In order to obtain the graph Fm,k, we start from the graph Fm. For all 1 ≤ j ≤ m2 and 1 ≤ i ≤ m,
we replace the vertex vji with a k-clique Vj,i. We connect the vertex ui to every vertex of Vj,i. For
all 1 ≤ j ≤ m2 and 1 ≤ i < m, we add an arbitrary perfect matching between the vertices of Vj,i
and the vertices of Vj,i+1; formally, if we denote the vertices of Vj,i by vj,i,1, . . . , vj,i,k, then we add
the edges between (vj,i,`) and (vj,i+1,`) for every 1 ≤ j ≤ m2, 1 ≤ i ≤ m− 1, and ` ∈ {1, . . . , k} (see
Figure 6 for an illustration).
For all 1 ≤ i ≤ m, we let Si be the star graph, that is a sub-graph of the resulting graph Fm,k,
induced by the vertex ui, and all vertices in sets Vj,i, for 1 ≤ j ≤ m2.
We set m = d(n/k)1/3e, so graph Fm,k has Θ(n) vertices and diameter 4. We claim that graph Fm,k
is k-edge connected. Indeed, let (X,Y ) be any partition of the vertices of Fm,k into two subsets.
Assume for contradiction that |E(X,Y )| < k. Notice first that for all 1 ≤ i < i′ ≤ m, there are
at least k edge-disjoint paths in graph Fm,k connecting ui to ui′ . Therefore, all vertices u1, . . . , um
must lie on the same side of the cut. Assume w.l.o.g. that it is X. It is then easy to verify that,
since m ≥ k (as k = O(n1/4)), vertex c must also lie in X. Consider now some set Vj,i of vertices,
for some 1 ≤ j ≤ m2 and 1 ≤ i ≤ m. Every vertex of Vj,i is connected by an edge to the vertex
ui. Therefore, not all vertices of Vj,i lie in Y . Moreover, for any partition of the vertices of Vj,i
into two subsets, at least k − 1 edges must connect the two subsets (as every pair of vertices in
a k-clique has (k − 1) edge-disjoint paths connecting them). Therefore, if Y contains any vertex
of Vj,i, then |E(X,Y )| ≥ k must hold (at least k − 1 edges must connect vertices of Vj,i lying on
different sides of the cut, and additionally every vertex of Vj,i∩Y is connected to ui.) Since Y 6= ∅,
it must contain a vertex from some set Vi,j , and so |E(X,Y )| ≥ k must hold, a contradiction. We
conclude that Fm,k is k-edge connected.
We next turn to prove a lower bound on the number of rounds for computing an MST in the graph
Fm,k. The proof follows that of [LPP06] almost exactly; we provide it here for completeness. The
key idea in the proof of [LPP06] is to consider the mailing problem: given the graph Fm,k, the
source vertex s = u1 is required to send an input set X of m
2 bits to the destination vertex r = um.
We adapt the argument of [LPP06] to show that this requires Ω˜((n/k)1/3) rounds in Fm,k. Then,
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we deduce a lower bound on computing an MST in Fm,k, using the reduction provided in [LPP06].
Given a graph G, a sender vertex s and a receiver vertex r, together with an input b-bit string
X = x1, . . . , xb, we denote by mail(G, s, r,X) the mailing problem of sending the string X from
s to r. We denote by Mail(G, s, r, b) the collection of all problems mail(G, s, r,X), where X is a
string of length b. Given an algorithm A, we denote by TA(G, s, r,X) the number of rounds the
algorithm takes to solve problem mail(G, s, r,X), and we denote by T bA(G, s, r) the maximum, over
all b-bit strings X, of TA(G, s, r,X).
Lower Bound for the Mailing Problem.
Claim 7.6. For any deterministic algorithm A for the mailing problem in the CONGEST model,
and any m ≥ 2, Tm2A (Fm,k, s, r) = Ω(m/
√
log n).
Proof: For every 1 ≤ i ≤ m, we define a graph Zi, called the ith tail of the graph Fm,k. Graph Zi
is the subgraph of Fm,k induced by the nodes of {Vj,` | 1 ≤ j ≤ m2, i+ 1 ≤ ` ≤ m}∪{u` | i+ 1 ≤
` ≤ m} ∪ {c}. We let the 0th tail Z0 be the subgraph of Fm,k induced by V (Fm,k) \ {s}.
We now fix a deterministic algorithm A. Let φX denote the execution of A on an m
2-bit input X in
the graph Fm,k with sender s and receiver r. Let Ct(X) denote the vector of states of the nodes in
the tail graph Zt at the end of round t in the execution φX ; we refer to Ct(X) as the configuration
of Zt on X in round t.
Define Ct = {Ct(X) | X is an m2-bit string} and let ρt = |Ct| be the number of distinct reachable
configurations of Zt in round t.
Claim 7.7. For all 0 ≤ t < m, ρt ≤ 2t(t+1)B/2, where B = O(log n) is the bandwidth of each edge
in the CONGEST model.
Proof: Observe first that for t = 0, since the input string is known only to the sender s, all other
nodes are in their initial states and thus ρ0 = 1.
Next, we show that for all t > 0, ρt+1 ≤ ρt · 2B·t. Indeed, consider some t > 0, and a configuration
Cˆ ∈ Ct. Recall that the tail set V (Zt+1) is connected to the remainder of the graph by two sets
of edges: (i) edges connecting cliques Vt,j and Vt+1,j for every 1 ≤ j ≤ m2 – we call them type-1
edges; and (ii) edges (u`, c) for 1 ≤ ` ≤ t – we call them type-2 edges. Clearly, the number of type-2
edges is t.
We now count the number of different configurations in Ct+1 that may arise from the single config-
uration Cˆ ∈ Ct.
The key observation is that, since the state of each node in Zt is determined by Cˆ, the messages
sent from the nodes of Zt to the nodes of Zt+1 are fully determined by Cˆ. In particular, all messages
sent via type-1 edges, and via edges internal to Zt+1 are completely determined by Cˆ. The only
additional messages are those sent along the t type-2 edges. Since each such edge may carry at most
B bits, the total number of distinct messages sent along such edges is bounded by 2Bt. Therefore,
at most 2Bt different configuration in Ct+1 may arise from a single configuration in Ct, and so
ρt+1 ≤ 2Bt · ρt.
We conclude that for all t ≥ 0, ρt ≤ 2B · 22B · · · 2(t−1)B ≤ 2t(t+1)B/2.
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Let R = Tm
2
A (Fm,k, s, r); our goal is to show that R = Ω(m/
√
B). If R ≥ m, then we are done, so
assume that R < m. Then there must be at least 2m
2
possible different states for the receiver r at
round R, so ρR ≥ 2m2 must hold. Since we have assumed that R < m, we get that 2BR(R+1)/2 ≥ 2m2
must hold, that is R = Ω(m/
√
B) as required.
Extension to randomized algorithms. Using standard techniques, one can show that all Las-
Vegas algorithms for the mailing problem admit the same asymptotic lower bounds as deterministic
algorithms. The proof is based on fixing a deterministic distributed mailing algorithm A and
establishing a slightly stronger claim.
Claim 7.8. For every m ≥ 2 and for at least half of the possible m2-bit input string X of the
mailing problem TA(Fm,k, s, r,X) ≥ αm/
√
B for some constant α > 0 and B = O(log n).
To see this simply define τmid to be the minimum integer such that TA(Fm,k, s, r,X) ≤ τmid for at
least half of the possible input string. We then have that 2B·τmid·(τmid+1)/2 ≥ ρτmid ≥ 2m
2−1 and so
τmid = αm/
√
B. Since the algorithm takes at least τmid rounds on half of the inputs, its expected
running time over the uniform distribution of all instances in mail(Fm,k, s, r,X) is Ω(τmid). The
randomized round complexity follows by applying the Yao principle.
Reduction to MST. We follow the exact same scheme of [LPP06]. We start with the unweighted
base graph Fm,k, and define a family of weighted graphs Fm,k such that, if the mailing problem
requires Ω(t) rounds on Fm,k, then algorithm for computing MST requires at least Ω(t) rounds on
some graph in Fm,k.
The edge weights of the graphs in Fm,k are set as follows. All edge weights, except for the edges
that belong to the stars S1, . . . , Sm, are set to 0. The edges of Sm have weight 1, and the edges
of the stars S2, . . . , Sm−1 have weight 10. Consider now the star S1. For all 1 ≤ j ≤ m2, let vj
be an arbitrary distinguished vertex from the clique Vj,1. Let E1 be the set of all edges of S1 that
connect u1 to the distinguished vertices v
1, . . . , vm
2
, and let E2 contain the remaining edges of S1.
We set the weight of every edge in E2 to 10. Lastly, every edge in E
1 is given a weight of either
0 or 2. Specifically, for every binary string X of length m2, we define a graph F (X) ∈ Fm,k, by
appropriately setting the weights of the edges in E1: for all 1 ≤ j ≤ m2, if the jth bit of X is 0,
then we set the weight of the edge (u1, v
j) to be 0, and otherwise we set it to 2.
Consider now a minimum spanning tree in a graph F (X). For each 1 ≤ j ≤ m2, we can use
the 0-weight edges to connect the set
⋃
1≤i≤m Vj,i of vertices to each other, obtaining a connected
component Cj . Similarly, we can use the 0-weight edges to connect the vertices u1, . . . , um to the
vertex c, obtaining a connected component C0. For each 1 ≤ j ≤ m2, we now need to connect
Cj to C0. If the jth bit of X is 0, then the cheapest way to do so is to employ the edge (u1, v
j).
Otherwise, the cheapest way to connect Cj to C0 is to use one of the edges of Sm that is incident
to a vertex of Cj , whose weight is 1.
Therefore, by solving the MST problem, the endpoint r learns the m2-bit input of s.
By combining this lower bound with the upper bound of Theorem 7.3, we have:
Corollary 7.9 (Separation between Distributed Min-Cut and MST). In every n-vertex graph of
diameter 4, the approximate verification of the k-edge connectivity of the graph can be done in
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O˜(k10) rounds. In contrast the computation of MST on 4-diameter graphs requires Ω˜((n/k)1/3)
on a k-edge connected subgraph. Thus for k = o(n1/32), approximate verification of the k-edge
connectivity is strictly faster than computing an MST.
𝑠 = u1 𝑢𝑚 = 𝑟u2 u3
𝑉1,1
𝑉ℓ,1
𝑉𝑚2,1
𝑉1,𝑚
𝑉ℓ,𝑚
𝑉𝑚2,1
𝑐
Figure 6: Illustration of the graph Fm,k, obtained by adapting of lower-bound graph Fm from
[LPP06]. Every vertex ui is connected to all clique vertices in Vi,j for every j ∈ {1, . . . ,m2}. For
clarity of presentation, the figure shows only one edge to a particular clique member. The nodes
in the shaded area are the tail sets Z2.
7.2 Improved Low-Congestion Shortcuts with Applications
Low-congestion shortcuts, introduced by Ghaffari and Haeupler [GH16b], is a basic communication
backbone that is used in algorithms for several optimization problems in the CONGEST model. We
start by providing a formal definition, and then show a distributed computation of shortcuts of
improved quality, that leverages the graph connectivity.
Definition 4 (Low-Congestion Shortcuts, [GH16b]). Given a graph G = (V,E), and a partition
S1, . . . , SN of V into disjoint subsets, such that for all 1 ≤ i ≤ N , graph G[Si] is connected, an
(α, β)-shortcut is a collection {H1, . . . ,HN} of subgraphs of G, that satisfy the following:
• (1) for each edge e ∈ E, there are at most α subgraphs G[Si] ∪Hi containing e; and
• (2) the diameter of each subgraph G[Si] ∪Hi is at most β.
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Ghaffari and Haeupler [GH16b] showed that the quality of several algorithms depends on the sum
of α (i.e., congestion) and β (i.e., the dilation). The quantity of α+ β is usually referred to as the
quality of the shortcuts. As observed by [GH16b] for every n-vertex graph G and any collection
of vertex-disjoint subsets S1, . . . , SN , there exist (α, β) shortcuts for with α + β = O(D +
√
n).
This is also tight due to Das-Sarma et al. [SHK+12]. Shortcuts with improved quality are known
to exist for planar graphs [GH16b], graphs with bounded pathwidth or treewidth [HIZ16], graphs
with excluded minor [HLZ18] and graphs with small mixing time [GKS17a,GL18].
Our key result is in providing a nearly optimal construction for low-congestion shortcuts in highly
connected graphs of constant diameter. This immediately leads to improvements in a number of
network optimization tasks. The input to the shortcut algorithm is a partition {S1, . . . , SN} of
V (G), given in a distributed manner, that is, each vertex Si knows the ID of the set Si to which
it belongs, where the ID is the largest vertex ID in Si. At the end of the algorithm, each vertex
v ∈ Si knows all its neighbors in the augmented subgraph G[Si] ∪Hi.
Throughout we assume that we are given a k-edge connected graph and that all nodes know k (or
even a logarithmic approximation k′ ∈ [k/ log n, k]). Alternatively, the nodes can first compute a
O(log n)-approximation of the size of the minimum cut within O˜((k log2 n)D(D+1)/2) rounds w.h.p.
using a Cor. 7.4.
Theorem 7.10. [Improved Shortcuts in Highly Connected Graphs] There is a randomized algo-
rithm that, for a sufficiently large n, given any k-connected n-vertex graph G of diameter D =
O(log n/ log log n), together with a partition {S1, . . . , SN} of V (G), such that for all 1 ≤ i ≤ N ,
G[Vi] is a connected graph, computes (α, β) shortcuts, with
α+ β = O˜(min{
√
n/k + nD/(2D+1)}, n/k),
in O˜(α+ β) rounds. Both the round complexity and the correctness hold with high probability.
In the remainder of this subsection, we prove Theorem 7.10.
Warmup: Shortcuts with α = 2 and β = O(n/k). We first consider the simpler case of
obtaining nearly-edge disjoint shortcuts of diameter O(n/k). Given the input collection S1, . . . , SN
of subsets of V (G), for each 1 ≤ i ≤ N , we define the graph Hi as follows: graph Hi contains all
vertices of Si, and all neighbors of vertices of Si in G. The set of edges of Hi consists of all edges
that have one endpoint in Si and another endpoint outside of Si. Clearly, we can compute all such
graphs Hi in a single communication round. We now turn to analyze the quality of the resulting
shortcuts. For each 1 ≤ i ≤ N , we denote by Gi = G[Si] ∪Hi.
Since the endpoints of each edge (u, v) appear in the most two subsets Si, it is easy to see that
every edge of G may belong to at most two graphs Gi. Next, we show that for each 1 ≤ i ≤ N , the
diameter of Gi is bounded by 12n/k. Indeed, let u, v be any pair of vertices in Gi, and let P be the
shortest path connecting u to v in Gi. Assume for contradiction, that P contains at least 12n/k
vertices. Since every vertex of Gi either belongs to Si, or has a neighbor in Si, there is a subset
S′ ⊆ V (P ) of at least 6n/k vertices that belong to Si. Moreover, there is a subset S′′ ⊆ S′ of at
least 2n/k vertices, where for all x, y ∈ S′′, the distance from x to y in Gi is at least 3. Since the
path P is a shortest u-v path in Gi, and since the neighbors of all vertices in Si lie in Gi, for every
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pair x, y ∈ S′′ of vertices, the set ΓG(x) of neighbors of x in G, and the set ΓG(y) of neighbors of
y in G must be disjoint. Since G is k-edge connected, for each x ∈ S′′, |ΓG(x)| ≥ k. Therefore:
|
⋃
x∈S′′
ΓG(x)| =
∑
x∈S′′
|ΓG(x)| ≥ |S′′| · k > n ,
a contradiction. We conclude that the diameter of each graph Gi is at most O(n/k).
Improved Shortcuts for Smaller Connectivity. We now complete the proof of Theorem 7.10.
Assume first that k ≥ n(D+1)/(2D+1). In this case, n/k ≤ nD/(2D+1), and from the above discussion,
the claimed bounds on α+ β, and on the number of rounds hold. Therefore, we assume from now
on that k ≤ n(D+1)/(2D+1). The algorithm distinguishes between two cases, depending on the value
of the edge connectivity k. Define
Tsmall =
{√
n/k, if k ≤ n1/(2D+1)/(101 lnn)
nD/(2D+1), if k ∈ (n1/(2D+1)/(101 lnn), n(D+1)/(2D+1)].
At a high level, for every set Si of cardinality at most Tsmall, the algorithm defines Hi = ∅. For
the remaining large sets Si, of cardinalities at least Tsmall, the algorithm uses Claim 7.2 with
congestion bound η = max{1, 101 lnn · k/n1/(2D+1)} in order to construct k subgraphs G1, . . . , Gk
of G, of diameter at most (101k lnn/η)D each, that cause total congestion at most O(η log n), in
O(D + η log n) rounds.
The remaining O(n/Tsmall) subsets Si of cardinality at least Tsmall are handled as follows: each set
Si chooses an index j ∈ {1, . . . , k} uniformly at random, and then sets Hi = Gj . We next describe
the implementation details and then analyze the bounds obtained.
At the beginning of the algorithm, every vertex v learns the identities of the sets Sj of each of
its neighbors. It then checks whether it is a vertex with largest ID in its subset Si. If so, then v
initiates a construction of a BFS tree in G[Si], that continues up to depth Tsmall. Once the BFS
tree reaches depth Tsmall, every vertex x of Si that was reached in this last step checks whether each
of its neighbors that lies in Si has been explored by the BFS. If so, then Si is a small set; otherwise
it is a large set. This information can be propagated back to all vertices that were explored by the
BFS5. If Si is a small set, then, since we set Hi = ∅, nothing else needs to be done.
We also run the algorithm from Claim 7.2 to compute a collection of spanning subgraphs G1, . . . , Gk,
of diameter at most (101k lnn/η)D each, that cause total congestion at most O(η log n), in O(D+
η log n) rounds. Next, each large subset Si needs to select a subgraph Hi ∈ {G1, . . . , Gk}. We need
to ensure that all vertices in Si make the same random decision for the selection of a graph Gj ,
and we will pick the graph Gj in an almost uniform manner. In order to do so, we use bounded-
independence hash functions, see Definition 6. All nodes in the graph will share a short random
seed of O˜(1) bits, that encodes a log n-wise independent hash function h : {0, 1}c logn → {0, 1}log k.
Specifically, by Lemma 7.24, there is a family H of O(log n)-wise independent hash functions
h : {0, 1}c logn → {0, 1}log k} such that choosing a random function from H can be done with a
5If a vertex did not receive a message that it belongs to a small set within O(Tsmall) rounds, it knows that it is
in a large set.
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seed length of size O(log2 n). This O(log2 n)-length random seed is shared by all nodes within
O(D + log2 n) rounds. Let h ∈ H be the random function chosen by the shared random seed.
Then, for each 1 ≤ i ≤ N , we let Hi = Gj , where j = h(ID(Si)). By exchanging messages with its
neighbors, each node in Si can learn all its neighbors in G[Si]∪Hi. This completes the description
of the algorithm. We next analyze the correctness and the round complexity.
We first consider the case where k ≤ n1/(2D+1)/(101 lnn), and thus Tsmall =
√
n/k and the con-
gestion bound is η = 1. For every set Si of size at most Tsmall, the algorithm sets Hi = G[Si]. The
remaining sets Si, whose number is bounded by n/Tsmall =
√
kn, are randomly split among the k
subgraphs G1, . . . , Gk of diameter (101k lnn)
D each, that cause edge-congestion O(log n). Using
the Chernoff bound for bounded independence (see Theorem 7.25), we get that w.h.p. the edge
congestion of the shortcut is bounded by α ≤ O(log2 n ·√n/k). In addition, the diameter of the
shortcuts is at most β ≤√n/k + (101k lnn)D = O(√n/k + nD/(2D+1)).
Next consider the case where k ∈ [n1/(2D+1)/(101 lnn), n(D+1)/(2D+1)], and thus Tsmall = nD/(2D+1)
and the congestion bound η = 101 lnn · k/n1/(2D+1). Note for D ≤ c · lnn/ log logn for some large
constant c ≥ 1, it holds that n1/(2D+1) ≥ 101 ln2 n and therefore η ≤ k/ lnn.
Finally, we describe a construction of BFS trees T ′i in each G[Si] ∪Hi in parallel. This will make
sure that the low-depth trees T ′i that span Si are marked in the sense that each vertex knows its
incident edges in each T ′i . It is sufficient to consider the case of large sets as for the small sets
these trees were already computed. Fix one such set Si and let v be the vertex of large ID. We
will build a BFS rooted at v in G[Si] ∪ Hi layer by layer, where in every step j ≥ 1, we assume
that we already have computed the first j layers of the tree and that all vertices in layer j know
their neighbors in G[Si] ∪Hi. For the base case of j = 1, the root v knows its edges in all the G`
subgraphs and using the seed it can compute the index ` = h(ID(Si)). In the j
th ≥ 1 step, the
nodes of layer j− 1 send a BFS message that contains the ID of Si (i.e., the ID of the root v) to all
their neighbors in G[Si] ∪Hi. Each vertex u that receives such BFS messages from the tree of Si
can compute which of its incident edges are in G[Si] ∪Hi. This is because in the output format of
Claim 7.2 each vertex knows its edges in the subgraphs G1, . . . , Gk and using the shared seed and
the ID of Si it can compute the subgraph G` such that ` = h(ID(Si)).
We now analyze the algorithm and first consider the quality of the shortcuts. The algorithm
computes k subgraphs G1, . . . , Gk of diameter (101k lnn/η)
D and congestion O(η log n). Using
the Chernoff bound from Theorem 7.25, the edge-congestion of the shortcuts is bounded by α =
O(η · log2 n · n/(Tsmall · k)) = O˜(nD/(2D+1)). In addition, the diameter is bounded by β ≤ Tsmall +
(101k lnn/η)D = O˜(nD/(2D+1)), as desired. Finally we bound the number of rounds. Handling
the small sets take O(
√
n/k) rounds as we build vertex-disjoint BFS trees up to depth
√
n/k. To
handle the large sets, the algorithm applies Claim 7.2 with congestion bound η, since it does not
require the claim to output trees but rather subgraphs, this takes O(D + η log n) rounds w.h.p.,
where the high probability is on the quality of the output subgraphs and not on the running time.
Sharing the random seed of length O(log2 n) takes O(D+log2 n). Finally, computing the BFS trees
in each G[Si] ∪Hi takes O˜(α+ β) rounds w.h.p. This completes the proof of Theorem 7.10.
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7.2.1 Applications of the Improved Shortcuts
Using the improved shortcuts, we obtain a number of immediate improvements for various network
optimization tasks.
Fact 1 ( [Gha17]). Let G be a graph family such that for each graph G ∈ G and any partition of G
into vertex-disjoint connected subsets S1, . . . , SN , one can find an α congestion β-dilation shortcuts
such that max{α, β} ≤ K and this shortcuts can be computed in O˜(K) rounds. Then:
• [Theorem 6.1.2]: there is a randomized distributed MST algorithm that computes an MST in
O˜(K) rounds, with high probability, in any graph from the family G.
• [Theorem 7.6.1]: there is a randomized distributed algorithm that computes a (1 + ) approx-
imation of the minimum cut in O˜(K) rounds, with high probability, in any graph from the
family G.
Combining with our improved shortcuts for k-edge connected graphs, we get:
Corollary 7.11 (Improved Distributed MST and (1 + ) Approx. Minimum Cut). There is a
randomized distributed algorithm, that, given a k-edge connected n-vertex graph of diameter D,
computes an MST and (1+) approximation of the minimum cut in O˜(min{√n/k+nD/(2D+1), n/k})
rounds.
For k-connected graphs with constant diameter D ≥ 5, this improves upon the state of the art
of O(
√
n)-rounds for the MST problem. For the (1 + ) approximate minimum cut problem,
independently to our work, it is been briefly mentioned in [GNT20] (see footnote 4), that it is
plausible to get an O˜(
√
n/k+D)-round solution. The formal proof of this fact is not yet provided
in [GNT20]. Furthermore, we stress that highly-connected graphs of small diameter might still
have very poor expansion, and therefore they are not captured by the improved algorithms for fast
mixing graphs [GKS17b,GL18].
An additional immediate corollary of improved shortcuts is for computing an approximate SSSP.
Haeupler and Li [HL18] provided improved algorithms for several shortest-path problems whose
bounds depend on the quality of shortcuts. By plugging the bounds of Theorem 7.10 into Corollaries
2,3 in [HL18] we get:
Corollary 7.12 (Improved Distributed SSSP Tree Algorithms). There are randomized algorithms,
that, given a k-edge connected n-vertex weighted graph with polynomial edge weights of diameter
D perform the following tasks: (1) compute a spanning tree that approximates distances to a given
source vertex to within factor (log n)O(1/)), in O˜(min{√n/k+nD/(2D+1), n/k}) ·n) rounds for any
constant ; and (2) compute a spanning tree that approximates distances to a given source vertex
within factor 2O(
√
logn), in O˜(min{√n/k + nD/(2D+1), n/k}) · 2O(√logn)) rounds.
Finally, Dory and Ghaffari [DG19] recently studied the distributed approximation of minimum
weight two-edge connected subgraphs (2-EECS). By plugging our shortcut bounds into Theorem
1.2 of [DG19], we get:
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Corollary 7.13 (Improved Approximation of 2-EECS). There is an algorithm, that, given a
k-edge connected n-vertex weighted graph of (unweighted) diameter D, computes an O(log n)-
approximation of the weighted 2-ECSS in O˜(min{√n/k+nD/(2D+1), n/k}) rounds, with high prob-
ability.
7.2.2 Lower Bound of Shortcuts
Theorem 7.14 (Lower Bounds for Shortcuts in Highly Connected Graphs). For every integer k
and sufficiently large integer n, there exists a k-edge connected n-vertex graph G with diameter
2D = O(logk n) and a partition of its vertices into subsets S1, . . . , SN , each inducing a connected
subgraph of G, such that regardless of how the shortcut subgraphs Hi are chosen, if each G[Si]∪Hi
has diameter at most D′ < min{√n/k + (n/D)D/(2D+1), n/k}, then there is at least one edge that
suffers a congestion of at least D′.
To show the lower bound argument, we first describe a modification of the lower bound graph
construction from Sec. 5. Roughly speaking, the resulting modified graph can be viewed as a
combination of the lower bound graph from Das Sarma et al. [SHK+12] with the construction of
Section 5.
A Useful Modification of the Lower Bound Graph from Sec. 5. We first describe the
construction of a lower bound graph G∗k,α,η,D. For simplicity we denote G
∗ = G∗k,α,η,D. The graph
G∗ is obtained by first taking the graph G′w,D (see the proof of Theorem 1.3 in Section 5) for
w = k/(2Dαη) and adding to it a collection of q = bn/(2wD)c paths P = {P1, . . . , Pq}.
Recall that G′w,D is the graph obtained from Gw,D by first replacing each vertex vi with a set
Xi = {x1i , x2i . . . , xki } of k vertices that form a clique, and then replacing, for each 1 ≤ i < N , the
k red edges connecting vi to vi+1 by the perfect matching {(xti, xti+1)}1≤t≤k between vertices of Xi
and vertices of Xi+1, and finally, replacing each blue edge (vi, vj) by a edge (x
1
i , x
1
j ). We denote by
E′ the set of edges that replace the blue edges of Gw,D.
Recall that L is the set of leaf nodes of Gw,D. We define L
∗ ⊆ V (G∗) = {x1i | vi ∈ L}. So |L∗| = wD.
Let s = x11, and t = x
1
N−D be vertices of L
∗ that have lowest and largest index, respectively. Then,
the vertices of paths of P are connected to the nodes of L∗ as follows: for each 1 ≤ i ≤ |L∗| and
for each j ∈ {1, . . . , q}, there is an edge connecting each node of Xri (where ri is the ith smallest
index of vertices of L) to the ith node of each path Pj . See Figure 7 for an illustration.
Claim 7.15. Any set of k/α paths connecting s to t in G∗ that causes edge-congestion at most η
must contain at least one path of length at least |L∗|/2.
Proof: We use similar arguments in the proof of Theorem 1.3. By the definition of G∗, V (G∗) =(⋃N
j=1 V (Pj)
)
∪V (G′w,D). For each i such that the node vi ∈ L, we define Qi to be the set of vertices
of
⋃
1≤j≤q V (Pj) that is connected to x
1
i , and we let Wi =
⋃
1≤t≤i(Xi ∪Qi) and Wi = V (G∗) \Wi.
It can be shown (similar to Corollary 5.3) that, for each i such that vi ∈ L, |EG∗(Wi,Wi)∩E′| ≤ Dw.
Since the k/α paths between s and t in G∗ cause edge-congestion η, at most Dwη of them may
contain edges in EG∗(Wi,Wi) ∩E′. So each of the remaining kα −Dwη ≥ k2α paths either contains
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an edge from
(⋃
1≤j≤q E(Pj)
)
that crosses the cut (Wi,Wi), or contains an edge of the perfect
matching {(xti, xti+1)}1≤t≤k between vertices of Xi and vertices of Xi+1. Therefore, the sum of
lengths of the k/α paths of is at least |L∗| · k2α , and therefore at least one path must have length at
least |L∗|/2.
Proof of Theorem 7.14
The proof is divided into three parts. First, we show lower bound of
√
n/k. Then, we show a
lower bound of (n/D)D/(2D+1) for intermediate values of the edge connectivity k. Finally, we show
a lower bound of n/k provided that k is sufficiently large.
Lower Bound of
√
n/k. We first show that there exists a k-edge connected n-vertex graph
with diameter D = O(logk n) as well as vertex-disjoint subsets S1, . . . , Sq, such that in every
shortcut for these subsets, either the congestion is Ω(
√
n/k), or that the diameter is at least
Ω(
√
n/k). The lower bound graph is given by G∗ = G∗k,α,η,D where w and D are chosen such that
w = k/(2Dα · η) for α = 2 and η = log n and wD = √n/k, thus D = O(logk n). Recall that L is
the set of leaf nodes in Gw,D, and |L| = wD. Let Si = V (Pi) for every i ∈ {1, . . . , q} (recall that
q = bn/(2wD)c = Θ(√kn)). Assume that there are shortcuts for the sets {Si}1≤i≤q with diameter
D′ such that the total congestion is at most K <
√
n/k. We will show that these shortcuts give a
collection of q paths P = {P ′1, . . . , P ′q} from s to t of length D′+ 2 each and causes edge-congestion
at most K. To see this, for each 1 ≤ i ≤ q, let ui, vi be the endpoints of Pi, we define P ′i to be the
concatenation of the ui − vi shortest path in G[Si] ∪Hi and the edges (s, ui) and (t, vi). That is,
P ′i = (s, ui) ◦ pi(ui, vi, G[Si] ∪Hi) ◦ (vi, t) for every i ∈ {1, . . . , q}.
We next claim that there exists a subset P ′ ⊆ P of at least k/2 paths of total congestion at
most η. From Claim 7.15, this implies that one of these paths have length Ω(
√
n/k) and thus the
diameter of at least one of the subgraphs G[Si] ∪Hi is at least Ω(
√
n/k) as well. To see this, we
sample each P ′i with probability k/q. Thus, in expectation, k paths are sampled with congestion
K · k/2q ≤√n/k ·Θ(k/(√kn)) = O(1) ≤ η. Therefore such a subset exists and the claim follows.
Lower Bound of Ω(n/D)D/(2D+1) for k ∈ [4D · n1/(2D+1), (n/D)(D+1)/(2D+1)/10]. Given an
edge connectivity value k, a number of nodes n and a diameter value D, we build the lower bound
graph G∗ = Gk,α,η,D where α = 2 and η = k/(4D · (n/D)1/(2D+1)). The set of marked leaf nodes L∗
contains wD vertices where w = k/(2Dα · η), thus |L∗| = (n/D)D/(2D+1). Note that |L∗| · 2k < n/2
and therefore by setting the constants carefully, the graph G∗ contains n vertices in total. Recall
that G∗ contains a collection of q = n/(2L∗) paths P1, . . . , Pq of length |L∗|. Let Si = V (Pi) for
every i ∈ {1, . . . , q}. Assume that there are shortcuts for the Si sets such that the total congestion
is at most K = (n/D)D/(2D+1) and with diameter D′. As in the previous paragraph, these shortcuts
implies a collection of q paths P = {P ′1, . . . , P ′q} from s to t of total congestion K and length at
most D′ + 2.
We next claim that there exists a subset P ′ ⊆ P of at least k/2 paths of total congestion η.
From Claim 7.15, this implies that one of these paths have length Ω(|L∗|) and thus the diameter
of at least one of the subgraphs G[Si] ∪ Hi is at least Ω(|L∗|) = Ω(nD/(2D+1)). To see this, we
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Figure 7: A lower bound graph for low-congestion shortcuts in highly connected graphs.
sample each P ′i with probability k/q. Thus, in expectation, there are k paths and the congestion
is K · k/q ≤ (n/D)D/(2D+1) · k/q = η/ log n. Therefore such a subset exists and the claim follows.
Lower Bound of n/k for k = Ω((n/D)(D+1)/(2D+1) · log n). Set η = k1+1/D/(12D · n1/D) and
α = 2 and let G∗ = Gk,α,η,D. Recall that for w = k/(2Dαη), the number of marked leaf nodes is
|L∗| = wD = n/(10k). Therefore there are at least q ∈ [k, 7k] paths P1, . . . , Pq of length |L∗| in G∗.
Assume towards contradiction that there are shortcuts of congestion at most K ≤ n/(10k) of length
at most D′ ≤ (n/10k). Hence there are q paths P = {P ′1, . . . , P ′q} from s to t of length at most
D′ + 2 and congestion at most K. We next show that this implies that there is a subset of k/4
paths P ′ ⊆ P of with congestion at most η. From Claim 7.15, at least one of these paths have
length at least |L∗|/2 = Ω(n/k).
Sample each path Pi ∈ P with probability k/q into P ′. In expectation the number of sampled
paths is k and the congestion is k/q ·K ≤ n/(2k) ≤ η/ log n by plugging the bound on the value
of k. We therefore get that w.h.p. there exists a collection of k/2 paths in P with congestion at
most η. From Claim 7.15, at least one of these paths have length at least |L∗|/2 = Ω(n/k). This
completes the proof for Lemma 7.14.
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7.3 Improved Bounds for the Information Dissemination Task
In the information dissemination task, we are given a k-edge connected n-vertex graphG of diameter
D, with two special nodes s and t. The source s receives as input a sequence of N bits, which it
needs to send to t as fast as possible.
Ghaffari and Kuhn [GK13] showed a lower bound of Ω(min{N/ log2 n, n/k}) rounds for the special
case where the diameter D of the graph is logarithmic in n, that is, D = Θ(log n).
We consider the setting where the diameter D is sub-logarithmic in n, and provide the first upper
and lower bounds for this setting. We start with the following upper bound.
Lemma 7.16 (Upper Bound for Information Dissemination). There is a randomized algorithm,
that, given any k-edge connected n-vertex graph G of diameter D with a source vertex s and a
destination vertex t, sends an input sequence of N bits from s to t. The number of rounds is
bounded by O˜(N1−1/(D+1) +N/k) with high probability.
Proof: We use a parameter χ = N1/(D+1)/(101 lnn), and we set η = max{1, k/χ}. By applying the
algorithm from Claim 7.2 toG, with the congestion bound η, we obtain a collection T = {T1, . . . , Tk}
of k spanning trees, such that, with high probability, all trees have diameter at most (101 lnn·k/η)D,
and the total edge congestion due to T is at most O(η · log n). We partition the input sequence
X of bits into k consecutive sub-sequences X1, . . . , Xk, each of which contains at most dN/ke bits.
For each 1 ≤ i ≤ k, consider the algorithm Ai, that sends the bits of Xi from s to t along the tree
Ti. Notice that, assuming that the algorithm for constructing the trees was successful, algorithm
Ai can be implemented in O(N/k+(101k lnn/η)
D) rounds, and every edge is used to send O(N/k)
messages. Since the trees in T cause edge-congestion O(η log n), the total number of messages that
are sent via a single edge by all the algorithms A1, . . . , Ak altogether is at most O(ηN log n/k).
We can now use the the random delay approach, to send all bits of X from s to t, by combining
the algorithms A1, . . . , Ak. The number of rounds is bounded by r = O˜((101k lnn/η)
D + η ·N/k)
with high probability.
We now consider two cases. First, if k ≤ χ, then η = 1, and r = O˜((101k lnn)D + N/k) ≤
O˜(ND/(D+1) + N/k). On the other hand, N/k ≥ N/χ ≥ N · (101 lnn)/N1/(D+1) ≥ ND/(D+1) ·
(101 lnn). Therefore, r ≤ O˜(N/k) holds.
Consider now the second case, where k > χ. In this case, η = k/χ = 101k lnn/N1/(D+1). We then
get that:
r = O˜((101k lnn/η)D + η ·N/k) = O˜(ND/(D+1) +N/χ) = O˜(N1−1/(D+1)),
as required.
We now provide the first lower bound on the round complexity of information dissemination for
graphs with sublogarithmic diameter. Unlike [GK13] our lower bound only holds for the weaker
setting of store and forward algorithms (in which modification of messages by e.g., network coding
is not allowed).
Theorem 7.17 (Lower Bound for Information Dissemination). For all integers n,N,D and k ≤ n,
there exists a k-edge connected n-vertex graph G = (V,E) of diameter 2D, and a pair s, t of its
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vertices, such that sending N bits from s to t in a store-and-forward manner requires at least
Ω(min{(N/(D log n))1−1/(D+1), n/k}+N/k +D) rounds.
Proof: We start with the following simple observation.
Observation 7.18. Let G be a graph of diameter D, such that some vertex s in G has degree at
most k, and let t be any vertex at distance at least D/2 from s. Then any algorithm for sending
Ω(N) bits from s to t must send at least N/k messages on at least one of the graph edges, therefore
requires N/k rounds.
Proof: Let A be any algorithm for the problem, and consider its execution on a given sequence X
of N bits. Assume for contradiction that the number of messages sent on each edge is strictly less
than N/k. Then every edge that is incident to s may be used to carry at most N/k − 1 bits, and,
since the degree of s is k, fewer than N bits are sent from s, a contradiction.
We next show a lower bound of Ω(min{N/(D log n)1−1/(D+1), n/k}) rounds. To do that, we show
that for every η ∈ [1, k], there is a k-edge connectedD-diameter graphGη and s, t ∈ V (Gη) such that
if the algorithm sends the N bits from s to t with a total edge congestion at most η ·N/k, then one
of the s-t paths used by the algorithm must have length at least min{1/4 · (k/(2ηD log n))D, n/k}.
The graph Gη is given by taking the lower bound graph of Section 5 (Theorem 1.3) with α = log n
and the congestion bound is η. We then choose s and t as the left-most and right-most leaf nodes.
For every algorithm A for this problem, let c(A) be the maximal number of messages sent through a
given edge in G (i.e., there is a graph edge on which the algorithm A passes c(A) messages, and on
all other edges at most c(A) messages are sent). By Observation 7.18, c(A) ≥ N/k. Assume that
there exists an algorithm A for which c(A) = bη ·N/kc for some η ∈ [1, k]. Let P = {P1, . . . , PN}
be the s-t paths on which these N bits are sent, and let d(A) = maxj |Pj | be the length of the
longest path in P. Our goal is to bound d(A) from below.
To do that, we claim, using a probabilistic argument, that P contains a subset P ′ of at least
k/ log n paths such that each edge e appears on at most η paths in P ′. To see this, sample
each path Pi ∈ P with probability p = k/(N · log n). The expected number of sampled paths is
pN/k = k/ log n and the expected congestion is at most η/ log n and w.h.p. at most η. Therefore
such a collection P ′ ⊆ P exists. By Theorem 1.3 it then holds that one of the s-t paths must
have length d(A) = min{1/4 · (k/(2η · D log n))D, n/k}. Therefore the total running time of the
algorithm A is at least
d(A) + c(A) ≥ min{1/4 · (k/(2η ·D log n))D, n/k}+ η ·N/k − 1.
First, observe that for every η satisfying that n/k = O((k/(2η · D log n))D), we get that d(A) =
Ω(n/k), as desired. So from now on assume that n/k ≥ (k/(2η ·D log n))D and therefore
η ≥ k1+1/D/(n1/D · 2D log n) . (1)
We distinguish between two cases depending on the value of k.
Case 1, k ≥ n
(N/2D logn)D/(D+1)
: The round complexity is at least
ηN/k ≥ k1+1/D/(n1/D · 2D log n) ·N/k = (k/n)1/D ·N/(2D log n) ≥ (N/(2D log n))1−1/(D+1),
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as desired.
Case 2, k ≤ n
(N/2D logn)D/(D+1)
: The round complexity is Ω((k/(2η · D log n))D + η · N/k). Our
goal is to find η∗ that minimizes this expression subject to the constraint of satisfying Ineq. (1).
The minimum value is obtained for setting
η∗ = k/((2D log n)1−1/(D+1) ·N1/(D+1)) .
One can verify that Ineq. (1) holds for k ≤ n
(N/2D logn)D/(D+1)
. Therefore the running time of A is
at least η∗ ·N/k = Ω(N/(D log n)1−1/(D+1)) as desired.
7.4 Implications to Secure Distributed Computation
A cycle cover of a bridgeless graph G is a collection C of simple cycles in G, such that each edge
e ∈ E(G) belongs on at least one cycle in C. Motivated by applications to distributed computation,
Parter and Yogev [PY19] introduced the notion of low-congestion cycle covers, in which all cycles
in C are required to be both short and nearly edge-disjoint. Formally, a (d, c)-cycle cover of a graph
G is a collection C of cycles in G, such that each cycle C ∈ C has length at most d, and each edge
e ∈ E(G) participates in at least one cycle and at most c cycles of C. Parter and Yogev [PY19]
showed that, using a (d, c)-cycle cover of a graph G, one can compile any r-round distributed
algorithm A into a resilient one, while only incurring a multiplicative overhead of O˜(d + c) in the
round complexity. Two types of adversaries were considered in [PY19]: (i) a Byzantine adversary,
who can corrupt a single message in each round; and (ii) an eavesdropper adversary, who can listen
to one of the graph edges of its choice in each round. The common to both of these types of
adversaries is that they are restricted to manipulating only a single edge of the graph in a given
round. This restriction follows from the fact that the cycle cover provides each edge e with only
two edge-disjoint paths connecting its endpoints: a direct one using the edge e, and an indirect
one using the cycle Ce that covers e. It is noteworthy that this is the best that one can hope for if
the graph is two-edge connected. Handling stronger adversaries, who collude on k edges in a single
round, requires that the communication graph is at least (k + 1)-edge connected. We then need a
generalization of low-congestion cycle cover that leverages this high connectivity, by covering each
edge with many (nearly) edge-disjoint cycles, rather than a single one.
To illustrate our ideas in the cleanest way, we consider an eavesdropper adversary in k-edge con-
nected graphs. The adversary is allowed to eavesdrop to a fixed set of at most k′ edges (unknown
to the graph participants) in each round during the simulation. Ideally, we would want to make
k′ as large as possible. Our goal is to compile any given distributed algorithm A into a k′-secure
algorithm A′, that has the same output as A, but provides resilience against such adversaries.
In other words, the resilient algorithm A′ must guarantee that the adversary learns nothing by
eavesdropping to any fixed collection of k′ edges of the graph. Towards that goal, we cover each
edge e = (u, v) not by a single cycle (as in the standard cycle cover), but rather by a collection of
(k′ · η + 1) cycles with overlap η. In other words, there is a collection Ce ⊆ C of (k′ · η + 1) cycles
containing e, such that each edge e′ ∈ E(G) \ {e} appears on at most η cycles of Ce. This provides
u and v with a communication backbone that is k′-connected and thus resilient to any adversary
49
who takes over k′ edges of the graph. The efficiency of this scheme depends on several parameters
that are captured by the following generalization of cycle covers.
Definition 5 (Cycle Covers of Higher Connectivity). A (d, c, η, k)-cycle cover for a graph G =
(V,E) is a collection C of cycles satisfying:
• Congestion: Each edge e ∈ E(G) appears on at most c cycles in C.
• (k, η) Covering: For each edge e ∈ E(G), there is a collection Ce = {Ce,1, . . . , Ce,k} of k
cycles that contain e, with overlap η; that is, each edge e′ ∈ E(G) \ {e} appears on at most η
cycles of Ce.
• Length: Each cycle in C has length at most d.
Our key contribution is in providing an algorithm that computes a (d, c, η, k)-cycle cover, given a
tree packing of size k, congestion η and diameter O(d/ log n), where c = O(k · η · log3 n).
Lemma 7.19. [From Tree Packing to High-Connectivity Cycle Cover] There is an efficient random-
ized algorithm, that, given a tree packing T of k spanning trees with congestion η− 1 and diameter
D, where η ∈ [2, k+ 1], computes a (d, c, η, k′)-cycle cover with c = O(k · η · log3 n), d = O(D log n)
and k′ = k − η + 1. The bounds on the congestion c and the (k, η) covering property hold w.h.p.,
while the cycle length bound holds with probability 1.
By combining Theorem 3.2 and Theorem 1.4 respectively with Lemma 7.19, we obtain the following
immediate corollary:
Corollary 7.20. (1) There is an efficient randomized algorithm that, given a k-edge connected D-
diameter graph G, w.h.p. computes a (d, c, η, k/2) cycle cover with η = O(1), d = O((101k lnn)D ·
log n) and c = O(k log3 n) (all these properties hold w.h.p).
(2) There is an efficient randomized algorithm, that given a (k,D)-connected graph G, w.h.p. com-
putes a (d, c, η, k) cycle cover with c = O(k log4 n), η = O(log n) and d = O(D log2 n).
Proof of Lemma 7.19 We start with a short overview of the cycle cover algorithm from [PY19].
Overview of Algorithm CycleCover of [PY19]. The algorithm starts by constructing a BFS
tree T of the graph G, and then proceeds in two stages. In the first stage, it uses Procedure
NonTreeCover to construct a cycle cover C1 for all non-tree edges – the edges of E(G) \ E(T ). In
the second stage, Procedure TreeCover is employed in order to cover the remaining tree edges by a
new collection C2 of cycles.
The initial collection C1 of cycles has some useful properties that will be exploited in our algorithm.
Fact 2. [Properties of Algorithm NonTreeCover] Let T be the tree used in the algorithm. Then:
(i) each non-tree edge e ∈ E(G) \E(T ) belongs to a single cycle in C1; (ii) the length of each cycle
in C1 is O(Depth(T ) · log n); (iii) each cycle C ∈ C1 contains at most 2 log n edges of E(G) \E(T );
and (iv) each tree edge e ∈ E(T ) belongs to at most O(log n) cycles in C1.
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From Low-Diameter Tree Packing to Highly Connected Cycle Cover. Let T = {T1, . . . , Tk}
be the given tree packing of congestion η − 1 and diameter D.
Our algorithm will compute, for each tree Ti ∈ T , a collection Ci of cycles that covers all edges of
E(G) \ E(Ti) – that is, the edges that are non-tree edges for Ti, using Algorithm NonTreeCover.
Recall that an edge e ∈ E(G) may belong to at most η− 1 trees, and so e is a non-tree edge for at
least k − η + 1 trees. For each such tree Ti, at least one cycle in Ci will cover it.
Specifically, our algorithm processes each tree Ti one-by-one, and for each such tree it computes a
collection Ci of cycles, using Algorithm NonTreeCover. The final collection C of cycles is obtained by
taking the union over all resulting sets of cycles: C = ⋃ki=1 Ci. Consider now some index 1 ≤ i ≤ k.
Every cycle C ∈ Ci contains two types of edges: the non-tree edges, that lie in G \ Ti and the tree
edges, that appear in Ti. When processing the tree Ti, for i ≥ 2, our goal will be to compute a
cycle-cover Ci that covers each edge e /∈ Ti by a short cycle Cie, such that if e′ ∈ E(Cie) \ {e} is a
non-tree edge (that is, e′ 6∈ E(Ti),) then it may not belong, as a non-tree edge, to any other cycle
that covered the edge e in previous iterations.
The key observation is that due to property (iii) of Fact 2, there are at most (i − 1) · 2 · log n =
O(k log n) non-tree edges that need to be avoided when covering the edge e using the tree Ti. In
order to avoid such edges, we apply an algorithm that is inspired by a sampling procedure that is
mostly used in the setting of fault tolerant network design [WY13,DK11].
We now describe in details the ith phase, where the collection Ci of cycles is computed.
Computing the cycle collection Ci using the tree Ti. We compute the collection Ci of cycles
in ` =
⌈
30k log2 n
⌉
iterations, where in each iteration j ∈ {1, . . . , `}, we compute a collection Cij of
cycles, as follows. We let Gi,j be the subgraph of G obtained by sampling each edge e ∈ E(G) \ Ti
with probability p = 1/(2k · log n), and adding all edges of Ti to the resulting graph. In other words,
Gi,j = G[p] ∪ Ti. Let Cij be the cycle collection obtained by applying Algorithm NonTreeCover to
the graph Gi,j and the tree Ti. After we complete the `th iteration, we set Ci =
⋃`
j=1 Cij . This
concludes the description of the algorithm. Lastly, we set C = ⋃ki=1 Ci. We now show that set C of
cycles has all required properties with high probability.
Cycle Length: It is easy to verify that the length of every cycle in C is bounded by O(D log n),
from Property (ii) of Fact 2.
We next consider the covering property by showing that each edge e is covered by at least k−η+ 1
cycles with overlap (at most) η.
(k − η + 1, η) Covering: We prove the (k − η + 1, η)-covering property in the following claim.
Claim 7.21. With high probability, for every edge e ∈ E(G), there is a collection C(e) ⊆ C of at
least k − η + 1 cycles, such that each edge e′ ∈ E(G) \ {e} appears on at most η cycles of C(e).
Proof: For each iteration 1 ≤ i ≤ `, we call the edges of E(G) \E(Ti) non-tree edges for iteration
i, and we call the edges of E(Ti) tree edges for iteration i. Similarly, for a cycle C ∈ Ci, the edges
of C that lie in Ti are called tree edges, and the remaining edges of C are called non-tree edges.
Let {Ti1 , . . . , Tik−η+1} be a set of k − η + 1 trees of T , that do not contain the edge e, where
j1 < j2 . . . < jk−η+1. Such collection of trees must exist, since the trees in T cause edge-congestion
at most η − 1.
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We show by induction that for all 1 ≤ z ≤ k−η+ 1, set Ciz of cycles with high probability contains
a cycle Cz(e), such that e ∈ Cz(e), and moreover, if e′ ∈ Cz(e) \ {e} is a non-tree edge, and
e′ ∈ Cz′(e) for some z′ < z, then e′ must be a tree edge for Cz′(e). In other words, the non-tree
edges of Cz(e) are disjoint from the non-tree edges of C1(e), . . . , Cz−1(e). The proof proceeds by
induction.
For z = 1, we show that with high probability there is some cycle C1(e) ∈ Ci1 that contains e.
Indeed, for all 1 ≤ j ≤ `, the edge e is added to graph Gi1,j with probability p = 1/(2k log n). Since
` =
⌈
30k log2 n
⌉
, with probability at least 1− 1/n10, there exists an iteration j with e ∈ Gi1,j . By
property (i) of Fact 2, the edge e is covered by exactly one cycle in Ci1j , that we denote by C1(e).
Assume now that we have defined the cycles C1(e), . . . , Cz−1(e) in cycle sets Ci1 , . . . , Ciz−1 respec-
tively, such that the non-tree edges of all these cycles are disjoint. We show that w.h.p. Ciz contains
a cycle Cz(e), that covers e, such that its non-tree edges are disjoint from the non-tree edges (except
for the mutual edge e) of all the previous cycles, namely, C1(e) . . . , Cz−1(e).
Let Fz(e) be the collection of all non-trees edges of the cycles C
1(e), . . . , Cz−1(e), excluding the
mutual edge e. By property (iii) of Fact 2, |Fz(e)| ≤ 2(z − 1) log n ≤ 2 · k log n. An iteration q in
phase iz is said to be successful for the edge e, if the following two events hold: (a) e ∈ Giz ,q; and
(b) Fz(e) ∩Giz ,q = ∅. We next show that with probability at least 1− 1/n8, at least one iteration
of phase iz is successful for the edge e.
Indeed, the probability that a specific iteration q is successful for the edge e is at least:
(1− p)|Fz(e)| · p ≤ (1− p)2·k logn · p ≤ p/e = 1/(2ek log n) .
Since there are at least 30 · k log2 n iterations, with probability at least 1− n8, there is at least one
successful iteration for e in phase iz. (By applying the union bound over all k phases, this holds
for the edge e with probability 1− n7).
Let q be such a successful iteration for the edge e in phase iz. Since e is a non-tree edge of Tiz ,
when applying Algorithm NonTreeCover to the tree Tiz and the subgraph Giz ,q, by property (i) of
Fact 2 the resulting cycle collection Cizq contains exactly one cycle covering e, that we denote by
Cz(e). By the definition of a successful iteration, Cz(e) ∩ Fz(e) = ∅, as desired.
We conclude that with high probability, there is a collection C1(e), . . . , Ck−η+1(e) of cycles in C,
that contain e and are disjoint in their non-tree edges (except for sharing the edge e). We set
C(e) = {C1(e), . . . , Ck−η+1(e)}
Finally, we claim that each edge e′ 6= e appears on at most η cycles of C(e). By definition, each
edge e′ 6= e can serve as a non-tree edge of at most one cycle. In addition, recall that each cycle
Cz(e) is computed in phase iz by applying Algorithm NonTreeCover to the tree Tiz . Since each edge
e′ may belong to at most η − 1 trees of T , it may appear as a tree edge on at most η − 1 cycles.
Congestion: We first bound the number of cycles in C that contains a given edge e as a non-tree
edge. Fix a phase i such that e /∈ Ti. There are ` = O(k log2 n) iterations in phase i. In each
iteration, every edge e is sampled independently with probability p = 1/(2k log n). Therefore, by
the Chernoff bound, with high probability, edge e is sampled in at most O(log n) iterations of a
given phase. In each iteration q of phase i, we apply Algorithm NonTreeCover. By property (i) of
Fact 2, every non-tree edge appears on exactly one cycle in Ciq. Therefore, e appears on at most
O(log n) cycles in the cycle collection Ci. By summing over all k phases, an edge e may appear as
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a non-tree edge on at most O(k log n) cycles.
We next turn to bound the number of cycles that contains a fixed edge e as a tree edge. Fix a
tree Ti where e ∈ Ti. By property (iv) of Fact 2, e appears on O(log n) cycles in each application
of Algorithm NonTreeCover. Since there are O(k log2 n) applications of this algorithm on Ti, and
since e appears on at most η trees, overall it appears as a tree edge in O(k · η · log3 n) cycles. This
concludes the proof of Lemma 7.19.
We conclude by showing an immediate application of (d, c, η, k)-cycle cover to resilient computation
in the presence of eavesdropper.
Lemma 7.22 (Compiler for Eavesdropping in Highly Connected Graphs). Assume that a (d, c, η, k)-
cycle cover C is computed in a pre-processing phase. Then, any distributed algorithm A can be
compiled into an algorithm A′ that is resilient to an eavesdropping adversary listening on at most
k′ ≤ bk/(2aη · log n) − 1c edges in the graph, for some constant a, in every round. W.h.p. this
incurs a multiplicative overhead of O˜(d · c · η) in the number of rounds.
Proof: The compiler works round-by-round. Fix a round i of algorithm A. Observe that the round
is fully specified by the collection of messages sent on the edges at this round. We will simulate
this round in A′ using a total of O˜(d · c · η) rounds. Consider an edge e = (u, v)6 and let M = Me
be the message sent on the edge e in this round from u to v.
For each edge e = (u, v) we will have a subalgorithm Ae that securely sends the original message M
from u to v in a total of O(d ·η) rounds. The algorithm will run all these subalgorithm Ae for every
edge e in parallel using the random delay approach. We first describe Ae and then show that it is
indeed secure even if the adversary listens over k′ edges in each round, possibly picking a different
set of edges in every round. Then we will show how to run all these Ae algorithm in parallel while
maintaining the security of each of them.
Algorithm Ae consists of 2d phases, each containing η rounds. Each of the k cycles C1, . . . , Ck
covering e corresponds to a distinct u-v path, where the length of the path from cycle Ci is denoted
by di. By definition, di ≤ d. The message M is secret shared by the sender u into ` =
∑k
i=1(2d−
di + 1) shares, where on the i
th path (i.e., Ci \ {(u, v)}), u sends a distinct set of 2d− di + 1 ≤ 2d
shares for every i ∈ {1, . . . , k}. These shares are sent on each path in a pipeline manner at a speed
of one share per phase on each of the paths. Since each phase consists of η rounds, we will be able
to pass the at most η messages that need to go through an edge in a given phase (due to at most
η different paths that go through this edge). In addition, since the messages are sent in a pipeline
manner on each path, in 2d phases, v receives 2d− di + 1 ≥ d messages from u via the ith path of
length di. Overall, v receives at least ` ≥ d · k shares during the 2d phases of algorithm Ae. Since
the adversary can manipulate at most k′ messages in a round, it can listen to at most k′ · 2d · η < `
messages, and therefore there is at least one missing share that it did not receive.
Finally, we show that all these secure subalgorithms Ae can be run in parallel without compromising
security. We use the scheduling algorithm of Ghaffari [Gha15b] (see Theorem 7.1), that proceeds
in phases, where each phase has a · log n rounds for some constant a. Each subalgorithm Ae has
a random starting point and proceeds at a speed of one phase at a time. The argument shows
6As before, we view the edge e = (u, v) as a directed edge where the message is sent from u to v. Thus we will
use the cycles covering e twice: to send the message from u to v and vice-verse.
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that due to the random start of each algorithm, there are at most a log n algorithms that send a
message on a fixed edge in a given phase, hence all these messages sent through an edge fit within
the phase window of a log n rounds. In the final scheduling, the total number of rounds in which
the messages of Ae are sent is at most r
′ = a · log n · 2d · η (this is because Ae has 2dη rounds, and
thus simulated in 2dη phases, each of length a log n rounds). Thus the adversary can listen to at
most r′ · k′ messages of the Ae algorithm. Since r′ · k′ < `, the adversary did not receive at least
one of the shares.
Finally we bound the running time of the whole algorithm. Each algorithm Ae takes O(dη) rounds
and the dominant part in the round complexity of the final compiler is dominated by the edge
congestion of all these algorithms. A single subalgorithm Ae sends O(d ·η) messages over each edge
e′. Since each cycle C is used by at most O(log n) edges (the non-tree edges of that cycle), and
since each edge e′ appears on at most c other cycles, over all each edge e′ participates on O˜(c)
algorithms Ae. Thus overall at most O˜(d · c · η) messages are sent over a single edge. By Theorem
7.1, we get that running all the Ae subalgorithms in parallel takes O˜(c · d · η) rounds using the
random delay approach.
By combining with Corollary 7.20 we get the following:
Corollary 7.23. (1) Given a k-edge connected D-diameter graph G with a (d, c, η, k/2) cycle cover
satisfying η = O(1), d = O((101k lnn)D · log n), and c = O(k log3 n) computed in a preprocessing
step. Any distributed algorithm A can be compiled into an algorithm A′ that is resilient to an
eavesdropping adversary listening on at most k′ = O(k/ log n) edges in the graph, in every round.
W.h.p. this incurs a multiplicative overhead of O˜((101k lnn)D · k) in the number of rounds.
(2) Given a (k,D)-connected graph G with a (d, c, η, k) cycle cover satisfying η = O(log n), d =
O(D log2 n), and c = O(k log4 n) computed in a preprocessing step. Any distributed algorithm A
can be compiled into an algorithm A′ that is resilient to an eavesdropping adversary listening on at
most k′ = O(k/ log2 n) edges in the graph. W.h.p. this incurs a multiplicative overhead of O˜(D · k)
in the number of rounds.
Secure Broadcast. The task of broadcasting a single message M from a source vertex s over
a spanning tree is arguably one of the most fundamental communication primitives. We consider
the task of secure broadcast in the setting of store-and-forward routing algorithms. In this setting
all nodes, except for the source node s, can only forward the messages they receive and cannot
send messages formed by any combination of the previously received messages. This class of
algorithms follows the classical paradigm of message routing, that is used in telecommunications
and wireless networks. The security of the broadcast scheme is with respect to an eavesdropper
adversary who listens to messages sent over at most k′ edges in the graph. Our goal is to perform
a simple store-and-forward broadcast with a guarantee that the adversary learns nothing – in the
information-theoretic sense – about the original message M .
We show, using the low-diameter tree packing from Claim 7.2, that there exists a simple store-
and-forward secure broadcast algorithm that w.h.p. runs in O˜((101k log n)D) rounds. Let T =
{T1, . . . , Tk} be the collection of trees with congestion c′ log n for some constant c′ obtained by using
Claim 7.2 with η = 1. The diameter of these trees is O˜((101k log n)D) with high probability. The
sender u secret shares the message M to k random shares M1, . . . ,Mk such that M1 ⊕ · · · ⊕Mk =
M . Each share Mi is broadcast on the tree Ti. The collection of all k shares can be sent in
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O˜((101k log n)D) rounds over the trees. Since all trees T1, . . . , Tk are spanning, every vertex v ∈ G
receives the k shares and can compute M . However, since each edge appears on at most c′ log n
trees, any adversary that listens on k′ = bk/(c′ log n + 1)c edges can learn at most k − 1 shares,
and hence learns nothing on the original message M . Overall, by Claim 5.2 and the random delay
approach of Theorem 7.1, the total round complexity is bounded by O˜((101k log n)D) with high
probability.
7.5 Useful Lemmas for Bounded Independence
We first need the notion of d-wise independent hash functions as presented in [Vad12].
Definition 6 (Definition 3.31 in [Vad12]). For N,M, d ∈ N such that d ≤ N , a family of functions
H = {h : [N ] → [M ]} is d-wise independent if for all distinct x1, x2, ..., xd ∈ [N ], the random
variables H(x1), ...,H(xd) are independent and uniformly distributed in [M ] when H is chosen
randomly from H.
Vadhan [Vad12] presented an explicit construction of H, with the following parameters.
Lemma 7.24 (Corollary 3.34 in [Vad12]). For every γ, β, d ∈ N, there is a family of d-wise inde-
pendent functions Hγ,β = {h : {0, 1}γ → {0, 1}β} such that choosing a random function from Hγ,β
takes d ·max{γ, β} random bits, and evaluating a function from Hγ,β takes time poly(γ, β, d).
We use the following Chernoff bound for d-wise independent random variables from [SSS95].
Theorem 7.25. Let X1, ..., Xn be d-wise independent random variables taking values in [0, 1],
where X =
∑n
i=1Xi and E[X] = µ. Then for all  ≤ 1 we have that if d ≤ b2µe−1/3c then:
Pr[|X − µ| ≥ µ] ≤ e−bd/2c.
And if d > b2µe−1/3c then:
Pr[|X − µ| ≥ µ] ≤ e−b2µ/3c.
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