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Abstract
In this note we investigate the existence of positive solutions vanishing at +∞ to the elliptic equation
u+ f (x,u)+ g(|x|)x · ∇u = 0, |x| > A > 0, in Rn (n 3) under mild restrictions on the functions f , g.
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1. Introduction
The elliptic equation
u + f (x,u) + g(|x|)x · ∇u = 0, x ∈Rn, |x| > A > 0 (1)
(by |x| we mean the usual euclidean norm) encompassing numerous equations from mathemati-
cal physics, has been studied extensively in the last years.
Constantin [3] established that (1) has positive solutions provided that f (x,u)  0 and g is
bounded. In a further work [4], concerned with the existence of positive solutions to Eq. (1) that
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864 S. Djebali et al. / J. Math. Anal. Appl. 333 (2007) 863–870vanish at infinity (a phenomenon called evanescence), the boundedness of g has been replaced
with an integral restriction
+∞∫
A
r
∣∣g(r)∣∣dr < +∞. (2)
Very recently, Ehrnström [7] noticed that (2) is unnecessary if g is assumed nonnegative. An
inspection of the proof in [7] establishes that (2) can be replaced naturally by
+∞∫
A
rg−(r) dr > −∞,
where g−(r) = min(0, g(r)) for all r A.
Similar investigations regarding (1) were performed in [5,10–12]. Throughout these papers
different methods have been employed: the Banach contraction principle and exponentially
rescaled metrics, subsolutions and supersolutions, variational techniques.
Set GA = {x ∈ Rn: |x| > A}, n  3. Our general hypotheses are that f :GA × R → R is
locally Hölder continuous and g : [A,+∞) → R is continuously differentiable, similarly to [9].
In the spirit of [4,7], we shall specialize the nonlinearity by asking that
0 f (x,u)Ma
(|x|)u, x ∈ GA, u ∈ [0, ε], (3)
for given M , ε > 0. Here, a : [A,+∞) → [0,+∞) is continuous. In what concerns the func-
tion g, we shall assume in the sequel that it takes only nonnegative values.
To establish the existence of positive evanescent solutions to (1) in GB , for some B A, the
recent paper [7] relies on the condition
+∞∫
A
ra(r) dr < +∞. (4)
An even stronger condition has been employed in [10]
+∞∫
A
rn−1a(r) dr < +∞.
The aim of this note is to show that such solutions exist even if condition (4) does not hold.
We mention at this point that our method seems unfitted to attack the case n = 2 that has been
treated by Constantin [2] under stronger restrictions. The main result will be established using
the subsolution and supersolution approach and the strong maximum principle.
By a subsolution of (1) we understand a function w ∈ C2(GB) ∩ C(GB) such that w +
f (x,w) + g(|x|)x · ∇w  0 for |x| > B. As for the supersolution, the sign of the inequality
should be reversed.
2. The evanescent solution
The following lemma will be needed in our investigation.
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solution v to (1) in GB , such that w(x) v(x) for x ∈ GB , then (1) has a solution u in GB such
that w  u v throughout GB . In particular, u = v on |x| = B.
To establish the main result, a lemma regarding the existence of a special solution to a linear
ordinary differential equation of second order is essential.
Lemma 2. Let c, ε > 0 be fixed. Let q : [A,+∞) → [0,+∞) be continuous and assume that it
does not become identically zero on any subinterval of [A,+∞). Suppose further that there exist
λ ∈ (0,1] and S0 max(e2,A) such that
s log s
+∞∫
s
q(t) dt  λ (5)
for all s  S0. Fix ε1 ∈ (0,1 − λ) if λ < 1 and ε1 ∈ (0,1) in the limiting case λ = 1.
Then the equation
h′′(s) + q(s)h(s) = 0, s A, (6)
has a solution h that satisfies the conditions below:
(i) for all s  S1, where S1  S0 is sufficiently large, it holds that
h(s) c, h(s)
s
< ε
and
h′(s) λ + ε1
log s
· h(s)
s
<
h(s)
s
, h′(s) c
+∞∫
s
q(t) dt;
(ii) for λ ∈ (0,1),
h(s) = o(log s), h′(s) = o(s−1) as s → +∞; (7)
for λ = 1,
h(s) = O(log s), h′(s) = O(s−1) as s → +∞. (8)
Proof. Case λ ∈ (0,1). Take c1 ∈ (0, ε1λ c), S1  S0 such that
logS1 >
c1 + c
c1
,
c
s
+ c1 log s
s
< ε (9)
for all s  S1.
Set C = {x ∈ C([S1,+∞),R): 0 sx(s) c1, ∀s  S1}. If C is endowed with the metric
d(x1, x2) = sup
sS1
(
s
∣∣x1(s) − x2(s)∣∣), x1, x2 ∈ C,
(C,d) becomes a complete metric space.
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T (x)(s) =
+∞∫
s
x(t)
( +∞∫
t
q(σ ) dσ
)
dt
+
( +∞∫
s
q(t) dt
)(
c +
s∫
S1
x(t) dt
)
, (10)
where x ∈ C and s  S1.
The estimates below
+∞∫
s
x(t)
( +∞∫
t
q(σ ) dσ
)
dt  λ
s log s
d(x,0)
and
( +∞∫
s
q(t) dt
)( s∫
S1
x(t) dt
)
 λ
s
(
1 − logS1
log s
)
d(x,0)
yield that
T (x)(s)
[
λ(c1 + c)
log s
+ λc1
(
1 − logS1
log s
)]
1
s
 λc1
s
 c1
s
·
So, T is well defined.
As d(x1, x2) = d(|x1 − x2|,0) for x1, x2 ∈ C, we deduce that
∣∣T (x1)(s) − T (x2)(s)∣∣ λ
s
(
1 + 1 − logS1
log s
)
d(x1, x2)
 λ
s
d(x1, x2).
Thus,
d
(
T (x1), T (x2)
)
 λ · d(x1, x2).
By application of the Banach contraction principle, T has a fixed point in C, denoted x0.
Now, for the solution h0(s) = c +
∫ s
S1
x0(t) dt , where s  S1, of (6) we have
c h0(s) < c + c1 log s < εs
and
h′0(s) = x0(s) = T (x0)(s) c
+∞∫
s
q(t) dt > 0.
Given the choice of c1, ε1 and taking into account (5), we also have
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 λc1
s log s
+
( +∞∫
s
q(t) dt
)
h0(s)
 cε1
s log s
+ λh0(s)
s log s
 h0(s)ε1
s log s
+ λh0(s)
s log s
 λ + ε1
log s
· h0(s)
s
<
1
log s
· h0(s)
s
, s  S1.
We take x0 = T n(x0) in (10) to establish that
lim sup
s→+∞
sx0(s) λnc1 (11)
for all n 1. By letting n → +∞ in (11) we get lims→+∞ sx0(s) = 0 and, via L’Hôpital’s rule,
lim
s→+∞
h0(s)
log s
= lim
s→+∞
c + ∫ s
S1
x0(t) dt
log s
= 0.
Case λ = 1. Take c1 ∈ (0, ε1c), S1  S0 such that (9) holds and C, T :C → C as before.
A partial order on C is given by the usual pointwise order “,” that is, we say that x1  x2 if and
only if x1(s) x2(s) for all s  S1, where x1, x2 ∈ C. Since q is nonnegative, the application T
is isotone, that is, T x  Ty whenever x  y, and it satisfies 0  T (0). By application of the
Knaster–Tarski fixed point theorem [6, p. 14], T has a fixed point in C, denoted x0.
The proof follows the same lines as in the case λ ∈ (0,1). 
Remark 1. The function q with
q(s) = λ
s2
· 1
log s
, s max(e,A),
satisfies (5) but not the more restrictive condition
+∞∫
A
sq(s) ds < +∞, (12)
employed in [7] to get a solution h of (6) that verifies
0 h′(s) < h(s)
s
< ε
for all s  S1, and
h(s) = O(1), h′(s) = O(s−1) as s → +∞. (13)
In our discussion, the conclusion (i)4 of Lemma 2 shows that (12) is actually necessary for the
solution h0 of (6) to verify (13). The sufficiency of (12) has been established in [1].
Remark 2. Fix α > 0. The general solution of the linear differential equation
h′′(s) + α
[
1
2 −
α − 1
2 2
]
h(s) = 0, s max(e1+α,A), (14)s log s s (log s)
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h(s) = c1(log s)α + c2
(
1 + o(1)) s
(log s)α
for s → +∞, (15)
where c1, c2 ∈R. Here,
lim
s→+∞ s log s
+∞∫
s
q(t) dt = α.
Although the only bounded solution of (14) is the trivial one, if α ∈ (0,1] there exist unbounded
solutions satisfying conclusion (ii) of Lemma 2 (simply put c2 = 0 in (15)). Since for α > 1
Eq. (14) does not have any solution satisfying either (7) or (8), we see that hypothesis (5) is
optimal for encountering this type of asymptotic behavior at certain solutions of (6).
Our main contribution here is the next result.
Theorem 1. Let (3) hold and assume that there exist λ ∈ (0,1], ε1 ∈ (0,1 − λ sgn(1 − λ)),
S0 max(e2,A) such that for all s  S0 at least one of the restrictions below holds true:
(i) 0 < sn−2 log(kns)
+∞∫
s
r3−na(r) dr  λ
M
, (16)
where kn = (n − 2) 1n−2 (n 3);
(ii)
0 <
+∞∫
s
r3−n
∣∣∣∣ Mn − 2a(r) −
[
1 − λ + ε1
(n − 2) log(knr)
]
g(r)
∣∣∣∣dr
 λ
n − 2 ·
1
sn−2 log(kns)
· (17)
Then there is a positive solution u to (1) in GB , for some B  S0, with u(x) → 0 as |x| →
+∞.
Proof. Let β be
β(s) =
(
s
n − 2
) 1
n−2
, s  S2,
where S2 = (n − 2)Sn−20 .
Consider the positive, twice continuously differentiable functions given by
v(x) = y(r) = h(s)
s
, s  S2, (18)
where r = |x| = β(s). We intend to prove that v is a supersolution to Eq. (1), h being a function
to be selected later on. Some straightforward computations show that
sβ ′(s) = 1 β(s) (19)
n − 2
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⎪⎪⎩
dh
ds
= y + sβ ′(s)dy
dr
,
d2h
ds2
= n − 1
n − 2β
′(s)dy
dr
+ β(s)β
′(s)
n − 2
d2y
dr2
·
(20)
Further, taking into account (19), (20), we have
rn−1
(
v + f (x, v) + g(|x|)x · ∇v)
= d
dr
(
rn−1 dy
dr
)
+ rn−1f (x, v) + rng(r)dy
dr
= n − 2
β(s)β ′(s)
[
β(s)
]n−1[
h′′(s) + 1
n − 2β(s)β
′(s)f (x, v)
+ β(s)β ′(s)g(β(s))(h′(s) − h(s)
s
)]
,
for any s  S2.
Now, let h be a solution of (6) and q be either q(i) given by
q(i)(s) = M
(n − 2)s β(s)β
′(s)a
(
β(s)
)
or q(ii) with
q(ii)(s) = 1
s
β(s)β ′(s)
∣∣∣∣ Mn − 2a
(
β(s)
)−(1 − λ + ε1
log s
)
g
(
β(s)
)∣∣∣∣.
Then take h(s) = h0(s) in (18), pick some S1  S2 to verify (9), use assumption (3) and appeal
to Lemma 2 under assumption (5) to bound from above h′0. An easy computation shows that
assumption (5) yields (16), (17). We then deduce that, for s  S1
rn−1
(
v + f (x, v) + g(|x|)x · ∇v)
 n − 2
β(s)β ′(s)
[
β(s)
]n−1[
h′′0(s) + q(s)h0(s)
]= 0.
Therefore, we have proved that v above is a positive supersolution of (1). Also, the trivial
solution of (1) is its subsolution. According to Lemma 1, there exists a nonnegative solution u
to (1), defined in GS1 . Since(
 + g(|x|)x · ∇)(−u) = f (x,u) 0,
the strong maximum principle [8] can be applied to −u. This means that −u cannot attain
a nonnegative maximum at an interior point unless −u is constant. Since −u is negative on
{x: |x| = S1} and −u 0 as u is confined between 0 and a positive evanescent supersolution, it
follows that −u cannot be zero anywhere. We conclude that u is a positive evanescent solution
of (1) such that u(x) = O( log(|x|)|x|n−2 ) (or o(
log(|x|)
|x|n−2 ) if λ ∈ (0,1)) as |x| → +∞. 
Remark 3. As in Remark 1, if g ≡ 0, the function a with
a(r) = λ
Mr2
· 1
log(knr)
, r max(e,A),
verifies (16) but not (4).
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to (1) for large |x|’s instead of being controlled by the summing action of functions a, g is
actually governed by their coupling. To be more precise, let us recall that the leading restriction
in some of the recent literature [3–5,7,12] was
+∞∫
A
r
[
a(r) + ∣∣g(r)∣∣]dr < +∞.
Their conclusion reads, practically, as follows: since the elliptic equation
u + f (x,u) = 0, |x| > A, (21)
has a positive evanescent solution under the hypotheses (3), (4), its “small” perturbation by the
term “g(|x|)x · ∇u,” namely (1), where the degree of “smallness” is given by (2), will preserve
this feature. In our case, however, it might happen that for certain functions a, g, where
0 g(s) M
n − 2a(s), s  S0,
such that (17) holds the unperturbed equation (21) does not have any vanishing at +∞ solution
besides the trivial solution.
Remark 5. In [4,7] the decay of the positive evanescent solution of (1) is given by u(x) =
O( 1|x|n−2 ) as |x| → +∞ in contrast with the behavior u(x) = O(
log(|x|)
|x|n−2 ) obtained here.
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