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Zusammenfassung
In dieser Arbeit betrachten wir Probleme aus dem Bereich der Nachrichten- und
Krankheitsverbreitung in unterschiedlichen Netzwerktypen, motiviert durch das stetig
wachsende Interesse an sozialen Netzwerken. Hierbei bescha¨ftigen wir uns mit dynamis-
chen als auch statischen Strukturen aus dem Gebiet der technologischen Netzwerke,
also Netzwerke, die hauptsa¨chlich von technischen Gera¨ten etabliert und aufrecht er-
halten werden, und der sozialen Netzwerke, also Netzwerke, die hauptsa¨chlich durch
menschliche Verhaltensweisen und Eigenheiten gebildet werden.
Als erste Fragestellung untersuchen wir, ob ein verteiltes Protokoll zur Nachrichtenver-
breitung in Netzwerken mit Power Law Knotengradverteilung existiert, so dass sich
die Knotengradverteilung nicht negativ bemerkbar macht. Als Antwort pra¨sentieren
wir ein Protokoll, welches mit hoher Wahrscheinlichkeit nur O(log n) viele Runden mit
O(n log log n) vielen Nachrichten beno¨tigt um alle n Knoten zu informieren. Dieses
Protokoll stellt eine Abwandlung des Random Phone-Call Modells dar, in der jeder
Knoten in jeder Runde eine konstante Anzahl an Kommunikationspartnern wa¨hlt.
Wenn sich jedoch Nachrichten in solchen Netzwerken schnell ausbreiten ko¨nnen, wie
ko¨nnten dann Strategien, welche ebenfalls einen a¨hnlichen Ausbreitungsprozess nutzen,
zur Einda¨mmung dieser Ausbreitung aussehen? Um dies zu untersuchen betrachten wir
folgendes Modell. Sei V der fu¨r die Ausbreitung der scha¨dlichen Nachricht/Infektion
verantwortliche Prozess. Weiterhin lassen wir V sich von jedem infizierten Knoten u¨ber
eine konstante Anzahl von Verbindungen verbreiten. Unsere Strategie zur Beka¨mpfung
von V wird an jedem infizierten Knoten nach einer konstanten Anzahl von Zeitschritten
aktiviert. Im Falle eines minimalen Knotengrades von Ω(log log n) zeigen wir, dass es
bereits genu¨gt nur die direkte Nachbarschaft eines jeden infizierten Knoten einmalig
zu immunisieren um die Infektion mit hoher Wahrscheinlichkeit zu eliminieren. Ist
der minimale Knotengrad jedoch eine Konstante, so a¨ndern wir die Strategie wie folgt.
Jeder infizierte Knoten v immunisiert alle Knoten in seiner O(log2(degv))-Nachbarschaft,
wobei degv den Knotengrad von Knoten v bezeichnet. So wird V mit hoher Wahrschein-
lichkeit nicht mehr als o(n) viele Knoten infizieren.
Doch wie verha¨lt es sich, wenn wir ein Netzwerk mit mobilen Entita¨ten haben? Zur
Untersuchung dieser Fragestellung betrachten wir eine Epidemie in einer sta¨dtischen
Umgebung mit mobilen Einwohnern. Jedem Ort der Umgebung wird eine Attraktivita¨t
gema¨ß einer Power Law Verteilung zugewiesen. Jedes Individuum wa¨hlt in jeder Runde
seinen Zielort zufa¨llig nach der Attraktivita¨t aus. Werden nun keinerlei Gegenmaß-
nahmen getroffen, so bleibt dennoch mit hoher Wahrscheinlichkeit ein polynomieller
Anteil der Population von der Epidemie unberu¨hrt. Werden jedoch Gegenmaßnah-
men, welche z.B. das Verhalten der Individuen beeinflussen, getroffen, so werden mit
Wahrscheinlichkeit 1 − o(1) nur polylogarithmisch viele Individuen infiziert und die
Epidemie innerhalb von O((log log n)4) vielen Runden ausgerottet.

Abstract
In this thesis we consider the problems of information dissemination and epidemic
spreading in different types of networks, motivated by the recent hype of social networks
and their relation to human behavior. We divide the types of dissemination processes
into information dissemination processes eager to spread a (malicious) piece of data
within the network, and epidemiological processes struggling to survive by infecting new
hosts. The types of networks we examine in detail, which may be highly dynamic as well
as static, are technological networks, i.e., networks created and maintained mainly by
artificial devices, and social networks, i.e., networks mainly driven by human behavior
and actions.
We start by wondering if there might be a fast decentralized dissemination protocol,
such that a power law degree distribution does not slow down the dissemination process
in the network. It turns out that an adaptation of the Random Phone-Call model, where
each node calls on a constant amount of randomly chosen communication partners in
each round, leads to a protocol that informs all n nodes within O(log n) many rounds
using O(n log log n) many transmissions with high probability. Naturally, a subsequent
question arises.
How do we design a counteracting dissemination process to combat the malicious one,
denoted by V, keeping the potentially fast dissemination of V in mind? Suppose V
uses a constant number of randomly chosen connections of each infected node to infect
others for one time only and suppose that the counteracting dissemination process is
activated on each infected node after a constant delay. Under this model we present two
counteracting strategies. We show that it suffices to immunize the neighborhood of each
infected node to eliminate the infection with high probability, provided the minimum
degree of the network is Ω(log log n). Otherwise, if the minimum degree of the network
is constant, we propose to immunize every node within O(log2(degv)) many hops of
each infected node v, where degv denotes the degree of node v. Executing this strategy
we prove that V does not infect more than o(n) many nodes until it is eliminated with
high probability.
Finally, we take mobility into account and examine an epidemic outbreak in an urban
environment inhabited by mobile individuals on a small and on a large scale. On a
small scale, in each round each individual chooses a location independently at random
according to a power law distribution describing the attractiveness of the locations. We
show that at least a polynomial fraction of the individuals remains uninfected even if
they do not respond to the epidemic outbreak in any way. However, if the epidemic
outbreak does influence the individual’s behavioral pattern and certain countermeasures
are applied, then only a polylogarithmic amount of individuals is infected until the
epidemic is embanked after O((log log n)4) many rounds with probability 1 − o(1).
Furthermore, we analyze such epidemic outbreaks empirically on a large scale and find
that countermeasures used in the real world have a comparable impact in our model.
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1 Introduction
Communication and interaction are two of the most important keys our society is
built upon. Our ancestors already used these skills to rise to power and become the
predominant species on this planet. Nowadays, more than ever, we rely on them on a
daily basis in our private and professional life. They were and still are fundamental for
the enormous technical progress we have made in recent time, thus implicitly fueling our
economy. In the meantime an entire industry has formed around these skills, focusing
on research, education, and development. Facilities like universities and companies all
over the world dedicate a fortune to develop new technologies, improve the old ones,
and deliver ground-breaking ideas that would not have been possible otherwise.
Throughout the decades we experienced many changes on a more personal level as well.
Each of us takes telecommunication systems for granted and uses the Internet as an
easily accessible source of information nowadays. It is common to carry a cellphone
or laptop at any time we want and thus we stay connected all day long. But all these
devices themselves rely on networks, wired as well as wireless ones. Obviously, keeping
all these networks working is a non-trivial but viable task. However, we first need to
understand their essence in order to be able to diagnose, secure, and improve them.
Some of them may change dynamically over time, others may not. Either way, due to our
behavior, our habits, and cultural circumstances, we do influence them. Furthermore,
many of these networks serve one purpose and one purpose only: to make our life
easier. This implies a strict coupling and adaptation of the technology to us as persons.
Interestingly, this kind of influence works both ways, especially since we use so many
wireless devices (e.g., cellphones, tablets, or laptops) on a daily basis.
On the other hand, due to the technical progress, our behavioral patterns and social
structures evolved as well. Our cities are still growing and are becoming more crowded.
We live in an industrialized, well-connected world. Traveling and trading around the
globe is easier and cheaper than ever before. However, we also became more vulnerable
to attacks exploiting these social structures. For example, rumors circulating in social
networks, stating false accusations, can do much harm to a person’s reputation and can
be very hard to defeat. Some epidemics spread very quickly throughout the population,
even without being easily imported by plane. Understanding the way and reasons why
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such processes spread through our social structures so quickly is an important step
towards counteracting them.
1.1 Scope of the Thesis
We handle the following types of networks motivated by the above statements:
1. Technological networks, i.e., artificial networks (such as the Internet) primarily cre-
ated through and maintained by artificial devices (such as laptops or smartphones),
and
2. Social networks, i.e., networks (such as person-to-person communication networks)
created by social tasks performed by humans.
Obviously, a social network may be created with the aid of a technological network
(e.g., Facebook, Google+). Note, however, that person-to-person contacts, for example,
can be modeled as a social network too. This implies that depending on the situation
each one of the two types may utilize the other one but, in general, does not necessarily
rely on this.
In the context of technological networks we mainly focus on graphs providing a property
following a power law distribution. Such a property may be the degree distribution,
for instance. A degree distribution follows a power law distribution if the amount
of nodes in the network with degree k is proportional to k−α, for sufficiently large k
and α. Technological networks, depending on their nature, can be highly dynamic or
entirely static. However, our main interest here is to examine information dissemination
by using a (randomized) dissemination protocol/process. In Section 5.1 we state a
distributed information dissemination protocol and analyze its pace in a network with
power law degree distribution. In Section 5.2 then we present two similar information
dissemination processes in a comparable setting. Hereby one dissemination process tries
to cause as much harm to the network as possible, whereas the other one aims to stop
it.
In the context of social networks we focus on information dissemination and epidemic
spreading driven by social interactions. One of the main driving forces here is the
individuals’ movement. Especially in urban environments, some locations tend to be
visited more frequently than others. Many interesting questions arise when such property
is taken into account. For example, one could wonder if a dissemination process could
be stopped at all in such a highly dynamic scenario or what countermeasures may be
necessary to achieve this goal. Amongst others, we investigate these kind of questions
analytically in Section 6.1 on a small scale and experimentally in Section 6.2 on a large
scale.
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1.2 Organization
The remainder of this thesis is organized as follows. In Chapter 2 we give an overview
of the most recent related work relevant for this thesis. Both main directions, i.e.,
technological and social networks, are covered extensively with respect to information
dissemination, epidemic spreading, and human behavior and movement patterns. If
reasonable, we state theoretical and empirical results with respect to the aforementioned
areas of interest. Since this thesis includes extensive experimental analyses, a brief
survey of the different types of simulations is given at the end of this chapter.
A condensed, yet detailed, overview of the provided contributions is given in Chapter
3. The most often used basic definitions and techniques throughout our theoretical
analyses are stated, and proven if necessary, in Chapter 4.
In Chapter 5 we consider information dissemination in networks/graphs experiencing
at most minor changes in their structure over time. The presentation mainly suggests
technological networks, although most of the insights can be easily transfered to the
social context1. On the other hand, in Chapter 6 we examine epidemics in dynamic
social networks. However, similarly as before, all statements can be easily transfered to
the technical context1.
Finally, we conclude and point out some interesting directions worth further studies in
Chapter 7.
1See Section 2.1 for a more detailed description.
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2 Related Work
This chapter is dedicated to the most relevant related work in the scope of this thesis.
The state of the art is presented according to a very basic classification system. Said
classification system distinguishes between the following:
• Technical Context
• Social Context
We refer to the above classification in Section 2.1 in more detail.
2.1 Networks/Graphs
In the following we describe the previously mentioned classification system in more
detail and present the most relevant related work.
In general, all networks relevant for this thesis can be classified in at least one of the
following types:
1. technological networks, i.e., artificial networks (e.g., the Internet) primarily created
through and maintained by artificial devices (such as laptops or smartphones),
and
2. social networks, i.e., networks (e.g., person-to-person communication networks)
created by social tasks performed by humans.
Within these types of networks we mainly focus on two domains:
a) information dissemination using a (randomized) dissemination protocol, and
b) information dissemination and epidemic spreading driven by social interactions.
Obviously, both domains can be found in both types of networks. For example, in
technological networks clever dissemination protocols are used to maintain consistency
5
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of databases, whereas vehicular ad hoc networks act with respect to the current situation
provoked by human behavior (e.g., a traffic jam during rush hour). On the other hand,
networks like Facebook and Google+ and also real-world gossiping are natural examples
for social networks with respect to both domains.
In the following we categorize the related work as follows:
Classification
1. Technical Context
a. Information Dissemination Protocols
b. Power Law Networks/Graphs
c. Evolving Networks/Graphs
2. Social Context
a. Social (Interaction) Networks
b. Epidemic Spreading
Since we study a variation of the Random Phone-Call model as an information dissemi-
nation protocol in Section 5.1, we restrict the scope of the information dissemination
protocols for the related work to (variations of) said model.
Definition 2.1 (Random Phone-Call Model). In the Random Phone-Call model, in
every round each node calls on a neighbor chosen uniformly at random, and opens a
communication channel to this node. Then, in this round, every channel can be used for
bidirectional communication. We distinguish between two types of transmissions depend-
ing on the direction of the communication: push transmission, and pull transmission.
In the case of a push transmission, the caller actively sends a message to the callee. In
contrast, the caller actively requests a (so far unknown) message from the callee in the
case of a pull transmission. The callee then responds, if possible, by sending the desired
message back to the caller.
In order to start with the presentation, we need to introduce some basic graph (con-
struction) models.
Definition 2.2 (Preferential Attachment Model). The Preferential Attachment Model
basically creates the network using the following construction rules, where the nodes are
considered one after the other: 1.) the very first node forms the graph Gm1 with one
node and m self loops, 2.) Gmn is constructed from G
m
n−1 by adding a new node w with
m edges to the network. The neighbors of w, i.e., the endpoints incident to the m edges
connecting w to the rest of the network, are chosen with probability proportional to their
degree in Gmn−1.
Definition 2.3 (Chung-Lu Model). Let w = (w1, ..., wn) be an expected degree sequence
in the Chung-Lu model. Then an edge between two nodes vi and vj in the graph is
created with probability wi·wj/∑i wi.
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Definition 2.4 (The Erdo¨s-Renyi Model). The Erdo¨s-Renyi graph G(n, p) is a random
graph with n nodes where an edge between two nodes is created independently uniformly
at random with probability p.
For the sake of completeness, we give a short overview of the most relevant simulation
models in Section 2.2.
2.1.1 Technical Context
In the following we differentiate between related work concerning:
• the Random Phone-Call model,
• Power Law Graphs, and
• Evolving Graphs.
Since extensive research was conducted in these areas over the past decades, we only
mention the very most important and recent results for the scope of this thesis. For the
purpose of a more general point of view, we refer the reader to the excellent surveys
of Hedetniemi et al. [52], Hromkovic et al. [54], and Fraigniaud and Lazard [44] with
respect to broadcasting, rumor spreading, and gossiping on various kinds of network
types and setups. However, for the sake of completeness, we give a short overview of
these surveys before starting our own.
Hedetniemi et al. [52] provide an excellent review of results considering broadcasting
and gossiping. The authors cover deterministic gossiping in various types of graphs
including the complete graph, arbitrary connected graphs, grid graphs, directed graphs,
and hypergraphs. Additionally, results for modifications like unrestricted calls as well as
restricted ones, one-way communication, conference calls, and gossiping with randomly
placed calls are listed as well. Deterministic broadcasting is being studied on graphs
like trees, arbitrary connected graphs, grid graphs, and hypergraphs including results
concerning the amount of tolerable faults and the dissemination utilizing randomly
placed calls.
Fraigniaud and Lazard [44] provide a similar, yet updated, survey of deterministic
broadcasting and deterministic gossiping in several different graphs. These include,
amongst others, the complete graph, the torus, the hypercube, the cube-connected
cycles, the undirected deBruijn, and the butterfly graph. All graphs are studied with a
focus on methods utilizing either half duplex or full duplex transmissions.
The book by Hromkovic et al. [54] gives, amongst others, an extensive and excellent
overview of deterministic broadcasting and deterministic gossiping (including ideas and
methods concerning the development of such algorithms) in different scenarios. The first
part of the book focuses on synchronous communication and models. Broadcasting is
7
Chapter 2 2.1. Networks/Graphs
studied for degree-bounded networks like cube-connected cycles, butterfly, and deBruijn,
whereas gossiping is mainly studied for hypercube-like networks with constant degree
and complete graphs. The authors also consider fault tolerance, i.e., permanent link
faults, permanent node faults, transmission faults, and probabilistic faults. The second
part of the book focuses on similar settings in the case of asynchronous models. That
is, deterministic broadcasting in arbitrary networks, tori, and hypercubes with and
without fault tolerance.
2.1.1.1 The Random Phone-Call Model: Push-Pull
Dissemination protocols have been studied extensively in the past and many approaches
and protocols were invented and analyzed during that time. Two of these are the push-
model and the pull -model. At first, these two models were analyzed separately until
Karp et al. [59] proposed the combination of them, the so-called Random Phone-Call
model. In the following we present some recent results for variations of the (randomized)
Push-Pull protocol. Note that we restrict the presentation to this kind of protocols,
since we study a variation of the Random Phone-Call model in this thesis.
Chierichetti et al. [20] study randomized rumor spreading in the Preferential
Attachment model (cf. Definition 2.2). The authors show that: 1.) regardless of the
starting node, the push strategy requires polynomially many rounds to successfully
spread the rumor with constant probability, 2.) there are starting nodes, such that the
pull strategy requires polynomially many rounds to successfully spread the rumor with
constant probability, and 3.) regardless of the starting node, the Push-Pull strategy
requires O(log2 n) many rounds to successfully spread the rumor with probability
1− o(1).
Doerr et al. [28] study the performance of randomized rumor spreading in the
Preferential Attachment model. Their findings, amongst others, refine the one of
Chierichetti et al. [20]. To be more specific, they show that the Push-Pull strategy
delivers a message to all nodes within Θ(log n) rounds with high probability. Further, by
modifying the protocol such that contacts are chosen uniformly from all neighbors but
the one contacted in the previous round, the necessary amount of rounds to complete
the randomized rumor spreading shrinks to Θ(log n/ log log n).
Berenbrink et al. [14] study randomized broadcasting in d-regular networks with
suitable good expansion properties. The authors present a communication algorithm,
i.e., a modification of the Random Phone-Call model, where each node has a (randomly
ordered) cyclic list of all of its neighbors. Then in round i each node chooses the ith
entry of its list to communicate with. This algorithm provides the following properties:
1.) after at most O(log n) many rounds the rumor is spread with high probability, and
2.) during these rounds each node produces O(√log n) many transmissions on average.
8
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Berenbrink et al. [13] consider random graphs and hypercubes in the setting of
the Quasi-Random Phone-Call model, which is a modification of the Random Phone-
Call model. Here each node provides a list of neighbors whose order is specified by
an adversary. In each round i, starting from a random position, each node opens a
channel to its ith neighbor according to his list. Then messages can be exchanged in
a bidirectional manner. For random graphs, the authors present an address-oblivious
algorithm1 with runtime O(log n), which uses at most O(n log log n) many message
transmissions. On the other hand, in the case of hypercubes with dimension log n,
they present an address-oblivious algorithm with runtime O(log n), which uses at most
O(n(log log n)2) many message transmissions.
In [43] Fountoulakis et al. study randomized rumor spreading on random graphs with
power law degree distribution, created according to the Chung-Lu model (cf. Definition
2.3), with an arbitrary power law exponent β > 2. The degree distribution of the
resulting graph follows a power law degree distribution if the expected degree sequence
used to create the graph followed a power law distribution. A degree distribution
follows a power law distribution if the amount of nodes in the network with degree k is
proportional to k−β, for sufficiently large k and β. In this setting the authors show two
main results: 1.) if 2 < β < 3, then for any  > 0 the rumor spreads to a (1− )-fraction
of all nodes within Θ(log log n) many rounds with high probability, and 2.) Ω(log n)
many rounds are necessary in the case of β > 3.
In [9] Avin and Elsa¨sser present a modification of the Random Phone-Call model
that uses pointer jumping to spread a rumor in the complete graph. The main idea
behind the algorithm is as follows: 1.) use push-transmissions to build a sufficiently
large amount of informed nodes, 2.) build a meta structure by choosing a leader,
i.e., nodes representing information sources for all its connectors/clients, i.u.r.2 and
connectors, i.e., nodes trying to be informed by connecting to a leader node, and 3.)
inform all remaining nodes by the standard Push-Pull method.
The concept of pointer jumping is hereby used in the process of sending the addresses
of previous communication partners to current communication partners, thus forcing
them to use the most recently received addresses as their next communication partners.
Utilizing this method, each node will be connected to at least two leaders in the
corresponding phase of the algorithm, enabling the meta structure of leader and
connector to efficiently spread the rumor. The authors show that a rumor spreads
to all nodes within only O(√log n) many rounds with high probability under these
circumstances. Additionally, their algorithm is able to cope with at most o(n/2
√
logn)
many node failures.
Giakkoupis [47] focuses on the connection between the conductance of a graph and
the rate in which a rumor spreads in said graph using the traditional Push-Pull model.
1An algorithm is called address-oblivious if the decisions of each node v do not depend on the IDs
(i.e., some sort of identifier) of the nodes that v has communicated with in any previous round.
2independently uniformly at random
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The conductance of a graph is defined as the minimum conductance over all possible
cuts (S, S¯), whereby the conductance of a cut relates the amount of edges of the cut
and the minimum amount of edges incident to the vertices in S and S¯. In other words,
a connected graph with high conductance is well connected, whereas a graph with
low conductance is not. The author shows that rumor spreading in the traditional
Push-Pull model is successful within O(φ−1 log n) many rounds with high probability
for any n-node graph with conductance φ.
In [48] Giakkoupis studies the relationship between the vertex expansion of an
arbitrary graph and rumor spreading in the traditional Push-Pull model. The vertex
expansion α of a graph describes the minimum ratio of the neighbors that a set of nodes
has over the size of the set. The author shows that, with high probability, no more than
O(log2 n/α) many rounds are necessary to spread the rumor to all nodes in the graph
for any graph with vertex expansion at least α.
2.1.1.2 Power Law Networks/Graphs
The recent appearance of (large) social networks refueled the interest in power law
networks and keeps the momentum of these networks going [11]. Power law networks
were and still are quite popular and widely used due to their usefulness in a variety of
research areas. In the case of the World Wide Web, Albert et al. [4] found that the
probability for a web page of the nd.edu domain to have k outgoing links follows a
power law distribution. The same holds true for incoming links, i.e., for the amount
of web pages linking to a specific one. Newman observed in [66] that many real-world
networks such as the Internet, World Wide Web, as well as various social and biological
networks follow a power law degree distribution. Aiello et al. [2] demonstrated that
the degree sequence of the so-called call graphs, i.e., graphs representing calls handled
by a telephony carrier for a specific period of time, can be approximated by a power
law distribution. Cohen et al. [23] showed that the network connectivity in scale-free
networks remains intact under random node removals. This explains the high robustness
of real-world networks against random failures [5]. It was also shown that many peer-
to-peer networks appear to follow a power law degree distribution. A quite well-known
example is Gnutella [58].
In the case of social networks, Redner [69] discovered that the networks of “actors linked
by a movie and scientific papers linked by citations” follow a power law as well. Further,
in the context of randomized rumor spreading, social networks following a power law
degree distribution possess the property of spreading a rumor very quickly (cf. Section
2.1.1.1). On the other hand, Satorras et al. [67] showed that the epidemic threshold3
converges to zero in the case of a scale free network. Interestingly, for certain graphs
3The epidemic threshold, with respect to a network, defines the point where the effective spreading
rate, i.e., the ratio of the rate that nodes are infected and the rate they become susceptible again,
is high enough such that the epidemic can spread and become persistent.
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with a power law degree distribution, there is no constant threshold for the epidemic
outbreak as long as the power law exponent is less than 3 [66] (which is, in fact, the
case in most real-world networks, e.g. [40, 1, 7, 72]). Further, the results of Jeong et al.
[57] imply that metabolic networks do comply with the main design principles of robust
and error-tolerant scale-free networks.
In [32] Draief and Ganesh study the coincidence time of susceptible and infected
individuals, i.e., the total time during which both individuals are at the same vertex,
and the infection probability on various graph classes including the Erdo¨s-Renyi (cf.
Definition 2.4) and power law graphs (Chung-Lu Model, cf. Definition 2.3). The
model itself is actually quite simple. Let G = (V,E) be a network and P be a set of
mobile particles moving on G. Then the movement of each p ∈ P is characterized by
independent continuous-time Markov chains on the finite state space V = 1, ..., n.
The authors prove that the coincidence time up to time t is inversely proportional to
the number of nodes n in the graph in the case of homogeneous graphs, whereas the
coincidence time heavily depends on the power law exponent γ for power law random
graphs. For γ > 3 said coincidence time is O(t/n), for γ = 3 it is O(logm/n) with m
being the maximum expected degree, and for 2 < γ < 3 it scales polynomially in the
maximum expected degree and the average expected degree with parameter γ.
Grabowski et al. [49] studied the properties of five different social networks:
• Grono, an Internet community where one can join after a direct invitation only,
• Allseron, a MMORPG4 including a social network,
• LastFM, a (social) system based on the individuals’ musical taste where persons
with similar preferences can meet, make friends, and gather into groups,
• XFire, a gamer community enabling inside and outside game chat without quiting
a game and a whole system to maintain the individuals’ acquaintances, and
• Shelfari, a web system where users may create virtual shelves with books and
write recommendations for users with similar taste.
Data was collected for the above social networks over up to five years and further
analyzed with respect to the list of friends, groups, creation date, and last login of each
individual. Despite some differences in the exponent, mainly due to the type of activity
performed in the corresponding network, all these networks could be very well described
using a power law.
4Massively Multiplayer Online Role-Playing Game
11
Chapter 2 2.1. Networks/Graphs
2.1.1.3 Evolving Networks
Graphs and networks have always been highly interesting for the computer science
community. We implement them in areas like telecommunications or utilize them as
virtual-structures over real ones (e.g., VPNs and social networks). Especially evolving
graphs or networks that obey a certain kind of change over time are particularly
interesting to us. Various approaches have been developed. For example, Eubank et al.
[39] model inter-personal contact patterns at various physical locations within an urban
environment (Portland, Oregon) with a bipartite graph. Clementi et al. [21], on the
other hand, consider dynamic Markovian graph models transitioning from one state to
another depending on the current one. We refer the reader to Section 2.1.2 for related
work focusing on simulations.
Obviously, often only a part of the graph, rather than the whole structure, evolves at a
specific point in time. However, the main idea remains the same: in each unit of time
the graph or network only represents a snapshot of the current situation. Note that a
series of these graphs enables us to examine the evolution of the graph over time.
In [22] Clementi and Pasquale consider flooding in evolving graphs. An evolving
graph is basically a series of graphs, where the graph corresponding to each time step
is considered fixed during said time step, built according to some constraints. To be
more specific, the authors mainly consider two types of evolving graphs: 1.) edge
Markovian evolving graphs, i.e., graphs where each existing edge in a time step t of the
graph vanishes in time step t+ 1 with some probability q, whereas each non-existing
edge in time step t is created in time step t+ 1 with probability p, and 2.) geometric
Markovian evolving graphs, i.e., graphs where all nodes perform a random walk on a
two-dimensional grid and an edge between two nodes exists if and only if both nodes
are within an euclidean distance of at most r, where r is a parameter.
Amongst many others, the authors obtain the following results: 1.) the flooding time of
any edge Markovian evolving graph is bounded by O (logn/log(1+np)) with high probability,
2.) starting with an empty edge Markovian evolving graph, i.e., E0 = ∅, the flooding
time is bounded by Ω (logn/np) with high probability, 3.) if the resolution coefficient5
 is at most 1 and c
√
log n ≤ r ≤ √n with a sufficiently large constant c, then the
flooding time of the corresponding stationary geometric Markovian evolving graph is
bounded by O (√n/r + log log r) with high probability, and 4.) for any adaptive worst
case adversary there exists a randomized broadcasting protocol such that broadcasting
completes within O(n2/logn) time steps with high probability.
Clementi et al. [21] consider the edge Markovian evolving graph with respect to the
task of rumor spreading (Push protocol). Hereby an edge Markovian evolving graph is
a series of graphs with the following two properties at time step t ≥ 0: 1.) each edge
5Each node can assume only positions whose coordinates are an integer multiple of a resolution
coefficient.
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that does not exist in time step t appears in time step t+ 1 with probability p, and 2.)
each existing edge in time step t vanishes in time step t+ 1 with probability q.
The authors show three main results: 1.) if 1/n ≤ p < 1 and q ∈ Ω(1), then the Push
protocol informs all nodes within Θ(n) many time steps, 2.) the completion time of the
Push protocol does not exceed O (logn/n·min{p,1/n}) with high probability in the case of
q = 1− p and arbitrary p, and 3.) the Push protocol finishes successfully in O(log n)
many time steps for p = c/n, for some constant c > 0 and arbitrary q.
2.1.2 Social Context
In this section we mainly focus on related work that considers the following topics:
• Social (Interaction) Networks,
• (Urban) Environmental Modeling and Human Behavior, and
• Epidemic Spreading and Countermeasure Approaches.
Similarly as before, all of the topics were extensively analyzed from many different
perspectives including medical and biological science (e.g., [75, 63, 25, 57]), physics
(e.g., [68, 79, 74]), urban planning (e.g., [27, 6, 71]), and sociology (e.g., [19, 77, 62]).
Consequently, we list only a very small selection of the most recent findings below.
2.1.2.1 Social (Interaction) Networks
Social networks are complex systems but crucial for understanding how dissemination
processes perform in environments affected by human behavior and interaction and/or
communication. This section is dedicated to these types of networks. Note, however,
that said networks may not necessarily be based on urban environments.
Doerr et al. [29] focus on the question why rumors spread so quickly in social
networks. In short, they simulate an information spreading process in different network
topologies and analyze how news spreads in such social networks. These topologies
include the Preferential Attachment model (cf. Definition 2.2), the complete graph, the
Random Attachment model6, and samples from the Twitter and Orkut social network.
The spreading process itself is modeled by a slight variation of the traditional Push-Pull
model: each node chooses a communication partner from its neighborhood uniformly at
random but excludes the one used in the last round.
6This model is similar to the Preferential Attachment model. The main difference is that each node
chooses m neighbors uniformly at random.
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The outcome is quite interesting. News spreads significantly faster in existing social-
network topologies than in other types of networks. The key to this behavior, according
to the authors, lies in the properties of such social networks: namely the power law
degree distribution. The authors state that shortcuts between nodes with large degrees
are built by the ones with relatively few neighbors, since high degree nodes talk less
often to each other directly due to their large neighborhood. That is, a rumor spread
over such a shortcut travels from one hub to another in a short amount of time. Each
hub then spreads this rumor throughout its large neighborhood rather quickly.
Tripathy et al. [76] study the possibility of combating a rumor (dissemination process)
with an anti-rumor in the context of social networks with a process similar to the original
one. The authors used data of the Twitter social network and a synthetically generated
Watts-Strogatz model for their experiments. The Watts-Strogatz model [80] starts with
n nodes distributed evenly on a circle. Then each node creates edges to its k nearest
neighbors on either side, with k being a parameter. Now a rewiring process starts. Each
edge (u, v) of the graph is replaced with uniform probability p′ by an edge (u, v′), where
v′ is chosen uniformly at random amongst all nodes V \ {u}.
The dissemination process used by the authors is quite simple and starts with 10
randomly infected nodes. Then in every round each infected node tries to infect all its
neighbors, whereby each of its neighbors is independently infected with probability p.
Concerning the anti-rumor process, two basic strategies are presented: 1.) the delayed
start model in which the rumor is discovered after some time and a local authority
starts the anti-rumor process, and 2.) the beacon model in which vigilant agents within
the network start the anti-rumor process at their position after they discover the rumor.
Then the anti-rumor spreads in a similar manner as the rumor itself but with a different
probability parameter q. The key feature of this paper is the possibility to combat
the rumor with a different message, which in turn can be further disseminated by
participants who are not aware of the original rumor themselves. This property is
crucial, since actions are not limited to reactive ones, but may also be preemptive.
The authors gain some basic insights. They found that rumors persisted longer in the
Twitter network than in the Watts-Strogatz network: i.e., the rumor was harder to
combat in the real-world network. Further, the delay between the start of the rumor
and its discovery was crucial. The lifetime of the rumor spreading process increased at
least linearly with a rising delay.
Eubank et al. [39] explore the use of bipartite graphs to model the physical contact
patterns resulting from movements of persons between specific locations. The authors
use individual-based simulations incorporating actual census, land-use, and population
mobility data and present a case study of Portland, Oregon.
One particular thing they observed is that the number of locations accommodating k
different visitors in a unit of time follows a power law with exponent ≈ 2.8. The same
holds true for the in and out degree distributions of the locations network: i.e., the
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network where a directed edge (i, j) exists if and only if there is at least one person
traveling directly from location i to j during the day (unit of time).
The implication is that “attempting to shatter the contact graph by vaccinating the most
gregarious people in a population would essentially be equivalent to mass vaccination”.
Similarly, just closing locations with high capacities or vaccinating all visitors does not
lead to an efficient embankment of the epidemic until a large fraction of the population
is affected. Additionally, their data suggests that fast detection is necessary if one wants
to use targeted vaccination. Then infected individuals would not be able to contaminate
locations with a large amount of susceptible persons so easily.
In [15] Bettencourt et al. study the development of urban environments, especially
with respect to their structural and social evolution, trying to identify emerging patterns
between all of them. Further, they analytically investigate the consequences of the
population size on the pace of life and vice versa. The paper is motivated by the ongoing
urbanization of the available landscape all around us. In the year 2000 more than 70%
of the population of developed countries lived in cities and around 40% of developing
countries. For the year 2030 the estimations are significantly higher. The authors state
that we need to understand this “urban expansion” and what it entails. For example,
how can we keep improving our health care system and maintain the nutritional supply
despite a quickly growing population and how may this impact our economy? These
are just a few questions that need to be answered.
The authors present empirical evidence “showing that important demographic, socioeco-
nomic, and behavioral urban indicators are [...] scaling functions of city size that are
quantitatively consistent across different nations and times”. Said nations include the
U.S., China, and a few European countries like Germany. Bettencourt et al. speculated
that cities of different size may be only the scaled version of an idealized city, a blueprint
so to speak, thus enabling predictions of many kinds (e.g., in terms of growth, flows of
resources, traffic management, economical development, and criminal activities).
This hypothesis, with respect to some scaling laws defined by the authors, was then
empirically confirmed. These scaling laws include, amongst many others, the amount
of new patents, total wages, household electrical consumption, the amount of gasoline
stations, and the total road surface. In the analytical section the authors deduce
equations describing the urban growth of an artificial city and study its dynamics. The
equations show evidence that the pace of urban life increases with city size. In terms of
growth (of a city or social organization), there is evidence that said growth will slow
down over time and eventually stop as long as it is mainly driven by economies of
scale. On the other hand, if the driving force is innovation and wealth creation, then
one can sustain continued growth by providing major innovations at an accelerated
rate. In other words “open-ended wealth and knowledge creation require the pace of
life to increase with organization size and for individuals and institutions to adapt at a
continually accelerating rate to avoid stagnation or potential crises”.
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2.1.2.2 Epidemic Spreading
There is plenty of work considering epidemiological processes in different scenarios and
on various networks. One of the simplest model of mathematical disease spreading
is the so-called SIR model (see [53, 66], for example). In this model the population
is divided into three categories: susceptible (S), meaning all individuals who do not
have the disease yet but can become infected; infective (I), meaning all individuals
who have the disease and can infect others; and recovered (R), meaning all individuals
who recovered and have permanent immunity (or have been removed from the system).
Most papers model the spread of epidemics by using a differential equation based on
the assumption that any susceptible individual has uniform probability β to become
infected from any infective individual. Furthermore, any infected individual recovers at
some stochastically constant rate γ.
In this section we mainly present papers considering epidemic spreading in the context
of simulations. However, note that the topic of rumor spreading is closely related to the
one we study here. Therefore, many of the results cited in Section 2.1.2.1 and Section
2.1.1 can be transfered to the context of epidemic spreading.
In reality the spread of an epidemic is influenced by many factors. One of these factors
is the awareness of the affected individuals about the epidemic. In [45] Funk et al.
focused on this type of (natural) countermeasure and analyzed the spread of awareness
on epidemic outbreaks. That is, in addition to the disease, the information about
the epidemic is also spread in the network and has its own dynamics. Their analysis
contains results considering a fully mixed model (mean field analysis) as well as an
analysis from the point of view of a node with common properties (such as average
node degree, for example). The authors describe the spreading scenario by the following
model. Each individual has a level of awareness, which depends on the number of
hops the information has passed before arriving to said individual. This is combined
with the traditional SIR model. The authors show that the spread of awareness can
result in a slower outbreak in a well-mixed population, however, it will not change the
threshold of the epidemic. Nevertheless, if the spread of awareness about a disease
is considered in certain (geometric) networks as a local effect in the proximity of an
outbreak, then such an awareness process can completely stop the epidemic. Moreover,
the impact of spreading awareness is even intensified if the social network of infections
and informations overlap.
In [55] Iozzi et al. present an approach to compute a variety of synthetic age-specific
contact matrices using individual-based simulations. Hereby an entry [i, j] of a contact
matrix represents the average number of contacts between individuals of age group
i and j per unit of time. Behavioral patterns, i.e., activities performed in a specific
place at a specific time, were provided by the Italian Time Use survey that was carried
out by the Italian National Statistical Agency in 2002 and 2003. This survey sampled
over 55 thousand individuals in more than 21 thousand households. Additionally,
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socio-demographic data was used to improve their model with respect to: 1.) family
size and composition, 2.) company size with respect to the number of employees, and
3.) school class size.
Utilizing this data, the authors created an artificial society with properties similar to the
real one. However, a few assumptions were made. For example, only individuals with
data collected over an entire (average) work day were considered, weekend days were
ignored and the environment was set to a grid of size 150×150. Households, schools, the
university, and workplaces then were randomly allocated on this grid structure. Despite
the very detailed (anonymized) data that was available to construct the artificial society,
information regarding the specific places occupied by specific individuals at a certain
time were (mostly) still lacking. Consequently, the agents’ household, working place,
and so on were partially determined at random.
The authors deduced different contact matrices representing the average time of a
contact, the average number of repetition of contacts, and the average number of
different persons contacted by simulating the aforementioned artificial society. It was
observed that these contact matrices did not fit the serological data for Varicella as well
as they did with the serological data for ParvoVirus.
Carrat et al. [18] developed a model to simulate the spread of the Influenza virus
in a large population or community. Their model contains two main components:
1.) individual parameters, i.e., parameters like the risk of infection, treatment, and
vaccination status, and 2.) community parameters represented by a (suitable) random
graph modeling contacts between individuals. All data regarding the infection and
health-care use was mostly deduced from previously conducted experimental studies or
set according to the authors’ best judgment.
For example, the most symptomatic subjects would seek medical advice at a 90% rate,
which is a higher rate compared to other studies due to a potentially higher public
awareness during a pandemic situation.
The community model, on the other hand, incorporates a demographic profile based on
the French national census data. Consequently, the artificial society contains households,
workplaces, and other places of occupation, which in turn were assigned to specific
districts. Contacts in households were modeled by a complete graph, whereas contacts
in schools and all other places were modeled by a Preferential Attachment random
graph. The final calibration of the system was performed using serological data of 1.)
the Asian Influenza during 1957, 2.) the Spanish flu of 1918, and 3.) the Hong Kong
flu of 1968.
Each scenario was simulated 200 times with 10,000 agents in each simulation run.
The results show that the combination of measures focusing on reducing the meeting
frequency and virus transmissibility have the potential to mitigate the effects of a
pandemic similar to the ones experienced in the 20th century. It is very interesting that
especially non-pharmaceutical countermeasures like school and workplace closures had
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a significant impact, while the effect of pharmaceutical countermeasures such as the
treatment with antivirals was almost negligible.
Borgs et al. [17] focused on how to distribute antidotes to control epidemics. The
authors analyzed a variant of the contact process in the susceptible-infected-susceptible
model (SIS model) on a finite graph in which the cure rate is allowed to vary among
the vertices. That is, the rate ρv at which an infected node v becomes healthy is
proportional to the amount of antidote it receives, given a fixed amount of antidote
R :=
∑
x∈V ρx for the whole network.
The authors obtain three main results: 1.) contact tracing, meaning the identification
and diagnosis of individuals that had contact with an infected individual, as a strategy
to deploy an antidote requires a total amount of said antidote which is super-linear in
the number of vertices, and therefore prove to be inefficient, 2.) on a general graph with
bounded average degree, a simple strategy distributing the antidote proportional to the
degree results in an epidemic threshold3 bounded below by a strictly positive number,
and 3.) for expander graphs, meaning graphs with strong connectivity properties, the
total amount of antidote needed by the strategy of 2) cannot be reduced by more than
a constant factor.
Valler et al. [78] examined the epidemic threshold3 for a mobile ad-hoc network in a
2D field. They showed that if the connections between devices are defined by a sequence
of matrices A1, . . . AT , then no epidemic outbreak occurs for λS < 1, where λS is the
first eigenvalue of ΠTi=1(1 − δ)I + βAi, with high probability. Here β and δ are the
virus transmission probability and the virus death probability, respectively. They also
approximated the epidemic threshold for different mobility models in a predefined 2D
area.
Hatchett et al. [51] tested a hypothesis that the early activation of multiple interven-
tions could be associated with reduced disease transmission. The authors used detailed
timing records for about 19 classes of non-pharmaceutical interventions of 17 U.S. cities
during the pandemic of the Spanish flu in 1918 for this purpose. These interventions,
amongst others, included: 1.) making Influenza a notifiable disease, 2.) isolation policies,
3.) school closures, 4.) bans on public gatherings, and 5.) community-wide business
closures.
Intuitively, the early implementation of aggressive interventions was significantly as-
sociated with a lower peak of excess mortality. Especially early closures of schools,
churches, theaters and the ban on public gatherings had a significantly positive impact.
However, the obtained data also suggests that the viral spread may be renewed upon
relaxation of such measures in the current or even the subsequent waves. To be more
specific, the authors found a statistically significant inverse correlation of the height of
the first and second peak. Consequently, cities with lower peaks during the first wave
were at greater risk of being impacted by a large second wave. Additionally, cities with
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lower peak mortality rates during the first wave showed a tendency of experiencing a
second wave after a shorter time.
In short, the data suggests that cities applying the most effective interventions for a
longer time were not affected by subsequent waves and suffered a significantly lower
peak of excess mortality. On the other hand, applying interventions only for a short
time resulted in a lower peak of excess mortality for a short time whilst provoking a
higher peak of excess mortality in the second wave.
The mitigation of an influenza pandemic on a national scope is the main focus of
Ferguson et al. [41]. They examined the effect of different interventions, including
national and international travel restrictions, within the U.S. and Great Britain on
an influenza pandemic via simulations. Their individual-based model was created
using high-resolution density data (landscan global population data provided by the
Oakridge National Laboratory), data on travel patterns, and seeding of infection via
international travel. However, national air travel was explicitly modeled for the United
States only and a great deal of their parameters were adjusted according to (more or
less good) estimations or assumptions. For example, 30% of the epidemic transmissions
occur within the household and 70% outside, whereas the authors assume that 33%
of the outside transmissions occur in the general community and 37% in schools and
workplaces. Another example is that 50% of the infected cases are assumed to be
ill enough to be classified as clinical cases. Finally, the system was calibrated using
serological data of the Spanish flu of 1918.
The authors made one major assumption with respect to the epidemic: it must be
imported via an international flight. Therefore, estimations of the expected number
of infected individuals arriving in the corresponding nation on a daily basis were used
for the seeding process. Consequently, the epidemic could only spread within the
corresponding nation if and only if at least one infected individual was granted access
to said nation.
Since both countries have a significantly different size, the spreading patterns were
different as well. The infection did not seem to follow a strict pattern in Great Britain.
However, a pattern emerged in the case of the U.S. There the epidemic first focused on
the area around the seed infections, followed by an almost homogeneously distribution
across the rest of the country. As a direct consequence of the seeding process, the
reduction of inbound travelers could only delay the spread of the epidemic but was
not able to stop it. Even a 99.9% reduction of inbound travelers could only delay the
epidemic for at most 6 weeks.
Additionally, the data suggests that treatment and isolation on an individual basis may
help significantly only if these actions are performed rapidly, while school or workplace
closures always reduced the peak of attack rates substantially. On the other hand,
socially targeted prophylaxis targeting classmates or close work colleagues showed a
great impact. In terms of vaccination, the authors found that a staged vaccination
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program was most promising if children were vaccinated first, while stockpiling vaccines
had a substantial impact only if a very high amount was available (for at least 20% of
the population).
Longini et al. [62] examine antiviral prophylaxis in the rural southeast Asia. They
consider two strategies: 1.) targeted antiviral prophylaxis (TAP), meaning that identified
index cases (first symptomatic illness cases in a mixing group) are treated and only
close contacts (e.g., households and neighborhood clusters) to these index cases are
offered a prophylaxis, and 2.) geographically targeted antiviral prophylaxis (GTAP),
meaning a specific percentage of the population in the entire locality of the index case,
varied in a sensitivity analysis, are given one course of antiviral medicine (the authors
used efficacy estimates of Oseltamivir).
The model in use represents a population of 500,000 persons in 36 geographic localities
across 5,625 km2. Initial data with respect to the age and household size distributions
of the population is based on the Thai 2000 census. The social study of the Nang Rong
District in rural Thailand is used to determine mixing group sizes and distributions.
Social interactions, and therefore the spread of the epidemic, are modeled by contact
group mixing. Close contact groups include households, preschool groups and workplaces,
for example, whereas casual contact groups consist of markets, temples, and a hospital.
Each individual may mix in its household or within clusters of households. Additionally,
children may mix in (different) schools, and regular adults in their workplaces. The
authors used a system calibration with parameters in between the ones observed in the
Asian Influenza during 1957 and the Hong Kong flu of 1968, targeting for an overall
illness attack rate of 33% (similar to the one observed during the Hong Kong flu).
The results indicate that targeted antiviral prophylaxis, if applied fast enough, is highly
effective for lower basic reproduction numbers7 (R0 ≤ 1.4), whereas higher values of the
basic reproduction number make the combination with quarantines or pre-vaccination
necessary, for example. On the other hand, not much of a difference could be found
between the two strategies (TAP and GTAP) themselves. The real differences were due
to the combination of TAP and other countermeasure approaches.
Del Valle et al. [77] present a method to estimate transmission matrices based on
a synthetic population. The authors generate and simulate a synthetic population
of Portland and analyze the resulting social network with special interest in mixing
patterns as a case study. Census data was used to generate a synthetic population with
the correct demographics (e.g., age distribution or population density). The city itself
was divided into 181,230 locations (e.g., households or workplaces). For each household
within the synthetic population an appropriate activity pattern was selected according
to the surveys. Such a pattern specifies the type of activity performed by each individual
in a household including the location of said activity. The authors defined nine different
types of activities: home, work, shopping, visiting, social recreation, passenger server,
7The basic reproduction number defines the amount of cases in an otherwise fully susceptible
population that one case generates on average over the course of its infectious period.
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school, college, and other. Business locations were included according to official business
directory data and activity schedules were generated based on the National Household
Transportation Survey data.
However, individuals at the same location are not necessarily participating in the same
activity or are even close enough to spread an infection. Therefore, each location was
further subdivided into smaller units called rooms. The various activities then take
place in these rooms and the disease can only be spread within the same room.
The results indicate two main blocks of mixing: 1.) young individuals, meaning
individuals of an age less than 20 years, and 2.) adults, meaning individuals at least
20 years of age. However, children showed a weak coupling between themselves and
middle-aged adults, which is most likely due to parenthood and school attendances.
Consequently, school children turn out to be more susceptible than the rest of the
population.
2.2 Different Types of Simulations
In addition to the papers described above, different approaches were presented focusing
on how to model the spread of epidemics and the ability to simulate more efficiently.
Two of the most popular directions are the so-called agent-based (also called individual-
based) and structured meta-population-based approach, respectively (cf. [3, 56], for
example). Both approaches have their advantages and weaknesses. The main idea
of the meta-population-based approach is to model entire regions, e.g., georeferenced
census areas around airport hubs [10], and connect them by a mobility network. Then
the spread of an epidemic is analyzed within these regions by using the well-known
mean field theory. The agent-based approach models individuals with agents in order
to simulate their behavior. In this context, the agents may be defined very precisely,
including, e.g., race, gender, educational level, etc. [60, 61], and thus provide a huge
amount of detailed data conditioned on the agents’ setting. Furthermore, this kind
of model is also able to integrate different locations like schools, theaters, and so on.
Thus, an agent may or may not be infected depending on his own choices and the
ones made by agents in his vicinity. The main issue of the agent-based approach is
the huge amount of computational capacity that is required to simulate large cities,
continents or even the world itself [3]. This limitation can be attenuated by reducing
the number of agents, which then entails a decreasing accuracy of the simulation. In the
meta-population approach the simulation costs are lower, but one does have to sacrifice
accuracy and some kind of noncollectable data to achieve this.
To combine the advantages of both systems, hybrid environments were implemented (e.g.,
[16]). The main idea of such systems is to use an agent-based approach at the beginning
of the simulation up to some point where a suitable amount of agents is infected. Then
the system switches to a meta-population-based approach. Certainly, such a system
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combines the high accuracy of the agent-based simulations at the beginning of the
procedure with the faster simulation speed of the meta-population-based approach
at stages in which both systems may provide similar predictions. In [16] the authors
defined the situation to switch between both approaches (in both directions) by a
threshold T describing a specific amount of infected agents. They compared average
epidemic trajectories produced by both approaches and determined which threshold
value (if any) results in equivalent average trajectories. For certain epidemics, especially
unknown ones, this adjustment may be difficult or even not feasible at all.
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3 Our Contribution
Our results contribute to almost all of the fields we referred to in Chapter 2 in at least
one way. In the following we describe these results briefly.
In Section 5.1 we consider a modification of the Random Phone-Call model on random
power law graphs with n nodes. Our graphs are chosen uniformly at random from the
space of all (simple) graphs with power law degree distribution, where the smallest
degree is δ ≥ γ(log log n)2 with γ being a constant. In each round, every node is
allowed to call on ρ different neighbors chosen uniformly at random, and to establish
communication channels to these nodes. The channels can be used for bi-directional
communication, i.e., each node is allowed to send messages over the channels incident
to it. At the end of each round, the channels are closed.
We show that there is an algorithm in this communication model that completes
broadcasting in time O(log n) by using O(n log log n) many transmissions of the message
with high probability. That is, by allowing each node to call on a constant number
of different neighbors instead of one, the average number of message transmissions
decreases significantly compared to the Random Phone-Call model (cf. [34]). In the
case of random power law graphs our result matches the bounds found in [13] for
hypercubes and random graphs, but our algorithm is not as efficient as the ones (using
more complex methods and/or assumptions) presented in [14, 9], for example.
In Section 5.2 we show that an infection disseminated by a malicious dissemination
process V does not infect more than a o(1)-fraction of a network with power law
degree distribution with high probability before it is eliminated by a counteracting
dissemination process Φ under the assumption of a constant delay d and a minimum
degree of Ω(log log n), where n denotes the amount of overall nodes in the network.
Hereby, V spreads over a constant amount of randomly chosen edges for each infected
node, whereas Φ performs its actions for each infected node independently after some
delay of d rounds. W.l.o.g. let v be such a node and let i be the round Φ is activated
on v. Then v is immunized and notifies all its neighbors about V in round i, i.e., in the
same round. Consequently, all of v’s yet uninformed neighbors become immunized as
well. However, all v’s already infected neighbors remain infected. Our result implies
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that an unbounded but relatively small degree is sufficient to prevent almost the entire
population of getting infected in this model.
Secondly, in the case where the minimum degree is limited by a constant, we show
that a more complex counteracting process called Λ eliminates a malicious piece of
information spread by V. Similarly to process Φ, Λ is activated on an infected node
after a constant delay d. Then each newly activated node forms a new notification
tree with root node v. In short, a notification tree is a tree-like structure, starting
with the root node, representing a “who-notified-whom-relationship” of the contained
nodes. The maximum path length of each notification tree from its root to its leaves
is limited by β
⌈
log2(degv)
⌉
, where degv denotes the degree of the root node v and
β ∈ Θ(1). We show that process V does not infect more than o(n) many nodes while
being counteracted by Λ with high probability. This can be interpreted as follows.
Due to the social structure, messages from individuals with significant influence are
treated with a high priority. Hence, they initiate a tree structure in which each level
represents the number of hops a message traverses from the source of the message to
the corresponding nodes.
The main idea behind our models is similar to the one of [45] and [76], especially the part
considering the spread of awareness. However, we explicitly consider social network-like
graphs with power law degree distribution instead of a fully mixed model (mean field
analysis) or a common-node-analysis, i.e., an analysis of the situation an average node
(with common properties like the average degree, for example) would face.
In Section 6.1 we consider an epidemic process operating in a dynamically changing
environment. This environment represents an urban topology inhabited by n mobile
susceptible individuals. Further, we integrate the results of [39] and assume that in
each round every individual chooses a location independently at random according to
a power law distribution. This is the first analytical result on an epidemic process
in a dynamic scenario where the impact of the power law distribution describing the
attractiveness of the locations is considered. We combine the standard SIR-model (cf.
Section 2.1.2.2) with the following two different society models:
1. the regular model (REG), where the behavior of the susceptible entities is not
influenced by an epidemic outbreak in any way, and
2. the restricted model (REST ), where an epidemic outbreak does influence the
behavioral pattern of each susceptible entity.
Using these models we obtain two main results.
First, we show that a polynomial fraction of the individuals in the regular society
model remains uninfected even if they are allowed to transmit the infection for o(log n)
many rounds. That is, it is very unlikely for a (deadly) epidemic to wipe out the
entire population. This holds due to the decreasing number of survivors and infected
individuals over time. That is, the remaining population size is decreasing over time
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while the available space for each individual is increasing. Consequently, the probability
for a healthy individual to avoid the infected ones increases over time.
Secondly, we show that only a polylogarithmic amount of individuals in the restricted
society model will be infected until the epidemic process is stopped. This is achieved
within O((log log n)4) rounds with probability 1− o(1). Here the individuals are allowed
to transmit the infection only for a constant number of rounds. Additionally, the power
law exponent describing the attractiveness of all target places increases up to a large
constant.
In Section 6.2 we analyze the model of Section 6.1 on a large scale using simulations.
We show that the accuracy of the obtained results heavily depends on the number of
agents in use and conjecture that this is a problem in general. Note that, depending on
the epidemic, different calibrations may lead to different results or may not be feasible
at all.
The second main result of this section is that one can approximate the effect of some non-
pharmaceutical countermeasures, which are usually adopted if an epidemic outbreak
occurs, by setting the parameters properly. This observation is supported by the
empirical study of [64]. Interestingly, the right choices of parameters in our experiments
seem to be in line with previous observations in the real world (e.g., the right power
law exponent seems to be in the range of 2.6-2.9, cf. [39]). To analyze the effect of the
countermeasures mentioned above, we integrate the corresponding mechanisms on a
smaller scale, and subsequently verify their impact on a larger scale too.
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4 Preliminary Remarks and
Basic Definitions
In this section we provide some commonly used notation, principles, and methods
needed for the upcoming analyses. References are given for all statements that are not
proven here.
We start with the Configuration Model, which is heavily used in the upcoming analyses.
This model basically enables us to create a random graph with respect to a given degree
distribution. The Principle of Deferred Decision extends this feature by letting the
random graph evolve during the formal analysis.
Definition 4.1 (Configuration Model). Let G = (V,E), with V = {v1, ..., vn}, be a
random graph with a given degree distribution deg = {degv1 , ..., degvn}, where the degree
of a node v is denoted by degv. Further, each node v ∈ V provides exactly degv many
stubs. Edges are continuously created in so-called rounds by connecting two stubs in
the following manner. We start with an empty graph, i.e., with E = ∅. A new edge
is created by choosing two stubs (i.e., the connectors of the two nodes incident to the
corresponding edge) uniformly at random from all yet free ones. Hereby we say that a
stub of a node v is free if said stub was not chosen before (i.e., it is not connected to an
already existing edge). The above procedure is repeated until all edges are created.
More formally, one can define the procedure as follows. Let Ei be the set of edges
present in round i. Further, let the stubs of a node u that were already chosen up to
the corresponding point in time in round i be defined as |Γi(u)|. Then, in each round
i ≥ 0, a new edge e = {v, w} is added to Ei by choosing the endpoints v, w of e with
probability proportional to degv −|Γi(v)|
2m−∑∀v∈V |Γi(v)| and degw −|Γi(w)|2m−∑∀v∈V |Γi(v)| , respectively. Further, it
holds that the amount of edges is given by m = 1/2
∑
∀v∈V degv. Consequently, the graph
is completely constructed after exactly m rounds.
In the context of this thesis the following principle is used with respect to random
graphs only. Therefore, the definition is tailored to the use case of a random graph.
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Definition 4.2 (Principle of Deferred Decision). Let G = (V,E) be a graph whose
edges are created by an arbitrary random process P . Then, instead of fixing the entire
graph in advance, we let the random choices of P unfold during the analysis.
The next two lemmas state two standard Chernoff bounds, one lower and one upper
bound. The definition and corresponding proof can be found in [65].
Lemma 4.1 (Chernoff Bounds - Upper Bound). Let X1, X2, ..., Xn be independent
Poisson trials such that, for 1 ≤ i ≤ n, Pr[Xi = 1] = pi, where 0 < pi < 1. Then, for
X =
∑n
i=1Xi, µ = E[X] =
∑n
i=1 pi, and any δ > 0,
Pr[X > (1 + δ)µ] <
[
eδ
(1 + δ)(1+δ)
]µ
.
Lemma 4.2 (Chernoff Bounds - Lower Bound). Let X1, X2, ..., Xn be independent
Poisson trials such that, for 1 ≤ i ≤ n, Pr[Xi = 1] = pi, where 0 < pi < 1. Then, for
X =
∑n
i=1Xi, µ = E[X] =
∑n
i=1 pi, and any 0 < δ ≤ 1,
Pr[X < (1− δ)µ] < e−µδ2/2.
Occasionally, we make use of the following slightly different formulation.
Lemma 4.3. Let X =
∑n
i=1Xi where X1, ..., Xn are independent Bernoulli random
variables and let be 0 <  < 1. If 0 < µ ≤ E[X], then it holds
Pr(X ≤ (1− )µ) ≤ e− 
2
2
·µ and Pr(X ≥ (1 + )µ) ≤ e− 
2
3
·µ.
Although Chernoff Bounds are an important and mighty tool, they are often inferior
to Martingale techniques whenever the independence of the random events is not
guaranteed. We often use the Vertex Exposure Martingale combined with the Azuma
Hoeffding Inequality in such a case.
Definition 4.3 (Vertex Exposure Martingale). Let G be a random graph with vertex
set V = {1, ..., n} and let f be any real valued function defined over the space of
all graphs. Let Ei be the subgraph of G induced by the first i vertices. Further, let
Yi = E[f(G) | E1, ..., Ei], for 1 ≤ i ≤ n, and Y0 = E[f(G)]. Then the sequence Y0, ..., Yn
forms a martingale.
The proof of the following lemma can be found in [65].
Lemma 4.4 (Azuma (Hoeffding) Inequality). Let X0, X1, ... be a martingale sequence
such that for each k, |Xk −Xk−1| ≤ ck, where ck may depend on k. Then, for all t ≥ 0
and any λ > 0,
Pr[|Xt −X0| ≥ λ] ≤ 2 exp
(
− λ
2
2
∑t
k=1 c
2
k
)
.
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The following Lemma states a basic insight with respect to a set of (not necessarily
independent) random events.
Lemma 4.5 (Union Bound). Let A1, ..., An be an arbitrary countable set of events.
Then it holds that
Pr
(
n⋃
i=1
Ai
)
≤
n∑
i=1
Pr(Ai).
Proof. Using an inductive argument, the claim follows directly from the two following
facts:
Pr
(
n⋃
i=1
Ai
)
= Pr
(
n−1⋃
i=1
Ai
)
+ Pr(An)− Pr
(
n−1⋃
i=1
(Ai ∩ An)
)
and
Pr
(
n−1⋃
i=1
(Ai ∩ An)
)
≥ 0.
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5 The Static Case
Throughout this chapter we focus on information dissemination in non-dynamic networks.
By definition, these networks do not evolve over time. However, we slightly relax this
constraint by including networks that are subject to only minor changes over time.
Consequently, the variety of considerable networks increases drastically and more
interesting scenarios and use cases emerge. In the following we first present some
examples of the aforementioned networks. Afterwards, we give a short outline of the
upcoming sections of this chapter.
To present some examples of networks that fit in the context of this chapter, we follow
the same approach that we used in Chapter 2. That is, we categorize said examples
into:
• Technical Context, and
• Social Context.
We begin with the technical context. Recall, said context primarily covers all types of
networks and (relevant) methods from a technological point of view. Since the main
interest of this chapter is to examine information dissemination protocols and processes
in (mostly) static networks, almost all hard wired networks such as telecommunication
networks and the Internet belong here. However, if we consider fixed access points/an-
tennas only, then also wireless networks are of interest to us. Due to their nature, such
networks mostly do not change that much over time. A significant change on a daily
basis would imply huge expenses. We therefore assume that the change experienced by
all of the considered networks is very limited over large time intervals.
The second kind of networks that we are interested in are the ones incorporating a
social component. Such networks often experience some kind of change over time.
Acquaintance-based networks such as Facebook or Twitter are natural examples. How-
ever, since we do not consider dynamic networks in this chapter, we assume that these
networks are subject to only a negligible change over a large period of time. For instance,
in Twitter or Facebook one can often observe slight (local) changes only within each
interval of time (e.g., a work day). This implies that the changes on a daily basis
become more subtle as soon as a participant achieves a certain amount of contacts.
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A similar property holds with respect to the contacts in our phone book, for instance.
Even if we add or remove contacts, the overall change will be negligible provided our
contact list is already large enough. This is especially interesting in the context of
epidemics. Acquaintance-based networks are of great importance here, since they can be
used to model real-world (regular) contacts and to analyze their implications. Consider
a group of persons who meet together on a regular basis on the football field in order
to compete. Clearly, such habits may be exploited by an epidemic. On the other hand,
also countermeasures may benefit from an acquaintance-based network. In order to
see this, consider an ordinary family with one child attending the kindergarten. Let us
suppose that there is an epidemic outbreak (like the chicken pox, for example) in said
kindergarten. Most likely the child’s parents will be worried enough to spread the news
about the outbreak, and therefore a warning thereof, by phone. This simple example
highlights the importance of acquaintance-based networks.
The rest of this chapter is structured as follows. In Section 5.1 we consider the spread
of a piece of information in a static network with power law degree distribution. We
propose a distributed broadcasting protocol and show that the propagation speed is not
worse than the one achieved in d-regular graphs. This implies that the nodes with large
degree in such a network, which are a minority, do not automatically absorb the majority
of all message transmissions, thus leaving the rest of the nodes compulsorily without
a chance. On the contrary, our results indicate that these nodes act as information
sources that uninformed nodes (with low degree) can communicate with to speed up
the dissemination.
In Section 5.2 then we examine different types of counteracting dissemination processes
to neutralize a malicious rumor in the same type of network as before. Depending on
the network’s properties, one of two different counteracting dissemination processes is
used to counteract the malicious one. We observe that simple counteracting strategies
can be very powerful, given the average degree of the graph is large enough. For graphs
with only a (very low) constant average degree, on the other hand, far more complicated
strategies are needed. This is surprising, since it implies that a counteracting strategy
focusing on the hubs only may not be the best or the fastest solution.
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5.1 Propagation Speed in Static Power Law Graphs
The main purpose of this section is to estimate the propagation speed of a piece
of information M in a static network with n nodes of the type we introduced in
the preamble of this chapter. We model the communication within these types of
networks using a simple modification of the Random Phone-Call model. Our graphs
are chosen uniformly at random from the space of all graphs with power law degree
distribution, where the smallest degree is in Θ((log log n)2). Formally, if γ(log log n)2
denotes the smallest degree, with γ being a constant, then the fraction of nodes with
degree deg > γ(log log n)2 is proportional to (deg−γ(log log n)2)−α, where α > 3 is the
so-called power law exponent. Additionally, we assume that the largest degree in the
network is n1/α + γ(log log n)2. That is, every node that is originally assigned some
degree larger than n1/α + γ(log log n)2 (according to the distribution above) will have
degree n1/α + γ(log log n)2.
Each node in the graph executes a specific dissemination protocol in a synchronous
time model. However, only nodes connected by an edge may communicate with each
other. To be more specific, every node calls on ρ different neighbors chosen uniformly
at random, and establishes communication channels to these nodes. These channels
then can be used for bi-directional communication, i.e., each node is allowed to send
messages over the channels incident to it. At the end of each round, the channels are
closed. Note that this procedure is similar to the one presented in [12, 38].
In the following we present an algorithm in this communication model that broadcasts
a message M to all n nodes in time O(log n) by using O(n log log n) many transmissions
with high probability.
5.1.1 Theoretical Model and Algorithmic Framework
The outline of this section is the following. First, we describe our model in more detail
and give some basic definitions. Then, we state some properties entailed by said model.
Finally, we introduce our dissemination/broadcasting algorithm.
The Network We model the network used by the message dissemination process as
an undirected random graph G = (V,E) with n nodes and m edges. The degrees of the
nodes are distributed according to a power law. To be more specific, let degv denote
the degree of a node v ∈ V . Then v has degree degv > γ(log log n)2, where γ is some
large constant, with probability proportional to (degv−γ(log log n)2)−α. Hereby the
constant α > 3 is the so-called power law exponent. In the case that a node is originally
assigned some degree deg > n1/α + γ(log log n)2 according to the distribution above,
the degree of this node is set to n1/α + γ(log log n)2. By the above arguments it follows
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that m = 1/2
∑
∀v∈V degv = Θ(n · δ), where δ ∈ Θ((log log n)2) denotes the minimum
degree in G.
Edges in G are randomly created according to the Configuration Model (cf. Definition
4.1) and the Principle of Deferred Decision (cf. Definition 4.2). Note that the application
of the Configuration Model may generate self-loops, disconnected components, and
multiple edges. However, since δ ∈ Θ((log log n)2) and α > 3, G will be connected
with high probability with at most a negligible amount of self loops and multiple edges.
Additionally, all nodes have access to a global clock and work synchronously. Further,
we assume that every node knows n.
The nodes represent entities executing the broadcasting algorithm described below. To
keep track of the dissemination of each message M , we need some auxiliary constructs.
According to their state of knowledge, we distinguish between two sets of nodes:
• UM (uninformed/susceptible), meaning the set of nodes that do not know M yet,
and
• IM (informed/infected), meaning the set of nodes that already received message
M .
The corresponding sets in a specific round i are denoted by UM (i) and IM (i), respectively.
Let I+M(i) := IM(i) \ IM(i − 1) be the set of nodes that became informed in round
i− 1 for the first time. Let Gj be the set (also called group) containing all nodes with
degree 2jδ up to 2j+1δ − 1 and let |Gj| denote the size of Gj. Further, let IM,Gk(i)
be the set of informed nodes in Gk in round i with respect to M and let UM,Gk(i) be
the corresponding set of uninformed nodes. Let Γ(v) := {u ∈ V | {v, u} ∈ E} be v’s
neighborhood. Then UM,l(i) := {v ∈ UM(i) | |Γ(v) ∩ UM(i)| ≥ l} denotes the set of
uninformed nodes with at least l neighbors in UM(i). Since our analysis focuses on one
specific message, we will omit the index M in the upcoming proofs. If it is clear from
the context, we simply use U and I, respectively.
The Broadcasting Algorithm Each node in the network represents an entity execut-
ing a communication protocol with respect to currently available data/messages on
this network. In the following we present the communication model used by the nodes.
Our algorithm is based on the Random Phone-Call model introduced by Karp et al.
[59]. In the Random Phone-Call model, in every round each node calls on a neighbor
chosen uniformly at random, and opens a communication channel to this node. These
channels then can be used for bidirectional communication in the corresponding round.
We distinguish between two types of transmissions depending on the direction of the
communication: 1.) push, and 2.) pull.
Let node v ∈ V be the calling node and w ∈ V the callee one. Then v actively sends
a message by itself to w in the case of a push transmission. In contrast, v actively
requests a (so far unknown) message from w in the case of a pull transmission. Node w
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responds, if possible, by sending a message back to v. In other words, the calling node
is the sending one in a push transmission and the receiver in a pull transmission.
We slightly modify this procedure for our protocol (Algorithm 5.1). In each round
every node v ∈ V calls on ρ different neighbors {w1, ..., wρ} instead of one. Then v
establishes a communication channel to each of these nodes. As soon as a channel is
established between a pair of nodes, both of them are allowed to send data over this
channel. Hereby, we differentiate between vital messages, meaning actual push or pull
transmissions with respect to genuine data, and auxiliary messages, meaning messages
needed to establish, maintain, and close communication channels (such as messages
during the handshake phase, for example). Further, we assume that the message size is
unbounded.
In order to estimate the cost of our broadcasting algorithm, communication transmissions
are counted. However, only vital messages are considered for the communication
overhead. In other words, transmissions needed to establish, maintain, or close a
communication channel are not considered as a part of the total number of message
transmissions. This is motivated by the following reason. Suppose we operate a large
network where all nodes frequently generate new data (i.e., messages to be transmitted).
To disseminate this newly generated data to each individual node in the network,
communication channels need to be created anyway. Therefore, the costs induced by
communication channels amortize with respect to the cost of transmitting messages
[59].
Our algorithm is distributed, i.e., the nodes use only local knowledge to make the
decision whether or not to send a message over an open channel. This local knowledge
might be the age and number of broadcasted messages so far, the times at which earlier
messages arrived, or the node’s identifier, for example. Our algorithm is a so-called
address-oblivious algorithm. An algorithm is called address-oblivious if the decisions
of each node v do not depend on the IDs of the nodes that v was connected to in any
previous round via an open channel. In other words, nodes are not allowed to remember
or keep track of the nodes they have already communicated with in the past (cf. [59]).
Table 5.1 states some procedures that any node v ∈ V may perform in a single round.
Clearly, our goal is to broadcast a (vital) message M . In order to reduce the amount of
vital messages, each node combines all its currently stored data and transmits it in one
message only. Further, we assume that each transmitted message contains a timestamp
M.t indicating its payload’s (data) original creation time, i.e., the round M was originally
created in. In the case that a message M contains multiple payloads {M1, ...,Mk}, we
assume that it also provides the set of the corresponding timestamps {M.t1, ...,M.tk}.
If not stated otherwise, we use the terms message and (the corresponding) payload
synonymously.
Our broadcasting algorithm is executed individually for each message at each node
in the network at any given round. Let v be a node that receives message M for the
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Procedures
open v chooses ρ different neighbors {w1, ..., wρ} ∈ Γ(v) uniformly at ran-
dom and establishes outgoing communication channels to them. Addi-
tionally, v establishes incoming communication channels to all nodes
{w1, ..., wj} ∈ Γ(v) that call on v.
push(M) v sends message M over all outgoing channels.
pull(M) v sends message M over all incoming channels.
receive v receives and stores all incoming messages over all open channels.
close v closes all open channels.
Table 5.1: General procedures that any node v ∈ V may perform in a single round.
first time in round i. Then v calculates i −M.t to determine M ’s age and executes
the corresponding step of Algorithm 5.1. The same holds true for all messages already
stored by v. Recall that each node always combines all payloads that are scheduled to
be transmitted via push (pull) and forwards the result over all open outgoing (incoming)
channels as one message only. In the following we state the algorithm w.l.o.g. for one
fixed message M . Further, we assume that the message is created in round 0. Note
that β is a suitable large constant.
Algorithm 5.1 (i : age of M , v : node executing the algorithm)
1 open
2 i f i ≤ dβ log ne then {Phase 1}
3 i f the message was c rea ted by v in round i or r e c e i v e d by v
f o r the f i r s t time in the prev ious round , then push (M ) over
a l l (ρ) outgoing channe l s
4 i f dβ log ne+ 1 ≤ i ≤ dβ(log n+ log log n)e then {Phase 2}
5 i f v i s informed ( knows M ) , then push (M ) over a l l (ρ)
outgoing channe l s
6 i f dβ(log n+ log log n) + 1e ≤ i ≤ dβ log n+ 2β log logne then {Phase 3}
7 i f v i s uninformed , then p u l l (M ) over a l l incoming channe l s
8 receive
9 close
Figure 5.1: Each node v ∈ V executes the above algorithm for each message M individually.
The age i of a message M is obtained by subtracting the round M.t in which M was originally
created in from the current round j, i.e., i = j −M.t.
Algorithm 5.1 consists of three different phases of specific durations. In the first phase
each previously informed node v transmits message M via a push transmission exactly
ρ times in a single round for one round only. Note that a node v executing Phase 1 may
become informed by another node w via a push transmission or by creating the message
M itself. The goal in Phase 1 is to rapidly disseminate M while keeping the costs low.
Clearly, this can be achieved whenever the majority of the network is still unaware
of M . We show that Θ(n) many nodes will be informed in no more than O(log n)
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many rounds causing at most O(n) many messages in total (Lemma 5.4). During the
second phase then, all previously informed nodes perform push transmissions over all
ρ outgoing channels. That is, every informed node is actively disseminating M . In
Phase 2 the amount of uninformed nodes shrinks to n/logΘ(1) n (Lemma 5.5). Recall
that the sender actively calls and transmits M to the receiver in the case of a push
transmission. Consequently, at the end of Phase 2, an uninformed node has a higher
chance to obtain M by a pull transmission than by a push transmission. Phase 3 copes
with this situation.
5.1.1.1 The Network Structure
The following three lemmas state some basic properties of the network.
Let Gj be the set (also called group) containing all nodes with degree 2
jδ up to 2j+1δ−1
and let degGj be the highest degree of group Gj . Further, let |Gj| denote the size of Gj .
We begin by examining the properties of such a grouping. Due to the power law degree
distribution, the amount of nodes within each group is naturally upper bounded.
Lemma 5.1. The amount of nodes within group j, for all j ≥ 1, is upper bounded by
|Gj| = O
(
n
((2j − 1)δ − 1)α−1 + log n
)
,
with high probability.
Proof. The expected group size for Gj is given by
cn ·
2j+1δ−1∑
i=2jδ
1
(i− δ)α ≤ cn ·
(2j+1−1)δ−1∑
i=(2j−1)δ
1
iα
= O
(
n
((2j − 1)δ − 1)α−1
)
,
where c is a normalizing constant and n/((2j−1)δ−1)α−1 ≥ log n. Standard Chernoff bounds
(cf. Lemma 4.2) imply the lemma.
Lemma 5.1 implies that the amount of low degree nodes dominates the amount of high
degree nodes.
Lemma 5.2. The amount of nodes with degree smaller than 2δ is n(1 − o(1)), with
high probability.
Proof. The expected amount of nodes with degree at least 2δ is bounded by
cn ·
∞∑
i=21δ
1
(i− δ)α = cn ·
∞∑
i=δ
1
iα
= Θ
( n
δα−1
)
,
where c is a normalizing constant. Since δ ∈ Θ((log log n)2) and n
δα−1 ∈ ω(log n), the
claim follows by applying standard Chernoff bounds (cf. Lemma 4.2).
37
Chapter 5 5.1. Propagation Speed in Static Power Law Graphs
The previous lemma implies that the vast majority of all nodes is contained in the first
group, i.e., in the group with degree between δ and 2δ − 1. Consequently, most nodes
have degree Θ(δ). Now we state a lemma which gives us an estimation on the average
node degree of all nodes with degree at least 2δ.
Lemma 5.3. The average node degree among the nodes with degree at least 2δ is upper
bounded by O(δ), with high probability.
Proof. Let Glog be the set of groups of at least logarithmic size and degree at least 2δ
and let Glog be the set of groups of less than logarithmic size and degree at least 2δ.
More formally:
Glog :=
{
Gi | |Gi| ≥ log n, 1 ≤ i ≤ log
(
(n1/α+δ)/δ
)}
Glog :=
{
Gi | |Gi| < log n, 1 ≤ i ≤ log
(
(n1/α+δ)/δ
)}
Note that Glog and Glog only include nodes of groups up to a degree of n
1/α + δ. Let
further Gˆ be the group of nodes which would have been assigned a degree larger than
n1/α + δ. Note that these nodes have degree exactly n1/α + δ due to our model. Due to
the power law degree distribution it holds that
|Gˆ| <
∞∑
i=n1/α+δ
cn
(i− δ)α =
∞∑
i=n1/α
cn
iα
= O(n1/α)
with high probability, where c is a normalizing constant. Further, according to Lemma
5.1, it holds that for any j ≥ 1 : |Gj| = O(n/((2j − 1)δ − 1)α−1 + log n) with high
probability.
Since our grouping implies that we can have no more than logarithmic many groups Gi,
it follows that Glog may contain at most O(log n) many groups of size at most O(log n).
Further, recall that α > 3. Additionally, according to Lemma 5.2, we know that the
amount of nodes X with degree at least 2δ is bounded by c1·n
δα−1 ≥ X ≥ c2·nδα−1 , for some
positive constants c1, c2. It follows that the average node degree for all nodes with
degree at least 2δ is upper bounded by:
δα−1
nc2
 ∑
Gk∈Glog
degGk |Gk|+
∑
Gk∈Glog
degGk |Gk|+O(|Gˆ|n1/α)

≤ δ
α−1
nc2
 ∑
Gk∈Glog
2k+1δ
3α−1 · cn
(2kδ)α−1
+
∑
Gk∈Glog
degGkO(log n) +O(n2/α)

≤ δ
α−1
nc2
3α ∑
Gk∈Glog
2kδ
cn
(2kδ)α−1
+O(log2 n α√n) +O(n2/α)

≤ δ
α−1
nc2
(
O (log2 n α√n+ n2/α)+ 3α · cn
δα−2
∑
1≤k≤logn
(
1
2α−2
)k)
.
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Further, it holds that
∑
1≤k≤logn
(
1
2α−2
)k ≤ ∑
1≤k≤logn
(
1
2
)k ≤ 2 (1− o(1)) ≤ 2. Hence, we
obtain that
δα−1
nc2
 ∑
Gk∈Glog
degGk |Gk|+
∑
Gk∈Glog
degGk |Gk|+O(|Gˆ|n1/α)

≤ δ
α−1
nc2
(
3α+1 · cn
δα−2
+O(log2 n α√n+ n2/α))
)
≤ δ
α−1
nc2
3α+1 · cn
δα−2
(
1 +O
(
log2 n · δα−2
n1−1/α
)
+O
(
δα−2
n1−2/α
))
= O (δ)
with high probability.
So far we stated some basic insights concerning the given network structure. However, in
our analysis we consider the so-called Configuration Model to construct a random graph
with a certain degree distribution [66]. Thus, our results basically depend on random
pairing decisions according to that model. These decisions may lead to a multigraph.
Our goal, however, is to provide an efficient broadcasting algorithm for realistic networks,
which are usually simple. The following theorem states the probability for a graph
generated by the Configuration Model to remain simple [33, Theorem 3.1.2].
Theorem 5.1. Let G be a random graph constructed according to the Configuration
Model and let the degrees be distributed according to a power law distribution with
exponent α > 3. Furthermore, let n denote the size of the graph and let δ be the smallest
degree. Then G is a simple graph with probability 1
eO(δ2)
.
Note that our results hold with high probability, i.e., with probability at least 1− n−c2 ,
for some positive constant c2. On the other hand, a simple graph is constructed by the
Configuration Model with probability at least e−c1δ
2
= n−Θ((log logn)
2/ logn)  n−c2 , for
some positive constant c1. Therefore, we conclude that our algorithm does not fail for a
randomly created simple graph according to the Configuration Model with probability
at least
e−c1δ
2 · (1− o(1)) .
5.1.2 Analysis
In this section we analyze the behavior and properties of the nodes executing Algorithm
5.1 for a specific message M . As we mentioned already, we use the Principle of Deferred
Decision and the Configuration Model in the analysis (cf. Section 4). In the following
we first give a more refined description of our model before presenting the corresponding
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analysis. Note that, for the reader’s convenience, the most important definitions are
listed in Section 5.1.3 in a more condensed form.
Let the set (also called group) Gj contain all nodes with degree 2
jδ up to 2j+1δ − 1,
where j ≥ 0, and let the highest degree of said group be denoted by degGj . Further,
let |Gj| denote the size of Gj. In the following we assume that n1/α + δ can be written
as 2kδ for some k. Further, we assume that the last group, i.e., the group Gk′ with
k′ = log((n1/α+δ)/δ), contains nodes of degree n1/α + δ only. Therefore, we obtain less
than log n different groups in total.
Creating the Network Recall that each node executing Algorithm 5.1 uses ρ neighbors
in each round to call on. Since we use the Principle of Deferred Decision and the
Configuration Model in the analysis, we need to specify a procedure which ensures a
proper pairing. Let s(v) := {sv1, ..., svdegv} be the set of all stubs of a node v ∈ V . Note
that the meaning of the term stub is exactly the same as in the standard Configuration
Model. Further, let s(W ) :=
⋃
v∈W s(v), where W ⊆ V . Let the set sf(v) contain all
free stubs of v, i.e., all stubs that are not already connected (also called paired) to
existing edges at a certain time, while the set sf (v) contains all already connected ones.
Then Sf (G) :=
⋃
∀v∈V sf (v).
W.l.o.g. let v ∈ V be an arbitrary node executing Algorithm 5.1 with respect to an
arbitrary message M . In the first step of the broadcasting algorithm v chooses ρ different
stubs S := {sv1, ..., svρ} ∈ s(v). Then all free stubs among these are paired with their
randomly chosen counterparts of Sf (G) \ S according to the Configuration Model. To
obtain a proper pairing, we divide this current pairing round into ρ sub-rounds. That
is, each stub svj ∈ S is being considered separately in an individual sub-round. In
each sub-round j ≤ ρ we choose a yet unpaired stub svj ∈ S and pair it with some
stub chosen uniformly at random from the set Sf(G) \ S. Afterwards, v executes the
corresponding step, determined by the age of M , of Algorithm 5.1 for all edges incident
to the previously chosen stubs in S.
To generalize the idea let V˜ (i) := {v1, . . . , vk} be the set of nodes allowed to open
communication channels in round i. Then round i is subdivided into ρ · k many sub-
rounds. Similar as before, a node vdj/ρe chooses in each sub-round 1 ≤ j ≤ ρ · k a
stub s′ uniformly at random among its own stubs that were not considered in this
round so far. If s′ is not paired yet, then vdj/ρe pairs s′ with an unpaired stub of Sf (G),
and subsequently executes the corresponding step, determined by the age of M , of
Algorithm 5.1 for this newly created edge. Otherwise, since s′ is already paired, vdj/ρe
simply executes the corresponding step, determined by the age of M , of Algorithm 5.1
for the edge that s′ is incident to. This implies that in every round each node may
generate up to ρ new edges.
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Formal Analysis Finally, we start the analysis at the point where one node generates
message M . The first phase covers the situation where the majority of the nodes are
uninformed. We take advantage of this fact in the proof of the next lemma. In the
following we show that at least Ω(n) many nodes will be informed in no more than
O(log n) many rounds causing at most O(n) many transmissions of M in total. The
resulting situation then is the starting point for Phase 2 of the algorithm.
Lemma 5.4. (Phase 1.) Let M be a newly generated message and let G be a random
network as described in Section 5.1.1. Further, let δ = γ(log log n)2. Then, by using
O(n) many message transmissions, Algorithm 5.1 informs at least n
2
many nodes about
M in at most O(log n) many rounds with high probability.
Proof. The lemma is proven by induction in the following manner. We start with
a source node u generating message M , whose propagation we are going to analyze.
Therefore, node u is considered for the base case. We show that u informs ρ distinct
nodes in U in the very first round with high probability. The induction step on the
other hand is more complex. We show that two major properties hold for each round
i ≥ 0:
1. each node v ∈ I+(i) provides at least |sf (v)| ≥ degv /2 many free stubs, and
2. each node v ∈ I+(i) chooses at least ρ/c′ many distinct nodes in U(i) on average,
where c′ ≤ 3 · (α− 1) · 2α is the constant defined by Equation 5.7.
Hereby choose refers to the pairing process described earlier. Note that only push
transmissions are used during Phase 1 according to Algorithm 5.1. The combination of
the above arguments implies that the lemma follows by setting ρ ≥ max{100, (c′)2}.
Let X ij(v) describe the event that v does not inform a previously uninformed node in
sub-round j of round i. Let v  I(i) indicate the amount of already informed nodes
chosen by v in round i and let v  U(i) indicate the amount of uniformed nodes chosen
by v in round i.
Case i = 0: W.l.o.g. let u be the node generating message M . In the first round u
chooses exactly ρ stubs of the set sf (u) uniformly at random. If our network does not
contain any self-loops or double edges, it follows directly that u will inform ρ different
neighbors. On the other hand, if we consider a network with double edges and self loops,
then we obtain the following statement. For any sub-round j in this round it holds that
Pr
(
X0j (u)
)
<
ρ · √n
n
=
ρ√
n
. (5.1)
Note that the nodes chosen in sub-rounds 1 . . . j − 1 may have a degree of at most
n1/α + δ each. Hence, at most n1/α + δ <
√
n many stubs may be available at these
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nodes. Thus, after the first round (i.e., after the first ρ sub-rounds) the expected amount
of newly informed nodes is bounded by
E [u U(0)]
Eq. 5.1
≥ ρ
(
1− ρ√
n
)
= ρ(1− o(1)). (5.2)
Equation 5.1 implies that u contacts ρ distinct uninformed nodes over all ρ sub-rounds
with probability at least (
1− ρ√
n
)ρ
≥ 1−O
(
1√
n
)
. (5.3)
Thus, by combining Equation 5.2 and 5.3, we conclude that ρ nodes are informed in
the very first round with high probability.
Case i > 0: In the following we perform a case analysis for the induction step. To be
more specific, we distinguish between the case |I+(i)| < log n and |I+(i)| ≥ log n for
each considered i > 0.
Subcase |I+(i)| < log n: In this subcase we focus on already informed individual
nodes rather than properties of already informed sets. First, we show that each informed
node chooses only uninformed nodes with high probability. Using this property we then
obtain that |I+(i+ 1)| ≥ |I+(i)| · ρ/2.
We begin by bounding the probability for a node v′ ∈ U(i) to be chosen multiple
times by at least one node v ∈ I+(i). Due to |I+(i)| < log n, the amount of total
pairings initiated by the nodes in I+(i) is limited by ρ log n. Further, it holds that
|sf(v′)| < 2n1/α, since degv′ ≤ α
√
n + δ. Let vi1, ..., v
i
k ∈ U(i) be a sequence of the
uninformed nodes in round i sorted in descending order by the degree. Note that k < n.
Let the indicator variable xij be equal to 1 if v
i
j is chosen at least twice by the nodes in
I+(i) and 0 otherwise. Further, let X = ∑1≤j≤k xij. Thus, the probability for vi1 to be
chosen multiple times is upper bounded by
Pr
(
xi1
) ≤ (ρ log n
2
)
·
(
n1/α
Θ(nδ)
)2
=
(
O
(
log n
n1−1/αδ
))2
= n−(1+Ω(1)). (5.4)
Note that these events are negatively correlated, since each connection established to
some vij diminishes the amount of connections available for all yet unconsidered nodes
of the sequence. Therefore, Pr(xi1) ≥ Pr(xi2) ≥ ... ≥ Pr(xik). Consequently,
E[X] ≤ n ·
(
O
(
log n
n1−1/αδ
))2
= n−Ω(1),
since 3 < α. Utilizing standard Chernoff bounds (cf. Lemma 4.1), we conclude that
none of the nodes vi1, ..., v
i
k is connected to more than one node in I+(i) with probability
1− n−Ω(1).
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In the following we assume an exponential growth of I up to the current round due to
the induction. In order to compute I+(i+ 1), i.e., the amount of newly informed nodes
by nodes in I+(i), we need the following insight. By considering the unpaired stubs of
an arbitrary node v ∈ I+(i) only, the probability for v to choose another node v′ ∈ I(i)
is upper bounded by
O
(√
n log n
nδ
)
= O
(
log n√
nδ
)
. (5.5)
Further, Equation 5.4 states that none of the nodes in I+(i) was chosen more than once
with high probability. Recall that there can be at most log n many (newly) informed
nodes in round i. Additionally, the probability that no node u ∈ U is chosen multiple
times is at least (1− 1/nΩ(1)). Thus, the amount of uninformed nodes chosen by each
v ∈ I+(i) is lower bounded by
ρ− 1
with probability at least(
1−O
(
log n√
nδ
))ρ
·
(
1− 1
nΩ(1)
)
≥ 1− n−Ω(1).
We obtain the same result for all nodes in I+(i) combined by utilizing the Union Bound
(cf. Lemma 4.5).
Subcase |I+(i)| ≥ log n: In this subcase we consider the behavior of the entire group
I+(i) instead of individual nodes. Similar to the previous subcase, we first estimate the
amount of nodes v ∈ I+(i) that were chosen multiple times in the previous round. The
probability of choosing a node v ∈ I+(i) at least degv /2 many times is upper bounded
by (
ρn
2
degv /2
)
·
(
Θ
(
degv
nδ
))degv
2
=
(
O
( n
nδ
)) δ
2 ≤
(c
δ
) δ
2
= o
(
log−
√
δ n
)
, (5.6)
for some constant c. Let Xj be a random variable with Xj = 1 if the jth node vj
in I+(i) was chosen less than degvj/2 many times and 0 otherwise. Furthermore, let
X =
∑|I+(i)|
j=1 Xj. Then it holds that
E[X]
Eq. 5.6
≥ |I+(i)| ·
(
1− log−
√
δ n
)
= |I+(i)| · (1− o(1)).
Since the random variables Xj are negatively correlated and |I+(i)| ≥ log n, we obtain
the same result with high probability using standard Chernoff bounds (cf. Lemma 4.2)
up to a constant factor of 2/3. Consequently, each remaining node v ∈ I+(i) with
|sf (v)| ≥ degv/2 chooses an already informed node with probability at most 1/2. On the
other hand, v chooses an uninformed node with probability at least 1/(2c), provided v
decided not to pick an already informed one. Here c is a normalizing constant. The
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latter claim follows directly from the power law distribution and the argument that an
arbitrary node of U(i) is chosen with probability at least
nδ/2
cnδ
=
1
2c
,
whenever |U(i)| ≥ n/2.
Thus, we obtain that
E[|I+(i+ 1)|] ≥ |I+(i)| · 2
3
·
(
ρ ·
(
1− 1
2
)
· 1
2c
)
:= µ. (5.7)
Note that we can model the ρ choices of all the nodes within I+(i) by a Vertex Exposure
Martingale X0, X1, ... (cf. Definition 4.3) of length t = |I+(i)|. Further, note that this
Martingale is ρ-Lipschitz, since each node may inform at most ρ many nodes of U(i).
Utilizing the Azuma Inequality (cf. Lemma 4.4), we obtain that |I+(i+ 1)| ≥ c′ · |I+(i)|,
for some constant c′, with probability at least 1 − 1/nΩ(1), since µ = Ω(|I+(i)|),
|I+(i)| ≥ log n, and
Pr[|Xt −X0| ≥ (1− c′)µ] ≤ 2 exp
(
−((1− c
′)µ)2
2ρ2|I+(i)|
)
=
1
nΩ(1)
,
for some arbitrarily small constant c′. Therefore, the lemma follows whenever ρ is large
enough.
At this point we have a substantial amount of informed nodes in the network. We
exploit this property in the proof of the next lemma. It basically states that at least a
constant fraction of the edges of at least a constant fraction of all uninformed nodes
point to already informed ones. More formally,
|{u ∈ U | (|{v ∈ I | v ∈ Γ(u)}|) = Ω(degu)}| = Ω(|U|).
Lemma 5.5. (Phase 2.) Let G be a random network as described in Section 5.1.1
and let δ = γ(log log n)2. Then no more than n
log9+Ω(1) n
uninformed nodes are left
after O(log log n) additional rounds and O(n log log n) message transmissions, with high
probability.
Proof. In the following we consider a random graph constructed by the Configuration
Model (with possible loops and double edges) to show our claim. To be more specific,
we show that for each considered round i at least Ω(δ) many stubs of each node of at
least a constant fraction of U(i) are (randomly) connected to nodes in I(i), with high
probability. Note that the pairing choices in this random graph depend on the pairing
choices of the previous rounds. However, since we only used push-transmissions so far,
the stubs of the uninformed nodes together with the free stubs of the informed nodes
still form a random graph.
44
5.1. Propagation Speed in Static Power Law Graphs Chapter 5
Due to Algorithm 5.1, we know that every informed node has actively used at most
O(log log n) of its stubs during the previous rounds 1, . . . , i− 1. Thus,
|I(i)|−1
∑
v∈I(i)
|sf (v)| = δ −Θ(log log n). (5.8)
Our analysis exploits this property to construct a residual network.
Let I ′(i) := {v ∈ I(i) | degv ≤ 2δ} denote the set of nodes of I(i) with degree at most
2δ. Further, let Su ⊆ sf(u), with |Su| = δ, contain exactly δ randomly chosen stubs
of each corresponding node u ∈ U(i) and let Su = sf (u) \ Su be its complement. Note
that all stubs of each node in U are still free. Therefore, the stubs of I ′(i) together
with the ones of
⋃
u∈U(i) Su form a residual network, i.e., a random graph that we use in
the upcoming analysis (cf. Figure 5.2). Obviously, this network contains Θ(nδ) many
stubs, since the amount of nodes with degree at most 2δ is Θ(n) according to Lemma
5.2. Thus, an unused stub of I ′(i) is paired with a stub in the residual network with
some constant probability p. Recall that at least δ(1− o(1)) many stubs are free for
each node in I(i) on average (cf. Equation 5.8). Further, note that |I(i)| ≥ n/2 ≥ |U(i)|.
It follows that the expected amount of edges between I ′(i) and ⋃u∈U(i) Su within the
residual network is at least
p · |I(i)|
2
·
avg. amount of un-
used stubs per node︷ ︸︸ ︷
(δ −Θ(log log n)) ·
prob. to choose a node in U(i)
within the residual network︷ ︸︸ ︷
|U(i)|δ
2δ|I(i)|+ δ|U(i)|
≥ pδ(1− o(1))
2
|U(i)|
3
=
|U(i)|δ(1− o(1))
c
, (5.9)
where c is a suitable constant. Further, it holds that |I ′(i)| ≥ |I(i)|/2, since n(1− o(1))
many nodes have degree at most 2δ and |I(i)| ≥ n/2.
Inequality 5.9 implies that the expected amount of edges between I ′(i) and the rest of the
residual network is at least |U(i)|δ(1−o(1))
c
. Note that the above procedure can be defined
as a Vertex Exposure Martingale X0, X1, ... (cf. Definition 4.3) with length t = |I ′(i)|.
Due to the construction, the Martingale is 2δ-Lipschitz. Further, |U(i)| ≥ n/logO(1) n and
|I ′(i)| ≤ n. Thus, by applying the Azuma Hoeffding Inequality (cf. Lemma 4.4), it
follows that
Pr[|Xt −X0| ≥ |U(i)|δ/c] ≤ exp
(
− (
|U(i)|δ/c)2
8δ2|I ′(i)|
)
≤ exp (−√n) .
In the following we prove by contradiction that at least |U(i)|
4c
many nodes of U(i) must
have at least δ
4c
many connections to I ′(i) in a random pairing. Therefore, we assume
that less than |U(i)|/4c nodes of U(i) are incident to more than δ/4c edges leading to
nodes of I ′(i). Consequently, more than (|U(i)| − |U(i)|/4c) many nodes of U(i) must be
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Each node has degree
larger than 2δ
I ′(i)
I(i) \ I ′(i)
U(i)
Each node has degree
at most 2δ
δ stubs of each node are considered
for the residual network
Figure 5.2: The above figure depicts the situation of the network G during Phase 2. The
residual network is a subgraph of G formed by the random pairings of s(I ′(i)) ∪⋃u∈U(i) Su,
where I ′(i) := {v ∈ I(i) | degv ≤ 2δ} and Su ⊆ sf (u) with |Su| = δ. It is used to estimate the
amount of edges between I ′ and U during Phase 2 of the broadcasting algorithm (cf. Lemma
5.5).
incident to less than δ/4c of such edges. Recall that |Su| = δ for every u ∈ U(i) in the
residual network. Therefore, the total amount of edges in the residual network between
I ′(i) and U(i) is limited by
|U(i)|δ
4c
+
3|U(i)|
4c
δ
4c
=
|U(i)|δ
4c
+
3|U(i)|δ
16c2
<
|U(i)|δ
2c
,
which is a contradiction to Inequality 5.9. Thus, at least |U(i)|
4c
many nodes of U(i) must
have at least δ
4c
many connections to I ′(i) in a random pairing. In the following we
examine these nodes and their edges leading to nodes in I ′(i).
W.l.o.g. let u ∈ U(i) have m′ ≥ δ
4c
many connections to nodes of I ′(i) and let the set
L ⊂ I ′(i) contain these nodes. In the worst case each connection leads to a different
informed node, i.e., it holds that |L| = m′. It follows that the probability for u not to
be chosen by any informed neighbor in the residual network is at most
q :=
(
1− 1
2δ
) δ
4c
= Θ(1),
since we use only at most 2δ many stubs of each node v ∈ I ′(i) to construct the residual
network.
Thus, the expected amount of nodes in U(i) that are informed by some node of I ′(i)
is at least (1− q) |U(i)|
4c
. Utilizing the Azuma Hoeffding inequality as we did above, we
obtain that at least a constant fraction of the uninformed nodes becomes informed in
round i, with high probability.
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During Phase 1 and Phase 2 only push transmissions were utilized to disseminate M .
This implies that none of the stubs of a yet uninformed node was paired so far. At this
point we are almost ready to prove Theorem 5.2. Before we begin, however, we first
need to prove the following auxiliary lemmas.
Lemma 5.6. Let G be a random network as described in Section 5.1.1 and let s be
the first round right after Phase 2. Further, let δ = γ(log log n)2 and let the number of
uninformed nodes before round s be n
logc n
, where c = 9 + Θ(1). Then it holds that
∀u ∈ U(s) : degu ≤ c′ log n · log log n,
for some positive constant c′ with probability 1− 1/n.
Proof. First note that round s defines the transition point from Phase 2 to Phase
3. Further, note that at least Ω(n) many nodes execute Phase 2 over Θ(log log n)
many rounds due to Algorithm 5.1 and Lemma 5.4. Recall that each informed node
transmits only once over ρ connections in Phase 1 and O(log log n) many times in Phase
2. Therefore, each informed node has paired at most O(log log n) many of its stubs due
to push transmissions initiated by itself. This implies that at most O(n log log n) many
message transmissions occurred in total, which in turn means that the network provides
at least Θ(nδ) many free stubs.
In the following we consider the first group G0 only, i.e., nodes with degree up to 2δ− 1.
Note that there are at least n(1− o(1)) many of these in G (cf. Lemma 5.2). Further,
at least a constant fraction of them become informed in Phase 1, since |I| ≥ n/2 after
Phase 1. It follows that at most ρ · n many stubs are chosen for communication in each
of the rounds in Phase 2 and at most O(n) many in total during Phase 1. Consequently,
the amount of (incoming) connections established by other nodes to a newly informed
node v ∈ G0 during Phase 1 or Phase 2 is limited by c′′
√
log log n with probability at
least
p := 1−
( O(n)
c′′
√
log log n
)
·
(
degv
Θ(nδ)
)c′′√log logn
≥ 1− (O (1/δ1/4))c′′
√
log logn .
Let p′ be the probability that an informed node v ∈ G0 does not provide more than
O((log log n)3/2) many inner connections after Phase 2 has ended. It follows that
p′ ≥ pΘ(log logn) ≥
1− δΘ
(√
log logn
log(δ)
)
δ(1/4)·c′′
√
log logn
Θ(log logn) ≥ 1− 1
δ(1/8)·c′′
√
log logn
= 1− o(1).
Therefore, using Chernoff bounds, we obtain that the majority of the nodes in G0 that
transmit during Phase 2 have no more than O((log log n)3/2) many used stubs, with
high probability. Further, each such node chooses at least ρ/2 free stubs during each
push operation with probability at least(
1− O((log log n)
3/2)
δ
)ρ/2
≥ 1−O
(
1√
log log n
)
.
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This implies that, on expectation, almost all of these nodes choose at least ρ/2 free
stubs for each push operation. Since the above equation is a lower bound on the
probability, we apply Chernoff bounds to bound the expectation. Thus, at least a
constant fraction of the nodes in G0 that transmit during Phase 2 and that have no more
than O((log log n)3/2) many used stubs pair at least ρ/2 free stubs during each push
operation. Consequently, at least Ω(n) many stubs are paired in each of these rounds
due to the push operation. Further, since none of the stubs of an uninformed node u is
paired, u is informed with probability proportional to its degree. Thus, whenever c′ is a
suitably large constant, we obtain that the probability for each uninformed node with
degree at least c′ log n · log log n to remain uninformed up to round s is at most(
1− degu
Θ(nδ)
)Ω(n·log logn)
≤ exp
(
−Ω(degu) ·
log log n
δ
)
≤ 1
n2
.
Since there are at most n/2 many uninformed nodes, applying the Union Bound gives
the lemma.
The following lemma is similar to the one presented in [12] and examines the structure
within the uninformed nodes in round s, i.e., in the first round right after Phase 2.
Lemma 5.7. Let G be a random network as described in Section 5.1.1 and let Ul(i) be
the set of uninformed nodes in round i with at least l neighbors in U(i). Further, let
s be the first round right after Phase 2. Additionally, let δ = γ(log log n)2 and let the
number of uninformed nodes in round s be n
logc n
, where c = 9 + Θ(1). Then it holds that
Ω
( |U(s)|δ
logc n
)
3 |U1(s)| ∈ O
( |U(s)|
logq−1 n
)
and
|U(s+ 1)| = O
(
|U(s)|
(
1
logc−2 n
)ρ/2)
,
where 2q < c, with high probability.
Proof. In the following we state some structural properties of the network in round s.
That is, we mainly focus on revealing (some) connections of each node in U(s) to obtain
an upper bound on the amount of nodes contained in U(s + 1). To prove our claim,
we utilize an additional grouping scheme of the nodes in U . This scheme incorporates
three groups.
Let q be a constant with 2q < c. Then the first group is formed by nodes of degree
between δ and logq n. The second group contains the nodes of degree at least logq n
up to logc+1 n− 1. Let v be such a node, then logn
degv
≥ |U(s)|
n
. The last group is the set
of nodes with degree at least logc+1 n. Let v′ be such a node, then logn
degv′
≤ |U(s)|
n
. The
groups are called U (1)(s), U (2)(s), and U (3)(s), respectively. Further, an edge is called
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inner edge if both of its endpoints lie in U(s). Recall that, on average, none of the
nodes in I used more than a o(1)-fraction of their stubs so far (cf. proof of Lemma 5.5).
Further, according to Lemma 5.6, it holds that ∀u ∈ U(s) : degu ≤ c′ log n · log log n,
for some large constant c′. Consequently, we obtain the following claims.
Claim 5.1. Each node v ∈ U (1)(s) has at most γ′ log n many inner edges for some
suitable large constant γ′, with high probability.
Proof. By definition the largest degree of a node in U (1)(s) is logq n. Consequently, the
probability for an arbitrary node v ∈ U (1)(s) to have at least γ′ log n many inner edges
is upper bounded by(
degv
γ′ log n
)( |U(s)| · (c′ log n · log log n)
nδ(1− o(1))
)γ′ logn
<
(
e logq n
γ′ log n
·
n/logc n · c′ log2 n
nδ(1− o(1))
)γ′ logn
≤
(
e · c′
γ′ logc−q−1 n · δ(1− o(1))
)γ′ logn
= o
(
1
n2
)
,
with γ′ large enough and |U(s)| = n/logc n.
Claim 5.2. Each node v ∈ U (2)(s) has no inner edges, with high probability.
Proof. According to Lemma 5.6 it holds that U (2)(s) = ∅ with high probability.
Claim 5.3. Each node v ∈ U (3)(s) has no inner edges, with high probability.
Proof. According to Lemma 5.6 it holds that U (3)(s) = ∅ with high probability.
By definition it holds that U(s) := U (1)(s)∪U (2)(s)∪U (3)(s). To obtain a proper bound
on |U1(s)|, we consider each of the groups U (1)(s), U (2)(s), and U (3)(s) separately. By
definition we obtain that
∑
∀v∈U(s) degv ≤ |U(s)| · c′ log n · log log n. Consequently, each
node in U (1)(s) is incident to at least one inner edge with probability at most
1−
(
1− |U(s)| · c
′ log n · log log n
nδ(1− o(1))
)logq n
.
Thus, it holds that
|U1(s)| ≤ O (|U(s)|)
[
1−
(
1− |U(s)| · c
′ log n · log log n
nδ(1− o(1))
)logq n]
+ |U (2)(s)|+ |U (3)(s)|
≤ O (|U(s)|)
[
1− e−1/(logc−1−q n·Ω(
√
δ))
]
+ |U (2)(s)|+ |U (3)(s)|
≤ O
( |U(s)|
logc−1−q n
)
+ |U (2)(s)|+ |U (3)(s)|. (5.10)
49
Chapter 5 5.1. Propagation Speed in Static Power Law Graphs
It remains to estimate |U (2)(s)|+ |U (3)(s)|. According to Lemma 5.6 we obtain that
|U (2)(s)|+ |U (3)(s)| = 0
holds with high probability. Further, note that |U(s)|
logc−1−q n = ω(log n). Thus, for a properly
chosen constant q with 2q < c, the desired upper bound on U1(s) follows by applying
standard Chernoff bounds.
On the other hand, since the minimum degree is given by δ, the lower bound is given by
|U1(s)| ≥ Ω (|U(s)|)
[
1−
(
1− |U(s)|δ
nδ(1− o(1))
)δ]
≥ Ω (|U(s)|) [1− eδ/logc n·(1−o(1))]
≥ Ω
( |U(s)|δ
logc n · (1− o(1))
)
.
Now we show the second part of our claim, i.e., the upper bound on U(s+ 1). According
to Claim 5.3, each node v ∈ U (3)(s) is incident to 0 inner edges. Likewise, according to
Claim 5.2, the nodes in U (2)(s) are incident to 0 inner edges. Let U (1)1 (s),U (2)1 (s),U (3)1 (s)
be the above grouping taking into account nodes in U1(s) only. Then, according to
Claim 5.1, Claim 5.2, and Claim 5.3, the amount of inner edges in U1(s) is upper
bounded by
|U (1)1 (s)|γ′ log n ≤ |U1(s)|γ′ log n. (5.11)
Note that Equation 5.11 holds with high probability. Since we know the upper bound
on the amount of inner edges within the set of uninformed nodes and the total amount
of yet unrevealed edges, it follows that a node in U (1)(s) is incident to ρ inner edges
with probability at most
(
logq n
ρ
) (O ( |U1(s)|·logn
nδ(1−o(1))
))ρ
.
Thus, the expected amount of nodes in U(s+ 1) is upper bounded by
|U (1)(s)|
(
logq n
ρ
)(
O
( |U1(s)| · log n
nδ(1− o(1))
))ρ
.
We obtain our second statement by using a Vertex Exposure Martingale (cf. Definition
4.3) and the Azuma Hoeffding Inequality (cf. Lemma 4.4) as we did before.
Finally, we are able to examine M ’s dissemination throughout the entire broadcasting
algorithm.
Theorem 5.2. Let G be a random network as described in Section 5.1.1. Further,
let δ = γ(log log n)2, where γ is some (large) constant. Then, with high probability,
Algorithm 5.1 informs all nodes of G within O(log n) many rounds by using O(n log log n)
many message transmissions.
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I(s) U(s) U1(s) Uρ(s)
Figure 5.3: The structure of the network after Phase 2 has ended. The vast majority of
nodes in U is connected to nodes in I only.
Proof. According to Lemma 5.4, Algorithm 5.1 informs at least n
2
different nodes in
O(log n) many rounds using O(n) many message transmissions. After a few additional
rounds and message transmissions we obtain that |U(s)| ≤ n
log9+Ω(1) n
(cf. Lemma 5.5),
where s is the first round after Phase 2 of Algorithm 5.1.
Due to Lemma 5.7, we know that a (1− o(1))-fraction of the nodes in U(s) is connected
to nodes in I(s) only. This situation is depicted by Figure 5.3. That is, only few nodes
in U(s) possess at least one inner connection, i.e., a connection to some other node in
U(s). On the other hand, a node v ∈ U may remain uninformed only if v has at least
ρ inner connections. Otherwise, due to Algorithm 5.1, v would definitely choose at
least one informed node and thus become informed. Keeping this property in mind we
continue our analysis, which is similar to the one given in [12] in the context of random
d-regular graphs.
The outline of this theorem is as follows. First, we show by induction that
|U(s+ i+ 2)|
|U(s+ i+ 1)| = o
( |U(s+ i+ 1)|2
|U(s+ i)|2
)
for i ≥ 0, unless |U(j)| ≤ logq′ n for a (large) constant q′ and some round j. Afterwards,
we show that in additionalO(log log n) many rounds all remaining nodes will be informed
with high probability. In order to start the formal proof, we first need an auxiliary
statement.
Claim 5.4. For each uninformed node u ∈ U(s + i), with i ≥ 0, u is incident to at
most O(log n · log log n) many inner edges, with high probability.
Proof. By Lemma 5.6 we know that each node in U(s) has degree at most O(log n ·
log log n). Since U(s+ i) ⊆ U(s), for all i ≥ 0, the claim follows.
From now on Algorithm 5.1 uses pull-transmissions only. Recall that a node may remain
uninformed only if said node has at least ρ inner connections. Due to Lemma 5.4, it
follows that the total amount of inner connections within U(s+ i) is upper bounded by
O(|U(s+ i)| · log n · log log n).
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Further, by Lemma 5.7 we know
|U1(s)| = Ω
( |U(s)|δ
logc n
)
and |U(s+ 1)| = O
(
|U(s)|
(
log−(c−2)(ρ/2) n
))
.
Consequently, for the base clause with i = 0, we obtain that
E[|U(s+ 2)|] ≤ O
(
|U(s+ 1)|
( |U(s+ 1)| · (log n · log log n)2
|U1(s)|
)ρ)
,
which equals o
((
|U(s+1)|
|U(s)|
)2)
for ρ large enough. Note that we obtain the above bound
in the situation where:
1. each node v ∈ U1(s) \ U(s+ 1) provides exactly one yet unpaired stub incident to
an inner edge of v, and
2. none of the stubs incident to the inner edges of the nodes in U(s+ 1) are paired
yet.
Using similar Martingale techniques as in the proof of Lemma 5.7, we obtain that the
upper bound on E[|U(s+ 2)|] holds with high probability.
Now we prove the induction step where i > 0 holds. We begin by examining the
structure of the network in order to compute a lower bound for E[|U1(s+ i)|]. To be
more specific, we determine whether the inner edge of a node in U(s + i) is incident
to a node in U(s + i) or to one in U1(s + i − 1) \ U(s + i). Therefore, we consider
one (randomly chosen) inner edge e of each node v ∈ U(s + i) individually. Note
that at least one such inner edge must exist, since v ∈ U1(s + i − 1). Further, note
that by considering the inner edges only, we do not have to take available stubs in I
into account. To lower bound E[|U1(s+ i)|] we consider the following scenario. Each
node in U(s + i) has only one available stub left (its inner edge), while the nodes in
U1(s+ i− 1) have O(log n · log log n) many stubs available. Recall that each node in
U1(s+ i− 1) has at most O(log n · log log n) many inner edges according to Claim 5.4.
Since |U(s+ i− 1)| ≥ |U1(s+ i− 1)|, we obtain that
E[|U1(s+ i)|] = Ω
(
|U(s+ i)| · |U(s+ i)|
log n · log log n · |U1(s+ i− 1)|
)
= Ω
(
|U(s+ i)| · |U(s+ i)||U(s+ i− 1)| · log n · log log n
)
. (5.12)
Now we derive a similar upper bound on E[|U1(s+ i)|] and obtain that
E[|U1(s+ i)|] = O
(
|U(s+ i)| · |U(s+ i)|(log n · log log n)
2
|U1(s+ i− 1)|
)
= O
(
|U(s+ i)| · |Uρ(s+ i− 1)| log
3 n
|U1(s+ i− 1)|
)
.
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Similarly as before, we obtain the above bound in the scenario where each node in
U(s+ i) provides Θ(log n · log log n) many unpaired (inner) stubs, whereas each node in
U1(s+ i− 1) has only one unpaired (inner) stub left.
In the following we estimate E[|U1(s+ i)|] by bounding the amount of inner edges in
U(s+ i). First, observe that the expected amount of inner edges may differ from the
expected amount of nodes with inner edges by at most a polylogarithmic factor. Now
consider the following process P ′: each stub of each node u ∈ U(s+ i) is considered an
inner edge independently with probability
p′ :=
|U(s+ i)| · deg′−1
|U1(s+ i− 1)| · deg′′−1 ,
where deg′ and deg′′ represent the average amount of stubs available for pairing in
U(s+ i) and U1(s+ i− 1), respectively. Note that a node u ∈ U(s+ i) ⊂ U1(s+ i− 1)
trying to pair a stub s must choose another stub s′ 6= s to pair s with. Let xk,j be the
indicator variable for the event that the kth stub of node vj ∈ U(s+ i) is considered an
inner edge and let X :=
∑
vj∈U(s+i)
∑
sk∈sf (vj) xk,j. Then, with degu = O(log n·log log n),
it follows that
E[X] = Ω
(
|U(s+ i)| |U(s+ i)||U1(s+ i− 1)| · log n · log log n
)
, and
E[X] = O
(
|U(s+ i)| |U(s+ i)| · (log n · log log n)
2
|U1(s+ i− 1)|
)
. (5.13)
If E[X] ≥ logq′−2 n, we use the analysis below to state that X ≤ (p′·|s(U(s+i))|)(1+o(1))
with high probability. Otherwise, we skip this part and go directly to the one where the
case |U(j)| ≤ logq′ n is considered. Note that in this case O(X · log n · log log n) ≤ logq′ n,
which implies that |U| ≤ logq′ n.
Suppose that E[X] ≥ logq′−2 n and let P be the original process where s1, ..., sk are
the stubs considered for pairing. Further, let s′1, ..., s
′
k be the stubs of process P
′. In
the following we consider process P and P ′ up to stub sbk/4c and s′bk/4c, respectively.
Consequently, the probability for each stub sj , with j ≤ bk/4c, of P to be part of an inner
edge is not less than half the probability of s1. Now we show that the amount of inner
edges of P ′ up to s′k is at most 4(1+o(1)) times the amount of inner edges of P
′ up to s′bk/4c.
Observe that k ≥ logq′−2 n must hold, since E[X] ≥ logq′−2 n. Further, by definition, the
choices of each stub of P ′ are independent. Therefore, by applying Chernoff bounds, we
obtain that at least (p′k/4)(1−o(1)) many stubs of s′1, ..., s′bk/4c are considered inner edges
with high probability. More formally, Pr(X ≤ (1− δ′) ·E[X]/4) ≤ 1/n2, where X is the
mentioned event and δ′ = 1/ log n. Similarly, we obtain that at most (p′k)(1 + o(1))
many stubs of s′1, ..., s
′
k are considered inner edges.
Therefore, it follows that E[X]/16 = O (|U1(s+ i)| · log n · log log n). Hence,
Ω
(
X · (log n · log log n)−1) 3 |U1(s+ i)| ∈ O (X · log n · log log n) . (5.14)
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Note that the second inequality is derived from the situation where all inner edges
belong to distinct nodes only.
Consequently, whenever ρ ≥ 20, it holds that
E[|U(s+ i+ 2)|] ≤ |U(s+ i+ 1)|
( |U(s+ i+ 1)|O((log n · log log n)2)
|U1(s+ i)|
)ρ
≤ |U(s+ i+ 1)|
( |U(s+ i+ 1)|
|U(s+ i)| ·
|U(s+ i− 1)|
|U(s+ i)| · O(log
6 n)
)ρ
(IH)
≤ |U(s+ i+ 1)|
(√
|U(s+ i+ 1)|
|U(s+ i)| · O(log
6 n)
)ρ
≤ |U(s+ i+ 1)|
( |U(s+ i+ 1)|
|U(s+ i)|
)2
· O
( |U(s+ i+ 1)|
|U(s+ i)|
)ρ/2−6
.
The second inequality is obtained due to Equation 5.12, the Estimation 5.14, and
the fact that logc
′
n · (log log n)O(1) ≤ logc′+1 n holds for any positive constant c′. The
third equation follows directly from our induction hypothesis. Further, note that
O
(
|U(s+i+1)|
|U(s+i)|
)4
= o
(
1/ log6 n
)
, since
|U(s+ i+ 1)|
|U(s+ i)| ≤
|U(s+ 1)|
|U(s)| ≤
1
logρ n
.
Similar as before, we conclude that |Uρ(s+ i+ 1)| is upper bounded by
O (E[|Uρ(s+ i+ 1)|] · log n · log log n)
with high probability. Consequently, the invariant follows.
It remains to show that the yet uninformed nodes in U(j), with |U(j)| ≤ logq′ n for some
round j, will be informed within O(log log n) additional rounds, with high probability.
Note that until now each node in U(j) used pull transmissions only. Further, note that
the amount of remaining inner edges of each node in U(j) determines its probability to
remain uninformed. This holds true for all rounds i ≥ j. Additionally, we know that
each node in U(j) has degree at most n1/α+δ < 2 ·n1/α, thus |sf (U(j))| ≤ 2 · logq′ n ·n1/α.
Let S ⊂ V be a random set of nodes of size |U(j)|. It follows that each node in S has
degree at most 2 · n1/α. In the following we focus on pairs of nodes within S. Note that
there are |S|2/2 many different pairs overall. Let xv,w be the event that {v, w} ∈ E for
the nodes v, w ∈ S. The probability for xv,w, i.e., the probability for the two nodes to
be connected, is at most
4 · n1/α · n1/α
n
= 4 · n−(1−2/α).
Recall that v and w have degree at most 2 · n1/α and the network provides Ω(nδ) many
free stubs. Further, note that the above events are negatively correlated, since each
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connection between a pair consumes two stubs of S. Consequently, on expectation,
there are at most
µ :=
|S|2
2
· 4
n1−2/α
many pairs connected in S. With δ′ := ρ·n
1−2/α
8·|S| − 1, standard Chernoff bounds imply
that more than |S|ρ/4 many inner edges exist in S with probability at most
[
eδ
′
(1 + δ′)1+δ′
]µ
≤
 eδ′(
ρ·n1−2/α
8·|S|
)1+δ′

µ
≤
(
8e · |S|
ρ · n1−2/α
)|S|·ρ/4
.
Therefore, w.h.p., at most |S|/4 many nodes can have at least ρ inner connections, and
thus may remain uninformed. Since there are at most
(
n
|S|
)
many different sets of size
|S|, we obtain that(
n
|S|
)
·
(
8e · |S|
ρ · n1−2/α
)|S|·ρ/4
≤
[
O
( |S| ρ4−1
n(1−2/α)
ρ
4
−1
)]|S|
=
1
n1+Ω(1)
,
whenever ρ is large enough.
5.1.3 Glossary
At this point we list some of the most important definitions we used in the above
analysis.
Definitions concerning the node states
U(i) Set of uninformed nodes in round i.
Ul(i) Set of uninformed nodes with at least l neighbors in U(i).
UGk(i) Set of uninformed nodes in Gk in round i.
I+(i) Set of nodes that became informed in round i− 1 for the first
time.
IGk(i) Set of nodes in Gk that are informed in round i.
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Definitions concerning the network
G G is the undirected random graph, also called network, all
messages are broadcasted in.
n Number of nodes in G.
m Number of edges in G.
degv Degree of node v ∈ V .
Γ(v) Neighborhood of node v.
δ Minimum degree of G. It holds that δ ≥ γ(log log n)2.
γ A large constant used to define δ.
α The power law exponent used to determine G’s degree distri-
bution. Throughout our analysis we assume that α > 3.
Gj Gj is the set (also called group) containing all nodes with
degree 2jδ up to 2j+1δ − 1.
degGj Highest degree of group Gj.
s(v), svi s(v) is the set of all stubs of a node v ∈ V , with svi being the
ith stub in an ordered sequence.
sf (v), sf (v) The set s(v) is divided into a set of free stubs sf(v), and a
set of already paired/used stubs sf (v). Hereby free stubs are
available for pairing, whereas used stubs are already connected
to edges in G.
Sf (G) Sum of all free stubs in the corresponding round. Since said
round is always clear from the context, we omit to specify it
explicitly.
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5.2 Conquer an Epidemic Type Process using an
Epidemic Type Process
In the following we consider a static network with power law degree distribution similar
to the one presented in Section 5.1. We examine different types of counteracting
dissemination processes in order to neutralize a malicious rumor. Since we already
know that broadcasting is pretty efficient in this kind of networks, one can wonder
how powerful a counteracting dissemination process must be in order to neutralize a
malicious one. Clearly, the effectiveness of such a counteracting dissemination process
does not only rely on the behavior of the malicious one, but also on the network’s
properties. It turns out that the nodes with large degree, although only a minority, play
a crucial role in this endeavor.
To be more specific, we consider two models, which share some properties. In the first
model we assume a constant delay of d rounds between the two processes, i.e., the
counteracting process Φ performs its actions in round i on each node that was originally
infected by the malicious process V in round i − d, and a minimum node degree of
Ω(log log n) (see Section 5.2.1). Under these assumptions we show that an infection
disseminated by the malicious process V does not infect more than a o(1)-fraction of the
network before it is eliminated by the counteracting process Φ, with high probability.
Note that V spreads over a constant amount of randomly chosen edges of each infected
node. On the other hand, each node that Φ is activated on for the very first time sends
a warning to all its neighbors for one time only. This warning then immunizes the
recipients, excluding the currently infected ones, permanently.
In the second model the network’s minimum degree is constant. This time the counter-
acting process Λ is more complicated. Similarly to process Φ, process Λ is activated on
an infected node after a constant delay d. Then each newly activated node v forms a
new notification tree with root v. In short, a notification tree is a tree-like structure,
starting with the root node, representing a “who-notified-whom-relationship” of the
contained nodes (see Section 5.2.1 for a definition). The maximum path length of each
notification tree from its root v to its leaves is limited by β
⌈
log2(degv)
⌉
. We show that
process V does not infect more than o(n) many nodes while being counteracted by Λ
with high probability.
5.2.1 Theoretical Models
In the following we present some basic concepts, models, and notation needed for the
understanding of the upcoming formal analysis. We start by describing the network
(also called environment), which is an undirected graph used by the dissemination
processes we examine in more detail. Afterwards, said dissemination processes are
defined precisely.
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The Network We model the network used by the message dissemination processes as
an undirected random graph G = (V,E) with n nodes and m edges. The degrees are
randomly assigned according to a power law distribution. Let degv denote the degree
of a node v ∈ V . Then v has degree degv = deg, where deg ≥ δ, with probability
proportional to deg−α, where the constant 2 < α < 3 is the so-called power law
exponent and δ ∈ O(log log n) denotes the minimum degree in G. It follows that
m = 1/2
∑
∀v∈V degv = Θ(n · δ). Further, let s(v) be the set of all stubs of a node v ∈ V ,
with svi being the ith stub in an ordered sequence, and let s(v) be divided into a set of
already paired/used stubs sf (v) and a set of free stubs sf(v). Hereby, free stubs are
available for the pairing process, whereas used stubs are already connected to edges in
G. Additionally, we define the maximum degree to be proportional to n1/α.
Edges in G are randomly created using the so-called Configuration Model (cf. Definition
4.1) and the Principle of Deferred Decision (cf. Definition 4.2). Note that the application
of the Configuration Model may generate self-loops, disconnected components, and
multiple edges. However, since δ ∈ Ω(1) large enough and 2 < α < 3, G will be connected
with high probability with at most a negligible amount of self loops and double edges.
Additionally, all nodes have access to a global clock and work synchronously.
Each node has a status indicating its state of knowledge with respect to the dissemination
processes. This status partitions the set of nodes into three subsets:
1. U , meaning the set of all (uninformed/susceptible) nodes that are not notified yet
in any way,
2. I, meaning the set of all (infective/contagious) nodes that were already notified
(also called infected) exclusively by the dissemination process V and did not
recover so far, and
3. R, meaning the set of all (recovered) nodes v formerly part of I that were
healed and all nodes v′ formerly part of U that were already notified/immunized
exclusively by the dissemination process Φ or Λ.
Hereby a node v ∈ I recovers (or heals), i.e., v is moved to R, automatically after
a specific delay d, i.e., d rounds after the one v was initially infected by V. The
corresponding sets with respect to a specific round i are denoted by U(i), I(i) and R(i),
respectively. If it is clear from the context, we simply write U , I and R.
The Dissemination Processes All nodes in the network represent entities the message
dissemination processes try to notify. We consider two main types of dissemination
processes:
1. harmful processes, i.e., dissemination processes aiming to inflict damage to the
nodes, and
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2. remedying processes, i.e., dissemination processes counteracting the effects of the
previously mentioned harmful processes.
In the following we consider three competing dissemination processes in total. A
harmful process V acting with the goal to infect as many nodes with a malicious piece
of information as possible, and two remedying processes Φ and Λ anxious to stop V.
Note that only one of the remedying processes, depending on the model, is used to
counteract the harmful one.
2P
3P
4P
Figure 5.4: An arbitrary dissemination process P in G. Pi depicts the set of nodes of said
process that are allowed to send in round i. Possible conflicts are indicated in red. For example,
newly informed nodes in round i may pair stubs with nodes that were informed in round j ≤ i.
Obviously, contacting an already informed node again does not aid the dissemination of P .
Process V The harmful dissemination process is called V . Its goal is to infect as many
nodes of the network as possible and thus inflict damage and/or costs. In the following
we often use the terms notify and infect with respect to V synonymously. In short, in
each round i process V proceeds as follows. Each newly infected node, i.e., each node
that was infected in round i− 1, tries to infect γ(V) many randomly chosen neighbors
in round i. Recall that only thus far uninfected nodes may be infected. Now we are
ready to describe V more formally.
Let u ∈ V be the starting point for V, i.e., the first node infected by V. In order to
simplify the formal analysis we assume that u is chosen uniformly at random from
the set of all nodes. In the first round V is only able to notify neighbors of u, i.e.,
V may notify up to γ(V) many different neighbors {v1, ..., vγ(V)} ⊆ Γ(u) of u, where
3 ≤ γ(V) < δ and Γ(u) := {v ∈ V | {v, u} ∈ E}. Let Vi := I(i) \ I(i− 1) be the set of
nodes {v1, ...vj} of G that were notified by process V in round i− 1. Then each node
v ∈ Vi chooses γ(V) many of its neighbors {v1, ..., vγ(V)} ⊆ Γ(v) uniformly at random
and tries to infect them.
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Consequently, V0 = {u} while V1 is a randomly chosen subset of Γ(u) of size γ(V).
Generally speaking it holds that
Vi+1 :=
(
U(i) ∩
(⋃
u∈Vi
ξ(u)
))
\Ψi,
where ξ(u) is a randomly chosen subset of Γ(u) of size γ(V) and Ψi is the set of
uninformed nodes contacted by Φ or Λ, i.e., the corresponding remedying process, in
round i. That is, whenever V and Φ or Λ simultaneously notify the same uninformed
node, said node is considered immunized. Figure 5.4 illustrates the behavior of an
arbitrary dissemination process P in G.
Process Φ Process Φ is one of the two remedying processes used to counteract V.
By definition its goal is to counteract V by reactively curing all infected nodes and
proactively immunizing possible contact points of V . The extinction of V is the ultimate
goal. In the following we often use the terms notify and immunize with respect to Φ
synonymously. In short, process Φ is activated, i.e., Φ performs its actions, on each
infected node after some delay of d rounds. W.l.o.g. let v be such a node and let i
be the round in which Φ is activated on v. Then v notifies all its neighbors, i.e., v
immunizes all its neighbors, in round i. All of v’s yet uninformed neighbors become
immunized and v recovers. However, all of v’s currently infected neighbors remain
infected. Note that Φ is only activated on previously infected nodes, i.e., uninformed
nodes that become immunized do not actively participate in Φ themselves in any way.
Let Φi := Vi−d be the set of nodes {v1, ...vj} of G at which Φ is activated on in round
i. It follows that process Φ is activated on each node v in round i if and only if
v ∈ I(i− d) \ I(i− d− 1). Further, once Φ is activated on a node v, said node notifies
all its yet uninformed neighbors and remains silent for the rest of the dissemination
process. More formally,
∀i ≥ d : Φi := Vi−d,
I(i) :=
⋃
i−d<j≤i
Vj,
U(i) := V \
(
I(i) ∪
⋃
j<i
Γ(Φj)
)
,
R(i) := V \ (U(i) ∪ I(i)) .
Process Λ Process Λ is our second remedying process. By definition its goal is identical
to the one of Φ. However, its behavior is far more complex. In the following we often
use the terms notify and immunize with respect to Λ synonymously.
Before we are able to describe Λ, we need to define the term notification tree. In short,
a notification tree is a tree-like structure, starting with the root node, representing a
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“who-notified-whom-relationship” of the contained nodes. More formally, a notification
tree Υv with root v ∈ V in round i, where Υv,i refers to the nodes of said tree that are
participating in Λ in the ith round, and depth j1 is a tree with the following property:
each node in Υv,i was contacted by another node of Υv,i−1 provided that j ≥ 1.
In the following let
Λi :=
⋃
∀v∈R(i)
Υv,i
be the set of nodes that participate in Λ in round i. That is, Λi contains all nodes
forming root nodes of new notification trees in round i as well as all nodes that were
notified by Λ in round i− 1.
At this point we can finally define Υv,i. Let t(v) be the round in which v was initially
infected by V . Additionally, in the case v was not infected by V by round i, we define
t(v) = −∞ for all rounds j ≤ i. Further, let Γ(V ′) := ⋃v′∈V ′ Γ(v′) for some subset
V ′ ⊆ V . Then
Υv,i :=

{∅} i < t(v) + d
{v} t(v) + d ≤ i ≤ t(v) + d+ 1
Γ(Υv,i−1) \ I(i− 1) t(v) + d+ 1 < i ≤ t(v) + d+ β
⌈
log2(degv)
⌉
+ 1
{∅} i > t(v) + d+ β ⌈log2(degv)⌉+ 1
Note that infected nodes do not become part of a notification tree. Additionally, a root
node v of a newly created notification tree in round t(v) + d generates and transmits
a preventive message in round t(v) + d + 1 for the first time. Further, note that the
maximum path length of a notification tree from its root v to its leaves is limited by
β
⌈
log2(degv)
⌉
. In summary, we obtain that
∀i ≥ d : I(i) :=
⋃
i−d<j≤i
Vj,
R(i) :=
⋃
∀v∈V
⋃
j≤i
Υv,j
U(i) := V \ (R(i) ∪ I(i)) .
As stated above, all nodes work synchronously. For the analysis we divide each round
into three consecutive phases:
1. In the first phase all nodes that are scheduled to create new notification trees in
this round are moved to R.
2. In the second phase all other status changes scheduled for the current round
are executed. That is, the sets V,Λ, I,U , and R are updated according to the
transmissions received by the end of the previous round.
1Let t(v) be the round v was initially infected. Then the depth j of Υv in round i is defined as
j = i− t(v)− d− 1 for all i ≥ t(v) + d+ 1 and 0 otherwise.
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3. In the third phase then all nodes perform their scheduled transmissions for the
current round.
At this point the description of Λ is quite intuitive. In order to give process V a head
start, we define Λ to be inactive up to round i′ = c1 log log n, for some large constant c1.
That is, V is allowed to spread in the network up to a point where it might be a threat.
Therefore, in all rounds j′ < i′ it holds that Λj′ = ∅. In round i′ then we immunize
all nodes that were infected until round i′ − d − 1, i.e., these nodes are moved to R.
Additionally, similar to process Φ, process Λ is activated on each node v in an arbitrary
round i ≥ i′ if and only if v ∈ I(i− d) \ I(i− d− 1). Each such newly activated node v
then forms a new notification tree.
Models We consider two fixed combinations of the harmful and the remedying pro-
cesses. The combination of V and Φ is called Model 1 and the one of V and Λ Model 2.
In Model 1 it holds that δ = Ω(log log n), whereas δ = Θ(1) holds in Model 2.
5.2.2 Analysis
In the following we present a formal analysis for Model 1 and Model 2. As we mentioned
earlier, we use the Principle of Deferred Decision and the Configuration Model during
these analyses (cf. Section 4). Note that, for the reader’s convenience, the most
important definitions are listed in Section 5.2.3 in a more concentrated form. Throughout
this section let s(V ′) :=
⋃
v′∈V ′ s(v
′) be defined as the set of stubs for some subset
V ′ ⊆ V . Further, let sf(V ′) :=
⋃
v′∈V ′ sf(v
′) be defined as the set of free stubs
for some subset V ′ ⊆ V . Additionally, we need an auxiliary structure. Let Gk be
defined as the set (also called group) containing all nodes with degree k. Likewise, let
GUk,i := {u ∈ U(i) | degu = k} be the group of all yet uninformed nodes in round i with
degree exactly k.
5.2.2.1 Model 1 - V competing with Φ
In Model 1 process V competes with Φ. Recall that Φ is activated on each newly infected
node v after a specific delay d. Then each such node notifies its (non-infected) neighbor-
hood and remains silent afterwards (cf. Section 5.2.1). Obviously, the dissemination of
Φ depends on the dissemination of V . In the following we primarily focus on the amount
of edges between the infected nodes and the uninfected ones. We show that the set of
infected nodes is connected to a sufficient amount of uninfected ones, whenever the set
of infected nodes is large enough, i.e., whenever |I| = Θ(n/δ) holds for some suitable
constant . We argue that |Γ(I) ∩ U| = |U|(1 − o(1)), where Γ(V ′) := ⋃v′∈V ′ Γ(v′),
holds under this circumstance. Consequently, immunizing the neighborhood of each
infected node implies that V cannot infect more than o(n) many nodes overall.
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Our general approach We consider the following (slightly different) process in order
to model the dissemination of V and Φ. In this process we assume that only process V is
applied to the nodes of the network G as long as |I(t)| < n/δ for some small constant
 to be determined later. Here I(t) denotes the set of nodes notified by process V that
are still infected after round t. Note that infected nodes do not get automatically healed
after d many rounds (see below).
At this point we are ready to describe the dissemination process we analyze below in more
detail. Let I+(t) represent the set of nodes that become infected in round t. Then we first
check for each v ∈ I+(t) whether |Γ(v)∩I(t−d−1)| ≥ 1 at the beginning of round t+1.
That is, for each newly infected node we check if said node is connected to a neighbor
that Φ would have already been executed on in the original process. If so, v is moved
from I(t) to R(t). In other words, we set R(t) := {v ∈ I+(t) | |Γ(v)∩I(t−d−1)| ≥ 1}
and I(t) := I(t− 1) ∪ (I+(t) \ R(t)). Afterwards, each node of I+(t) \ R(t) chooses
γ(V) many neighbors uniformly at random and infects these neighbors according to
V. These nodes form the set I+(t+ 1). Once |I(t)| ≥ n/δ for some small constant 
and a round t, we apply process Φ once to immunize all nodes of Γ(I(t)) ∩H(t). Here
Γ(I(t)) represents the neighborhood of I(t), and the set of all susceptible nodes is given
by H(t) := V \ (I(t) ∪ti=1 R(i)). We show that, in the end, there will be at most o(n)
many nodes that have been infected during the whole process with high probability.
Theorem 5.3. Process V infects at most o(n) many nodes in total, with high probability.
Proof. First, we prove a structural lemma w.r.t. the distribution of the edges between
I(t) and H(t) when |I(t)| ≥ n/δ, where  is some small constant, for the first time.
Recall that G = (V,E) represents the original (random) graph used by all dissemination
processes. We define G(d1, . . . , dl) as the probability space of all graphs with l nodes and
degree sequence (d1, . . . , dl) having the following property: all edges have at least one
of their incident vertices in H(t), i.e., all stubs in V \H(t) are connected to some stub
in H(t). By definition the ith node, for i ∈ {1, . . . , l}, of any graph G′ ∈ G(d1, . . . , dl)
has degree di.
Let G(t) = (V,E(t)) be the graph defined over the set of nodes V = H(t)∪(I(t)∪ti=1R(i))
for a fixed round t. We define E(t) = {{v, w} | {v, w} ∈ E and v ∈ H(t), w 6∈
H(t) or v, w ∈ H(t)}. Note that G(t) can be regarded as a random variable. For
a fixed S ⊂ V we define GS as the subgraph of G induced by the nodes of S, i.e.,
GS = (S,E ∩ (S × S)). Accordingly, we define GS¯ = (V,ES¯) as a subgraph that does
not have any edges connecting two nodes in S, i.e., ES¯ = E \ (S × S), for a fixed S.
Note that GS is fixed, whereas GS¯ is a random variable. Finally, we define G \G(t) as
the graph (V,E \ E(t)).
Lemma 5.8. Let
A(t, S,GS) = ((H(t) = S¯) ∧ ((G \GS¯) = GS)).
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Then it holds that
Pr
[
G(t) = G(d1, d2, . . . , d|V |) | A(t, S,GS)
]
=
1
|G(d1, . . . , d|V |)|
for any fixed graph G′(d1, d2, . . . , d|V |) ∈ G(d1, . . . , d|V |) whenever
• Pr [A(t, S,GS)] 6= 0, and
• A(t, S,GS) results in a degree sequence (d1, . . . , d|V |) for G(t).
Proof. We assume w.l.o.g. that the vertices v1, . . . , vn ∈ V are ordered in such a way
that v1, . . . , v|H(t)| ∈ S¯. For 1 ≤ i, r ≤ n we call an edge {vi, vr} ∈ E the jth edge of vi
if there are exactly j − 1 edges {vi, vk} ∈ E with k < r. For 1 ≤ i ≤ n we define the
event
B(vi, j, `) = {node vi chooses its jth neighbor in round ` ≤ t}.
We define U ⊂ V × {1, . . . , n} × {1, . . . , t} such that for any vi ∈ V and some round
` ≤ t it holds that |U ∩ {(vi, j, `) | 1 ≤ j ≤ degvi}| = γ(V) and |U ∩ {(vi, j, `′) | 1 ≤ j ≤
degvi}| = 0 for all rounds `′ 6= `. That is, every node communicates with γ(V) many
neighbors in one round and one round only. Clearly, if a node is not infected or if it
belongs to some R(j), then no infection is transmitted to these γ(V) many neighbors.
Now we define the event
B(t) =
∧
(vi,j,`)∈U
B(vi, j, `).
Our goal is to show that
Pr[G(t) = G′ | (H(t) = S¯) ∧ ((G \GS¯) = GS) ∧B(t)]
is the same for any fixed G′, as long as
Pr[H(t) = S¯ ∧ (G \GS¯) = GS ∧B(t)] 6= 0.
We know that
Pt = Pr[G(t) = G
′ | (H(t) = S¯) ∧ ((G \GS¯) = GS) ∧B(t)]
=
Pr[(G(t) = G′) ∧ (H(t) = S¯) ∧ ((G \GS¯) = GS) ∧B(t)]
Pr[(H(t) = S¯) ∧ ((G \GS¯) = GS) ∧B(t)]
.
Suppose that G′ and G′′ are two arbitrary graphs with G′, G′′ ∈ G(d1, . . . , d|V |). Now
we show that if
((G \GS¯) = GS) ∧ (GS¯ = G′) ∧B(t)
results in H(t) = S¯, then the same holds if we replace G′ by G′′.
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We prove by induction on i that H(i) is the same in both G′ ∪GS and G′′ ∪GS for any
i ≤ t. For i = 0 the assumption is trivially fulfilled. Now assume that the claim holds
for i − 1. If a node v in the graph G = G′ ∪ GS becomes informed in round i, then
there must be some event B(u, j, i) such that the jth edge of u ∈ I(i− 1) is adjacent to
v. The corresponding event implies that v ∈ G′′ ∪GS becomes informed as well, since
this edge (jth edge of u) is contained in GS. Furthermore, for the same reasons, v will
belong to the same set, I(i) or R(i), irrespective of G′ or G′′.
On the other hand, if a node v of G′ ∪GS is in H(i), then for all events B(u, j, i), for
which the jth edge of u is adjacent to v, it holds that u ∈ H(i − 1) ∪i−1j=1 R(j). This
finishes our induction.
Now assume that ((G \ GS¯) = GS) ∧ (GS¯ = G′) ∧ B(t) leads to H(t) = S¯. Then,
according to our inductive proof above, ((G \GS¯) = GS) ∧B(t) leads to H(t) = S¯ as
well, irrespective of the structure of GS¯. It follows that
Pt =
Pr[(G(t) = G′) ∧ (H(t) = S¯) ∧ ((G \GS¯) = GS) ∧B(t)]
Pr[(H(t) = S¯) ∧ ((G \GS¯) = GS) ∧B(t)]
=
Pr[(GS¯ = G
′) ∧ ((G \GS¯) = GS)] · Pr[B(t)]
Pr[((G \GS¯) = GS)] · Pr[B(t)]
=
Pr[(GS¯ = G
′) ∧ ((G \GS¯) = GS)]
Pr[((G \GS¯) = GS)]
= Pr[(GS¯ = G
′) | ((G \GS¯) = GS)]
=
1
|G(d1, . . . , d|V |)| .
The second equality is obtained by the two following facts: 1.) ((G \GS¯) = GS) ∧ B(t)
implies that H(t) = S¯, and 2.) the event B(t) is independent of the structure of G \GS¯
or GS¯. The fifth equality holds, since, by definition, the distribution of the edges among
the nodes of G \ GS¯ is independent of the distribution of the edges in GS¯ given the
degree sequence (d1, . . . , d|V |) for GS¯. Note that the degree sequence (d1, . . . , d|V |) is
obtained from the fixed graph (G \GS¯) = GS. This completes the proof.
Next, we show that we have at least δ|S||S¯|/n · (1− ) many edges between S and S¯
with probability at least 1− n−2, where  > 0 is some small constant, for any set S ⊂ V
with |S| = n/δ1/4. This lemma is similar to (but stronger than) Lemma 5 of [42]. A
similar result has been derived for random d-regular graphs in [26].
Lemma 5.9. Let X and Y be two disjoint subsets of vertices in a random n-vertex
power law graph G′ = (V ′, E ′) with minimum degree δ and |X| ≤ |Y |, where |X| and
|Y | refer to the size of X and Y , respectively. Further, let E(X, Y ) be the set of edges
between the nodes in X and Y . Then for each pair of a disjoint subset of vertices X
and Y of sizes |X| and |Y | it holds that∣∣∣∣E(X, Y )− dX |X|dY |Y |dV n
∣∣∣∣ ≤√dX |X||Y | ·√32 log(ne/|Y |) (5.15)
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with probability at least 1− 2e−|Y |, where dR|R| denotes the number of stubs in subset R
(dR is the average degree in R).
Proof. Let X,Y be two fixed disjoint vertex sets with |X| ≤ |Y |, and let Z(S) be the
number of edges between X and Y in a configuration S. We view S as a sequence of
numbers (t1, t2, . . . tq), where q is the total number of edges. Each number ti defines
the ith pair of stubs (i.e., the ith edge) in S and is chosen uniformly at random between
1 and 2q− (2i− 1). That is, it holds that 1 ≤ ti ≤ 2q− (2i− 1) for each ti. Further, let
the stubs in G be ordered in such a way that the first dX |X| stubs correspond to the
vertices in X.
In the following we describe the pairing process used to construct the random graph.
Let Li denote the sequence of the remaining unpaired stubs after the first (i− 1) pairs
have been selected. Then the first entry in Li is chosen as the first stub of the ith edge,
whereas the second one is given by the one at the position 1 + ti in Li. Recall that the
value of ti is randomly chosen and corresponds to the range between 1 and the amount
of unpaired stubs in Li after the first one of the ith edge was selected. Note that we
ensure that Z(S) is determined by (t1, t2, . . . , tdX |X|) by fixing the points corresponding
to the vertices in X first.
For i = 0, 1, . . . , q and a configuration S = (t1, t2, . . . tq), let
Zi(S) ≡ Zi(t1, t2, . . . , tq) = Eτi+1,...,τq(Z(t1, . . . , ti, τi+1, . . . , τq)) ≡ Z(t1, t2, . . . , ti).
That is, Zi(S) is the expected number of edges between the stubs of X and Y in a
random configuration that agrees with the configuration S on the first i pairs.
We have Z0(S) = E(Z(S)) = dX |X|dY |Y |/(dV n) and ZdX |X|(S) = Z(S). The sequence
of random variables Zi, where Zi ≡ Z(t1, ..., ti) for any i = 0, 1, . . . , q, is a martingale
because E(Zi+1|Zi) = Zi:
E(Zi+1|Zi = z) = E(Z(t1, . . . , ti+1)|Z(t1, . . . , ti) = z)
=
∑
t1,...,ti+1:Z(t1,...,ti)=z
Pr(t1, . . . , ti+1)
Pr(Zi = z)
Z(t1, . . . , ti+1)
=
1
Pr(Zi = z)
∑
t1,...,ti:Z(t1,...,ti)=z
Pr(t1, . . . , ti)
∑
ti+1
Pr(ti+1)Z(t1, . . . , ti+1)
=
1
Pr(Zi = z)
∑
t1,...,ti:Z(t1,...,ti)=z
Pr(t1, . . . , ti) Z(t1, . . . , ti) = z.
Let FXi (S) and F
Y
i (S) denote the number of free stubs in X and Y , respectively, after
the first i pairs in S have been matched. If FXi (S) = 0, then Zj(S) = Z(S) for all j ≥ i.
If FXi (S) ≥ 1, then, dropping S from the notation for simplicity,
Zi = (Y − F Yi ) +
FXi F
Y
i
ndV − (2i+ 1) ,
66
5.2. Conquer an Epidemic Type Process using an Epidemic Type Process Chapter 5
where Y − F Yi is the number of edges between the stubs of X and Y given by the first
i pairs in S, and the last term is the expected number of edges between the stubs of
X and Y contributed by a random pairing of the remaining stubs. When the next
(i+ 1)-th pair is matched, then (FXi+1, F
Y
i+1) is either (F
X
i − 1, F Yi − 1), or (FXi − 2, F Yi ),
or (FXi − 1, F Yi ), and it can be checked that in all three cases
|Zi+1 − Zi| ≤ 2. (5.16)
Applying the Azuma-Hoeffding inequality to our martingale (Z0, Z1, . . .), we obtain that
Pr
(∣∣∣∣E(X, Y )− dX |X|dY |Y |dV n
∣∣∣∣ ≥ ρ) = Pr(|ZdX |X|(S)− Z0(S)| ≥ ρ)
≤ 2 exp
(
− ρ
2
8dX |X|
)
.
The number of pairs of disjoint sets of sizes |X| ≤ |Y | is at most(
n
|X|
)(
n− |X|
|Y |
)
≤
(
ne
|X|
)|X|(
ne
|Y |
)|Y |
≤
(
ne
|Y |
)2|Y |
.
The last inequality holds because (ne/z)z is monotonically increasing for 0 ≤ z ≤ n.
Let A be the event that there are disjoint vertex sets X,Y ⊆ V of sizes |X| and |Y |
such that |E(X, Y )− dX |X|dY |Y |/(dV n)| ≥ ρ. Then we obtain that
Pr(A) ≤ 2 exp
(
− ρ
2
8dX |X| + 2|Y | log(ne/|Y |)
)
holds for given set sizes |X| ≤ |Y | and a random n-vertex power law graph G′ = (V ′, E ′)
by using the Union Bound. The above bound is at most 2e−|Y | if
ρ2
8dX |X| − 2|Y | log(ne/|Y |) ≥ |Y |,
which is fulfilled for
ρ ≥
√
dX |X||Y | ·
√
32 log(ne/|Y |).
This completes the proof.
Next, we show that there is a good chance for the edges between I(t) and H(t) to be
“evenly” distributed regardless of the sequence of random choices B(t) (defined similarly
as in the proof of Lemma 5.8).
Lemma 5.10. Let G′ be some graph chosen uniformly at random from the space of
all power law graphs with the given degree distribution, and let B(t) be the sequence of
random choices of the nodes in G′. That is, for 1 ≤ i ≤ t we define the event
B(vi, j, l) = {vi chooses its jth neighbor in round l ≤ t}, and
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B(t) = ∧(vi,j,l)∈UB(vi, j, l).
Further, we assume that there is some U ⊂ V × {1, . . . , n} × {1, . . . , t} such that for
any vi ∈ V and some round ` ≤ t it holds that |{(vi, j, `) ∈ U | 1 ≤ j ≤ degvi}| = γ(V)
and |{(vi, j, `′) ∈ U | 1 ≤ j ≤ degvi}| = 0 for all rounds `′ 6= `.
Let X, Y ∈ V be two distinct subsets of nodes and let E(X, Y ) be the set of edges between
the nodes in X and Y . Then it follows that
Pr[(|E(H(t), I(t))| ≥ δ|I(t)|/2 or |E(H(t), I(t))| = 0) | B(t)] ≥ 1− n−2, and
Pr[|Γ(I(t)) ∩H(t)| = |H(t)|(1− o(1)) | |E(H(t), I(t))| ≥ δ|I(t)|/2] ≥ 1− n−2.
Proof. We start with our first claim. Let G′ be some graph chosen uniformly at random
from the space of all power law graphs with the given degree distribution. According to
Lemma 5.9, no subset with the assumptions of Lemma 5.9 violates the result of that
lemma with probability at least 1− 2e−n/δ1/4 . That is, for all these graphs B(t) results
in a subset H(t) with |E(I(t), H(t))| = 0 or
|E(I(t), H(t))| ≥ dI(t)|I(t)|dH(t)|H(t)|
dV n
(1− o(1)),
where dX |X| denotes the number of stubs in subset X and dX represents the average
degree in X.
According to Lemma 5.8, we know that the edges are randomly distributed among the
corresponding stubs of I(t) and H(t). Since G′ is a power law graph with exponent at
least 2 and |H(t)| = n(1−o(1)), it follows that dV = Θ(δ) and 2/3 ·dV < dH(t) < dV ·3/2.
Then |E(I(t), H(t))| ≥ δ|I(t)|/2 or |E(H(t), I(t))| = 0, with probability 1− 2e−n/δ1/4 .
Now we consider the case when |E(I(t), H(t))| ≥ δ|I(t)|/2. We know that these edges
between I(t) and H(t) are randomly distributed. In the following we compute the
number of nodes in H(t) that have at least one neighbor in I(t). Since each node in
H(t) is incident to at least δ = Ω(log log n) many edges, a node v is connected to an
edge between I(t) and H(t) with probability at least
1−
(
1− δ|I(t)|
2dV n
)δ
= 1− o(1).
Thus, the expected number of nodes connected to edges between I(t) and H(t) is
H(t)(1− o(1)).
Now we have to show that the number of nodes in H(t) connected to edges between
I(t) and H(t) is H(t)(1− o(1)), with high probability. Consider for each node in H(t)
exactly δ stubs. We define a Martingale sequence over these stubs, where the δ stubs
corresponding to a vertex are joined together to a collection of these δ stubs. Now let
Z define the random variable which describes the number of collections of stubs having
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at least one stub connected to a stub of I(t). Z0 = E(Z), and Zi is the expectation
of Z when i collections of stubs have been revealed. Clearly, (Zi)i≥0 is a Martingale
sequence, where |Zi+1 − Zi| ≤ δ. We obtain our second claim of the lemma by applying
the Azuma-Hoeffding inequality.
The combination of the above statements implies the theorem.
5.2.2.2 Model 2 - V competing with Λ
In the second model V competes with Λ instead of Φ. Recall that Λ is activated on
each infected node v after a specific delay d, provided that c1 log log n many rounds
have passed. Then each such node establishes a notification tree (cf. Section 5.2.1).
Note, however, that we analyze a more restrictive form of Λ here. Let v be a sending
node within a notification tree Υv′ in round i that was notified by a node w ∈ Υv′,i−1.
Then, as a part of Υv′,i, v is allowed to notify all nodes of Γ(v) \ {I(i) ∪ {w}} in round
i. In other words, each node forwards a preventive message only to the neighbors it did
not obtain said message from in the previous round. Obviously, the dissemination of Λ
may be much faster than the one of Φ. On the other hand, the minimum degree δ is a
constant in this model. Since the degrees of the nodes in G are chosen according to
a power law, it follows that only o(n) many nodes will have a degree of Ω(log log n),
which was the minimum degree in Model 1. The question is whether or not Λ is able to
achieve an embankment of V regardless of these circumstances.
The main statement of this section is the following:
Theorem 5.4. Let G be a random power law graph as defined in Section 5.2.1 with
minimum degree δ ∈ Θ(1). Further, let Model 2 be in place. Then there is a choice for
c1, β ∈ Θ(1), such that for any d ∈ Θ(1) and 3 ≤ γ(V) < δ, process V does not infect
more than o(n) many nodes in total with probability 1− o(1).
Our general approach We prove Theorem 5.4 in several phases. In the first phase,
i.e., in the first c1 log log n rounds where |V| ∈ O(logc n), for some positive constant c,
we show that V grows by an exponential rate. Note that this follows directly from our
model. Hence, V has infected at most a polylogarithmic amount of nodes at the end of
Phase 1. In the second phase then we use the expected distances of the nodes in G to
argue that an additional amount of O((log log n)2) many rounds is sufficient for Λ to
finally immunize almost the entire network.
By definition only nodes in Λ, i.e., immunized nodes, or in V , i.e., infective ones, may
initiate transmissions aiming to immunize and infect, respectively. Further, recall that
we use the Principle of Deferred Decision and the Configuration Model in the upcoming
analysis. Consequently, pairings occur either in Λ or V , or between nodes in Λ/V and
U . Clearly, the latter ones are the most interesting to us. Note that we omit pairings
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between nodes in V and Λ at this point and refer to them when needed. The following
definitions simplify the presentation.
Definition 5.1 ($i). Let i > 0 be an arbitrary round and let ξ(v) be the subset
of connections of an arbitrary node v ∈ V that process V uses to spread over in
round i. Hence, ξ(v) is a randomly chosen subset of s(v) of size γ(V). Further, let
ξf (v) := {s ∈ ξ(v) | s ∈ sf (v)} be the subset of free stubs among the ones of ξ(v). Then
$i :=
∑
v∈Λi
|sf (v)|+
∑
v∈Vi
|ξf (v)|
is the amount of free stubs of nodes in Λi ∪ Vi. We say that $i is constrained on Λi
and Vi whenever we consider $i to be equal to
∑
v∈Λi
|sf (v)| and
∑
v∈Vi
|ξf (v)|, respectively.
Definition 5.2 (Type A notification tree). Let q be some proper constant and let
Υw be a notification tree with root w ∈ V . Then Υw is of Type A if and only if
degw ≤ logq/
√
β n. In this case the maximum path length of each Type A notification
tree from its root to its leaves is limited by (q · log log n)2.
Definition 5.3 (Type B notification tree). Each notification tree not of Type A is
defined as a notification tree of Type B.
Definition 5.4 (Λ−i ). Let i
′ be defined as in Section 5.2.1.
Then the set
Λ−i :=
{
v ∈ Λi | v ∈
⋃
∀w∈Λi′ :degw≤logq/
√
β n
Υw,i
}
,
with q ≥ √β being some proper constant and i ≥ i′, contains all newly immunized nodes
in round i of each Type A notification tree created in round i′. In other words, each node
v ∈ Λ−i is contained in the (i− i′)-th level of at least one notification tree Υw created in
round i′, in which the root node w has degree at most logq/
√
β n (cf. Figure 5.5).
Definition 5.5 (Λ+i ). Let i
′ be defined as in Section 5.2.1.
Then the set
Λ+i :=
{
v ∈ Λi | v ∈
⋃
∀w∈Λi′ :degw>logq/
√
β n
Υw,i
}
,
with q ≥ √β being some proper constant and i ≥ i′, contains all newly immunized nodes
in round i of each Type B notification tree created in round i′. In other words, each node
v ∈ Λ+i is contained in the (i− i′)-th level of at least one notification tree Υw created in
round i′, in which the root node w has degree greater than logq/
√
β n (cf. Figure 5.5).
Definition 5.6 (Blocked node). Let i be the round in which some node v ∈ Λ transmits
a preventive message. By definition, v notifies its entire non-infected neighborhood in
round i. We say that v is a blocked node in round i if |Γ(v) ∩ I(i)| > 0, i.e., if v has
at least one infected neighbor in the round v transmits a preventive message.
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Figure 5.5: This figure shows the dissemination of Λ up to a node v ∈ Υw,i via a notification
tree Υw with root node w. The corresponding level of Υw in round j is denoted by Υw,j. Υw
is of Type A if degw ≤ logq/
√
β n and of Type B otherwise.
Finally, we are ready to prove Theorem 5.4.
Proof of Theorem 5.4.
To prove our claim we analyze both processes V and Λ throughout O((log log n)2) many
rounds. We prove the theorem in two phases.
In the first phase we show that |Vi+1| ≥ |Vi| · (1 + c), for some constant c > 0, during
the first c1 log log n rounds. Note that it holds γ(V) · |Vi| ≥ |Vi+1| due to our model (cf.
Section 5.2.1). This implies that process V grows by at least and at most an exponential
rate and cannot infect more than a polylogarithmic amount of nodes overall within the
first c1 log log n rounds.
The main idea of Phase 2 is as follows. In every round i of this phase process V may
induce a subgraph/forest GV in G of size at most γ(V)O((log logn)2). Note that the shape
of GV may change over time but its size will still be limited. On the other hand, process
Λ induces a subgraph GΛ in G on its own. Note that GΛ forms a connected component,
since every immunized node stays immunized (cf. Figure 5.6). By definition, only
infected nodes may block the dissemination of preventive messages (cf. Section 5.2.1).
However, we argue that the transmission of a preventive message can only be delayed
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for at most q · log log n many rounds, where q ∈ Θ(1) is computed below. This is due to
the following observations:
1. each infected node v recovers just in time, such that v does not block any preventive
message sent along the path v was originally infected on by V (cf. Figure 5.7),
and
2. each blocked node in Λ is part of a Type B notification tree at most q · log log n
many rounds after it was blocked for the first time.
Further, G is a random power law graph with power law exponent 2 < α < 3. Using the
above arguments we show that O((log log n)2) many rounds suffice for Λ to immunize
at least n(1− o(1)) many nodes with probability 1− o(1).
GΛ GV GΛ
GV
Figure 5.6: The above figures depict a generic course for the expansion of GΛ and GV ,
respectively. Note that the size of GV is limited by γ(V)O((log logn)2) = logO(log logn) n if the
lifespan of V is limited by O((log log n)2).
Figure 5.7: This is an example of Λ chasing V. We distinguish between three different
types of nodes: 1.) red nodes, i.e., infected nodes, 2.) green nodes, i.e., recovered nodes that
have not generated and sent any preventive message yet, and 3.) blue nodes, i.e., immunized
nodes that have already generated and sent at least one preventive message. Clearly, since
each (transmitting) blue node v notifies its entire non-infected neighborhood, all green nodes
w incident to v are notified as well. Consequently, these nodes act as relays to spread the
preventive message sent by v. Further, each red node v′ turns into a green one just in time,
such that none of the preventive messages generated and sent by the green nodes incident to v′
are blocked. This implies that process Λ moves along the same path as V did.
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Phase 1 Let i′ := c1 log log n be defined as in Section 5.2.1. Since γ(V) is constant, it
follows that V cannot infect more than logO(1) n many nodes within the first i′ rounds.
Further, the lowest and the average degree in the considered graph is constant. Note
that it holds Λi = ∅ for all rounds i < i′ according to our model.
Additionally, note that V0, ...,Vi′ is the sequence of infected nodes disseminating V
throughout Phase 1. Clearly, |Vi| ≤ γ(V)i holds for each round i ≤ i′. Consequently,
|sf (∪i≤i′Vi)| ≤ O(γ(V)i′ · n1/α) = o(n) and |s(U(i′))| = Θ(n).
Let i ≤ i′ be an arbitrary round. Further, let vi1, ..., vik ∈ U(i) be a sequence of the
uninformed nodes in round i sorted in descending order by the degree. Note that k < n.
Let the indicator variable xij be equal to 1 if v
i
j is chosen at least twice by the nodes in
Vi and 0 otherwise. Further, let X =
∑
1≤j≤k x
i
j. Then it follows that
Pr
(
xi1
) ≤ (γ(V) · |Vi|
2
)(
degvi1
Θ(n)
)2
≤ Θ
( loglog(γ(V))·c1 n
n1−1/α
)2 = n−(1+Ω(1)),
since degv ≤ n1/α for all v ∈ V . Note that these events are negatively correlated, since
each connection established to some vij diminishes the amount of connections available for
all yet unconsidered nodes of the sequence. Therefore, Pr(xi1) ≥ Pr(xi2) ≥ ... ≥ Pr(xik).
Consequently,
E[X] ≤ n ·Θ
( loglog(γ(V))·c1 n
n1−1/α
)2 = Θ( log2·log(γ(V))·c1 n
n1−2/α
)
= n−Ω(1),
since 2 < α < 3. Utilizing standard Chernoff bounds (cf. Lemma 4.1), we conclude that
none of the nodes vi1, ..., v
i
k is connected to more than one node in Vi with probability
1− n−Ω(1). In other words, each newly infected node v ∈ Vi+1 does only provide one
connection to some infected node w ∈ Vi with high probability.
Recall that |∪i≤i′ Vi| = O(γ(V)i′) = O(loglog(γ(V))·c1 n) < loglog(γ(V))·c1+1 n and |sf (V )| =
Θ(n) in round i′. Further, note that |sf(∪i≤i′Vi)| is naturally upper bounded by
c · loglog(γ(V))·c1 n · n1/α, for some positive constant c. Let vi′1 , ..., vi′k ∈ (∪i≤i′Vi) be an
ordered sequence of nodes disseminating V up to (and including) round i′. Further, let
xi
′
j be the event that v
i′
j chooses at least γ(V)− 1 many uninformed nodes among its
γ(V) many tries. Then
Pr
(
xi
′
k
)
≥
1−
Probability to choose a node in I︷ ︸︸ ︷
Θ
(
loglog(γ(V))·c1 n · n1/α
n
)
γ(V)
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and consequently
Pr
(
xi
′
1 ∩ ... ∩ xi
′
k
)
≥
(
1−Θ
(
loglog(γ(V))·c1 n · n1/α
n
))γ(V)·|∪i≤i′Vi|
≥ 1−Θ
(
log2·(log(γ(V))·c1+1) n
n1−1/α
)
,
since Pr
(
xi
′
1
) ≥ Pr (xi′2 ) ≥ ... ≥ Pr (xi′k ). Combining the above arguments we conclude
that V remains active until round i′ and it holds that
γ(V) · |Vi| ≥ |Vi+1| ≥ |Vi| · (1 + c),
for some positive constant c ≥ 1 and all rounds i ≤ i′, with high probability.
Now we show that we obtain Λ+i′ 6= ∅ in round i′, i.e., that V has infected at least one
node with degree large enough, such that the nodes in the corresponding notification
tree are allowed to send at least c′(log log n)2 many rounds for some sufficiently large
constant c′. Recall that the first nodes contained in Λi′ are the newly infected ones
at the beginning of round i′ − d. However, by definition, the first round in which
the nodes of Λ are allowed to send is i′ + 1. Consequently, Λ does not notify any
nodes during Phase 1 whatsoever. From the arguments above we already know that
γ(V) · |Vi−1| ≥ |Vi| ≥ q′ · |Vi−1|, for all i ≤ i′ and some constant q′ ≥ 2. Thus, by
definition, we obtain that
loglog(γ(V))·c1 n ≥ |Vi′ | ≥ logc1 n
and
loglog(γ(V))·c1 n
2d
≥ |Λi′ | = |Vi′−d| ≥ log
c1 n
γ(V)d .
At this point we have estimated the amount of nodes contained in Λi′ and Vi′ , respectively.
It remains to show that Λ+i′ 6= ∅. In the following we show that there are at least Ω(log n)
many nodes in Λi′ with degree log
c1−1/α−1 n.
Recall that |(Λi′ ∪ (∪i≤i′Vi))| = O(γ(V)i′) = logO(1) n holds by definition. Therefore,
almost all connections chosen by the nodes in Vi′−d−1 lead to nodes in U (see above),
since the amount of nodes in Λ ∪ V is sufficiently small. Since |Vi′−d−1| ≥ logc1 nγ(V)d+1 and
γ(V) · |Vi′−d−1| ≥ $i′−d−1 ≥ |Vi′−d−1|, we obtain that
$i′−d−1 = Ω(log
c1 n).
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Let Y
$i′−d−1
degv
be the event that a node v ∈ U(i′ − d− 1) with degree degv is paired with
at least one of the $i′−d−1 many stubs. Then
Pr
(
Y
$i′−d−1
degv
)
≥ 1−
(
1− degv
Θ(n)
)$i′−d−1
= 1− e−Θ
(
degv · $i′−d−1
n
)
= Θ
(
degv · $i′−d−1
n
)
.
Recall that | ∪i≤i′ Vi| = O(γ(V)i′) = O(loglog(γ(V))·c1 n) and |s(U(i′))| = Θ(n). Further,
note that |GUk′,0| = ω(n/log(α/(α−1))·c1 n) for each k′ ≤ logc1−1/α−1 n holds due to the power
law degree distribution. Therefore,
|GUk′,i′−d−1| ≥ |GUk′,i′| ≥ |GUk′,0| − | ∪i≤i′ Vi| ≥ |GUk′,0| · (1− o(1)) ≥ n/logO(1) n
must hold for all groups with degree up to k = log
c1−1/α−1 n. Consequently, we obtain
that the expected amount of newly notified nodes within GUk,i′−d−1 is at least
|GUk,i′−d−1| · Pr
(
Y
$i′−d−1
k
) ≥ c′ · n
kα
· (1− o(1)) ·Θ
(
k ·$i′−d−1
n
)
= Ω
($i′−d−1
kα−1
)
= Ω(log n),
where c′ is a normalizing constant. Standard Chernoff bounds imply that this lower
bound holds with high probability.
Summarized, Λ+i′ contains at least a logarithmic amount of nodes with degree log
c1−1/α−1 n.
Additionally, note that the notification trees established by these nodes may have up to
O(β(c1−1/α−1 · log log n)2) many levels in total.
Phase 2 Let V0 = {z}, i.e., node z is the source of V . From the argumentation above
it follows that there is a path (z, v1, v2, ..., vi′−d−1, v) of length exactly (i′ − d) for each
node v ∈ Λi′ , where z, vk ∈ R(i′) for all 1 ≤ k ≤ i′ − d− 1. Then the following claim
holds.
Claim 5.5. Each node v ∈ Λ−i′ receives an immunizing message from some node v′ ∈ Λ+i′
by round 3 · (i′ − d) + d+ 1.
Proof. Due to Phase 1, we know that process Λ is activated in round i′. Then, by
definition, each node v ∈ Λi′ is allowed to send for the first time in round i′+ 1. Further,
there must be a path from z to v as well as one from z to v′ of length exactly (i′ − d).
Therefore, each node v ∈ Λ−i′ receives an immunizing message from some node v′ ∈ Λ+i′
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by round
delay until the
nodes in Λ+
i′ are
allowed to transmit︷ ︸︸ ︷
(i′ + 1) +
path length
from z to v︷ ︸︸ ︷
(i′ − d) +
path length
from z to v′︷ ︸︸ ︷
(i′ − d) = 3 · (i′ − d) + d+ 1
and the claim follows. Note that there may be shorter paths from z to v or from z to v′,
or even shorter (simple) paths in ∪i≤i′Vi that do not include z. However, by definition,
each node in R forwards an immunizing message to all of its non-infected neighbors
excluding the ones he received said message from, which obviously includes the nodes
initially infected by V .
In the rest of this proof we make use of the following definitions.
Definition 5.7 (plus-path). Let u ∈ V and w ∈ Λ+i′ be arbitrary nodes. Then we say
that the sequence (w, v0, ..., vj) is a plus-path p
+(w, u) of length |p+(w, u)| = j + 1, if
the following conditions hold:
• v0 was infected by w,
• vj = u, and
• for 0 ≤ i < j : vi infected vi+1.
Definition 5.8 (minus-path). Let u ∈ V and v ∈ Λ−i′ be arbitrary nodes. Then we say
that the sequence (v, v0, ..., vj) is a minus-path p
−(v, u) of length |p−(v, u)| = j + 1, if
the following conditions hold:
• v0 was infected by v,
• vj = u, and
• for 0 ≤ i < j : vi infected vi+1.
Definition 5.9 (k-blocked). Let v ∈ Λi be an arbitrary transmitting node. Then we
say that v is k-blocked in round i, if v has exactly k infected neighbors in round i.
Definition 5.10 (Λ+/Λ− reaches some node v ∈ V ). We say that Λ+/Λ− reaches some
node v in round i, if at least one preventive message generated by a node in Λ+i′ /Λ
−
i′ is
received by v in round i.
Definition 5.11 (i-neighborhood). We define the i-neighborhood Γi(v) of a node v ∈ V
as
Γi(v) := {w ∈ V | there is some simple path from v to w in G of length at most i}.
Definition 5.12 (v ∈ V resumes a transmission). Let v ∈ V be an arbitrary infected
node in round j ≥ i′ and let u ∈ Λj be an arbitrary transmitting neighbor of v. By
definition v blocks the transmission T of u in round j. We say that v resumes the
transmission T in round i if v is reached by Λ+ in round i− 1.
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From now on we primarily focus on the dissemination started by the nodes contained
in Λ+i′ . Recall that the nodes in Λ
+
i′ have a degree large enough to send at least
β(log log n)2 many rounds. Let z∗ ∈ Λ+i′ be an arbitrary but fixed node with degree at
least log
c1−1/α−1 n. From Phase 1 we know that such nodes exist with high probability.
In the following we show that the i-neighborhood of z∗ is entirely immunized by round
delay until Λ is allowed to
transmit for the first time︷ ︸︸ ︷
(i′ + 1) + i ·
max. amount of rounds an infected
node may delay a transmission from Λ︷ ︸︸ ︷
(2(i′ − d) + d+ 2).
That is, we show that an infected neighbor u of a transmitting node v ∈ Λ can prevent
Λ+ from reaching u for at most O(log log n) many rounds. We prove this claim by
induction over the (graph) distance i of each node in Λ to z∗. More formally, we show
the following lemma.
Lemma 5.11.
Γi(z
∗) ∩
 ⋃
j≤(2(i′−d)+d+2)·i
Λ(i′+1)+j
 = Γi(z∗)
for any distance i ≥ 1, where Γi(z∗) is the i-neighborhood of z∗.
The following observations are a vital part of the upcoming proof:
1. Λ+ reaches each node v ∈ Λj , for an arbitrary round j ≥ i′, for which a minus-path
exists by round
max. delay until Λ+
reaches each node in Λ−
i′︷ ︸︸ ︷
3(i′ − d) + d+ 1 +
length of the minus-path
from some w ∈ Λ−
i′ to v︷ ︸︸ ︷
(j − d)− (i′ − d) = 2(i′ − d) + j + 1 , and
2. each infected neighbor u of a node v ∈ Λj resumes all transmissions of v prevented
by u in round j ≥ i′ by round
max. delay until Λ+
reaches each node in Λ−
i′︷ ︸︸ ︷
3(i′ − d) + d+ 1 +
remaining max. delay
until Λ+ reaches u︷ ︸︸ ︷
(j − (i′ − d)) +1 = 2(i′ − d) + d+ 2 + j.
Note that we only need to consider the very first blocked transmission by each infected
node. Although the same argument would apply for all subsequently blocked trans-
missions too, the initial one is, in the worst case, resumed first. However, in the case
that the initial blocked transmission is not resumed first, the entailed delay by said
transmission does still represent an upper bound for the dissemination of Λ.
Proof of Lemma 5.11.
We begin with distance i = 1: The first round where the nodes in Λ are allowed to
transmit is i′ + 1. By definition the following happens in round i′:
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1. all infected nodes up to (and including) round i′ − d− 1 are immunized, i.e., they
are moved to R, and
2. process Λ is activated on each node in Vi′−d, i.e., these nodes change their status
to immunized and establish notification trees.
Therefore, Λi′ is non-empty. Further, due to Phase 1, we know that there is a path
(z, v1, v2, ..., vi′−d−1, v) of length exactly (i′−d) for each node v ∈ Λi′ , where z, vk ∈ R(i′)
for each 1 ≤ k ≤ i′ − d− 1.
In the following we examine the situation for an arbitrary infected neighbor u of an
arbitrary node v ∈ Λi′ . We first focus on the case where
• there is no minus-path p−(w, u) for some node w ∈ Λ−i′ , and
• the transmission of v to u in round i′ + 1 is blocked by u.
Then there must be a plus-path p+(v′, u) = (v′, u0, ..., uj) in round i′ + 1 of length
j + 1, where uj = u and 1 ≤ j ≤ d. Further, by assumption, it holds that v′ ∈ Λ+i′ .
Consequently, Λ+ reaches u after at most j + 1 ≤ d+ 1 additional rounds by traversing
p+(v′, u). Therefore, the transmission blocked by u in round i′ + 1 is resumed after at
most
d+ 2
additional rounds in total.
In the case that the transmission of v in round i′ is blocked by u under the condition
that
• there is no plus-path p+(w, u) for some node w ∈ Λ+i′ ,
u is not guaranteed to resume the previously blocked transmission by the round Λ−
reaches u. Notice that in this case there must be a minus-path p−(v′, u) = (v′, u0, ..., uj)
in round i′+ 1 of length at most j + 1, where uj = u and 1 ≤ j ≤ d. However, by Claim
5.5 we know that Λ+ reaches v′ by round 3(i′ − d) + d+ 1, i.e., after at most 2(i′ − d)
additional rounds. Since |p−(v′, u)| = j + 1 ≤ d+ 1, it follows that node u resumes the
previously blocked transmission after at most
2(i′ − d) + d+ 2
additional rounds in total. Consequently, we obtain that
Γ(z∗) ∩
 ⋃
j≤(2(i′−d)+d+2)
Λ(i′+1)+j
 = Γ(z∗)
combining both cases.
Now consider an arbitrary distance i > 1: Let v ∈ Λj′ , for some round j′, be an arbi-
trary (but fixed) transmitting node at distance exactly i from z∗.
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We distinguish two cases:
v is 0-blocked By definition v is incident to already immunized and/or uninformed
nodes only. Then all its currently uninformed neighbors become immunized by the end
of round j′.
v is k-blocked for k > 0 By definition v has exactly k infected and degv−k many
uninformed or immunized neighbors. Note that for each preventive message received by
v in round j′ − 1 at least one node w among these degv−k many nodes must exist that
has transmitted said message to v. Let M be such a preventive message and let kM be
the number of nodes that transmitted M to v in round j′ − 1. Then it follows that the
remaining degv−k − kM non-infected nodes receive M by the end of round j′. Further,
by definition, the k infected neighbors eventually become immunized after at most d
many additional rounds.
Let k+ be the number of nodes among v’s k many infected neighbors u satisfying
|p+(w, u)| > 0, for some node w ∈ Λ+i′ , and let the set S+ = {v1, ..., vk+} contain all
these nodes. Further, let the set S− = {v1, ..., vk−} contain all v’s infected neighbors
u satisfying |p−(w′, u)| > 0, for some node w′ ∈ Λ−i′ . Notice that k = k+ + k−. In the
following we consider S+ and S− separately.
By assumption there is a plus-path p+ for each node u ∈ S+. Since each newly infected
node is automatically immunized after d many rounds and Λ+ is forwarded along p+, it
follows that each node in Λj′ on this path is reached by Λ
+ by round j′ + 1. Recall that
the nodes in Λi′ are allowed to send for the first time in round i
′ + 1. Then after at
most d many additional rounds each node u ∈ S+ is reached. Consequently, Λ+ reaches
each node in S+ and the previously blocked transmissions are resumed after at most
d+ 2
additional rounds in total.
On the other hand, the situation for the nodes in S− is more complicated. W.l.o.g.
let u ∈ S− be an arbitrary infected neighbor of v in round j′. Then there must be a
minus-path p−(w, u) = (w, ..., u0, ..., uj), for some node w ∈ Λ−i′ and uj = u, of length at
most j′ − i′ + d, where u0 ∈ Λj′ and 1 ≤ j ≤ d. Claim 5.5 implies that Λ+ reaches u0
by round
delay until Λ+ reaches
each node in Λ−
i′︷ ︸︸ ︷
3(i′ − d) + d+ 1 +
path length of the minus-path
from some w ∈ Λ−
i′ to u0︷ ︸︸ ︷
(j′ − i′) = 2(i′ − d) + j′ + 1.
Therefore, all transmissions blocked by u in round j′ are resumed after at most
2(i′ − d) + d+ 2
additional rounds in total.
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Due to the induction hypothesis we know that Γi(z
∗) ∩
(⋃
j≤(2(i′−d)+d+2)·i Λ(i′+1)+j
)
=
Γi(z
∗). Further, note that j′ ≤ ((2(i′ − d) + d+ 2) · i), since j′ > ((2(i′ − d) + d+ 2) · i)
would imply that at least one node on the path to v would have suffered a delay larger
than 2(i′ − d) + d+ 2. By combining the above arguments we conclude that
Γi+1(z
∗) ∩
 ⋃
j≤(2(i′−d)+d+2)·(i+1)
Λ(i′+1)+j
 = Γi+1(z∗).
At this point we are ready to conclude. Considering the dissemination of Λ, it is obvious
that the worst case occurs whenever all transmitting nodes of Λ are blocked by infected
ones. However, these nodes become immunized after at most d many rounds and resume
all previously blocked transmissions at most 2(i′ − d) + 2 rounds later. It follows that
an infected neighbor of a node v ∈ Λ can prevent Λ+ from reaching u for at most
2(i′ − d) + d+ 2 < 3i′ many rounds, since i′ is large enough.
Since G is a random power law graph with power law exponent 2 < α < 3, we know
that the average distance between two nodes in G is upper bounded by ν · log log n,
for some constant ν (cf. [24], [70]). Further, recall that the very first infected node
is chosen uniformly at random, which implies that the majority of all nodes is within
distance ν · log log n of said node with probability 1− o(1).
Let β = max{νd, 10c1}, and c1 = max{(να+ 1)(α− 1) + 1, (100 + 1)(α− 1) + 1}. Recall
that there are some nodes in Λ+i′ with degree at least log
c1−1/α−1 n. Consequently, the
lower bound for the amount of rounds a preventive message that was created by a node
with the highest degree in Λ+i′ is allowed to be forwarded is given by
β
(
log
(
log
c1−1
α−1 −1 n
))2
= β
((
c1 − 1
α− 1 − 1
)
log log n
)2
> 3i′ · 5ν log log n.
Hence, all nodes in Λ+ can easily reach the majority of the nodes within G with
probability 1− o(1).
5.2.3 Glossary
At this point we list some of the most important definitions we used in the above
analysis.
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Definitions concerning the network
G G is an undirected random graph, also called network, our
dissemination processes work on.
n The number of nodes in G is denoted by n.
m The number of edges in G is denoted by m.
degv Degree of node v ∈ V .
Γ(v) Neighborhood of node v.
δ The minimum degree of G.
α The power law exponent used to determine G’s degree distri-
bution, where 2 < α < 3.
Gk, G
U
k,i Gk is the set (also called group) containing all nodes with
degree k, whereas GUk,i := Gk ∩ U(i).
s(v), svi s(v) is the set of all stubs for a node v ∈ V , with svi being the
ith stub in an ordered sequence.
sf (v), sf (v) The set s(v) is divided into a set of free stubs sf(v), and
a set of already paired stubs sf (v). Hereby, free stubs are
available for the pairing process, whereas paired stubs are
already connected to edges in G.
s(V ′) s(V ′) =
⋃
v′∈V ′ s(v
′) defines the (overall) set of stubs for some
subset V ′ ⊆ V .
sf (V
′) sf(V ′) =
⋃
v′∈V ′ sf(v
′) defines the set of free stubs for some
subset V ′ ⊆ V .
Sf (G) Set of all free stubs for a corresponding round. Since said
round is always clear from the context, we omit to specify it
explicitly.
Definitions concerning the node states (SIR-model)
U U contains the nodes that are not notified yet in any way.
I I contains the nodes that were already notified exclusively by
process V and did not recover so far.
R R contains all nodes that recovered or that were already
notified by process Φ or Λ and thus are neither a part of U
nor I.
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Definitions concerning the dissemination processes
V V is a dissemination process trying to notify as many nodes of
the network as possible with a malicious piece of information.
Depending on the model in use, said process is counteracted
by either Φ or Λ.
γ(V) The maximum number of different neighbors process V can
use for spreading.
d The delay between the notification of a node v ∈ U(i− d− 1)
by V and the activation of Φ (or Λ) on said node in round i.
Φ Φ is a dissemination process counteracting V. Whenever Φ
is activated on a node v ∈ I(i) in round i, v and all its
non-infected neighbors are immunized.
Λ Λ is a more sophisticated version of Φ. It behaves as follows.
Whenever Λ is activated on a node v ∈ I(i− 1) in round i, v
is immunized and creates a new notification tree Υv.
Υv,i The corresponding level of a notification tree Υv with root v
in round i.
t(v) The round v ∈ U was initially infected by V .
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6 The Dynamic Case
In this chapter we examine epidemic spreading in continuously evolving networks. That
is, in contrast to Chapter 5, we are not restricted to (mostly) fixed networks anymore.
On the contrary, now we allow that a network observed at a specific time may be
significantly different from its appearance a few moments ago. Note that this may
benefit or hinder the dissemination of the epidemic/information, depending on the
field of application of the network. For example, an infected individual may reach
(and therefore infect) more potential hosts by being mobile. Indeed, the impact of
an epidemic process is amplified by dynamic networks. Therefore, distributing an
antidote/anti-rumor by a similar (yet slightly more powerful) process as the malicious
one will certainly prevent parts of the network from being harmed. Due to conformity,
we first present some examples of networks that are considered throughout this chapter.
Afterwards, we give a short outline for the upcoming sections.
In order to present some examples of networks that fit in the context of this chapter,
we use the same categorization as in Chapter 5. Namely:
• Technical Context, and
• Social Context.
We begin with the technical context. Recall that we focus on the dissemination of
epidemic processes in dynamic networks throughout this chapter. Therefore, many
wireless networks belong here. Note that a significant amount of devices within a
dynamic network is usually mobile. Consequently, the network’s structure is, to some
extend, constantly in transition. Let us consider vehicular ad hoc networks as an
example. Clearly, the moving vehicles provoke a constant change of the topology.
Note that we are not limited to networks created and maintained by artificial devices
only. On the contrary, contact networks formed by mobile individuals are of special
interest to us. As a consequence, the scope of our research with respect to the amount
of scenarios and use cases worth considering expands drastically as soon as we take
individuals in the real world and their interactions into account. For example, contact
based graphs representing interpersonal encounters are often essential in the field of
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epidemiology. Often it is crucial to know exactly who contacted whom at a specific
time and place in order to efficiently counteract an epidemic.
The rest of this chapter is structured as follows. In Section 6.1 we analyze the dissem-
ination of an epidemic in a constantly changing (urban) environment with multiple
locations. This environment represents an instance of a virtual city inhabited by mobile
individuals. Each moving individual chooses its target location independently at random
according to the location’s attractiveness. Said attractiveness is randomly assigned
according to a power law distribution. Due to the individuals’ movement, the contact
graph is constantly in transition.
In this setting we gain two main insights:
1. a deadly epidemic does not manage to extinct the entire population under realistic
(yet weak) assumptions with high probability, even if the behavior of the susceptible
entities is not influenced by the epidemic outbreak in any way, and
2. already very limited pharmaceutical and non-pharmaceutical countermeasures
suffice to drastically mitigate the impact of an epidemic.
In Section 6.2 we extend the setting of Section 6.1 and examine the implications on a
large scale. However, here we analyze our model empirically. In short, the setting is as
follows. The environment approximates the geography of Germany. Each individual
may not only move within its current city but may also travel between cities, of which
there are plenty. All individuals within a city interact according to the probabilistic
model presented in Section 6.1 in a distributed manner.
In essence, we gain the following insights:
1. our model shows significant similarities to real-world observations of the course
of the influenza virus, therefore indicating the usefulness of said model while
simultaneously backing up the findings of [39], and
2. the effect of some non-pharmaceutical countermeasures that are usually adopted
if an epidemic outbreak occurs can be easily approximated by adjusting the
parameters of our model properly.
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6.1 Epidemic Spreading in Urban Environments
In this section we consider an epidemic process operating in a dynamically changing
environment. This environment represents an urban topology inhabited by mobile
susceptible entities. Consequently, due to the (random) movement of these entities, the
vicinity of each one is constantly changing. In contrast to Chapter 5, all types of mobile
networks covered by this chapter are contact based and/or wireless. We refer the reader
to Section 6.1.1 for the definition.
In order to analyze the above network, two models are presented:
1. the regular model (REG), where the behavior of the susceptible entities is not
influenced by an epidemic outbreak in any way, and
2. the restricted model (REST ), where an epidemic outbreak does influence the
behavioral pattern of the susceptible entities. Such an influence may be represented
by a mobility restriction (such as a curfew, isolation or school closure) or some
kind of pharmaceutical intervention (such as self medication or vaccination), for
example.
In the regular model we show that a polynomial fraction of the susceptible entities
remains uninfected, even if each infected entity would transmit the infection for o(log n)
many rounds. That is, it is very unlikely for an epidemic to wipe out the entire
population, provided that the environment is large enough. Interestingly, our result
provides an analytical evidence for a conjecture expressed in a historical documentation
about the plague in the mid ages [46].
In the restricted model, on the other hand, we show that only a polylogarithmic amount
of entities is infected until the epidemic is completely embanked, provided that suitable
countermeasures are taken (see Section 6.1.1 for more details). We show that said
embankment occurs within the first O((log log n)4) rounds with probability 1− o(1).
6.1.1 Theoretical Model
The outline of this section is the following. First, we describe our model and some basic
definitions in more detail. Then we state some properties entailed by said model.
We present our model with respect to four main components:
1. the topology/environment,
2. the susceptible entities,
3. the epidemic dissemination procedure, and
85
Chapter 6 6.1. Epidemic Spreading in Urban Environments
4. the society models (i.e., the response pattern to an epidemic outbreak).
The Topology The topology is modeled by a complete graph G = (V,E) (also
called network) with κn nodes (also called cells), where κ ∈ R≥0, n ∈ N. These cells
represent locations a susceptible entity (also called agent or individual) can visit. Each
cell may accommodate agents depending on the cells so-called attractiveness. The
attractiveness dv of a cell v is chosen randomly with probability proportional to 1/i
α,
where α > 2 is a constant. We define the highest attractiveness to be α
√
κn and the
lowest to be 2. Since all agents move randomly (see below), it follows that the expected
amount of agents accommodated in a specific cell v with attractiveness dv is given
by n · c′ · dv/
∑ α√κn
i=2 c
κn
iα
i, where c and c′ are some normalizing constants such that∑ α√κn
i=2 c
κn
iα
= κn and n ·∑v∈V (c′ · dv/∑ α√κni=2 cκniα i) = n.
The Susceptible Entities The amount of susceptible entities/agents in the environ-
ment is given by n ∈ N. These mobile agents may move from one cell to another. That
is, in each round each agent chooses its next location independently with probability
proportional to the location’s attractiveness. Further, each agent has a status indicating
its state of knowledge with respect to the epidemic. This status partitions the set of
agents S into three disjoint subsets:
1. I(j), meaning the set of all infected agents in round j,
2. U(j), meaning the set of all uninfected (susceptible) agents in round j, and
3. R(j), meaning the set of all resistant/immunized agents in round j.
Consequently, S := I(j)∪U(j)∪R(j). Whenever it is clear from the context, we simply
write I, U , and R, respectively.
The Epidemic Dissemination In general, epidemics may be spread in various ways
in an urban environment. However, to emphasize the importance of mobility, we assume
that locations are not contagious if they do not accommodate at least one infected
agent. Under this assumption the dissemination procedure can be described as follows.
If in some round j an uninfected agent v visits a cell which also contains an agent w
of I(j), v becomes infected with probability 1 and carries the disease further. Note
that one can easily extend this model to the case where the disease is spread with some
probability not equal to 1. Further, we define the time until an infected individual is
cured again as τ . That is, a time period τ is assigned to the epidemic, which means
that an individual is contagious for τ consecutive rounds only.
Society Models We specifically consider two different society models:
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1. the regular model (REG), where the behavior of the susceptible entities is not
influenced by an epidemic outbreak in any way, and
2. the restricted model (REST ), where an epidemic outbreak does influence the
behavioral pattern of each susceptible entity.
The regular model primarily serves the purpose of highlighting the importance of
movement patterns we are already used to in such an urban setting. That is, in the
regular model we show how our own habits aid epidemics in order to spread more
efficiently. On the other hand, the restricted model represents our ability to cope with
and counteract such an outbreak despite our lifestyle. Formally, this translates to the
following parameter settings. Note that the individual values were chosen according to
publicly available literature where possible and our best judgment otherwise.
Society model α κ τ
The regular society model (REG) α ∈ (2, 3) 1 o(log n)
The restricted society model (REST ) 3 < α ∈ O(1) Θ(1) Θ(1)
6.1.2 Analysis
At this point we present some basic observations. As we show below, the number of
cells with a high attractiveness decreases with an increasing α. On the other hand, the
area in which infected agents may infect others decreases while κ increases (cf. Figure
6.1). Recall that the amount of agents is independent of κ.
Observation 1. Let C := {v1, ..., vj} be the set of all cells with attractiveness d ∈
{2, ..., α√κn}. Then the expected amount of agents choosing a specific cell vi ∈ C and
an arbitrary cell in C is proportional to d and nd−α+1, respectively.
Proof. The probability of choosing a specific cell v ∈ C with attractiveness dv is given
by
c′ · dv
α√κn∑
i=2
cκn
iα
i
= Θ
(
dv
n
)
,
where c and c′ are the normalizing constants defined in the previous section. Similarly,
the probability of choosing an arbitrary cell with attractiveness d is given by
Θ(n/dα−1)
α√κn∑
i=2
cκn
iα
i
= Θ
(
d−α+1
)
.
Since the amount of agents equals n, the claim follows.
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κ = 1
κ = 4
α
√
κn
α
√
κn
Figure 6.1: The solid line indicates a grid-like visualization of a topology A (complete graph),
where κ = 1, n = 9, and α = 2. The broken line indicates the corresponding topology B with
κ = 4, resulting in 36 cells.
6.1.2.1 The Regular Society Model
Suppose a non curable course of a deadly disease. Consequently, all infected individuals
decease eventually. In the following we show that at least a polynomial fraction of the
uninfected agents stays at locations which are not occupied by infected ones due to the
urban environment. This implies that the population in such a setting would outlast
even the worst epidemic. Theorem 6.1 is the main statement of this section.
Theorem 6.1. Let κ = 1 and let τ be a slow-growing function in n (i.e., τ = o(log n)).
Then a polynomial fraction of the population remains uninfected when I = ∅ with high
probability.
The theorem implies that there must be some point in time where only a small fraction
of the population is still alive and uninfected while another (rather small) fraction still
carries the infection further. We model this situation (in some round j) by assuming
that |I(j)| · |U(j)| ≤ n2, for some small constant  ≤ 1/4. Now the most interesting
question is whether or not this epidemic process manages to infect the remaining healthy
individuals, therefore exterminating the entire population. The following lemma copes
with this situation and is a vital part of the proof of Theorem 6.1.
Lemma 6.1. Let |I(j)| · |U(j)| ≤ n2, where  ≤ 1/4 is an arbitrarily small constant.
Further, let κ be a constant and τ a slow-growing function in n (i.e., τ = o(log n)).
Then there is no newly infected agent in round j with probability 1− n−Ω(1).
Proof. Let a pairing of two agents i ∈ I(j), i′ ∈ U(j) describe the event that i and i′
choose the same cell. Let xi,i′,d be the event that agents i and i
′, where i 6= i′, choose
the same (specific) cell with attractiveness d ≥ 2. Then the probability Pr(xi,i′,d) is
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bounded by
Pr(xi,i′,d) =
(
d∑ α√κn
l=2 c
κn
lα
l
)2
≤
(
d
cκn 1
α−2
(
1
2α−2 − o(1)
))2 (6.1)
≤
(
d
cκn 1
α−2
1
2α−2
1
2
)2
≤
(
d · (α− 2) · 2α−1
cκn
)2
,
where c is defined as in Section 6.1.1. Further, let xi,i′ be the event that agent i and i
′
meet in an arbitrary cell. Then Pr(xi,i′) ≤
∑ α√κn
d=2 c
κn
dα
Pr(xi,i′,d) and we obtain that
Pr(xi,i′) ≤
(
(α− 2) · 2α−1
cκ
)2 α√κn∑
l=2
cκn
lα
· l
n
·
α
√
κn
n
= O
(
1
n1−1/α
)
,
where we used that
(
l
n
)2 ≤ l α√κn
n2
.
A fixed uninfected agent i′ becomes infected with probability at most |I(j)|Pr(xi,i′)
and the expected amount µ of newly infected agents is bounded by
µ ≤ |U(j)||I(j)|Pr(xi,i′) ≤ O
(
1
n1−1/α−2
)
.
Since the agents of U(j) are assigned to the cells independently, we use Chernoff bounds
(cf. Lemma 4.1) to obtain the desired result. With (1 + δ)µ = 1/2 and X being the
random variable describing the amount of newly infected agents, it follows that
Pr[X > (1 + δ)µ] ≤
[
eδ
(1 + δ)(1+δ)
]µ
≤
(
e1/2µ−1
(1/2µ)1/2µ
)µ
=
(2µ · e)1/2
eµ
= n−Ω(1).
At this point we are ready to prove the main statement of this section.
Proof of Theorem 6.1.
The proof consists of three phases. In the first phase we assume that R = ∅. That
is, we focus on the increase of the number of infected agents only. However, we will
ensure that a sufficient number of uninfected agents will still be present. Note that
this number may be very small compared to the size of the population. In the second
phase then we distinguish between two situations: 1.) the spreading process runs out
(i.e., I = ∅) although the number of uninfected agents is polynomial in n, or 2.) we
have a situation where the assumptions of Lemma 6.1 are fulfilled. In the latter case
we apply Lemma 6.1 in a separate third phase. Let in the following i ≥ 0 denote the
current round with respect to the considered phase, and let t1, t2 describe the round
after Phase 1 and Phase 2 have ended, respectively.
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Phase 1 Throughout this phase we show that |I(i + 1)| > |I(i)| and |U(i + 1)| =
Ω(|U(i)|), for all considered rounds i. Further, we assume that R := ∅. Thus, all
infected agents remain infected during this phase and carry the disease to all agents
they meet. According to the power law distribution of the attractiveness, a constant
fraction of cells will have attractiveness d = 21. Recall that κ = 1 and hence the number
of all cells is n in total2. Therefore, we obtain that the probability for a cell to be empty
and to have a constant attractiveness c′ is given by
p :=
c
(c′)α
·
(
1− c
′
cn
∑ α√κn
i=2 (1/i)
α−1
)n
= Θ(1),
where c is defined as in Section 6.1.1.
Now we use a simple balls into bins game to obtain the amount of these cells. Recall
that there are Θ(n) many cells with constant attractiveness overall. We use two bins to
determine whether one cell with constant attractiveness remains empty or not: the first
one is chosen with probability p, representing that the cell remains empty, whereas the
other one represents the opposite with probability q := 1− p. Consequently, it follows
that the number of empty cells with a constant attractiveness is Θ(n). Since each agent
chooses a cell with probability proportional to its attractiveness (cf. Observation 1),
it follows that the probability for an uninfected agent to remain uninfected in this
round is constant. Further, because the uninfected agents are assigned to the cells
independently, we apply Chernoff bounds to conclude that a constant fraction of U(i)
remains uninfected after round i with probability 1− n−Ω(1) as long as |U(i)| = nΩ(1).
Phase 2 Now we add the curing procedure to our analysis. Thus, |R(t1 + i)| will
potentially increase in each round. From Phase 1 we know that at least a constant
fraction of the uninformed nodes remains uninformed in each round, i.e., that |U(j+1)| =
Θ(|U(j)|) holds for any round j. Consequently, one of the following situations occurs:
1. the number of uninfected agents does not decrease below some polynomial in n
while the epidemic runs out, or
2. there is some round j ≥ t1, such that |I(j) ∪R(j)| = n− n′ and |U(j)| = n′ for
some ′ > 0 small enough.
In the following we focus on the second situation.
By definition it follows that |R(j+τ)| ≥ |I(j)|+|R(j)|, since each infected agent is cured
after τ rounds. Further, since τ = o(log n) and |U(j+ 1)| = Ω(|U(j)|) for any individual
round j, we obtain that |U(j + τ)| ≥ |U(j)|/no(1) after τ rounds, with high probability.
Note that U can only decrease if uninformed nodes are informed/infected during the
corresponding round. Therefore, it follows that |I(j + τ)| ≤ |I(j)|+ |U(j)|(1− 1/no(1))
1In fact, this holds for any constant value.
2One can easily extend this to an arbitrary constant κ.
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with high probability. However, all nodes in I(j) are cured in round j + τ . The
statements so far lead to the following properties:
|U(j)|
no(1)
≤ |U(j + τ)| ≤ |U(j)| = n′ ,
1 ≤ |I(j + τ)| < n′ .
Consequently,
|I(j + τ)| · |U(j + τ)| ∈
(
n
′
no(1)
, n2
′
)
,
where we assumed that I(j + τ) 6= ∅. Thus, there is some constant  > 0 small enough,
such that |I(j + τ)| · |U(j + τ)| ≤ n2.
Phase 3 Since |I(t2)| · |U(t2)| ≤ n2 at this point, applying Lemma 6.1 for τ rounds
gives the theorem.
6.1.2.2 The Restricted Society Model
In the restricted model we combat the epidemic actively, meaning with actions such as
isolation or medication, and passively, meaning with actions such as curfews or gathering
bans. Further, we assume that each infected individual spreads the disease until the
symptoms become visible. Afterwards, this individual is being isolated. Additionally,
we assume that the disease has an incubation time not larger than some constant s,
and model this by setting τ = s. Our main statement for this section is as follows.
Theorem 6.2. Let an epidemic disease be spread in a complete graph with κn cells as
described in Section 6.1.1. Then, for all fixed τ ∈ O(1), there exist suitable constants
κ and α, such that I = ∅ after O((log log n)4) many rounds with probability 1− o(1).
Moreover, at the end (when I = ∅) the set R has size logO(1) n.
In contrast to the previous model, we assume that an epidemic outbreak does influence
the individuals’ behavioral pattern. To be more specific, we assume that this effect is
primarily caused by warnings communicated through the media. In our model a warning
basically affects the constants α and κ due to the following observation. Whenever
individuals are aware of such a warning, many of them will avoid places with a large
number of persons, waive needless tours, and be more careful when meeting other people.
Although one of these modifications alone may not be sufficient to stop the epidemic [64],
we argue that a combination of these strategies, which is able to sufficiently influence
the constants α and κ, is enough to stop the disease from spreading. Consequently, we
assume that α and κ are suitable (large) constants throughout this section.
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Before we prove our main statement, we first show that the distribution of the attrac-
tiveness of the cells implies an upper bound on the amount of new infections. Note
that we represent the amount of infections by a function in n, i.e., we assume that
|I(j)| = (f(n))q in round j and some suitable constant q.
Lemma 6.2. Let the set Gk contain all cells with attractiveness 2
k up to 2k+1−1 and let
|I(j)| = f q(n) for a specific round j, where f(n) is some function with limn→∞ f(n) =∞
and q > 3 is a constant. If α > max{q − 1, 3} and
2 ≤ k ≤ 1
(α− 2) · log
( |I(j)|
f 3(n)
)
,
then the number of newly infected agents in Gk is bounded by
O
( |I(j)|
(2k − 1)α−3
)
with probability 1− e−Ω(f(n)).
Proof. The power law distribution of the attractiveness of the cells implies that the
expected number of infected agents that choose cells in group Gk with k ≤ 1(α−2) ·
log
(
|I(j)|
f3(n)
)
at the beginning of round j is bounded by
|I(j)| ·
∑2k+1−1
d=2k
cκn
dα
d∑ α√κn
d=2
cκn
dα
d
= Θ
( |I(j)|
(2k − 1)α−2
)
= Ω(f 3(n)),
where c is the normalizing constant defined in Section 6.1.1.
We formulate the problem as a Vertex Exposure Martingale (cf. Definition 4.3) in order
to prove the lemma. Let za,b be the event that agent a and b choose the same cell. We
define a graph G′ = (V ′, E ′) by setting V ′ = I(j) ∪ L, where L = {1, ..., n − |I(j)|}
and I(j) ∩ L = ∅. The set of edges is E ′ = {(xi, l) | xi ∈ I(j) ∧ l ∈ L ∧ zxi,l}. Let the
considered vertex exposure sequence be given by x1, ..., x|I(j)| ∈ I(j). Thus, each xi
represents an infected agent, which may establish edges connecting itself to the set L.
In order to estimate the degree of each xi, we need to upper bound the amount of
uninfected agents choosing the same cell as xi. Recall that each agent chooses its target
location for the next round independently at random with probability proportional
to the location’s attractiveness. Now we assume that no two infected agents choose
the same cell. Therefore, if α > q − 1, i.e., 2k = 21/(α−2)·log(|I(j)|/f3(n)) = o(f(n)), we
obtain that at least Θ(f(n)) many uninfected agents choose the same location with an
attractiveness of at most 2k+1 − 1 with probability at most(
n− |I(j)|
Θ(f(n))
)(
o(f(n))
Θ(n)
)Θ(f(n))
≤ 1
eΩ(f(n))
,
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since |I(j)| = f q(n). Consequently, an infected agent placed in a group up to Gk has at
most O(f(n)) edges with probability at least 1− 1/eΩ(f(n)). We conclude that all infected
agents placed in cells of groups up to Gk have O(f(n)) edges with probability at least
1− fq(n)
eΩ(f(n))
by using the Union Bound (cf. Lemma 4.5).
Now we restrict the probability space to the events in which O
(
|I(j)|
(2k−1)α−2
)
many infected
agents choose cells in Gk and each of these agents has O(f(n)) edges. We obtain such
an event with probability 1 − e−Ω(f(n)). Let X be the random variable counting the
number of edges to the nodes in V ′ ∩ IGk(j), where IGk(j) is the set of infected agents
choosing cells in Gk. Further, let Xi do the same but filtered by the knowledge of
the edges incident to x1, . . . , xi. In other words, Xi = E[X | Fi], where Fi is a filter,
such that the edges incident to x1, . . . , xi are known. Then the sequence X0, X1, ... is a
Martingale [65].
Note that we only expose the infected vertices lying in Gk. Given the assumption above,
we have |Xk − E[Xk]| ≤ O(f(n)) for any k ≤ 1(α−2) · log
(
|I(j)|
f3(n)
)
. Then, utilizing the
Azuma-Hoeffding Bound (cf. Lemma 4.4), we obtain that
Pr
(
|X|IGk (j)| −X0| ≥ λ
)
≤ 2 · exp
(
− λ
2
2
∑t
k=1O(f 2(n))
)
≤ exp
(
−1
κ
f 3(n)
O(f 2(n))
)
,
with λ = |I(j)|
κ(2k−1)α−2 ≥ f
3(n)
κ
and t = |IGk(j)|. Since the expected number of uninfected
agents in a cell of Gk is less than 2
k+1 − 1, we get X0 = O
(
|I(j)|
(2k−1)α−2
)
· (2k+1 − 1) =
O
(
|I(j)|
(2k−1)α−3
)
, and the lemma follows.
Finally, we are ready to prove our main statement. Depending on τ ∈ Θ(1), there exists
a configuration of κ, α ∈ Θ(1), such that an epidemic runs out in O ((log log n)4) many
rounds without infecting a large fraction of the network in the restricted model.
Proof of Theorem 6.2.
The proof consists of three parts. In short, the first part shows that the number
of infected agents decreases after s many rounds by at least a constant factor with
probability at least 1− 2s|I|−1/q, where q is some suitable constant and τ = s. Recall
that τ ∈ O(1). The second part states a result about the oscillating behavior (w.r.t. the
number of infected agents) during the entire process, and the third part shows that it
is sufficient to consider O((log log n)4) additional rounds to eliminate the remaining
infected agents with probability at least 1 − log−Ω(1) n, provided that the number of
informed agents is small enough (although dependent on n). All parts combined imply
the validity of the theorem.
To be more specific, we show the following properties:
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• For all j ≥ s : |I(j)| ≤ |I(j−s)|/c with probability 1 − o(1), where c > 1 is a
constant.
• Suppose that |I(i)| ≤ logq n. Then in each sequence of Θ((log log n)4) consecutive
rounds starting in round i there are at least Θ((log log n)2) many rounds j such
that |I(j)| ≤ log log log log n holds with probability 1− o(1).
• Suppose that |I(i)| ≤ log log log log n. Then in each sequence of Θ((log log n)4)
consecutive rounds starting in round i there are at least Θ((log log n)2) many
rounds where all agents of I spend τ consecutive rounds in otherwise empty cells
with probability 1− o(1).
Part 1 Let ν be an upper bound per node on the number of newly infected agents in
the network. This bound holds with probability at least 1− o(|I(j)|−1/q) in round j
and will be computed later. Note that each infected agent carries the infection further
for a constant amount of consecutive rounds s only, since τ = s. Let a super-step be
a sequence of s consecutive rounds. By definition we know that all agents that were
infected at the beginning of a super-step are cured (i.e., they are moved to the set R)
after said super-step. Let j ≥ s be an arbitrary round. Then
|I(j)| ≤ |I(j − s)|(1 + ν)s − |I(j − s)|
≤ |I(j − s)| ((1 + ν)s − 1) . (6.2)
To obtain a value for ν, we need to compute an upper bound on the amount of different
cells that become occupied by infected agents. We therefore group the cells with respect
to their attractiveness. The group Gk contains all cells with attractiveness 2
k up to
2k+1 − 1. Let xij be the number of agents that are infected by i ∈ I(j) in round j and
let Xj :=
∑
i∈I(j) xij. Further, we assume that |I(j)| = logq n, with q being a suitable
large constant. Note that we show below that the amount of infected agents does not
rise above logq n in one round with probability at least 1− o(log−1 n).
Let c be the normalizing constant defined in Section 6.1.1. Note that the expected amount
of infected agents accommodated in cells of attractiveness at least k := 2
1
α−2 log
( |I(j)|
log3 n
)
is
at most
|I(j)| ·
∑ α√κn
k′=k
cκn
k′α−1∑ α√κn
i=2
cκn
iα−1
≤ log3 n, (6.3)
provided α is large enough (although constant). Recall that all agents choose their
target location independently. Therefore, Chernoff bounds (cf. Lemma 4.1) imply that
Equation 6.3 holds up to a constant factor with probability at least 1− e−Ω(logn).
On the other hand, if the attractiveness is larger than l := 2
1
α−2 log(|I(j)| log1+Θ(1) n), then
it follows that the expected amount of infected agents in cells with attractiveness at
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least l is at most
µ := |I(j)| ·
∑ α√κn
k′=l
cκn
k′α−1∑ α√κn
i=2
cκn
iα−1
= o(log−3 n). (6.4)
Similar as before, utilizing Chernoff bounds with the parameter δ′ being chosen such
that (1 + δ′)µ = 1/2, we conclude that none of the infected agents chooses a cell with
attractiveness above l with probability at least 1− o(log−1 n).
Let f(n) = log n. In the following we differentiate between the first two groups G1, G2
and all the other ones in order to compute an upper bound on Xj . According to Lemma
6.2, we know that the number of newly infected agents in Gk for some round j is
O
(
|I(j)|
(2k−1)α−3
)
with probability 1− n−Ω(1). For k = 1, however, the situation is different.
Let c be the normalizing constant as defined in Section 6.1.1. Then it follows that the
amount of cells with attractiveness at least 4 is upper bounded by
cκn ·
α√κn∑
d=4
1/dα ≤ cκn
(α− 1) · 3α−1 ≤
2α−1κn
3α−1
.
Consequently, the amount of cells within G1 grows with rising α, whereas all other cells
tend to a o(1)-fraction. Now we consider the probability for the nodes in I(j) to infect
at least |I(j)|/c′′ many agents, for some constant c′′ > 1, while being in a cell of group
G1 or G2. According to Observation 1, this probability is upper bounded by(
n− |I(j)|
|I(j)|/c′′
)(
7 · |I(j)|∑ α√κn
d=2
cκn
dα−1
)|I(j)|/c′′
≤
(
7ec′′
κ
)|I(j)|/c′′
≤ 1
2|I(j)|/c′′
,
whenever κ ≥ 14ec′′.
All statements thus far imply the following properties:
1. the amount of newly infected agents within G1 or G2 is upper bounded by
14e|I(j)|
κ
with probability at least 1− (2−fq(n)/c′′),
2. according to Lemma 6.2, the amount of newly infected agents in Gk is bounded by
O
(
|I(j)|
(2k−1)α−3
)
with probability 1− e−Ω(f(n)) for each 2 ≤ k ≤ 1
(α−2) · log
(
|I(j)|
f3(n)
)
,
3. at most O(log3 n) many infected agents choose cells with attractiveness at least k
with probability at least 1− e−Ω(logn), and
4. none of the infected agents chooses a cell with attractiveness at least l with
probability at least 1− o(log−1 n).
95
Chapter 6 6.1. Epidemic Spreading in Urban Environments
Consequently, the amount of newly infected nodes is upper bounded by
Xj ≤ 14e|I(j)|
κ
+
1
α−2 log
( |I(j)|
log3 n
)∑
k=3
O
( |I(j)|
(2k − 1)α−3
)
+O(log3 n) · l
≤ 14e|I(j)|
κ
+
Θ(|I(j)|)
α− 4 ·
1
(23 − 2)α−4 +O(log
3 n) ·
(
|I(j)| log1+Θ(1) n
) 1
α−2
≤ 14e|I(j)|
κ
+ c′ · |I(j)| ·
(
1 +
O(log3+ 1+Θ(1)α−2 n)
|I(j)|1− 1α−2
)
≤ 14e|I(j)|
κ
+ c′ · |I(j)| ·
(
1 +
O(log3+ 1+Θ(1)α−2 n)
logq(1−1/α−2) n
)
≤ 14e|I(j)|
κ
·
(
1 +
κc′
14e
(1 + o(1))
)
≤ 28e|I(j)|
κ
, (6.5)
with probability 1− o(log−1 n), whenever q is properly chosen and α large enough such
that c′ ≤ (14e)/κ · 9/10. Note that we only need to consider attractiveness’ up to l,
since none of the infected agents will be accommodated in cells with an attractiveness
larger than l with probability 1 − o(log−1 n). In this context c′ is an arbitrary small
constant depending on α and κ (cf. Inequality 6.5).
Note that we obtain the general formulas, i.e., for the case where |I(j)| 6= logq n, by
replacing log(n) with f(n) in the above statements. Further, note that |I(j)| can
be represented by f q(n) at this point. Then Inequality 6.5 holds with probability
1− o(|I(j)|−1/q). Thus, ν := 28e
κ
with the probability given above.
Consequently,
((1 + ν)s − 1) =
s∑
k=0
((
s
k
)
1s−kνk
)
− 1
=
s∑
k=1
(
s
k
)
1s−kνk ≤
(νs) (1−ν)
s−1
(1−1/s)s−1
(1− ν)s−1
≤ νse s−1s  1, (6.6)
if νs  1/e. Recall that ν depends on α and κ (cf. Inequality 6.5). Hence, setting
α and κ large enough in dependence of τ guarantees that νs  1/e. Here the first
inequality in Equation 6.6 can be obtained using the following estimation from [50]
s∑
k=1
(
s
k
)
1s−kνk(1− ν)s−1 ≤
(
ν
1/s
) 1
s
s(
1− ν
1− 1/s
)(1−1/s)s
.
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…  …  …... ...… … …i/c i ci
Figure 6.2: The random walk used in Part 2 of Theorem 6.2, with c = (νse)−1. Only a small
subset of all transitions, indicated by the edges, are depicted above to improve readability.
Then Equation 6.2, 6.5 and 6.6 imply a decreasing number of infected agents after each
super-step by a factor of νse. Since Inequality 6.5 holds with probability 1−o(|I(i)|−1/q)
for an arbitrary round i, the same statement holds for an arbitrary super-step starting
in round j with probability at least
j+s−1∏
i=j
(
1− o (|I(i)|−1/q)) ≥ 1− o (|I(j)|−1/q)s
≥ 1− 2s|I(j)|−1/q
= 1− o(1).
Note that |I(j)| ≤ |I(j + 1)| ≤ ... ≤ |I(j + s− 1)| holds, since the infected nodes at
the beginning of each super-step remain infected until the end of said super-step.
Part 2 The results so far imply an oscillating behavior with respect to the number
of infected agents. That is, the set I will mainly decrease (cf. Part 1). However, the
number of infected agents may also increase. For instance, the set I increases drastically
whenever an infected agent chooses a destination with plenty of uninformed agents.
Thus, it remains to compute the probability for such an event to happen. To cope with
this kind of behavior, we model the transitions of I(i) to I(i+ 1), for all considerable
rounds i, by a random walk. The details can be found below. Intuitively, Part 1 implies
a biased random walk towards a decreasing amount of infected agents.
We start by dividing the dissemination process into phases. Let us consider each phase
separately, and assume that a specific phase begins in round j. A phase usually consists
of s rounds, and a round is divided into two substeps. In the first substep of round j′,
we allow each infected agent to transmit the disease to every other agent being in the
same cell. In the second substep then all agents that were infected in round j′ − s are
moved to R and stop transmitting the disease in the subsequent rounds.
A phase starting in some round j ends after s rounds if in all these rounds j′ ≤ s it holds
that |I(j + j′) \ I(j)| ≤ νse|I(j)|. This holds with probability at least 1− 2s|I(j)|−1/q
(see above). If in some round j′ ≤ s it holds that |I(j + j′) \ I(j)| > νse|I(j)|, then
this phase ends, and we start with a new phase in the next round.
At this point we are ready to describe the model of the dissemination process as a
special random walk. Let G′ = (V ′, E ′), with V ′ = {log log log log n, . . . , logq n}, be a
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directed graph. A node v ∈ V ′ corresponds to the case |I| = v. From each v there is a
transition to max{vmin, νsev} with probability 1−2sv−1/q, where vmin = log log log log n
(all the other transitions are not relevant and can be arbitrary). Figure 6.2 depicts the
directed graph corresponding to this random walk. We use the following lemma in order
to show that the vertex vmin is visited (log log n)
2 many times within Θ((log log n)4)
rounds.
Lemma 6.3. Let (Xt)
∞
t=1 be a Markov chain using space {1, ...,m} and fulfilling the
following property:
• for any t ∈ N there are constants c1, c2 < 1, such that Pr[Xt+1 ≤ c1Xt] ≥ 1−X−c2t .
Let T = min{t ∈ N | Xt = 1}. Then Pr[T = O(log2m)] ≥ 1−m−4.
Proof. Note that this lemma has certain similarities to the multiplicative drift theorem
of [31]. There it is assumed that E[Xt−Xt+1 | Xt] = Ω(Xt), and then a result w.r.t. E[T ]
is derived. The proof of our lemma uses some of the arguments of Claim 2.9 from [30].
However, there are two main differences. First, the probability of not moving towards
the target in [30] (which is m in their case and 1 in our case) is exponentially small
w.r.t. the current state −Xt, while we only have some polynomial probability in X−1t .
Secondly, in their case the failure in moving towards the target most likely occurs at
the other end of the graph (close to 1), whereas in our case a failure mainly occurs at
some state close to the target.
We define a round to be decreasing if Xt+1 ≤ c1Xt. Furthermore, a decreasing round is
successful if Xt+1 = 1 after some Xt > 1. Let Y be a random variable which denotes
the number of consecutive decreasing rounds without reaching a successful one. Note
that t := log1/c1 m is an upper bound on Y , since Xt ≤ c
log1/c1 m
1 m = 1.
Now we divide the Markovian process Xt into consecutive epochs. Every time we fail
to have a decreasing round, we start a new epoch. Furthermore, we stop if a round is
successful. Now we show that an epoch is successful with some constant probability.
Let Pi be the probability that some epoch i contains a successful round. Recall that an
epoch i is successful if each round j of i satisfies Xj ≤ c1Xj−1. Thus, cj1m represents an
upper bound of Xi′ for some round i
′ (i.e., the jth round of epoch i). Then
Pi ≥
log1/c1 m−1∏
j=0
(
1− (cj1m)−c2
) ≥ log1/c1 m−1∏
j=0
ρ−(c
j
1m)
−c2 = ρ−a,
where ρ is a proper constant with 1 < ρ ≤ (1− cc21 )−c
−c2
1 . To show the upper
bound of ρ, we consider the borders of j. With j = log1/c1 m − 1 it holds that(
1− (cj1m)−c2
)
= (1− cc21 ). Consequently, we obtain that ρ−(c
j
1m)
−c2 ≤ (1− (cj1m)−c2)
if ρ ≤ (1− cc21 )−c
−c2
1 .
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Further, for the exponent a we obtain that
a =
log1/c1 m−1∑
j=0
(cj1m)
−c2 =
log1/c1 m−1∑
j=0
(1/cc21 )
j
mc2
=
1− (1/cc21 )log1/c1 m
(1− 1/cc21 )mc2
=
mc2 − 1
(1/cc21 − 1)mc2
= Θ(1).
Let T ′ be the first epoch in which we reach a successful round. As in [30], we know
that an epoch has such a round with constant probability. Hence, similar as in [30],
Pr[T ′ = O(logm)] ≥ 1−m−4. In other words, we reach such an epoch T ′ after at most
O(logm) many unsuccessful ones. Since an epoch can only last for O(logm) rounds, we
conclude that a successful round is reached within O(log2m) rounds with probability
1−m−4.
According to the lemma above, node vmin in the graph G
′ is visited at least once within
Θ((log log n)2) many rounds with probability at least 1 − log−4q n. Therefore, node
vmin is visited at least Θ((log log n)
2) many times within Θ((log log n)4) rounds with
probability 1−O ((log log n)2 · log−4q n). Furthermore, if |I(j)| = logq n for some round
j, then |I(j + s)| = νse|I(j)| with probability at least 1 − 2s log−1 n. Consequently,
each sequence of Θ((log log n)2) consecutive rounds node vmin is visited in contains
decreasing rounds only with probability at least 1−O ((log log n)2 log−1 n). Therefore,
we conclude that the above random walk visits vmin at least (log log n)
2 many times
(without visiting logq n twice in any two consecutive phases) within Θ((log log n)4) many
rounds with probability at least(
1−O
(
(log log n)2
log4q n
))
·
(
1−O
(
(log log n)2
log n
))
≥ 1− o(log−0.99 n).
Part 3 Observe that |I| does not increase to some value larger than logq n within
one round with probability 1− o(log−1 n) (cf. Inequality 6.5). Furthermore, given that
|I| is at most logq n, we know that there are Θ ((log log n)2) many rounds within each
sequence of Θ((log log n)4) consecutive rounds in which the number of infected agents
is at most log log log log n with probability 1− o(log−0.99 n). To show that the disease
is eliminated, we consider the probability for the infected agents not to meet anyone
else for τ consecutive rounds.
Due to our previous statements, we only consider rounds in which the number of
infected agents is at most log log log log n. First, we assign the uninfected agents to the
cells. Recall that the probability for an agent to choose a specific cell with constant
attractiveness is proportional to Θ (1/κn) (cf. Observation 1). Thus, a cell with constant
attractiveness remains empty with probability (1−Θ (1/κn))n = e−Θ(1). With the same
argument as in the proof of Theorem 6.1, we conclude that Θ(n) many cells remain
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empty overall. Let t := (log log n)2 be the number of so-called phases, where each phase
consists of τ rounds. Then an (infected) agent chooses an empty cell for τ consecutive
rounds with probability e−Θ(τ), and, according to the Union Bound (cf. Lemma 4.5), all
agents of I choose empty cells in τ consecutive rounds with probability e−Θ(τ |I|). Thus,
in all t phases there is at least one agent v ∈ I that does not choose an empty cell in at
least one of the rounds with probability at most(
1− 1
eΘ(τ |I|)
)t
≤ exp
(
− t
eΩ(|I|)
)
≤ log−Ω(1) n. (6.7)
Hence, after Θ((log log n)4) rounds there was at least one phase in which all agents of I
spent τ consecutive rounds in otherwise empty cells with probability 1− log−Ω(1) n.
Consequently, the network becomes completely healthy again, i.e., there are no infected
agents anymore, after Θ((log log n)4) rounds with probability 1− o(1).
6.1.3 Glossary
At this point we list some of the most important definitions we used in the above
analysis.
Definitions concerning the network
G Complete graph representing the topology.
κn Number of nodes in G, where κ ∈ Θ(1).
α The power law exponent used to determine the
attractiveness of the cells in G.
dv Attractiveness of v ∈ V .
Definitions concerning the agents states
U(i) Set of uninfected agents in round i.
I(i) Set of infected/contagious agents in round i.
R(i) Set of recovered/immunized agents in round i.
τ Represents an amount of consecutive rounds an
individual is contagious in.
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6.2 Epidemics in Urban Environments on a National
Scope
In Section 6.1 we stated some theoretical insights concerning the spread of epidemics
in an urban environment on a small scale. There we used a simple, yet quite realistic,
movement model. Now we extend the previous analysis to an experimental one on a
large scale, i.e., we present and empirically analyze a dynamic model for the spread
of epidemics on a national scope. To be more specific, we investigate the spread
of different epidemics in a general simulation software by conducting hundreds of
experiments. The tool in use is agent-based, i.e., the individuals (or groups of such) are
represented by agents interacting with each other. The environment all epidemics spread
in approximates the geography of Germany, in which agents may travel between cities.
Within a city the agents interact according to the probabilistic model presented in
Section 6.1 in a distributed manner. One of our objectives is to find the right parameters
that lead to realistic settings. Our second objective is to evaluate similarities between
countermeasure approaches in our model and the real world. We use empirical data for
the comparison.
We gain several insights. First, we show that the accuracy of our results in the scenarios
we have tested heavily depends on the number of agents in use. This implies a fragile
balance between the parameters and the amount of agents, which may lead to problems
with respect to the calibration of the system for yet unknown (or largely unexamined)
epidemics. The second main result of this section states that one can approximate the
effect of some non-pharmaceutical countermeasures (such as school closures or isolation)
that are usually adopted if an epidemic outbreak occurs, by setting the parameters
properly. This observation is supported by the empirical study of [64]. Interestingly,
the right choices of the parameters in our experiments seem to be in line with previous
observations in the real world (e.g., the power law exponent seems to be in the range
of 2.6-2.9 [39]). To analyze the effect of the countermeasures mentioned above, we
integrate the corresponding mechanisms on a smaller scale and verify their impact on a
larger scale, too.
6.2.1 Theoretical Model and Algorithmic Framework
In Chapter 6.1 we considered an asymptotic analysis of the spread of a disease in a
large urban environment. Now we expand our focus to a much larger scale, including
several hundred cities. Hereby the cities are chosen from a list in descending order of
their population size. Note that we do not consider cities inhabited by less than one
agent on expectation. Consequently, the amount of considered cities is limited by the
overall number of agents.
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It is intuitively clear that an agent in our model may not only move between locations
within a city but between cities as well. Furthermore, due to simplicity, the agents
are not categorized (i.e., they do not provide further properties like gender etc.). Note
that we are not interested in the evaluation of such details anyway. Due to readability
reasons, we present our model with respect to four main components:
1. The Environment on a Large Scale (Inter-City Connectivity)
2. The Environment on a Small Scale (Intra-City Connectivity)
3. The Epidemic Model
4. The Countermeasure Model
The Environment on a Large Scale Let G(d) = (V,E) be a complete graph with
m ∈ N nodes V := {c1, ..., cm} and parameter d := {dc1 , ..., dcm}, whereas each city
ci ∈ V is represented by a complete graph Gci itself. For now we focus on the graph
G(d) connecting all cities. The intra-city topology, i.e., the topology on a small scale,
is defined below. Further, let pci ∈ N0 be the real-world population size of ci and
p := {pci , ..., pcm}. Then we define the attractiveness dci ∈ R≥0 of city ci as
dci =
pci∑
1≤i≤m pci
.
Note that the attractiveness dci is proportional to the real-world population size
(w.r.t. the whole population) of city ci.
The above definition implies that G(d) represents the topology on a large scale. Each
ci ∈ V of this graph corresponds to a city of Germany. However, depending on the
size, not every city of Germany is represented by a node in V 3. The population is
represented by n =
∑
1≤i≤m ndci agents, where the number of agents assigned to city ci
is given by ndci . Note that ndci is proportional to the cities real-world population.
Let Ai,s,t be the event that agent i travels from its current location s ∈ V to t ∈ V .
Further, let p′ be the probability that an agent decides to travel at all, and let dist(s, t)
be the Euclidean distance between the cities s and t. Then we define the probability
that event Ai,s,t occurs as
Pr(Ai,s,t) = p
′ · dt · (dist(s, t))
−1∑
(s,j)∈E
dj · (dist(s, j))−1 .
3The amount of overall agents in use (n) determines how many cities are represented by V . To be
more specific, we sort the list of all cities in descending order of their real-world population size.
Then, starting from the top, we include the currently considered city ci to V if and only if the
assigned amount of agents to said city is at least 1. The latter amount is given by n · dci .
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Note that the probability for an arbitrary agent i to relocate from s to t depends on:
1.) t’s real-world population size, 2.) the distance between s and t, and 3.) whether or
not i (randomly) decides to relocate at all.
The Environment on a Small Scale Let Gci(d(ci)) = {Vci , Eci} be a complete graph
representing the topology of city ci ∈ V with mci = dκci · ndcie many nodes (also called
cells) and parameter d(ci) := {dv1 , ..., dvmci }. Note that κci > 0 is a constant with
respect to ci, which will be specified in the upcoming experiments. Whenever it is
clear from the context, we omit the index ci. Further, note that κci does not affect the
amount of agents but the amount of cells only. The attractiveness of each cell vi ∈ Vci
within city ci ∈ V is given by dvi ∈ R≥0. Said attractiveness is randomly chosen from
the set {1, ..., α√mci} according to a power law distribution with parameter α > 2. Note
that the constant α may vary in our experiments.
In other words, each city is modeled by a clique of cells. These cells correspond to
locations within a city an agent can visit. Consequently, each cell may contain a varying
amount of agents (also called individuals) depending on the cell’s attractiveness. In
the case that an agent decides to stay within its current city, this agent moves to a
randomly chosen cell according to the distribution of the attractiveness among the cells.
Otherwise, said agent simply chooses its next target city in the graph G(d) according
to the model described above. Note that the same procedure is used to determine the
first cell an agent is accommodated in after entering a city.
Epidemic Model The amount of susceptible entities/agents is given by n ∈ N. Fur-
ther, each agent has a status indicating its state of knowledge with respect to the
epidemic. This status partitions the set of agents S into three disjoint subsets:
1. I(j), meaning the set of all infected agents in round j,
2. U(j), meaning the set of all uninfected (susceptible) agents in round j, and
3. R(j), meaning the set of all resistant/immunized agents in round j.
Consequently, S := I(j)∪U(j)∪R(j). Whenever it is clear from the context, we simply
write I, U , and R, respectively. Suppose an uninfected agent i visits a cell in round
j that also contains agents of I(j). Let A be the event that agent i becomes infected
under these circumstances. Then
Pr(A) = 1− (1− γ)|Iij |,
where I ij represents the set of infected agents accommodated in the same cell as i. We
refer to the specific value of γ in the upcoming experiments.
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Countermeasure Models The countermeasure models described below are tailored to
take advantage of the parameters α and κ. That is, high values of these two parameters
represent a high level of countermeasures and vice-versa. With countermeasures applied,
individuals avoid places with a large number of persons more often, waive needless
tours, and are more careful when meeting other people. While α is mostly responsible
for a decreasing number of visitors within a cell (and thus for the avoidance of crowded
areas, for example), the total space available for the individuals is determined by κ.
That is, more cells are created (and thus available) for the individuals whenever κ
increases. Thus, encounters of agents within the same cell will get less frequent. As
pointed out in [64], a single countermeasure alone is most likely not sufficient to stop
an epidemic. Therefore, we assume a combination of them powerful enough to influence
the parameters α and κ to be in place. Note that our countermeasure models apply to
each city ci ∈ V individually.
Although the model described thus far already provides everything necessary to simulate
countermeasures, one aspect is still missing. When do we activate/deactivate the
countermeasures and to what extent shall they be applied? We use two different types
of countermeasure-models for this purpose:
1. a (multi-tier) level based approach (LM) considering the percentage of infected
agents in the current round, and
2. a ratio based approach (RM) considering the amount of newly infected agents in
the current round compared to the one in the round before.
In the following we use α0 and κ0 as initial values for α and κ, respectively. Note that
the specific values for both countermeasure models are specified in Section 6.2.2.5.
The level based model (LM) provides multiple levels. Each level defines to what extend
the considered countermeasures are applied to counteract the epidemic. That is, for
each level we define a combination of parameters α and κ that is used to counteract
the epidemic if said level is considered active. A level l in the level based model is
considered active if the percentage of infected agents is above a threshold defined by
the levels 0, ..., l − 1, i.e., the percentage of infected agents is to high to be effectively
counteracted by the levels 0, ..., l − 1. The (complete) graph representing the city ci
is (re-)constructed using the parameters provided by level l at the very beginning of
round j, in the case that the active level l in round j for some city ci differs from the
active level of the previous round. Afterwards, all other actions scheduled for round j
are executed. The details can be found below.
Let LMm represent the level based model with m ∈ N countermeasure levels L =
{l1, ..., lm} ∪ {l0}. Further, let li = {αi, κi}, for 0 ≤ i ≤ m, be the set of parameters α
and κ that are applied at level i. Note that the set L contains m+ 1 items. However,
countermeasures are used only at the levels l1, ..., lm, since we define l0 to be the level
without any countermeasures in use. Further, let T = {ld0, lu0 , ld1, lu1 , ..., ldm, lum}, with
ldi , l
u
i ∈ {−∞,∞, 0%, 1%, ..., 100%} for all 0 ≤ i ≤ m, be the set of transition points for
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Figure 6.3: This example demonstrates a possible configuration of LM2. The dotted line
depicts the percentage of infected agents in the city, while the scope of activity of the counter-
measure levels is represented by the rectangles.
all levels. Generally speaking, a transition point of level li defines the point in time
(with respect to the current percentage of infected agents) where level i is deactivated
and level i + 1 or i − 1 is activated, respectively. To be more specific, ldi defines the
point in time (with respect to the current percentage of infected agents) where level i is
deactivated and level i− 1 is activated. Similarly, lui defines the transition point from
level i to i+ 1. Note that we do not require lui = l
d
i+1.
Model LM2 uses 2 countermeasure levels, for instance. Let us assume that l
d
0 = −∞, lu0 =
ld1 = 10%, l
u
1 = l
d
2 = 20%, l
u
2 =∞. That is, should less than 10 percent of the population
of a city ci be infected, then the complete graph representing ci is (re-)constructed
using the parameters α0 and κ0. Should the number of infected individuals grow to
at least 10 percent, then α1 and κ1 are used to (re-)construct the complete graph
representing ci. In the case that the amount of infections increases to at least 20 percent,
both parameters are raised to α2 and κ2, respectively. Similarly, both parameters are
lowered to the previous values and the complete graph representing ci is (re-)constructed
accordingly whenever the amount of infections falls below the corresponding transition
values. Figure 6.3 depicts an example situation.
In contrast, the ratio based model (RM) uses a non static approach. Let the set of newly
infected nodes of a city ci in round j be denoted by I∗ci(j). Furthermore, let αj and κj
denote the corresponding parameters used in round j. In the case that
|I∗ci (j)|
|I∗ci (j−1)|
≥ a, for
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provokes significant adjustments of α and κ.
Figure 6.4: Basic examples for the ratio based model.
some constant a, we set αj+1 = αj + z1 and κj+1 = κj + z2, where z1, z2 are some small
constants specified in the corresponding experiment, and (re-)construct the complete
graph representing the corresponding city. Similarly, we set αj+1 = max{α0, αj − z1}
and κj+1 = max{κ0, κj − z2}, whenever |I
∗
ci
(j)|
|I∗ci (j−1)|
≤ 1/a. Figure 6.4a depicts an example
situation. Since the ratio based model depends on relative numbers rather than absolute
numbers, an oscillating amount of infections may provoke a problem. For example,
a very low amount of infections may satisfy
|I∗ci (j)|
|I∗ci (j−1)|
≥ a in round j, while satisfying
|I∗ci (j+1)|
|I∗ci (j)|
≤ 1/a in round j + 1. Certainly, such an oscillating behavior implies significant
adjustments of α and κ over time. Figure 6.4b demonstrates this problem.
6.2.2 Experimental Analysis
As already stated in Section 6.2, the environment approximates the geography of
Germany. Our experiments incorporate several hundred cities as visitable areas spread
all over the country depending on the number of total agents in use. Each city is
assumed to be reachable from any other city. However, an agent may travel at most
1,000 km within a single round. Each round represents an entire day in the real world.
Consequently, an agent moving from one city to another has to wait until its destination
is reached before it can interact with other agents at said destination.
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6.2.2.1 Setup and Implementation
The experiments were mostly conducted on a computation node of the Doppler cluster
at the University of Salzburg. This node integrates a quad-socket AMD Opteron 6274
CPU (16 physical cores at 2.1 GHz each) with 512 GB RAM (32 x 16GB DIMMs). An
Intel Xeon E5430 CPU (2.66 GHz with 4 physical cores) has been used as a secondary
evaluation unit.
Michael Meier implemented the simulation software under the author’s supervision. Said
software is written in Java and uses an agent-based core architecture, where each agent
represents several inhabitants during the simulation. Overall, we are able to conduct
large scale simulations with more than 100 million agents in a reasonable time frame.
Since such a huge amount of agents may have a significant impact on the performance,
several parallelization approaches were implemented to decrease the computational
time.
6.2.2.2 Simulations
We present and evaluate our results in the upcoming sections with focus on
1. the impact of the number of agents on the characteristics of the simulated epidemic
compared to real-world data, and
2. the impact of non-pharmaceutical countermeasures on the behavior of an epidemic
(e.g., social distancing, school closures, and isolation [64]).
Furthermore, we also analyze our parameter settings. Although this is only a short part,
our settings seem to coincide with the real-world observations of [39], and thus provide
an additional valuable insight. Note that the figures presented below show values based
on the real-world population and not the number of agents.
6.2.2.3 Relevance of the Chosen Parameters
Based on real-world observations (e.g., [39]), we chose α = 2.8 and κ = 1 as a starting
point for a series of simulations concerning α and κ, respectively. Each plot represents
the average value of 50 different experiments utilizing 10 million agents. Note that the
corresponding confidence intervals were omitted, since a deviation between the values
of the individual experiments was basically non existing. All relevant parameters are
explained in Table 6.1.
Figure 6.5a and 6.5b show the impact of α and κ on the behavior of the simulated
epidemic. We compare these results to the characteristics of a typical Influenza case
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Parameter
γ Each agent v ∈ V becomes infected by each individual w ∈ I occupying
the same cell at the same time independently with probability γ.
τ The amount of rounds an agent v ∈ I is contagious in.
C0 Initial amount of cities the infection is being placed in.
|I(0)| Amount of initially infected agents. These agents are placed in C0
different cities.
α The power law exponent used to compute the attractiveness’ of the cells
within each city.
κ A multiplicative factor to increase/decrease the amount of cells within
a city with respect to the initial amount of agents assigned to said city.
With κ = 1, the total amount of agents within a city equals the number
of cells within said city.
Table 6.1: The parameters used for the evaluation.
reported by the RKI4, as depicted by Figure 6.5c. Our results and the data provided
by the RKI are presented separately due to readability reasons. All parameters except
the subject of the sensitivity analysis were set according to Case 1 (see below). Note
that the probability of infection γ was set to a value low enough to model an Influenza
epidemic, but high enough to provoke an outbreak. This seemed reasonable due to the
(at least to our knowledge) lack of specific values deduced from real-world observations.
Among all five α-values, α = 2.8, which has also been obtained in [39] in a different
context, represents the best tradeoff between curve similarity and amount of infections.
A similar phenomenon can be observed for κ. By increasing κ (including fractional
values), the characteristics of the curve (i.e., the amount of infected individuals at the
peak vs. the overall number of infections and duration of the outbreak) become less
and less accurate. The results indicate that already a minor increase of κ results in a
curve that does not follow the characteristics of the real-world observations reported by
the RKI anymore.
4The Robert Koch Institute (RKI) is the central federal institution in Germany responsible for disease
control and prevention, and is therefore the central federal reference institution for both, applied
and response-orientated research. (Source: http://www.rki.de/EN/Home/homepage node.html)
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Figure 6.5: A sensitivity analysis for varying α (6.5a) and κ (6.5b) values. All other
parameters are identical to Case 1 (cf. Section 6.2.2.4). Each result represents the average
value of 50 different experiments for the topology of Germany with 10 million agents in use.
Due to readability reasons, the real-world data provided by the RKI is shown separately.
6.2.2.4 Case 1 - Number of Agents
Before we present the results for this case, we first introduce the relevant sources for
comparison. In Subcase a) we compare our results to real-world data provided by
the RKI SurvStat system [73] for the year 2007. We set the parameters according to
reference data provided by the RKI4 [8] when possible, or to reasonable ones otherwise
(cf. Section 6.2.2.3 for more details). In Subcase b) then, an analysis of a fictional
epidemic is presented.
RKI4: Basis of Comparison In the following we compare our results to the real-world
data provided by the RKI. We use two different data sources for this purpose: 1.) the
official report of the Influenza epidemiology of Germany for 2010/2011 [8], and 2.) an
online database containing obligatory reports for the Influenza virus called SurvStat
[73].
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Relevance The data for the SurvStat database and the report of 2010/2011 itself
was obtained from more than 1% of all primary care doctors spread all over Germany.
This indicates the significance according to international standards. Unfortunately,
there are some drawbacks resulting from the type of data ascertainment itself. For
example, not every infected person consults a doctor, which implies that the data of
the SurvStat system contains only the serious courses of the disease. Nonetheless, these
sources provide a valuable tool to obtain insight into the spread and persistence of
the Influenza virus in Germany. Further, due to the data’s significance, it is possible
to estimate the number of infections within certain areas as well. Since the spread of
infections in the real world is influenced by factors such as seasonal fluctuations or the
virus’ aggressiveness, the number of total infections may differ significantly from year
to year (cf. [73] for different years). However, the course of the curve usually does
not vary. Therefore, we do not focus on absolute values in our simulations, but on the
characteristics of our results. These characteristics remain, up to some scaling factor,
identical over the entire data set provided by the RKI.
Subcase a) The parameters for this subcase are as follows. We set α to 2.8, κ to 1, γ
to 7%, τ to 5 days, the amount of initially infected cities C0 to 1 (namely Berlin), and
the amount of initially infected agents |I(0)| to 0.0015% of the total amount of agents.
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Figure 6.6: Simulation results for Case 1a) (green) in comparison to real-world data (red)
provided by the RKI for a varying amount of agents. The abbreviation NII is short for Newly
Infected Inhabitants. Each result represents the average value of 50 different experiments,
where the reliability of each value is indicated by the corresponding confidence interval (95%).
Each obtained plot represents the average value of 50 different experiments. Figure 6.6
shows the results for the first subcase. Here the red curve represents the real-world data
provided by the RKI for the year 2007, while the green curve represents our simulation
results. Note that both curves vary significantly in terms of absolute numbers. However,
this is not our focus here. Due to the level of abstraction in our model, and since the
RKI data contains reported cases only (see above), the absolute numbers do not coincide.
Additionally, as stated above, the data provided by the RKI also differs significantly (in
terms of absolute numbers but not the disease characteristics) from year to year (cf.
[73]). Therefore, we focus on the course of the disease and the resulting characteristics
of the plotted curves. Note that we moved the original position of the epidemic outbreak
contained in the RKI data to the origin to create a comparable situation. Further, note
that this relocation does not have any influence on the data or the evaluation itself,
since the time of an outbreak varies in the real world as well (cf. [73]) and the beginning
of the disease is not important to us.
Obviously, the more agents are used, beginning from Figure 6.6a up to Figure 6.6k, the
more the curve characteristics converge. Moreover, the accuracy of each experiment
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Figure 6.7: A visual representation of Table 6.2.
increases as well (cf. the confidence intervals in Figure 6.6). With at least 500, 000
agents in use, both curves become similar.
We define three measures to obtain a mathematical evaluation:
• the time to peak (TTP),
• the epidemic duration (ED), and
• the area of the curve (AC).
The time to peak describes the week with the maximum amount of newly infected
agents of the corresponding curve. The area of the curve is defined as the sum of
the area between the origin and the endpoint EP (defined by the epidemic duration).
Finally, the endpoint of the epidemic duration is set to the week in which only a minor
amount of new infections are observed. Let round j be the last round of the simulation.
Then minor infections start in the earliest round i, such that for all rounds i ≤ i′ ≤ j it
holds that the amount of newly infected agents does not exceed 9% of the maximum
value. The latter value was deduced from the data provided by the RKI. Additionally,
we compute a global deviation value utilizing the formula 1
3
· TTP + 1
3
· AC + 1
3
· ED.
For simplicity we consider each individual measurement uniformly weighted.
The results, which confirm our previous observations, are shown in Table 6.2 and, in
a more graphical manner, in Figure 6.7. Note that the numbers given in Table 6.2
represent the ratio between the value obtained in our simulations and the value provided
by the RKI. For example, a value of 4.00 for TTP implies that the time to peak in our
case divided by the time to peak in the real-world data is 4. Further, note that we used
a properly scaled version of our results for this comparison (cf. Figure 6.6).
All obtained results and previous statements imply a fragile balance between the
accuracy, the parameter setting, and the amount of agents in use.
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Agents
Deviation Deviation
ValueTTP ED/EP (week) AC
10 K 2.33 3.53/53 5.58 3.81
25 K 2.00 3.53/53 4.71 3.41
50 K 1.83 3.47/52 3.70 3.00
100 K 1.33 2.87/43 3.10 2.43
250 K 1.17 2.27/34 2.59 2.01
500 K 1.17 1.87/28 2.29 1.77
1 M 1.17 1.67/25 2.16 1.66
2.5 M 1.00 1.53/23 2.00 1.51
5 M 1.00 1.47/22 1.92 1.46
10 M 1.00 1.40/21 1.88 1.43
100 M 1.00 1.33/20 1.79 1.37
Table 6.2: This table shows a quantitative comparison of the experiments conducted in Case
1a) with respect to the data provided by the RKI. The results refer to the following properties:
the time to peak (TTP), the epidemic duration (ED), and the area of the curve (AC). Here
the area of the curve (AC) starts at the origin and ends at the endpoint (EP) defined by the
epidemic duration (ED). All of the above values are given as a relative deviation with respect
to the data provided by the RKI, whereas the deviation value itself is computed utilizing the
formula: 13 · TTP + 13 ·AC + 13 · ED.
Subcase b) In contrast to Subcase a), the epidemic we focus on here is a fictional one.
We set α to 2.8, κ to 1, γ to 1.5%, τ to 5 days, the amount of initially infected cities C0
to 1 (namely Berlin), and the amount of initially infected agents |I(0)| to 0.0015% of
the total amount of agents.
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Figure 6.8: Simulation results for Case 1b) for a varying amount of agents. Each result
represents the average value of 50 different experiments. The reliability of each value is
indicated by the corresponding confidence interval (95%).
Note that we chose γ relatively low for this subcase in order to emphasize the emerging
problem. The figures show a significantly varying course of the disease, which even
exceeds the distortion of Subcase a). One can identify multiple curve characteristics (cf.
Figure 6.8). To be more specific, we observe:
1. the extinction of the disease almost instantly after the outbreak (cf. Figure 6.8a,
Figure 6.8b, and Figure 6.8c),
2. followed by a completely unpredictable behavior including an increasing as well as
a decreasing influence of the disease (cf. Figure 6.8d, and Figure 6.8e),
3. up to a relatively stable spreading of the disease (cf. Fig. 6.8j and 6.8k).
Since no other parameter was altered, only the varying amount of agents could have
had such a strong influence on the results.
In combination both subcases indicate a significant influence of the amount of agents
in use on the spreading process itself. One main goal in such simulations is to gain a
speedup by using a lower number of agents while keeping the collectible data (such as
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Level
LM1 LM2 LM3
lui l
d
i αi κi l
u
i l
d
i αi κi l
u
i l
d
i αi κi
0 6% −∞ 2.8 1.0 4% −∞ 2.8 1.0 2% −∞ 2.8 1.0
1 ∞ 4% 3.3 1.2 6% 2% 3.1 1.1 4% 1% 3.0 1.0
2 - - - - ∞ 4% 3.3 1.2 6% 2% 3.1 1.1
3 - - - - - - - - ∞ 4% 3.3 1.2
Figure 6.9: Parameters for the level based countermeasure models used in Case 2.
RM Model
a z1 z2 α0 κ0
2 0.2 0.1 2.8 1.0
Figure 6.10: Parameters for the ratio based countermeasure model used in Case 2.
the number of infections) identical in terms of accuracy. However, our results show that
this can be a very fragile approach, which may not lead to accurate results. Note that
we did not explicitly tune the settings for the different amount of agents, since such a
possibility may not be given for unknown or (largely) unexamined diseases. However,
to some extent, this is implicitly considered by our model due to the dependency of the
amount of cells in a city and the amount of agents in use.
6.2.2.5 Case 2 - Non-Pharmaceutical Countermeasures
Now we extend our analysis to incorporate non-pharmaceutical countermeasures such
as school closures and social distancing. Again we use a fictional epidemic to amplify
the impact of the countermeasures in use. Note that the increase of γ to 12% implies a
way faster spreading progress. Consequently, the application of countermeasures (or
the lack thereof) results in a higher impact on the amount of new infections compared
to Case 1. Further, we set τ to 5 days, the amount of initially infected cities C0 to 1
(namely Berlin), and the amount of initially infected agents |I(0)| to 0.00075% of the
total amount of agents (to compensate the higher γ at the beginning). All relevant
parameters regarding the countermeasure models, which where chosen according to our
best judgment, can be found in Table 6.9 and 6.10.
We assume that non-pharmaceutical countermeasures basically affect the parameters α
and κ, since the individuals will most likely avoid places with a large number of persons,
waive needless tours, and be more careful when meeting other people. Although one of
these modifications alone is most likely not sufficient [64], we assume a combination of
them powerful enough to influence the parameters α and κ to be in place. Obviously,
due to the lack of publicly available data, we cannot compare our results to medical
research incorporating the effects of different epidemics on the human body with varying
countermeasures in use. We use the work of Markel et al. [64] for this purpose instead.
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Figure 6.11: Weekly excess death rates from September 8, 1918, through February 22, 1919
[64, Figure 3].
Especially Figure 6.11 is of particular interest to us. There the correlation between the
application of countermeasures and a decreasing amount of new infections (and vice
versa) given implicitly by the excess death rate is well highlighted. We observed an
identical effect in our simulations (cf. Figures 6.13, 6.14, 6.15, and Table 6.3). Note
that different combinations of countermeasures used in [64] entail different kinds of
impact on the death rates. In contrast, we do not focus on specific combinations but on
sufficient ones to actually achieve an immediate impact on the epidemic.
As already described in Section 6.2.1, we use two different countermeasure approaches:
1.) the level based (LM1, LM2, and LM3), and 2.) the ratio based (RM), respectively.
Note that the parameters used by the different level based models at their highest
level are identical. Therefore, the main advantage provided by the additional levels
is the ability to adjust the parameters in a more fine-grained way. Both approaches
use different mechanisms and parameters to achieve the embankment of the epidemic.
Recall that all transition points in the level based model are chosen w.r.t. the ratio
between the amount of currently infected individuals and the population size of the city.
Figure 6.12 compares all models to each other on the national scope, i.e., by comparing
the overall amount of infected inhabitants in the entire country.
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Agents
Infected Agents (in percent)
NOCM LM1 LM2 LM3 RM
10 k 55.45 40.36 24.38 25.26 31.93
25 k 58.57 16.72 1.56 15.18 33.43
50 k 76.20 13.49 21.50 28.40 42.51
100 k 75.08 11.75 −0.29 16.50 27.88
250 k 81.37 11.13 18.95 16.38 40.30
500 k 85.77 18.05 16.15 20.04 39.26
1 M 86.12 1.84 14.53 12.16 37.41
2.5 M 88.22 12.47 14.66 13.42 35.47
5 M 87.39 11.33 8.50 8.90 29.81
10 M 88.06 8.0 9.30 9.15 32.08
100 M 90.13 2.0 2.82 5.72 32.84
Table 6.3: This table shows the percentage of the overall infected inhabitants (Case 2) with
respect to a specific countermeasure model. Column NOCM represents the percentage of
overall infections without any countermeasures in use, whereas the other columns state the
gain compared to the case without countermeasures for the corresponding level based and ratio
based model, respectively.
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Figure 6.12: Comparison of different countermeasure models on a large scale. Each curve
depicts the situation for the corresponding countermeasure model in all considered cities of
Germany combined.
Although the level based approach is completely different compared to the ratio based
approach, the achieved results are similar. However, the overall increase of α and κ
by the ratio based approach may be noticeably higher, especially if a large number
of agents is used (cf. Figure 6.15d, for example). That is, while all LM -models use
α ≤ 3.3, the RM -model goes way above 4. This implies that the LM -models are more
cost efficient, since both α and κ are kept lower and therefore less effort is needed to
achieve and maintain said values.
Additionally, to be able to compare our results to the findings in [64], we examine the
following three cities in more detail:
• Berlin (BER, population: ≈ 3.5 million in 2012)
• Hamburg (HAM, population: ≈ 1.8 million in 2012)
• Paderborn (PB, population: ≈ 147, 000 in 2012)
Figures 6.13, 6.14, and 6.15 represent a composition of some interesting results for
each city and model in use. Note that the red curve in these figures represents the
countermeasure level for the LM models at the corresponding time, and indicates the
number of times z1, z2 have increased α, κ in the RM model. Recall that level j in the
RM -model implies that αi = α0 +
∑j
k=1 z1 and κi = κ0 +
∑j
k=1 z2 in round i.
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(a) Model LM1, 10 million agents
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(c) Model LM3, 10 million agents
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(d) Model RM , 10 million agents
Figure 6.13: Example results for BER in Case 2. The green curve (Y-axis on the left side
of the graph) represents the amount of infected inhabitants in the corresponding city, while the
red curve (Y-axis on the right side of the graph) indicates the activated countermeasure level
with respect to the countermeasure model in use. The number of agents refers to the total
amount of agents used in the experiment.
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(a) Model LM1, 10 million agents
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(b) Model LM2, 10 million agents
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(c) Model LM3, 1 million agents
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(d) Model RM , 10 million agents
Figure 6.14: Example results for HAM in Case 2. The green curve (Y-axis on the left side
of the graph) represents the amount of infected inhabitants in the corresponding city, while the
red curve (Y-axis on the right side of the graph) indicates the activated countermeasure level
with respect to the countermeasure model in use. The number of agents refers to the total
amount of agents used in the experiment.
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(b) Model LM2, 10 million agents
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(c) Model LM3, 10 million agents
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(d) Model RM , 1 million agents
Figure 6.15: Example results for PB in Case 2. The green curve (Y-axis on the left side of
the graph) represents the amount of infected inhabitants in the corresponding city, while the
red curve (Y-axis on the right side of the graph) indicates the activated countermeasure level
with respect to the countermeasure model in use. The number of agents refers to the total
amount of agents used in the experiment.
Our results confirm the impact of different countermeasures observed in the real world
[64]. Compared to Figure 6.11, our simulations show a similar behavior (i.e., more than
one peak during the epidemic). It is easy to see that the countermeasures presented in
[64] directly influence the course of the epidemic. The same property can be observed
in our results (cf. Figure 6.13c, 6.14b, and 6.15c). There we observed that the number
of infections increases or decreases depending on the active countermeasure level.
Furthermore, we observe that small adjustments of the two parameters α and κ entail a
significant impact on the number of overall infections (cf. Table 6.9, Table 6.10, and
Table 6.3). Among others, we already proved that even a very aggressive epidemic (γ
equal to 100%) will affect no more than a polylogarithmic number of the population if
the power law exponent and κ are assumed to be some suitable large constants. Our
findings now back up these observations.
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In conclusion, we showed the impact of different countermeasures on the behavior of
a population (and therefore on the dissemination of an epidemic itself) w.r.t. our
model. Although some complexity of the real world is lacking, the similarities to
real-world observations are significant. By choosing settings for the environment,
and therefore implicitly the individuals’ behavior, based on real-world observations
(cf. Section 6.2.2.3), relatively mild countermeasures were sufficient to embank or at
least significantly suppress an outbreak. Essentially the same properties were already
observed in the real world (cf. [64]). This underlines the importance of behavioral and
environmental models based on power law distributions.
6.2.3 Glossary
At this point we list some of the most important definitions we used in the above
analysis.
In our model there are only three main variables which can vary. One is α, which
governs the probability distribution of the attractiveness of different locations within a
city. Another is κ, which manipulates the total number of cells within a city, i.e., the
amount of locations the agents may visit, as a multiplicative factor. Additionally, the
time until an infected individual is cured again can also vary. That is, a time period τ is
assigned to the epidemic, which means that an individual is contagious for τ consecutive
rounds only. With τ very large (i.e., ω(log n)), we essentially obtain a model without
any recovery.
Definitions concerning the environment
n Total amount of agents.
α The power law exponent used to determine the
attractiveness of each cell.
G(d) Complete graph representing the topology on a
large scale, i.e., connecting all cities.
Gci(d) Complete graph representing the topology on a
small scale, i.e., representing the topology within
city ci.
ci Represents the ith city.
dci Attractiveness of city ci.
dvi Attractiveness of cell vi, whereas vi ∈ Vci for some
ci.
pci Real-world population size of city ci.
mci Total amount of cells within city ci.
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Definitions concerning the epidemic model
U(i) Set of uninfected agents in round i.
I(i) Set of infected/contagious agents in round i.
R(i) Set of recovered/immunized agents in round i.
τ The amount of consecutive rounds an individual is
contagious in.
Definitions concerning the countermeasure models
LMm Abbreviation for the level based model with m
countermeasure levels.
T The set of transition points for the corresponding
level based model.
ldi , l
u
i Transition point from level i to i− 1 and i to i+ 1,
respectively.
RM Abbreviation for the ratio based model.
z1, z2 Constants to adjust α and κ with respect to a
specific round j in the ratio based model.
a Constant to determine whether or not an adjust-
ment of α and κ in the corresponding round for the
RM-model is in order.
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7 Conclusion and Future Work
In this thesis we considered different types of dissemination processes in multiple
types of networks. We divided the types of dissemination processes into information
dissemination processes eager to spread a (malicious) piece of data within the network,
and epidemiological processes struggling to survive by infecting new hosts. Obviously,
due to our lifestyle, such processes are an inherent part of our daily lives in various
kinds of ways and will only become more prominent in the future.
For instance, we rely more and more on fast advancing technologies in order to keep
up with the constantly increasing pace of life. As a consequence, we as individuals
become part of a fast growing and well-connected world. Consequently, studying
technological networks, i.e., networks created and maintained mainly due to artificial
devices (such as laptops or smartphones), and social networks, i.e., networks mainly
driven by human behavior and actions, seems a promising endeavor. In this thesis we
studied the dissemination of a (malicious) piece of information in static networks, i.e.,
in networks that do not change much over a large period of time, and the spread of
epidemics in, due to the individuals’ movements, highly dynamic environments. Note,
however, one can easily transfer the results for epidemiological processes to information
dissemination processes (and vice versa), since both types of dissemination processes
have a lot in common.
All static networks we examined share at least the following property: the power law
degree distribution. We showed that such networks provide the possibility for fast
information dissemination, and that already rudimentary strategies are sufficient to
counteract a (malicious) dissemination process by using another (similar) dissemination
process.
In the case of dynamic networks, we took a similar yet different path though. In our
theoretical analysis we examined one (large) urban environment providing numerous
locations the individuals may visit. The similarities of our environment and the urban
topologies we live in then ultimately lead to comparable outcomes: aggressive and
deadly epidemics (such as the pestilence, for example) are not likely to wipe out the
population entirely, and countermeasures used in the real world have a comparable
impact in our model. As a second step, we analyzed such epidemic outbreaks empirically
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on a large scale and observed significant similarities in the course of the disease between
real-world epidemics and our model with and without the aid of countermeasures.
In the following we give a more detailed summary of this thesis, which also motivates
the recommendations for future work we conclude with.
7.1 Summary in More Detail
The above summary contains only the most important intuitions and basic ideas to
solve the described problems. At this point we complement these intuitions by a more
detailed high level description of the approaches we used to obtain our results.
In Section 5.1 we used an adaptation of the Random Phone-Call model on random
power law graphs with n nodes. Our graphs were chosen uniformly at random from
the space of all (simple) graphs with power law degree distribution, where the smallest
degree is in Θ ((log log n)2). In each round every node was allowed to call on ρ different
neighbors chosen uniformly at random, and to establish communication channels to
these nodes. We showed that this algorithm completes broadcasting in time O(log n)
with high probability by using O(n log log n) many message transmissions.
In Section 5.2 we dealt with the situation where a malicious dissemination process
is combated by another dissemination process. The harmful dissemination process in
our model was called V. Its goal was to infect as many nodes of the network (n in
total) as possible, and therefore inflict damage and/or costs. On the other hand, there
were two different remedying processes Φ and Λ, representing different strategies used
to counteract V. By definition, their goal was to combat V by reactively curing all
infected nodes as well as proactively immunizing possible contact points of V . Obviously,
the extinction of V was the ultimate goal. We showed that, with high probability,
an infection disseminated by V does not infect more than o(n) many nodes if the
neighborhood of each infected node is immunized after a constant delay, i.e., in the
round it was initially infected plus the delay, provided the minimum degree in the
network is at least Ω(log log n). Hereby V spread over a constant amount of randomly
chosen edges of each infected node.
In the case where the minimum degree in the network is given by a constant, we needed
a more advanced strategy. In short, each infected node v executed the counteracting
strategy Λ after a constant delay, i.e., in the round it was initially infected plus the delay.
This resulted in the immunization of its β log2(degv)-neighborhood, with degv denoting
v’s degree and β being a sufficiently large constant. In this context the k-neighborhood
represents a set containing all nodes which are at most k hops away from v. Using
this strategy, we showed that V does not infect more than o(n) many nodes until it is
eliminated, with high probability.
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In Section 6.1 we examined an urban environment inhabited by n mobile individuals.
In each round these individuals chose a location independently at random according to
a power law distribution. First, we showed that a polynomial fraction of the individuals
remains uninfected in a society model where the behavior of the susceptible entities is
not influenced by an epidemic outbreak in any way, even if said individuals are allowed
to transmit the (deadly) infection for o(log n) many rounds. That is, it is very unlikely
for a (deadly) epidemic to wipe out the entire population.
Secondly, we showed that in a society model where an epidemic outbreak does influence
the behavioral pattern of each susceptible entity and certain countermeasures are applied,
only a polylogarithmic amount of agents is infected until the epidemic is stopped. Such
countermeasures may include the isolation of individuals after a (large) constant number
of rounds, for example. Ultimately, we showed that the epidemic is embanked within
O((log log n)4) rounds with probability 1− o(1).
Section 6.2 primarily extends Section 6.1 to a large scope. We presented and empirically
analyzed a dynamic model integrating several hundred of cities for the spread of
epidemics on a national scope. The environment in said model approximates the
geography of Germany, in which individuals may travel between cities. Within a city
the individuals interact according to the probabilistic model presented in Section 6.1 in
a distributed manner.
In this setting we showed that one can approximate the effect of some non-pharmaceutical
countermeasures, which are usually adopted if an epidemic outbreak occurs, by setting
the parameters properly. This observation is supported by the empirical study of [64].
Interestingly, the right choices of parameters in our experiments seem to be in line with
previous observations in the real world (the right power law exponent seems to be in
the range of 2.6-2.9 [39], for example).
7.2 Recommendations for Future Work
In the following we compose a list of promising areas for further research. Due to the
vast scope of information dissemination and epidemics in general, we limit the upcoming
recommendations primarily to the ones being either logical or technical extensions of
the results, models, and methods we presented thus far. Of course, this includes the
weaknesses and limitations of these. Clearly, also the most recent related work must be
considered.
Information Dissemination in Power Law Networks Obviously, one key aspect in
our analysis considering the information dissemination in Section 5.1 was the randomness.
Although there are deterministic and randomized algorithms to disseminate information
in power law graphs, it is not clear whether or not partial randomness could push the
129
Chapter 7 7.2. Recommendations for Future Work
limits even further. For example, nodes with low degree may work most efficiently in a
deterministic manner, whereas nodes with high degree may spread the information over
longer distances more often using random decisions.
A similar argument can be made with respect to the amount of different communication
partners each individual node may choose. In our case, this amount did not depend on
the node’s degree. However, it is intuitively clear that the dissemination process would
highly benefit from informed hubs, i.e., nodes with a very high degree, forwarding the
information to as many uninformed nodes as possible. Of course, this is no trivial task,
since the amount of informed nodes changes drastically over time and many connections
of each hub may point to already informed nodes only. Using a randomly chosen set
of communication partners depending on the node’s degree may increase the amount
of newly informed nodes (especially) in the beginning of the dissemination process.
Afterwards, one could use the age of the corresponding information to estimate its
dissemination status.
Another very promising approach may be to establish a meta structure primarily
containing the hubs in the network. This idea is based on [9]. Provided we could
manage to inform a good portion of the hubs first, all uninformed nodes then could
simply call on such a hub and get informed in one additional step. Interestingly, one
could say that these hubs already form a meta structure dictated by the network’s
topology. The main challenge would be to favor these nodes in the dissemination process
in a fully decentralized way.
Strategies to Counteract Dissemination Processes An intuitive approach in the
case of two competing information dissemination processes is certainly to strengthen
the remedying process whilst keeping the induced costs by the malicious one as low
as possible. The arising questions and problems are diverse. Suppose an efficient
strategy to counteract the malicious dissemination process exists. One could wonder if
it is possible to adapt said strategy according to the aggressiveness of the malicious
dissemination process. This way one may be able to (drastically) lower the cost of using
the remedying process whilst still maintaining a reasonable time frame for defeating
the malicious dissemination process.
However, the above statements assumed that an efficient strategy to counteract the
malicious dissemination process does exist. But how to design one? This is the second
type of problems we suggest for further studies. Especially adaptive strategies with a
lesser involvement of individual nodes are certainly interesting, yet challenging. For
example, nodes that are relatively close to the infected ones could use more connections
than others acting proactively only. This way one would combine the effectiveness of
local immunization whilst reaching far into the distance, which instantly implies another
fascinating approach: immunize/cure as few nodes as possible in your own neighborhood,
then reach out into the distance for only one node (several hops away) to be immunized,
and finally let this node immunize its vicinity. Such a strategy would certainly create
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large immunized areas all over the network. If executed cleverly, methods like these
may show us new ways to strategically counteract (malicious) dissemination processes.
Epidemic Spreading This topic is a very exciting one, since it involves our daily lives
in an obvious way. Consequently, many possibilities for improvements can be deduced
by observing our very own behavior and lifestyle. These improvements primarily involve
modeling the individuals, their movement on a daily basis, and the environment itself.
For example, different types of standard movement models are conceivable such as Levy
flight, periodic mobility model, and grid like movement. These movement models should
incorporate the possibility for the individuals to move in a more realistic way, i.e., to
meet other individuals on the way to a destination, as well as being able to represent a
schedule. For most parts our daily life is determined by external circumstances such
as the type of job we have or the activities we like to participate in during our spare
time. As a result we tend to frequent the same locations most of the time. This kind
of behavior combined with a realistic model of the environment should definitely be
considered on an individual basis.
In order to make the environmental model more realistic, it is important to see that dif-
ferent individuals may have different preferences. Further, to the best of our knowledge,
all models presented thus far allow disease spreading either only within locations or do
not provide such anyway. There is no model allowing the disease to be spread on the
way to a destination chosen by the infected individual (e.g., in the pedestrian zone or
the subway).
Although there is still a long way to go, we feel that all of the above recommendations
could have a significant impact in their respective fields and are therefore certainly
worth further studies.
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