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Abstract 
It is shown that a quasi-residual 2-(u, k, I) design is the residuum of a symmetric design 
provided that k > cl4 for a constant number c. This result improves earlier results of Bose et al. 
(1976) and Neumaier (1982), who proved the result for k > $2’ + 0(A4). This embedding 
theorem will be a consequence of more general characterization theorems for certain strongly 
regular multigraphs (see Theorem 2 and its corollary in the introduction). ’ 
0. Introduction 
About 40 years ago, Hall Jr. and Conner [S] showed that every quasi-residual 
design with 1 = 2 is the residuum of a symmetric design, that is, it can be obtained 
from a symmetric design by deleting a line with all its points (notice that the same 
result for 1 = 1 just means that every affine plane has a projective closure). Even 
though this result is not true for A > 2 (see [2]), Bose et al. [3] showed ten years later 
that there is a polynomial function f(L) of degree 5 such that every quasi-residual 
2-(u, k, A) design is residual provided that k >f(l). Then Neumaier [8] improved the 
bound (by approximately a factor of 3) and showed that it suffices to demand 
k > +(,I” - l)(L3 - 1’ - ;1+ 2). 
It is the task of this paper to show that there is a constant c such that k > cA4 
implies embeddability. In order to simplify the proof we do not invest too much effort 
in finding the smallest possible value for c. Our result is given below. 
Theorem 1. Any quasi-residual 2-(u, k, A) design with k > (-&A + 1 + 5)A2(l - 1) is the 
residuum of a symmetric design. 
This theorem will be an application of our main theorem which gives a character- 
ization of certain l)-designs in terms of their collinearity graphs. 
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Theorem 2. Suppose that r is a strongly regular multigraph whose parameters 
(m, n, u, y, R) can be written in the form 
m = r, n = k + r + c - 1 - t, p = rt, y = rc, R = r(k - l), 
with integers r 2 3 and t 2 1, and real numbers k > 0 and c B 0. If 
k > (%r + r + 5)rt ~5,6r’t, k>(c+l)t and r(c+r-l)<(r-l)t, 
then r is the collinearity graph of a If-design with parameters (r, k, t, c) (see Definition 
1.3). 
For the proof we shall develop a construction method for cliques in multigraphs. 
This method generalizes the ideas used in [7] to improve the well-known completion 
theorem for nets of Bruck. The bound for k in Theorem 2 improves previous bounds 
given by Bose et al. [3] and Neumaier [8] (however notice that the condition 
r(c + r - 1) < (r - 1)t did not occur in [8]). 
Corollary. Suppose that the parameters (m, n, u, y, R) of a strongly regular multigraph 
can be written in the form 
m = k, n=r-i, u=k2A, y=k(k-l)(A-l), R=k(r-1) 
for some integers k 2 3, r and 1. If 
r > (Sk + k + 5)k21 E 5,6k3A and r > k(k - 1)12 - k(k - 2)1, 
then r is the block-multigraph of a 2-(4 k, A) design with point degree r. 
1. Definitions and results 
A multigraph r consists of a non-empty set V of vertices and a family of 2-subsets of 
V called edges. The number of edges joining two vertices E and F is denoted by mE, r . 
Also we put mE, E:= 0 for every vertex E. For two vertices E and F we denote by 
W,, r : = XX E y WE, x m,, r the number of paths of length two from E to F. Two vertices 
are called adjacent if they are joined by some edge. A clique is a set of mutually 
adjacent vertices, and an anticlique is a set of mutually non-adjacent vertices. A clique 
(or an anticlique) is called maximal if it is not properly contained in another clique 
(resp. anticlique). A claw (E, A) consists of a vertex E and an anticlique A such that E is 
joined to every vertex of A. The order of the claw (E, A) is by definition the number 
xXEA WE, X of edges joining E to a point of A. 
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Definition 1.1. A multigraph r is called strongly regular with parameters 
(m, n, p, y, R), if the following conditions are satisfied. 
(SRl) Every vertex E lies on R edges: xX E YmE, X = R. 
(SR2) For distinct vertices E and F we have W,, F = (n - 2m)m,, F + CL. 
(SR3) Every vertex E satisfies W,,. = m(n - m) + p. 
(SR4) Every vertex E satisfies IX E YmE, x (mE, X - 1) = y. 
(SR5) m(n - m) + p = R + y. 
Here R, m, n, p and y are real numbers with n > 0. Notice that (SR5) follows from 
(SRl), (SR3) and (SR4). 
If y = 0, then (SR4) implies that any two adjacent vertices are joined by a unique 
edge, so r is a strongly regular graph with parameters (nl, n2, 1, p) in the usual sense 
where n, = R and 1 = n - 2m + p. The following lemma is immediate from the 
definition. 
Lemma 1.2. If M is the adjacency matrix of a multigraph r, then r is strongly regular if 
and only if 
(SR) MJ=RJ and M2=(n-2m)M+m(n-m)Z+pJ 
for some real numbers R, n, m, p with n > 0. Here I is the identity matrix, and J is the 
all-one matrix. 
Examples of strongly regular multigraphs will occur as collinearity graphs of l$ 
designs. For any incidence structure consisting of points and lines, we will denote the 
number of lines joining two distinct points P and Q by mp, Q. Also, we put mp, p = 0 for 
every point P. 
Definition 1.3. A l&design with parameters (r, k, t, c) is an incidence structure consist- 
ing of points and lines satisfying the following conditions: 
(PGl) Every point is on r lines. 
(PG2) Every line has k points. 
(PG3) For every non-incident point-line pair (P, 1) we have t = CXElmp, x > 1. 
(PG4) For every incident point-line pair (P, 1) we have c = ‘&EI,(P~(mP,X - 1). 
Lemma 1.4. Zf A is the incidence matrix of an incidence structure P, then P is 
a l&-design ifl there are integers r, k, t, c such that t > 1 and 
(PG) AJ = rJ, JA = kJ and AATA = (r + k - 1 + c - t)A + tJ. 
Proof. The first two conditions imply that P has constant point size r and constant 
line size k. For a point-line pair (P, I), the entry of AATA in the place corresponding to 
(P, 1) is the number of point-line pairs (Q, h) satisfying P E h3 Q E 1. If P is not on 1, 
then (PG 3) as well as (PG) state that this number is t. If P E 1, then (PG) states that 
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there are r + k - 1 + c such pairs (Q, h) according to (PG4), since in this case there 
are r + k - 1 such pairs (Q, h) satisfying Q = P or g = 1. 0 
Result 1.5 (Bose et al. [3], see also [8]). The collinearity graph of a l~design with 
parameters (r, k, t, c) is a strongly regular multigraph with parameters (m, n, p, y, R) given 
by 
(1.6) m:= r, n:=k+r+c-l-t, u=rt, y:=rc, R:=r(k-1). 
In Sections 2 and 3, we shall look for conditions implying that a strongly regular 
multigraph is the collinearity graph of a l&design. For this it will be useful to choose 
a second set of parameters for a strongly regular graph. 
Definition and Lemma 1.7. Suppose that T is a strongly regular multigraph with 
parameters (m, n, u, y, R) containing at least one edge. Then there are unique numbers 
k > 1, r > 0, and t,c 2 0 such that (1.6) is satisfied. Furthermore, r 2 mE,r for all 
distinct vertices E and F. We call (r, k, t,c) the geometric parameters of r. 
Proof. Let E and F be two adjacent vertices, and put x: = m&r > 0. Then 
2(n - 2m)x + 2p = 2wE,, = 2 c mE,xmx,F < 
X#E,F 
= w;,,-- mi,, + wi,, - mg, F = 2m(n - m) + 2,# - 2x2. 
Itfollowsthat(n-2m)xd m(n-m)-x20r(x-m)2 < n(m-x).Inviewofn>O, 
we obtain m 2 x > 0. 
Put r:= m, t:= p/r, c:= y/r and k:= n + 1 + t - r - c. Then the first four equa- 
tions of (1.6) (see Result 1.5) are fulfilled. In view of (SR5) in 1.1, it follows that 
R = r(k - 1). Since R 2 ms,r > 0, it follows that k > 1. 0 
We conclude this section with three results. 
Result 1.8 (Neumaier [8]). The number v of points of a strongly regular multigraph 
with parameters (m, n, u, y, R) satisjes vu = (R + m)(R + m - n). If (r, k, t, c) are the 
geometric parameters of T, then vt = k [(r - l)(k - 1) + t - c] . 
The following result is a combination of Theorems 3.6 and 3.7 in [8] formulated in 
terms of geometric parameters. 
Result 1.9 (Neumaier [8]). Let r be a strongly regular multigraph with geometric 
parameters (r, k, t, c). Suppose that there exists a set Z of cliques satisfying the following 
conditions. 
(a) Every vertex lies in r cliques of C. 
(b) Distinct vertices E and F lie in mE,r cliques of c. 
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(c) Either 
(i) r is a graph, that is, m E,F G 1 for all vertices E and F, or 
(ii) t is an integer. 
(d) t(c + 1) < k. 
Then r, k, t and c are integers, every clique of E has exactly k elements, and the cliques of 
C induce a If-design with parameters (r, k, t, c) on the set of vertices of T. 
Result 1.10 (Neumaier [8]). Let Z be a strongly regular multigraph with parameters 
(m,n,,u,y,R). Then ICl(R + m-u) < (n + 1 - m)(R + m)for every clique C of r. 
2. Construction of cliques 
It is the task of this section to construct cliques in strongly regular multigraphs. In 
Section 3 we shall find conditions, which imply that these cliques are the lines of 
a la-design. We shall prove the following theorem. 
Theorem 2.1. Suppose Z’ is a strongly regular multigraph with parameters (m, n, p, y, R) 
with ~1 > 2 and an integer m 2 2. Suppose that there exists an integer a > m satisfying 
the conditions 
(1) n > 2(m + a - 2)(,u - 1) + 3y, and 
(2) 2(a + 1 - m)n > a(a - 1)~ + ay + 4m(a + 1) - 2m2 - (a + l)(a + 2). 
Then the set M of all maximal cliques C of Z with ICI > n - 2m - (a - 2)~ 
- 3 y + a + 1 has the following properties. 
(a) Zf E is a vertex and zfaE is the maximum order of a claw (E, A), then m < ae 6 a 
and there are exactly aE cliques in JY which contain E. 
(b) Two adjacent vertices E and F lie in at least mE, r and in at most 2ms, r - 1 cliques 
0f.M. 
(c) Suppose that E and F are adjacent vertices and that E lies in exactly m cliques of 
.M. Then there are exactly mE,r cliques in JY which contain E and F. 
In this section, r denotes a strongly regular multigraph with vertex-set Y satisfying 
the hypotheses of Theorem 2.1. A maximal clique with at least n - 2m - (a - 2)~ 
- $y + a + 1 vertices will be called normal. 
Lemma 2.2. (a) For every vertex E there are at most f y vertices F satisfying mE, r 2 2. 
(b) Every vertex E has at least R - fy neighbours. 
(c) Two vertices E and F have at least Ws,r - 3 y common neighbours. 
Proof. (a) This follows from (SR4) in Definition 1.1 applied to the vertex E. 
(b) For every vertex X we have f(X):= :mE,.(3 - mE,X) < 1 and if X is not 
adjacent to E, then we have even f(X) = 0. Hence, E has at least EXE V f (X) = 
CX~V- mE,X - +CXEY%X(mE,X - 1) = R - :Y neighbours. 
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(c) Denote by N the set consisting of the vertices adjacent to E and F. Using 
the relation ef- 1 = $e(e - 1) + $f(f-- 1) - f(e -f)’ - $(e - l)(e - 2) - $(f- 
l)(f- 2) for e:= mE,X and f: = mr, x, we obtain 
WE,, - INI = 1 (mE,XmF.X - 1) 
XcN 
G a 1 ~E,X@E,X - 1) + t C mF,&F,x - 1) = 3~. 0 
XEN XeN 
Lemma 2.3. If E and F are adjacent vertices, then there are at most 2mE,F - 1 normal 
cliques containing E and F. 
Proof. Put s: = mE, r and assume that there exist 2s normal cliques C1, . . . , Czs con- 
taining E and F. 
The 1 Ci n Cj 1 < p for i # j. This can be seen as follows: Since Ci and Cj are distinct 
maximal cliques, there exists a vertex G E Ci\Cj. Since Cj is a maximal clique, it 
contains a vertex H which is not adjacent to G. Since every vertex in Ci n Cj is 
adjacent to G and If, it follows that I Ci n Cjl < WG,, = p. 
Since every vertex # E, F of Ci is adjacent to E and F, the union Cr u ... u Czs of 
the cliques Ci contains at most W E.F = (n - 2m)s + p vertices # E, F. Put 
Di:= Ci\{E, F}. Then IDi n Djl 6 p - 2 for i #j and 
iiI lDil 2s G iylDi +f 5 IDi 
I I 
n Djl < (n - 2m)s + p + ~(2s - l)(p - 2). 
i,j=l 
i #j 
Since normal cliques have at least n - 2m - (a - 2)~ - :y + a + 1 vertices and in 
view of lDil = I Ci I - 2, we obtain 
2s(n - 2m - (a - 2)~ - +y + a - 1) < (n - 2m)s + sp + s(2s - 1)(/J - 2). 
Since s < m by Definition and Lemma 1.7, we obtain 
n - 2m - 2(a - 2)~ - 37 + 2a - 2 < ,u + (2m - l)(p - 2). 
This contradicts hypothesis (1) in Theorem 2.1. 0 
The following lemma is a slight generalization of Lemma 4.1(a) in [8], 
Lemma 2.4. Every claw has order at most a. 
Proof. Let (E, A) be a claw and denote by s = 1 XEA mb,x the order of A. We put 
so:= (Al and 
1f?:= c mF,X 
XEA 
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for every vertex F. Furthermore we define 
N:= 1 (iF - mF,E)(iF - mF,E - 1) = C 
FEY 
FEYmd~F.E + l) 
-2 c iFmF,E+ 
FEY 
F& iF(iF - l). 
Using Definition 1.1 we obtain (remember that mE.E = 0) 
c mF,~(mF.E + l) = c mF,E(mF,E - 1) + 2 c mF,E = y + 2R 
FEY FEY FEV 
=xL WX,, = s(n - 2m) + po, 
&iFtiF - l) = 1 
Fd(X.,4mx*F)( &my’F - ‘) 
1 
=,z, FFvmX.FmF,Y+& FFvmX,F(mX,F-l) 
i#Y 
= so(s0 - l)p + soy. 
Hence (see (SR 5) in Definition 1.1) 
N = 2R + y - 2s(n - 2m) - 2sop + so(so - 1)~ + soy 
= 2(R + y - p)- 2s(n - 2m)+ (so - l)(so - 2)~ + (so - 1)~ 
= 2m(n - m) - 2s(n - 2m) + (so - l)(so - 2)~ + (so - 1)~. 
By definition, N is the sum of the termsf(F):= (iF - mE,F)(iF - 1 - mE,F). Since 
f(F) is the product of two consecutive integers, it is non-negative. Furthermore 
f(F) = mE,F(mE.F + 1) > 2mE.F for all vertices F E A, and f(E) = s(s - 1). Hence 
N B s(s + 1). Assume that s > a. Then we may assume that (E, A) is a counter- 
example of minimum order to our assertion. If the order of (E,A) is equal to 
s = a + t > a, this implies that mE,F 3 t for all F E A (otherwise A\(F) would still be 
a counterexample). Hence so - 1 < s - t = a and therefore 
s(s + 1) < N < 2m(n - m) - 2s(n - 2m) + u(a - 1)~ + ay 
or 
0 Q 2m(n - m) - 2s(n - 2m + 1) + a(a - 1)~ + ay - s(s - 1). 
Since n 2 2m - 1 (by the hypotheses of Theorem 2.1) and s > a + 1, it follows that 
0 < 2m(n - m) - 2(u + l)(n - 2m + 1) + u(u - 1)~ + ay - a(u + 1) 
or 
2(u + 1 - m)n < u(u - 1)~ + uy + 4m(u + 1) - 2m2 - (a + l)(u + 2). 
This contradicts hypothesis (2) in Theorem 2.1. 0 
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Lemma 2.5. Suppose that (E, A) is a claw of order aE and F E A is a vertex satisfying 
mE, r = 1. Then the set 
C:= {E, F} u {XIX # A, X is adjacent to E but not to any vertex of A\(F)} 
is contained in a normal clique. 
Proof. First notice that C is a clique (if two vertices G, H E C were not joined, then G, 
H Z E and (&(.4\(F)) u {G,H}) would be a claw of order aE - 1 + mE,o + 
mE,H > aE + 1, which is not possible, since aE is by definition the maximum order of 
a claw (E, .)). Thus the set C\{ E, F} consists of all vertices which are adjacent to E and 
F but not adjacent to any vertex of A\{ F). Since E and F have at least 
WE,, - $y = n - 2m + p - 2~ common neighbours (Lemma 2.2) and since F and 
a vertex X E A\(F) have at most W r, x - 1 = p - 1 common neighbours # E, it 
follows that 
ICI 2 2 + n - 2m + p - $y - IA\{F}I(p - 1) 
> 2 + n - 2m + p - jy - (aE - l)(p - 1). 
In view of aE < a (Lemma 2.4), we obtain ICI > n - 2m - $7 - (a - 2)~ + a + 1. 
Hence every maximal clique containing C is normal. 0 
Lemma 2.6. lf (E, A) is a maximal claw and C is a normal clique containing E, then 
AnC#O. 
Proof. Assume that A n C = 8. If X E A, then, since C is a maximal clique, there exists 
a vertex YE C which is not joined to X. Then W,, r = p and hence there are at most 
p - 1 vertices # E in C which are joined to X (and Y). Since every vertex # E of C is 
adjacent to some vertex of A (because (E, A) is a maximal claw), this implies that 
1 C\(E) I < I Al (p - 1) < a(p - 1) (cf. Lemma 2.4). Since C is a normal clique, we 
conclude that lip - 2m - (a - 2)~ - $y + a < IC\{E} 1 < a(p - 1). In view of 
m, p > 2, this contradicts hypothesis (1) in Theorem 2.1. 0 
Lemma 2.7. Zf (E, A) is a claw and F E A is a vertex satisfying s: = mE,r > 2, then there 
are mutually non-adjacent vertices F1,. . . , F, satisfying mE,ri = 1 and such that each Fi 
is adjacent to F but not to any other vertex of A. 
Proof. Suppose that 0 < u < s - 1 and that we have already found mutually not 
adjacent vertices F1, . . . , F, satisfying mE,Fi = 1 and such that each vertex Fi is 
adjacent to F but not to any other vertex of A. We shall find a lower bound ( > 0) for 
the number b of vertices which satisfy mE,X = 1 and which are adjacent to F but 
neither adjacent to any vertex of A\(F) nor to any of the vertices F1, . . . , F.. 
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By parts (c) and (a) of Lemma 2.2 there are at least W,, r - 2y = (n - 2m)s + ,U - 2y 
vertices X, which are joined to E and F and which satisfy mE, x = 1. Since E and Fi, 
i=l ,..., u,haveatmost We,ri - m E,FmF,Fi < W~,Fi-s=n-2m+~-scommon 
neighbours # F, there are at most 
u(n - 2m + p - s) G (s - l)(n - 2m + p - s) 
vertices # F, which are joined to E and to one of the vertices Fi. 
For every vertex YE A\{ F}, there are at most p - 1 vertices # E which are joined 
to F and Y. Thus there are at most (A\( F} I(p - 1) vertices # E, which are joined to 
F and to some vertex of A\(F). Since the claw (E, A) has order at most a (Lemma 2.4), 
we have IA\(F)1 < a - s. 
Consequently 
b >, (n - 2m)s + fi - 2y - (s - l)(n - 2m + p - s) - (a - s)(p - 1) 
= n - 2m + 2~ - 2y + s(s - 2) - a(~ - 1) 
>, n - 2m + 2~ - 2y - a(~ - 1). 
Since a, p > 2 and in view of hypothesis (1) in Theorem 2.1, it follows that b > 0, i.e. 
there exists a vertex F, + , with the desired properties. Now an inductive argument 
completes the proof. ??
Lemma 2.8. (a) Every vertex E is contained in exactly uE normal cliques. 
(b) Adjacent vertices E and F occur together in at least mE,F normal cliques. 
Proof. (a) Since uE is the maximum order of a claw (E, A), it follows from Lemma 2.7 
that there exists a claw (E, A) of order a, such that mE, p = 1 for every vertex F E A. By 
Lemmas 2.5 and 2.3, every vertex of A is contained in a unique normal clique 
containing also E. Since a clique cannot contain two vertices of the anticlique A and 
because every clique which contains E also contains a vertex of A (Lemma 2.6), it 
follows that there are precisely aE normal cliques containing E. 
(b) Let (E, A) be any maximal anticlique with F E A and denote by s the number of 
normal cliques containing E and F. In view of Lemma 2.7 we may assume that 
mE,X = 1 for all vertices X E A\(F). The same argument used in part (a) shows 
that there are exactly IA\(F)1 -t s normal cliques containing E. Since 
IA\PI I < uE - mE, r, part (a) implies that s > mE, r. 0 
Lemma 2.9. Every maximal claw has order at least m. Hence uE > m for every vertex E. 
Proof. Let (E, A) be a claw of order s < m. For every vertex X E A there are at most 
W E,X = (n - 2m)m,,x + p vertices which are joined to E and X. Hence there are at 
most (n - 2m)s + IAlp 6 (n - 2m + p)s < (n - 2m + p)(m - 1) vertices which are 
joined to E and to some vertex of A. By Lemma 2.2, the vertex E has at least R - $y 
neighbours. In view of R + y = (n - m)m + p (see (SR5) in Definition l.l), hypothesis 
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(1) in Theorem 2.1, and p, m > 2, we have 
R - $7 > n - 3y - m + (n - m)(m - 1) 
> 2(m + a - 2)(1* - 1) - m + (n - m)(m - 1) 
2 2m(p - 1) - m + (n - m)(m - 1) 
3 (m - l)(~ - 1) + (n - m)(m - 1) 
2 (n - 2m + p + l)(m - 1) 
a(n-2m+p)(m-l)+(Al. 
Hence there exists a vertex X $ A which is joined to E but not to any vertex of A, that 
is the claw (E, A) is not maximal. 0 
Lemma 2.10. Let E be a vertex and suppose that the maximum order of a claw (E, A) is 
m. Then E and any vertex F # E occur together in precisely mE,r normal cliques. 
Proof. Suppose F is joined to E and (E, A) is a maximal claw with F E A. By 
hypothesis and Lemma 2.9, the order of (E, A) is m = aE. By Lemma 2.8(b), every 
vertex X E A is contained in at least mE, x normal cliques which also contain E. Since 
c XeA mE,X = m and because m is the number of normal cliques containing E (Lemma 
2.8(a)), we see that E and a vertex X E A occur together in precisely mE,X normal 
cliques. ??
Lemma 2.10 completes the proof of Theorem 2.1. By Lemmas 2.4 and 2.9, we have 
m < aE 6 a for every vertex E. By Lemmas 2.8(b) and 2.3 any joined vertices E and 
F occur together in at least mE, F and in at most 2mE, r - 1 normal cliques. Part (c) of 
Theorem 2.1 has been verified in Lemma 2.10. 
Lemma 2.11. Zf m > 2 is an integer and if p 2 m, p > y + 1, and 
2(3 + 2J5)mP 
3 
7z 4,3mp, 
then the hypotheses of Theorem 2.1 are satisfied for the unique integer a satisfying 
$m-l<a<-&m. 
Proof. By hypotheses, we have n > 2(m + a),u. Since ~1 > y + 1, it follows that hy- 
pothesis (1) of 2.1 is satisfied. Hypothesis (2) in Theorem 2.1 requires that 
2(a + 1 - m)n > a(a - 1)~ + ay + 4m(a + 1) - 2m2 - (a + l)(a + 2). 
In view of v > y this is fulfilled provided that 
2(a + 1 - m)n ia2p + 4m(a + 1) - 2m2 - (a + l)(a + 2). 
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Since 4m(a + 1) - 2m2 - (a + l)(a + 2) < 4ma - 2mZ - a2 + m = 2mZ - (2m - u)~ 
+ m < 2m2 < 2mp < in, it suffices to show that (2~ - 2m + $)n > u2p. However, 
this is easily verified, since n > 2(1 + -&)mp and since $m - 1 < a < -&m. 0 
3. Multigraphs and l&designs 
Throughout this section, r denotes a strongly regular multigraph with parameters 
(m, n,p,y, R) where m > 3 is an integer. In Theorem 2.1 and Lemma 2.11 we have 
found conditions which imply that there is an integer a 2 m and a set _M of maximal 
cliques of r with the following properties. 
(3.1) If pE is the number of cliques of A containing a vertex E, them m < pE 6 a. 
(3.2) If p,sF is the number of cliques of A containing adjacent vertices E and F, then 
(3.3) If E and F are adjacent and if pE = m, then pLE,F = mE,F. 
In this section we shall find conditions implying that ,u~ = m for every vertex E. 
Then (3.3) and Result 1.9 show that the cliques of JZ induce a Ii-design on the set of 
vertices. 
Notation and hypotheses: We suppose that there exists an integer a and a set .M of 
cliques such that (3.1H3.3), 
(3.4) Every clique of A has at least k - up vertices (with k:= 1 + R/m), and 
(3.5) m < a < 2m - I 
are fulfilled. We denote the geometric parameters of r by (I, k, t, c). The two sets of 
parameters of r are related by (see Eq. (1.6)) 
(3.6) m = r, n = k + I + c - 1 - t, p = rt, y = rc, R = r(k - 1). 
We assume furthermore that 
(3.7) k > rt(4u + r + 5), k > (c + l)t, I 2 3 and 
(3.8) r(c + I - 1) < (I - 1) t (this implies that t 2 c + 2 B 2). 
We denote by Y the set of all vertices and by Y, the set of vertices E with pE > r. We 
put u = IV-1 and u, = /Vsl. Finally for every vertex E, we define the integer 
We shall find an upper bound for C s E v SE and we shall prove that sE becomes 
‘large’ if PE > r. This will give an upper bound for us. Then we show that every vertex 
E E VS is joined to ‘many’ other vertices of “Ir,. This means that either ^tr, = 8 or that 
V, consists of ‘many’ vertices. Together with the upper bound for us, we finally shall 
be able to conclude that u, = 0. 
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We need some information on the size of the cliques of A. 
Lemma 3.10. Let E be a vertex, I:= p E, and denote the cliques of A through E by 
C I,...,Cl. Then Cf=l(lCil- 1) < r(k- l)+Jy. Zf l=r, then Cf=l(lCil-1) 
= r(k - 1). In particular in any case If= 1 (ICil - 1) < r(k - 1) + fr(l - r). 
Proof. Count pairs (C, F) consisting of cliques C E A and vertices F such that 
E,FECandF#Etoobtain 
i~I(Icil - l)= C PE,F. 
FEV\{EJ 
If 1 = r, then Z&r = mE,F for all vertices F # E (cf. (3.3)) and CF~Y\(E) PE, F 
= R = r(k - 1) (see (SRl) in Definition 1.1). In the general case, we only know (see 
(3.2)) that &F < 2%. F - 1 < tnE, F + +mE, F(ma,r - 1) SO that 
iiI tIci - l) < F$EmE.F+i 1 m FZE E,F(mE,F-l)=R++Y. 0 
Lemma 3.11. We have I Cl c k + c + 1 for every clique C. 
Proof. Result 1.10 states that ICl(R + m - p) < (n + 1 - m)(R + m). Switching 
to geometric parameters using (3.6), we obtain I CJ (k - t) < (k + c - t)k. In view 
of k > (c + l)t, we have kc < (k - t)(c + 1). Hence ICl(k - t) < (k - t)(k + 
c+l). 0 
Lemma 3.12. ICI 2 k - (r - l)(c + 1)f or every clique C that contains a vertex E sat- 
isfying pe = r. 
Proof. Denote by Ci , . . . , C, the cliques of A% through E. Then ICI\(E)\ 
+ . . . + I C,\{ E} I = r(k - 1) by Lemma 3.10. The assertion follows from the preced- 
ing lemma. 0 
Lemma 3.13. We have 
c TEJllC n C’I’ = v(r - l)t + 3r(c + 1) c (pE - r). 
k # C’ 
EEV 
Proof. Count triples (C, C’, E) consisting of distinct cliques C, C’ E A and vertices 
E E C n C’ to obtain (see (3.1) and (3.5)) 
cIx,lcn@l= c cLdcL,5 - 1) = vr(r - 1) + 1 b.49 + r - ~)(PE - r) 
EEY EEY- 
C#C 
-< vr(r - 1) + 3r 1 (pE - r). 
EE-Y 
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Count quadruples (C, C’, E, F) consisting of distinct cliques C, C’ E A and distinct 
vertices E, F E C n C’ to obtain (see (3.2) and (3.3)) 
c $,IC n C’l(lC n C’I - 1) 
i: # C’ 
PE, FbE, F - l) 
GC c mE,F(mE.F - l) + 1 WE. F - l)t2mE, F - 2, 
EEY\“Y.p;, EE”Y I 
Q.F 2 1 
< c 1 %FtmE,F - l) + ,Fv 
EEY FEY 
,Fv %FbE,F - l) 
F#E ‘F#E 
= uy + 30,~ = urc + 3u,rc < urc + 3rc C (pe - r). 
EEYr 
The assertion follows now from ur(r - 1) + urc = ur(r + c - 1) < u(r - 1)t (see 
(3.8)). 0 
Lemma 3.14. 
EFV(sE - 3rtk& - r)) < ut(r - l)(k + c + 1). 
Proof. Since every clique has at most k + c + 1 vertices (Lemma 3.11), we have 
E~~SE=E~~C~JIC,~QICnc’12 = FdIcI c,;xICnC’12 
EEC C’fC c’zc 
<(k+c+l) 1 1 lCnC’12. 
CE”4 c’G”N 
C’ # c 
The preceding lemma shows therefore that 
1 SE 6 ut(r - l)(k + c + 1) + 3r(c + l)(k + c + 1) 1 (pE - r). 
EEY EEY 
BY (3.7) and (3.8) we have (c + l)(k + c + 1) 6 tk - k + (C + 1)2 < tk - k 
+(c+ 1)t < tk. II 
Lemma 3.15. Let E be a vertex, put I:= pE, and denote the cliques of A through E by 
C 1, . . . . Cl. Put Zi:= lCi[ - 1, i = 1, . . . . I, and z:= max{zili = 1, . . . . I}. Then 
Is, 2 (n - m)(R + y) + Rp - 2zy - 2(1- m)zy - c zf . 
i=l 
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Proof. In this proof, we denote for two not necessarily distinct vertices X and Y by 
px, r the number of cliques of A which contain X and Y. By definition (cf. (3.9)), we 
have 
ISE = 1 UC with uc:=l i lCnCil* for CEA?. 
CE”U i= I 
c, # c 
If C E A! does not contain E, then, by the inequality of Cauchy-Schwarz and (3.2), 
i=l 
IfEEC,sayC=C,,then 




h= c tmE,X-l) 
XEC,\{El 
We have 
*=c c mE,XmE,Y. 
CEXX,YEC\(E} 
For vertices X, Y # E, the term mE, x mE, r occurs as often as X and Y occur in a clique 
C E A. If X # Y, there are at least mx, y cliques in & containing X and Y (cf. (3.2)), 
and if X = Y there are at least m cliques in A containing X and Y (cf. (3.1)). Using 
Definition 1.1, we conclude that 
A2 c mE,X m’mE,X + 
( 
c mX, Y mY, E 
Xsf\IEJ YEY\IE,X) 
= c mE,X(m’mE,X + w&X) 
x E yr\{El 
1.1 
= c mE,X((n - m)mE,X + p) 
x E Y\JEl 
‘2 (n - m)(R + y) + pR. 
K. Metsch / Discrete Mathematics 143 (1995) 167-188 181 
For i E (1, . . . . ‘> Put Yi:= CXECi\(E) (mE,X - I), Zi:= [Gil - 1 and z:= 
max{z, , . . ..zl}. Then 





tmE,X - 1) = xEycIE, PE,X(mE,X - 1). 
By (3.2) and (3.3), we have pE, x = m&x if 1 = pE = m = r, and pE, x < 2mE,x if 
I= pE > r. In any case, p&x G (I - r + l)mE,x. Thus 
$I Yi Q (1 - r + 1) mE,X (mE,x - 1) = (I - r + 1)~. 
XEY\JEJ 
This completes the proof of the lemma. 0 
Lemma 3.16. Let E be a vertex, put 1: = pE, denote by C, , . . . , C1 the cliques of 4 which 
contain E and put zi:= [Cij - 1, i = 1, . . ..l. Then 
1sE > r(k - 1)’ + r(r - 1) tk - r(r - 1) t - rtc - r(c + 1)’ 
-2y(k+c)(l-r)- i zf. 
i=l 
Proof. Put z: = k + c. Lemma 3.11 shows that z 2 lCi/ - 1, i = 1, . . . ,l. Using (3.6) 
we see that 
(n - m)(R + y) + Rp - 2zy = r(k - 1)2 + r(r - 1)tk 
- tr(r - 1) - rtc - rc2 - 2rc. 
Since rc2 + 2rc d r(c + 1)2, the assertion follows from Lemma 3.15. 0 
Lemma 3.17. We have sE > (r - 1)tk - (r - l)t2f or every vertex E satisfying pE = r. 
Proof. Let C 1, , . . , C, E A be the cliques containing E and put zi: = 1 Gil - 1, 
s:= k - 1 and w: = (r - l)(c + 1). Lemmas 3.11 and 3.12 show that there are real 
numbers xi such that zi = s 7 w + xi and 0 d xi < w + c + 1. By Lemma 3.10, we 
have CI=i zi = rs. Hence 
x:= i xi=rs-r(s-w)=rwand i X’ <(w+c+ 1)x. 
i=l i=l 
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i Zf = i (S - W + Xi)’ < T(S - W)’ + 2(S - W)X + (W + C + 1)X 
i=l iF1 
= r(s - wy + (2s - w + c + 1)x = rs2 + wr(c + 1) 
= r(k - 1)2 + r(r - l)(c + 1)2. 
Substituting in Lemma 3.16 and dividing by I= I gives 
SE > (r - 1)tk - (I - 1)t - tc - r(c + 1)2. 
Using r > 3 and r(c + I - 1) G (r - 1)t (see 3.7) and (3.8)) we obtain 
(r - 1)t + tc + r(c + 1)2 < (r - 1)t + tc + (r - l)(c + 1)t 
= tc + (r - l)(c + 2)t i tr(c + 2) 
< rt(c + r - 1) < (r - l)t’, 
proving the lemma. 0 
Lemma 3.18. We have peSE > r(r - 1)tk + k(k - 4~ - ap)(pE - r) for 
E satisfying pE > r. 
every vertex 
Proof. Put I:= pE. Let Cl, . . . , Cl E ~‘4 be the cliques containing E and put 
zi:= lCil - 1, s:= k - 1 and w: = ah. By hypothesis (3.4) and Lemma 3.11 there are 
real numbers Xi such that zi = s - w + Xi and 0 < Xi < W + c + 1. By Lemma 3.10, 
we have Cfcl zi < rs + ir(l- r). Hence 
iil x, < rs + fr(l - r) - l(s - w) = wl - (I - r)(s - fv) =:x and 
,$ x: 6 (w + c + 1)x. 
It follows that 
I 1 
,zl zf = i;l ts - W + Xi)2 < E(S - W)’ + 2(S - W)X + (W + C + 1)X 
= l(s - w)2 + (2s + c + 1 - w)x 
= l(s - w)’ + (2s + c + 1 - w)(wl - (s - +y)(l - r)) 
= Is2 + (c + 1)wl - (2s + c + 1 - w)(s - &)(I- r) 
d 1s’ + (c + 1)wl - (2s - w)(s - &)(l - r) 
= rs2 + (c + 1)lw - (s2 - sy - w(s - $r))(l - r). 
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Using Lemma 3.16 and s = k - 1, we conclude that 
lsE 2 r(r - 1)tk - B + A(/ - r), 
where 
A:= s2 - sy - w(s - :y) - 2(k + c)y 
and 
B:= r(r - 1)t + rtc + r(c + 1)2 + (c + 1)/w. 
By (3.8) we have c + 2 < t. Since w = a~ = art and 16 a Q 2r (cf. (3.1) and (3.5)), we 
have (c + 1)lw < (t - 1)Ew < 2(t - 1)rw d 2ar2t(t - 1). Hence 
B < r(r - 1)t + rt2 + rt2 + 2ar2t(t - 1) < rt(2t + 2art). 
Since 2t + 2art Q k by (3.7), we obtain B < rtk. Now we determine a lower bound for 
A. Since w = a~ B rp = r2t > 4t > 4c (cf. (3.8)), we have :wy - 2cy 2 0 and 
A = s2 - (2k + s)y - ws + fy(w - 4c) > s2 - (2k + s)y - ws. 
Using s = k - 1, it follows that A 2 k2 - 2k - 3ky - wk. Since 2 + 37 = 2 + 
3rc d 3r(c + 1) < 3rt = 3~~ we obtain A > k2 - 3kp - wk. Using the bounds for 
A and B. we obtain 
lsE 2 r(r - 1) tk - rtk + k(k - 3~ - w)(l - r). 
In view of rtk < pk(1 - r) and w = a~, the lemma is proved. 0 
Lemma 3.19. There exist at most 2rk vertices E satisfying pE > r. 
Proof. Put so: = (r - 1)tk - (r - l)t2 and define tE: = sE - 3pk(p, - r) for every ver- 
tex E. By Lemma 3.17, we have tE = ss > so for every vertex E satisfying pE = r. Using 
Lemma 3.14, we obtain 
ut(r - l)(k + c + 1) 2 c tE a (0 - u,)So + 1 tE = us0 + c (lE - ~0). 
EEY EEY, EEY, 
Substituting for so, we conclude that 
u(r - l)t(c + 1) + u(r - l)t2 2 1 (tE - so). 
EEY, 
Since c < t - 1 (cf. (3.8)), the left-hand side is at most 2(r - 1)f’u. Since, by Result 1.8, 
ut = k[(r - l)(k - 1) + t - c] < k[(r - 1)k + t] Q rk2, we conclude that 
2(r - l)rtk2 > 1 (tE - so). 
EEY, 
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Suppose that E is a vertex satisfying I:= pLE > r. We shall find a lower bound for 
tE - so. We have 
l(tE - so) = lsE - 3lpk(I - r) - Iso 
> lsE - 31pk(l - r) - l(r - 1)tk. 
Since Is, > r(r - 1)tk + z(1 - I) with z:= k(k - 4~ - up) (cf. Lemma 3.18), we obtain 
l(tE - so) > r(r - 1)tk + z(l - r) - 31pk(l- r) - l(r - 1)tk 
= (1 - r)(z - 31pk - (r - 1)tk). 
Since 1 6 a (by (3.1)) and 1 > r + 1, it follows that 
l-r 
tE - so > --y-(z - 3a,uk - pk) 2 &(z - 3apk - pk). 
Using z = k(k - 4p - ap), we obtain 
tE - SO > &k(k - 4~ - up - 3ap - cl) = &k(k - 5p - 4ap). 
Hence 
2(r - l)rtk2 > v, -&k(k - 5~ - 4+), 
so that v,(k - 5p - 4ap) < 2r3 tk. In view of (3.7), this implies that v, < 2rk. 0 
Lemma 3.20. Every vertex E satisfying pE > r lies in at least jive cliques of A which 
contain only vertices X satisfying px > r. 
Proof. Every clique of A! containing a vertex X satisfying pLx = r has at least 
k - (r - l)(c + 1) elements (cf. Lemma 3.12) and every clique of A has at least k - up 
elements (cf. 3.4)). Suppose that E is a vertex satisfying 1: = pE > r and assume that the 
assertion of the lemma does not hold. Then E lies in at least pLE - 4 3 r - 3 cliques 
with at least k - (r - l)(c + 1) elements and in four cliques with at least k - up 
elements. Thus, Lemma 3.10 implies that 
(r - 3)(k - 1 - (r - l)(c + 1)) + 4(k - 1 - up) Q r(k - 1) + iv. 
Hence 
k - 1 d 4ap + (r - 3)(r - l)(c + 1) + &J. 
Since c + 1 Q t (see (3.8)), we have (r - 3)(r - l)(c + 1) d r(r - 1)t and )y d 
y = rc $ rt. In view of p = rt, we conclude that k - 1 < (4a + r)rt, contradicting 
hypothesis (3.7). 0 
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Lemma 3.21. (a) Distinct cliques C1 and Cz of JY share at most p vertices. 
(b) Suppose that C E A is a clique and N G .M is a set of cliques satisfying 
1 M ( < 4r and C # N. Then there exists a vertex in C not lying in any clique of JV. 
Proof. (a) Since Ci and Cz are distinct maximal cliques, there exist non-adjacent 
vertices E E C1\C2 and F E C2\C1. Since every vertex of Ci n C2 is joined to E and 
F, it follows that 1 Cl n C2 1 < Ws, r = p. 
(b) In view of part (a), it suffices to show that 1 Cl > 4rp. However, this follows from 
ICI 3 k - ap and k > (4a + r)rt = (4a + r)p 2 (4r + a)p (see (3.4) and (3.7)). 0 
Lemma 3.22. We have us = r for every vertex E. 
Proof. We denote by MS the set of cliques of A, which contain only vertices 
X satisfying pcx > r. In view of Lemma 3.20, it suffices to show that JZ, = 8. 
Assume that&, contains a clique C. In view of Lemmas 3.20 and 3.21(b), we can 
find a set P consisting of r vertices of C such that for any vertex E E P there exist four 
cliques D E A!,\ { C} containing E but no other vertex of P. 
For every vertex E E P we choose four cliques D1, . . . , D4 E AS\{C} containing 
E but no other vertex of P. Denote by llrE the set of vertices lying in Di but not in C. 
Since every clique of JZ has at least k - ap elements and in view of Lemma 3.21, we 
haveIDi\CI 2 d:=k-ap--and IDinDjl < pfordistinctindicesi,j~{l,...,4}. 
It follows that I YE 1 2 d + (d - p) + (d - 2~) + (d - 3~) = 4k - 4ap - 10~. Since, 
by (3.7) k > u(4a + 8), we conclude that I”lrEl > 3k - 2~. 
Suppose now that E, F E P are distinct and that D # C is a clique of _Ms containing 
F but not E. Since D is a maximal clique, there exists a vertex X E D which is not 
adjacent to E. Hence there are at most W s,x = p vertices that are joined to E and X; 
so ID n YEI $ ,u. By construction of VF we conclude that I VF n YEI d 4~. It 
follows that 
I 1 
u^IrE 2 ~ivEi-i 1 l”yEnvFI 
Eel- EeP E,FeP 
EfF 
2 r(3k - 2~) - Jr(r - 1)4~ 
= 3rk - 2r2p. 
Since, by Lemma 3.19, the left-hand side of this inequality has 2rk as an upper bound, 
it follows that rk d 2r2p, so k < 2r,u = 2r2t. Since a 2 r, this contradicts (3.7). 0 
We have finally shown that every vertex lies in exactly m = r cliques of A. 
Combining the results of the last two sections, we can now prove the main result. 
Proof of Theorem 2. In this proof we also use the (usual) parameters (m, n,p, y, R) of 
f given by (3.6). Let 4 denote the set of all maxima1 cliques having at least 
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z:= n - 2m - (a - 2)~ - $y + a + 1 vertices. Let a be the integer satisfying 
$r - 1 < a < $r. Theorem 2.1, Lemma 2.11, and the hypotheses in Theorem 
2 show that (3.1H3.3) are fulfilled. The hypotheses of Theorem 2 also show that 
(3.5H3.8) are fulfilled. Using (3.6) and (3.Q we see that z 2 k - art, so (3.4) holds. 
Now Lemma 3.22 states that pE = I for every vertex E, that is every vertex lies in 
exactly r = m cliques of A. In view of (3.3), this implies that distinct vertices E and 
F occur together in exactly mE,F cliques of A!. By (3.6) we have p = mt and by the 
hypotheses in Theorem 2, the number t is an integer. We have verified the hypotheses 
of Result 1.9, which now shows that the cliques of .M induce a Ii-design G with 
parameters (r, k, t, c) on the set of vertices. Since distinct vertices E and F occur 
together in exactly mE, r cliques of A, we see that r is the collinearity graph of G. 0 
4. Block multigraphs and quasi-residual designs 
The block multigraph of a 2-(u, k, A) design D is the multigraph r whose vertices are 
the blocks of D and such that two blocks g and h of D are joined by lg n hl edges in r. 
The following results can be found in [8]. 
Result 4.1. Every 2-(u, k, A) design D is a l$design with parameters (r, k, t, c) where 
r = (u - l)A/(k - 1) is the point degree of D, t = kA and c = (k - l)(A - 1). 
Proof. This is immediate, since any two points are joined by 1 blocks. 0 
Result 4.2. Euery If-design G with geometric parameters (r, k, t, c) satisfying (t + 
l-c-k)k=t is a 2-(u,k,A) design, where A=t+l-c-k and v=l+ 
r(k - 1)/A. 
Result 4.3. The block multigraph of a 2-(v, k,A) design D is strongly regular with 
geometric parameters (k,r, t, c) where r:= (v - l)J./(k - 1) is the point degree of D, 
t = k,I and c = (k - l)(A - 1). 
Proof. Since the dual of a l&design with parameters (r, k, t, c) is a l&design with 
parameters (k, r, t, c), this follows from Results 4.1 and 1.5. 0 
The corollary to Theorem 2 is a partial converse of this theorem. 
Proof of the corollary to Theorem 2. Replace t in the equation t = k(t + 1 - c - k) by 
t = k;l and divide by k, to obtain 1 = kA + 1 - c - k or, equivalently, 
c = (k - l)(A - 1). Thus (c + 1)t = (c + 1)kA = k(k - 1)A2 - k(k - 2)L < r. Notice 
that t = kl is also equivalent to k(c + k - 1) = (k - 1)t. We have verified that 
r satisfies the hypotheses of Theorem 2 (with interchanged roles of r and k). 
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Hence r is the collinearity graph of a l&design G with parameters (k, r, t, c). The 
Ii-design dual to D has parameters (r, k, t, c) and it follows from Result 4.2 that it is 
a 2-(0, k, 1) design D. Thus r is the block multigraph of D. 0 
A 2-(u, k, A) design is called symmetric if it has the same number of points and blocks. 
It is well known that a symmetric design has the same point and block degree and that 
any two distinct blocks of a symmetric 2-(0, k, A) design meet in exactly 1 points. If g is 
a block of a symmetric design D, then the residual design D,,, (with respect to g) is the 
design which is induced by the blocks # g on the points not on g. By the above 
properties of D, it is immediate that D,,, is a 2-(u - k, k - A, A) design with point 
degree k. 
Definition and Lemma 4.4. A 2-(21, k,L) design with point degree r is called quasi- 
residual if it satisfies the following equivalent conditions: 
(i) r = k + 1. 
(ii) u = I-‘k(k + I - 1). 
In this case the number of blocks is given by b:= v + r - 1 = ,I-‘r(r - 1). 
Proof. Every 2-(0, k, A) design with point degree r and b blocks satisfies bk = vr and 
(u - l)n = r(k - 1). The second equation proves that (i) and (ii) are equivalent and the 
first equation implies that b = u + r - 1 (provided that (i) and (ii) hold). Cl 
Since an affine plane always has a projective closure, a quasi-residual 2-(u, k, 1) is 
always the residual design of a symmetric design. It is probably surprising that the 
same result holds for 3, = 2. This beautiful result has been proved by Hall and Connor 
[S] (an elegant proof of this result can be found in Ch. of [4]). For ;1 > 2, however, the 
result does not remain true. Bhattacharya [2] has given an example of a 2-(16,6,3) 
design which is not a residual design. Further examples were given by Lawless [6] and 
Stanton [lo]. 
Singhi and Shrikhande [9] have proved that the result remains true for A = 3 
provided that k > 87. Then Bose, Shrinkhande and Singhi have proved that there is 
a polynomial functionf(l) of degree five with the property that every quasi-residual 
2-(0, k, I) design is residual provided that k > f(L). Improving this result (by approx- 
imately a factor 3), Neumaier obtained the following theorem. 
Result 4.5. (Neumaier [S]). Every quasi-residual 2-(u, k, J.) design with 1 = 3 and 
k > 76, or 1 > 3 and k > f(I” - 1)(A3 - 1’ - 1 + 2) is residual. 
Theorem 1 in the introduction improves this result for large values of 1. 
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Proof of Theorem 1. Suppose that D is a quasi-residual 2-(u, k, i) design satisfying the 
hypotheses of Theorem 1. The point degree of D is r = k + 1. Our hypotheses yield 
k > 2(11- l)(A2 - A + 1). It was shown in [3] (see [S] for a different proof) that this 
implies that distinct blocks intersect in at most A points. Hence the numbers 
mg, h. . = A- 1 g n hi are non-negative. We can thus define a multigraph r whose 
vertices are the blocks of D and such that two vertices g and h are joined by mg, h edges. 
It is easily seen (and proved in [3] and again also in [8]) that f is a strongly regular 
multigraph with parameters (m, n,p, A, R) where m: = 1, n: = k = r - ,I, p: = A2(A - l), 
y:= A(A - l)(A - 2) and R:= ;i(r - 2). 
The corollary of Theorem 2 implies that r is the block multigraph of a 2-(uO, ko, 1,) 
design E with k,, = 1, lo = t + 1 - c - k. = 2 - 1, point degree ro:= I - 1, and 
u. = 1 + ro(ko - 1)/A, = 1 + r. = k + A. Thus every block has k points in D and 
1 points in E. Two distinct blocks meet in D in [g n hi points and in E in A - l g n hl 
points. Let S be the structure which is induced by the blocks on the disjoint union of 
the points of D and E, if we adjoin one new block containing the r points of E. Then 
any two distinct blocks of S share exactly A points, every block has k + A = r points 
and every point is on r blocks. Hence, S is a symmetric 2-(u + r, r, A) design. It is 
obvious from the construction that D is the residual design of S with respect to the 
new block. Cl 
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