Two-phase flows driven by the interfacial dynamics are studied by tracking implicitly interfaces in the framework of the Cahn-Hilliard theory. The First, the variational formulation of the Cahn-Hilliard equation is presented. A numerical test is achieved showing the optimal order in error bounds. Second, the variational formulation in discontinuous Galerkin finite element approach of the Stokes equations is recalled, in which the same space of approximation is used for the velocity and the pressure with an adequate stabilization technique. The rates of convergence in space and time are evaluated leading to an optimal order in error bounds in space and a second order in time with a backward differentiation formula at the second order. Numerical tests devoted to two-phase flows are provided on ellipsoidal droplet retraction, on the capillary rising of a liquid in a tube, and on the wetting drop over a horizontal solid wall.
INTRODUCTION
Two-phase flows occur in many industrial processes not only in metallurgy, nuclear plants, polymer, and glass processing but also in nature such as volcano eruptions and ocean dynamics. An accurate description of the interfaces between immiscible fluids becomes important in particular when we need to study the wetting or dewetting on a substrate, which can be chemically heterogeneous or structured at microscale or nanoscale. Therefore, the numerical simulation of such industrial processes needs to gain in accuracy.
Indeed, in the literature, many authors work on various numerical methods to simulate the dynamics of two-phase flows driven by the capillary forces. Pozrikidis 1 and Pigeonneau and Sellier 2 propose to track explicitly the interfaces using boundary integral method in the limit of vanishing Reynolds number, whereas Unverdi and Tryggvason 3 used a front tracking method when the Reynolds number is finite. These approaches are based on the Lagrangian description This technique is also particularly well adapted to study interaction with a solid substrate. The contact line dynamics has been studied by Seppecher 26 who showed that the removal of the singularity at the triple line is due to a mass transfer across the interface combined with a finite thickness of the interface. Jacqmin 27 studied the dynamics of contact line using the diffuse interface investigating the behaviors of the phase field and the chemical potential close to the triple line. A variational formulation has been proposed by Qian et al, 28 mainly to generalize the Navier boundary condition. The capillary-driven flows have also been studied by Villanueva and Amberg. 29 They investigated the wetting of drop on a solid substrate and the imbibition of a liquid in a porous media. Biben and Joly 30 provided a contribution to study the wetting on nanostructured surfaces. They used a bottom-up approach starting from a lattice Boltzmann model to go forward a Cahn-Hilliard equation taking into account a surface wall energy. Yue et al 31, 32 studied the effect of the diffuse thickness to represent adequately the sharp-interface limit.
However, the numerical solution of the nonlinear and biharmonic Cahn-Hilliard equation coupled to fluid dynamics is not straightforward, particularly when dealing with complex geometries. Indeed, the typical size over which the phase field changes across the interface is small and thus requires a high spatial resolution. Moreover, far away from the interface, the diffusion of the chemical potential is weak, meaning that the Cahn-Hilliard equation is a quasi-pure transport equation. Jacqmin 33 implemented a compact finite difference scheme to solve the Cahn-Hilliard/Navier-Stokes equations. Badalassi et al 34 developed a time-splitting method with a spectral method in space. Based on a finite element method with a mesh adaptation, Villanueva and Amberg 29 developed a symbolic tool to solve the Cahn-Hilliard/Navier-Stokes equations.
In this work, a discontinuous Galerkin finite element method has been chosen. The main feature of the technique is its mass conservation accuracy applied to convective equation. 35 Di Pietro and Ern 36 provided the basic concept of a discontinuous Galerkin finite element technique in the goal to design and analyze this method in various cases. Error analysis for the Stokes problem in the framework of discontinuous Galerkin method has been studied under minimal regularity by Badia et al. 37 Recall that the numerical computation using a discontinuous Galerkin method to solve the phase-field equation has been initiated by Feng and Karakashian 38 among others. According to a method proposed by Baker 39 who developed a discontinuous Galerkin method for biharmonic equation, Feng and Karakashian 38 established an optimal-order error bound by solving the fourth-order equation when the polynomial degree is greater or equal to 3.
Kay et al 40 solved the Cahn-Hilliard equation as a system of two second-order equations. This method is close to the technique to solve biharmonic equations splitting in two elliptic equations. Gudi et al 41 employed this method with a discontinuous Galerkin method and proved the existence and uniqueness of the discrete problem. A discontinuous Galerkin formulation has also been developed by Wells et al 42 in which the formulation is done on the fourth-order equation and on the mixed finite element formulation in which the Cahn-Hilliard equation is decomposed in two second-order equations. Numerical analysis of Cahn-Hilliard-Navier-Stokes equations has been investigated by Liu and Rivière. 43 These authors proved the solvability both for symmetric and nonsymmetric penalties of the discontinuous Galerkin formulation. Nevertheless, this work is performed for uniform viscosity and density.
In our contribution, we extend the phase-field method to study the fluid dynamics but at small scale, thus the fluid inertia will be neglected. Consequently, we investigate the coupled Stokes/Cahn-Hilliard equations with a discontinuous Galerkin finite element technique. Due to the viscosity variation over the interfaces, the generalization of the Stokes formulation is provided for heterogeneous viscosity. We focus our investigation on the accuracy of the numerical solver and on the interaction between the two fluid phases and a substrate. A particular attention will also be devoted to the mass conservation.
The problem statement is presented in Section 2, in which the Stokes/Cahn-Hilliard equations will be detailed. The numerical method solving the phase-field equation is presented in Section 3 with a test to determine the truncation errors. The mass conservation between phases is also investigated. Section 4 is devoted to the numerical method for the coupled Stokes/Cahn-Hilliard equations. The space and time rates of convergence will also be studied. Finally, this section will be concluded with the implementation of a mesh adaptation procedure. Two-phase flows will be investigated in Section 5 with a first example describing the droplet retraction and a second case devoted to a capillary rising, in which the flow is driven by the contact line dynamics. The last problem is devoted to a drop wetting on a horizontal substrate.
PHASE-FIELD FORMULATION OF TWO-PHASE FLOWS MODELING
Two phases are considered with, respectively, a density 1 and a dynamic viscosity 1 for phase 1 and 2 and 2 for phase 2. The phase-field method considers that the shift between the two phases occurs over a thin layer equal to corresponding to the "diffuse interface" thickness. Conventionally, phase 1 is taken as the heavy phase, ie, 1 > 2 . In a space domain, Ω ⊂ ℝ d with its boundary Ω and d = 2 or 3, the phase at any material point with a position x and at each time t is described by an "order parameter" (x, t). By convention, phase 1 is given by the order parameter = 1 and phase 2 is given by the order parameter = −1. The function can also be seen as a volume fraction, meaning that the density written at every point of Ω is given by
The dynamic viscosity is generally given as a function of as follows:
Under the actions of external forces, boundary conditions and interaction between the two phases, the media changes in space and time requiring the balance equations of mass and momentum. Moreover, the dynamics between the two phases has to be considered by writing an equation on the phase field .
Let us start by the description from the thermodynamic equilibrium point of view. The total free energy of the system writes as a functional of and its gradient as follows 27, 31 :
Functions f m ( , ) and f w ( ) are, respectively, the mixing free energy in volume and the wall free energy. 27, 44 The boundary Ω w is a part of Ω corresponding to solid walls. The volume energy takes into account energies of each phase with stable states found for = ±1 and the contribution due to interfaces. According to the pioneer work of van der Waals, 45 f m ( , ) is written as
for which is an energy by unit of length. Remark that the first term of the right-hand side of (4) is the Ginzburg-Landau double-well potential with two local minima in = ±1. The wall energy f w ( ) takes into account the energy due to the triple line created between the two phases in contact with a solid wall. In this case, the geometry of the interface has to verify a physical requirement as shown in Figure 1 . According to the Young-Dupré law, the static contact angle s is given by 46 cos
for which is the surface tension between the two phases, w1 is the surface energy between phase 1 and the wall, and w2 is the surface energy between phase 2 and the wall. The wall energy describing the wetting physics in a static equilibrium state is given by the relation
The equilibrium state is obtained when the functional  [ ] reaches a minimum. The variational derivative 47 of  [ ] allows to define two quantities
for which Equation (7) defines the chemical potential in the bulk and Equation (8) defines the wall chemical potential. 28 In the equilibrium state, both (7) and (8) have to be equal to 0. In one dimension case where the interface is defined on x = 0, the equilibrium phase field is obviously given by the following solution:
Moreover, the macroscopic surface tension between the two fluids already introduced above is defined by
which gives with the solution (9)
This last equation is very important since it links a macroscopic property and microscopic quantities and . For vanishing inertia, the fluid dynamics has to be described thanks to the Stokes equations, in which the source term due to interfaces must be introduced. The generalization of the Cahn-Hilliard equations coupled to the Navier-Stokes equations is described by the "model H" according to the nomenclature of Hohenberg and Halperin. 48 In the case of incompressible fluids, the model takes the following form:
where u is the velocity field, and P is the pressure taking into account the part of the chemical potential deriving from a potential. Equation (12) describes the mass conservation for which each fluid is assumed incompressible. Equation (13) corresponds to the momentum balance. The second term of the left-hand side of (13) is the viscous stress, for which D(u) is the rate-of-strain tensor given by
The third term of (13) is the volume force due to gravity in which g is the gravitational acceleration, and the last term of (13) is the capillary force related to the chemical potential and the gradient of the order parameter. A demonstration of the momentum equation in the framework of phase-field formulation can be found in the work of Gurtin et al.
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Equation (14) is the Cahn-Hilliard equation, which has to be coupled to the last Equation (15) corresponding to the chemical potential. The quantity M( ) is the Onsager mobility.
Equations (12) (13) (14) (15) have to be completed by initial and boundary conditions. For the kinematic quantities, the no-slip conditions will be used on boundaries considered as solid walls. Natural (Neumann) boundary conditions setting the normal stress will also be used depending on the problem at hand. For the chemical potential, the variational formulation of the Cahn-Hilliard equation gives the natural boundary condition
meaning that the flux of the chemical potential is equal to 0 on the boundary. For the order parameter, if we assume that the equilibrium is reached on the wall, meaning that Equation (8) is equal to 0 at any time, the boundary condition writes
At the interface between the two fluids, ie, when = 0, the directional derivative of with an outward normal n is proportional to the cosine of s . Outside of interface, the boundary condition on is reduced to an homogeneous Neumann condition. According to molecular dynamics computations achieved by Matsumoto et al, 50 the time scale of the equilibrium of the wetting at a solid wall is the order of nanosecond justifying the assumption used at the wall.
In the following, the Stokes/Cahn-Hilliard equations are written under dimensionless form with a characteristic length L, velocity U, viscosity 1 , and density 1 , which will be precised as a function of the problem at hand presented in Section 5. The Onsager mobility is assumed constant. The chemical potential is reduced using the ratio ∕ 2 . The time is normalized by L∕U. The dimensionless coupled system of equations is given by
in which dimensionless variables are written with the same notation as previously. Six dimensionless numbers arise, which are defined as follows:
The bond number Bo measures the ratio of gravity to surface tension forces characterized by the surface tension , whereas the capillary number Ca compares the viscosity effect to the surface tension one. The third dimensionless number Pe is a Péclet number comparing the diffusion time scale of the chemical potential to the convective time scale, which is always greater than one. The Cahn number Cn is the ratio of the diffuse-interface thickness to the characteristic length scale. The normalized density and dynamic viscosity are given by an arithmetic average
NUMERICAL SOLUTION OF CAHN-HILLIARD EQUATION
The numerical method is first focused on the Cahn-Hilliard equation, which is a nonlinear fourth-order partial differential equation needing a high level of regularity. Since the diffusion of the chemical potential is very weak outside interfaces, the parabolic behavior due to the advection term is predominant. Consequently, a discontinuous Galerkin finite element method has been chosen to solve the Cahn-Hilliard equation advected with a known solenoidal velocity field u. The time range is [0, T].
Discontinuous Galerkin finite element formulation
The continuous problem is as follows.
FIGURE 2
Triangulation of the domain Ω and representation of interior faces in red and boundary faces in blue. The orientation of the interior normal between two triangles K + and K − is also drawn Moreover, the normal component of the velocity u · n is equal to 0 on Ω for n the outward unit normal on Ω. The boundary condition on , Equation (34) , has been taken under a general form because in applications, the interaction with a wall, for instance, involves a condition on normal derivative as presented in previous section. The boundary condition on the chemical potential corresponds to the natural condition arisen from the variational form of Equation (31) as it has been mentioned in Section 2.
A discontinuous Galerkin method initially developed by Kay et al 40 has been chosen to solve this problem. Let  h be a triangulation of the domain Ω formed by finite elements K with mesh size h = diam(K) such as  h = {K} and Ω = ∪ K∈ h K as illustrated in Figure 2 . Furthermore, we consider a subset of faces F formed by interfaces between two distinct mesh elements K + and K − such as F = K − ∩ K + represented in red in Figure 2 and boundary faces (in blue in Figure 2 ) given by F = K ∩ Ω. For internal face, the unit normal n is outward of K − and inward of K + as it is shown in gathers all boundary faces, the set of faces is
. Finally, the local length scale at the face F noted h F is defined according to chapter 4 in the work of Di Pietro and Ern. 36(p125) In the formulation as follows, some usual notations in the context of the discontinuous Galerkin method have to be presented. First, the broken gradient h is defined by
Moreover, at each interior face F, let us define
= h|K − as the inner value and + h = h|K + as the outer value. We define the jump and the average of h by
The discontinuous finite element space is defined by
with k the polynomial degree. This space belongs to the broken Sobolev space
The variational formulation of the Cahn-Hilliard problem takes the following form.
40

Problem 2. Find
in which
The bilinear form a h (w h , h ) follows from the formulation of the Laplacian operator with the symmetric interior penalty introduced by Arnold 51 is taken equal to the product
,
The convective term of the phase field has been written according to the development of Di Pietro and Ern 36 with an upwinding flux approximation.
For the time discretization, a backward differentiation formula (BDF) at order p ≤ 6 is used. If Δt is the time step, the temporal derivative at the time t = nΔt of the n h at the order p is given by
for which the coefficients pl can be found in chapter 12 in the book of Süli and Mayers. 54(p349) This time derivative determined by the previous formula is introduced in b h (w h , n h
) leading to a source term obtained with a combination of n−l h with 1 ≤ l ≤ p following Equation (47) . Moreover, the nonlinearities of the Cahn-Hilliard problem are solved using a damped Newton algorithm. 55 The scheme guarantees the global convergence for any initial guess. In practice, the BDF scheme is convenient to program and provides good results of conservation applied to an advection equation as it has been applied by Ta et al 35 for p equal to or greater than 2.
Spatial convergence rate
The previous problem has been implemented in the Rheolef C++ finite element library 55 tested on a numerical problem proposed by Kay et al. 40 The Cahn-Hilliard equation is solved with a velocity field given by
in a domain Ω = [ −1; 1] 2 . This velocity field is a vortex centered in the origin with an amplitude decreasing exponentially with the radial distance from the origin. The exact solution of the phase field given by
is imposed by adding an adequate source term in Equation (31) . The range of time is taken in [0; 0.1]. The domain has been discretized with a regular triangular elements with 16, 23, 32, 45, and 64 elements over each Cartesian coordinate. We perform the numerical experiment with Cahn number equal to 10 −1 and for a Péclet number equal to 50. The temporal numerical scheme at the second order (BDF-2) has been used with a time step equal to 10 −2 . Three polynomial degrees have been tested with k = 1, 2, and 3. Errors between the numerical solution and the exact solution have been computed with L 2 norm defined as follows:
. Figure . The exponent n has been determined by nonlinear fitting. For k = 1, n are equal to 2.08 and 2.00, for k = 2, n = 3.01 and 3.17, and for k = 3, n = 4.78 and 5.18, respectively, for and . As expected, errors computed in L 2 norm behave approximately as (h k+1 ) both for the phase field and for the chemical potential showing that the numerical implementation is optimal order in error bounds as it is proved by Kay et al. 40 
Effect of the Cahn number on mass conservation
As already mentioned above, the Cahn-Hilliard model conserves the mass over the entire domain. Nevertheless, due to the diffusion over the interface, the mass conservation of each phase is an important issue. According to Jacqmin 33 and Yue et al, 56 it is expected that the total free energy defined by Equation (3) decreases with the time by reducing the area of interfaces between the two phases leading to a spontaneous formation of spherical inclusions. However, the energy can also decrease due to the shrinkage of drops similar to an Ostwald ripening. Nevertheless, if the order parameter can keep the stable value equal to ±1 far away from the interface, the shrinkage can be reduced. Moreover, the Cahn number plays an important role in this dynamics since this number controls the thickness of interfaces. According to Lowengrub and Truskinovsky, 24 the asymptotic limit when Cn goes to zero converges toward a sharp-interface description. Nevertheless, if the Cahn number is too small, the Cahn-Hilliard equation becomes too stiff, which penalizes strongly the numerical method. Hence, it is important to find a Cahn number acceptable from the point of view of the numerical solution and also from the point of view of the physics.
To test the effect of the Cahn number on the spontaneous shrinkage of a drop, a simple case has been made in which a static spherical drop with an initial radius equal to 1∕2 is introduced in a liquid at rest. Three Cahn numbers have been investigated: Cn = 10 −1 , 5 · 10 −2 , and 10 −2 . The numerical simulations are made in 2D axisymmetric geometry for which (r, z) ∈ [0, 1.5] × [ −1.5, 1.5]. Two mesh sizes have also been also tested: a coarse mesh with h = 4 · 10 −2 and a fine mesh with h = 2 · 10 −2 . Figure 4 depicts the behavior of the drop radius as a function of time for the three Cahn numbers and for the two mesh sizes. Clearly, the drop shrinks spontaneously when the Cahn number is sufficiently large. The shrinkage rate increases with the Cahn number. This general behavior is shown whatever the mesh size used in the numerical computations. It is (A) (B) noteworthy that the shrinkage is prevented when the Cahn number is equal to 10 −2 . We observe a small shrinkage of the drop at the beginning of the simulation, mainly due to the fact that, initially, the chemical potential is not in equilibrium state. This point is a numerical artefact because the initial conditions are only applied on the order parameter .
The absence of drop shrinkage can be explained due to the previous analysis provided by Yue et al. 56 Indeed, they determined the critical drop size below, which drop shrinks spontaneously. This critical drop radius normalized by the initial drop size is given by
in which V is the volume of the computational domain Ω. With V = 27 ∕4, this critical radius is equal to 0.7, 0.6, and 0.4 for Cn = 10 −1 , 5 · 10 −2 , and 10 −2 , respectively. Thus, for the smallest Cahn number, the initial drop size is larger than the critical radius preventing the spontaneous shrinkage. From this preliminary study, the spontaneous shrinkage is avoided when the Cahn number is less than 10 −2 , which is a value acceptable for the numerical scheme. This result confirms the previous conclusion drawn by Yue et al. 56 The important point to notice is that the numerical domain has not to be too large to prevent the diffusion between phases. This means that the Cahn-Hilliard theory is mainly adapted to mesoscale investigations. According to Yue et al, 56 the accuracy on the surface tension is proportional to Cn 2 and on the mixture properties as the viscosity scale like Cn.
From this numerical test, the Cahn-Hilliard theory can be applied to study two-phase flows when the Cahn number is sufficiently small. A typical value of 10 −2 is enough to prevent the spontaneous shrinkage. Decreasing the Cahn number below to 10 −2 leads to a strong stiffness requiring a high mesh resolution. Consequently, for the numerical applications, Cn = 10 −2 will be used for a moderate numerical volume to avoid the spontaneous shrinkage.
NUMERICAL SOLUTION OF CAHN-HILLIARD AND STOKES EQUATIONS
The continuous problem is similar to the set of Equations (19) (20) (21) (22) given in Section 2. Initial and boundary conditions for and can be written in general form as in Equations (33) (34) (35) . To take into account the boundary conditions for which velocity or stress are imposed, the boundary of Ω is shared between Ω D for which u = u D (52) and Ω N , where corresponding to Ω D and Ω N , respectively. A discontinuous Galerkin finite element method is also used to solve the Stokes equations. As it will be detailed as follows, velocity and pressure are approximated at the same polynomial degree m. Hence, the discontinuous finite element spaces are defined by
Discontinuous Galerkin finite element formulation of Stokes problem
Since the Stokes equations are in quasi-steady state, the reference of the time is removed in the following to simplify the notation. The variational formulation follows the method initially introduced by Cockburn et al, 57 which has been studied theoretically by Di Pietro and Ern. 36 The heterogeneity of the viscosity needs to generalize the formulation according to the previous developments achieved in heterogeneous diffusion (see chapter 4 in the aforementioned work 36 ). The discrete variational formulation writes the following.
Problem 3 (Stokes problem).
Find u h ∈ V h and P h ∈ Q h such that
with
The viscosity at the face F and the weighted average {{·}} are defined by
Clearly, when the viscosity is constant, the usual arithmetic average is found. are known, the algorithm is decomposed as follows.
Algorithm of Cahn-Hilliard/Stokes solver
Determination of n+1 h
, n+1 h by solving Problem 2 using a BDF-p scheme for which the velocity field is extrapolated at the same order that the BDF scheme using the forward difference formula 58 :
2. Determination of u n+1 h and P n+1 h by solving Problem 3 in which the capillary source term given by the last term of the right-hand side of (20) is determined by the previous solution of
This procedure is reproduced until the final time of the computation. To control the rates of convergence of our algorithm, a test of comparison with an exact solution is described as follows.
Spatial and time rates of convergence
To control spatial and time rates of convergence of our numerical algorithm, we enforce a body source term in momentum and Cahn-Hilliard equations to impose an exact solution. The problem is considered in a two-dimensional space with x = (x, y) ∈ [0; 1] 2 . According to the previous test of Dong and Shen, 59 the exact phase-field solution is taken as follows:
Using the definition of the chemical potential, the exact solution of is
with given by (65) . The two components of the velocity are chosen as follows:
Contrary to Dong and Shen, 59 the pressure has not to be specified since p is imposed by the mass conservation. The two source terms, which must be added in momentum Equation (20) and in Cahn-Hilliard Equation (21) , are given in Appendix A. Remark that the velocity field is such that the rate-of-strain tensor is a diagonal tensor. The velocity solution is also used as boundary conditions, whereas homogeneous Neumann conditions are imposed both for and .
We made tests without gravity force, which is replaced by the source test enforcing the solution. The Cahn number is taken equal to 10 −1 , the capillary number is set equal to 1 and the Péclet number at 10. The viscosity ratio iŝ= 10 −1 . To control the spatial convergence, five mesh grids have been used with a regular triangle mesh with sizes h equal to [1∕16, 1∕23, 1∕32, 1∕45, 1∕64], which are uniformly logarithmically spaced. The convergence rate is determined by computing the L 2 norms for , , and u. The numerical computations are achieved in time range between 0 and ∕2 with a time step equal to · 10 −4 and with BDF-2 for the time integration scheme. Figure 5A depicts the logarithm of errors for , , and u as a function of the logarithm of h. Polynomial degrees have been set equal to 1 and 2 for , , and u. Whatever the polynomial degree and the field, the error behave as h n . A nonlinear fitting gives n = 1.94, 1.91, and 1.98
when k = 1 and 3.93, 3.18, and 3.01 when k = 2 for , , and u, respectively. These results show that errors behave approximately as (h k+1 ). The error bounds of our numerical solver is consequently optimal order in space. The time rate of convergence is determined on a mesh grid h = 1∕32. The Cahn, capillary, and Péclet numbers are taken at the same values that previously used for the spatial rate of convergence. The time step ranges from ∕400 to ∕100. The final time is set equal to ∕2. Only, the BDF-2 scheme has been tested. A second-order polynomial approximation is taken for , , and u. Figure 5B presents the logarithm of errors for , , and u as a function of the logarithm of Δt. Temporal errors behave as Δt n . A nonlinear fitting gives n = 1.98, 1.86, and 2.04 for , , and u, respectively, meaning that the second order is verified.
Mesh adaptation
The numerical scheme introduces a mesh adaptation loop in order to capture the interface with a better spatial resolution. The main principle of the auto-adaptive mesh follows the procedure provided by Castro-Díaz et al. 60 The criterion used here is based on the total energy variation. Indeed, according to Jacqmin, 33 it can be shown that the temporal derivative of the total energy is given by
The criterion is then chosen to well describe the dissipation of the total energy. From an initial mesh, a solution is computed. The criterion is given by
which depends also on the polynomial approximations taken both by u and . If the polynomial degrees are different, a projection is proceeded. The mesh adaptation procedure uses the anisotropic mesh generator bidimensional anisotropic mesh generator (BAMG). 61 The strategy is based on a metric determined from the Hessian of the scalar c given by (70). The procedure is repeated at any time, which required an interpolation step between two successive time steps.
We postpone the numerical examples in the next section showing the mesh adaptation.
NUMERICAL RESULTS ON TWO-PHASE FLOWS
In this section, three numerical problems are presented. The first case considers the drop retraction in a liquid at rest, the second will be carried out on the capillary rising of a liquid to see the interaction with wall. The last case will be devoted to the wetting dynamics of a drop on a horizontal solid wall.
Ellipsoidal droplet retraction
A nonspherical droplet composed by a fluid with a dynamic viscosity 2 carried in another fluid at rest with a dynamic viscosity 1 backs to the spherical shape to reduce the surface energy. This phenomenon is fundamental to find the constitutive equation of emulsion. 62 If the droplet is lightly deformed and in the limit of vanishing Reynolds number, the characteristic sizes of the droplet behave exponentially with time.
FIGURE 6
Initial configuration of an ellipsoidal droplet with a major axis equal to 0.6 and a minor axis equal to 0.4564. Boundary conditions for , , and u are also indicated
In this problem the gravity is removed, meaning that the bond number is an irrelevant dimensionless number for this particular case. Since only the capillary number is involved in this physics, the velocity scale is chosen in order to set the capillary number equal to 1. Consequently, the velocity scale is obviously equal to ∕ 1 . Only the viscosity ratiôremains as dimensionless number from the point of view of the physics.
Besides, the Cahn and the Péclet numbers related to the phase-field modeling have to be specified. The physical length scale of interface is around few nanometers, meaning that the ratio of this interface thickness and the droplet size is too small. Fortunately, the "sharp-interface" behavior is obtained for a larger Cahn number according to the previous work of Yue et a. 31 Moreover, we previously shown in Section 3.3 that the reduction of free energy due to the Cahn-Hilliard equation becomes negligible when the Cahn number becomes equal to 10 −2 . Consequently, the Cahn number is set equal to 10 −2 . Moreover, to reduce the effect of the diffusion between the two phases, the Onsager mobility can be chosen sufficiently low, meaning that the Péclet number can be taken greater than one. Here, the Péclet number is taken equal to 10 2 . Initially, the droplet shape is considered as an ellipse with a minor axis a and a major axis b. The characteristic time scale is given by 2a ∞ 1 ∕ in which a ∞ is the radius of the drop obtained in steady-state regime observed when the time goes to infinity. The problem is formulated in 2D axisymmetric space. The domain Ω is extended over r-axis until a radius is equal to 3. In z-axis, the domain is between z ∈ [ −3, 3]. Obviously, the mass conservation leads to a ∞ = 3 √ a 2 b when the axis of revolution is over the major axis. Figure 6 presents the initial configuration of the droplet and the boundary conditions on , , and u. The major and minor axes have been set equal to 0.6 and 0.4564, respectively, in order to have a ∞ = 1∕2 when the time goes to infinity. From the numerical approximation, a same polynomial degree equal to 2 is used for all unknowns. A BDF-2 scheme is chosen for the time integration. At the boundaries, the no-slip condition is used for the velocity field on the right boundary, whereas on the top and on the bottom frontiers, stress free condition is used to reduce the effect of the finite domain. Both on and fields, homogeneous Neumann condition is imposed. Initially, the velocity field is set equal to 0 and the phase-field solution is initialized using the method indicated at the beginning of this section.
The deformation of the droplet remains moderate to compare with the asymptotic solution obtained from Frankel and Acrivos. 63 When the deformation is weak, the square difference between the major and the minor axes is given according to Frankel and Acrivos 63 and Maffettone and Minale 64 by the following solution: 
and t in dimensionless unit. Two numerical simulations have been made with a viscosity ratio equal to 10 −2 . The first computation is performed on a fix mesh grid with a mesh size equal to 1.4 · 10 −2 . The second computation has been done with a mesh adaptation loop with the criterion defined in Section 4.4. To illustrate the mesh adaptation procedure, mesh grids obtained during the numerical procedure are provided in Figure 7 with the order parameter field. At the time t = 0, the mesh is already adapted due to the precomputation of the Cahn-Hilliard equation. Three other snapshots are depicted in Figure 7 at (B) t = 0.5, (C) t = 1, and (D) t = 2. The finest mesh size is set equal to 2.5 · 10 −3 , whereas the largest mesh size is equal to 1∕2. Obviously, the finest meshes are concentrated over the interface between the two fluids. Figure 8 shows the behavior of (b 2 − a 2 )(t)∕(b 2 − a 2 )(0) as a function of time for̂= 10 −2 both for the numerical simulations performed without and with mesh adaptation. These solutions are compared with the approximate solution given by Equation (71) showing that the numerical computations are in perfect agreement with the asymptotic solution.
At the end of numerical runs, the droplet should be perfectly spherical with a radius equal to 1∕2. To control this asymptotic behavior, the pressure is plotted over r-axis and z-axis directions in Figure 9 for the numerical run achieved without mesh adaptation. The Laplace's law is very well verified since the pressure jump is equal to 4 as expected since the capillary number is equal to 1 and the radius is equal to 1∕2. The two curves plotted over the two orthogonal directions show the good isotropy of the solution. Nevertheless, the two curves are not perfectly superimposed. It is mainly due to the noncompliance of the mirror symmetric over the r-axis imposed by the physics. Indeed, to be perfectly symmetric, the velocity field due to the retraction should verify the mirror symmetry over the r-axis. However, due to residual imperfections in the mesh, the symmetry is not exactly fulfilled numerically explaining why the curves are not completely superimposed. It is noteworthy that the disagreement stays small.
Numerical computations have also been made for other viscosity ratios. Figure 10 presents the time behavior of (b 2 − a 2 )(t)∕(b 2 − a 2 )(0) as a function of time obtained numerically for five viscosity ratioŝequal to 10 −3 , 10 −2 , 10 −1 , 1, and 10. The exponential decrease is very well captured numerically for all viscosity ratios. Due to a decrease of the retraction rate when the viscosity ratio is large, the time to observe a decrease of (b 2 − a 2 )(t)∕(b 2 − a 2 )(0) by two orders of magnitude must be increased. While for̂= 10 −3 , a total time equal to 2.5 is enough, it is required that the total time must be around 20 for̂= 10. Note also that the results for the two smaller viscosity ratios are approximately similar corresponding to the limit for considering the fluid inclusion as a bubble. To perform the numerical integration, the time step is taken equal to 10 −3 when the viscosity ratio is smaller than one and Δt = 10 −2 for̂= 10. The comparison with Equation (71) shows that the role playing by the viscosity of the droplet is well established even if the numerical solution is found in a finite domain while the approximate solution has been established in an infinite domain. Nevertheless, remark that the rate of retraction given by the logarithmic time derivatives of (b 2 − a 2 )(t)∕(b 2 − a 2 )(0) obtained numerically is slightly smaller than the prediction given by Equation (72). This result comes from the effect of the finite domain used in the numerical simulation. Indeed, as it is well known in Stokes flow, the decreasing of the flow is very low in space. The fundamental solution of the Stokes flow due to the source point decreases as 1∕r with r being the radial distance from the source point. 1 Thus, it is expected with a finite domain simulation to see this effect since the no-slip boundary condition is imposed at a finite distance.
In Section 3.3, the mass conservation has been controlled for a stationary droplet in a liquid at rest. Here, we perform a similar test but for fluids in motion. Moreover, only the numerical runs performed with mesh adaptation loop are presented. To control the mass conservation, the relative difference between the droplet volume at each time and the initial droplet volume is plotted in Figure 11 as a function of time divided by the maximum of the time duration of the numerical run for the five viscosity ratios. The volume of the droplet is determined by the relation 4 a 2 b∕3. The worst case is observed for the viscosity ratio equal tô= 10 −1 for which the difference of the droplet volume reaches 2.5% at the end of the computation. Nevertheless, this difference stays limited while the number of time steps is around 10 4 for all computations. Moreover, to be more in agreement with the fluid dynamics at low Reynolds number, the computation domain has been increased in such a way that the criterion given in Section 3.3 is not fulfilled. Due to the mesh adaptation, the mass transfer stays limited. Conversely to the results of Section 3.3, the drop volume increases with time mainly due to the interpolation between meshes required during the mesh adaptation. Despite the change of drop volume, which stays limited, the retraction rate is in agreement with the theoretical prediction whatever the viscosity ratio.
Capillary rising
When a liquid is introduced in a capillary tube with a diameter D, the liquid rises up due to the wetting of the liquid on the tube wall. At the equilibrium, the rising height depends on the static contact angle s , the surface tension , the liquid density 1 , the gravity, and the tube diameter. According to de Gennes et al, 46 the height over which the liquid rises up can be written as follows:
FIGURE 12
Geometry of a liquid rising in a tube with a radius equal to 1∕2
in which the bond number is defined with D as a length scale. When s < ∕2 corresponding to "wetting" condition, h cap is positif while if s > ∕2 ("nonwetting" condition), h cap is negatif meaning that the liquid goes down occurring for a liquid metal like mercury, for instance. The dynamics of rising can be studied with the Stokes/Cahn-Hilliard equations for which the wetting condition can be introduced easily. We made a numerical simulation in an axisymmetric geometry depicted in Figure 12 corresponding to the one half of the tube. The problem is normalized by a length scale equal to the tube diameter. The velocity scale is taken by writing the balance between gravity and viscous forces, which gives U = 1 gD 2 ∕ 1 . In this case, the capillary and bond numbers become similar.
In the limit of vanishing Reynolds number, five dimensionless numbers have to be considered. In the previous test, the "sharp-interface" limit was very well captured when the Cahn number is an order to 10 −2 . Consequently, the Cahn number is set equal to 10 −2 . The Péclet number has to be taken sufficiently large to reduce the diffusion. The Péclet number Pe is set equal to 50. Ratioŝand̂have been chosen equal to 10 −3 and 10 −2 , respectively, which are the typical values for water (fluid 1) and air (fluid 2).
The frontier of the domain depicted in Figure 12 is composed by a bottom frontier localized at one radius below the initial position of the free surface. In this boundary, a pressure is imposed corresponding to the hydrostatic pressure determined with the initial position of the free surface. By this way, the bottom frontier is similar to a permeable boundary simulating the contact with a reservoir. The vertical boundary, which is at one diameter above the initial free surface, is an open boundary in which the pressure is imposed equal to 0. From the nature of these two conditions, both the bottom and top horizontal boundaries are designated as Ω N in Figure 12 . The vertical frontier Ω D localized at r = 1∕2 corresponds to the wall in which the no-slip boundary condition is imposed on the velocity field. The whole conditions for , , and u are summarized in Table 1 .
On Ω D , the wetting condition has been written according to the previous developments summarized in Section 2. By this way, at the free surface corresponding to = 0, the wetting angle is imposed through a nonhomogeneous Neumann TABLE 1 Boundary conditions for the numerical computation of the capillary rising of a liquid for the geometry given in Figure 12 Boundary u 
Numerical simulations have been done with BDF-2 temporal scheme and a time step equal to 10 Physically speaking, when the contact angle is established on the wall, the liquid below the free surface undergoes a pressure not balanced by the weight of the liquid. Consequently, the liquid rises up until the liquid counterweights the capillary force. In Figure 14 , the pressure field is plotted at the beginning t = 1 and at the end of the numerical simulation, t = 288. In Figure 14A recorded at the beginning of the numerical run, a low pressure is mainly observed close to the contact line. An overpressure appears at the bottom of the tube. In Figure 14B taken at the end of the numerical simulation, a hydrostatic pressure is fulfilled characterized by a curved free surface. The position of the free surface after the rising of the liquid can be obtained easily by solving the equilibrium of the pressure due to the gravity and surface tension. If the slope of the free surface is assumed enough small, the free surface is obviously the solution of the following equation:
The left-hand side is the curvature given by the Laplacian of the free surface. The right-hand side is the gravity force. This last equation has been normalized for which only the bond number is involved. The exact solution is given by
for which I 0 is the modified Bessel function at the zeroth order. The constant C is determined by setting the contact angle equal to s at the wall position (in r = 1∕2). Figure 15 plots the z position at the function of r for the free surface obtained numerically at the end of the numerical run. The solution obtained according to the static equilibrium, Equation (76), is also represented. The agreement between the two solutions is quite good meaning that the static condition is fulfilled.
The Euclidean norm of the velocity field is represented in Figure 16 at three different times (1, 25, and 100). Far away of the free surface, velocity profile is similar to a Poiseuille flow driven by the capillary rising. As it is clearly shown in Figure 16 , the amplitude of the velocity decreases with the time. When t = 0.1, the maximum of the Euclidean norm is approximately 4.5 · 10 −2 while at t = 25 max(||u||) is equal to 1.71 · 10 −2 to reach 2.87 · 10 −3 at t = 100. Close to the contact line, a strong velocity gradient is observed for which the maximum of the velocity is reached close to the contact line. Nevertheless, due to the diffuse interface, the velocity remains continue.
The behavior of the axial velocity close to the contact line is shown in Figure 17 , where the z-component of the velocity v is plotted as a function of radial coordinate. As already pointed out, the velocity strongly increases close to the contact line, mainly due to the pressure gradient driven by the capillary force. The scale over which the velocity changes is due to the diffusion length of the chemical potential coupling with the viscous dissipation. According to Jacqmin 27 and Yue et al, 31 it is expected that the length scale of diffusion is proportional to 1∕ √ Pe. In contrary, Briant and Yeomans 65 proposed another scaling of the diffusion length in 1∕ 4 √ Pe. To control the prediction of our numerical solver, we made two supplementary runs with Pe = 10 2 and 10 3 . Velocity profiles have been extracted over the radial axis localized at the contact line at a particular time equal to 2.5. Figure 18 (A) (B) (C) depicts the behavior of v∕ max(v) as a function ofx defined as follows:
in the situation where Bo = 1, Cn = 10 −2 . The coordinatex is the inner coordinate according to Van Dyke. 66 Clearly, the scaling proposed by Briant and Yeomans 65 agrees very well with our numerical results. In the work of the aforementioned authors, 65 the contact line dynamics is driven by a shear flow between two parallel walls, whereas here, the driven force is due to the wetting of the liquid. Consequently, our result is a confirmation of the scaling proposed by Briant and Yeomans. 65 
Drop spreading on a horizontal wall
The last case investigated in this section is devoted to a drop wetting on a horizontal solid substrate. In such a case, and when the gravity force is neglected, a drop at rest takes a static form equivalent to a spherical cap with a static contact angle depending on the wetting property 67 as already indicated at the beginning of the previous section. If now a droplet is set on the substrate with an initial contact angle 0 different to the static angle s , the droplet spreads or retracts depending on the difference 0 − s . More accurately, if 0 − s > 0, the drop spreads. Conversely, the drop retracts if 0 − s < 0. A numerical simulation has been achieved for the first situation. We artificially put a semispherical drop with a dimensionless radius equal to 1∕2. In the limit where inertia and gravity are neglected, the only two forces involve in this problem are the viscous and the surface tension forces. It is natural in such a limit to take as a characteristic velocity the viscous-capillary velocity given by ∕ 1 . This means that the only dimensionless numbers are the Cahn and the Péclet numbers and the static contact angle s . As previously, the problem is written in a 2D axisymmetric geometry, in which (r, z)
The domain is depicted in Figure 19 with a drop of fluid 1 represented at the initial time, meaning that the initial contact angle is ∕2. The boundary conditions are also provided in Figure 19 . On the top and the right boundaries, stress free condition is imposed and homogeneous Neumann condition is applied both on and . On the bottom, the no-slip boundary condition is used. The wetting condition is set as previously applied in the case at the capillary rising. The no-flux condition is applied for the chemical potential. The Cahn and the Péclet numbers are taken equal to 10 −2 and 10 2 , respectively. The static contact angle is equal to ∕6. The viscosity ratio has been set equal tô= 10 −2 . The mesh has been made with the finest mesh size close to the wall equal to 1∕150 and the largest mesh size far away from the wall is set equal to 1∕50. This run has been done without mesh adaptation. The total of triangle elements is then equal to 8617. The time step is Δt = 10 −3 and a BDF-2 scheme is used. First, the drop shape is represented in solid line in Figure 20 at six different times starting from the initial condition (t = 0) to a time for which the static form is practically observed, see Figure 20F . To control the shape of the drop, we approximate the shape by two different curves. The first method is to consider that the drop shape is a spherical cap with a radius a, centered on the z-axis in z 0 with a contact angle . These three parameters are found by assuming that the drop which is the main driven force leading to the drop spreading. This change of curvature is particular very well visible in Figure 20B and Figure 20C .
The difference between the spherical cap and the real form can be interpreted for apparent contact angle. Hoffman 68 showed experimentally by pushing a liquid in a capillary tube that the apparent contact angle can be different to the static angle. He also pointed out that the difference depends on the velocity or more accurately on the capillary number. In order to describe more rigorously the wetting dynamics, Cox 19 develop a theory based on an asymptotic development around the contact line. Far away from the contact line, the Stokes equations are used given the fluid dynamics solution. Close to the contact line, Cox introduced a slip length to remove the singularity of the solution at the contact line. Finally, by matching the outer and the inter solutions, the apparent or dynamic contact angle d is given by the following equation:
in which the function g( ,̂) is given by
The capillary number Ca * is the normalized velocity of the moving contact line. Finally, the dimensionless parameter is the ratio to the slip length to the characteristic length, which can be the drop diameter.
From our numerical solution, both the apparent (dynamic) contact angle and the capillary number Ca * can be estimated. The dynamic contact angle is determined by the two solutions used to fit the drop shape in Figure 20 . Since the velocity is normalized by the ratio ∕ 1 , the dimensionless velocity close to the triple line can be used to estimate the capillary number Ca * . To see the behavior of the velocity field around the triple line, the velocity field is provided in Figure 21 for (A) t = 0.1, (B) t = 0.5, (C) t = 1, and (D) t = 5. At early stage, the velocity amplitude is important. While at t = 0.1, the maximum of the velocity amplitude is around 1.5 · 10 −1 , the magnitude of velocity decreases to 2.13 · 10 −2 when t = 5. In the following, we estimate the capillary number Ca * by taking the amplitude of the r-component of the velocity over the time range.
The dynamic contact angle has been determined using the approximate shapes described previously and depicted in Figure 22 . For a large capillary number, the dynamic contact angle is larger than the static contact angle as expected by the theory. When the capillary number goes to zero, the dynamic contact angle becomes more and more close to the static contact angle. The Cox's theory has been used to compare with our numerical solution. We adapt the value of the parameter set equal to 10 −1 in order to have a good agreement. In first glance, this value of seems very important in comparison with values classically admitted (∼ 10 −4 ) according to Zahedi et al. 69 Nevertheless, in our case, the slip length is not introduced in the numerical model. This "slip" length comes from the diffusion process of the chemical potential around the interface controlled by the value of the Péclet number as pointed out in the previous section. We showed that the diffusion characteristic length behaves as 1∕ 4 
√
Pe given an order of magnitude of 10 −1 for a Péclet number equal to 10 2 , which is the order of magnitude used to set . From this last case, the dynamics of wetting is clearly well captured with the Stokes/Cahn-Hilliard model even with a Cahn number equal to 10 −2 . The drop wetting on a solid substrate allows us to determine the dynamic contact angle with only one numerical run. The numerical results give the same trend as the Cox's theory.
CONCLUSION
This work has been devoted to a development of a numerical method to solve the coupled Stokes/Cahn-Hilliard equations in the framework of discontinuous Galerkin finite element method. First, the numerical scheme of the Cahn-Hilliard equation has been developed. The coupled equations on the order parameter and on the chemical potential are solved using a method close to the one used to solve biharmonic equations. For a problem with a known exact solution, the spatial rate of convergence has been checked to be of optimal order. Second, a numerical scheme for coupled Stokes/Cahn-Hilliard equations has been developed. This solver takes into account the dramatic variation of the viscosity. For a corresponding problem with known kinematic phase-field solution, we also checked that the spatial and time schemes are both of optimal order.
Three cases of two-phase flows have been investigated. First, the droplet retraction in a liquid at rest has been numerically tested. Thanks to this test, we show that the Stokes/Cahn-Hilliard solver reproduces very well the drop retraction whatever the viscosity ratio used between the two liquids. Indeed, the comparison of the droplet retraction obtained numerically and with an approximate solution when droplets are slightly deformed is quite good. The droplet shape becomes more and more spherical exponentially with time. The retraction rate is a function of the viscosity ratio very well found with the numerical solver. In order to study the dynamics of the contact line physics, the problem of the capillary rising in a circular tube has been considered. The dynamics is very well reproduced and the asymptotic behavior of the static pressure equilibrium is captured. The scaling of the velocity close to the contact line has been studied. We pointed out that the diffusion scale of the chemical potential scales as a function of the fourth root of the Péclet number in agreement with the previous work of Briant and Yeomans. 65 Finally, the wetting dynamics is studied by investigating the spreading of a drop on a solid substrate. With only one computation, the dynamic contact angle can be determined as a function of the capillary number defined from the velocity of the contact line. The numerical results obtained in this work compare well with the theory established in the framework of the classical mechanics in which the triple line is a sharp interface.
These results show that the discontinuous Galerkin formulation is adequate to solve the coupled Stokes/Cahn-Hilliard equations with a high level of accuracy. The interaction with walls is easily taken into account and provide predictions in agreement with the physics. The control of the diffusion of the chemical potential allows to mimic the slippage of the fluids close to the triple line. The characteristic length scale can be adapted by choosing the value of the Onsager mobility or the Péclet number. Nevertheless, to avoid a diffusion between fluid phases, the Cahn number must be sufficiently small and the domain must be limited in space in comparison with fluid inclusions investigated. Consequently, the Cahn-Hilliard theory is very well designed to study the fluid dynamics at a mesoscopic scale. In near future, this numerical solver will be used to study fluid interaction with heterogeneous walls and also generalize the formulation for non-Newtonian fluids.
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