In the paper nonlinear transformations of the Jordan-Wigner (JW) type are introduced in the form different from the ones known previously, for the pur- 
There exist also transformations that are inverse to (1. authors introduced a new approach to solving the two-dimensional Ising model. The key moment of the paper is application of the J-W transformations (the transfer matrix method was known earlier [5] ), and then reduction of the problem to a problem of many fermions on a one-dimensional lattice, i.e. transformation to the fermion representation. The solution [12] of the Lenz-Ising-Onsager problem is, in our opinion, the most beautiful and powerful of all solutions given before and after this one. It seems to be the proper place to mention the note made by J. Ziman [15] p. 209, which sounds a little bit pessimistic. The note concerns the question connected with various approaches to the solution of the Lenz-Ising-Onsager problem after switching on external magnetic field of a finite value. Ziman, reporting the approach introduced in the paper [12] , writes that taking into account external magnetic field extremely complicates the operator representation of the transfer matrix in the second quantization representation and that "Exactly in this point the limitation of the Onsager's method is manifested".
We feel that there is some misunderstanding in this statement, because using the Onsager's method we do not apply the field-theoretical language of creation and annihilation operators for fermions (or bosons), but the authors of the paper [12] do. Indeed, the Onsager's method [16] , [17] exhibits some limitation concerning its application to solving the two-dimensional Ising model in external magnetic field or in solving the three-dimensional Ising model [3] . In contrast, we deal with a completely different situation considering the approach of Schultz, Mattis and Lieb [12] , which uses with all of its beauty the field theoretical language of second quantization. This method should no longer be treated as a beautiful trick but as a powerful tool with great prospects for generalizations. The first step towards such a generalization, leading to the solutions of the Lenz-Ising-Onsager problems for d = 2, H = 0 and for d = 3, H = 0, is (in additionally to the transfer matrix method) the introduction of the J-W transformations, generalized to two-dimensional and three-dimensional systems (see [18, 19] ).
Further in this paper the transformations (1.1) and (1.4) will be called one-dimensional
Jordan-Wigner transformations. It is well known that instead of transformations (1.1), (1.4) we can introduce transformations of the form:
where x 1,2 and z 1,2 -components of the vectors x and z, respectively, in a chosen coordinate system (e 1 , e 2 ), and δ xz -the one-dimensional lattice delta function. Finally, for the 3D case S. Wang [25] writes the solution:
It is easy to see that the role of the step-like function Θ(x) could be played by one of the three Heaviside functions: Θ s (x) -the symmetric unit-valued function, Θ ± (x) -the asymmetric unit-valued functions. One should deal with Θ s (x) with a special care.
We will not explore here various topological aspects of the w(x, z), that were briefly discussed in the papers [22] [23] [24] for the 2D case, and in the paper [25] for the 3D case, although from a different point of view. More specifically, in the paper [24] the generalized JW transformations for the 3D case are interpreted as gauge transformations with the topological charge equal to 1. These transformations are more complicated than the transformations (1.11) from the paper [25] .
Here we will consider generalized transformations of the JW type for lattice systems from a different point of view. We will show that solutions (1.10) and (1.11) of the equation (1.9) are not unique. More precisely, we will show that for the 2D case, as well as for the 3D case (and also in higher dimensions), there is a possibility to introduce two or more sets of Fermi creation and annihilation operators. Moreover, there is a nontrivial transposition algebra between various sets of Fermi operators. This fact was not realized by the authors of the papers [22] [23] [24] [25] , because of, as it seems to us, not a very clear and simple enough notation.
Below we will point out some possible applications of the generalized transformations of the JW type in the form postulated by us to the analysis of lattice models of statistical physics and in the graph theory, connected with the problem of calculation of generating functions for self-avoiding walks (Hamiltonian cycles on a simple rectangular lattice , see [19, 27, 28] Let us introduce three sets of 2 nm dimensional Pauli matrices τ x,y,z nm which can be defined in the following way [3] , {n(m) = 1, 2, . . . = n(m)}:
where the standard Pauli matrices τ x,y,z are situated in these tensor products at the nm-th place (1I -the unit 2 × 2 matrix). Further, the doubly indexed Pauli operators τ ± nm are defined in the way analogous, i.e. as
The Pauli operators satisfy anticommutation transposition relations for the same lattice node (nm):
and commutation relations for different nodes: . It occurs that in the two-dimensional case there exist two sets of such transformations, (we do not include here the inverse transformations of the type (1.5)), which we write in the form:
It is straightforward to check, using the relations (2.3) and (2.4) that the operators (α † nm , α nm ) and (β † nm , β nm ) are actually Fermi operators for all the lattice i.e. that they satisfy anticommutation transposition relations for all nodes:
and analogously for β-operators. The inverse transformations to (2.5-2.6) are:
and analogously for τ
The checking procedure could be easily performed provided we take into consideration the following relations:
That's obvious:
The last formula in (2.10) expresses the condition of local equality of occupation numbers for α-and β-fermions in the same node.
It is a simple matter to see that in the discrete case the solution (1.10) can be identified with the first pair of transformations (2.8), if we introduce the following correspondence:
Afterwards, we have
Analogously, for
we obtain the second pair of transformations (2.8). From (2.11-2.12) it follows that the pair of transformations (2.8) can be written in the form (in the notation from [25] ):
From (2.13) drop out two others inverse transformations, analogous to transformations (1.5) in the one-dimensional case. Obviously, (2.11-2.12) corresponded to the symmetric transposition group S 2 and, therefore, to the complete set of transformations for the 2D case in the discrete case corresponds the group S 2 . This set of transformations should be complemented by a group of inverse transformations, analogous to transformations (1.5) in one-dimensional case. These inverse transformations could always be written out if necessary.
It follows from (2.5-2.6), (2.8) and (2.10) that operators (α † nm , α nm ) and (β † nm , β nm ) are connected by relations of the form:
It is obvious that the operators φ nm commute with operators (α † nm , α nm ) and (β † n ′ m ′ , β n ′ m ′ ) in the same node: 
Firstly, using the relations: 16) where the equality of occupation numbers for the α and β fermions (2.10) has been used.
The straightforward calculation gives the following transposition relations:
for all the cases, where the operators φ nm in (2.18) are defined by the formula (2.14) and we use the equality:
The transformation relations (2.18-2.20) are simply illustrated in the Fig.1 , where the distinguished operator α nm for a fixed node (nm) commutes with β-operators for the nodes (n ′ , m ′ ), denoted by a cross (×). For all other nodes α-and β-operators anticommute. On the other hand, we can easily obtain the expression for the commutation for the same node (nm)
In this way we obtain a rather specific structure of transposition relations for α-and β-operators for the lattice, in spite of the fact that this structure has some symmetry.
Here is the proper place to make a small digression and compare the situation described above with the situation in which we use the method of second quantization. In the latter case for a system constituting of different particles the operators of second quantization are introduced. The operators that are assigned to bosons and fermions commute. On the other hand, for the operators assigned to different fermions it is usually postulated without proof [14] that in the framework of the non-relativistic theory these operators could be formally treated either as commuting or as anticommuting. For both possible assumptions about the transposition relations the application of the method of second quantization gives the same result. On the other hand, as far as the relativistic theory is concerned, where some transmutations of particles are possible, we should treat the creation and annihilation operators for different fermions as anticommuting.
In the case we deal with, we operate formally with "quasiparticles" of the α-and β-type, which, treated separately, are subjected to the Fermi statistics. In contrast, the transposition relations among the members of these two sets of operators depend on the relative position of the "quasiparticles" in the nodes of the lattice. As far as it is known to the author, such a situation has not occured in quantum physics.
The fact that in the two-dimensional case there are two sets of transformations (neglecting the inversional transformations of the type (1.5), discussed below) of the JW type (2.5) and (2.6) is, in a way, justified if we consider statistical mechanics of two-and three-dimensional lattice models with the nearest-neighbours interactions. Namely, assume we managed Then it is easy to obtain for the first component of (2.22), after application of the transformations (2.6), the expression:
and for the second component of (2.22), after application of transformations (2.5), the expression:
On the other hand, if we apply to the first component of (2.22) the transformations (2.5),
we obtain:
and if we apply to the second component of (2.22) the transformations (2.6), we obtain:
In this way, in the expressions (2.25) and (2.26) some unpleasant phase factors (−1) χnm and (−1) ρnm are contained. It is this place where certain difficulties appear, connected with the attempts to apply the JW transformations (2.8) in the solution of the 3D Ising model using the approach introduced in the paper [12] . In some cases, for example during the calculation of energy of the ground state, those phase factors could be eliminated from considerations, because:
where: |0 -the vacuum state; α nm |0 = β nm |0 = 0. As we see, application of the transformations (2.6) to the first index (n) and the transformations (2.5) to the second index (m)
does not lead to occurrence of these phase factors. As a result, this fact implies the possibility of diagonalization by transformation to the momentum representation. Unfortunately, there occur some other obstacles for the diagonalization, which will be discussed elsewhere.
The arguments given above for existence of at least two sets of transformations (2.5) and (2.6) of the J-W type in the two-dimensional case are, of course not, rigorous and are presented here only as some guiding devices. Possible future physical interpretation of these results has nothing to do with the mathematical fact of existence of two nontrivial transformations for two-dimensional systems. Introduction of inverse transformations of the type (1.5) for the two-dimensional case do not lead to any new transformations, and do not change the symmetry of the transposition relations. As it is seen below, in the threedimensional case the situation is much more complicated and the arguments given above are, in general, powerless.
In the papers [18, 19, 27, 28] and not of only of one of them. We will investigate in detail application of the pair (2.8) to one of the possible solutions of the 2D Ising-Onsager problem in the external field [19] .
III. THE THREE-DIMENSIONAL TRANSFORMATION OF THE J-W TYPE
In the three-dimensional case we introduce three sets of 2 nmk -dimensional Pauli matrices τ x,y,z nmk (n = 1, 2, . . . ,n; m = 1, 2, . . . ,m; k = 1, 2, . . . ,k), which are defined analogously to the two-dimensional case (2.1). Further we introduce three-index Pauli operators τ ± nmk by formulae:
which satisfy anticommutation transposition relations for the same lattice node (nmk):
and commutation relations for different lattice nodes:
It occurs that in the three-dimensional case there exist six (not including the inverse transformations of the type 1.5) sets of transformations of the J-W type, which could be represented in the form:
and analogously for the operators τ 
etc., as could be straightforwardly checked. There exist also inverse transformations:
θ-fermions for the same lattice node (nmk). In analogy to the two-dimensional case, the operators (α † nmk , . . . , θ nmk ) are connected by canonical nonlinear transformations:
and 12 pairs of further transformations, which could be easily written, if necessary. The operators φ nmk , ψ nmk etc. obviously commute with the operators (α † nmk , . . . , θ nmk ) in the same node, because of lack in the operators φ nmk , ψ nmk etc. of the operators of occupation numbers indexed by (nmk). It is also a rather easy task to prove that the transformations of the J-W type introduced above by the formulae (3.4-3.9) for the three-dimensional case reduce to transformations (2.5), (2.6) in the two-dimensional case.
Similarly as in the 2D case, correspondence between transformations (3.4-3.9) and the solution (12) can be established in the three-dimensional case on the basis of the symmetric group S 3 . Indeed, the transformations (3.4-3.9) in the notation from the paper [25] can be written in the form: 
, to get feeling of the "geometric structure" of these relations for the three-dimensional case. First of all let us observe that, according to (3.13), transposition relations for (α † nmk , α nmk ) and Further, according to (3.13) for (k = k ′ ), α-and β -operators anticommute for any (nm)
i.e.
and n ′ . Analogously, transposition relations for other pairs of operators are considered. In the general case the symmetry characteristic for the two-dimensional case (see (2.18 -2.20) and Fig.1 ) disappears.
Therefore, in the case of the three-dimensional space there exist six nontrivial transformations of the J-W type (3.4-3.9 ) and the algebra of their transposition relations is much more complicated than the analogous algebra in the two-dimensional case. Some examples of application of the transposition relations (3.4-3.9) will be considered elsewhere, where the three-dimensional Ising model with and without external magnetic field is considered from the new point of view, as well as other models of statistical mechanics and physics etc. [4, 18, 19, 27] .
We believe it is reasonable to notice here one beautiful fact connected with generalized transformations of the JW type for the d ≥ 3 case. Namely, for lattice models with nearest neighbours interactions (for example, for the Ising model), the statistical sum of the system can be represented in terms of three-index Pauli operators τ ± nmk , which will enter the sum as bi-linear products of the type: 19) etc., see [27, 28] . Then one can easily realize that among transformations (3.4)-(3.9) there are two, (3.4) and (3.5), which after application of which to (3.18) 
IV. CONCLUSIONS
We believe we have menaged to show in this paper advantages and simplicity of the generalized transformations of the JW type introduced above. Especially important is the fact that this formulation of the JW transformations enabled us to find the entire sequence of sets of the transformations, and to investigate the algebra of transposition relations for various sets of Fermi operators. Moreover, as far as the analysis of topological aspects of the transformations and consideration of their continuous counterparts are concerned, it seems that the notation from the papers [22] - [25] is more convenient.
We omitted in this paper consideration of the problem of correspondence between discrete generalized transformations of the JW type, introduced in this paper and analogous transformations given in the papers [22] - [25] , which are their continuous counterparts thereof.
The reason is there are still many unclear points that need some analysis in future papers.
Especially interesting, both from the physical (in the framework of possible applications) and mathematical point of view would be examination of the connection between our transformations and transformations taken from the paper [24] . Such analysis is missing also in the paper [25] . This statement applies to the discrete case, but to the continuous one as well provided there exists a formal way to take the continuous limit for the lattice constant a→ 0. For example, yet in the 2D case such a formal transition to the continuous limit could result in singularities of the section type along lines x = const and y = const, where α(x, y), β(x, y)-densities in a fixed point (x,y) in the chosen coordinate system (e 1 ,e 2 ) (relative to the transposition relations between α-and β-operators (2.18)-(2.21). Here also some other problems appear which we will be explored in future papers.
The attention of physicists and mathematicians was and still is in the field theory and in connections there of with various models of classical and quantum statistical mechanics (see for example, [2] , [4] , [20] ) and the literature cited in these papers). It is known [2] , [4] , [20] that, in some cases a deep connection between the models of quantum field theory and the models of statistical mechanics has been discovered.
We hope that in the given form the proposed above JW type transformations for the 2D and 3D could be a valuable tool in the analysis of the already known models of statistical mechanics and quantum field theory, as well as they are expected to initiate formulation of new problems in these areas of theoretical physics. With the help of generalized J-W transformations type a new approach for Lenz-Ising-Onsager problem (LIO) has been made [18, 19, [27] [28] [29] . For example, in the frame of this approach 2D LIO problem in the asymptotic magnetic field has been solved [19] :
− βf 2 (h → 0) ∼ ln 2 + 2 ln(cosh h/2) + where α(h, x) = tanh 2 (h/2)(1 + cos x)/(sin x) and K 1,2 = βJ 1,2 , h = βH, β = 1/k B T , where T denotes temperature and k B -the Boltzman constant. 
