We study long-time averaging for weighted ensemble, a particle method in which the resampling is based on stratification, or binning of state space. By analyzing the scaling of the variance, we prove an ergodic theorem for weighted ensemble time averages. We show that standard sequential Monte Carlo methods do not satisfy an analogous ergodic theorem. Our time averages do not require storage of particle ancestral lines. We show our time averages have smaller variances than naive time averages over ancestral lines.
Introduction
Weighted ensemble [2, 5, 6, 8, 9, 14, 19, 21, 22, 26, 27 , 28] is a particle method intended for sampling certain distributions. In applications, these distributions are typically high dimensional and complex, with multiscale and multimodal features. Like other particle methods, such as sequential Monte Carlo [10, 11, 12, 16] , weighted ensemble is based on periodically resampling from a population, or ensemble, of replicas of a Markov chain with associated weights. Weighted ensemble differs from those methods in that it has an unusual resampling mechanism, based on a stratified or binned structure. Each replica is associated with one of a number of strata or bins, and the resampling is designed to keep a prescribed number of replicas in each bin, by copying or killing replicas as needed. The weights of replicas that are copied are adjusted appropriately, in such a way that the resampling preserves total weight.
Other methods employing similar stratifications include Exact Milestoning (EM) [4] , NonEquilibrium Umbrella Sampling (NEUS) [13, 25] , Forward Flux Sampling [1] , Transition Interface Sampling [23] , Trajectory Tilting [24] , and Boxed Molecular dynamics [17] . Unlike those methods, weighted ensemble is unbiased [27] in a sense to be described below (Theorem 4.6). This unbiased property allows for a relatively straightforward study of variance using martingale techniques based on Doob decomposition [2, 3, 10, 12] . In this article we extend these techniques to study weighted ensemble time averages.
It is easy to see that an ergodic theorem holds for weighted ensemble time averages over the ancestral lines of replicas that survive up to a suitable final time (Remark 3.3). However, in some settings it may be desirable to avoid storage of replica ancestral history. For this reason, we instead define time averages by including contributions from the weighted ensemble at each time up to the final time T (equation (11) ). This technique requires no trajectory storage, and our time averages include contributions from replicas that are killed before the final time. We show that, besides avoiding replica storage, our time averages should have better variance properties than naive averages over replica ancestral lines (Section 5).
Our main results are an O(1/T ) scaling of the L 2 error (Corollary 4.13) and an ergodic theorem (Theorem 3.2) for our time averages. Interestingly, we show that analogous ergodic theorems do not hold for standard sequential Monte Carlo samplers (Section 6). The lesson is that long time computations are stable only when resampling is performed very carefully. In a companion paper [3] , we discuss how to optimize the resampling step for minimizing the variance of our time averages.
This article is organized as follows. In Section 2, we describe weighted ensemble in detail. In Section 3, we state our ergodic theorem (Theorem 3.2). Proofs of the ergodic theorem, estimates on the L 2 error (Corollary 4.13), and the unbiased property (Theorem 4.6) are in Section 4. In Section 5, we explain why our time averages should perform better than averages over ancestral lines. In Section 6, we compare weighted ensemble to a standard sequential Monte Carlo method. Using a simple numerical example, we verify our ergodic theorem and variance scaling, and we show that a class of standard sequential Monte Carlo methods does not satisfy an ergodic theorem.
Weighted ensemble
A weighted ensemble consists of a collection of replicas, or particles, living in a common state space, with associated positive scalar weights. State space is partitioned into a collection B of bins. At each time the particles and weights evolve undergo a resampling step and an evolution step, to be described precisely below. During the resampling or selection step, inside each bin u ∈ B we resample from the collection of parent particles to produce children, whose weights are adjusted appropriately. In the evolution or mutation step, all the children evolve independently according to the same Markov kernel K, becoming the next collection of parents.
Informal description
Algorithm 2.1 (Informal description of weighted ensemble). Choose N initial parents and weights summing to 1. For time t = 0, 1, 2, . . . iterate the following steps:
Selection. In each bin u ∈ B, resample from parents with probability proportional to their weights to get N t (u) children. The sum of N t (u) over all bins must equal N . Set the weight of all children in bin u equal to the ratio ω t (u)/N t (u), where ω t (u) = total weight in bin u at time t prior to selection, N t (u) = number of children in bin u at time t after selection.
We assume that
Mutation. Evolve the children independently using K to get the next generation of parents.
By construction, the total weight and number of particles are constant,
Notation
The parent particles and weights at time t will be written, respectively,
After selection, we denote the children particles and weights with a "hat" symbol,
The following diagram illustrates the evolution of a weighted ensemble:
The nonnegative integers N t (u) define the particle allocation: how many children are in bin u at time t. In general, the N t (u) are random and can be defined adaptively, that is, chosen according to information from the algorithm up to time t. To ensure total weight and number of particles are preserved, we assume N t (u) ≥ 1 if and only if ω t (u) > 0. A companion paper [3] discusses optimizing the particle allocation for variance minimization.
The particles belong a state space that has been divided into a finite collection B of disjoint bins. The bins also may be chosen adaptively, though for simplicity, below we assume they are fixed in time. We define a mapping ξ → bin(ξ) from state space into B that associates each particle with a unique bin:
and we define the weight of bin u at time t as
We write par(ξ i t ) = ξ j t to indicate ξ j t is the parent ofξ i t . This is a slight abuse of notation because a child always has exactly one parent, even if two parents occupy the same point in state space. Thus par(ξ i t ) = ξ j t really means the particle indexed by i after the selection step at time t has parent indexed by j. So in particular, par(ξ i t ) = ξ j t impliesξ i t = ξ j t . We write C i t for the number of children of parent particle ξ i t . Throughout, g denotes an arbitrary bounded real-valued function on state space, and c a positive real constant whose value can change without explicit mention. We use the letters i, j, k, ℓ for particle indices, u, v for bin indices, s, t for intermediate times, and S, T for final times. We write ξ for a generic particle, x, y for generic points in state space, and A i for a generic subset of state space associated with the ith particle.
Precise description
Below, we will use the following σ-algebras,
We assume that the state space of the particles is a standard Borel space. When we refer to subsets of and functions on this space, we implicitly assume they are measurable. The populations
and
, along with the numbers
of children of the particles, are defined more precisely as follows.
Algorithm 2.2 (A weighted ensemble).
• (Initialization step) Choose an initial probability distribution ν on state space, and set
Then for t = 0, 1, 2, . . ., iterate the following steps:
We assume that the selections in distinct bins are independent:
This defines the number of children of each parent:
The children's weights areω
• (Mutation step) Let the children evolve independently according to K,
The corresponding weights are the ones defined during selection:
We emphasize that (1), (3) and Algorithm 2.2 ensure that (2) holds for all times t ≥ 0. We have not made explicit how the N t (u) u∈B t≥0 are chosen. It turns out not to matter, in the sense that our results below hold as soon as the N t (u) u∈B t≥0 satisfy (1). This is because we are studying the limit T → ∞ and not N → ∞. With appropriate conditions on N t (u), we expect to have an appropriate law of large numbers and central limit theorem as N → ∞, but we leave this study to another work. For the ergodic theorem (Theorem 3.2), the details of the initialization step are not important, though they do matter for the unbiased property (Theorem 4.6).
Ergodic theorem
Let f be a bounded real-valued function on state space, T ≥ 0 a deterministic time, and
Since f is bounded and
Assumption 3.1. There a probability measure µ on state space, c > 0 and λ ∈ [0, 1) so that
for all x and all t ≥ 0.
That is, K is uniformly geometrically ergodic [15] with respect to µ.
Theorem 3.2 (Ergodic theorem). If Assumption 3.1 holds, then
This ergodic theorem is very sensitive to the selection step. It fails for many of the standard resampling techniques. In particular, it fails to hold for standard sequential Monte Carlo with Gibbs-Boltzmann resampling [10] ; see Section 6 below.
Note also the unusual form of the time average in (11). It is not a time average over the ancestral lines of particles that survive up to the final time T . Instead, it is an average over the ensemble at each time. This eliminates the need for storing particles and ancestors, which can be a significant advantage when N, T , or the number of functions f considered is large. The time average (11) also has favorable variance properties; see Section 5 below.
Remark 3.3. An ergodic theorem is easy to establish for weighted ensemble time averages over ancestral lines that survive up to time T . Indeed, we can consider ξ i t as a path-particle ξ
where the vector is its ancestral history, and define time averages using
By Assumption 3.1, (9) , and the ergodic theorem (Corollary 7.25 in [15] ), 
Proofs
This section is organized as follows. In Section 4.1, we compute the means and covariances corresponding to one time step of weighted ensemble, by filtering through the σ-algebras F t andF t . We use this to prove the unbiased property (Theorem 4.6). In Section 4.2, we introduce a Doob decomposition to estimate the variance of θ T (Lemma 4.12) and the L 2 error (Corollary 4.13). In Section 4.3, we use the variance estimate to prove our ergodic theorem (Theorem 3.2). In Section 4.4 we sketch some generalizations of our results.
One step means and variances
Lemma 4.1. The one-step mutation mean for a single particle is
. Thus by (10),
Lemma 4.2. The one-step mutation covariance for two particles is
Proof. From (9) and (10),
So by (7) and (8),
Proof. By (5) and (6), if bin(ξ i t ) = u and bin(ξ
Observe that for any u, v,
which by (14) leads to the claimed formula when u = v. When u = v we get
which by (15) again leads to the stated formula.
Lemma 4.5. The one-step mean of the weighted ensemble is
Proof. By Lemmas 4.1 and 4.3, we have
Theorem 4.6 (Unbiased property). Let (ξ t ) t≥0 be a Markov chain with kernel K and initial distribution ξ 0 ∼ ν. Weighted ensemble is unbiased in the sense that for each time T ≥ 0,
Proof. Equation (4) shows the result holds when T = 0. So fix a time T > 0 and consider the (Doob) F t -martingale (M t ) t≥0 defined by
By repeated application of the tower property and Lemma 4.5,
where the second-to-last equality above uses (4).
Doob decomposition
Recall that
Define also
Of course h t and D t depend on T , but we leave this implicit to avoid cumbersome notation.
Lemma 4.7. The Doob martingales in (17) can be expressed as
Proof. For the first equation (19), we have
Repeated application of Lemma 4.5 with the tower property shows that, for s ≥ t,
Combining the last two displays leads to (19) . Similarly, for (20) ,
Again repeatedly applying Lemma 4.5 with the tower property, and using Lemma 4.1, for s > t,
Combining the last two displays gives (20) . 
Proof. Because of (12) 
where B t is a F t -martingale with E[B 0 ] = 0, and the predictable part A t is
see e.g. [18] . Subtracting E[θ T ] 2 in (22), substituting t = T − 1, and using
Let
In light of (23)- (24) this completes the proof.
We refer to the summands in (21) as the mutation variance and selection variance.
Lemma 4.9. The mutation variance at step t is
Proof. By Lemma 4.1,
Using this and Lemma 4.7,
The result now follows from Lemma 4.2.
Lemma 4.10. The selection variance at step t is
Proof. From (18) , note that h t = Kh t+1 + f . So in Lemma 4.7, we can rewrite D t as
By Lemma 4.3,
Using the last two displays and Lemma 4.7,
Let us analyze the first term in the last line above. By Lemma 4.4,
The last expression above, (25)- (26), rewrites as
Combining the last three displays gives the desired result.
Lemma 4.11. Let Assumption 3.1 hold. Then the selection and mutation variances, multiplied
where c > 0 is a constant that does not depend on T .
Proof. For a probability measure η on state space, define Var η (g) = g 2 dη − ( g dη) 2 . Define
dy).
We must show the T -dependent terms in the variances in Lemmas 4.9 and 4.10, namely
are bounded in T . By Assumption 3.1, it is possible to choose λ ∈ [0, 1) and c > 0 such that
for all x, y and all t ≥ 0.
(See Theorem 6.1 of [15] .) Choose n such that c s≥n λ s < 1. Then
where M is constant. Thus, for any probability measure η on state space,
A similar argument shows that |Kh t+1 (x) − Kh t+1 (y)| ≤ M and so Var η (Kh t+1 ) ≤ M . Thus, the variances in (27) and (28) are smaller than a T -independent constant, as required.
Lemma 4.12 (Scaling of the mean and variance). Let Assumption 3.1 hold. Then: (i) There is a constant
Proof. By Lemma 4.7, (4), and (18),
Using this, the fact that (D t ) t≥0 is a F t -martingale, and (4),
Using Assumption 3.1, choose c > 0 and λ ∈ (0, 1) such that (29) holds. Then
From Lemma 4.11 and (2), for some constant c > 0,
Combining Lemma 4.8 with (30) and (31) gives (i). For (ii), arguing similarly as in (30),
where for the last inequality we used Assumption 3.1 again.
Corollary 4.13 (Scaling of the L 2 error). Let Assumption 3.1 hold. Then
Proof. This is an immediate consequence of Lemma 4.12 and (12).
Note that Corollary 4.13 already implies a weak form of the ergodic theorem. Importantly, it gives a L 2 rate of convergence for our time averages. The rate, O(1/T ), is the same as that of a single particle, or weighted ensemble with 1 replica. For a discussion of the effects that the number, N , of particles has on the variance and L 2 error, see Section 5 below.
Proof of ergodic theorem
We are now ready for the proof of our main result:
From Lemma 4.12(i) and Chebyshev's inequality, there is c > 0 such that for any α, n > 0,
Fix β > α > 1 and set T n = n β . By (33) and the Borel-Cantelli lemma, there is n 0 such that
From (32),
Let ǫ > 0. Making n 0 larger if needed, (34), (35) and Lemma 4.12(ii) show that
where here we choose T n so that T n ≤ S ≤ T n+1 .
Generalizations
• All of the results go through when the bin function ξ → bin(ξ) is time-dependent and random, provided the random variables ½ bin(ξ i t )=u are F t -measurable for each i, u and t.
• Lemma 4.8 still holds when T is an stopping time with respect to F t , thanks to Doob's optional sampling theorem [18] and boundedness of (D t ) t≥0 .
• In the path-particle setting, Theorem 4.6 establishes that weighted ensemble is unbiased for the ancestral lines of replicas.
• For the variance, consider g defined on path-particles ξ t = (ξ t,0 , ξ t,1 , . . . , ξ t,t ) by
Substituting g for f in (11), and dropping the path-particle notation, leads tō where we writeθ T to distinguish from θ T . Arguments similar to those above show that
where c is a T -independent constant. As a result, the empirical distributions
of weighted ensemble are stable for large t. See Figure 4 in Section 6.
Comparison of time averages
We expect our time averages (11) to have better variance properties than the naive averages in (13) . The reason is simple. For time averages defined by (13), we average over an ancestral tree where the branches have many roots in common. These "duplicate" samples lead to a larger variance. We give a simple but illuminating example of this below.
Consider state space consisting of three points, x 1 , x 2 , x 3 , each of which is a bin, that is, B = {1, 2, 3} where bin(x i ) = i, i = 1, 2, 3. The Markov kernel K is now a transition matrix, with probabilities K(x 1 , x 2 ) = 1/2 = K(x 1 , x 3 ) and K(x 2 , x 1 ) = K(x 3 , x 1 ) = 1. Although K is periodic and thus does not satisfy Assumption 3.1, a slight modification to K could rectify this without changing the essence of the argument below. Let where N 2 +N 3 = N , let the initial distribution be ν = δ x 1 , and define the function f (x) = ½ x=x 2 .
The unique invariant measure µ for K satisfies µ(x 1 ) = 1/2, µ(x 2 ) = µ(x 3 ) = 1/4, and the time averages in (11) and (13) converge with lim T →∞ θ T = lim T →∞θT = 1/4. It is straightforward to compare the performance of (11) with (13) . Assume for simplicity that N and T are even, suppose N ≪ T , and let Y 1 , Y 2 , . . . be iid Bernoulli-1/2 random variables. Regardless of the choice of N 2 and N 3 , at every odd time step, the weighted ensemble has N particles with equal weights arriving at x 2 or x 3 from x 1 , with Bernoulli-1/2 probabilities. Thus, the variance of (11) is estimated by
The variance of (13) depends on the particle allocation. Suppose first that N 2 = 1 and N 3 = N − 1. Then the ancestral lines of the particles surviving until time T all share a single long root of time length ≈ T − log 2 N , with a branch and leaf system of time length ≈ log 2 N that is small enough we ignore it. So at essentially all odd time steps, there are N identical ancestors at either x 2 or x 3 with Bernoulli-1/2 probabilities. The variance is roughly
Now suppose N 2 = N 3 = N/2. The dominant contribution to the variance is again a single long root of all the ancestral lines, but now this root has a smaller time length ≈ T − N . By the same argument, we can estimate the variance by
See Figures 1 and 2 for numerical simulations confirming these estimates. Figures 1 and 2 show the variance of (11) is much smaller than that of (13). The example above illustrates the simple mechanism behind this variance reduction. Our example also illustrates that the variance of (11), compared to (13), should be less sensitive to the choice of the particle allocation N t (u) u∈B t≥0 . This is a significant benefit, as for complicated systems it can be difficult to know how many particles to keep in each bin.
Comparison with sequential Monte Carlo
Below we contrast weighted ensemble sampling with a standard sequential Monte Carlo method that we refer to as Gibbs-Boltzmann sampling. The latter is a particular particle model associated with the McKean interpretation of the Feynman-Kac flow in the classic text [10] . Gibbs-Boltzmann sampling follows the same rules as weighted ensemble sampling except that the selection step of Algorithm 2.1 is replaced by:
..,N be multinomial with N trials and event probabilities
The number of children of particle ξ i t is then
Set the children's weights aŝ
Here, the G t (ξ i t , . . .) are positive-valued functions; we write (ξ i t , . . .) for the argument of G t to indicate that G t may depend on the ancestral line of a particle. Actually, it can be shown that the best choice of G t has the form [2, 7, 12] 
for t > 0, and
, where the V t are positive-valued functions on state space. In this case the selection step takes the following form:
• (Selection step using (42)) Let (C i t ) i=1,...,N be multinomial with N trials and event prob-
The number of children of particle ξ i t is
and the children's weights arê
To see that these two selection steps agree when G t is given by (42), note that by (44) and (10),
Thus,
It follows that when G t is given by (42), the numbers C i t from (40) agree with those in (43). That is, both selection steps lead to the same multinomial law for the number of children of each particle. Equations (41) and (44) then also agree, since both state that the weight of a child equals its parent's weight divided by the expected number of children of its parent.
The next result gives the selection and mutation variances for Gibbs-Boltzmann sampling.
Proposition 6.1. The selection variance for Gibbs-Boltzmann sampling at step t is
where β i t is the expected number of children of ξ i t ,
The mutation variances of Gibbs-Boltzmann and weighted ensemble sampling are the same.
Proof. By definition of Gibbs-Boltzmann selection,
Using this, and following calculations similar to the proof of Lemma 4.10, 
Combining the last two displays gives the result for the selection variance. The mutation variances of weighted ensemble and Gibbs-Boltzmann sampling are the same because they share the same mutation step.
Consider the Gibbs-Boltzmann selection variance (multiplied by T 2 ),
Notice that putting β i t = N ω i t in (46) leads to the selection variance of weighted ensemble with 1 bin. In this case, (46) can be seen as a variance of Kh t+1 and thus bounded in T ; see Lemma 4.11. For β i t defined more generally, the expression in (46) will not be bounded in T . To investigate this, we consider the following problem. We define X t+1 = mod X t − 2π sin(2πX t )δt + 2δtβ −1 α t , 1 where X t has values in R/Z (i.e., the interval [0, 1) with periodic boundary), δt = 0.001, β = 2, and (α t ) t≥0 are iid standard Gaussians. The kernel K is from a ∆t-skeleton of (X t ) t≥0 , K(x, dy) = P(X ∆t ∈ dy|X 0 = x), where ∆t = 10. It is easy to see that K satisfies a Doeblin condition, which means that K satisfies Assumption 3.1 (see pgs. 168-169 in [15] ). Pictured in Figure 3 are the average values of θ T given by (11) , with the corresponding empirical variance σ 2 T , computed from 10 4 independent trials from both weighted ensemble and Gibbs-Boltzmann sampling with 20 evenly spaced final times between T = 50 and T = 1000. For weighted ensemble, we used 20 equally sized bins with N t (u) ≈ N/20. For Gibbs-Boltzmann, we used G t defined by (42) with V t (x) = exp(−10(x − 0.5)
2 ).
With both methods, we estimate f dµ where µ is the stationary distribution of (X t ) t≥0 and f (x) = ½ 0.4≤x≤0.6 .
Notice G t is designed to push particles towards the support of f . The initial distribution is ν(dx) = exp(β cos(2πx)) dx 1 0 exp(β cos(2πx)) dx , which is an approximation of µ. All simulations employ N = 100 particles. See Figure 3 for a numerical illustration of the variance explosion for Gibbs-Boltzmann sampling, as well as the stability of weighted ensemble sampling with the variance scaling implied by Lemma 4.12(i). This illustrates the importance of a careful selection step for the computation of long-time averages.
The variance blowup of Gibbs-Boltzmann sampling is not particular to our time averages (11) . Indeed, for Gibbs-Boltzmann sampling, the empirical distributions N i=1 ω i t δ ξ i t become unstable with large t; see the far right of Figure 4 . In particular, the simpler ergodic theorem from Remark 3.3 also fails for Gibbs-Boltzmann sampling. On the other hand, the corresponding weighted ensemble distributions are stable in time T (Figure 4 center) , in the sense that the variance ofθ T from (36) is bounded in T , as discussed in Section 4.4 above.
The variance issues with Gibbs-Boltzmann sampling can be mitigated by a selection step which resamples from replicas proportionally to their weights [20] . This corresponds exactly to one selection step of weighted ensemble with 1 bin. Though this reduces variance, this ensemble "refreshment" can counteract the beneficial effects of the Gibbs-Boltzmann function G t (which is supposed to ensure particles can reach "unlikely" regions of state space). Weighted ensemble avoids this problem by maintaining a prescribed number of particles in different regions of state space without any need for global ensemble refreshment.
