INTRODUCTION
Random features are observed in virtually all measurements. Even if the same measuring system is used to measure a fixed measurand repeatedly, the results will not all have the same value. This randomness can be caused by uncontrolled (or uncontrollable) variables affecting the measurand or lack of precision in the measurement process. In some case the randomness of the data so dominates the data that it is difficult to distinguish the sought-after trend. This is common in experiments in the social sciences and sometimes occurs in engineering. In such cases, statistics may offer tools that can identify trends from what appears to be a set of confused data. In engineeririg, the general trends of th data are usually evident; however, statistical tools are often needed to identify ;nd generalize the characteristics of test data or determine bounds on the uncertainty of the da
The types of errors in measurement were discussed in Chapter 2 and are gener ly broken into two categories: systematic and random. Systematic errors are consiste repeatable errors that can often be minimized by calibration of the measurement s~· tern. It is the random errors that are most amenable to the methods of statistical an sis. Statistical concepts are not only useful for interpreting experimental data but for planning experiments, particularly those with a large number of independent v, ables or parameters.
As an example of random behavior of experimental results, consider the meas ment of the temperature of hot gas flowing through a duct. Due to factors outside the perimenter's control, the temperature shows variability when measured over a peri an hour. This is despite the fact that all instruments have been calibrated and are ope properly. The temperature of the gas is then considered to be, in the nomenclature of statistics, a random variable. Table 6 .1 shows the results of a set of 60 measurements of air temperature in the duct. These temperature data are observed values of a random variable. A typical problem associated with data such as these would be to determine whether it is likely that the temperature might exceed certain limits.Although these data show no temperatures less than 1089°C or greater than 1115°C, we might, for example, ask if there is a significant chance that the temperature will ever exceed 1117°C or be less than 1085°C (either of which might affect the manufacturing process in some applications). The methods described later in the chapter will enable us to answer this question. To help us visu-alizethe data, it is helpful to plot them in the form of a bar graph as shown in Figure 6 .1. A bar graph of this type used for statistical analysis is called a histogram. To create this graph, we first arrange the data into groups, called bins, as shown in Table 6 .2.Each bin has the same width (range of temperature values). Histogram of temperature data.
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Chapter 6 Statistical Analysis of Experimental Data is then plotted such that the height of each bar is proportional to the number of samples occurring in each bin (frequency of occurrence). Some comments should be noted about the figure. First, there is a peak in the number of samples near the center of the temperature range. Second, the number of samples at temperatures less than or greater than the central value drops off rapidly. Finally, the "curve" is bell shaped, not parabolic-the number of samples for bins away from the center, while small, is not zero. These characteristics of the data in Table 6 .1 are common, though not necessary, properties of experimental results. Figure 6 .2 shows some other forms of distributions that may be found in engineering applications.
Some general guidelines apply to the construction of histograms. (See Rees, 1987 .) It is customary to have from 5 to 15 bins. It is simplest if each of the bins has the same width (difference between the smallest and largest values in the bin). There are special rules if bins of unequal width are used. The bins should cover the entire range of the data, with no gaps, but the bins should not overlap. In Figure 6 .1, there are seven bins and each bin has a width of 5°e. This example illustrates a random variable that can vary continuously and can take any real value in a certain domain. Such a variable is called a continuous random variable. Some experiments produce discrete (noncontinuous) results, which are considered to be values of a discrete random variable. Examples of discrete random variables are the outcome of tossing a die (which has the only possible values of 1, 2, 3, 4, 5, or 6) and fail/no-fail products in a quality control process.
To apply statistical analysis to experimental data, the data are usually characterized by determining parameters that specify the central tendency and the dispersion of the data. The next step is to select a theoretical distribution function that is most suitable for explaining the behavior of the data. The theoretical function can then be used to make predictions about various properties of the data.
GENERAL CONCEPTS AND DEFINITIONS

Definitions
Population. The population comprises the entire collection of objects, mea surements, observations, and so on whose properties are under consideration an about which some generalizations are to be made. Examples of population are the en tire set of 60-W electric bulbs that have been produced in a production batch and val ues of wind speed at a certain point over a defined period of time. Sample. A sample is a representative subset of a population on which an experiment is performed and numerical data are obtained. For example, 10 light bulbs can be selected from a production batch of 10,000, or wind speed can be sampled once each hour over a 24-h period. Different samples of the same population may be chosen for experimentation.
Sample space. The set of all possible outcomes of an experiment is called the sample space. For example, there are six possible outcomes in casting a fair die. If the sample space is made of discrete values (such as the outcomes of casting a die or a coin, acceptable and unacceptable products), it is a discrete sample space. A random variable of a discrete sample space is discrete. If a sample space is a continuum, we have a continuous sample space and also continuous random variables. The sample space for the temperature measurements of gases coming out of a furnace is continuous.
Random variable.
Engineering experiments and any associated measurement are influenced by many factors that cannot be totally controlled, and as a result, the outcome of the measurement and the experiment are not unique. Two examples of such experiments are the measurement of temperature of a hot gas flowing through a duct and the life expectancy of light bulbs. The value of temperature is a function of many factors, including the operation of the heating source, duct insulation and environment, and, more important, the nature of the flow itself and the measurement device. In the case of the bulb, variation in material properties, manufacturing process, and measurement process can influence the measured life of the bulbs. In each of the experiments mentioned, no matter how well we control the influencing parameters, given enough time, if the experiment is repeated, there will be variations in the values of the measured variables. The variables being measured (temperature and lifetime in these cases) are considered random variables. Mathematically, a random variable is a numerically valued function defined for the population. This means that, for every possible experimental outcome (sample point), there is a corresponding numerical value.
A random variable can be continuous or discrete. The variables in the light bulb and duct temperature examples are continuous random variables. In principle, they can assume any real value. Other random variables, such as the outcome of tossing a die and fail/no-fail of products in a quality control process, are discrete random variables. Discrete random variables have a countable number of possible values.
Distribution function.
A distribution function is a graphical or mathematical relationship that is used to represent the values of the random variable.
Parameter.
A parameter is a numerical attribute of the entire population. As an example, the average value of a random variable in a population is a parameter for that population.
Event. An event is the outcome of a random experiment.
Statistic.
A statistic is a numerical attribute ofthe sample. For example, the average value of a sample property is a statistic of the sample.
Probability.
Probability is the chance of occurrence of an event in an experiment. The probability is obtained by dividing the number of successful occurrences by the total number of trials. For example, there is a 50% chance that the outcome of tossing a coin will be heads. This concept is elaborated further in Section 6.3.
Measures of Central Tendency
The most common parameter used to describe the central tendency is the mean. This is the everyday concept of average and for a sample is defined by
where the x;'s are the values of the sample data and n is the number of measurements. For a population with a finite number of elements, N, with values Xi, the mean is denoted by the symbol fJ-and is given by
For a population with an infinite number of elements, the mean can be obtained from a more general definition presented later. Two other common parameters describing central tendency are the median and the mode. If the measurands are arranged in ascending or descending order, the median is the value at the center of the set. If the set contains an even number of elements, the median is the average of the two central values. The mode is the value of the variable that corresponds to the peak value of the probability of occurrence of the event. In a discrete sample space, the mode can easily be identified as the most frequently occurring value. In a continuous sample space, the mode is taken as the midpoint of the data interval (bin) with the highest frequency. For some distributions (e.g., a uniform distribution), the mode may not exist at all; for other distributions (e.g., a bimodal distribution), there may be more than one peak frequency and more than one mode. When a distribution has more than one mode, the frequencies of occurrence of each mode need not be the same. While it is common for the mean, median, and mode to have close to the same value (although they will generally not have exactly the same value), in some data sets they may have significantly different values.
6,2,3 Measures of Dispersion
Dispersion is the spread or variability of the data. For example, a set of measurements ranging from 90 to 110 has a greater dispersion than a set of measurements ranging from 95 to 105. The following quantities are the most common ones used for representing the extent of dispersion of random variables around their mean value:
The deviation of each measurement is defined as (6. 3)
The mean deviation is defined as 
N
As with the mean, for populations with an infinite number of elements, a more general definition will be presented at a later point.
The sample standard deviation is defined as (x; -xl s =~(6.6) ;=1 (n -1) (6.5)
