



























まず､グラフとは点 (vertex)とその間の結合 (edge)の集合のことである｡ ここでは神経細胞
を内部構造を無視して1個のvertexと見なす｡また､神経細胞間の結合については､結合の重複
姓を考慮しないですべて1本のedgeと見なす｡この方法で神経回路を単純グラフとして表現で
きる｡ ここでは､これを神経グラフと呼ぶことにしよう｡ グラフに対する基本概念をいくつか導
入したおく｡ まず､与えられたvertexiから結合しているvertexjをiのnearestneighborと呼
ぶ｡ そしてiのnearestneighborの総数をvertexiのdegreeと呼ぶ｡vertexiからjに行 く最
短経路がn本のedgeを含むとき､この2つのvertexは距離nにあると呼ぶことにする｡nearet
neighborの関係にあるvertexの間の距離は1で､secondneighborまでの距離は2となる｡ さら
に､完全グラフというものを定義しておく｡ これは､含まれるすべてvertexが互いに結ばれてい
るグラフのことでありn個のverticesを含むものをを次数 (degree)nの完全グラフという｡
神経グラフを特徴付けするため次の3つの指標を使う｡ すなわち､(1)degreeの分布､(2)gen-
eralizedeccentricityの分布､(3)completesubgraphの個数である｡(1)のdegreeの大きい細胞は
たくさんの他の細胞とつながっており ｢ハブ｣としての役割を持つといえる｡(2)のgeneralized
eccentricityとは､ある細胞を起点として他のすべて細胞への距離を計算しその平均取ったをもの
である｡generalizedeccentricityの小さい細胞は他のいずれの細胞からも近く､いち早く情報を
受け取ることができると考えられる｡(3)では､部分グラフとして次数iの完全グラフが何個含ま
れるか調べる｡たとえば次数 2の完全グラフの個数と次数 3の完全グラフとの数を比較すること
でvertexiと結合している2つのverticesが互いに結合している割合が高いかどうかということ
わかる｡一般に完全グラフを探ることで結合同士の相関関係を知ることができる｡
上記の指標により神経グラフをランダムグラフと比較したとき著しい差異が見られた｡神経グ
ラフと同じような特徴を持つようにグラフを作り比較することで C.eleganSの神経系の構造特性
を明らかにしたいと思う｡degreeとgeneralizedeccentricityの分布から神経グラフは､中心とな
る細胞群とその周りに分布する残りの細胞とによって構成されると予想できる｡ また､完全グラ
フの個数から結合同士に正の相関があることが分っている｡ これはverticesがグループ化されて
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いる傾向があることを意味 し､グループ分けの特徴をいくつかのパラメーターとして数値化 して
捉えることができると仮定してみる｡ すなわち､パラメーターの個数分の次元を持つ仮想空間上
にネットワークを構成するということになる｡C.eleganSの神経系をこのような多次元幾何学を持
つネットワークとして見るとうまく記述できる可能性がある｡具体的には､以下のような方法で
グラフを作成 した｡(1)vertexに対してそれぞれdl国の指数を[0,1]区間に一様な確率で与える.
(2)結合されてないペアでその指数の差 (仮想空間での距離)が一番小 さいものを結合する｡(3)
結合の数が C.elegansのものと一致するまで(2)を繰 り返す.ここで空間には境界が存在し､周期
境界ではないことに注意する｡このようにして作ったグラフを100パターン用意する｡ その平均
を取 り､実際の C.eleganSの神経回路のデータと比較を行った｡その結果､化学シナプスまたは
ギャップ結合による2つのグラフの両方についてパラメータの数が 8程度の場合が一番よく一致
していることが分った｡これは C.eleganSの神経回路はおよそ8次元程度の仮想空間で表現でき
ることを意味 している｡
最後にこの神経回路の構造に関連してsmalworldという概念とそのモデルについて紹介してお
く｡smalworldの概念は､友人関係をたどっていくとわずか数ステップで世界中の人と結ばれる
ことができるという話で知られており､WattsとStrogatzによってモデルが提案されている【21｡
これは､秩序格子に確率pでdisorderを加えたものである｡ すなわち､p-Oでは格子上のネッ
トワークであり､p-1でランダムグラフとなる｡pが中間の領域では､vertexのペア間の平均距
離がランダムグラフなみに短 く､なおかつ格子のように結合間に相関が見られる｡ また､別のモ
デルがAlbertとBarabasiによって提案されている【3]｡これは､vertexが増加 しedgeがvertex
のdegreeに依存 して導入されるという時間発展を考慮 したモデルである｡これらのモデルによ
るグラフは､degreeの分布から3つのカテゴリーに分類できる[4]｡(1)degreeの分布が巾別にし
たがう減衰するscalefrceネットワーク､(2)巾別にカットオフが伴うbroadscaleネットワーク､
(3)指数関数的に減衰するsingelscaleネットワークである｡ WattsとStrogatzのモデルは(3)で
AlbertとBarabAsiのオリジナルモデルは(1)となる｡ a.eleganSの神経回路は(3)に属している｡
この意味で神経グラフWattsとStrogatzによるものに近いといえるが､WattsとStrogatzのモ
デルは比較的少数次元の秩序格子にランダムな長距離結合を付加したものと考えられ､前節まで
に見たように多次元空間により表現される結合を持つ C.eleganSの神経回路のモデルとして良い
とはいえない｡以上のことからdegreeの分布の以外の指標の相違によるネットワークの機能への
影響を明らかにする解析が今後必要となると思われる｡
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