Integrating information from multiple sources plays a key role in social science research. However, when a unique identifier that unambiguously links records is not available, merging datasets can be a difficult and error-prone endeavor. Probabilistic record linkage (PRL) aims to solve this problem by providing a framework in which common variables between datasets are used as potential identifiers, with the goal of producing a probabilistic estimate for the unobserved matching status across records. In this paper, I propose an active learning algorithm for PRL, which efficiently incorporates human judgement into the process and significantly improves PRL's performance at the cost of manually labelling a small number of records. Using data from local politicians in Brazil, where a unique identifier is available for validation, I find that the proposed method bolsters the overall accuracy of the merging process. In addition, I examine data from a recent vote validation study conducted for the ANES, and I show that the proposed method can recover estimates that are indistinguishable from those obtained from a more extensive, expensive, and time-consuming clerical review.
Introduction
Modern social science research often relies on bringing together information from different sources to advance our understanding about questions of interest. From studies that seek to explain the differences between self-reported and actual behavior (Ansolabehere and Hersh 2012 , Barbera 2015 , Meredith and Morse 2015 , Berent, Krosnick, and Lupia 2016 , Hill and Huber 2017 , Jackman and Spahn 2018 , Bonica 2018 ; the effects of the national news media on mass public and elite behavior (DellaVigna and Kaplan 2007 , Hopkins and Ladd 2014 , Arceneaux et al. 2016 , Martin and Yurukoglu 2017 ; historical accounts about the electorate (Acharya, Blackwell, and Sen 2016 , Spahn 2017 , Hall, Huff, and Kuriwaki 2018 ; the impacts of lobbying activities on trade (Bombardini and Trebbi 2012 , Bertrand, Bombardini, and Trebbi 2014 , Kim 2017 ; to studies on clientelism and redistributive politics (De La O 2013 , Zucco 2013 , 2015 , Rueda 2016 ), etc; scholars have spent considerable amounts of time and effort assembling detailed datasets from multiple sources to conduct sound empirical analyses.
When merging data, the main difficulty faced by the researcher is that oftentimes a unique identifier that unambiguously links records across two datasets, such as the social security number, does not exist. Under this scenario the true match status of all the pairwise comparisons across two datasets is unknown and merging data is prone to mis-classifications; in particular, we might fail to find true matches in the data (false negatives) or classify as matches observations that do not refer to the same entity (false positives). This problem is more pronounced when the data are noisy, either due to missing information or typographical errors.
Since the work of Fellegi and Sunter (1969) , who formalized the notion of probabilistic record linkage (PRL), a growing literature in statistics, computer science, and more recently in the social sciences, has aimed to solve this problem via a principled framework that uses variables in common between datasets as potential identifiers. The goal is to produce a probabilistic estimate for the latent matching status across pairs of records. The advantages of such an approach are that it is devised specifically as a mechanism to control for possible error rates and to account for any remaining uncertainty into subsequent empirical analyses.
As recently noted by many authors (see e.g., McVeigh and Murray 2017 , Sadinle 2017 , Enamorado, Fifield, and Imai 2018 , and references therein), using PRL to merge two datasets that lack a unique identifier is a good strategy, especially in situations where the amount of overlap between two datasets is large -even in the presence of moderate amounts of noise in the data.
However, as originally noted by Winkler (2002) , in many common situations, PRL struggles to accurately match records e.g., when the overlap between datasets is small, when only a few common potential identifiers exist, when the amount of noise in the data is large, when the modeling assumptions are violated, etc.
A common approach to detect problems with PRL is to perform a detailed ex-post clerical review or to use heuristics like random spot checking. Yet, these methods often provide insufficient guidance about which observations are more informative or how to utilize these qualitative assessments about the matching status of a particular set of records to improve the accuracy of our estimates. Hence, the critical question is: can we do better at detecting and addressing problems with PRL? and if so, how?
In this paper, I propose a robust approach for probabilistic record linkage via active learning. The proposed method efficiently incorporates human judgement into the merging process by sampling the most informative pairs of observations for manual labeling, rather than requiring the analyst to hand-code every pair of observations in the clerical review region or to use ad-hoc procedures to reduce the size of clerical review task. Thus, through the use of sampling, the researcher can avoid clerical reviews that are orders of magnitude larger while improving the overall accuracy of the results. In addition, through its iterative nature, the model behind the proposed method borrows strength from the small set of manually labeled cases to improve the precision of quantities on interest by directly incorporating them into the estimation stage.
Finally, it does not impose major bottlenecks in terms of computing-time as it is fully incorporated into the computational improvements to PRL recently introduced by Enamorado, Fifield, and Imai (2018) and implemented in fastLink an R-package for PRL (Enamorado, Fifield, and Imai 2017) .
I demonstrate the proposed method using two empirical examples. In the first application, I validate the model by merging two datasets on local-level candidates in Brazil for the 2012 and 2016 municipal elections. Each dataset contains more than 450,000 observations, and are ideal to test the performance of probabilistic record linkage algorithm as they contain a unique identifier: the Cadastro de Pessoas Físicas (CPF), which is the Brazilian individual taxpayer registry identification number. More importantly, while the CPF is perfectly recorded for each individual, the other common variables between datasets are not as they are manually entered into the database, and therefore may be subject to misspellings and other errors.
The matches identified by a PRL model without labeled data are of high quality; however, the estimated rates of false positives and false negatives obtained are at least 6 and 8 percentage points away from the ground truth, respectively. Such a discrepancy might lead a researcher to conclude, for example, that the rate of politicians that switch their party affiliation (a common practice among Brazilian politicians) is 58%, while 53% actually did. Using my proposed methodology, I find that 53% local politicians in fact joined a different party. To reach this level of precision, it was necessary to manually label just 4% of the usual clerical review proposed by other PRL approaches.
In a second application, I revisit a recent vote validation study conducted by for the 2016 American National Election Study (ANES). In that study, ANES respondents were matched with a voter file of more than 180 million observations. Enamorado and Imai (2018) conducted a lengthy and detailed clerical review, in which the matching status of 4,271 respondents was carefully evaluated. Using unlabeled data alone, PRL produces a validated turnout rate among ANES respondents that is 5 percentage points larger than the actual turnout rate in the population of interest. In contrast, by manually labeling fewer than 15% of the number of cases included in the original clerical review, the proposed methodology recovers a validated turnout rate that is within the margin of error of the true population-level turnout rate and which is virtually identical to the rate found after a more comprehensive clerical review.
The paper is organized as follows. First, I briefly describe the canonical model of probabilistic record linkage and discuss its shortcomings. Second, I introduce the proposed methodology. Third, I present the results from the two empirical applications. The first application serves as a validation exercise, while the second application highlights the advantages of the proposed methodology. Finally, some concluding remarks and avenues for future extensions are discussed.
Probabilistic Record Linkage
In this section, I start by describing how to construct an agreement pattern, perhaps the most important concept in the probabilistic record linkage literature. Then, I introduce the canonical model of probabilistic record linkage and describe how this model classifies pairs of records as matches or as non-matches. Finally, I discuss the problems and challenges a researcher might face when conducting a merge using the Fellegi-Sunter framework.
Representing Comparisons as Agreement Patterns
Suppose that we wish to merge two data sets, A and B, with sample sizes N A and N B , respectively. The problem is that the true matching status for all the N A × N B distinct pairs is unknown. Therefore, the best strategy to conduct a merge under those circumstances is to use the variables which are common to both datasets as potential identifiers. Unfortunately, in practice, most data are noisy, which means that if the variables in common are recorded with error (e.g., misspellings, missing information, etc.), an exact match on these fields would classify many true matches as non-matches. We use the function γ k (i, j) to represent the level of within-pair similarity for the kth variable between the ith observation of data set A and the jth observation of data set B. Thus, for each pairwise comparison, an agreement pattern
} represents a sequence of similarity levels across all the K variables used to link files. Intuitively, the higher the level of agreement across fields as recorded in γ(i, j), the more likely a pair of records is to be a match.
To construct each γ k (i, j), we first need to calculate a measure of distance S k (i, j) between the observed values for variable k that the ith and jth observations take. Consequently, the smaller the value of S k (i, j) the closer are the values being compared. In the case of string-valued variables, there are three prominent options for S k (·): Levenshtein, Jaro, and Jaro-Winkler; all involving character-wise comparisons of two strings (see Cohen, Ravikumar, and Let the number of agreement levels in the kth variable be denoted by L k , then, for example, if L k = 2 we have that:
where τ is a threshold value set at the discretion of the researcher -see Jaro (1989) and Winkler (1990) for examples of threshold values commonly used by the U.S. Census Bureau. 1
Of course, not all data at our disposal is perfectly recorded, and missing values are common features of social science data. The latter means that some components of γ(i, j) might be missing. That is why we define a missingness vector of length K, denoted by δ(i, j), where its kth element δ k (i, j) is equal to 1 if at least one record in the pair (i, j) has a missing value in the kth variable and is equal to 0 otherwise. Figure 1 presents an illustrative example on how agreement patterns are constructed. The 1 Note that comparisons can be classified using more than two levels e.g., using three agreement levels, we can classify comparisons into: identical (or nearly so), similar, and different.
top panels (in green) represent two artificial data sets, A and B, of 2500 and 1000 records, respectively. As noted above, the first step to obtain each γ(i, Fellegi and Sunter (1969) formalized the intuition behind the ideas of Newcombe et al. (1959) and Newcombe and Kennedy (1962) , and proposed what is today the workhorse model of probabilistic record linkage. The Fellegi-Sunter model is a two-class mixture model, where the unobserved variable M(i, j) indicates whether the ith record in the data set A and the jth record in the data set B is a match or not.
The Fellegi-Sunter Model
The model has the following structure:
where π km is a vector of length L k , containing the probability of each agreement level for the kth variable given that the pair is a match (m = 1) or a non-match (m = 0), and λ represents the probability of a match across all pairwise comparisons. Through the parameter π k0 , the model allows for the possibility that two records can have identical values for some variables even when they do not represent a match.
The model is based on three key independence assumptions: 1. the latent matching status M(i, j) is assumed to be independently and identically distributed; 2. conditional independence of the agreement levels across merging variables; and 3. missing at random (MAR).
This last assumption was recently introduced in the record linkage literature by Sadinle (2017) and Enamorado, Fifield, and Imai (2018) , to avoid ad-hoc decisions about how to represent comparisons involving a missing value. 3 Under these assumptions, the observed-data likelihood function of the model defined in equations (1) and (2) is given by,
where π kml represents the lth element of probability vector π km , i.e.,
Following the work of Winkler (1988) , the model parameters are estimated using the ExpectationMaximization (EM) algorithm (Dempster, Laird, and Rubin 1977) . 4 Note that there is no guar-3 For example, a common practice in the record linkage literature has been to categorize comparisons involving a missing value as different values (see e.g., Sariyar, Borg, and Pommerening 2012b) . 4 See appendix A.1.1 for more details on how the model parameters are obtained.
antee that the Fellegi-Sunter model will lead to one-to-one matching assignment. If the researcher is interested in imposing such a restriction, the ex-post approach of Jaro (1989) can be used. Fellegi and Sunter (1969) propose an optimal classification plan, where the goal is to separate pairs of records into three groups: matches, non-matches, and cases where model had problems in terms of classification. It is in this last group, known as the clerical review region, where the matching status of each pair of records is adjudicated by human judgement in an ex-post manner.
Fellegi-Sunter Decision Rules
Figure 2 presents the intuition behind the Fellegi-Sunter decision rules on how to separate records into groups. The idea is to select two thresholds so that the false positive and false negative rate are controlled, in other words, keep them below a certain pre-determined value by the researcher. Formally, to separate records into one of the aforementioned classes, the first step Fellegi and Sunter (1969) take is to rank observations according to their likelihood of being a match. To do so, they introduce the following weights for each agreement pattern:
where h ∈ {1, . . . , H} indexes unique instances of an agreement pattern and H represents the total number of distinct agreement patterns we observe in the data. Note that larger FellegiSunter weights imply more support in favor of the hypothesis that the pairs of records (i, j)
with agreement pattern γ h are a match.
The next step in the process is to order pairs and obtain an upper threshold W 1 from:
and, similarly, a lower threshold W 2 from:
where c 1 and c 2 represent values for the false positive and false negative rates that the researcher feels comfortable with e.g., c 1 = c 2 ≤ 0.01. Fellegi and Sunter (1969) proved that the the area between W 1 and W 2 , the clerical review region, is optimal in the sense that there is no other decision rule, for the same level of error tolerance, that will include fewer observations. 
A Mismatch Between True and Estimated Error Rates
Oftentimes, due to the large number of cases in the clerical review region, researchers avoid a case-by-case manual labeling process; pairs of records are either divided into matches and nonmatches, or as recently proposed in Enamorado, Fifield, and Imai (2018) the probability of being a match can be used to control for the uncertainty related to the merging process in subsequent empirical analysis. As noted by Winkler (2002) , these approaches are appropriate so long as the overlap between datasets is large, the set of matches and non-matches are well separated, typographical error rates are low or at most moderate, and there are enough fields in common between datasets to overcome faulty data in an specific field. Moreover, as noted by Sadinle (2017) , there is always the hope that model assumptions are met (at least in expectation), so that the mixture classes correspond to the set of matches and non-matches.
In situations where those conditions are not met, authors like Thibaudeau (1993 ), Winkler (1993 , Thibaudeau (1993) , Belin and Rubin (1995) , Larsen and Rubin (2001) , Winkler (2006) , Winkler and Yancey (2006) , Herzog, Scheuren, and Winkler (2010) Murray (2016) , Herzog, Scheuren, and Winkler (2010) , Sadinle (2017) , and Enamorado, Fifield, and Imai (2018) the mismatch between true and estimated false negative rates is illustrated (red shaded area).
Moreover, these differences between true and estimated error rates are not greatly improved when relaxing some of the model assumptions made in the Fellegi-Sunter framework (Larsen and Rubin 2001 , Sadinle 2017 , and Enamorado, Fifield, and Imai 2018 . Thus, the question is:
can we improve upon the performance of the Fellegi-Sunter model while still retain some of its advantages, such as its simplicity and scalability? The next section lays out a solution that applies selective human judgement to improve the performance of the Fellegi-Sunter model in these scenarios. 
Active Learning for Probabilistic Record Linkage
In this section, I start by presenting a brief description of different machine learning approaches for classification tasks. In addition, I situate the proposed method in the related literature, with an emphasis on how it is designed to directly overcome the drawbacks of previous approaches that aim to incorporate human judgement into probabilistic record linkage. The latter is fol-lowed by a detailed description of the proposed methodology.
Background
In the machine learning literature, unsupervised learning is a task where only unlabeled observations are used to learn the inherent structure of the data. In classification problems, this translates into learning the unobserved group assignment of different observations. The Fellegi-Sunter model is an example of an unsupervised learning algorithm. For each pairwise comparison, we observe its corresponding agreement pattern (γ(i, j)), and use this information to predict (learn) its unobserved matching status (M(i, j)).
In contrast to unsupervised learning, supervised learning uses labeled data only i.e., observations for which both the predictors and the outcome (labels) are observed. The main advantage of supervised learning over unsupervised learning is that we can actually test how effective a method is, as we have at our disposal objective measures of what constitutes success e.g., how far is our prediction from the truth (Hastie, Tibshirani, and Friedman 2009) . In record linkage, supervised learning corresponds to a situation where for each pair of records we observe both its agreement pattern and its true matching status.
Semi-supervised learning aims to encompass the ideas behind supervised and unsupervised learning. In other words, in semi-supervised learning, to train a model we make use labeled and unlabeled data. Still, the problem is that due to the scarcity of labeled data, the amount of unlabeled data at our disposal is orders of magnitude larger. Therefore, for the model to extract signal from the labeled data and not be informed by unlabeled data alone, it is key to increase its relative importance in a principled way. An additional hurdle is that only in exceptional cases a researcher will have access to labeled data. Thus, for semi-supervised learning to be incorporated into any record linkage framework, it is important to find efficient ways to obtain the most informative labeled data. Larsen and Rubin (2001) and Winkler (2002) , introduce semi-supervised learning to improve the performance of the Fellegi-Sunter model. They show that by including labeled data in a probabilisitic record linkage framework the mismatch between true and estimated error rates can be greatly reduced.
In particular, Winkler (2002) building on the work of Nigam et al. (2000) proposed a model that combines unlabeled and (pre-existing) labeled data to learn the best set of decision rules to divide pairwise comparisons into either matches or non-matches. One of the main advantages of this method is that it balances how much the labeled and unlabeled data contribute to the likelihood of observing an agreement pattern. Thus, the amount of labeled data does not need to be large but a representative sample of the data of interest. Using this approach, Winkler (2002) finds that the Fellegi-Sunter model, under the conditional independence assumptions discussed in section 2.2, is quite accurate in terms of producing error rates that are statistically indistinguishable from the truth. However, as recognized by Nigam et al. (2000) and Winkler (2002) , the main disadvantage of this method is that the set of labeled cases need to exist before training a model. In addition, labeled cases need to be a representative sample of the datasets being merged. For example, Sariyar, Borg, and Pommerening (2012a) note that because of the low frequency of some comparisons, building a representative sample for labeling is a difficult and prohibitively time-consuming task. Larsen and Rubin (2001) , on the other hand, propose an iterative procedure that, as a first step, selects among multiple Fellegi-Sunter style candidate models. 5 Once a model is selected, the second step is to define a clerical review region using a similar procedure as the one described in section 2.3. After those cases are manually labeled, the third step is to fit the model again using labeled and unlabeled data. Finally, these steps are repeated until the number of observation labeled as matches is minimal. Similarly to Winkler (2002) , Larsen and Rubin (2001) find that when labeled data is included to recover the parameters of a Fellegi-Sunter model, the estimated false positive and false negative rates are close to the true error rates.
A major caveat with the approach of Larsen and Rubin (2001) is that the number of cases for clerical review, at each iteration, tends to be incredibly large. The reason, as noted above, is that for a semi-supervised model to learn from labeled data and not be guided by unlabeled data alone, labeled observations need to be abundant and at least represent a reasonable fraction of the unlabeled cases (Winkler 2002) . Of course, one way to achieve such a goal is to label as many cases as possible. For example, Larsen and Rubin (2001) merged datasets of roughly 10 thousand records each, and had to manually label between two and ten thousand pairs of record to improve the performance of the model. In practice, labelling more than a few thousand cases may take more than a couple days, even for an experienced clerk (Winkler 1995) . Therefore, scalability concerns about this approach arise.
The Proposed Method
To overcome the aforementioned challenges, I propose an active learning approach for probabilisitic record linkage. Active learning is a special form of semi-supervised learning that does not require any pre-existing labeled data. In active learning, labels are obtained when a classifier (the model) interactively queries an oracle (a human) about a sample of cases where it has problems to adjudicate labels (cases difficult to classify). Therefore, a classifier can be initially trained using unlabeled data only and subsequently incorporate human judgement into the process by manual labeling for those cases difficult to classify. 6 Thus, in probabilistic record linkage problems, active learning directly addresses the practical issues with the methods of Larsen and Rubin (2001) and Winkler (2002) , as no pre-existing labeled data is needed and, by requiring a small sample of those cases that are difficult to classify, clerical review tasks can be dramatically reduced.
As noted in table 1, this paper incorporates the virtues of the approaches of Larsen and Rubin (2001) and Winkler (2002) , and addresses their main drawbacks using active learning. Additionally, it lays out a sampling scheme specifically designed to tackle the mismatch between true and estimated error rates. It differs from other active learning approaches to record linkage (Sarawagi and Bhamidipaty 2002 , Bilenko 2006 , Bellare et al. 2012 , and Sariyar, Borg, and Pommerening 2012a as it is embedded a probabilistic record linkage framework. Furthermore, the proposed method directly learns from both labeled and unlabeled data -not only from labeled data as it is the case in the above-mentioned works. Finally, as recognized by Bilenko 6 See Settles (2010) for a great introduction to active learning.
2006, while those active learning approaches to record linkage are quite appealing, scalability to large datasets is still a concern because the number comparisons needed grows quadratically with the size of the datasets in question. Under the recent computational improvements proposed by Enamorado, Fifield, and Imai (2018) , the Fellegi-Sunter model becomes a promising tool in an active learning framework for probabilistic record linkage.
The Algorithm
The basic idea behind the proposed method is to efficiently incorporate human judgement, in the form of manually labeled cases, directly into the Fellegi-Sunter model. Due to the iterative nature of active learning, it is best to explain the proposed method through each one of its steps. This is done as follows:
Step 1. Initialization: as in most record linkage tasks, we do not observe the true matching status for any pairwise comparison in the cross-product (N A × N B ) of two datasets A and B. Thus, in this step, we fit the Fellegi-sunter model with unlabeled data only and under the assumptions described in section 2.2. As in the Fellegi-Sunter framework, we learn the threshold W 1 and W 2 (illustrated in figure 2) using the estimated parameters of the model. These thresholds will serve to guide the selection of cases to be included in the clerical review process.
Step 2. Sampling informative cases: in active learning, uncertainty sampling is one the most popular ways to query cases for which the learning algorithm is the least certain about (Lewis and Catlett 1994) . For example, in probabilistic record linkage, uncertainty sampling will prioritize labeling efforts in cases where the probability of being a match
In uncertainty sampling, the prioritization of queries happens in a stream-based fashion i.e., an observation that is difficult to be classified is manually labeled first, the model is fitted to the data again, and then another observation is requested for labeling. Only when the cases predicted as the most difficult for classification are labeled, observations that are farther away in that regard are considered for labeling. In record linkage applications, since labeling is an expensive and time-consuming task, a stream-based strategy is not 7 Formally, given the observed comparison data, γ(i, j), to select the least confident case, we choose γ(i, j) * = arg max γ (i,j) (1 −ξ ij ), whereξ ij = max{ξ ij , 1 − ξ ij }. As a consequence observations with ξ ij = 0.50 are the ones with the smallest margin between classes, and therefore the most uncertain ones in terms of matching status. ideal as it would take a lot of time and effort (in terms of labeling) to reach cases that are blatant errors that the model predicts as accurate classifications as it is illustrated in figure 3.
To solve this problem, in this paper, I will follow a pool-based approach to select pairwise comparisons to be queried. The latter means that many observations will be chosen for labelling simultaneously. To that end, let W c denote the Fellegi-Sunter weight associated with observation(s) that have a match probability ξ h = c, where e.g., c = 0.50. Then, our measure of uncertainty sampling w h can be written as:
where h indexes observed agreement patterns and K(·) is a kernel function centered around W c e.g., a Gaussian kernel. Thus, if we select N L observations for manual labeling, the number of randomly sampled cases per unique agreement pattern will be given by:
where
Note that if we were to follow the Fellegi-Sunter decisions rules to define a clerical review region, all the observations in the blue shaded area (left panel of figure 4) would be checked by clerks. However, the sampling scheme proposed in this paper will focus its attention in pairwise comparisons around W c . In other words, observations in the green shaded region (right panel figure 4) are more likely to be selected, but by virtue of random sampling, a few observations to the left (right) of W 2 (W 1 ) will be selected as well. 8
Step 3. Clerical review: after N L pairwise comparisons have been selected for clerical review, the researcher will have to manually adjudicate the matching status for each of them (pseudo truth). In practice three options are given to classify the pair of records: match, non-match, and inconclusive. In the first two cases, a pair of records is considered labeled data, while in the last it is still considered unlabeled. Step 4. Incorporate newly labeled cases into the model: to incorporate labeled data into the Fellegi-Model, as Winkler (2002), we will follow the EM-Ω approach of Nigam et al. (2000) for semi-supervised learning. The idea is to find the best set of parameters that fit both the labeled data and unlabeled data within the Fellegi-Sunter model. The problem is that in record linkage applications, as it is the case for most semi-supervised learning tasks as well, the amount of labeled data overwhelms the information one can extract from the labeled data in a likelihood framework. Hence, a balancing weight Ω ∈ [0, 1] whose purpose is to down-weight the importance of the unlabeled data is needed. Note that for smaller (larger) values of Ω, the less (more) information the unlabeled data brings to the model.
Let T(i, j) = t denote the label status of a pair of records, that is, if t = 1 the matching status for the pair (i, j) has been labeled by a clerk, while if t = 0 it means that the matching status is still unobserved (unlabeled). Then, the complete data log-likelihood for this modified version of Fellegi-Sunter model can be written as:
This is a non-concave problem, for which a local maximum can still be found with the EM algorithm. Actually, under the conditional independence assumptions made in section 2.2, closed-form solutions exists for all the parameters of the model (see Appendix A.1.2).
Step 5. Stopping criteria: if the difference between the parameters of the models is larger than some pre-defined e.g., 0.0001, the process stops. If not, we cycle through Step 2 to 5 until the stopping criteria is met.
As it will be demonstrated in the next section via two empirical applications, adopting an active learning approach and the use of the sampling scheme proposed in this paper results in a more robust probabilistic record linkage process.
Empirical Applications
As noted throughout this paper, the lack of a unique identifier that links datasets is a common problem faced by researchers when merging datasets. Still, additional challenges might appear as well e.g., the potential identifiers for the merge are noisy, the number of potential identifiers is small, the information in those identifiers is not rich enough to separate matches from not matches, etc. These are all situations where previous probabilistic record linkage models perform poorly. In this section, I test the robustness and demonstrate the advantages of the proposed methodology in two empirical applications. The first application validates the method as the true matching status for each pair of records is known ex-ante. In the second application, I will revisit a turnout validation study that involved one of the most extensive, detailed, and time-consuming clerical reviews in the social sciences.
A Validation Study: Merging Data on Local-level Politicians in Brazil
Instead of making use of synthetic data to test the performance of the model, I validate the model by merging two datasets where the true matching status is know. To do this, I merge data on local-level candidates in Brazil for the 2012 and 2016 municipal elections. They were obtained from the Tribunal Superior Eleitoral (TSE), the Brazilian office in charge of electoral matters. Each dataset contains information for more than 450,000 local politicians spread across the 5,570 Brazilian municipalities. In addition, these datasets contain more than 20 variables with information about the office for which a candidate was running, her party affiliation, the coalition she represented (if any), whether they were elected or not, and other information. 9
Among all the variables, only six can help identify an individual across the two datasets:
names, date of birth, marital status, the municipality and state where they were candidates, and the Cadastro de Pessoas Físicas (CPF), which is the Brazilian individual taxpayer registry identification number. Indeed, what makes these datasets ideal to validate the proposed method is that they include the CPF which is a unique identifier for each candidate. Furthermore, while the CPF is perfectly recorded for each individual, the other potential identifiers between datasets are not as they are manually entered into the database making them subject to misspellings and other types of errors. In addition, some of these fields might have changed over the course of four years e.g., marital status and names.
Merging two datasets with more than 450,000 records each would result in more than 200 billion comparisons. To reduce the number of comparisons, a blocking scheme is necessary.
Specifically, for each local-level politician, the data is blocked by state of residence and gender. Such a strategy results in 52 merges (26 states times two gender categories). The block size ranges from 309 thousand pairs (Roraima/Female) to 3 billion pairs (São Paulo/Male) with the median value of 52 million pairs (Mato Grosso/Male). To make comparisons possible, I use three levels of agreement (different, similar, identical (or nearly so)) for the following variables: first name, last name, and age. For the string-valued variables we used Jaro-Winkler as our measure of distance with 0.88 and 0.94 as the thresholds (see Winkler 1990 ).
In the case of age, the L1 norm was used with thresholds: 1 and 2.5 (see Jackman and Spahn 2018 and Enamorado and Imai 2018 for similar choices). The remaining variables: municipality name and marital status, were compared based on whether or not they had an identical value. 9 The data used in the application can be directly from the TSE here: http://www.tse.jus.br/eleicoes/ estatisticas/repositorio-de-dados-eleitorais-1/repositorio-de-dados-eleitorais
Note that while the amount of missing information per merging field is not too large (less than 1 percent), if an exact match based on these fields were to be conducted, only 61% of the more than 168 thousand true matches would be recovered due to other sources of noise in the data (e.g., typographical errors). Brazil (2012 Brazil ( -2014 . Merging is based on the Fellegi-Sunter model ("Fellegi-Sunter"), the proposed methodology ("Active learning"), and the unique identifier ("Actual"). Overall, the proposed method produce rates that are almost identical to their true counterparts. Table 2 summarizes the results of the merge. In terms of match rates, estimates from the Fellegi-Sunter model would lead to a match rate that is 5 percentage points larger than the truth. Using the proposed method with Ω = 0.01, the match rate we obtain is only 0.29 percentage points apart from the true. For each of the 52 blocks, I label 20 record pairs, and after only two iterations of the proposed model, convergence was achieved. The latter results in manual labeling the matching status of 2,080 pairs of records, which represents 4% of the clerical review region suggested by the Fellegi-Sunter framework (53,502 cases).
The second row of table 2 shows that if one wanted to study the rate of party-switching between 2012 and 2016, the estimated rate using the Fellegi-Sunter model would be 5 percentage points larger that the truth. In contrast, the party-switching rate obtained from the proposed methodology is virtually the same as the one we would obtained by merging the datasets using the unique identifier. As shown in appendix A.3.1 these results are robust to the selection of Ω conditional on its value being positive but small. Moreover, in the same appendix I explore the effects of combining the proposed procedure with a noisy labeler. I find that if more than 30% manual mis-classifications (completely at random) are made, the rate of matches and party-switchers are as biased as the ones obtained from fitting the Fellegi-Sunter to unlabeled data. Figure 5 presents precision and recall rates, two common measures used to assess the accuracy of a classifier. The precision rate represents the share of true matches out of all the records classified as matches. The recall rate, on the other hand, denotes the share of true matches that we were able to recover. 10 Figure 5 shows that both in terms of precision (left panel) and recall (right panel) rates, active learning (black solid circles) produces estimates that are much closer to the truth if compared to the ones obtained from the Fellegi-Sunter model alone (blue solid triangles). In terms of bias and root mean squared error, we can see that active learning significantly outperforms the Fellegi-Sunter model by producing estimates that much closer to the truth. All these improvements are important, as accurate parameters estimates in probabilistic record linkage are key to properly account for the uncertainty in the merging process (Enamorado, Fifield, and Imai 2018) .
Finally, to illustrate why the proposed sampling scheme is an efficient use of human judgement to improve the accuracy of probabilistic record linkage, figure 6 presents precision and 10 These rates are obtained as a weighted averages using the match probability as weights. Under some mild assumptions, that strategy is shown to be appropriate by Enamorado, Fifield, and Imai (2018) . In particular, one of the most important conditions is that the rankings obtained from the Fellegi-Sunter and Enamorado, Fifield, and Imai (2018) are equivalent. As shown in Appendix A.2 this is indeed the case.
recall rates obtained from: 1. the proposed methodology ("Uncertainty sampling"); and 2.
the proposed methodology but replacing uncertainty with random sampling ("Random sampling"). As it can be noted in the figure, by labelling the matching status of 20 pairs of records (per block and iteration), the proposed method achieves precision and recall rates of 99% and 93%, respectively. If instead of uncertainty sampling, we use random sampling in step 3, we would need to label more than 200 pairs of records (per block and iteration) to achieve similar levels of accuracy. In other words, instead of labeling 2,080 pairs of records, we would require to manually adjudicate the matching status of 10 times that quantity. These results corroborate what the previous literature on active learning has found i.e., random sampling is not an optimal approach to select informative cases (see Settles 2010) . and recall (blue) rates across different amounts of labeled data per iteration and block group used for the merge. The recall rate refers to the share of true matches found, while the precision rate represents the share of true matches among declared matches. The estimates obtained from the proposed method (solid lines) dominate those from the replacing uncertainty with simple random sampling (dashed lines).
Validating Turnout for the 2016 ANES
The American National Election Studies (ANES) is one of the most prestigious and methodologically rigorous public opinion study in the United States. The target population of the ANES are U.S. citizens eligible to vote. Since 2008, the ANES is carried out via two interview modes: the traditional face-to-face interviews; and the nowadays more common Internet interviews. The face-to-face component of the ANES is a multi-stage stratified cluster sample of residential addresses, which due to financial constraints does not include Alaska and Hawaii.
The Internet component of the ANES is a random sample of residential addresses in all the 50 U.S. states and the District of Columbia -from these addresses, individuals are selected to be part of the study. In 2016, out of 4,271 ANES respondents, 1,181 were face-to-face and 3,090 were Internet respondents; and the corresponding attrition rate from the pre-election to post-election surveys was 10% for the face-to-face and 16% for the Internet component. 11
Motivated by the large gap between self-reported and validated turnout rates for previous ANES studies, to make comparisons possible, we selected three levels of agreement (different, similar, identical (or nearly so)) for the following variables: first name, last name, street name, and age. For the string-valued variables we used Jaro-Winkler as our measure of distance with the following thresholds: 0.85 and 0.94. In the case of age, the L1 norm was used with thresholds: 1 and 2.5. The remaining variables, house number and zip code, were compared based on whether they had an identical value or not. , conducted an extensive and time-consuming clerical review for each ANES respondent. Unlike the previous empirical application (section 4.1) where the ground truth is known ex-ante, the goal of the clerical review was to approximate the truth (pseudo-truth) by product of strenuous manual coding. The clerical review discarded 280 falsematches for the ANES for which it was found that a survey respondent is matched with a different individual.
The proposed method revisits the results in . In particular, for 11 For more details on the sampling design see American National Election Studies (2017) and DeBell et al. (2016) .
Step 2 (sampling informative cases) the number of observations selected for manual labeling was set to the minimum between 10 and the total amount of ANES respondents per blockgroup. In practice, the latter is done because there are states like Hawaii and South Dakota for which the ANES only interviewed a limited number of individuals -in those instances, labeling more pairs than observations available would be inefficient as it would be enough to check the best match available for those observations. In all, by implementing the active learning approach here, only 644 record pairs needed to be labeled, which represents 15% of the original clerical review conducted by Table 3 summarizes the results for the match rate among the ANES respondents. The match rate is given separately for the face-to-face and Internet samples as well as for the combined sample ("Overall"). The results are based on the Fellegi-Sunter model with unlabeled data ("Fellegi-Sunter"), the original clerical review in ("clerical review") and the proposed method ("Active learning"). As a reference, two estimates of the registration rate are presented here. The first ("Voter file active") is the total number of registered "active" voters in the voter file divided by the number of eligible voters. Given that the exact definition of active voters varies by state and some states do not distinguish active and inactive voters, these estimates may still overestimate the actual registration rate in the population. The second one is the estimated registration rate based on self-reports from the Voter Supplement of the Current Population Survey (CPS) from the U.S. Census Bureau, which is an additional questionnaire of the CPS focusing on voting and registration that typically produces estimates close to the actual rates observed in the population. Table 3 shows that the match rates based on the Fellegi-Sunter model using unlabeled data alone ("Fellegi-Sunter") are similar to the registration rates based on active voters -which as noted above might be an overestimate of the actual rate. In contrast, the estimates obtained from the proposed methodology cannot be statistically distinguished from the most comprehensive clerical review estimates. The turnout rates produced from the clerical review of En- To further explore the gains of labeling just a small number of observations, the validated turnout rates are presented in table 4. These validated turnout rates are calculated as a weighted average of the binary turnout variable from the voter file where the match probability is used as a weight. Again, the results obtained from the Fellegi-Sunter model ("Fellegi-Sunter") , the clerical review of Enamorado and Imai 2018 ("clerical review") , and the proposed methodology ("Active learning") are compared with the actual turnout rates based on the voter file ("Voter file") and the United States election project ("Election project"). The standard errors that account for the sampling design of the ANES are given in parentheses.
In table 4, we see a similar pattern as in table 3. Due to not properly accounting for false positives, the validated turnout rate obtained from the Fellegi-Sunter model alone is 5 percentage points larger than the rates from the comprehensive clerical review and the proposed method. While both measures get closer to the actual turnout rates observed in the population, active learning requires only labeling 644 cases, while the comprehensive clerical review of Enamorado and Imai 2018 involved more than 6 times as many. Finally, it is worth noting that the closeness between validated and actual turnout rates can be considered evidence in favor that through a rigorous sampling procedure the ANES is able to account problems like unit non-response and attrition, and still be representative of its target population. Table 4 : Validated Turnout Rates among the Survey Respondents from the 2016 ANES. The turnout rates are computed separately for the face-to-face and Internet samples as well as together for the overall sample. The validated turnout rates obtained from the probabilistic model alone ("Fellegi-Sunter"), the model plus clerical review ("clerical review"), and the proposed methodology ("Active learning") are compared to the actual turnout rate for the corresponding target population based on the voter file and the data from the United States election project. The standard errors are given in parentheses.
Concluding Remarks and Future Work
Incorporating information from multiple sources is at the core of social science research. In scenarios where a unique identifier is missing, the Fellegi-Sunter model of probabilistic record linkage has been proven to be a useful tool, especially in situations where the overlap between the datasets to be merged is large and the amount of noise in the data is moderate. However, in many common situations, the data at hand is far from perfect, which leads to poor estimates for the false match and false non-match rates when using the the Fellegi-Sunter model. To detect such problems, the researcher has to rely on lengthy clerical reviews or ad-hoc methods such as random spot checking.
In this paper, through active learning, I propose a method that efficiently incorporates human judgement into parameter estimation of probabilistic record linkage models. The method not only approximates error rates quite well, but offers guidance in how to conduct a clerical review that requires manual labeling a small sample of the most informative cases i.e., those instances where the probabilistic model has problem adjudicating the matching status of a pair of records. Of course, there is a price: manual labeling the matching status of a few cases. However, as shown in the empirical applications, even when merging large datasets, the accuracy gains outweighs the costs.
While the proposed methodology offers a robust approach to probabilistic record linkage, incorporating such a technique with generative models that aim to model comparisons in a more flexible way i.e., beyond agreement patterns, could be an interesting avenue of future research. In addition, to further improve the proposed methodology, it is critical to find ways about how to find an optimal number of pairs to be labeled at each iteration; an open question in the active learning literature. Finally, even when the Fellegi-Sunter offers an excellent first approximation to many record linkage tasks, the combination of ensemble methods and semisupervised appears to be a promising way to improve probabilistic record linkage. 
A Supplementary Appendix

A.1 Expectation Maximization (EM) Algorithm
A.1.1 EM for the Fellegi-Sunter Model
From the E-Step, we can compute the match probability for each pair using the Bayes rule as follows:
and from the M-Step we obtain:
with a suitable set of starting values we cycle through the E and M-Steps until some convergence criteria is met e.g., the log-likelihood of the model increases less than a certain threshold (see Enamorado, Fifield, and Imai 2018) .
A.1.2 EM-Ω
In the case of the proposed method, for unlabeled observations (t = 0), the E-step takes the following form:
For labeled data (t = 1), the matching status is fixed at the qualitative assessment made by the researcher: 
A.2 Equivalence between Rankings
Proposition 1: the ranking obtained by sorting agreement patterns according to their FellegiSunter weights (W ij ) is the same as the one would obtain by using the probability of being a match (ξ ij ) instead.
Proof: Note that for every observed agreement pattern h ∈ {1, . . . , H}, where H is the total number of observed agreement patterns, if we divide the numerator and denominator of equation 12 by λ Pr(γ h | M h = 0) we get:
where R h = Pr(γ h |M h = 1) Pr(γ h |M h = 0) . After some rearranging, the equation above is equivalent to:
λ is always positive and and in record linkage problems strictly larger than 1. Thus, if ξ h increases, so does R h as
(1−ξ h ) 2 > 0. Therefore, since the logarithm is a monotonically increasing function, that means that for h and h , with h = h and ξ h ≥ ξ h , we have that W h = log R h ≥ log R h = W h . The latter is true for any pair of agreement patterns, so the ranking induced by ξ h is preserved by W h .
Following a similar rationale, one can argue that W h = log R h ≥ log R h = W h if and only if R h ≥ R h . The latter directly implies that ξ h ≥ ξ h for every pairwise comparison between agreement patterns. Therefore the rankings from both approaches are equivalent.QED. Brazil (2012 Brazil ( -2014 . Merging is based on the Fellegi-Sunter model ("Fellegi-Sunter"), the proposed methodology ("Active learning") for three values of Ω, and a unique identifier ("Actual"). Overall, the proposed method produce rates that are almost identical to their true counterparts. Brazil (2012 Brazil ( -2014 . Merging is based on the proposed methodology ("Active learning") for three values of manual mis-classification, and a unique identifier ("Actual"). Mis-classifications are added completely at random to the labeled data. For active learning, Ω is set to 0.01. Fellegi-Sunter') , the model plus clerical review ("clerical review"), and the proposed methodology ("Active learning") for three values of Ω. The standard errors are given in parentheses.
A.3.2 Validating Turnout for the 2016 ANES
