In this paper we introduce a class of hypergraphs that we call chordal. We also extend the definition of triangulated hypergraphs, given in [9] , so that a triangulated hypergraph, according to our definition, is a natural generalization of a chordal (rigid circuit) graph. In [7] , Fröberg shows that the chordal graphs corresponds to graph algebras, R/I(G), with linear resolutions. We extend Fröberg's method and show that the hypergraph algebras of generalized chordal hypergraphs, a class of hypergraphs that includes the chordal hypergraphs, have linear resolutions. The definitions we give, yield a natural higher dimensional version of the well known flag property of simplicial complexes. We obtain what we call d-flag complexes.
Introduction and preliminaries
Let X be a finite set and E = {E 1 , . . . , E s } a finite collection of non empty subsets of X . The pair H = (X , E) is called a hypergraph. The elements of X and E, respectively, are called the vertices and the edges, respectively, of the hypergraph. If we want to specify what hypergraph we consider, we may write X (H) and E(H) for the vertices and edges respectively. A hypergraph is called simple if: (1) |E i | ≥ 2 for all i = 1, . . . , s and (2) E j ⊆ E i implies i = j. If the cardinality of X is n we often just use the set [n] = {1, 2, . . . , n} instead of X .
Let H be a hypergraph. A subhypergraph K of H is a hypergraph such that X (K) ⊆ X (H), and E(K) ⊆ E(H). If Y ⊆ X , the induced hypergraph on Y, H Y , is the subhypergraph with X (H Y ) = Y and with E(H Y ) consisting of the edges of H that lie entirely in Y. A hypergraph H is said to be d-uniform if |E i | = d for every edge E i ∈ E(H). Note that a simple 2-uniform hypergraph is just an ordinary simple graph.
Throughout the paper we denote by R the polynomial ring k[x 1 , . . . , x n ] over some field k, where n is the number of vertices of a hypergraph considered at the moment. By identifying each vertex v i ∈ X (H) with a variable x i ∈ R, we may think of an edge E i of a hypergraph as a monomial x Ei = j∈Ei x j in R. Employing this idea, we may associate to every simple hypergraph H, a squarefree monomial ideal in R. The edge ideal I(H) of a hypergraph H is the ideal I(H) = (x Ei ; E i ∈ E(H)) ⊆ R, generated "by the edges" of H. This yields the hypergraph algebra R/I(H).
In this way we obtain a 1-1 correspondence simple hypergraphs on [n] squarefree monomial ideals I ⊆ R = k[x 1 , ..., x n ] .
Recall that an (abstract) simplicial complex on vertex set [n] is a collection, ∆, of subsets of [n] with the property that G ⊆ F, F ∈ ∆ ⇒ G ∈ ∆. The elements of ∆ are called the faces of the complex and the maximal (under inclusion) faces are called facets. The dimension, dim F , of a face F in ∆, is defined to be |F | − 1, and the dimension of ∆ is defined as dim ∆ = max{dim F ; F ∈ ∆}. Note that the empty set ∅ is the unique −1 dimensional face of every complex that is not the void complex {} which has no faces. The dimension of the void complex may be defined as −∞. The r-skeleton of a simplicial complex ∆, is the collection of faces of ∆ of dimension at most r. Let V ⊆ [n]. We denote by ∆ V the simplicial complex
For convenience, we consider 0 to be a natural number, i.e., N = {0, 1, 2, 3,
n is called a squarefree vector in N n . We may identify j with the set V ⊆ [n], where i ∈ V precisely when j i = 1. Since this correspondence between the V and the j is bijective, we may also denote ∆ V by ∆ j .
Given a simplicial complex ∆, we denote by C.(∆) its reduced chain complex, and bỹ H n (∆; k) = Z n (∆)/B n (∆) its n'th reduced homology group with coefficients in the field k. In general we could use an arbitrary abelian group instead of k, but we will only consider the case when the coefficients lie in a field. For convenience, we define the homology of the void complex to be zero.
Let ∆ be an arbitrary simplicial complex on [n]. The Alexander dual simplicial complex ∆ * to ∆, is defined by
Note that (∆ * ) * = ∆.
The edge ideal was first introduced by R. H. Villarreal [16] , in the case when H = G is a simple graph. After that, hypergraph algebras has been widely studied. See for instance [4, 5, 9, 10, 11, 12, 13, 15, 17] . In [9] , the authors use certain connectedness properties to determine a class of hypergraphs such that the hypergraph algebras have linear resolutions. Furthermore, nice recursive formulas for computing the Betti numbers are given.
Perhaps the most common way to study the connections between the combinatorial information contained in a hypergraph, and the algebraic information contained in the corresponding hypergraph algebra, is the one given by the Stanley-Reisner correspondence, which is a 1-1 correspondence: simplicial complexes on [n] squarefree monomial ideals
Here, a monomial x F is an element in I ∆ precisely when F is a non face in ∆. Note that using the above two 1-1 correspondences, we also get a 1-1 correspondence between the class of simple hypergraphs on [n] , and the class of simplicial complexes on [n] .
Let H = ([n], E(H)) be a simple hypergraph and consider its edge ideal I(H) ⊆ R. Note that R/I(H) is precisely the Stanley-Reisner ring of the simplicial complex
This is called the independence complex of H. The edges in H are precisely the minimal non faces of ∆(H).
Thus, we may think of the edges of a simple hypergraph as the minimal non faces of a simplicial complex or, equally well, the relations in the k-algebra R/I(H). The connections between a (hyper)graph and its independence complex are explored in, for example [4, 7, 13] .
Another way to use hypergraphs to investigate the properties of simplicial complexes was introduced in [5] by S. Faridi. Given a simplicial complex ∆, denote by {F 1 , . . . , F t } the set of facets of ∆. Faridi then defines another squarefree monomial ideal, the facet ideal of ∆,
In several papers, for example [5, 6, 17] , properties of simplicial complexes are studied via the combinatorial properties of their facet ideals. Note that the set of facets of ∆ is a simple hypergraph.
In section 4, we introduce the classes of chordal and triangulated hypergraphs. The definition of triangulated hypergraph is almost identical to Definition 5.5 in [9] , however, ours is more general. These classes of hypergraphs illustrates that d-uniform hypergraphs behaves much like ordinary simple graphs. However, there are familiar properties of graphs that do not translate immediately to d-uniform hypergraphs. See for instance Remark 4.1 and Example 1.
It is well known, see [8] , that chordal graphs are characterized by the fact that they have perfect elimination orders. We show that this remain true for hypergraphs.
In Theorem 4.1 we show that the properties of being triangulated, chordal, and having a perfect elimination order, are equivalent also for hypergraphs.
In section 5 we introduce the class of generalized chordal hypergraphs, which includes the chordal hypergraphs, and show that the corresponding hypergraph algebras, R/I(H), have linear resolutions. Our method of proof is a natural generalization of one used by R. Fröberg in [7] . There, Fröberg characterizes, in terms of the complementary graphs 
. ).
By Theorem 5.1, we obtain a partial generalization of Fröberg's theorem.
Let ∆ be an arbitrary simplicial complex, such that the Stanley-Reisner ring R/I ∆ has linear resolution. Then we know that the generators of I ∆ all have the same degree, d say. Thus, we may think of R/I ∆ as a hypergraph algebra R/I(H) for some d-uniform hypergraph H. However, we will look at things in another way. The complementary hypergraph H c , of a d-uniform hypergraph H, is defined as the hypergraph on the same set of vertices as H, and edge set
The edges of H c may, in a natural way, be thought of as the (d − 1)-dimensional faces in the independence complex ∆(H), of H. This is how Fröberg looks at things when he proves his theorem. We show that the complex ∆(H) is completely determied by the edges in H c , which gives us the notion of d-flag complexes.
Resolutions and Betti numbers
To every finitely generated graded module M over the polynomial ring R = k[x 1 , . . . , x n ], we may associate a minimal (N-)graded free resolution
where l ≤ n and R(−j) is the R-module obtained by shifting the degrees of R by j. Thus,
The natural number β i,j (M ) is called the ij'th N-graded Betti number of M . If M is multigraded we may equally well consider the N n -graded minimal free resolution and Betti numbers of M . The difference lies just in the fact that we now use multigraded shifts R(−j) instead of N-graded ones. The total i'th Betti number is β i (M ) = j β i,j . For further details on resolutions, graded rings and Betti numbers, we refer the reader to [1] , sections 1.3 and 1.5.
The Betti numbers of M occur as the dimensions of certain vector spaces over k = R/m, where m is the unique maximal graded ideal in R. Accordingly, the Betti numbers in general depend on the characteristic of k. A minimal free resolution of M is said to be linear if for i > 0, β i,j (M ) = 0 whenever j = i + d − 1 for some fixed natural number d ≥ 1.
In connection to this we mention the Eagon-Reiner theorem. Hence the total i'th Betti number may be expressed as
Proof. See [1] , Theorem 5.5.1.
If one has N n -graded Betti numbers, it is easy to obtain the N-graded ones via
Thus,
Recall that if we have an exact sequence of complexes,
there is a long exact (reduced) homology sequence associated to it
When we prove Theorem 5.1, we will use this homology sequence in the special case where it is associated to a simplicial complex as follows.
Suppose we have a simplicial complex N and two subcomplexes L and M , such that N = L ∪ M . This gives us an exact sequence of (reduced) chain complexes
The non trivial maps here are defined by x → (x, −x) and (x, y) → x + y.
The long exact (reduced) homology sequence associated to this particular sequence, is called the Mayer-Vietoris sequence. More about the Mayer-Vietoris sequence can be found in [14] , section 4.4.
The classes of chordal and triangulated hypergraphs
In this section, all hypergraphs are assumed to be simple and d-uniform. Definition 4.1. Two distinct vertices x, y of a hypergraph H are neighbours if there is an edge E ∈ E(H), such that x, y ∈ E. For any vertex x ∈ X (H), the neighbourhood of x, denoted N (x), is the set N (x) = {y ∈ X (H) ; y is a neighbour of x}. Note that the notation N V [x] will only occur in this remark and the example below. The fact that we do not make any greater use of it, is intimately connected to, and in a sense illustrates, the properties of the hypergraphs that we are to consider. If H is a hypergraph, we associate a simplicial complex ∆ H to it in the following way: Definition 4.3. Given a hypergraph H = (X (H), E(H)), the complex of H, ∆ H , is the simplicial complex Proof. The two complexes has the same set of vertices. F ∈ ∆(H c ) precisely when 
Proof. This follows directly from Definition 4.2 and Definition 4.3. specializes precisely to the class of generalized trees, i.e. generalized n-trees for some n, as defined in [7] . Remark 4.5. In the special case of simple graphs, Definition 4.5 specializes precisely to the ordinary chordal (rigid cicuit) graphs. Recall that a simple graph is called chordal if every induced cycle of length > 3, has a chord. By considering minimal cycles, it is clear that a graph that is triangulated according to Definition 4.5, is chordal. Assume a graph G is chordal. It follows from Theorems 1 and 2 in [2] , that the chordal graphs are precisely the generalized trees (see Remark 4.4) . In a generalized tree we may easily find a vertex x, with the property that G N [x] is complete, as follows:
, since such x clearly has the property that G N [x] is complete. Since every induced subgraph of a chordal graph is chordal, the same thing holds for every G V , V ⊆ X (G).
Another characterization of chordal graphs may be found in [8] . There it is shown that a simple graph is chordal precisely when it has a perfect elimination order. Recall that a perfect elimination order of a graph G = (X , E) is an ordering of its vertices, x 1 < x 2 < · · · < x n , such that for each i, G N [xi]∩{xi,xi+1,...,xn} is a complete graph. The concept of perfect elimination order is well suited for generalizations. We make the following Definition 4.8. A hypergraph H is said to have a perfect elimination order if its vertices can be ordered
Note that this specializes precisely to the definition of perfect elimination order for simple graphs if we put d = 2.
Lemma 4.1. Let H be a hypergraph and 
Lemma 4.2. If a hypergraph H with E(H) = ∅ has a perfect elimination order, then it has
a perfect elimination order x 1 < x 2 < · · · < x n in which x 1 is not isolated.
Proof. Let x 1 < x 2 < · · · < x n be a perfect elimination order of H, and put t = min{i ; x i is not isolated}.
We claim that x t < · · · < x n < x 1 < · · · < x t−1 also is a perfect elimination order of H. Since Proof. Let V ⊆ X (H). If E(H V ) = ∅, H V clearly is triangulated and triangulated*. It is also chordal since we can add one vertex at a time until we have the desired discrete hypergraph, and any ordering of V yields a perfect elimination order. Thus we may assume that E(H V ) = ∅.
The lemma is clear for the classes of triangulated and triangulated* hypergraphs, since if W ⊆ V , we have that (
, we are done by induction. If this is not the case, it is easy to realize that
Since G V is chordal by induction, the result follows. Finally, assume H has a perfect elimination order x 1 < x 2 < · · · < x n . Then V inherits an ordering x i1 < x i2 < · · · < x i |V | . The fact that this is a perfect elimination order of H V follows from Lemma 4.1.
Some examples
In [4] , we considered hypergraph generalizations of the well known complete and complete multipartite graphs. We use these to create some examples of chordal hypergraphs.
Recall from [4] would then contain an edge of the wrong shape. If n and m satisfy these conditions, the hypergraph is chordal.
Generalized chordal hypergraphs
It is easy to find an example of a d-uniform hypergraph H that is not chordal, but such that the Stanley-Reisner ring of ∆ H has linear resolution. However, the difference between the two complexes is easy to understand, and we may use
