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ve un monde nouveau, ave une Europe nouvelle de libre éhange, ave une
monnaie nouvelle qui permettent un transit des produits, matières, ressoures
pour ainsi dire libre, ave une onurrene de plus en plus rude, nous devons
penser à une industrie nouvelle. Pour e faire, ette dernière doit être de plus en plus
ompétitive et réative. De nouvelles tehnologies apparaissent haque jour, la multi-
pliation des produits, les familles de produits, la rédution des délais, des oûts de
fabriations, nous poussent à imaginer des nouvelles manières de travailler. Sahant que
nous ne pouvons pas toujours onstruire de nouvelles usines, ou de nouveaux systèmes
de prodution, nous devons essayer d'utiliser autrement les systèmes et industries exis-
tants. Pour ela, ertains proposent de remplaer les hommes par des mahines, robots,
haînes. . . , mais es hangements sont exessivement oûteux. De là est née l'idée d'une
amélioration de l'ensemble en optimisant les systèmes existants.
L'étude de es améliorations est onnue dans le monde sientique sous le nom de
Produtique. La Produtique se ompose de plusieurs axes dont deux étant l'usinage et
l'assemblage. L'usinage est déjà très avané dans le domaine de la oneption et de la
onduite des systèmes de prodution.
C'est un fait, les réseaux de Petri sont très utilisés en gestion de ux et enmaintenane
et sûreté de fontionnement, les graphes de préédene sont atuellement l'outil d'aide à
la oneption le plus répandu. En ordonnanement, le graphe PERT est très utilisé mais
il n'est en fait qu'un graphe de préédene.
L'objetif de e travail est de dénir une méthode de génération de graphes de pré-
édene à partir des séquenes d'assemblage établies par le logiiel LEGA.
Le premier hapitre de et ouvrage sera un panorama des onnaissanes sientiques
en e domaine. Nous présenterons pour ommener les systèmes de prodution, puis
nous parlerons plus préisément de l'assemblage des produits, mais aussi des systèmes
2d'assemblage. Un grand nombre d'auteurs sera ité an de positionner notre ontribution
au sein de la ommunauté sientique.
Dans le deuxième hapitre nous dénirons les onnaissanes de base néessaires pour
mieux omprendre les problèmes de oneption. Nous développerons de manière plus
poussée deux modélisations des proessus d'assemblage utilisés omme outils d'aide à la
oneption des systèmes d'assemblage : les graphes de préédene et les ASTD
1
. Cette
présentations apportera les onnaissanes susantes pour mieux omprendre les ha-
pitres trois et quatre.
Dans les troisième et quatrième hapitres nous exposerons deux méthodes diérentes
de génération de graphes de préédene. Le hapitre trois est une méthode de génération
basée sur la transformation de graphes, à partir de graphes d'assemblage représentant
les proessus d'assemblage, jusqu'à obtention des graphes de préédene souhaités.
Le hapitre quatre propose une méthode de génération systématique des graphes de
préédene basée sur la logique booléenne. Notre méthode de génération permet d'obte-
nir des graphes de préédene  valides  et  exhaustifs , et ette méthode peut aussi
engendrer des hypergraphes de préédene.
En annexeA, nous rappellerons quelques dénitions sur les graphes. Pour terminer
nous parlerons dans l'annexeB de la méthode de génération des graphes de préédene
de K.S.Naphade, modiée par P.DeLit, et nous proposerons un omplément à leur
travaux.
1
Assembly State Transition Diagram ou Graphes d'état des transitions d'assemblage de simple niveau
Chapitre 1
Les systèmes de prodution
U
n système de prodution manufaturier est un système qui transforme
un ou plusieurs objets en un ou plusieurs autres objets plus élaborés. Il peut
être par exemple, un système d'usinage, qui représente une partie budgétaire
importante dans la réalisation de ertains produits (omme par exemple l'automobile)
ar il fait partie de la première phase de la prodution du produit.
Un système d'assemblage permet de passer d'un ensemble d'objets indépendants les
uns des autres à un ou plusieurs objets par agrégation. Les études sur la oneption des
systèmes d'assemblage, faisant partie de la deuxième phase de la prodution, sont en
retard par rapport aux études sur la oneption d'ateliers d'usinage. An de mieux om-
prendre les systèmes d'assemblage, quelques notions sur es systèmes seront développées,
dans e hapitre, puis leur oneption sera abordée, quelques possibilités de modélisations
de produits et de représentations possibles des proessus d'assemblage seront présentées.
Nous ferons ressortir, dans e hapitre, la problématique de e travail.
1.1 Système d'assemblage
L'ensemble des rappels empruntés à A.Bourjault [10℄, à J.M.Henrioud [30℄ et à
K.Chen [12℄ de ette setion portera sur l'assemblage ; les systèmes d'assemblage seront
dénis, puis une lassiation possible des systèmes d'assemblage ainsi qu'un ensemble















Fig. 1.1  Système d'assemblage
1.1.1 Dénition des systèmes d'assemblage
D'après J.M.Henrioud [30℄ :
Définition 1.1 (Système d'assemblage)
Un système d'assemblage est un système omportant en entrée p ux Φei (i = 1, . . . , p),
haun portant sur des objets ci tous identiques ; et en sortie q ux Φ
s
j(j = 1, . . . , q), haun
portant sur des objets Pj également tous identiques.
Comme le montre la gure 1.1, les objets ci omposant les p ux entrants sont appelés
omposants élémentaires , et les éléments Pj omposant les q ux sortants sont nommés
produits nis. Ces appellations sont relatives au système onsidéré. Les produits nis
d'un système peuvent, par exemple, être des omposants élémentaires d'un système aval.
Si le nombre q de ux de sortie est égal à 1 alors 'est un système mono-produit , si q
est supérieur à 1 alors nous parlons ii de système multi-produits, en assemblage, dans
e as nous parlons aussi de familles de produits.
1.1.2 Classiation des systèmes d'assemblage
Un système d'assemblage est une suite de postes séparés par des onvoyeurs (au-
tomatiques, manuels, et.) A haque poste est aeté un ensemble d'opérations et de
ressoures. D'après G.Boothroyd [9℄, les systèmes d'assemblage peuvent être répartis
en trois grandes lasses :
 Système d'assemblage manuel :
Dans un système manuel, toutes les opérations d'assemblage sont eetuées par
des opérateurs humains, plus ou moins assistés par des ressoures. Les outillages
sont simples et peu oûteux, de plus les opérateurs peuvent réagir très vite aux
aléas. Ce sont des systèmes très réatifs dédiés aux multi-produits.
 Système d'assemblage automatisé spéialisé :
Les systèmes d'assemblage automatisés spéialisés sont des systèmes d'assemblage
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de grande série d'un produit spéique. Il est quasiment impossible de hanger de
produit en ours de prodution, pour ela, il faut interrompre le système pendant
des périodes relativement longues et ave des oûts d'arrêt de prodution et des
oûts de restruturation importants. Ce sont des systèmes très rigides et ave peu
de personnel. Ils sont dédiés au mono-produit et généralement à la prodution de
masse.
 Système d'assemblage exible :
Les systèmes exibles sont des systèmes très oûteux, ar ils néessitent des ou-
tillages spéiques (robots, haînes de distribution, ontrles, ...), mais ils ré-
agissent très rapidement et eaement aux aléas et aux hangements de produits.
Ce sont des systèmes dédiés aux multi-produits. Mais pour ela il est néessaire de
prévoir des hangements d'outils failes et rapides.
1.1.3 Caratéristiques spéiques des systèmes d'assemblage
Une lassiation des aratéristiques spéiques des systèmes d'assemblage fait res-
sortir quelques inonvénients :
 Multipliité des variables : les systèmes sont multi-variables ar ils ont au moins
deux entrées et possèdent plusieurs ux de matière onvergents. En assemblage, se
pose le problème de la synhronisation de es ux.
 Multipliité des proessus d'assemblage : Pour l'assemblage d'un produit, il existe,
en général, une multitude de possibilités d'assemblage. Chaune de es possibilités
a un ux diérent des autres, e qui pose le problème de la séletion du proessus
d'assemblage optimal lors de la oneption du système d'assemblage.
 Temps opératoire d'assemblage : Comme les temps opératoires, en assemblage,
sont du même ordre que les temps de onvoyage entre postes, l'implantation des
systèmes d'assemblage et le hoix des systèmes de transfert sont très importants.
 Hétérogénéité des équipements : Il existe des entres d'usinage, mais en assemblage
es entres universels n'existent pas. Il faut alors réer des mahines  spéiales 
ou modier et ombiner plusieurs mahines existantes, ar les produits sont très
variés dans leur forme, leur masse, leur matière, et.
 Présene fréquente d'aléas : Le grand nombre de ux dans un système d'assemblage
et le grand nombre d'équipements impliquent un nombre relativement important
de pannes ou d'arrêts de la prodution.
 Multi-produits : Pour un assemblage multi-produits, il faut que la famille des pro-
duits assemblés ait un minimum de propriétés en ommun.
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1.2 Coneption de systèmes d'assemblage
Chaque système d'assemblage est omposé de deux grandes atégories de ressoures :
les opérateurs et les équipements périphériques. Les opérateurs réalisent des opérations
onstitutives (hargement du omposant de base, déhargement du produit ni, trans-
port, et.) Ils sont soit universels, soit spéialisés. Les opérateurs dits universels sont
apables de s'adapter, et de réaliser un ensemble d'opérations selon les outils dont ils
disposent, se sont des humains, des robots. . . Les opérateurs spéiaux sont des mahines
très spéiques ne pouvant faire qu'un ou deux types d'opérations (presses, mahine
à souder. . . ). Quant aux équipements périphériques, se sont des systèmes qui n'inter-
viennent pas dans la fabriation direte du produit ni, omme par exemple, les bols
vibrants, les systèmes de transferts à bande ou vibrants, les stoks de pièes ou d'ou-
tillage, et.
En assemblage, un système se déompose en îlots d'assemblage, qui se déomposent en
ellules d'assemblage, qui elles-mêmes se déomposent en postes d'assemblage. Généra-
lement un poste d'assemblage traite un seul produit à la fois, le produit passe de poste en
poste par des systèmes de transfert. Un ensemble de postes et de systèmes de transfert
forme une ellule d'assemblage. Cette ellule est relativement peu autonome dans le
temps, ave un stok de quelques pièes, e qui permet tout de même de gérer un ertain
nombre d'imprévus. L'ensemble des ellules travaillant sur le même produit s'appelle un
îlot. Il traite un produit depuis les omposants élémentaires jusqu'au produit ni.
Les systèmes d'assemblage dépendent prinipalement des :
 ritères d'optimisation : minimisation du nombre de postes, minimisation du temps
de yle
1
, minimisation des oûts d'investissement et de fontionnement, équili-
brage du temps de travail des opérateurs humains. . .
 ontraintes physiques du système :
 ontraintes d'antériorité entre les opérations : elles déterminent les proessus
d'assemblage admissibles ;
 ontraintes sur les équipements : elles déterminent le nombre et le type d'outils
disponibles pour haque équipement ;
 ontraintes spatiales : haque poste, haque opérateur, haque système de trans-
fert oupe un espae minimal, la somme de es espaes ne doit pas dépasser
l'espae total utilisable ;
1
Durée normale séparant les apparitions suessives de deux produits intermédiaires à la sortie du
poste onsidéré.





Fig. 1.2  Stylo-bille
 ontraintes temporelles : un ertain volume de prodution est attendu pour le
système demandé, ela se traduit par une limitation supérieure du temps de yle
et don une rédution du temps de traitement
2
, e qui inue sur les équipements,
hangements d'outils, nombre de mahines, espae par exemple.
Il est évident que les ontraintes physiques sont relativement liées, et dépendent aussi
des ritères d'optimisation. Par exemple si l'espae utilisé veut être réduit, il faut des
équipements plus  onentrés , plus modulables, et don plus hers.
Lors de la oneption, nous essayons de déterminer, à l'aide d'une méthode de onep-
tion, un ertain nombre de paramètres omme :
 le nombre de postes néessaires ;
 le type d'opérateur à aeter à haque poste ;
 les outils de haque opérateur ;
 les opérations aetées à haque poste.
La oneption de systèmes d'assemblage est onstituée des étapes suivantes : la
modélisation du produit, la modélisation des proessus d'assemblage, modélisation des
ressoures d'assemblage et aetation des opérations aux diérents postes. Un rappel,
onsaré à es modélisations et aetations est proposé dans les setions suivantes et
sera illustré à l'aide de l'exemple simple de la gure 1.2.
1.3 Modélisation des produits
A.Delhambre [16℄ a lassié les diérents modèles de représentation des produits
en deux grands groupes :
2
Durée pendant laquelle une instane du produit subit le traitement aratéristique du poste onsi-
déré.
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 Modélisation géométrique : elle est basée sur une desription géométrique et spatiale
des omposants élémentaires du produit, ette modélisation est prinipalement liée
à des logiiels de CAO
3
;
 Modélisation relationnelle : seules les relations entre les omposants élémentaires
du produit sont dérites.
Dans es travaux, nous ne parlerons que de modélisation relationnelle, qui est très
utilisé par A.Bourjault, T.L.DeFazio, L.S.Homen deMello, J.M.Henrioud,
A.Delhambre, K.Chen, P.DeLit. La modélisation géométrique est plutt utilisée
par des herheurs en méthodologie d'usinage omme par exemple K. Mawussi [38℄, [39℄.
Nous rappelons ii les dénitions de A.Bourjault [10℄ en assemblage.
Définition 1.2 (Composant élémentaire)
Un omposant élémentaire est un objet entrant dans un système d'assemblage (voir -
gure 1.1). Il peut être un objet élémentaire (résultant d'un proessus de fabriation usinage,
moulage. . .) ou être un objet omplexe produit par un autre système d'assemblage.
La gure 1.2 montre l'ensemble des omposants élémentaires du stylo-bille, qui sont
le apuhon (Cp), la tête (H), l'enre (I), le orps (B), la artouhe (Cr) et le bouhon (T).
Définition 1.3 (Produit fini)
Un produit ni est un objet de sortie d'un système d'assemblage.
Définition 1.4 (Constituant)
Un onstituant est tout objet intermédiaire apparaissant lors d'un proessus d'assemblage.
Cette dénition inlut les omposants élémentaires, le produit ni et tous les objets intermé-
diaires.
Ave la gure 1.4, le produit est omposé de trois onstituants, par exemple le sous-
ensemble  tête, artouhe, enre  en est un.
Définition 1.5 (Liaison)
Il existe une liaison et une seule entre deux omposants élémentaires ci et cj d'un produit
donné si et seulement si il existe au moins une liaison méanique entre es deux omposants.
La gure 1.3 représente les liaisons entre les omposants élémentaires du stylo-bille
sous la forme d'un graphe, appelé graphe des liaisons géométriques.
3
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Fig. 1.3  Graphe des liaisons géométriques du stylo-bille
Définition 1.6 (Graphe des liaisons géométriques)
Le graphe des liaisons géométriques d'un produit P est un graphe simple et non orienté noté
G = [C,L] où :
 C est l'ensemble des n÷uds du graphe qui représentent l'ensemble des omposants
élémentaires du produit P (voir gure 1.3, où C ={ T, Cp, B, H, Cr, I }).
 L est l'ensemble des arêtes du graphe qui aratérisent l'ensemble des liaisons géomé-
triques du produit P (voir gure 1.3, où L ={ 1=(B, H), 2=(B, T), 3=(H, Cr), 4=(Cr,
I), 5=(B, Cp) }).
Il y a dans la gure 1.3, une représentation du graphe G = [{T, Cp, B, H, Cr, I },
{ 1, 2, 3, 4, 5 }℄
Définition 1.7 (Ation)
Une ation entre deux onstituants est l'établissement d'une liaison et une seule.
A l'aide des omposants élémentaires  orps  et  bouhon  de la gure 1.2, il est
possible de dire que l'ation de solidarisation du  bouhon  sur le  orps  est l'insertion
du  bouhon  dans le  orps . Cette ation réalise alors la liaison 2 du graphe des
liaisons de la gure 1.3.
Définition 1.8 (Sous-assemblage)
Un sous-ensemble (X,α) (où x est un ensemble de onstituants et α est l'ensemble des
liaisons assoiées) est un sous-assemblage si et seulement si :
 il peut être assemblé, 'est-à-dire que l'établissement de toutes les liaisons fontionnelles
de α peut être eetué et e, indépendamment des liaisons de L − α (voir le sous-
assemblage de la gure 1.4  tête, artouhe, enre  où X = {T,Cp,B,H,Cr, I}
et α = {3, 4}).
 il est possible, à partir de (X,α) de réaliser le produit ni ; 'est-à-dire que l'ensemble
L− α des liaisons restantes pourra être établi lorsque les liaisons de α seront réalisées






Fig. 1.4  Assemblage du stylo-bille ave sous-assemblages
La gure 1.4 fait apparaître deux sous-assemblages : le sous-assemblage  tête, ar-
touhe, enre  et le sous-assemblage  orps, bouhon ).
Définition 1.9 (Sous-assemblages indépendants)
Deux sous-assemblages sont dits indépendants l'un de l'autre si :
 ils n'ont ni omposants ni liaisons en ommun (voir gure 1.4) ;
 l'état obtenu après la réalisation de es deux sous-assemblages est un état à partir
duquel il est possible d'atteindre l'état nal (voir gure 1.4 : les deux sous-assemblages
 tête, artouhe, enre  et  orps, bouhon  permettent d'obtenir le produit ni).
Définition 1.10 (État du produit intermédiaire)
Nous appelons état du produit intermédiaire l'ensemble des liaisons déjà établies à une étape
quelonque du proessus d'assemblage.
Un état intermédiaire est onsidéré omme admissible s'il peut être obtenu depuis un
pré-produit et s'il permet d'obtenir un produit ni. Le pré-produit est déni par l'état
où auune liaison fontionnelle n'est établie, il est noté (1¯ . . . , n¯). Le produit ni est noté
(1 . . . , n), où toutes les liaisons sont établies.
Prenons notre exemple de la gure 1.2, (1¯, 2¯, 3¯, 4¯, 5¯) est le pré-produit, et l'état inter-
médiaire (1, 2¯, 3, 4, 5¯) représente le sous-assemblage Tête, Cartouhe, Enre, Corps .
Nous donnons i-après le plus omplet des modèles relationnels existants qui est la
dénition du modèle du produit proposée par J.M.Henrioud. Il est appelé modèle
opératoire ar il prend en ompte l'ensemble de toutes les opérations qui peuvent être
eetuées lors du proessus d'assemblage.
Définition 1.11 (Modèle du produit fini à l'aide des aratères)
Soit un produit P modélisé par un 5-uplet < C,L,Σ,∆, h >. L'assemblage de e produit est
réalisé par l'établissement suessif de l'ensemble de aratères L∪Σ∪∆. A une étape quel-
onque de e proessus, l'ensemble de aratères déjà établi onstitue un état intermédiaire
du produit P .
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 C est l'ensemble des omposants élémentaires,
 L est l'ensemble des liaisons,
 Σ est l'ensemble des solidarisations (soudure, ollage. . . ),
 ∆ est l'ensemble des aratères omplémentaires (ontrle, marquage. . . ),
 h est l'ensemble des onditions néessaires d'établissement de tous les aratères non
géométriques : solidarisations et aratères omplémentaires.
Ave l'exemple de la gure 1.2 : nous avons C = {T,Cp,B,H,Cr, I}, L = {1, 2, 3, 4, 5},
Σ = ∅, ∆ = ∅, h = ∅.
1.4 Modélisation des proessus d'assemblage
Le proessus qui transforme un ensemble de omposants élémentaires en un produit
ni est appelé proessus d'assemblage.
Une modélisation
4
des proessus d'assemblage est un moyen de modéliser et de mettre
en évidene un ensemble de onditions et d'enhaînement des opérations ou des ations
d'assemblage.
Par dénition, une représentation est dite valide si et seulement si elle vérie la
ondition : Tous les proessus représentés sont admissibles : ils permettent tous, à partir
d'un pré-produit, d'obtenir, après un nombre ni d'étapes, le produit ni.
Une représentation est dite exhaustive si et seulement si elle vérie la ondition : Tous
les proessus d'assemblage admissibles sont représentés.
Nous noterons toutefois que, ontrairement à la oneption de systèmes d'assemblage,
le pilotage de systèmes d'assemblage ne néessite pas l'exhaustivité d'une représentation.
Cette non néessité est due généralement à une utilisation restreinte des possibilités des
équipements ou à l'inapaité de mettre en ÷uvre ertains proessus admissibles pour
des raisons nanières ou autres.
Mais en e qui onerne la validité, elle doit être présente dans tous les as, e qui nous
amène à omparer les diérentes représentations existantes selon qu'elles sont utilisées
en oneption ou en pilotage de systèmes d'assemblage :
 dans la oneption des systèmes d'assemblage : Selon C. Perrard [45℄ pour ré-
soudre les problèmes d'exhaustivité, il est néessaire d'avoir des onnaissanes sur
4
Nous parlerons aussi de représentation.
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les opérations, sur les proessus d'assemblage, sur les paramètres de prodution,
sur les ressoures disponibles. La représentation doit pouvoir :
1. Expliiter les opérations d'assemblage ;
2. Exprimer les divergenes des diérents proessus.
 dans le pilotage de système d'assemblage : Le pilotage peut être traduit par un
respet des ontraintes de prodution (ordonnanement, temps. . . ), ou par un res-
pet du rythme de prodution, ou par des réponses rapides (réativité). Et tout
ela traduit une utilisation eae des ressoures. Le pilotage est une gestion dy-
namique des déisions à prendre pour proter au maximum de la exibilité du
système. Cette méthode demande à la représentation d'être relativement laire du
point de vue de l'identiation des opérations déjà eetuées et de elles qui restent
à traiter à tout moment.
Par e soui du respet des temps de yle, les diverses dépendanes temporelles entre
les opérations d'assemblage ont été étudiées. Nous appelons dépendanes temporelles
entre deux opérations, le fait que la réalisation de l'une onditionne la réalisation de
l'autre, e qui se traduit par une ontrainte de préédene
5
. Nous appelons indépendane
temporelle entre deux opérations, le fait que l'ordre d'exéution soit libre et qu'elles
puissent être faites en parallèle. Selon, C. Perrard [45℄, il est toujours possible de
traduire les proessus d'assemblage par un ensemble d'opérations d'assemblage sous un
ordre partiel en mettant en évidene la dépendane ou l'indépendane temporelle des
opérations d'assemblage. Lors du pilotage, la mise en évidene des dépendanes est rapide
et faile. Contrairement à e qui se passe en oneption, elle dépend uniquement de la
lisibilité de la représentation. Cette lisibilité est l'ériture laire et pratique, pour un
expert humain, d'une représentation, elle est inversement proportionnelle à la ompaité.
Celle-i traduit la apaité de la représentation à exprimer le maximum d'informations
ave un minimum d'éléments.
D'après ette préision, il est possible de dire qu'une  bonne  représentation est une
représentation qui est valide, exhaustive, utile, ompate et exprimant les dépendanes
temporelles tout en étant lisible.
L'ensemble des représentations des proessus d'assemblage peut se diviser en deux
grands groupes, selon que nous onsidérons le proessus omme une suite d'établisse-
5
Une ontrainte de préédene entre deux opérations a et b est exprimée par la préédene de l'opé-
ration a sur l'opération b dans les proessus d'assemblage, noté a → b.
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ments de liaisons (approhe liaisons) ou omme une suite d'adjontions de omposants
(approhe omposants).
1.4.1 Approhe liaisons
Selon la dénition 1.7 p.9, une ation est la réalisation d'une liaison et une seule. Il
existe deux grandes représentations basées sur les ations : les séquenes d'assemblage et
les graphes OU.
1.4.1.1 Séquene d'assemblage
Les séquenes d'assemblage ont été introduites par A.Bourjault [10℄, qui en donne la
dénition suivante :
Définition 1.12 (Séquene d'assemblage)
Une séquene d'assemblage est une suite ordonnée de m−1 ommandes permettant d'établir
le produit ni P , m étant le nombre de omposants élémentaires du produit.
Définition 1.13 (Commande)
Une ommande est une ation, ou ensemble d'ations réalisées simultanément, permettant
de passer d'un état intermédiaire admissible à un autre, sans qu'il y ait d'état intermédiaire
entre es deux états.
Il est très important de noter la diérene entre une ommande et une ation. Une
ation réalise une liaison entre deux onstituants, tandis qu'une ommande réalise toutes
les liaisons du dernier onstituant apporté à l'assemblage ave les onstituants déjà pré-
sents dans le sous-assemblage existant. La gure 1.5 montre l'ensemble des séquenes
d'assemblage du stylo-bille.
1.4.1.2 Graphes OU
T.L. De Fazio et D.E. Whitney [14℄ ont introduit les graphes OU en 1987. Comme
le montre la gure 1.6, un graphe OU est un graphe orienté où :
 haque n÷ud est un état intermédiaire ;
 haque ar représente une ommande ( voir dénition 1.13 page 13 ).
Les graphes OU sont un autre moyen de représenter les séquenes d'assemblage. Le n÷ud
initial représente le pré-produit (l'ensemble des omposants élémentaires à l'entrée du
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Fig. 1.5  Séquenes d'assemblage du stylo-bille
système d'assemblage), le n÷ud nal représente le produit ni. Chaque hemin du n÷ud
initial au n÷ud nal représente une séquene d'assemblage.
1.4.1.3 Évaluation
Malgré ertains avantages omme la validité et l'exhaustivité sous forme de suites
séquentielles ordonnées de ommandes, les séquenes d'assemblage ont un grand nombre
d'inonvénients. Elles ne sont pas ompates (voir gure 1.5) don diiles d'utilisa-
tion, de plus il est quasiment impossible d'intégrer des informations ultérieurement. Les
gures 1.5 et 1.6 montrent la non lisibilité des proessus d'assemblage, l'absene des
ontraintes de préédenes, la diulté d'établir les états intermédiaires. Et ontraire-
ment à l'homme, les séquenes d'assemblage et les graphes OU traitent les ommandes et
non les opérations (voir dénition 1.14 i-après). Il est diile d'envisager l'appliation
de es deux représentations tant en oneption qu'en pilotage des systèmes d'assemblage.
1.4.2 Approhe omposants
Les approhes omposants sont généralement basées sur la représentation des opéra-
tions d'assemblage.
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Fig. 1.6  graphes OU du stylo-bille
Définition 1.14 (Opération d'assemblage)
Une opération d'assemblage est la prodution d'un onstituant soit par l'union de deux onsti-
tuants, soit par l'adjontion d'un aratère non géométrique à un onstituant.
1.4.2.1 Arbres et graphes d'assemblage
J.M.Henrioud [30℄ utilise les arbres d'assemblage, qui sont des arboresenes dont :
 la raine est le produit ni P ;
 les n÷uds non terminaux sont des sous-assemblages ;
 les feuilles sont des omposants élémentaires ou des aratères non géométriques.
Toute opération d'assemblage géométrique onsiste en la réunion de deux objets.
L'un, en général, est immobile pendant l'opération d'assemblage, il est appelé onstituant
primaire tandis que l'autre, appelé onstituant seondaire, subit un déplaement. De plus,
lorsque le onstituant primaire est un omposant élémentaire, il est appelé omposant de
base.
Une opération d'assemblage peut alors être représentée par un ouple (S, e) où :
 S est le onstituant primaire ;
 e est soit un onstituant seondaire, soit un aratère non géométrique.
Suite aux travaux de J.M.Henrioud, V. Mînzu [41℄ a introduit les graphes d'as-
semblage dont il donne la dénition suivante :
Définition 1.15 (Graphe d'assemblage)
Un graphe d'assemblage est une anti-arboresene dont :
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 la raine est l'opération de déhargement du produit ni, notée u ;
 les feuilles sont les opérations de hargement du omposant de base Bi des diérents
sous-assemblages, notées aussi Bi ;
 les n÷uds intermédiaires sont les opérations d'assemblage (S, αi), notées αi.
Définition 1.16 (Opération)
Une opération est la réalisation par un opérateur d'une opération d'assemblage, qu'elle soit
onstitutive ou logistique. Lors de la oneption de système, seuls trois types d'opérations
ont un intérêt pour nous :
 les opérations onstitutives : réalisation d'opérations onstitutives (adjontion d'un
onstituant seondaire ou réalisation d'un aratère non géométrique) ;
 les opérations de hargement : réalisation de l'opération de hargement du omposant
de base ;
 les opérations de déhargement : réalisation de l'opération de déhargement du produit
ni.
Dans un graphe d'assemblage omme dans toute représentation néessitant la déter-
mination d'un onstituant primaire, omme les LASTD
6
, les graphes de préédene ou
les P-Q-R arbres (voir paragraphes suivants), le onstituant primaire est onnu à haque
étape. Toute opération géométrique est représentée par le onstituant seondaire, toute
opération non géométrique est représentée par le aratère onerné, toute opération de
hargement est représentée par le omposant de base manipulé, l'unique opération de
déhargement est symbolisée par u.
D'après les dénitions de J.M.Henrioud et de V.Mînzu, nous pouvons dire que
les graphes d'assemblage et les arbres d'assemblage sont des représentations relativement
prohes. Dans les arbres d'assemblage, les onstituants primaires ne sont pas dénis, les
n÷uds représentent des sous-ensembles, tandis que dans les graphes d'assemblage, les
n÷uds représentent des opérations dont le onstituant seondaire (ou le aratère non
géométrique) est expliitement représenté par l'étiquette du n÷ud orrespondant et le
onstituant primaire impliitement représenté par l'union de tous les n÷uds prédées-
seurs. Les graphes d'assemblage ont l'avantage sur les arbres d'assemblage de mettre plus
failement en évidene les sous-assemblages.
6
Layer Assembly State Transition Diagram ou Graphes d'état des transitions d'assemblage
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Fig. 1.7  Graphes d'assemblage du stylo-bille
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Fig. 1.8  Graphe ET/OU du stylo-bille
1.4.2.2 Graphes ET/OU
En 1989 L.S.Homem de Mello et A.C. Sanderson [35℄ ont introduit le graphe
ET/OU, qui est une représentation olletive des arbres d'assemblage où :
 haque n÷ud représente d'une façon unique un sous-assemblage du produit ni ;
 haque opération s'exprime sous la forme d'un hyperar : le n÷ud initial représente
le onstituant résultant, et les suesseurs représentent les onstituants à assembler.
Les graphes ET/OU possèdent les avantages des arbres d'assemblage. Mais la lisibilité
de ette représentation olletive est réduite (voir gure 1.8). De plus son utilisation n'est
pas évidente ni en oneption ni en pilotage de système.
1.4.2.3 Réseaux de Petri
Un réseau de Petri est déni par un 4-uplet P, T, Pré, Post ave :
 P : l'ensemble des plaes ;
 T : l'ensemble des transitions ;
 Pré : l'appliation d'inidene avant entre les transitions et les plaes : P×T→0,1 ;
 Post : l'appliation d'inidene arrière entre les plaes et les transitions : T×P→0,1.
Il est possible de transformer les arbres d'assemblage en réseaux de Petri, en attri-
buant les onstituants aux plaes et les opérations aux transitions.







Fig. 1.9  Réseau de Petri du stylo-bille
Les réseaux de Petri sont les représentations les plus adaptées au pilotage de système,
ependant nous ne onnaissons pas atuellement de méthode pertinente d'équilibrage de
harge pour la oneption de système basée sur ette représentation. La gure 1.9 est un
réseau de Petri représentant l'assemblage du stylo-bille de la gure 1.2.
1.4.2.4 Graphes de préédene
D'après T.O.Prenting [46℄ :
Définition 1.17 (Graphe de préédene)
Un graphe de préédene est un graphe simple, orienté, onnexe, sans boule et sans iruit
dont :
 les n÷uds sont des tâhes ;
 les ars dérivent les ontraintes d'antériorité entre les tâhes.
Définition 1.18 (Tâhe)
Une tâhe est la réalisation par un opérateur d'une opération d'assemblage, qu'elle soit
onstitutive ou logistique. Lors de la oneption de système, seuls trois types de tâhes ont
un intérêt pour nous :
 les tâhes onstitutives : réalisation d'opérations onstitutives (adjontion d'un onsti-
tuant seondaire ou réalisation d'un aratère non géométrique) ;
 la tâhe de hargement : réalisation de l'opération de hargement du omposant de
base ;
 la tâhe de déhargement : réalisation de l'opération de déhargement du produit ni.
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Fig. 1.10  Graphes de préédene du stylo-bille
Il est possible de dire alors que l'ensemble des tâhes d'assemblage assoiées à un
graphe de préédene représente l'ensemble des tâhes d'assemblage augmenté de la tâhe
de déhargement et de elle de hargement.
Remarque 1.1
Nous noterons les tâhes d'assemblage d'un onstituant par le nom du dit onstituant
(voir gure 1.10).
La gure 1.10 montre l'ensemble des graphes de préédene du stylo-bille.
1.4.2.5 Assembly State Transition Diagram (ASTD)
C.J.M.Heemskerk et N.Boneshansher[5℄, [7℄, [29℄, ont introduit les ASTD
7




Un ASTD est un graphe diret omposé de n÷uds et d'ars, et ne possédant pas de yle.
 haque n÷ud représente un état du produit intermédiaire, où un onstituant X est
noté X s'il est déjà assemblé et X¯ dans le as ontraire ;
 haque ar, reliant deux n÷uds, est orienté et représente la ommande néessaire pour
passer de l'état du n÷ud origine à l'état du n÷ud destination.
7
Assembly State Transition Diagram ou Graphes d'état des transitions d'assemblage de simple niveau
8
Layer Assembly State Transition Diagram ou Graphes d'état des transitions d'assemblage
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A/B A,B
Fig. 1.11  Préédene dans un ASTD.
Fig. 1.12  LASTD du stylo-bille
L'ensemble des omposants assemblés est séparé de l'ensemble de eux qui ne le sont
pas enore par le symbole /.
Comme le montre la gure 1.11, dans le n÷ud initial, le onstituant A est déjà intégré,
mais pas le onstituant B, tandis que dans le n÷ud nal, les deux onstituants sont
présents.
Nous appelons LASTD l'ensemble des ASTD d'un même produit. Un LASTD est un
graphe OU modié de la manière suivante :
 le onstituant primaire de haque sous-graphe est déterminé ;
 à haque état intermédiaire, seuls les onstituants du produit en ours interviennent
(voir gure 1.12) ;





















Fig. 1.13  P-Q-R arbres du stylo-bille
1.4.2.6 P-Q-R arbres
Dans les années 1975, K.S.Booth [8℄, puis P.Baptiste et ses ollègues [2℄ en 1991,
ont introduit les P-Q-R arbres et en ont donné la dénition suivante :
Définition 1.20 (P-Q-R arbres)
Les P-Q-R arbres sont des arbres où :
 les n÷uds non terminaux sont l'un des trois opérateurs :
 P dérit un ordre partiel entre les éléments de l'ensemble auquel il s'applique ;
 Q dénit un ordre total entre les éléments de l'ensemble auquel il s'applique ;
 R représente toutes les permutations sur l'ensemble auquel il s'applique.
 les feuilles sont les omposants élémentaires.
Un ensemble de X séquenes d'assemblage peut être représenté par un ensemble
de P-Q-R arbres, mais il ne sera peut être pas unique, omme le montre la gure 1.13
représentant les P-Q-R arbres du stylo-bille.
1.4.2.7 Évaluation
Les arbres d'assemblage sont une représentation ompate des séquenes d'assem-
blage. Ils sont représentatifs de la struture du produit. Ils orent une bonne lisibilité du
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fait que e sont les onstituants qui sont représentés et non les ommandes. Ces arbres
sont utilisés en oneption mais très peu en pilotage, de plus leur existene pratique est
relativement répandue.
La représentation par graphes d'assemblage n'est pas ompate et a peu d'intérêts
pour les industriels, elle n'est don pas très pertinente.
Le graphe ET/OU est une représentation olletive des arbres d'assemblage. Il en
a don les avantages, mais omme toutes représentations olletives, sa lisibilité en est
réduite. Il est relativement diile d'utiliser ette représentation pour la oneption ou
la onduite de système d'assemblage de par le manque de lisibilité des proessus et des
opérations, et de par la non observation des ontraintes de préédene. Nous pouvons
dire que ette représentation est d'une qualité moyenne et très peu utilisée.
Comme vu préédemment, les réseaux de Petri sont une tradution des graphes
ET/OU, mais ette représentation est très pertinente du point de vue du pilotage de
système ave la mise en évidene des proessus et des sous-assemblages. Le fait qu'ils
permettent de onnaître à tout moment l'état de haque poste (disponibilité, attente,
et.) est aussi très intéressant. Cette représentation est, aujourd'hui, l'outil le plus utilisé
en pilotage de systèmes.
Les graphes de préédene omme les ASTD et les P-Q-R arbres sont des représen-
tations valides et exhaustives néessitant la dénition d'un omposant de base. De plus,
elles sont toutes les trois des représentations mettant en évidene le parallélisme des
opérations, ave leurs graphes distints, elles montrent les sous-assemblages possibles. Et
bien que es représentations soient multi-graphes, elles n'en restent pas moins ompates.
Les graphes de préédene sont très lisibles au niveau des proessus omme au niveau
des opérations, et ils mettent en évidene les ontraintes de préédene tout en faisant
ressortir la notion de parallélisme. L'utilité de ette représentation n'est plus à démontrer
tant en oneption qu'en pilotage. Mais il faut quand même spéier que son utilisation
est nettement supérieure en oneption par son nombre d'appliations pratiques.
Les ASTD ne mettent pas les opérations d'assemblage en évidene, mais ont une
ertaine lisibilité au niveau des états intermédiaires, ela pourrait être utile en pilotage
de système. Leur utilisation est tout de même restreinte.
Les P-Q-R arbres sont une représentation valide, exhaustive, relativement ompate,
ayant une ertaine lisibilité au point de vue des opérations, mais quasiment nulle au
niveau des proessus. La mise en évidene des ontraintes de préédene est inexistante
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ou presque. Son utilité est très faible, tant pour la oneption de système que pour le
pilotage.
1.4.3 Évaluation de l'ensemble des représentations présentées
Comme nous avons pu le voir une représentation est  pertinente  si elle est valide,
exhaustive, ompate, lisible tant du point de vue des proessus et des opérations que des
états intermédiaires. Mais elle doit surtout avoir une utilité soit en oneption, soit en
pilotage de système. Ce tour d'horizon, nous permet de dégager les deux représentations
les plus pertinentes : les graphes de préédene et les réseaux de Petri sur l'ensemble de
es points.
Passons maintenant à l'étude des méthodes de oneption des systèmes d'assemblage.
1.5 Modélisation des ressoures d'assemblage
La modélisation des ressoures d'assemblage est la dénition du nombre de postes
disponibles, du type de postes (réatifs, temps de reonguration. . . ), des apaités de
haque poste et du temps de yle. Nous voyons que e type de modélisation représente
des aratéristiques tehniques du système, nous ne nous y attarderons pas.
1.6 Conlusion du hapitre
Travaillant dans une équipe de oneption intégrée, nous avions omme objetif d'étu-
dier plus partiulièrement des outils pouvant apporter des éléments intéressants pour la
oneption de système. Cet objetif peut s'illustrer ave la gure 1.14, qui représente de
manière shématique le déoupage des entreprises manufaturières. Notre apport portera
sur les bureaux des méthodes en assemblage, plus préisément sur la génération des repré-
sentations des proessus d'assemblage. Parmi et ensemble de représentations possibles,
nous pouvons dire que la plus pertinente est la représentation par graphes de préédene.
C'est un fait, les réseaux de Petri sont très utilisés en gestion de ux et en maintenane et
sûreté de fontionnement, mais les graphes de préédene sont atuellement l'outil d'aide
à la oneption le plus utilisé. Le graphe PERT, très utilisé en ordonnanement, est en
fait lui aussi, un graphe de préédene. Cette pertinene des graphes de préédene est
due à leur apaité à mettre en valeur les ontraintes de préédene entre les opérations,
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leur lisibilité et surtout leur utilité en oneption et pilotage de système d'assemblage.
Cette utilité est partiulièrement dérite par :
 la mise en évidene d'un ordre partiel des opérations ;
 la prise en ompte de plusieurs proessus d'assemblage ontrairement aux séquenes
et aux graphes d'assemblage ;
 leur ompaité : généralement, quelques graphes de préédene susent à repré-
senter l'ensemble des proessus d'assemblage d'un produit.
Le prinipal défaut de ette méthode de représentation est son élaboration générale-
ment empirique par des experts humains. Nous lturons e tour d'horizon des systèmes
de prodution par la onstatation qu'un manque se fait sentir au niveau de la géné-
ration des graphes de préédene. C'est pourquoi nous passerons les hapitres à venir
sur e point. Dans le hapitre 2 nous développerons les dénitions de base néessaires
à la ompréhension du hapitre 3, qui expose une génération des graphes de préédene
par évolution de graphes. Le hapitre 4 traite d'une autre méthode de génération : la
génération des graphes de préédene par la logique booléenne.
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Fig. 1.14  Position de ette étude dans le ontexte industriel
Chapitre 2
Les propriétés des représentations
de proessus d'assemblage
N
ous avons vu dans le hapitre préédent que les graphes de préédene sont
largement utilisés en oneption de systèmes, prinipalement ave les méthodes
d'ALB
1
. Les besoins en terme de graphes de préédene sont importants, et
malgré un grand nombre de travaux sur la génération de es graphes, le problème ne
semble toujours pas être résolu de façon satisfaisante. Ce hapitre traitera de trois grands
types de représentations possibles des proessus d'assemblage : les graphes d'assemblage,
les graphes de préédene et les ASTD. Les deux premières sont liées aux opérations
ou tâhes et la dernière aux états du produit intermédiaire. Nous aborderons aussi une
variante des graphes de préédene : les hypergraphes de préédene.
2.1 Objetif
Comme développé au ours du préédent hapitre, l'objetif de e travail est la gé-
nération systématique des graphes de préédene maximaux
2
orrespondant de manière
biunivoque à l'ensemble des proessus d'assemblage préétablis ave LEGA.
Après l'exposition de l'objetif et sa présentation dans la gure 2.1, la notion de




Graphe de préédene qui génère le maximum de proessus d'assemblage.
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Fig. 2.1  Objetif des travaux
2.2 Les proessus d'assemblage
Les prinipaux points de la génération des proessus d'assemblage par le logiiel
LEGA
3
vont être étudiés. Cette génération est déomposée en plusieurs parties :
 la modélisation du produit,
 l'évaluation et la séletion des proessus d'assemblage,
 l'implémentation de LEGA.
La modélisation du produit à assembler a été traitée dans le hapitre préédent, nous
allons don développer les deux autres points.
2.2.1 Évaluation et séletion des proessus d'assemblage
Après la modélisation du produit et l'établissement des ontraintes par l'expert, il est
néessaire d'évaluer les proessus et de séletionner les proessus optimaux. Un proessus
d'assemblage est dit admissible si auune de ses opérations d'assemblage n'est interdite
par une ontrainte opératoire. La détermination des proessus d'assemblage admissibles
est basée sur un prinipe de reherhe de toutes les opérations réalisables, géométriques
ou non, admettant pour résultat le produit ni ; à haque opération géométrique obtenue
orrespond ainsi un ouple de onstituants et à haque opération non géométrique or-
respond un ouple onstitué d'un aratère non géométrique et d'un onstituant. Pour
haque sous-assemblage ainsi déterminé, toutes les opérations d'assemblage réalisables
3
Logiiel d'Élaboration des Gammes d'Assemblage
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Fig. 2.2  Méthode globale de génération et séletion des proessus d'assemblage valides
l'admettant pour résultat sont reherhées. Cette démarhe est répétée jusqu'à l'obten-
tion de tous les omposants élémentaires du produit onsidéré.
2.2.2 Implémentation
Cet algorithme a été implanté en Prolog au LAB par J.M.Henrioud [30℄, pour réali-
ser LEGA. Ce logiiel génère l'ensemble des proessus d'assemblage admissibles pour des
produits omportant au maximum une quinzaine de omposants ; ette limitation étant
imposée par une explosion ombinatoire du nombre de proessus possibles. Il existe deux
grands types de séletion des proessus d'assemblage, l'un utilise les ontraintes straté-
giques, l'autre l'évaluation. Le premier peut être introduit à deux moments diérents
pour des résultats similaires. Soit es ontraintes sont introduites dans le modèle avant
la reherhe de réalisabilité des opérations, ou à la n de ette proédure an de réduire
le nombre de proessus admissibles. Tandis que l'évaluation ne peut se faire qu'après
obtention de tous les proessus admissibles, an d'en réduire le nombre. À l'aide de la
gure 2.2, la méthode globale de génération des proessus d'assemblage ave LEGA est
illustrée. Cette méthode suit les étapes i-dessous (voir J.M.Henrioud [32℄) :
 introdution des ontraintes stratégiques,
 détermination des opérations réalisables, et des proessus admissibles,
 hoix du omposant de base,
 évaluation des proessus d'assemblage.
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Par ohérene ave les graphes de préédene qui font l'objet de la setion suivante,
la représentation des proessus d'assemblage qui sera utilisée est la représentation par
graphes d'assemblage (voir setion 1.4.2.1).
2.2.3 Conlusion
Après ette rapide présentation de la méthode de génération des proessus d'assem-
blage, nous estimons que les travaux de J.M.Henrioud [32℄ sont susants et nous ne les
remettrons pas en ause, malgré une limite vite atteinte de LEGA. Nous allons étudier
plus préisément trois des modes de représentation des proessus d'assemblage présentés
au hapitre 1.
2.3 Graphes d'assemblage
Comme nous l'avons vu dans le hapitre préédent, le graphe d'assemblage est une
méthode de représentation des proessus d'assemblage.
2.3.1 Représentation
Selon la dénition 1.15, les n÷uds représentent des opérations, et les ars entre es
n÷uds représentent eux l'enhaînement de es opérations. À l'aide de la gure 1.7, deux
grands types de graphes d'assemblage ressortent, 'est à dire :
 graphes d'assemblage linéaires ;
 graphes d'assemblage arboresents.
Le graphe d'assemblage est essentiellement un graphe de préédene qui présente une
struture toute partiulière. Cette struture lui permet de onserver tous les avantages
de la représentation des proessus d'assemblage par arbres. Comme objet mathématique,
le graphe d'assemblage est une anti-arboresene.
Avant de passer à la présentation des graphes de préédene et des ASTD, nous allons
poser quelques hypothèses.
2.3.2 Hypothèses de travail et notations
Nous utilisons omme données d'entrée de notre analyse, les proessus d'assemblage
établis par LEGA (J.M.Henrioud [31℄) représentés par des graphes d'assemblage.
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An de simplier le problème, nous ne traiterons que les graphes d'assemblage li-
néaires, ar un graphe d'assemblage non linéaire peut être linéarisé, en onsidérant le
sous-assemblage obtenu par la ligne d'assemblage parallèle, omme un onstituant élé-
mentaire et don en ne tenant pas ompte de son assemblage. Par exemple ave le stylo-
bille de la gure 1.2, si nous onsidérons les trois onstituants (le omposant  apuhon ,
le sous-assemblage  tête, artouhe, enre  et le sous-assemblage  orps, bouhon )
alors nous réduisons la omplexité du problème à un produit de trois onstituants.
Pour éviter toute onfusion, nous appellerons es graphes d'assemblage linéaires,
préalablement établis à l'aide de LEGA, des séquenes d'enhaînement. L'enhaînement
d'une opération αj après une opération αi ave i diérent de j est notée : αi  αj .
De plus nous onsidérons que toutes les séquenes onduisant à un même sous-
assemblage ont le même omposant de base. Cei est ohérent ave le fontionnement du
logiiel LEGA qui regroupe les gammes en sous-ensembles ohérents, 'est à dire susep-
tibles d'être réalisées sur un même système physique, don faisant intervenir les mêmes
sous-assemblages, haun d'entre eux ayant un omposant de base donné (orrespondant
à un posage unique).
Dans es onditions, haque sous-problème onsidéré se ramène à onsidérer :
 un ensemble E dem tâhes. E = {α, β, . . . , u} où α est le hargement du omposant
de base et u le déhargement du produit ni ;
 un ensemble Υ de n séquenes.
Chaque séquene omporte m tâhes, haune apparaissant évidemment une et une seule
fois.
Remarque 2.1
Toutes les séquenes d'enhaînement ommenent par α et nissent par u.
2.3.3 Conlusion
Cette setion nous a présenté les graphes d'assemblage, qui sont à l'origine de nos
travaux. L'ensemble des graphes d'assemblage linéaire dénis par LEGA, respetant les
hypothèses i-avant sont appelés séquenes d'enhaînement. Nous proposons quelques
rappels sur les graphes de préédene, sur les ASTD et sur les hypergraphes de préédene
avant de présenter des méthodes de génération de graphes de préédene.
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2.4 Les graphes de préédene
Comme il a été préisé dans le préédent hapitre, les graphes de préédene sont
utilisés, la plupart du temps, en oneption de ligne de prodution. Pour aborder la
notion de graphe de préédene, nous ommenterons quelques travaux sur l'élaboration
des graphes de préédene, puis nous rappellerons leur dénition formelle, et quelques
outils de omparaison de deux graphes de préédene.
2.4.1 Représentation formelle des graphes de préédene
Définition 2.1 (Graphe de préédene)
Un graphe de préédene gp est déni par un ouple < E,U > où :
 E est un ensemble de tâhes d'assemblage ;
 U est un ensemble de ontraintes de préédene dénies sur E × E.
Si nous reprenons l'exemple de la gure 1.2, les 3 graphes de préédene s'érivent :
gpa =< Ea, Ua >, gpb =< Eb, Ub >, gpc =< Ec, Uc > où par exemple
Ea = {B,H,Cr,CP, I, T, u},
Ua = {(B,H), (H,Cp), (Cp, u), (H,Cr), (Cr, I), (I, T ), (T, u)}
Pour une question de lisibilité, les graphes de préédene gp =< E,U > sont repré-
sentés graphiquement par leur graphe partiel gpi =< Ei, Ui > où :
∀α1, α2 ∈ E, (α1, α2) ∈ U ⇔ (α1, α2) ∈ Ui ∀(α1, α3) ∈ U, (α3, α2) /∈ Ui
Ave l'exemple de la gure 1.2, nous obtenons la représentation graphique du graphe
de préédene gpa =< Ea, Ua > présentée dans la gure 2.3.
Remarque 2.2
Puisqu'un graphe de préédene dénit un ordre partiel, ertaines opérations sont par-
tiellement spéiées : seul le omposant seondaire (ou le aratère non géométrique
pour une opération non géométrique) est préisé, le onstituant primaire dépendant du
proessus (ordre total) qui sera eetivement suivi.
Dans es onditions, nous noterons x l'ensemble ayant x omme onstituant seondaire
(ou omme aratère non géométrique). Et nous parlerons, par ommodité et onformé-
ment à l'habitude de tâhe.
Une opération d'assemblage géométrique est l'assemblage d'un onstituant seondaire
sur un onstituant primaire immobilisé. La réalisation de ette opération est prinipa-
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Fig. 2.3  Graphes de préédene du stylo bille
lement onditionnée par le onstituant seondaire, par ses manipulations. C'est pour
ela que nous représentons une opération par son aratère ou son onstituant dans les
graphes d'assemblage, l'opération de hargement par le omposant de base manipulé, et
l'opération de déhargement par le symbole u.
Définition 2.2 (Contrainte de préédene)
Une ontrainte de préédene entre deux opérations est une relation binaire dérivant le fait
que l'une doit être réalisée avant l'autre. La ontrainte (e1, e2) signie que la réalisation de
l'opération e1 doit toujours prééder elle de l'opération e2, elle est aussi notée e1 → e2.
Selon A.Delhambre [18℄, une ontrainte de préédene impose la réalisation d'une
opération avant une autre, ei pour des raisons de stabilité, géométrique ou tehnolo-
gique.
De par la dénition 1.15 et les dénitions 2.1, 2.2, il est possible de dire que les graphes
d'assemblage sont aussi des graphes de préédene et que le graphe de préédene est
une dénition olletive des graphes d'assemblage, qui sont eux-mêmes une tradution
des arbres d'assemblage. Il existe don un lien étroit entre les graphes d'assemblage et
les graphes de préédene.
Définition 2.3 (Séquenes d'enhaînement assoiées)
On appelle séquenes d'enhaînement assoiées à un graphe G représentatif des proessus
d'assemblage, l'ensemble des séquenes d'enhaînement respetant e graphe, noté SEA(G).
Par exemple, ave le graphe de préédene de la gure 2.3, nous avons :
SEA(Ge) = {B  H  Cr  I  T  Cp  u,B  H  Cr  Cp  I  T 
u,B  H  Cr  I  Cp  T  u}
2.4.2 Comparaison de graphes de préédene
Dans la suite de e travail, nous aurons besoin des deux relations d'ordre sur l'en-
semble des graphes de préédene assoiés à un ensemble d'opérations, dénies i-après.
Définition 2.4 (Comparaison de deux graphes de préédene)
Soient gp1 =< E1, U1 > et gp2 =< E2, U2 > deux graphes de préédene,
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 gp1 est dit égal à gp2 (gp1 = gp2) si (E1 = E2) ∧ (U1 = U2) ;
 gp1 est dit inférieur
4
à gp2 (gp1 < gp2) si (E1 = E2) ∧ (U1 ⊃ U2) /∀(e1, e2) ∈ U2
⇒ (e1, e2) ∈ U1
Cette infériorité se traduit par un nombre de gammes générées par gp1 inférieur
au nombre de gammes générées par gp2.
Un graphe de préédene gp est dit minimal s'il est inférieur à tout autre graphe de
préédene gpi du même assemblage : ∀gpi,¬(gp > gpi).
Soient GP un ensemble de graphes de préédene, un graphe de préédene gp est
dit maximal au sein de GP si pour tout gpi de GP , nous avons gpi inférieur à gp :
gp ∈ GP et ∀gpi ∈ GP,¬(gp < gpi).
Soient gp un graphe de préédene, une séquene d'enhaînement SE est dite repré-
sentée par un graphe de préédene gp si SE ≤ gp.
SEA(gp) étant l'ensemble des séquenes d'enhaînement représentées par le graphe de
préédene gp, nous avons la propriété suivante :
Propriété 2.1 (Inlusion des SEA)
Soit gp1 =< E1, U1 > et gp2 =< E2, U2 > deux graphes de préédene.
gp1 ≥ gp2 ⇒ SEA(gp1) ⊇ SEA(gp2)
Démonstration 2.1
Soit gp1 =< E1, U1 > et gp2 =< E2, U2 > deux graphes de préédene, supposons que
s soit une séquene d'enhaînement quelonque au sein de SEA(gp2). Nous avons U
telle que U ⊇ U2. Si gp1 > gp2, 'est-à-dire U1 ⊂ U2, nous avons aussi U ⊇ U1. En
onséquene, s fait partie de SEA(gp1)
Sahant qu'un graphe de préédene dérit un ordre partiel entre des opérations, nous
pouvons traduire l'absene de relation d'ordre entre deux opérations par le parallélisme
ou la permutation au sein des graphes de préédene.
2.4.3 Parallélisme au sein d'un graphe de préédene
Deux onstituants sont dits indépendants s'ils n'ont ni de onstituants en ommun, ni
de aratères non géométriques en ommun. Nous parlons de parallélisme dans le as où
4gp2 est dit aussi un graphe partiel de gp1
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nous avons deux opérations onstitutives réalisées à partir de onstituants indépendants
onstruits à partir de deux omposants de base diérents.
Nous pouvons dire que deux opérations sont parallèles si elles n'ont auun prédées-
seur ommun. Par exemple, ave le stylo-bille de la gure 1.2, si nous prenons le sous-
assemblage  tête, enre, artouhe  et le sous-assemblage  bouhon, orps , ils n'ont
auun onstituant en ommun, alors es deux sous-assemblages peuvent être établis en
parallèle.
2.4.4 Élaboration des graphes de préédene
Un grand nombre de travaux
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traite de la génération des graphes de préédene.
Généralement, les auteurs proposent une même dénition formelle des graphes de pré-
édene, et ils ont les mêmes diultés de formalisation et de génération de es graphes.
Ces travaux peuvent être regroupés sous trois grandes tendanes : la génération des
graphes de préédene à partir du produit ave une reherhe des ontraintes de pré-
édene, ou à partir des ontraintes de préédene déjà établies ou alors à partir des
proessus d'assemblage déjà établis.
2.4.4.1 Reherhe des ontraintes de préédene
Dans des travaux omme eux deB.Frommherz et J.Hornberger [25℄ par exemple,
les ontraintes de préédene sont déduites des modèles CAD du produit à l'aide de l'ap-
prohe de désassemblage. Cette méthode donne un arbre de graphes de préédene, où
les branhes traduisent une disjontion dans les graphes de préédene. Ave l'applia-
tion de la règle d'ajout de ontraintes de préédene (Stabilité, Non pénétration . . . ),
les branhes invalides ne sont pas développées (graphes yliques). Les ontraintes intro-
duites sont de type :
α→ α1 et α2 → α3 (2.1)
Ave l'ajout de es quelques ontraintes, il est possible de réduire le nombre de graphes
de préédene, mais sans être sûr de l'exhaustivité de ette génération. De plus une
deuxième règle permet de séletionner un seul et unique graphe de préédene an de le
retenir.
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T.O.Prenting [46℄, B.Frommherz [25℄, A.Delhambre [18℄, E.Bampis [1℄, K.Chen [12℄,
K.S.Naphade [42℄, J.Danloy [13℄, T.I. Liu [37℄, P.DeLit [15℄, A.Bratu [34℄, [40℄, [11℄,
P.Fouda [24℄, [22℄, [23℄ . . .
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A.Delhambre [17℄, quant à lui, propose un planiateur assisté par ordinateur
pour la génération de graphes de préédene. Après une séparation du modèle géomé-
trique du produit et des données non-géométriques, les ontraintes de préédene sont
générées par apport des ontraintes géométriques, méaniques, tehnologiques et de sta-
bilité. L'auteur introduit une notion d'ordre de préédene, 'est à dire qu'il dérit haque
liaison entre les omposants de la manière suivante :
ordre_de_préédene([N ], [L], [G]) (2.2)
ave N le numéro de la liaison traitée, L la liste des omposants appartenant à la liaison
N , G la liste des omposants gênant la réalisation de ette liaison.
Ave l'exemple de la gure 1.4, nous avons l'ordre de préédene suivante :
ordre_de_préédene([2], [{H, I, Cr}, {B, T}], [Cp]) (2.3)
L'auteur a introduit ultérieurement dans [18℄, la notion de ontrainte disjontive de
préédene, de type :
doit_prééder(a ou c, b) (2.4)
où a, b et c sont trois tâhes d'assemblage. Nous avons don la tâhe a ou la tâhe c doit
prééder la tâhe b.
Ave es déterminations des ontraintes de préédene, les graphes de préédene
générés sont orrets, mais e planiateur ne permet pas de savoir si toutes les solutions
sont présentes dans le résultat. L'ensemble des graphes de préédene n'est pas généré
ave ette méthode.
Dernièrement, une majeure partie des travaux développés, omme eux de J.Dan-
loy [13℄, P.DeLit [15℄ ou P.Fouda [21℄, [22℄, [23℄, [24℄ par exemple, traitent de la
génération de graphes de préédene pour les familles de produits.
P.DeLit [15℄ a utilisé une méthode prohe de elle de B.Frommherz et J.Horn-
berger [25℄, qui onsiste à générer un arbre des solutions possibles à l'aide des ontraintes
de préédene, et ensuite à supprimer l'ensemble des branhes générant des graphes non
valides. Cette méthode est appliquée sur la génération de gammes d'assemblage pour
les familles de produits, elle permet de générer un ensemble de graphes de préédene
valides mais il n'est pas possible de savoir si tous les graphes de préédene sont générés.
Nous voyons dans le travail de J.Danloy [13℄, que l'auteur a été inspiré des travaux
de G.Dini [19℄ en e qui onerne la notion de produit et de formalisme, tout omme
P.Fouda [21℄. Ce dernier introduit la notion de matrie d'interférene généralisée an
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de mieux onrétiser les interations entre les omposants en assemblage. Il appelle ette
matrie : I(dt), dt étant la diretion d'assemblage. Après un ensemble d'atualisation des
matries, haque fois qu'un omposant peut être désassemblé, un graphe de préédene
est obtenu. Ce graphe de préédene est basé sur le omposant de base hoisi par l'expert.
Nous pouvons dire que es diérentes approhes sont performantes, mais pas exhaustives,
ar seul un nombre restreint de graphes de préédene est généré.
2.4.4.2 Contraintes de préédene déjà établies
K.S.Naphade [42℄, dans ses travaux, a développé une méthode de génération sys-
tématique de l'ensemble des graphes de préédene orrespondant à un ensemble donné
de ontraintes de préédene. K.S.Naphade a introduit la notion de problème deux-
satisfait (2-STA)
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pour obtenir un ensemble de partitions. Ce qui revient à déouper le
problème en un ensemble de sous-problèmes simples à résoudre. Puis après ette déom-
position, la dénition suivante est apportée pour les ontraintes disjontives :
(¬p+ q) ⇔ (p⇒ q) (2.5)
À l'aide de ette équivalene, les disjontions sont transformées en équivalenes, et la
négation d'une préédene apparaît. L'auteur, de et ensemble d'équivalenes, va générer
trois partitions appelées respetivement I, I0, Ic, ave la propriété de partitionnementB.1
développée dans l'annexeB, à partir desquelles un ensemble de ontraintes de préédene
est généré. Cet ensemble permet la génération des graphes de préédene dans les as
favorables.
L'auteur, par une dénition  inorrete  du omplémentaire de a préède b, peut
générer des graphes yliques de préédene, qui en fait ne sont pas des graphes de pré-
édene, ar d'après la dénition 2.1 p. 32, un graphe de préédene est non ylique.
Suite aux travaux de K.S.Naphade, P.DeLit [15℄ a tenté, sans suès, d'améliorer
la méthode de génération des graphes de préédene (voir annexeB).
2.4.4.3 À partir des proessus d'assemblage
K.Chen [12℄ montre les insusanes des travaux qu'il a analysés, omme par exemple
l'impréision de la dénition de l'opération d'assemblage, ou la relative maladresse du
6
Two-satisfability : Une expression P est dite 2-SAT si et seulement si elle est onstituée d'un ensemble
de onjontions de lauses de préédenes où es dernières sont soit des ontraintes de préédene, soit
des disjontions de deux ontraintes de préédene.
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passage diret des ontraintes d'assemblage aux ontraintes de préédene, qui pose un
problème lorsque les ontraintes d'assemblage ne sont pas des relations binaires. K.Chen
génère l'ensemble des graphes de préédene maximaux par une méthode indirete à par-
tir d'un ensemble des graphes d'assemblage préétablis. Cette méthode part d'une base de
deux hypothèses : les ontraintes matérielles ne sont pas introduites dans l'élaboration
des arbres d'assemblage, et les arbres d'assemblage élaborés n'ont pas subit de séletion
à posteriori, et omme le dit l'auteur lui-même, la résolution du problème posé est om-
plexe dans son prinipe. Sa omplexité n'étant pas alulée et en l'absene de maquette
logiielle, il est diile d'évaluer son eaité. Nous pouvons quand même onlure que
'est une méthode très diile à mettre en plae.
A.Bratu [11℄, quant à elle, a une approhe diérente, omme K.Chen, sa méthode
débute ave l'ensemble des gammes d'assemblage établies à l'aide du logiiel LEGA. L'au-
teur établit une propriété (propriété Π) que doit posséder un ensemble de gammes pour
qu'il lui orresponde biunivoquement un graphe de préédene. D'où la méthode utilisée
qui onsiste à déouper l'ensemble des gammes initial en sous-ensembles possédant la
propriété Π puis en déterminant pour haun d'eux le graphe de préédene orrespon-
dant. Cette méthode est eae, ependant la omplexité de l'algorithme de déoupage
de l'ensemble en sous-ensembles représentables par un graphe de préédene unique n'est
pas estimée, mais nous pouvons penser qu'elle n'est pas polynmiale.
2.4.4.4 Synthèse
Grâe à e tour d'horizon, nous voyons qu'il n'existe pas de méthode simple et eae
de génération des graphes de préédene. La plupart des auteurs propose des méthodes
de génération d'un seul graphe ou d'une partie seulement des graphes de préédene
possibles. À l'heure atuelle, il n'existe pas enore de proédé permettant de dire si la
séquene d'enhaînement optimale
7
est ou n'est pas dans un graphe donné, et don nous
ne savons pas si la génération des autres graphes est néessaire. Nous ne savons pas
non plus si ette non génération des graphes de préédene a des onséquenes sur les
méthodes de oneption de système. Alors après avoir présenté un ensemble de dénitions
et de rappels, nous proposerons une méthode de génération exhaustive des graphes de
préédene dans les prohains hapitres, mais avant ela, nous devons mieux onnaître
ette représentation des proessus d'assemblage.
7
Séquene d'enhaînement dont le oût d'investissement, ou le oût de fontionnement, ou le temps
de prodution est moindre
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2.5 Passage d'un modèle d'un produit aux ontraintes de
préédene
Sahant que le modèle du produit établit des relations entre les omposants, et que les
ontraintes de préédene dérivent des relations entre les opérations de prodution, nous
pensons que la génération direte peut être mise en doute. Selon J.M.Henrioud [30℄,
l'établissement des ontraintes d'assemblage est très omplexe. De plus, il n'y a pas de
relation direte entre les ontraintes d'assemblage et les ontraintes de préédene. Ces
ontraintes d'assemblage sont prinipalement de deux types :
 les ontraintes opératoires imposées par le produit lui-même, don indépendantes
du système de prodution, elles se lassent en trois groupes :
1. s'il est impossible de réaliser l'opération d'assemblage (S, αi) sur le sous-
assemblage S. Cette impossibilité peut-être de plusieurs types, omme par
exemple, un onstituant sur la trajetoire de l'opération à réaliser, inaessi-
bilités diverses. Cette ontrainte est dite ontrainte géométrique ;
2. s'il est impossible de maintenir le onstituant C suivant au moins une orien-
tation, de telle façon, qu'en l'absene de mouvement, toutes les liaisons géo-
métriques restent établies sous l'ation des fores potentielles agissant sur lui.
Cette ontrainte est dite ontrainte de stabilité ;
3. s'il n'y a ni ontrainte géométrique, ni ontrainte de stabilité, si l'opération
d'assemblage(S, αi) est impossible ou trop diile à réaliser, nous dirons qu'il
y a une ontrainte matérielle. Elle dépend de l'évaluation de l'expert.
 les ontraintes stratégiques émises par un expert humain, dues aux partiularités
morphologiques du produit. Elles imposent ertains sous-assemblages, ou elles im-
posent de regrouper ertaines opérations devant être eetuées dans une même
diretion. Pour les familles de produits, nous herhons à obtenir des gammes as-
soiées aux diérents objets de la famille aussi voisines que possible.
Les ontraintes de préédene sont prinipalement de deux types :
 stabilité,
 pénétration.
Nous pouvons raindre que l'absene de relation entre les ontraintes d'assemblage et
les ontraintes de préédene, nous pousse à éarter la possibilité de génération direte
des graphes de préédene.
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2.5.1 Conlusion
Nous estimons que es travaux menés sur la génération des graphes de préédene
sont insusants. Aujourd'hui enore, le moyen le plus utilisé pour la génération des
graphes de préédene d'un produit, est la génération par un expert humain. Ce qui est
enore aeptable pour un produit simple ou sur une ligne de prodution existante, mais
dans le as d'un produit omplexe
8
ou de la réation d'une nouvelle ligne de prodution,
même un expert habile ne peut être sûr que le graphe de préédene diilement trouvé
est le plus pertinent. Rien ne permet de dire, aujourd'hui, si un graphe de préédene
est plus eient qu'un autre. Nous devons don générer tous les graphes de préédene
puis en faire une séletion, en évaluant les résultats obtenus pour haun d'eux.
Notre objetif est d'obtenir un système optimal et d'orir la plus grande exibilité
possible. Pour ela, nous hoisissons de travailler sur la génération des graphes de préé-
dene d'assemblage. An de garantir l'obtention d'un système optimal, il est néessaire
que la séquene d'enhaînement optimale appartienne aux graphes de préédene géné-
rés. La seule manière atuelle d'être ertain de l'appartenane de ette solution à un
graphe de préédene ou ensemble de graphes de préédene d'un produit, est la généra-
tion de tous les graphes de préédene d'assemblage maximaux admissibles du produit
en question. Nous onsarerons les prohains hapitres à herher des solutions de gé-
nération exhaustives des graphes de préédene, à partir d'un ensemble de séquenes
d'enhaînement prédénies. Dans nos travaux [48℄, nous avons établi une possibilité de
transformation des séquenes d'enhaînement en graphes de préédene (voir hapitre 3)
en passant par les ASTD. Cette idée est née, de l'observation des similitudes entre les
graphes de préédene et les graphes d'état (ASTD). La représentation des proessus
par les ASTD est exposée i-après, an d'apporter les onnaissanes susantes à la




ont été présentés brièvement dans la setion 1.4.2.5. Compte-tenu de
leur intérêt pour la suite, nous en faisons i-après une analyse plus détaillée. La notion
d'ASTD a été introduite à la n des années 1980 par C.J.M.Heemskerk [27℄. Cette
modélisation est basée sur la représentation des états du produit intermédiaire. D'après
8
Produit omposé de plus d'une douzaine de onstituants
9
Assembly State Transition Diagram ou Graphes d'état des transitions d'assemblage de simple niveau,
appelé aussi Graphes d'état
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A.Bourjault [10℄, nous appelons état du produit intermédiaire l'ensemble des liaisons
déjà établies à une étape quelonque du proessus d'assemblage.
2.6.1 Introdution
Les ASTD ont été introduits omme une représentation adéquate pour les gammes
d'assemblage. Cette représentation est basée sur l'assemblage linéaire des produits. Dans
sa forme omplète, l'ASTD représente toutes les séquenes possibles d'assemblage d'un
groupe de omposants. Un ASTD est un graphe diret omposé de n÷uds et d'ars et
ne possédant pas de yle.
Chaque hemin allant du n÷ud origine au n÷ud nal est une séquene opératoire
omplète. De plus, haque état omporte autant d'éléments que le produit omporte de
onstituants.
2.6.2 Quelques travaux
La littérature portant sur les ASTD et leurs extensions est relativement réduite,
un nombre restreint d'auteurs a travaillé sur ette méthode de représentation. A notre
onnaissane, seuls C.J.M.Heemskerk, N.Boneshanher et leurs ollègues, [5℄,
[6℄, [7℄, [27℄, [28℄, [29℄ et L.Relange et J.M.Henrioud [48℄, [49℄ ont travaillé sur ette
représentation. Dans es approhes, trois méthodes de génération ont été introduites : une
génération direte par C.J.M.Heemskerk et N.Boneshanher, et deux générations
indiretes par L.Relange et J.M.Henrioud.
2.6.3 Génération
Très peu d'auteurs se sont attahés à la génération des ASTD et à leur améliora-
tion. C.J.M.Heemskerk au début des années 90 ave ses ollègues et prinipalement
N.Boneshansher dans les années 89-93 ont travaillé sur e sujet, dans leurs tra-
vaux [5℄, [7℄, [28℄ et [29℄ ils ont établi une méthode de génération des LASTD. Cette
méthode est d'un prinipe simple, mais relativement lourde à exéuter. Elle onsiste
à générer tous les états intermédiaires théoriques possibles du produit (valides et non
valides). La seonde phase de ette méthode est la suppression de tous les états non
stables, ou inaessibles, ainsi que toutes les transitions non valides. Cette phase est
appelée l'élagage des LASTD.
42 Chapitre 2
Fig. 2.4  Les diérentes étapes de la génération des plans d'assemblage
Cette phase d'élagage est basée sur le modèle du produit, 'est-à-dire en fontion
des ontraintes opératoires et stratégiques du produit. En hiérarhisant es propriétés, il
arrive de manière adroite à générer les LASTD orrespondant au produit après un er-
tain nombre d'élagages au niveau du modèle du produit, de la hiérarhisation, et pour
nir des LASTD. Ces méthodes d'élagage sur la stabilité et les transitions invalides sont
trop omplexes pour être développées ii, elles peuvent être trouvées dans la thèse de
C.J.M.Heemskerk [29℄. Cette méthode d'élagage est implantée dans la méthode de
génération de N.Boneshansher, de plus elle peut être appliquée de deux manières :
automatique ou manuelle, an de mieux gérer les séquenes générées. L'auteur, à l'aide
d'outils et d'un ensemble de données, transforme les LASTD en graphes ET/OU pour
déterminer les plans d'assemblage, an de faire intervenir des ontraintes ou de les modi-
er, puis il détermine les plans d'assemblage depuis es graphes ET/OU. Nous illustrons
ette démarhe à l'aide de la gure 2.4.
Comme nous l'avons vu, ette génération direte est omposée de deux grandes par-
ties, une génération de tous les états possibles, puis un élagage de tout état non stable,
non admissible, et de toute transition non valide. Le proessus d'élagage, introduit par
C.J.M.Heenskerk, est un moyen de réduire le nombre de séquenes en supprimant
les transitions invalides et les états instables ou inaessibles. Cet élagage est exposé à
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(a) ASTD omplet (b) ASTD élagué
Fig. 2.5  Élagage d'un ASTD
la gure 2.5. La gure 2.5(a) montre tous les états possibles d'un assemblage de trois
onstituants, mais la transition de l'état A¯, B¯, C¯ à l'état A, B¯, C¯ est invalide, ainsi que
l'état A¯, B¯, C. Comme la transition de l'état A¯, B¯, C¯ à l'état A, B¯, C¯ est invalide, l'état
A, B¯, C¯ est inaessible alors toute transition partant de et état est invalide, les transi-
tions de l'état A, B¯, C¯ à l'état A,B, C¯ et de l'état A, B¯, C¯ à l'état A, B¯, C sont invalides.
De plus omme l'état A¯, B¯, C est invalide, toute transition lui étant inidente est inva-
lide, et toute transition partant de et état est invalide. Les transitions de l'état A¯, B¯, C¯
à l'état A¯, B¯, C, de l'état A¯, B¯, C à l'état A¯, B,C et de l'état A¯, B¯, C à l'état A, B¯, C
sont alors supprimées. La suppression de es transitions implique la non aessibilité de
l'état A, B¯, C, e qui implique sa suppression et la suppression de la transition de l'état
A, B¯, C à l'état nal A,B,C. Après et élagage, l'ASTD de la gure 2.5(b) est alors ob-
tenu. Cette génération a pour point de départ le produit à assembler ave un ensemble
de onnaissanes du type :  impossibilité d'eetuer l'opération A avant l'opération B
ou l'opération C  ou  instabilité de l'état A¯, B¯, C . Cet ensemble de onnaissanes
sur le produit est néessaire pour générer es ASTD ne représentant que des proessus
d'assemblage admissibles.
La génération indirete est basée sur un ensemble de séquenes d'enhaînement ad-
missibles déjà établies par le logiiel  LEGA. Cette transformation permet de générer
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diretement les ASTD ne représentant que les séquenes d'enhaînement admissibles.
Cette génération sera développée dans la setion 3.3.1 page 52.
2.6.4 Complexité
Le problème majeur d'un ASTD est sa taille. Le nombre de n÷uds est diretement
lié au nombre N de onstituants du produit ainsi qu'à sa omplexité d'assemblage. Dans
le as le plus simple, ave seulement une séquene de prodution, haque niveau n'a
qu'un n÷ud, le graphe omporte N + 1 n÷uds. Par ontre s'il y a plusieurs séquenes
d'enhaînement, le nombre de n÷uds peut augmenter de façon exponentielle ave le
nombre de onstituants.
D'après C.J.M.Heemskerk [29℄ et N.Boneshansher[5℄, la omplexité peut
s'érire ainsi, ave un produit omposé de N onstituants :
 si le produit onsidéré n'a pas de sous-assemblage, alors il y a au maximum 2N
n÷uds possibles ;
 si il a un omposant de base unique, le nombre d'états devient alors égal à 1+2N−1 ;
 si le produit onsidéré est omposé deN onstituants divisible en un sous-assemblage
de m onstituants et d'un sous-assemblage primaire ave p onstituants, le nombre









p−1 + 2m−1 + 2 où
N = p+m− 1.
Il est raisonnable de dire que le nombre de n÷uds d'un ASTD est de l'ordre de 2N .
2.6.5 Conlusion
Nous pouvons dire, après ette étude, que les ASTD et leurs améliorations ne sont pas
très pertinents tant au point de vue de leur génération qu'au point de vue de l'élabora-
tion des plans d'assemblage. Un point positif ressort lairement de ette représentation,
'est l'expression laire des états intermédiaires. Cette qualité, bien que peu pertinente
en oneption, pourrait être très utile en pilotage de système. Notre objetif étant la
génération de graphes de préédene, nous ne pensons utiliser les ASTD que omme
représentation intermédiaire.
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2.7 Les hypergraphes de préédene
J.M.Henrioud [33℄ a déjà introduit la notion d'hypergraphe de préédene pour ex-
primer des ontraintes disjontives de préédene et pour réduire le nombre de graphes
de préédene.
Définition 2.5 (Hypergraphe selon C. Berge [4℄)
Soit X = {x1, x2, . . . , xn} un ensemble ni, et ξ = (Ei/i ∈ I) une famille de parties de X.
On dira que ξ onstitue un hypergraphe sur X si l'on a :
Ei 6= ∅ (i ∈ I)⋃
i∈I
Ei = X
Le ouple H = (X, ξ) s'appelle un hypergraphe, et son ordre est |X| = n ; les éléments de
X sont les sommets de l'hypergraphe, et les ensembles de ξ, que l'on note E1, E2, . . . , Em
sont les arêtes de l'hypergraphe.
Définition 2.6 (Hypergraphe de préédene)
Un hypergraphe de préédene est un hypergraphe (X, ξ) où X est l'ensemble des tâhes et
ξ l'ensemble des hyperars Ek, qui ont l'une des formes suivantes :
Ek = (xi, {xi1 , . . . , xin}) si et seulement si xi → xi1 + . . .+ xin
ou Ek = ({xi1 , . . . , xin}, xi) si et seulement si xi1 + . . .+ xin → xi
Les hyperars de préédene représentent les ontraintes de préédenes disjontives,
par exemple, (α1 → α2 + α3 → α2) est équivalant à (α1 + α3) → α2. Cette notion est
représentée dans la gure 2.6, l'ar de erle, entré sur α2, entre les ars (α1, α2) et (α3,
α2), dénit un hoix entre les deux relations de préédene. Cet hypergraphe est noté :
H = (X, ξ) X = {α1, α2, α3} ξ = {({α1, α3}, {α2})}
L'emploi de es hypergraphes permet une représentation ompate alors que la pré-
sene de ontraintes disjontives néessiterait l'emploi de plusieurs graphes de préé-
dene.
La gure 2.7 présente quelques exemples d'hypergraphes simples. La gure 2.7(a)
présente un hyperar de préédene traduisant l'expression suivante :
(α4 → α1) + (α4 → α2) + (α4 → α3) (2.6)
L'hypergraphe de préédene H1 orrespondant s'érit :
H1 = (X, ξ1) ave X = {α1, α2, α3, α4} et ξ1 = {E1} E1 = ({α4}, {α1, α2, α3})
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(b) Conjontion d'un hy-





() Autre onjontion de
deux hyperars
Fig. 2.7  Des hypergraphes de préédene
Les gures 2.7(b) et 2.7() présentent des onjontions
10
d'hyperar. La gure 2.7(b)
montre un hypergraphe de préédene H2 traduisant l'expression suivante :
(α4 → α1).((α4 → α2) + (α4 → α3))
Cet hypergraphe de préédene s'érit :






1 = ({α4}, {α2, α3})
E′2 = ({α4}, {α1})
La gure 2.7() montre un hypergraphe de préédene H3 traduisant l'expression
suivante :
((α4 → α1) + (α4 → α3)).((α4 → α2) + (α4 → α3)) (2.7)
Nous érivons, à l'aide d'un hypergrapheH3, l'expression (2.7) de la manière suivante :






1 = ({α4}, {α1, α3})
E′′2 = ({α4}, {α2, α3}), et nous le représentons omme le montre la gure 2.7().
Après ette extension du onept de graphe de préédene, nous allons proposer dans
les prohains hapitres des méthodes de transformation d'un ensemble de séquenes
d'enhaînement en graphe de préédene ou en hypergraphes de préédene.
10
Opérateur binaire orrespondant à un et logique.
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2.8 Conlusion du hapitre
Après avoir préisé, dans e hapitre, l'objetif de nos travaux et rappelé un ensemble
de dénitions, nous avons développé des propriétés sur les représentations des proessus
d'assemblage. Nous avons onsidéré ii trois grands types de représentations des proessus
d'assemblage ; les graphes d'assemblage, les graphes de préédene, les ASTD.
Nous avons rappelé une représentation formelle du graphe de préédene. Comme
nous avons pu le voir au ours de es deux hapitres, la génération des graphes de
préédene est empirique. Atuellement, il existe un ertain nombre de méthodes de
génération, soit déliates à mettre en plae, soit non exhaustives, voire non valides pour
ertaines.
De là, la problématique abordée dans e travail : établir une méthode de génération
simple et eae des graphes de préédene et de manière systématique.
La reherhe d'une nouvelle méthode de génération systématique des graphes de
préédene simple et eae, nous a poussé à exposer l'ensemble des onnaissanes sur
les graphes d'état.
An de permettre une représentation biunivoque des graphes d'assemblage par les
graphes de préédene, nous avons introduit un ensemble d'hypothèses.
La méthode de génération systématique des graphes de préédene proposée ii est
basée sur des transformations de graphes. C'est une méthode par transformation gra-
phique. De plus elle-i nous a amené à introduire les hypergraphes de préédene, qui
sont une évolution des graphes de préédene, ar elle permet de les engendrer. Ces
hypergraphes de préédene permettent de représenter un ensemble de graphes de pré-
édene en un seul graphe, sans toutefois remettre en ause la lisibilité des proessus
d'assemblage.
Pour l'ensemble de es raisons, nous utiliserons le hapitre suivant à étudier ette
nouvelle méthode de génération des graphes de préédene.
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Chapitre 3
Détermination des graphes de
préédene par transformation de
graphes
D
ans le hapitre préédent, nous avons ave l'état de l'art présenté que les
quelques méthodes existantes pour la détermination des graphes de préédene
présentaient toutes, à des degrés divers, un ertain nombre d'insusanes ou de
diultés. C'est pourquoi une nouvelle approhe sera proposée dans e hapitre. Cette
méthode de génération est une méthode permettant de générer les graphes de préédene,
à partir des séquenes d'enhaînement par observations et transformations de graphes.
Pour e faire nous passons par les étapes suivantes :
 transformation de l'ensemble des graphes d'assemblage en un ASTD ;
 transformation de l'ASTD obtenu en son graphe dual, le graphe d'enhaînement ;
 transformation du graphe d'enhaînement en un graphe ou hypergraphe de préé-
dene.
Avant de présenter ette méthode, quelques points sur les méthodes de représentation
des proessus d'assemblage utilisés doivent être préisés.
Les graphes d'assemblage, vériant un ertain nombre d'hypothèses, omme nous
l'avons vu à la setion 2.3.2, sont appelés des séquenes d'enhaînement. Après un apport
sur les ASTD et l'introdution des graphes d'enhaînement, un développement de la
méthode de génération des graphes de préédene sera proposé.
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3.1 ASTD
Suite à la présentation des ASTD faite dans le préédent hapitre, il ressort qu'une
représentation formelle manque à ette méthode de représentation des proessus d'as-
semblage. An de failiter la manipulation des ASTD, une représentation formelle, qui
est inspirée de elle des graphes de préédene, est introduite :
Définition 3.1 (ASTD)
Un ASTD est déni par un ouple < ξ, τ > où :
 ξ est l'ensemble des états admissibles ;
 τ est l'ensemble des opérations, permettant de passer d'un état i à un état j, dénies
sur ξ × ξ.
Une opération entre deux états est une relation binaire dérivant l'ation d'assemblage
d'un onstituant ou d'un aratère non géométrique ave un sous-assemblage préis déjà
existant.
Par exemple, l'ASTD élagué A de la gure 2.5(b) page 43 se note : A =< ξ, τ > où
ξ = {< A¯, B¯, C¯ >,< A¯,B, C¯ >,< A,B, C¯ >,< A¯,B,C >,< A,B,C >} et
τ = {(< A¯, B¯, C¯ >,B), (< A¯,B, C¯ >,A), (< A¯,B, C¯ >,C), (< A,B, C¯ >,C),
(< A¯,B,C >,A)}
3.2 Graphes d'enhaînement
Un graphe d'enhaînement est le graphe dual d'un ASTD.
Définition 3.2 (Graphe dual)
Un graphe G′ est dit dual d'un graphe G si à haque ar de G orrespond un sommet dans
G′ et si à haque sommet de G orrespond un ar dans G′.
Dans un même soui de performane et de simpliité que pour les ASTD, une repré-
sentation formelle des graphes d'enhaînement est introduite :
Définition 3.3 (Graphe d'enhaînement)
Un graphe d'enhaînement GD d'un ASTD A =< ξ, τ > est déni par le 4-uplet <
E, σ, ξ, L > où :
 E est l'ensemble des tâhes appartenant à τ ;
 σ est l'ensemble des suessions diretes des tâhes réalisables de l'ensemble E, dénies
sur E × E ;
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Fig. 3.1  Graphe d'enhaînement de l'ASTD de la gure 2.5(b)
 ξ est l'ensemble des états admissibles de l'ASTD ;
 L est une appliation de σ dans ξ.
Par exemple, le graphe d'enhaînement de l'ASTD élaguéA de la gure 2.5(b) page 43,
donne le graphe d'enhaînement GD suivant :
GD =< E, σ, ξ, L > où
E = {a, b, c, d, u},
σ = {(b, a), (b, c), (a, c), (c, a), (c, u), (a, u)},
ξ = {< A¯, B¯, C¯ >, < A¯,B, C¯ >, < A,B, C¯ >, < A¯,B,C >}
et L = {((b, a), < A¯, B¯, C¯ >), ((b, c), < A¯, B¯, C¯ >), ((a, c), < A¯,B, C¯ >),
((c, a), < A¯,B, C¯ >), ((c, u), < A,B, C¯ >), ((a, u), < A¯,B,C >)},
qui est représenté à l'aide la gure 3.1.
Après es dénitions, notre méthode de génération des graphes de préédene à partir
de l'ensemble des séquenes d'enhaînement pré-établies ave LEGA sera présentée.
3.3 Méthode proposée
N'ayant toujours pas de méthode de génération systématique des graphes de pré-
édene simple et eae, notre intérêt s'est porté plus spéialement sur les graphes
d'état des transitions d'assemblage (ASTD), qui pour nous, ont un intérêt, dans ette
génération, de par leur proximité ave les graphes de préédene. Voyant que l'ASTD re-
présentant un proessus d'assemblage d'un produit, dans ertain as simple, est le graphe
dual du graphe de préédene de e même proessus, notre méthode de génération des
graphes de préédene est développée à partir de ette idée.
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Cette méthode par transformation de graphes
1
, est omposée de trois phases dis-
tintes. Ces phases sont la génération d'un ASTD à partir d'un ensemble Υ de séquenes
d'enhaînement (notée MA(Υ)), le passage au graphe d'enhaînement de l'ASTD (noté
MD(Υ)) et la génération du graphe de préédene à partir du graphe d'enhaînement
(noté MG(Υ)). Ces trois phases seront développées suessivement.
3.3.1 Génération d'un ASTD
Un ASTD est la représentation olletive des séquenes d'enhaînement de l'ensemble
Υ. La génération de et ASTD est onstituée de deux phases réurrentes ; la première est
la détermination de l'état aessible suivant, la deuxième est la détermination de l'ar,
qui représente la tâhe, liant l'état ourant à l'état aessible suivant. Ces deux phases
sont répétées pour haque tâhe de haque séquene d'enhaînement de l'ensemble Υ.
De plus nous appelons sous-séquene une suite de tâhes, d'une séquene xi, partant soit
de la tâhe de hargement jusqu'à une tâhe αi quelonque antérieure à la tâhe u de





, soit de la tâhe αi postérieure à la tâhe de hargement jusqu'à la tâhe u
de déhargement, si ette sous-séquene omprend la tâhe αi, elle est notée xi[α
4
, sinon
elle est notée xi]α
5
. Il est néessaire d'introduire la dénition 3.4 de l'état engendré pour
érire l'algorithme 3.1.
Définition 3.4 (État engendré)
On appelle état engendré, l'état obtenu par une sous-séquene d'enhaînement donnée x.
Il est noté :
∀x, E(x)
L'algorithme 3.1 de génération d'un ASTD à partir d'un ensemble de séquenes d'en-
haînement, transrit e proédé de transformation. Pour une tâhe donnée d'une sé-
quene d'enhaînement donnée, à l'aide de l'état ourant, l'état aessible est généré. Si
l'état aessible n'est pas enore dans l'ASTD, il est ajouté dans l'ensemble ξ des états
admissibles. Puis la tâhe de l'état ourant est ajoutée à l'état aessible dans l'ensemble
τ , si elle-i n'existe pas enore. L'état aessible ainsi généré devient l'état ourant, et
1
Méthode basée sur l'évolution de diérents types de graphes
2
Notion d'ensemble : [α, αi]
3
Notion d'ensemble : [α, αi[
4
Notion d'ensemble : [αi, u]
5
Notion d'ensemble : ]αi, u]
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Entrée : Υ Ensemble des séquenes d'enhaînement
Variable : état ourant, état obtenu, état initial
Sortie : ASTD
Pour haque séquene d'enhaînement de Υ faire
Pour haque tâhe faire
// Traiter la tâhe ourante
Générer l'état obtenu à l'aide de la tâhe en ours
Si l'état obtenu n'existe pas alors
Créer l'état obtenu
Fin si
Si l'ar n'existe pas alors
Ajouter l'ar de l'état ourant à l'état obtenu
Fin si
L'état obtenu devient l'état ourant
Fin pour
Revenir à l'état initial // Raine de l'ASTD
Fin pour
Algo 3.1 : Algorithme de génération d'un ASTD
e proédé est répété pour toutes les tâhes de toutes les séquenes d'enhaînement de
l'ensemble Υ.
Pour illustrer ette transformation, l'assemblage du produit P suivant est traité. P est
onstitué des omposants A,B,C,D et de leurs tâhes respetives assoiées a, b, c, d et de
la tâhe u de déhargement du produit ni. L'ensemble Υ des séquenes d'enhaînement
est par exemple :
Υ = {
a  c  b  d  u,
a  c  d  b  u,
a  b  c  d  u,
a  b  d  c  u,
a  d  c  b  u,
a  d  b  c  u}
(3.1)
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Fig. 3.2  ASTD représentant l'ensemble Υ des séquenes d'enhaînement
À l'aide de l'algorithme 3.1, l'ASTD A =< ξ, τ > est obtenu. Il omporte neuf états
d'assemblage diérents :
ξ = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C, D¯ >
,< A, B¯, C,D >,< A,B, C¯,D >,< A,B,C, D¯ >,< A,B,C,D >},
et treize tâhes diérentes :
τ = {(< A¯, B¯, C¯, D¯ >, a), (< A, B¯, C¯, D¯ >, b), (< A, B¯, C¯, D¯ >, c), (< A, B¯, C¯, D¯ >
, d), (< A, B¯, C¯,D >, b), (< A, B¯, C¯,D >, c), (< A,B, C¯, D¯ >, c), (< A,B, C¯, D¯ >, d), (<
A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d), (< A, B¯, C,D >, b), (< A,B, C¯,D >, c), (< A,B,
C, D¯ >, d)},
plus elle de déhargement (< A,B,C,D >, u) qui n'apparaît pas dans la représentation
graphique de l'ASTD, et e ave seulement inq tâhes d'assemblage (une de harge-
ment du omposant de base, trois adjontions de onstituants et une de déhargement).
L'ASTD A peut se représenter omme le montre la gure 3.2.
Ave l'algorithme 3.1, nous pouvons en déduire la propriété 3.1 d'uniité de l'ASTD
généré à partir d'un ensemble Υ de séquenes d'enhaînement.
Propriété 3.1 (Uniité de l'ASTD)
Si Υ est un ensemble de séquenes d'enhaînement alors l'ASTDA généré par l'algorithme 3.1
est unique
6
et représente de façon biunivoque l'ensemble Υ.
Qui peut s'érire :
∀Υ,∃!A,MA(Υ) = A|Υ = SEA(A)
6
∃!A :Il existe de manière unique A
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Démonstration 3.1
Selon J.Velu [51℄, si nous onsidérons Υ omme un langage de Kleene, il lui orrespond
de façon biunivoque un automate d'état ni < Σ, ǫ, I, Ef , δ >, où Σ est l'alphabet de
l'automate, ǫ est l'ensemble des états de l'automate, I est l'état initial, Ef est l'état
nal, δ est la fontion de transition de l'automate dénie de ǫ × Σ → ǫ. Les états de
et automate sont trivialement les états suessifs du produit en ours d'assemblage et
les transitions entre les états (adjontion d'un symbole), les tâhes. Don et automate
n'est autre que l'ASTD assoié. Nous avons alors ∀Υ,∃!A,MA(Υ) = A|Υ = SEA(A).
3.3.2 Génération du graphe d'enhaînement
Comme vu i-avant, le graphe d'enhaînement est le graphe dual d'un ASTD qui
représente les mêmes proessus d'assemblage, où les n÷uds sont les tâhes d'assemblage
de l'ASTD, et les ars représentent les enhaînements de es tâhes.
La transformation d'un ASTD en un graphe d'enhaînement est une réériture de la
représentation formelle de l'ASTD en prenant omme n÷uds pour le graphe d'enhaîne-
ment les tâhes entre les états de l'ASTD et à haque état entre deux tâhes de l'ASTD
orrespond un ar dans le graphe d'enhaînement entre les deux tâhes orrespondantes.
Un graphe d'enhaînement est un graphe orienté et non simple ar il peut exister des
paires de n÷uds {i, j} tel qu'il y ait plusieurs ars orientés (i, j) et/ou (j, i).
La transformation d'un ASTD en un graphe d'enhaînement est transrite à l'aide
de l'algorithme 3.2. La notion de oyle
7
est introduite (voir AnnexeA), pour résoudre
ette phase mathématiquement.
Ave l'exemple de l'ASTD A de la gure 3.2, les demi-oyles supérieurs sont :
 ω+A(< A¯, B¯, C¯, D¯ >) = {(< A¯, B¯, C¯, D¯ >, a)}
 ω+A(< A, B¯, C¯, D¯ >) = {(< A, B¯, C¯, D¯ >, b), (< A, B¯, C¯, D¯ >, c), (< A, B¯, C¯, D¯ >
, d)}
 ω+A(< A, B¯, C¯,D >) = {(< A, B¯, C¯,D >, b), (< A, B¯, C¯,D >, c)}
 ω+A(< A,B, C¯, D¯ >) = {(< A,B, C¯, D¯ >, c), (< A,B, C¯, D¯ >, d)}
 ω+A(< A, B¯, C, D¯ >) = {(< A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d)}
 ω+A(< A, B¯, C,D >) = {(< A, B¯, C,D >, b)}
 ω+A(< A,B, C¯,D >) = {(< A,B, C¯,D >, c)}
7
On appelle oyle d'un sommet l'ensemble des ars qui lui sont inidents.
Le demi-oyle supérieur ω+ d'un sommet est l'ensemble des ars sortant de e sommet.
Le demi-oyle inférieur ω− d'un sommet est l'ensemble des ars entrant en e sommet.
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Entrée : A ASTD
Variable : a, b tâhes d'assemblage
E état initial de a
Sortie : Graphe dual
Pour haque état de A faire
// Traiter l'état ourant
Dénir les demi-oyles supérieurs ω+A de haque état.
Fin pour
Pour haque état de A faire
// Traiter l'état ourant
Générer toutes les relations de préédene possibles entre les tâhes
appartenant aux demi-oyles supérieurs ω+A.
Pour haque relation (a, b) faire
Reherher l'état initial E de a
Ajouter la relation (a, b)E dans l'ensemble des demi-oyles
supérieurs ω+GD en a
Fin pour
Fin pour
Ave les demi-oyles supérieurs ω+GD , nous établissons le graphe
d'enhaînement GD orrespondant.
Algo 3.2 : Algorithme de génération du graphe d'enhaînement d'un ASTD
 ω+A(< A,B,C, D¯ >) = {(< A,B,C, D¯ >, d)}
 ω+A(< A,B,C,D >) = {(< A,B,C,D >, u)}
Cet algorithme permet de dénir les demi-oyles supérieurs ω+A de haque état
d'un ASTD en reherhant tout état possible suivant, ainsi que la tâhe assoiée. Il
permet d'engendrer aussi les demi-oyles supérieurs ω+GD de haque n÷ud du graphe
d'enhaînement GD, an de le générer.
Ave l'ASTD A de la gure 3.2 et l'algorithme 3.2, les demi-oyles supérieurs ω+GD
suivants du graphe d'enhaînement GD sont obtenus :
 ω+GD(a) = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>}
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Fig. 3.3  Graphe d'enhaînement généré
 ω+GD(b) = {(b, c)<A,B¯,C¯,D>, (b, c)<A,B¯,C¯,D¯>, (b, d)<A,B¯,C¯,D¯>, (b, d)<A,B¯,C,D¯>,
(b, u)<A,B¯,C,D>}
 ω+GD(c) = {(c, b)<A,B¯,C¯,D¯>, (c, b)<A,B¯,C¯,D>, (c, d)<A,B¯,C¯,D¯>, (c, d)<A,B,C¯,D¯>,
(c, u)<A,B,C¯,D>}
 ω+GD(d) = {(d, b)<A,B¯,C,D¯>, (d, b)<A,B¯,C¯,D¯> (d, c)<A,B¯,C¯,D¯>, (d, c)<A,B,C¯,D¯>,
(d, u)<A,B,C,D¯>}
 ω+GD(u) = ∅
De es demi-oyles supérieurs ω+GD , nous en déduisons le graphe d'enhaînement
GD suivant :
GD =< E, σ, ξ, L >
E = {a, b, c, d, u}
σ = {(a, b), (a, c), (a, d), (b, c), (c, b), (c, d), (d, c), (b, d), (d, b), (b, u), (c, u), (d, u)}.
ξ = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,
< A, B¯, C, D¯ >,< A, B¯, C,D >,< A,B, C¯,D >,< A,B,C, D¯ >}.
L = {((a, b), < A¯, B¯, C¯, D¯ >), ((a, c), < A¯, B¯, C¯, D¯ >), ((a, d), < A¯, B¯, C¯, D¯ >),
((b, c), < A, B¯, C¯,D >), ((b, c), < A, B¯, C¯, D¯ >), ((c, b), < A, B¯, C¯,D >),
((c, b), < A, B¯, C¯, D¯ >), ((c, d), < A,B, C¯, D¯ >), ((c, d), < A, B¯, C¯, D¯ >),
((d, c), < A,B, C¯, D¯ >), ((d, c), < A, B¯, C¯, D¯ >), ((b, d), < A, B¯, C, D¯ >),
((b, d), < A, B¯, C¯, D¯ >), ((d, b), < A, B¯, C, D¯ >), ((d, b), < A, B¯, C¯, D¯ >),
((b, u), < A, B¯, C,D >), ((c, u), < A,B, C¯,D >), ((d, u), < A,B,C, D¯ >)}.
De là, il est évident que nous avons la propriété d'uniité du graphe d'enhaînement
généré suivante :
Propriété 3.2 (Uniité du graphe d'enhaînement d'un ASTD)
À un ASTD orrespond un et un seul graphe d'enhaînement.
Nous pouvons érire :
∀A,∃!GD,MD(A) = GD/SEA(A) = SEA(GD)
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Remarque 3.1
La génération des séquenes d'enhaînement assoiées à un graphe d'enhaînement se
fait en prenant tous les hemins hamiltoniens (voir dénitionA.6 page 128) de e graphe.
Remarque 3.2
Pour un ensemble Υ de séquenes d'enhaînement, ave les propriétés 3.1 et 3.2, nous
avons un et un seul graphe d'enhaînement.
3.3.3 Génération du graphe de préédene
La génération d'un graphe de préédene est omposée de deux grandes phases dis-
tintes ; la simpliation du graphe d'enhaînement et la détermination du graphe de
préédene.
3.3.3.1 Simpliation du graphe d'enhaînement
À partir d'un graphe d'enhaînement, une rédution du nombre d'ars entre les tâhes
est eetuée à l'aide d'un ensemble de propriétés. Cette rédution du nombre d'ars
omporte deux as.
Premier as : S'il y a présene
8
d'ars entre la tâhe αi et la tâhe αj et pas de
hemin
9
menant de la tâhe αj à la tâhe αi, alors il est laire que la tâhe αi préède la
tâhe αj . Ce as est exprimé par la propriété 3.3, qui est transrite dans l'algorithme 3.5.
Propriété 3.3 (Redondane des préédenes)
Soit GD un graphe d'enhaînement, s'il y a au moins un ar de la tâhe αi à la tâhe αj
10
,
et qu'il n'y a pas de hemin de la tâhe αj à la tâhe αi alors la tâhe αi préède la tâhe
αj .
Cela peut s'érire aussi :
∀GD, αi ∈ GD, αj ∈ GD, (αi, αj) ∈ ω
+
GD
(αi), (αj , αi) /∈ ω
+
GD
(αj), 6 ∃Ch(αj , αi) ⇒
αi → αj
8
Il existe au moins un ar (αi, αj), dans l'ensemble σ du graphe d'enhaînement GD =< E, σ, ξ, L >
9
Un hemin Ch(αi, αj) est une suession d'ars permettant d'aller du n÷ud αi au n÷ud αj en
passant par un nombre ni d'ars en respetant leur sens.
10
Il existe au moins un sommet dans le demi-oyle supérieur ω+GD (αi)
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Démonstration 3.2
Supposons que la tâhe αj préède la tâhe αi dans au moins une séquene d'enhaîne-
ment de Υ, alors il existe une séquene x tel que x = xαj [  αj  αi  x]αi . Si une telle
séquene existe alors dans le demi-oyle supérieur ω+GD(αj), la tâhe (αj , αi)E(xαj [)
est présente. Il y a ontradition ar la ondition initiale est la tâhe (αj , αi)E(xαj [)
n'appartient pas au demi-oyle supérieur de αj, alors la tâhe αi préède la tâhe αj .
Deuxième as : S'il existe au moins une paire d'ars dont l'un est de la tâhe αi
vers la tâhe αj ave pour état initial E , et l'autre est de la tâhe αj à la tâhe αi ave
pour état initial E 'est à dire x1 ≡ x1αi[  αi  αj  x1]αj et x2 ≡ x2αj [  αj 
αi  x2]αi où x1αi[ = x2αj [ et x1]αj = x2]αi , alors toutes les paires d'ars vériant ette
hypothèse sont supprimées. Après es simpliations, deux situations s'orent à nous,
pour les deux tâhes, soit tous les ars sont supprimés, alors les deux tâhes sont aussi
dites indiérentes, soit il reste des ars entre les deux sommets après simpliation, alors
les deux tâhes sont dites en relation de préédene onditionnelle (notée αiPcαj).
Définition 3.5 (Indifférene dans les graphes de préédene [11℄)
Dans un graphe de préédene, deux tâhes αi et αj sont dites indiérentes s'il n'existe pas
d'ar ou de hemin entre eux.
Ave la dénition 3.5, il est possible d'érire la dénition suivante :
Définition 3.6 (Indifférene dans un graphe d'enhaînement)
Dans un graphe d'enhaînement, deux tâhes αi et αj sont dites indiérentes s'il n'existe
pas d'ar ou de hemin entre eux ou si pour haque enhaînement (αi, αj) d'état initial E ,
il existe un enhaînement (αj , αi) d'état initial E .
Propriété 3.4 (Simplifiation)
Soit GD un graphe d'enhaînement, s'il y a au moins un ar de la tâhe αi à la tâhe αj ave
pour état initial α , et au moins un ar de la tâhe αj à la tâhe αi ave pour état initial E ,
alors ela traduit l'existene de deux séquenes x1 et x2 telle que x = x1αi[  αi  αj 
x1]αj et x2 = x2αj [  αj  αi  x2]αi , les tâhes αi et αj sont alors dites indiérentes.
Dans e as, nous pouvons supprimer la paire d'ars.
Cette propriété peut être notée :
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Entrée : Graphe dual, sommet initial, sommet nal
Sortie : Nombre d'ars entre deux sommets
Pour l'ensemble ω+ des demi-oyles supérieurs du graphes dual faire
// Reherhe de l'ensemble des suesseurs du sommet initial
Compter le nombre d'ourrenes de l'ar du sommet initial au
sommet nal dans ω+G(sommet initial)
Fin pour
Algo 3.3 : Algorithme de alul du nombre d'ars orientés entre deux sommets du
graphe d'enhaînement
∀GD, αi, αj ∈ GD, (αi, αj)E ∈ ω
+
GD




∃x1,∃x2/x1 = x1αi[  αi  αj  x1]αj , x2 = x2αj  αj  αi  x2αi ,
E(x1αi[) = E(x2αj [), E(x1]αj ) = E(x2]αi ) ⇒
αi ≡{αi[} αj
Démonstration 3.3
Supposons que l'état engendré par la séquene x1αi[ soit diérent de l'état engendré par
la séquene x2αj [ alors l'état initial αj [ de l'ar (αj , αi) est diérent de l'état initial αi[
de l'ar (αi, αj). Il y a ontradition ar il est supposé que l'état initial αi[ de la séquene
x1αi[ est le même que l'état initial αj [ de la séquene x2αj [ , alors x1αi[ = x2αj [ .
Comme E(x1αi[) = E(x2αj [), l'état engendré E(x1αi[  αi  αj) est identique à l'état
engendré E(x2αj [  αi  αj) alors E(x1]αj ) = E(x2]αi ) ar E(x1) = E(x2).
Comme (αi, αj)E ∈ ω
+
GD
(αi) il existe une séquene x1 telle que x1 = x1αi[  αi  αj 
x1]αj . Nous proédons de même pour (αj , αi)E ∈ ω
+
GD
(αj). La première impliation est
alors démontrée.
Pour la deuxième impliation, il est évident que si deux séquenes d'enhaînement de e
type existent alors il y a préédene de la tâhe αi sur la tâhe αj et préédene de la
tâhe αj sur la tâhe αi, dans e as nous disons qu'elles sont indiérentes.
Pour la deuxième de es situations, qui est, nous le rappelons, l'existene d'ars
entre les deux tâhes d'état initial diérents pour haune des paires d'ars. S'il existe
un nombre n(αi,αj) d'ars (αi, αj) et un nombre n(αj ,αi) d'ars (αj , αi)
11
non nuls ne
11n(αi,αj) peut être diérent de n(αj ,αi).
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Entrée : Graphe dual
Variable : sommet ourant
sommet initial
Sortie : Nombre d'ar entre haque paire orientée de sommets
Pour haque sommet initial faire
// Compter le nombre d'ars partant de e sommet pour haque
sommet destination
Pour haque sommet de l'ensemble des demi-oyles supérieurs
(ω+) faire
// Compter le nombre d'ourrene d'un sommet
Appel de l'algorithme 3.3 de alul du nombre d'ars orientés entre




Algo 3.4 : Algorithme de alul du nombre d'ars entre haque paire orientée de som-
mets d'un graphe d'enhaînement
pouvant pas être réduits ave les propriétés 3.3 et 3.4, alors le graphe d'enhaînement
simplié est appelé un graphe d'enhaînement omplexe. Si les diérentes simpliations
nous onduisent à un graphe d'enhaînement omplexe, un hypergraphe de préédene
sera alors engendré. Cette génération d'hypergraphe de préédene sera développée dans
la setion 3.5.2 p. 80.
Après es simpliations suessives, un graphe de préédene est généré si le graphe
d'enhaînement n'est pas un graphe d'enhaînement omplexe.
Il est néessaire d'introduire la notion de nombre d'ars (voir dénitionA.9 page 130)
an de simplier e graphe mathématiquement. Le nombre d'ars m pour haque paire
de sommets a et b d'un graphe G est alulé à l'aide des algorithmes 3.3 et 3.4 et est noté
mG(αi, αj). Ce nombre d'ars est le nombre d'ourrenes du sommet b dans l'ensemble
des suesseurs du sommet αi.
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement GD avant
simpliation est :
 mGD(a, b) = 1
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 mGD(a, c) = 1
 mGD(a, d) = 1
 mGD(b, c) = 2
 mGD(b, d) = 2
 mGD(b, u) = 1
 mGD(c, b) = 2
 mGD(c, d) = 2
 mGD(c, u) = 1
 mGD(d, b) = 2
 mGD(d, c) = 2
 mGD(d, u) = 1
De là il est faile de remarquer que le graphe d'enhaînement n'est pas un graphe simple,
ar il possède plusieurs ars entre ertains sommets, omme par exemple entre les som-
mets b et c.
À l'aide de l'algorithme 3.5 de simpliation des graphes d'enhaînement, le nombre
d'ars est réduit entre haque paire de sommets en suivant le proédé préédemment ité.
Pour haune des paires de sommets, s'il n'existe pas d'ars avant simpliation, les deux
sommets sont dits indépendants, sinon si après simpliation, il n'y a plus d'ars entre
deux sommets, eux-i sont dits indiérents. S'il existe une paire de sommets omportant
des ars dans un sens et pas dans l'autre, alors l'enhaînement des tâhes suit es ars,
en revanhe s'il existe des ars dans les deux sens entre es sommets, un proédé de
simpliation est mis en plae. Pour simplier deux ars opposés entre deux sommets,
il est néessaire d'avoir pour haun d'eux le même état initial
12
. Cette proédure est
répétée jusqu'à la n du traitement de toutes les paires d'ars de tous les ouples de
sommets.
L'algorithme, ave l'exemple préédent, établi les relations suivantes entre haque
paire de tâhes déjà en relation dans le graphe d'enhaînement :
 la tâhe a préède la tâhe b ;
 la tâhe a préède la tâhe c ;
 la tâhe a préède la tâhe d ;
 la tâhe b est indiérente de la tâhe c, ar :
 la tâhe b est indiérente de la tâhe c par rapport à l'état < A, B¯, C¯, D¯ > ;
 la tâhe b est indiérente de la tâhe c par rapport à l'état < A, B¯, C¯,D > ;
 la tâhe b est indiérente de la tâhe d, ar :
12
Nous appelons état initial le n÷ud initial de la tâhe de départ dans l'ASTD orrespondant
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Entrée : Graphe dual
Variable : x, y sommets
E état
Sortie : Graphe dual simplié
Pour haque sommet x faire
// Reherher les enhaînements opposés de deux tâhes en partant
du même état
Si mGD(x, y) = 0 alors
//Il n'existe pas d'ars (x, y)






// Il existe au moins un ar (x, y)
Si mGD(y, x) = 0 alors
x→ y
Sinon
Si (x, y)E ∈ ω
+
GD




Les ars (x, y)E et (y, x)E sont supprimés et l'algorithme est





Algo 3.5 : Algorithme de simpliation du graphe d'enhaînement
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 la tâhe b est indiérente de la tâhe d par rapport à l'état < A, B¯, C¯, D¯ > ;
 la tâhe b est indiérente de la tâhe d par rapport à l'état < A, B¯, C, D¯ > ;
 la tâhe c est indiérente de la tâhe d, ar :
 la tâhe c est indiérente de la tâhe d par rapport à l'état < A, B¯, C¯, D¯ > ;
 la tâhe c est indiérente de la tâhe d par rapport à l'état < A,B, C¯, D¯ > ;
 la tâhe b préède la tâhe u ;
 la tâhe c préède la tâhe u ;
 la tâhe d préède la tâhe u.
De là, le graphe d'enhaînement simplié suivant est généré :
GDs =< Es, σs, ξ, L > où
Es = {a, b, c, d, u},
σs = {(a, b), (a, c), (a, d), (b, u), (c, u), (d, u)},
ξs = {< A¯, B¯, C¯, D¯ >, < A, B¯, C,D >, < A,B, C¯,D >, < A,B,C, D¯ >}
et Ls = {((a, b), < A¯, B¯, C¯, D¯ >), ((a, c), < A¯, B¯, C¯, D¯ >), ((a, d), < A¯, B¯, C¯, D¯ >),
((b, u), < A, B¯, C,D >), ((c, u), < A,B, C¯,D >), ((d, u), < A,B,C, D¯ >)}
Après la simpliation du graphe d'enhaînement, nous passons à la phase de déter-
mination du graphe de préédene.
3.3.3.2 Détermination du graphe de préédene
Comme vu i-avant, si le graphe d'enhaînement simplié n'est pas un graphe d'en-
haînement omplexe alors il est équivalent au graphe de préédene assoié à l'ensemble
des séquenes d'enhaînement.
Le graphe de préédene Gp est engendré, en aetant respetivement les n÷uds et les
ars du graphe d'enhaînement simplié aux n÷uds et aux ars du graphe de préédene.
Cette méthode donne le graphe de préédene GP suivant :
GP =< E,U > où E = {a, b, c, d, u} et U = {(a, b), (a, c), (a, d), (b, u), (c, u), (d, u)}
Le graphe de préédene ainsi généré peut être représenté par la gure 3.4.
Il est évident que le graphe ainsi engendré est unique, nous avons don la propriété
d'uniité du graphe de préédene généré suivante.
Propriété 3.5 (Uniité du graphe de préédene généré)
Soit GD un graphe d'enhaînement, et G son graphe de préédene engendré par notre mé-
thode, nous avons SEA(GD) = SEA(G) si et seulement si GD peut être représenté par un
seul graphe de préédene.
Soit :
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Fig. 3.4  Graphe de préédene généré
∀GD,∃!G/SEA(GD) = SEA(G) ⇒
∃!G′,MG(GD) = G
′/SEA(GD) = SEA(G
′) et G′ = G
3.4 Exemple
An d'illustrer ette méthode, un ensemble de as diérents d'un exemple est déve-
loppé i-après. Soit un produit P onstitué de quatre omposants A,B,C,D, es om-
posants sont  assemblés  par leurs tâhes respetives a, b, c, d. Pour et exemple, un
ensemble de as possibles (Cas i) est étudié, où les ensembles Υi des séquenes admis-
sibles seront diérents dans haun d'entre eux.
3.4.1 Cas 1 :
L'ensemble Υ1 des séquenes d'enhaînement est :
Υ1 = { a  b  c  d  u}
Ave l'ensemble Υ1, l'ASTD A1 =< ξ1, τ1 > de la gure 3.5 est obtenu :
ξ1 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A,B, C¯, D¯ >,< A,B,C, D¯ >,< A,B,C,D >
}
et τ1 = {(< A¯, B¯, C¯, D¯ >, a), (< A, B¯, C¯, D¯ >, b), (< A,B, C¯, D¯ >, c), (< A,B,C, D¯ >
, d), (< A,B,C,D >, u)}
Les demi-oyles supérieurs de A1 sont :
 ω+A1(< A¯, B¯, C¯, D¯ >) = {(< A¯, B¯, C¯, D¯ >, a)}
 ω+A1(< A, B¯, C¯, D¯ >) = {(< A, B¯, C¯, D¯ >, b)}
 ω+A1(< A,B, C¯, D¯ >) = {(< A,B, C¯, D¯ >, c)}
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 ω+A1(< A,B,C, D¯ >) = {(< A,B,C, D¯ >, d)}
 ω+A1(< A,B,C,D >) = {(< A,B,C,D >, u)}
La méthode de transformation d'un ASTD en un le graphe d'enhaînement donne le
graphe GD1 représenté par la gure 3.5(b) ave GD1 = (E1, σ1, ξ1, L1) où
E1 = {a, b, c, d, u} et
σ1 = {(a, b), (b, c), (c, d), (d, u)},
ξ1 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A,B, C¯, D¯ >,< A,B,C, D¯ >,< A,B,C,D >
} et
L1 = {((a, b), < A¯, B¯, C¯, D¯ >), ((b, c), < A, B¯, C¯, D¯ >), ((c, d), < A,B, C¯, D¯ >),
((d, u), < A,B,C, D¯ >)}
et les demi-oyles supérieurs sont :
 ω+GD1
(a) = {(a, b)<A¯,B¯,C¯,D¯>}
 ω+GD1
(b) = {(b, c)<A,B¯,C¯,D¯>}
 ω+GD1
(c) = {(c, d)<A,B,C¯,D¯>}
 ω+GD1
(d) = {(d, u)<A,B,C,D¯>}
 ω+GD1
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement est :
 mGD1 (a, b) = 1
 mGD1 (b, c) = 1
 mGD1 (c, d) = 1
 mGD1 (d, u) = 1
Dans e as très partiulier, la méthode de simpliation du nombre d'ars n'inue
pas sur elui-i, ar le graphe d'enhaînement est linéaire. D'après la propriété 3.3, un
graphe d'enhaînement linéaire ne peut pas avoir d'ar élagué.
Nous voyons dans e as très simple, à l'aide de la gure 3.5(), que le graphe engendré
par notre méthode, est bien le graphe de préédene assoié (ii trivialement) à l'ensemble
des séquenes d'enhaînement.
3.4.2 Cas 2 :
L'ensemble Υ2 des séquenes d'enhaînement est :
Υ2 = {
a  c  b  d  u,
a  c  d  b  u}
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A,B, C, D















(c) Graphe de précédence
Fig. 3.5  Cas 1
Ave l'ensemble Υ2, l'ASTD A2 =< ξ2, τ2 > de la gure 3.6 est obtenu :
ξ2 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A,B, C¯, D¯ >,< A,B,C, D¯ >,< A, B¯, C,D >
,< A,B,C,D >}
et τ2 = {(< A¯, B¯, C¯, D¯ >, a), (< A, B¯, C¯, D¯ >, b), (< A,B, C¯, D¯ >, c), (< A,B,C, D¯ >
, d), (< A, B¯, C, D¯ >, b), (< A, B¯, C,D >, b), (< A,B,C,D >, u)}
les demi-oyles supérieurs de l'ASTD A2 sont :
 ω+A2(< A¯, B¯, C¯, D¯ >) = {(< A¯, B¯, C¯, D¯ >, a)}
 ω+A2(< A, B¯, C¯, D¯ >) = {(< A, B¯, C¯, D¯ >, c)}
 ω+A2(< A, B¯, C, D¯ >) = {(< A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d)}
 ω+A2(< A, B¯, C,D >) = {(< A, B¯, C,D >, b)}
 ω+A2(< A,B,C, D¯ >) = {(< A,B,C, D¯ >, d)}
 ω+A2(< A,B,C,D >) = {(< A,B,C,D >, u)}
La méthode de transformation d'un ASTD en un graphe d'enhaînement donne le
graphe GD2 représenté par la gure 3.6(b) ave GD2 = (E2, σ2, ξ2, L2) où
E2 = {a, b, c, d, u} et
σ2 = {(a, c), (b, d), (b, u), (c, b), (c, d), (d, b), (d, u)},
ξ2 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A,B, C¯, D¯ >,< A,B,C, D¯ >,< A, B¯, C,D >
,< A,B,C,D >}
et L2 = {((a, c), < A¯, B¯, C¯, D¯ >), ((b, d), < A, B¯, C, D¯ >), ((b, u), < A, B¯, C,D >),
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((c, b), < A, B¯, C¯, D¯ >), ((c, d), < A, B¯, C¯, D¯ >), ((d, b), < A, B¯, C, D¯ >),
((d, u), < A,B,C, D¯ >)},
et les demi-oyles supérieurs sont :
 ω+GD2
(a) = {(a, c)<A¯,B¯,C¯,D¯>}
 ω+GD2
(b) = {(b, d)<A,B¯,C,D¯>, (b, u)<A,B¯,C,D>}
 ω+GD2
(c) = {(c, b)<A,B¯,C¯,D¯>, (c, d)<A,B¯,C¯,D¯>}
 ω+GD2
(d) = {(d, b)<A,B¯,C,D¯>, (d, u)<A,B,C,D¯>}
 ω+GD2
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement est :
 mGD2 (a, c) = 1
 mGD2 (b, d) = 1
 mGD2 (b, u) = 1
 mGD2 (c, b) = 1
 mGD2 (c, d) = 1
 mGD2 (d, b) = 1
 mGD2 (d, u) = 1
L'algorithme permet de simplier la paire d'ars entre les tâhes b et d, e qui donne
l'indiérene entre es deux tâhes. L'ensemble des autres enhaînements de tâhes reste
inhangé de par la propriété 3.3.
Le graphe d'enhaînement simplié GD2s est alors : GD2s = (E2s, σ2s, ξ2s, L2s) où
E2s = {a, b, c, d, u} ,
σ2s = {(a, c), (b, u), (c, b), (c, d), (d, u)},
ξ2s = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A,B, C¯, D¯ >,< A,B,C, D¯ >,< A, B¯, C,D >
,< A,B,C,D >}
et L2s = {((a, c), < A¯, B¯, C¯, D¯ >), ((b, u), < A, B¯, C,D >), ((c, b), < A, B¯, C¯, D¯ >),
((c, d), < A, B¯, C¯, D¯ >), ((d, u), < A,B,C, D¯ >)},
et les demi-oyles supérieurs sont :
 ω+GD2s
(a) = {(a, c)<A¯,B¯,C¯,D¯>}
 ω+GD2s
(b) = {(b, u)<A,B¯,C,D>}
 ω+GD2s
(c) = {(c, b)<A,B¯,C¯,D¯>, (c, d)<A,B¯,C¯,D¯>}
 ω+GD2s
(d) = {(d, u)<A,B,C,D¯>}
 ω+GD2s
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement simplié
est :
 mGD2s (a, c) = 1
 mGD2s (b, u) = 1
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(a)ASTD
(b) Graphe d’enchaînement (c) Graphe de précédence
A, B, C, D
A, B, C, D
A/B, C, D
A, C/B, D







Fig. 3.6  Cas 2
 mGD2s (c, b) = 1
 mGD2s (c, d) = 1
 mGD2s (d, u) = 1
Cet exemple illustre un as de simpliation d'une paire d'ars opposés de même état
initial où deux tâhes sont indiérentes.
À l'aide de la gure 3.6(), nous voyons que le graphe obtenu GD2s est bien le graphe
de préédene assoié à l'ensemble Υ2 des séquenes d'enhaînement, il est exhaustif et
valide.
3.4.3 Cas 3 :
L'ensemble Υ3 des séquenes d'enhaînement est :
Υ3 = {
a  c  b  d  u,
a  d  b  c  u}
Ave l'ensemble Υ3, l'ASTD A3 =< ξ3, τ3 > de la gure 3.7 est obtenu :
ξ3 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C,D >
,< A,B,C, D¯ >,< A,B,C,D >}
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et τ3 = {(< A¯, B¯, C¯, D¯ >, a), (< A, B¯, C¯, D¯ >, b), (< A,B, C¯, D¯ >, c), (< A,B,C, D¯ >
, d), (< A, B¯, C¯, D¯ >, d), (< A, B¯, C¯,D >, c), (< A, B¯, C,D >, b), (< A,B,C,D >, u)}
Les demi-oyles supérieurs de l'ASTD A3 sont :
 ω+A3(< A¯, B¯, C¯, D¯ >) = {(< A¯, B¯, C¯, D¯ >, a)}
 ω+A3(< A, B¯, C¯, D¯ >) = {(< A, B¯, C¯, D¯ >, b), (< A, B¯, C¯, D¯ >, d)}
 ω+A3(< A, B¯, C¯,D >) = {(< A, B¯, C¯,D >, c)}
 ω+A3(< A,B, C¯, D¯ >) = {(< A,B, C¯, D¯ >, c)}
 ω+A3(< A, B¯, C,D >) = {(< A, B¯, C,D >, b)}
 ω+A3(< A,B,C, D¯ >) = {(< A,B,C, D¯ >, d)}
 ω+A3(< A,B,C,D >) = {(< A,B,C,D >, u)}
La méthode de transformation d'un ASTD en un graphe d'enhaînement donne le
graphe GD3 représenté par la gure 3.7(b) ave GD3 = (E3, σ3, ξ3, L3) où
E3 = {a, b, c, d, u},
σ3 = {(a, b), (a, c), (b, c), (b, u), (c, b), (c, d), (d, c), (d, u)},
ξ3 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C,D >
,< A,B,C, D¯ >,< A,B,C,D >}
et L = {((a, b), < A¯, B¯, C¯, D¯ >), ((a, c), < A¯, B¯, C¯, D¯ >), ((b, c), < A, B¯, C¯, D¯ >),
((b, u), < A, B¯, C,D >), ((c, b), < A, B¯, C¯,D >), ((c, d), < A,B, C¯, D¯ >),
((d, c), < A, B¯, C¯, D¯ >), ((d, u), < A,B,C, D¯ >)}
et les demi-oyles supérieurs sont :
 ω+GD3
(a) = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>}
 ω+GD3
(b) = {(b, c)<A,B¯,C¯,D¯>, (b, u)<A,B¯,C,D>}
 ω+GD3
(c) = {(c, b)<A,B¯,C¯,D>, (c, d)<A,B,C¯,D¯>}
 ω+GD3
(d) = {(d, c)<A,B¯,C¯,D¯>, (d, u)<A,B,C,D¯>}
 ω+GD3
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement est :
 mGD3 (a, b) = 1
 mGD3 (a, d) = 1
 mGD3 (b, c) = 1
 mGD3 (b, u) = 1
 mGD3 (c, b) = 1
 mGD3 (c, d) = 1
 mGD3 (d, c) = 1
 mGD3 (d, u) = 1
Dans e as, l'algorithme de simpliation n'inue pas sur le graphe d'enhaînement
ar auune paire d'ars ne respete les onditions de simpliation. Les paires d'ars
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Fig. 3.7  Cas 3
opposés sont, par exemple entre les tâhes b et c d'état initial < A, B¯, C¯, D¯ > pour l'ar
allant de la tâhe b à la tâhe c et d'état initial < A, B¯, C¯,D > pour l'ar allant de c à b.
Pour la gure 3.7, le graphe généré, ave la méthode de génération des graphes de
préédene, n'est pas un graphe de préédene valide ar il existe des iruits dans e
graphe.
3.4.4 Cas 4 :
L'ensemble Υ4 des séquenes d'enhaînement est :
Υ4 = {
a  c  b  d  u,
a  c  d  b  u,
a  b  c  d  u,
a  d  c  b  u}
Ave l'ensemble Υ4, l'ASTD A4 =< ξ4, τ4 > de la gure 3.8 est obtenu :
ξ4 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C, D¯ >
,< A, B¯, C,D >,< A,B,C, D¯ >,< A,B,C,D >}
et τ4 = {(< A¯, B¯, C¯, D¯ >, a), (< A, B¯, C¯, D¯ >, b), (< A, B¯, C¯, D¯ >, c), (< A, B¯, C¯, D¯ >
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, d), (< A, B¯, C¯,D >, c), (< A,B, C¯, D¯ >, c), (< A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d), (<
A, B¯, C,D >, b), (< A,B,C, D¯ >, d), (< A,B,C,D >, u)}
Les demi-oyles supérieurs de l'ASTD A4 sont :
 ω+A4(< A¯, B¯, C¯, D¯ >) = {(< A¯, B¯, C¯, D¯ >, a)}
 ω+A4(< A, B¯, C¯, D¯ >) = {(< A, B¯, C¯, D¯ >, b), (< A, B¯, C¯, D¯ >, c), (< A, B¯, C¯, D¯ >
, d)}
 ω+A4(< A, B¯, C¯,D >) = {(< A, B¯, C¯,D >, c)}
 ω+A4(< A,B, C¯, D¯ >) = {(< A,B, C¯, D¯ >, c)}
 ω+A4(< A, B¯, C, D¯ >) = {(< A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d)}
 ω+A4(< A, B¯, C,D >) = {(< A, B¯, C,D >, b)}
 ω+A4(< A,B,C, D¯ >) = {(< A,B,C, D¯ >, d)}
 ω+A4(< A,B,C,D >) = {(< A,B,C,D >, u)}
La méthode de transformation d'un ASTD en un graphe d'enhaînement donne le
graphe GD4 représenté par la gure 3.8(b) ave GD4 = (E4, σ4, ξ4, L4) où
E4 = {a, b, c, d, u} et
σ4 = {(a, b), (a, c), (a, d), (b, c), (b, d), (b, u), (c, b), (c, b), (c, d), (c, d), (d, b), (d, c), (d, u)},
ξ4 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C, D¯ >
,< A, B¯, C,D >,< A,B,C, D¯ >,< A,B,C,D >}
et L4 = {((a, b), < A¯, B¯, C¯, D¯ >), ((a, c), < A¯, B¯, C¯, D¯ >), ((a, d), < A¯, B¯, C¯, D¯ >),
((b, c), < A, B¯, C¯, D¯ >), ((b, d), < A, B¯, C, D¯ >), ((b, u), < A, B¯, C,D >),
((c, b), < A, B¯, C¯,D >), ((c, b), < A, B¯, C¯, D¯ >), ((c, d), < A, B¯, C¯, D¯ >),
((c, d), < A,B, C¯, D¯ >), ((d, b), < A, B¯, C, D¯ >),
((d, c), < A, B¯, C¯, D¯ >), (d, u), < A,B,C, D¯ >)}
et les demi-oyles supérieurs sont :
 ω+GD4
(a) = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>}
 ω+GD4
(b) = {(b, c)<A,B¯,C¯,D¯>, (b, d)<A,B¯,C,D¯>, (b, u)<A,B¯,C,D>}
 ω+GD4
(c) = {(c, b)<A,B¯,C¯,D¯>, (c, b)<A,B¯,C¯,D>, (c, d)<A,B¯,C¯,D¯>, (c, d)<A,B,C¯,D¯>}
 ω+GD4
(d) = {(d, b)<A,B¯,C,D¯>, (d, c)<A,B¯,C¯,D¯>, (d, u)<A,B,C,D¯>}
 ω+GD4
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement est :
 mGD4 (a, b) = 1
 mGD4 (a, c) = 1
 mGD4 (a, d) = 1
 mGD4 (b, c) = 1
 mGD4 (b, d) = 1
 mGD4 (b, u) = 1
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 mGD4 (c, b) = 2
 mGD4 (c, d) = 2
 mGD4 (d, b) = 1
 mGD4 (d, c) = 1
 mGD4 (d, u) = 1
L'algorithme de simpliation permet de supprimer les ars entre les tâhes b et d,
an de les rendre indépendantes et de supprimer une paire d'ars entre les tâhes b et
c ainsi qu'entre les tâhes c et d an de les rendre indiérentes (b ≡<A,B¯,C¯,D¯> c et
c ≡<A,B¯,C¯,D¯> d). Comme la tâhe c est indiérente des tâhes b et d d'une part et que
d'autre part la tâhe c préède les tâhes b et d, il est possible ave la propriété 3.3 et
3.4 de dire que la tâhe c préède les tâhes b et d.
Le graphe d'enhaînement GD4 devient le graphe d'enhaînement simplié GD4s :
GD4s = (E4s, σ4s, ξ4s, L4s) où
E4s = {a, b, c, d, u},
σ4s = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>, (b, u)<A,B¯,C,D>, (c, b)<A,B¯,C¯,D>,
(c, d)<A,B,C¯,D¯>, (d, u)<A,B,C,D¯>},
ξ4s = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C, D¯ >
,< A, B¯, C,D >,< A,B,C, D¯ >,< A,B,C,D >}
et L4s = {((a, b), < A¯, B¯, C¯, D¯ >), ((a, c), < A¯, B¯, C¯, D¯ >), ((a, d), < A¯, B¯, C¯, D¯ >),
((b, u), < A, B¯, C,D >), ((c, b), < A, B¯, C¯,D >), ((c, d), < A,B, C¯, D¯ >),
((d, u), < A,B,C, D¯ >)}
et les demi-oyles supérieurs sont :
 ω+GD4s
(a) = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>}
 ω+GD4s
(b) = {(b, u)<A,B¯,C,D>}
 ω+GD4s
(c) = {(c, b)<A,B¯,C¯,D>, (c, d)<A,B,C¯,D¯>}
 ω+GD4s
(d) = {(d, u)<A,B,C,D¯>}
 ω+GD4s
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement simplié
est :
 mGD4s (a, b) = 1
 mGD4s (a, c) = 1
 mGD4s (a, d) = 1
 mGD4s (b, u) = 1
 mGD4s (c, b) = 1
 mGD4s (c, d) = 1
 mGD4s (d, u) = 1
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Fig. 3.8  Cas 4
Sur la gure 3.8, nous pouvons voir que le graphe de préédene, généré ave la
méthode de génération de graphe de préédene, n'est pas exhaustif, mais il est valide.
Cependant il pourrait être enore simplié, ave la suppression des ars (a, b) et (a, d)
par transitivité.
3.4.5 Évaluation
Nous voyons, dans un ertain nombre de as, que ette méthode est eae, mais dans
un ertain nombre d'autres as, elle engendre des graphes de préédene non exhaustifs,
et même quelquefois des graphes de préédene non valides, omme dans le as de la
gure 3.7, où il y a des iruits dans le graphe. D'après la dénition 1.17, un graphe de
préédene est un graphe simple, orienté, onnexe, sans boule et sans iruit. Alors
par dénition, tout sommet doit appartenir à une haîne
13
reliant le sommet initial au
sommet nal du graphe de préédene.
Pour le as développé au ours de l'exposition de la méthode et pour les as 1 et
2, les graphes de préédene engendrés par la méthode sont don valides et exhaustifs
ar eux-i génèrent les séquenes d'enhaînement de l'ensemble de base sans en générer
d'autres qui seraient invalides.
13
Une haîne est une suession d'ars, sans tenir ompte de leur orientation, entre deux sommets.
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En e qui onerne le as 3, notre méthode engendre un graphe invalide.
Enn, pour le as 4, le graphe de préédene engendré par la méthode est valide,
mais n'est pas exhaustif, 'est-à-dire ne permet pas d'obtenir l'ensemble des séquenes
d'enhaînement initial, mais ne génère pas de séquene d'enhaînement invalide.
De et exemple nous pouvons don en déduire les propriétés suivantes :
Propriété 3.6 (Condition de non-validité)
Si Υ l'ensemble des séquenes d'enhaînement ne peut pas être représenté par un seul graphe
de préédene G alors le graphe de préédene G′ généré par notre méthode est non valide
ou non exhaustif.
Nous érivons :
∀Υ, 6 ∃!G/SEA(G) = Υ ⇒M(Υ) = G′/SEA(G′) 6= Υ
Démonstration 3.4
Supposons que notre méthode appliquée sur l'ensemble des séquenes M(Υ) donne un
graphe de préédene G′ unique représentant Υ (M(Υ) = G′/SEA(G′) = Υ) alors il
existe un unique graphe de préédene G pour représenter Υ (∀Υ,∃!G/SEA(G) = Υ).
Il y a ontradition don nous avons :
∀Υ, 6 ∃!G/SEA(G) = Υ,⇒M(Υ) = G′/SEA(G′) 6= Υ
Pour onlure l'étude de l'exemple du as 4, il est don possible de dire que ette
méthode n'est pas eae dans tous les as et nous pouvons érire la propriété de validité
suivante :
Propriété 3.7 (Condition de validité)
Si Υ l'ensemble des séquenes d'enhaînement peut être représenté par un seul graphe de
préédene G alors le graphe de préédene G′ généré par notre méthode est valide et ex-
haustif, il représente l'ensemble Υ des séquenes d'enhaînement et est égal au graphe de
préédene G.
Nous érivons :
∀Υ,∃!G/SEA(G) = Υ ⇒ ∃G′,M(Υ) = G′/SEA(G′) = Υ, G = G′
Démonstration 3.5
Ave les propriétés 3.1, 3.2, 3.5, nous savons que notre méthode donne un graphe unique,
si elui-i est valide, nous avons un graphe de préédene unique.
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Supposons qu'il n'existe pas un unique graphe de préédene pour représenter l'ensemble
de séquenes d'enhaînement initial, omme notre méthode donne toujours un graphe
unique G, alors e graphe ne peut pas représenter l'ensemble des séquenes d'enhaîne-
ment.
Supposons maintenant que l'ensemble Υ des séquenes d'enhaînement peut être repré-
senté par un seul et unique graphe de préédene G. Nous pouvons érire ∃!G/SEA(G) =
Υ. Comme notre méthode engendre un graphe de préédene G′ unique qui est équivalent
au graphe d'enhaînement GD, étant lui-même équivalent à l'ASTD A, et que l'ASTD
généré est équivalent à l'ensemble Υ des séquenes d'enhaînement, omme G = Υ et
G′ = Υ alors G = G′
3.5 Améliorations possibles de la méthode
Suite à l'exposé des propriétés 3.6 et 3.7 il est possible de proposer deux améliora-
tions : l'une est pour la génération des graphes de préédene, l'autre pour la génération
des hypergraphes de préédene.
3.5.1 Méthode Π-améliorée
Comme nous l'avons vu dans l'exemple i-avant, notre méthode engendre des graphes
de préédene valides et exhaustifs uniquement lorsque l'ensemble initial des séquenes
d'enhaînement peut être représenté par un seul graphe de préédene. Une amélioration
de notre méthode serait le déoupage de l'ensemble des séquenes d'enhaînement en
sous-ensembles pouvant être représentés respetivement par un seul et unique graphe de
préédene.
Suite aux travaux de A.Bratu [11℄, il existe une méthode de déoupage des en-
sembles de séquenes d'enhaînement en sous-ensembles pouvant être représentés par
un seul graphe de préédene. Pour ela, il sut d'engendrer à partir de l'ensemble
Υ, les sous-ensembles Υi tels que haque Υi respete la propriété Π 3.8 introduite par
A.Bratu.
Propriété 3.8 (Π)
Soit Υ un ensemble de séquenes d'enhaînement omposées de tâhes de E. Soit un en-
semble δ(Υ) de paires de tâhes de E. On dit que Υ possède la propriété Π par rapport à
l'ensemble δ(Υ) si pour toute séquene x de Υ et pour toute paire de δ(Υ) en suession di-
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rete, la séquene symétrique x′ de x, par rapport à la paire onsidérée, appartient aussi à Υ :
∀x ∈ Υ,∀(αi, αj) ∈ δ(Υ), x = xαi[  αi  αj x]αj ∈ Υ
⇒ xαi[  αj  αi x]αj ∈ Υ
Définition 3.7 (Séquene d'enhaînement symétrique)
Soit Υ un ensemble de séquenes d'enhaînement omposées de symboles d'un ensemble
δ(Υ) et soit une séquene d'enhaînement x de Υ. En érivant x sous la forme : x = xαi[
 αi  αj  x]αj ,
où xαi[ et x]αj sont des sous-séquenes d'enhaînement de δ(Υ), (αi, αj) étant une paire de
symboles de δ(Υ), la séquene d'enhaînement x′ s'érit : x′ = xαi[  αj  αi  x]αj .
x′ s'appelle la séquene d'enhaînement symétrique de x par rapport à la paire (αi, αj).
À l'aide des exemples des gures 3.5, 3.6, nous voyons que la propriété 3.8 est vériée.
Nous allons, par exemple, traiter le as de la gure 3.8, an d'illustrer notre méthode
que nous appellerons méthode-Π-améliorée.
L'ensemble Υ4 des séquenes d'enhaînement est :
Υ4 ={
a  c  b  d  u,
a  c  d  b  u,
a  b  c  d  u,
a  d  c  b  u}
(3.2)
À l'aide de la propriété Π, l'ensemble Υ4 des séquenes d'enhaînement est déoupé
en deux sous-ensembles Υ41 et Υ42 .
Υ41 ={
a  c  b  d  u,
a  c  d  b  u,
a  d  c  b  u}
(3.3)
Υ42 ={ a  b  c  d  u} (3.4)
Ave l'ensemble Υ41 , l'ASTD A41 =< E41 , τ41 > de la gure 3.9 est obtenu :
E41 = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >, (< A, B¯, C¯,D >,< A, B¯, C, D¯ >,< A, B¯, C,
D >,< A,B,C, D¯ >,< A,B,C,D >}
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Fig. 3.9  Cas 41 Π-amélioré
, c), (< A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d), (< A, B¯, C,D >, b), (< A,B,C, D¯ >, d), (<
A,B,C,D >, u)}
Les demi-oyles supérieurs de l'ASTD A41 sont :
 ω+A41
(< A¯, B¯, C¯, D¯ >) = {(< A¯, B¯, C¯, D¯ >, a)}
 ω+A41
(< A, B¯, C¯, D¯ >) = {(< A, B¯, C¯, D¯ >, c), (< A, B¯, C¯, D¯ >, d)}
 ω+A41
(< A, B¯, C¯,D >) = {(< A, B¯, C¯,D >, c)}
 ω+A41
(< A, B¯, C, D¯ >) = {(< A, B¯, C, D¯ >, b), (< A, B¯, C, D¯ >, d)}
 ω+A41
(< A, B¯, C,D >) = {(< A, B¯, C,D >, b)}
 ω+A41
(< A,B,C, D¯ >) = {(< A,B,C, D¯ >, d)}
 ω+A41
(< A,B,C,D >) = {(< A,B,C,D >, u)}
Ave le graphe d'enhaînement GD41 de la gure 3.9, nous avons GD41 = (E41 , σ41)
où E41 = {a, b, c, d, u} et σ41 = {(a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>, (b, d)<A,B¯,C,D¯>,
(b, u)<A,B¯,C,D>, (c, b)<A,B¯,C¯,D>, (c, b)<A,B¯,C¯,D¯>, (c, d)<A,B¯,C¯,D¯>, (d, b)<A,B¯,C,D¯>,
(d, c)<A,B¯,C¯,D¯>, (d, u)<A,B,C,D¯>}, et les demi-oyles supérieurs sont :
 ω+GD41
(a) = {(a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>}
 ω+GD41
(b) = {(b, d)<A,B¯,C,D¯>, (b, u)<A,B¯,C,D>}
 ω+GD41
(c) = {(c, b)<A,B¯,C¯,D¯>, (c, b)<A,B¯,C¯,D>, (c, d)<A,B¯,C¯,D¯>, }
 ω+GD41
(d) = {(d, b)<A,B¯,C,D¯>, (d, c)<A,B¯,C¯,D¯>, (d, u)<A,B,C,D¯>}
 ω+GD41
(u) = ∅
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Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement non
simplié est :
 mGD41
(a, c) = 1
 mGD41
(a, d) = 1
 mGD41
(b, c) = 1
 mGD41
(b, d) = 1
 mGD41
(b, u) = 1
 mGD41
(c, b) = 2
 mGD41
(c, d) = 1
 mGD41
(d, b) = 1
 mGD41
(d, c) = 1
 mGD41
(d, u) = 1
À l'aide de l'algorithme de simpliation, les ars entre les tâhes b et d disparaissent
ainsi qu'entre les tâhes c et d. Ces tâhes deviennent, par es suppressions respetivement
indépendantes.
Nous obtenons alors le graphe d'enhaînement simplié suivant :
GD4s1 = (E4s1 , σ4s1 , ξ4s1 , L4s1) où
E4s1 = {a, b, c, d, u}
et σ4s1 = {(a, c), (a, d), (b, u), (c, b), (d, u)},
σ4s1 = {< A¯, B¯, C¯, D¯ >, < A, B¯, C,D >, < A, B¯, C¯,D >, < A,B,C, D¯ >},
et L4s1 = {((a, c), < A¯, B¯, C¯, D¯ >), ((a, d), < A¯, B¯, C¯, D¯ >), ((b, u), < A, B¯, C,D >),
((c, b), < A, B¯, C¯,D >), ((d, u), < A,B,C, D¯ >)},
et les demi-oyles supérieurs sont :
 ω+GD4s1
(a) = {(a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>}
 ω+GD4s1
(b) = {(b, u)<A,B¯,C,D>}
 ω+GD4s1
(c) = {(c, b)<A,B¯,C¯,D¯>, }
 ω+GD4s1
(d) = {(d, u)<A,B,C,D¯>}
 ω+GD4s1
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement simplié
est :
 mGD4s1
(a, c) = 1
 mGD4s1
(a, d) = 1
 mGD4s1
(b, u) = 1
 mGD4s1
(c, b) = 1
 mGD4s1
(d, u) = 1
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Fig. 3.10  Cas 42 Π-amélioré
Ave la méthode Π-améliorée, le graphe de préédene de la gure 3.9 est obtenu. Ce
graphe représente de manière biunivoque l'ensemble Υ41 des séquenes d'enhaînement.
Maintenant, nous allons passer au deuxième sous-ensemble Υ42 de Υ4. Ave l'en-
semble Υ42 qui est identique à l'ensemble Υ1, si nous nous rapportons à la setion 3.4.1,
nous voyons que le graphe de préédene de la gure 3.10 est valide, exhaustif et orres-
pond de manière biunivoque à l'ensemble Υ42 .
Pour onlure sur ette amélioration, il est possible de dire que ette méthode est
eae pour la génération des graphes de préédene valides et exhaustifs. Cependant
le déoupage de l'ensemble des séquenes d'assemblage en sous-ensembles représentables
par un seul graphe de préédene n'est pas trivial. C'est pour ela que nous allons nous
penher sur une autre méthode d'amélioration.
3.5.2 Détermination de l'hypergraphe de préédene
Après simpliation des ars omme nous l'avons vu dans la setion 3.3, un graphe
d'enhaînement est obtenu. Deux as peuvent se produire : le premier est le plus simple,
le graphe d'enhaînement simplié est équivalent au graphe de préédene assoié à l'en-
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semble Υ de départ ; le deuxième est plus omplexe, le graphe d'enhaînement simplié
est dit omplexe, il est équivalent à un hypergraphe de préédene.




La détermination d'un hypergraphe de préédene est due au fait que l'ensemble Υ des
séquenes d'enhaînement ne peut pas être représenté par un seul graphe de préédene.
Ce qui traduit la présene de onditions de préédene du type la tâhe a préède la
tâhe b ou la tâhe c préède la tâhe b.
Pour ela en nous inspirant de T.DeFazio et D.E.Whitney [14℄, nous supposerons
que toutes les ontraintes de préédene peuvent s'érire sous la forme :
f(E − αi) → αi et αi → g(E − αi) (3.5)
Où : E est l'ensemble des tâhes, f et g deux fontions logiques.
Les fontions logiques peuvent être érites sous leur forme normale onjontive de
lauses, où haque lause est une tâhe d'assemblage ou une disjontion de ontrainte de
préédene :
(α1 ∧ α2 ∧ . . . ∧A1 ∧A2 ∧ . . .) → αi et αi → (β1 ∧ β2 ∧ . . . ∧B1 ∧B2 ∧ . . .) (3.6)
Où :α1, α2, . . . , β1, β2, . . . sont des tâhes d'assemblage et A1, A2, . . . , B1, B2, . . . sont des
disjontions de tâhes d'assemblage.
Détermination des préédenes onditionnelles Pour l'ensemble de es situa-
tions, nous devons dénir e que sont les préédenes onditionnelles.
Définition 3.8 (Préédene onditionnelle)
Nous appelons préédene onditionnelle une préédene qui n'est valide que dans ertaines
onditions.
Préalablement nous introduirons la propriété suivante :
14
Ar(s) orienté(s) entre les tâhes αi et αj ave indiérene entre les tâhes αi et αj par rapport à
une autre paire d'ars
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Propriété 3.9 (Dualité des préédenes onditionnelles)
Si dans un graphe d'enhaînement, nous avons plus d'ars, entre deux sommets i et j, dans
un sens que dans l'autre, alors il existe une autre paire de sommets dans les mêmes onditions.
∀GD,∃i, j ∈ GD|mGD(i, j) 6= mGD(j, i) ⇒ ∃k, l ∈ GD|mGD(k, l) 6= mGD(l, k)
Démonstration 3.6
Comme haque séquene d'enhaînement est un ordre total sur l'ensemble des tâhes, elle
est représentée par un hemin hamiltonien dans le graphe d'enhaînement, alors haque
sommet de e graphe appartient à haque séquene. S'il existe plusieurs ars entre les
sommets i et j, ave plus d'ars15, par exemple, de i vers j que de j vers i, et de plus
que l'état initial de haun de es ars est diérent, alors il existe, dans e graphe, une
paire de sommets (k, l) ayant plus d'ars, par exemple, du sommet k au sommet l que
du sommet l au sommet k16.
Les préédenes onditionnelles sont exprimées dans le graphe d'enhaînement par
deux types de relations entre les n÷uds : soit il reste au moins une préédene d'une
tâhe sur une autre ave des paires d'ars entre es deux tâhes supprimées, soit il existe
plusieurs ars opposés d'états initiaux diérents entre es deux tâhes.
L'ériture des préédenes onditionnelles est simple, il sut de relever toutes les
relations entre les tâhes vériant les deux as ités i-avant.
Ave l'exemple traité à la setion 3.4.3, nous avons les deux séquenes d'enhaînement
a b c d u et a d c b u. À l'aide du graphe d'enhaînement simplié
de la gure 3.7, nous voyons qu'il y a des paires d'ars opposés non simpliées dans le
graphe entre les sommets b et c et entre les sommets c et d. Dans e as, nous avons
don une ondition sur la tâhe c, qui doit être eetuée entre la tâhe b et la tâhe d.






Après l'ériture de l'ensemble de es préédenes onditionnelles, nous devons dénir
à quels ars appartient haque préédene onditionnelle.
15
C'est à dire qu'il y a plus de séquenes d'enhaînement où la tâhe i préède la tâhe j que l'inverse.
16
Il est possible que k ou l soit égal à i ou à j, mais dans auun as les deux en même temps.
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Fig. 3.11  Diérents hypergraphes
Pour ela, il est néessaire de dénir la propriété suivante :
Propriété 3.10 (Regroupement des préédenes onditionnelles)
Pour un ensemble Υ de séquenes d'enhaînement, si les tâhes ai et aj et ak (ave i 6= j et
i 6= k) sont en relation de préédene onditionnelle, soit la tâhe αi préède la tâhe αj ou
la tâhe αk, soit la tâhe αj ou la tâhe αk préèdent la tâhe αi, il est possible de générer
les sous-ensembles Υaval(ai) et Υamont(αi) tels que quelque soit la tâhe αn de Υaval(αi),
nous ayons toujours αi préède onditionnellement la tâhe αn et quelque soit la tâhe αm
de Υamont(αi), nous ayons toujours αm préède onditionnellement la tâhe αi.
∀αi,∃Υaval(αi)|∀αj ∈ Υaval(αi), αi P αj ,
∀αi,∃Υamont(αi)|∀αk ∈ Υamont(αi), αk P αi
Ave la propriété 3.10, il est alors possible de séparer l'ensemble des préédenes
onditionnelles en sous-ensembles : l'un portant sur les hyperars aval et l'autre sur les
hyperars amont (voir gure 3.11).
Il est don possible ave l'exemple i-avant d'érire :
Υaval(c) = {b P c, d P c}
Υamont(c) = {c P d, c P b}
(3.8)
Détermination des hyperars de préédene Après la détermination des deux
groupes de préédenes onditionnelles Υaval(αi) et Υamont(αi), nous devons déterminer
les hyperars de l'hypergraphe de préédene. Avant de passer à ette détermination des
hyperars de préédene, nous posons l'hypothèse suivante :
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Hypothèse 3.1
Nous ne onsidérons que des ensembles Υaval et Υamont de deux éléments maximum.
Soit :
∀Υ,∀αi, Card(Υaval(αi) ≤ 2), Card(Υamont(αi) ≤ 2)
Pour ela, nous devons générer les sous-ensembles des séquenes terminales avales,
qui sont notés Υsaval(αi), 'est à dire la portion de séquene d'enhaînement omprenant
les tâhes de l'intersetion β∩(αi) de l'ensemble βαi de toutes les tâhes intervenant après
la tâhe ai dans l'ensemble des séquenes d'enhaînement et de l'ensemble de toutes les
tâhes appartenant à Υaval(αi).
Υsaval(αi) représente alors l'ensemble des suessions de tâhes suivant la tâhe αi
tout en étant en relation de préédene onditionnelle ave la tâhe αi.
Dans le as de l'exemple de la gure 3.7, nous avons les ensembles Υaval(c) = {c P
b ,c P d} et βc = {b, d, u}, qui nous donnent l'ensemble β∩(c) = b, d. Nous avons alors
Υsaval(c) = {c  d, c  b}.
À l'aide de la propriété 3.10, nous générons les préédenes onditionnelles (3.9) et
(3.10) en les séparant en deux groupes aval et amont. Les préédenes onditionnelles (3.9)




Il existe bien entendu les mêmes ensembles pour les hyperars amont.
Les préédenes onditionnelles (3.10) représentent un ensemble de branhes d'hyper-




Une fois les sous-ensembles des séquenes terminales établis, il est possible de générer
pour haque sommet l'ensemble des disjontions des préédenes possibles. Nous faisons
une disjontion de tous les éléments de l'ensemble Υaval(αi). Un ou plusieurs hyperars
sont donnés après transformation de la forme normale disjontive en une forme normale
onjontive.
Dans un as simple de deux préédenes onditionnelles, les possibilités sont réduites
à un seul as alors l'hyperar est failement obtenu. Il peut se représenter par la -
gure 3.12(b).
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Fig. 3.12  Cas 3 représenté par hypergraphe
3.5.3 Exemple
Pour et exemple, nous reprenons les deux as 3 et 4 où nous n'avions pas obtenu
des graphes de préédene valides et exhaustifs. Le as 3 a été développé au ours de
l'exposition de la méthode, nous allons don passer au as 4.
Dans le as 4, après simpliation nous avons le graphe d'enhaînement GD4s :
GD4s = (E4s, σ4s, ξ4s, L4s) où
E4s = {a, b, c, d, u},
σ4s = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>, (b, u)<A,B¯,C,D>, (c, b)<A,B¯,C¯,D>,
(c, d)<A,B,C¯,D¯>, (d, u)<A,B,C,D¯>},
ξ4s = {< A¯, B¯, C¯, D¯ >,< A, B¯, C¯, D¯ >,< A, B¯, C¯,D >,< A,B, C¯, D¯ >,< A, B¯, C, D¯ >
,< A, B¯, C,D >,< A,B,C, D¯ >,< A,B,C,D >}
et L4s = {((a, b), < A¯, B¯, C¯, D¯ >), ((a, c), < A¯, B¯, C¯, D¯ >), ((a, d), < A¯, B¯, C¯, D¯ >),
((b, u), < A, B¯, C,D >), ((c, b), < A, B¯, C¯,D >), ((c, d), < A,B, C¯, D¯ >),
((d, u), < A,B,C, D¯ >)},
et les demi-oyles supérieurs sont :
 ω+GD4s
(a) = {(a, b)<A¯,B¯,C¯,D¯>, (a, c)<A¯,B¯,C¯,D¯>, (a, d)<A¯,B¯,C¯,D¯>}
 ω+GD4s
(b) = {(b, u)<A,B¯,C,D>}
 ω+GD4s
(c) = {(c, b)<A,B¯,C¯,D>, (c, d)<A,B,C¯,D¯>}
 ω+GD4s
(d) = {(d, u)<A,B,C,D¯>}
 ω+GD4s
(u) = ∅
Le nombre d'ars entre haque paire de sommets du graphe d'enhaînement simplié
est :
 mGD4s (a, b) = 1
 mGD4s (a, c) = 1










(b) Hypergraphe de précédence
Fig. 3.13  Cas 4 représenté par hypergraphe
 mGD4s (b, u) = 1
 mGD4s (c, b) = 1
 mGD4s (c, d) = 1
 mGD4s (d, u) = 1
À l'aide de notre méthode, nous voyons que les tâhes b et c sont indiérentes et nous
pouvons voir aussi que c préède onditionnellement b et préède onditionnellement aussi
c. De là nous générons les deux groupes de préédenes onditionnelles amont et aval.




Dans e as très simple, si nous n'avons que deux ars, il n'y a pas de problème de
répartition des préédenes onditionnelles dans les hyperars.
L'hypergraphe ainsi obtenu peut se représenter par la gure 3.13(b).
Après la présentation de es diverses améliorations, nous allons estimer la omplexité
de notre méthode.
3.6 Complexité
An de aluler la omplexité de l'algorithme de transformation de l'ensemble des
séquenes d'enhaînement en un graphe ou hypergraphe de préédene, nous devons
dénir quelles étapes rentrent dans e alul et lesquelles ne rentrent pas dedans.
Pour notre alul de omplexité, nous tiendrons ompte du nombre de balayage des
ensembles de séquenes, du nombre de balayage de haque séquene ou haque graphe.
Nous ne tiendrons pas ompte des tâhes unitaires omme des aetations, des om-
paraisons de deux préédenes, génération d'un état à partir d'un autre et d'une tâhe
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ou enore insertion d'une tâhe dans l'ensemble des tâhes d'un graphe. Par exemple,
toutes es tâhes omme par exemple génération d'un état, insertion de et état et de la
tâhe assoiée sont regroupées en une seule tâhe au niveau de e alul de omplexité.
Nous avons un produit P omposé de p onstituants. L'ensemble Υ des séquenes
d'enhaînement omporte n séquenes valides.
Pour la génération d'un ASTD, qui omporte deux phases réurrentes, nous avons un
seul balayage de l'ensemble Υ des n séquenes d'enhaînement omportant toutes p+ 1
termes. La omplexité de l'algorithme de génération d'un ASTD est O(n× p).
Comme nous l'avons vu dans le hapitre 2, un ASTD ayant un seul omposant de
base est omposé de 1 + 2p n÷uds au maximum ave seulement p− 1 n÷uds par niveau.
Comme e graphe est équivalent à l'ensemble Υ son parours se fait en n yles. Le
graphe d'enhaînement est alors généré en n × p tâhes. La omplexité de l'algorithme
de génération du graphe d'enhaînement est O(n× p).
La phase génération du graphe de préédene est omposée de deux grandes étapes,
la simpliation du graphe d'enhaînement MGs et la détermination du graphe de pré-
édene MGd . Comme la simpliation d'un graphe d'enhaînement se fait par paire
de sommets et que nous possédons les demi-oyles inférieurs et supérieurs, nous pou-
vons réduire et ordre de omplexité à un yle sur haque paire possible de sommets ;
'est à dire (p+ 1) ∗ p/2 possibilités. La omplexité de l'algorithme de simpliation est
O( (p+1)×p2 ) il est possible d'approximer par O(
p2
2 )
Si nous générons un graphe de préédene, la détermination du graphe de préédene
est une reopie des ensembles des n÷uds et des enhaînements. L'ensemble des n÷uds
omporte toujours p+1 éléments, tandis que l'ensemble des enhaînements peut ontenir
entre p et 2× (p− 1) ars. L'algorithme de détermination de graphe de préédene a une
omplexité de O(3p).
Ave les omplexités respetives des algorithmes de ette méthode, nous avons une
omplexité de génération globale des graphes de préédene de O(p2 + 2np) dans les as
favorables.
3.7 Conlusion du hapitre
Ce hapitre a été dédié à l'étude d'une nouvelle méthode de génération systématique
des graphes de préédene, à partir d'un ensemble de séquenes d'enhaînement pré-
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établies ave LEGA, où haune d'elles est linéaire. Pour e faire, nous avons utilisé
les ASTD an de onnaître l'ensemble des états possibles de l'assemblage du produit
P onsidéré. Puis, ave l'ASTD, nous engendrons son graphe dual, que nous appelons
graphe d'enhaînement. De et enhaînement naît une notion de préédene, qui s'obtient
par simpliation suessive des paires d'ars inverses de même état initial, entre deux
tâhes, 'est-à-dire s'il existe un ar (αi, αj) d'état initial E et un ar (αj , αi) de même
état initial E alors nous les supprimons. Après la simpliation de toutes les paires d'ars
possibles, nous obtenons un graphe de préédene valide et exhaustif si et seulement si
l'ensemble des séquenes d'enhaînement peut être représenté par un seul graphe de
préédene. Dans e as, ette méthode onduit simplement et diretement à un graphe
de préédene. Dans le as ontraire, un hypergraphe de préédene peut être engendré.
La notion d'hypergraphe de préédene est intéressante, de par sa apaité à représenter
un ensemble de graphes de préédene.
Pour traiter es autres as, nous proposons deux méthodes. La première d'entre elles
repose sur la propriété Π de A.Bratu [11℄, pour déouper l'ensemble des séquenes
d'enhaînement en sous-ensembles de séquenes permettant d'engendrer un graphe de
préédene unique, ependant la omplexité de l'algorithme de déoupage ne nous per-
met pas de dire que e soit une méthode simple et eae. La deuxième méthode d'amé-
lioration a été proposée pour générer les hypergraphes de préédene, dans le arde de
l'hypothèse de T.DeFazio et D.E.Whitney [14℄, 'est à dire que nous pouvons érire
les ontraintes de préédene sous la forme f(αj) → αi et αi → g(αj), ave j 6= i et f
et g deux fontions logiques. De plus nous ne traitons que des as simpliés où les deux
fontions logiques ne portent que sur deux variables. Elle est omposée de deux grandes
étapes, la première est la détermination des préédenes onditionnelles, la deuxième
est la détermination des hyperars de préédene. Par un déoupage de l'ensemble des
préédenes onditionnelles, nous obtenons des hyperars de préédene, puis de là en
déoule des hypergraphes de préédene.
Comme nous avons pu le voir, nous pouvons générer des graphes de préédene et
des hypergraphes de préédene à l'aide de notre méthode. Cependant, ette méthode ne
nous satisfait pas omplètement au niveau de la génération des hypergraphes de préé-
dene, nous allons don passer le hapitre suivant à mettre en plae une autre méthode
de génération systématique des graphes de préédene. La méthode qui sera proposée,
reprendra les hypothèses établies dans le hapitre préédent, et sera prinipalement ba-
sée sur la logique booléenne et permettra de générer des graphes de préédene et des
hypergraphes de préédene.
Chapitre 4
Détermination des graphes de
préédene par la logique booléenne
C
omme il a été préisé, dans les hapitres préédents, les graphes de préé-
dene sont très utilisés en oneption de systèmes d'assemblage. De plus atuel-
lement, l'absene de méthode susamment simple d'utilisation et eae pour
la génération des graphes de préédene, nous a poussé à développer dans e hapitre,
une nouvelle méthode de génération systématique des graphes de préédene.
4.1 Introdution
K.S.Naphade exprime les relations de préédene à l'aide des opérateurs logiques
de la manière suivante : ((a → c) and ((b → c) or d → c)) or ((e → c) and (f → c))).
Une présentation plus détaillée est proposée en annexeB.
Cette expression introduit les notions de disjontion de ontraintes de préédene
1
et de onjontion de ontraintes de préédene
2
. Selon P.DeLit [15℄, K.S.Naphade
a ommis une erreur dans la dénition du omplémentaire d'une préédene (voir
AnnexeB). Cette annexe a été introduite pour résoudre un problème persistant dans la
méthode de K.S.Naphade, et e malgré les travaux de P.DeLit.
Suite à es travaux, nous avons mis en plae une méthode de génération des graphes
de préédene à l'aide d'un outil mathématique : la logique booléenne. Cet outil est une
1
Opérateur orrespondant à un ou logique entre des ontraintes de préédene.
2
Opérateur orrespondant à un et logique entre des ontraintes de préédene.
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transformation qui permet de onvertir des séquenes d'enhaînement en un ou plusieurs
graphes de préédene, en passant par une expression logique des ontraintes de préé-




Un graphe de préédene est équivalent à un ensemble onjontif de ontraintes de pré-
édene.
An de mieux appréhender ette transformation, quelques notions de base sur la
théorie des ensembles sont rappelées, puis la méthode de génération des graphes de pré-
édene sera développée, les diérentes règles de résolution de notre problème seront
alors préisées. Pour lturer e hapitre, nous étudierons de la omplexité de la mé-
thode proposée.
4.2 Notions de base et notations.
Quelques dénitions sont développées ii, tout d'abord sur la théorie des ensembles
en général, puis sur la théorie des ensembles des séquenes d'enhaînement. Quelques
notions sur les séquenes d'enhaînement seront préisées et un exemple illustrera es
diérents points.
4.2.1 Théorie des ensembles
Dans ette setion, nous dénirons e qu'est un ensemble, ainsi que la notion d'ap-
partenane. Il serait impossible de parler d'appartenane d'un élément à un ensemble
sans l'existene de la notion de omparaison de deux éléments.
Les dénitions suivantes sont tirées des travaux de M.Queysannes [47℄ :
Définition 4.1 (Comparaison)
Deux objets sont onsidérés omme bien dénis si nous possédons un ritère permettant
d'armer que deux de es objets représentés par a et par b sont identiques ou distints,
notés :
a = b ou a 6= b
3
Ce sont les opérateurs logiques booléens ourants : ou noté +, et noté ·, la négation d'une
ontrainte de préédene a été introduite dans les hypothèses du hapitre 2, toutefois les opérateurs ou
et et sont notés oiellement respetivement ∨ et ∧ mais ette notation est lourde.
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Ave la dénition 4.1, il est possible d'érire la dénition suivante de l'ensemble.
Définition 4.2 (Ensemble)
Un ensemble E est bien déni lorsqu'on possède un ritère permettant d'armer pour tout
objet a, s'il appartient à l'ensemble E ou n'appartient pas à l'ensemble E ; on érit :
a ∈ E
a /∈ E
Ave l'exemple trivial de l'ensemble
4 {a, b, c} et de l'élément a, les dénitions 4.1 et
4.2 permettent de dire que a appartient à l'ensemble {a, b, c}, ette appartenane est
notée a ∈ {a, b, c}
Définition 4.3 (Ensemble fini)
Un ensemble E est ni, s'il est vide ou s'il existe une bijetion e sur un intervalle fermé [1, a]
de N (a 6= 0)
Nous pouvons dire qu'un ensemble est ni si nous pouvons énumérer tous ses élé-
ments.
Tout ensemble peut être dérit par sa fontion aratéristique.
Définition 4.4 (Fontion aratéristique)
Une fontion booléenne F est la fontion aratéristique d'un ensemble E si quelque soit
e un élément, la fontion F appliquée à l'élément e est vraie si et seulement si l'élément e
appartient à l'ensemble E.
∀E, ∃F : E 7→ { Faux, Vrai}|∀e,F(e) = Vrai ⇔ e ∈ E
Avant d'appliquer es dénitions aux ensembles des séquenes d'enhaînement, nous
devons introduire une propriété de es séquenes.
4.2.2 Séquene d'enhaînement
Des hypothèses sur les séquenes d'enhaînement ont été introduites au hapitre 2
pour simplier le problème de génération des graphes de préédene. Une séquene d'en-
haînement est une suession totalement ordonnée de tâhes d'assemblage, e qui exlut
don tout parallélisme.
4
Par dénition, un ensemble ne possède pas deux fois le même élément.
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Une séquene d'enhaînement x2 est un ensemble de permutations des tâhes d'une
autre séquene d'enhaînement x1 du même produit, omme le montre l'expression sui-
vante :
x1 = α1  α2  α3 . . . αi  αj . . . αn−2  αn−1  αn
x2 = α1  α2  α3 . . . αj  αi . . . αn−2  αn−1  αn
(4.1)
À partir de ette notation, il est possible d'érire la propriété suivante :
Propriété 4.1 (Séquene de préédenes)
Toute séquene d'enhaînement peut s'érire sous la forme de onjontions de préédenes,
elle sera alors appelée séquene de préédenes.




Où les symboles · et Π représentent l'opérateur logique et.
Démonstration 4.1
Comme il a déjà été préisé, l'enhaînement de deux tâhes est représenté, dans une
séquene d'enhaînement, par le symbole . Lorsque la séquene d'enhaînement s
est omposée de deux tâhes αi et αj , nous avons x = αi  αj . Trivialement, il est
possible de transrire ette séquene en la ontrainte de préédene suivante : αi préède
αj , notée αi → αj .
Il est évident que si x = αi  αj  αk, nous avons αi préède αj qui préède αk
alors il est possible d'en déduire que αi préède αj et que αj préède αk noté alors
αi → αj · αj → αk.
Cette ériture peut être généralisée. Une séquene d'enhaînement x = α1  α2  α3
 . . .  αi  αj  . . .  αn−1  αn peut alors se déomposer en une séquene de
préédenes (4.2).
x = α1 → α2 · α2 → α3 · . . . · αi → αj · . . . · αn−2 → αn−1 · αn−1 → αn (4.2)




(αi → αi+1) (4.3)
Comme une séquene d'enhaînement est un ensemble de permutations d'une autre
séquene d'enhaînement, nous pouvons failement transrire es permutations au sein
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d'une séquene de préédene par la négation d'une préédene et érire la propriété
suivante :
Propriété 4.2 (Enhaînement)
Dans une séquene d'enhaînement donnée, la omplémentarité d'un enhaînement de deux
tâhes peut s'érire :
¬(αi → αj) ≡ αj → αi.
Cette propriété est triviale puisqu'une séquene dénit un ordre total don, soit a préède
b (noté a→ b) soit b préède a (noté b→ a).
4.2.3 Ensemble de séquenes d'enhaînement
Sahant que notre travail porte sur la génération des graphes de préédene à partir
des séquenes d'enhaînement valides préalablement établies par LEGA, il est possible
d'érire les dénitions suivantes inspirées des dénitions 4.1, 4.2, 4.3 et 4.4.
Définition 4.5 (Comparaison des séquenes d'enhaînement)
Les séquenes d'enhaînement sont onsidérées omme bien dénies si nous possédons un
ritère permettant d'armer que deux de es séquenes d'enhaînement, représentées par x1
et par x2, sont identiques ou distintes ; nous érirons :
égalité : x1 = x2 si et seulement si tous les enhaînements de la séquene x1 sont identiques
à tous les enhaînements de la séquene x2 ;
diérene : x1 6= x2 si et seulement s'il y a au moins un enhaînement de la séquene
x1 en ontradition ave l'un des enhaînements de la séquene x2 ; 'est-à-dire par
exemple si x1 = α1  α2 et que x2 = α2  α1.
Définition 4.6 (Ensemble de séquenes d'enhaînement)
Un ensemble Υ de séquenes d'enhaînement est bien déni lorsqu'on possède un ritère
permettant d'armer pour toute séquene d'enhaînement x, si elle appartient à l'ensemble
Υ ou n'appartient pas à l'ensemble Υ ; on érit :
x ∈ Υ
x /∈ Υ
Ave la dénition4.6, il est possible de dire que l'ensemble des séquenes d'enhaîne-
ment est ni.
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Définition 4.7 (Fontion aratéristique d'un ensemble de séquenes)
Une fontion booléenne F est la fontion aratéristique d'un ensemble Υ de séquenes d'en-
haînement valides xi si, quelque soit x une séquene d'enhaînement, la fontion F appliquée
à la séquene d'enhaînement x est vraie si et seulement si la séquene d'enhaînement x
appartient à l'ensemble Υ.
∀Υ,∃F : Υ 7→ {Faux, Vrai}|∀x,FΥ(x) = V rai⇔ x ∈ Υ (4.4)
Comme nous savons que tout ensemble peut être représenté par une fontion ara-
téristique, il est possible d'érire la propriété suivante :
Propriété 4.3 (Fontion aratéristique)
La fontion aratéristique F(x) d'un ensemble Υ de séquenes d'enhaînement valides xi
peut s'érire :




Où les symboles + et Σ représentent l'opérateur ou inlusif logique.
Démonstration 4.2
Soit Υ un ensemble ni de n séquenes d'enhaînement xi et x une séquene d'enhaîne-
ment de l'ensemble, si nous herhons ette séquene d'enhaînement x dans l'ensemble
Υ, nous pouvons dire que x est5 soit la première6 séquene d'enhaînement x1, soit la
deuxième x2 . . . soit la n
ième xn. Comme l'ensemble Υ est ni, d'après la dénition 4.3, il
est possible d'énumérer les séquenes d'enhaînement de Υ, alors x est une des séquenes
d'enhaînement de l'ensemble et une seule séquene d'enhaînement de l'ensemble Υ.
Ave la propriété 4.3 et l'expression (4.3), il est possible d'introduire les mêmes dé-
nitions pour les séquenes de préédenes que pour les séquenes d'enhaînement.
Définition 4.8 (Comparaison des séquenes de préédenes)
Les séquenes de préédenes sont onsidérées omme bien dénies si nous possédons un
ritère permettant d'armer que deux de es séquenes de préédenes, représentées par x1
et par x2, sont identiques ou distintes ; nous érirons :
égalité : x1 = x2 si et seulement si toutes les préédenes de la séquene x1 sont identiques




Les appellations première, deuxième, nième séquene d'enhaînement permettent de diérenier les
séquenes d'enhaînement d'un ensemble et non de préiser leur position dans et ensemble.
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diérene : x1 6= x2 si et seulement s'il y a au moins une préédene de la séquene x1 en
ontradition ave l'une des préédenes de la séquene x2 ; 'est-à-dire par exemple si
x1 = α1 → α2 et x2 = α2 → α1.
Ave la dénition 4.8, il est possible d'introduire la propriété suivante :
Propriété 4.4 (Fontion aratéristique des séquenes de préédenes)











Sahant que, quelque soit l'ensemble de séquenes d'enhaînement, il existe une expres-
sion logique, exposée à la propriété 4.3, et que quelque soit la séquene d'enhaînement,
il existe, d'après la propriété 4.1, la possibilité de transformer ette séquene d'enhaîne-
ment en une séquene de préédenes, la propriété 4.4 est don évidente.
Pour des raisons de simpliité de notation, nous supprimerons l'ensemble des om-
paraisons entre les variables
7
et les préédenes de l'ensemble, en érivant la propriété
suivante :
Propriété 4.5 (Expression logique des séquenes de préédenes)












j(αi,j → αi,j+1) sont appelées expressions anoniques.
4.2.4 Graphe de préédene
Un graphe de préédene représente un ensemble de ontraintes de préédene, il est
alors possible d'érire la propriété suivante :
7
Préédenes de la séquene x.
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Propriété 4.6 (Graphe de préédene)
Soit G =< E,U > un graphe de préédene, où E est l'ensemble des tâhes d'assemblage
et U l'ensemble des ontraintes de préédene et ci sont des ontraintes de préédene ap-
partenant à U , le graphe de préédene G peut s'érire :




De là, il est possible d'en déduire l'ériture logique suivante d'un ensemble de n
graphes de préédene Gi :






4.2.5 Hypergraphe de préédene
De la même manière que pour les graphes de préédene il est possible de faire
orrespondre à un hypergraphe une forme logique :
Propriété 4.7 (Hypergraphe de préédene)
Soit H =< X, ξ > un graphe de préédene, où X est l'ensemble des tâhes d'assemblage
et ξ l'ensemble des ontraintes de préédene et les ai représentent des ontraintes de préé-
dene ci ou des disjontions de ontraintes de préédene dij appartenant à ξ, l'hypergraphe
de préédene H peut s'érire :





ai = ci ou ai =
∑
dij
De là, il est possible d'en déduire l'ériture logique suivante d'un ensemble de n
hypergraphes de préédene Hi :






Un exemple sera traité pour illustrer les quelques notions et dénitions rappelées
i-avant.
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4.2.6 Exemple
Considérons un exemple simple : soit un produit P onstitué d'un ensemble de p
omposants élémentaires notés α, α1, . . ., αp−1.
P est l'ensemble de p− 1 tâhes d'assemblage des onstituants αi de P, de la tâhe
α de hargement du omposant de base et de la tâhe de déhargement u (4.7a). D est
l'ensemble des séquenes d'enhaînement possibles sur P . En l'absene de ontraintes
d'assemblage, le ardinal de D est Ap−1p−1 ar le omposant de base est xé et la tâhe de
déhargement est toujours la dernière tâhe de l'assemblage du produit onsidéré. Υ est
l'ensemble ni des séquenes d'enhaînement valides xi (4.7b). Le omplémentaire de Υ
relatif à D est noté Υ¯ (4.7e), (4.7f). Υ¯ est l'ensemble ni des séquenes d'enhaînement
non valides yi (4.7). Chaque séquene d'enhaînement représente un ordre total sur P .
Le ardinal de Υ est n et le ardinal de Υ¯ est m ave m = Ap−1p−1 − n.
P = {α, α1, . . . , αp−1, u} (4.7a)
Υ = {x1, . . . , xn} (4.7b)
Υ¯ = {y1, . . . , ym} (4.7)
Card xi = p+ 1 ∀i ∈ {1, . . . , n} (4.7d)
D = Υ ∪ Υ¯ (4.7e)
Υ ∩ Υ¯ = ∅ (4.7f)
L'exemple utilisé ii, est l'assemblage d'un moteur shématique omportant inq om-
posants élémentaires. Les omposants élémentaires de e moteur, le sole α, les trois par-
ties du stator α1, α2, α3 et le rotor α4 sont présentés dans la gure 4.1(a), et les liaisons
entre es onstituants sont présentées par le graphe de liaisons de la gure 4.1(b).
Les gures 4.1(a) et 4.1(b) montrent que les séquenes d'enhaînement de l'expres-
sion (4.9) vérient la ondition suivante :
Le omposant de base est le sole α, puis le rotor α4 doit être

















Fig. 4.1  Moteur
x1 ≡ α  α1  α2  α4  α3  u
x2 ≡ α  α1  α4  α2  α3  u
x3 ≡ α  α1  α4  α3  α2  u
x4 ≡ α  α2  α1  α4  α3  u
x5 ≡ α  α2  α4  α1  α3  u
x6 ≡ α  α2  α4  α3  α1  u
x7 ≡ α  α3  α4  α1  α2  u
x8 ≡ α  α3  α4  α2  α1  u
x9 ≡ α  α4  α1  α2  α3  u
x10 ≡ α  α4  α2  α1  α3  u
x11 ≡ α  α4  α1  α3  α2  u
x12 ≡ α  α4  α2  α3  α1  u
x13 ≡ α  α4  α3  α1  α2  u
x14 ≡ α  α4  α3  α2  α1  u
(4.9)
Ave la proposition 4.3 et ave l'ensemble Υ des séquenes d'enhaînement de l'ex-
pression (4.9), nous pouvons érire l'expression logique suivante :
£Υ = x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 + x13 + x14 (4.10)
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xi = x1 ⊕ . . .⊕ xn (4.11)
L'expression (4.11), inspirée de la proposition 4.3, traduit la reherhe d'une séquene
d'enhaînement parmi l'ensemble Υ des séquenes d'enhaînement. La diérene entre les
deux expressions £ et £
∗
est le type de relation existant entre haque séquene d'enhaî-
nement de l'ensemble Υ : dans la première expression, nous avons une relation disjontive
inlusive
8
, tandis que dans la deuxième, ette relation est disjontive exlusive
9
. Cepen-
dant, à l'aide de la démonstration 4.4, nous allons montrer l'équivalene entre £ et £
∗
,





















xj)) + (x¯i ·
n⊕
j=1
xj)) ave i 6= j (4.13)
Appelons Xi le terme de la somme généralisée de l'expression 4.13.
Xi = (xi · ¬(
n⊕
j=1
xj)) + (x¯i ·
n⊕
j=1
xj) ave i 6= j (4.14)
En passant la négation à l'intérieur de la disjontion exlusive généralisée (⊕) nous
transformons l'expression (4.14) en l'expression (4.15).
Xi = (xi · (
n∏
j=1
x¯j)) + (x¯i ·
n⊕
j=1
xj) ave i 6= j (4.15)
Comme xi appartient à l'ensemble Υ des séquenes d'enhaînement, x¯i n'appartient pas
à et ensemble, alors nous avons l'expression (4.16).
Xi = xi ·
n∏
j=1

















a¯jk) ave i 6= j (4.17)
Comme les séquenes d'enhaînement sont linéaires, toutes les tâhes d'une séquene
sont en relation de préédene deux à deux, nous avons alors, soit αi → αj , soit αj → αi.
De plus omme une séquene est une permutation des tâhes d'une autre séquene, nous
pouvons érire la propriété suivante :
Propriété 4.8 (Redondane des préédenes)
Soit xa et xb deux séquenes d'enhaînement, il existe deux tâhes αi et αj telle que dans la
séquene d'enhaînement xa la tâhe αi préède la tâhe αj , et dans la séquene d'enhaî-
nement xb la tâhe αj préède la tâhe αi.
Cela peut aussi s'érire :
∀xa, xb ∈ Υ,∃αi, αj ∈ E|αi → αj ∈ xa, αj → αi ∈ xb
De l'équation (4.17) et de la propriété 4.8, nous pouvons déduire que quel que soit j,
l'expression
∑p










aik = xi ave i 6= j (4.18)







xi = £Υ (4.19)
4.3 Méthode logique proposée
La méthode mise en plae ii, est la détermination des graphes de préédene à partir
de l'ensemble des séquenes d'enhaînement admissibles préalablement établies à l'aide
de LEGA. Le prinipe de résolution est omposé de inq parties. La première partie
est appelée le développement logique, il s'agit de la transformation d'un ensemble de
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séquenes d'enhaînement en un ensemble de relations logiques portant sur les préé-
denes diretes (voir dénition 4.9). Une fois et ensemble établi, la deuxième partie de
la transformation se nomme déomposition logique. Elle est transrite par la génération
de toutes les préédenes indiretes (voir dénition 4.10). La troisième étape est la ré-
dution logique de l'ensemble ainsi obtenu par fatorisation. Cet ensemble fatorisé est
transformé en un ensemble de ontraintes de préédenes pouvant être assimilé à un ou
plusieurs graphes de préédene ou hypergraphes de préédene, ette phase est appelé
génération des graphes. Avant ette phase, nous devons introduire une étape de sup-
pression des ontraintes de préédene redondantes que nous appellerons simpliation
logique. Dans le meilleur des as un graphe de préédene est obtenu, dans d'autres as
plus défavorables, un hypergraphe de préédene est engendré.
Définition 4.9 (Préédene direte)
Une préédene de la tâhe a sur la tâhe b est dite direte si, dans la séquene d'enhaînement
orrespondante, il n'existe pas de tâhe c entre les tâhes a et b.
Définition 4.10 (Préédene indirete)
Une préédene de la tâhe a sur la tâhe b est dite indirete si, dans la séquene d'enhaî-
nement orrespondante, il existe une tâhe c entre les tâhes a et b.
Dans l'exemple de la gure 4.1(a), ave la séquene d'enhaînement x1, la tâhe α
préède diretement la tâhe α1, mais indiretement la tâhe α2.
Les setions suivantes développent les inq étapes de notre méthode de génération
des graphes de préédene.
4.3.1 Déomposition logique
La déomposition logique Dc est la transformation de l'ensemble des séquenes d'en-




Le proessus de transformation est la génération d'une préédene direte pour ha-
un des enhaînements dérits dans haune des séquenes d'enhaînement. Toutes les
préédenes diretes d'une séquene sont en relation à l'aide de l'opérateur de onjon-
tion · selon la propriété 4.1. Les sous-ensembles des préédenes diretes, générés par
haque séquene et appelés séquenes de préédenes sont mis en relation par l'opérateur
disjontif (noté +) d'après la propriété 4.5.
102 Chapitre 4
Cette transformation est exprimée par l'algorithme 4.1. Comme la méthode proposée
respete l'équation (4.12), l'équivalene entre l'ensemble des séquenes d'enhaînement
et l'équation logique générée est établie.
Entrée : Ensemble de séquenes d'enhaînement admissibles pré-établies
ave LEGA
Sortie : Equation logique
Pour haque séquene faire
// Génération d'une nouvelle disjontion de onjontion à haque
passage
Pour haque préédene faire
Ajouter la préédene dans l'ensemble onjontif
Fin pour
Ajouter la séquene de préédenes générée dans l'ensemble disjontif
Fin pour
Algo 4.1 : Algorithme de déomposition logique d'un ensemble de séquenes d'enhaî-
nement en une équation logique
Cette transformation respete les aratéristiques suivantes :
 Chaque séquene d'enhaînement génère p préédenes diretes.
 Le nombre N de préédenes diretes générées pour l'ensemble Υ des séquenes
d'enhaînement admissibles, est égal au nombre de séquenes d'enhaînement ad-
missibles n multiplié par le nombre de préédenes générées par haque séquene
d'enhaînement p, il est noté N = n× p.
Cette déomposition logique est appliquée à l'exemple de la gure 4.1(a), pour donner
l'expression (4.20).
Après la déomposition logique des séquenes d'enhaînement en expression logique,
nous passons au développement logique.
4.3.2 Développement logique
Le développement logique Dv est un développement des préédenes de l'expression
logique £
Dc
Υ par transitivité de l'opérateur de préédene en l'expression £
Dv
Υ . Cette
transitivité de la préédene est exprimée par la propriété suivante :
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£
Dc
Υ ≡ (α → α1) · (α1 → α2) · (α2 → α4) · (α4 → α3) · (α3 →
u)+(α→ α1) ·(α1 → α4) ·(α4 → α2) ·(α2 → α3) ·(α3 → u)+(α→
α1)·(α1 → α4)·(α4 → α3)·(α3 → α2)·(α2 → u)+(α→ α2)·(α2 →
α1)·(α1 → α4)·(α4 → α3)·(α3 → u)+(α→ α2)·(α2 → α4)·(α4 →
α2)·(α2 → α3)·(α3 → u)+(α→ α2)·(α2 → α4)·(α4 → α3)·(α3 →
α1)·(α1 → u)+(α→ α3)·(α3 → α4)·(α4 → α1)·(α1 → α2)·(α2 →
u)+(α→ α3) ·(α3 → α4) ·(α4 → α2) ·(α2 → α1) ·(α1 → u)+(α→
α4)·(α4 → α1)·(α1 → α2)·(α2 → α3)·(α3 → u)+(α→ α4)·(α4 →
α2)·(α2 → α1)·(α1 → α3)·(α3 → u)+(α→ α4)·(α4 → α1)·(α1 →
α3)·(α3 → α2)·(α2 → u)+(α→ α4)·(α4 → α2)·(α2 → α3)·(α3 →
α1)·(α1 → u)+(α→ α4)·(α4 → α3)·(α3 → α1)·(α1 → α2)·(α2 →
u) + (α→ α4) · (α4 → α3) · (α3 → α2) · (α2 → α1) · (α1 → u)
(4.20)
Entrée : Equation logique
Sortie : Equation logique
Pour haque ensemble onjontif faire
Pour haque paire possible de préédene faire





Algo 4.2 : Algorithme de développement logique d'un ensemble de préédenes d'une
équation logique
Propriété 4.9 (Transitivité de la préédene)
Si αi préède αj et αj préède αk alors αi préède αk.
∀i, j, k|(αi → αj) · (αj → αk) ⇔ (αi → αj) · (αj → αk) · (αi → αk)
Ce développement permet de dénir l'ensemble des préédenes élargies entre toutes
les tâhes pour haune des séquenes d'enhaînement, en suivant le proessus i-après :
pour haune des séquenes de préédenes, ajouter les préédenes indiretes déduites
de toutes les paires de tâhes possibles. Les préédenes indiretes introduites sont re-
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liées aux préédenes diretes de la séquene de préédenes orrespondante, 'est à dire
que pour haque sous-équation onjontive, un ensemble de préédenes indiretes est
introduit.
La phase de développement logique est traduite par l'algorithme 4.2. Cet algorithme a
pour donnée d'entrée l'ensemble des préédenes diretes, et l'ensemble des préédenes
élargies admissibles omme résultat, 'est-à-dire, l'ensemble de toutes les préédenes
diretes et indiretes vériant l'intégrité de l'assemblage du produit.
Le développement logique introduit dans l'expression logique p×(p−1)/2 préédenes
indiretes pour haque séquene d'enhaînement, e qui fait un apport de n×p×(p−1)/2




Ce développement logique ne remet pas en ause l'équivalene entre l'ensemble des
séquenes d'enhaînement et l'équation logique obtenue, ar la relation de préédene
est transitive.
Si l'exemple de la gure 4.1(a) est traité ave ette méthode, le développement logique
donne l'équation (4.21).
Après ette phase de développement, nous passons à la rédution logique de ette
équation (4.21).
4.3.3 Rédution logique
La rédution logique R est la transformation d'une équation logique quelonque en
une équation logique réduite £
R
Υ . La rédution logique de notre expression revient à une
simpliation d'expressions booléennes.
Définition 4.11 (Équation logique réduite)
Nous appelons équation logique réduite, toute équation logique sous sa forme minimale.
An de réduire l'équation £
Dv
Υ , il existe plusieurs méthodes. Ii, seules trois d'entre
elles sont présentées. Deux de es méthodes, Quine-MCluskey et onsensus, sont
onnues par les automatiiens, tandis que la dernière est une méthode de rédution par
fatorisation, proposée par nous même.
10
Nous ne les nommerons plus préédenes élargies mais préédenes.
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£
Dv
Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
α2)·(α1 → α3)·(α1 → α4)·(α1 → u)·(α2 → α3)·(α2 → α4)·(α2 →
u) · (α3 → u) · (α4 → α3) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α1 → α2) · (α1 → α3) · (α1 → α4) · (α1 →
u)·(α4 → α2)·(α4 → α3)·(α2 → α3)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 →
α4)·(α1 → α3)·(α1 → α2)·(α4 → α3)·(α4 → α2)·(α3 → α2)·(α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α2 → α1) · (α2 → α4) · (α2 → α3) · (α1 →
α4)·(α1 → α3)·(α4 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 →
α4)·(α1 → α2)·(α1 → α3)·(α4 → α2)·(α4 → α3)·(α2 → α3)·(α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α2 → α4) · (α2 → α3) · (α2 → α1) · (α4 →
α3)·(α4 → α1)·(α3 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α3 →
α4)·(α3 → α1)·(α3 → α2)·(α4 → α1)·(α4 → α2)·(α1 → α2)·(α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α3 → α4) · (α3 → α2) · (α3 → α1) · (α4 →
α2)·(α4 → α1)·(α2 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α4 →
α1)·(α4 → α2)·(α4 → α3)·(α1 → α2)·(α1 → α3)·(α2 → α3)·(α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α4 → α2) · (α4 → α1) · (α4 → α3) · (α2 →
α1)·(α2 → α3)·(α1 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α4 →
α1)·(α4 → α3)·(α4 → α2)·(α1 → α3)·(α1 → α2)·(α3 → α2)·(α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α4 → α2) · (α4 → α3) · (α4 → α1) · (α2 →
α3)·(α2 → α1)·(α3 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α4 →
α3)·(α4 → α1)·(α4 → α2)·(α3 → α1)·(α3 → α2)·(α1 → α2)·(α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α1) · (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α4 → α3) · (α4 → α2) · (α4 → α1) · (α3 →
α2)·(α3 → α1)·(α2 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
(4.21)
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Υ (α, α1, α2, α3, u) =
α→ α1 · α1 → α2 · α2 → α3 · α3 → u+
α→ α1 · α1 → α3 · α3 → α2 · α2 → u+
α→ α3 · α3 → α1 · α1 → α2 · α2 → u+
α→ α2 · α2 → α1 · α1 → α3 · α3 → u+
α→ α2 · α2 → α3 · α3 → α1 · α1 → u+
α→ α3 · α3 → α2 · α2 → α1 · α1 → u
(4.22)
Il est possible d'eetuer les hangements de variables suivants :
α→ α1 : x1 α→ α2 : x2
α→ α3 : x3 α1 → α2 : y
α2 → α3 : z α1 → α3 : t
α1 → u : u1 α2 → u : u2
α3 → u : u3 α→ u : x
(4.23)
À l'aide des expressions (4.23) et de la propriété Enhaînement 4.2, nous pouvons
érire les hangements de variables représentés par les expressions (4.24).
α2 → α1 : y¯ α3 → α2 : z¯
α3 → α1 : t¯
(4.24)
Par les hangements de variables des expressions (4.23) et (4.24), nous transformons
l'expression booléenne (4.22) en une expression booléenne (4.25).
£
Dv
Υ (x, x1, x2, x3, y, z, t, u1, u2, u3) =
x1 · y · z · u3+
x1 · z¯ · t · u2+
x3 · y · t¯ · u2+
x2 · y¯ · t · u3+
x2 · z · t · u1+
x3 · y¯ · z¯ · u1
(4.25)
4.3.3.1 Quine-MCluskey
La méthode de Quine-MCluskey est une méthode systématique basée sur la donnée
de la forme disjontive de la fontion à simplier. L'algorithme onsiste à regrouper





de degré n pour en faire des monmes de
degré n− 1 puis regrouper progressivement les monmes anoniques de degré n− 1 pour
en faire des monmes de degré n − 2 et ainsi de suite. La tâhe est réitérée jusqu'à
e qu'il n'y ait plus de regroupement possible. Les monmes qui n'interviennent dans
auun regroupement sont alors premiers. Comme deux monmes de degré n engendrent
un monme de degré n − 1 si et seulement si ils dièrent d'une seule omposante, on
ommene par regrouper les monmes en lasses, selon le nombre de variables niées qu'ils
ontiennent.
L'algorithme 4.3 peut être représenté par un tableau, omme le montre le tableau (4.28),
où la première olonne est onstituée de monmes anoniques que l'on regroupe par
lasses. Chaune des autres olonnes est obtenue à partir de elle qui la préède en
regroupant les monmes appartenant à deux lasses voisines.
Si nous utilisons l'expression (4.25), par transitivité nous avons alors :
x1 · y ⇒ x2 y · z ⇒ t x2 · z ⇒ x3
x3 · u3 ⇒ x z · u3 ⇒ u1 t · u3 ⇒ u1
x1 · t⇒ x3 t · z¯ ⇒ y x3 · z¯ ⇒ x2
x2 · u2 ⇒ x y · u2 ⇒ u1 z¯ · u2 ⇒ u3
x3 · t¯⇒ x1 y · t¯⇒ z¯ x2 · y¯ ⇒ x1
y¯ · t⇒ z z · t¯⇒ y t¯ · u1 ⇒ u3
x1 · u1 ⇒ x y¯ · u1 ⇒ u2 y¯ · z¯ ⇒ t¯
(4.26)
Ave les expressions (4.25) et (4.26) nous pouvons érire l'expression (4.27), qui est
une fontion logique (par hangement de variables).
£
Dv
Υ (x1, x2, x3, x, y, z, t, u1, u2, u3) =
x1 · x2 · x3 · x · y · z · t · u1 · u2 · u3+
x1 · x2 · x3 · x · y · z¯ · t · u1 · u2 · u3+
x1 · x2 · x3 · x · y · z¯ · t¯ · u1 · u2 · u3+
x1 · x2 · x3 · x · y¯ · z · t · u1 · u2 · u3+
x1 · x2 · x3 · x · y¯ · z · t¯ · u1 · u2 · u3+
x1 · x2 · x3 · x · y¯ · z¯ · t¯ · u1 · u2 · u3
(4.27)
11
Ensemble onjontif de variables.
12
Monmes possédant la totalité des variables armées ou niées intervenant dans l'expression.
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En suivant l'algorithme, nous avons regroupé les monmes en fontion du nombre de
variables niées puis nous avons engendré un monme de degré inférieur.
x1 · x2 · x3 · x · y · z · t · u1 · u2 · u3 x1 · x2 · x3 · x · z · t · u1 · u2 · u3
x1 · x2 · x3 · x · y¯ · z · t · u1 · u2 · u3 x1 · x2 · x3 · x · y · t · u1 · u2 · u3
x1 · x2 · x3 · x · y · z¯ · t · u1 · u2 · u3 x1 · x2 · x3 · x · y¯ · z · u1 · u2 · u3
x1 · x2 · x3 · x · y · z¯ · t¯ · u1 · u2 · u3 x1 · x2 · x3 · x · y · z¯ · u1 · u2 · u3
x1 · x2 · x3 · x · y¯ · z · t¯ · u1 · u2 · u3 x1 · x2 · x3 · x · z¯ · t¯ · u1 · u2 · u3
x1 · x2 · x3 · x · y¯ · z¯ · t¯ · u1 · u2 · u3 x1 · x2 · x3 · x · y¯ · t¯ · u1 · u2 · u3
(4.28)
Pour et exemple, la simpliation ne peut pas se poursuivre, ar les monmes ont
tous, deux à deux, au moins deux variables armées ou niées diéremment, ou ils n'ont
pas les mêmes variables. Nous avons don la base première.
Cette méthode, pare qu'elle néessite la présene de toutes les variables dans les
monmes 'est à dire la forme anonique
13
de la fontion, est relativement omplexe à
mettre en plae et de plus, elle ne donne pas toujours la forme minimale de l'expression
(voir tableau (4.28)). À partir de là nous devons, ave la table de hoix [36℄, dénir les
monmes premiers suivants :
x1 · x2 · x3 · x · z · t · u1 · u2 · u3
x1 · x2 · x3 · x · y¯ · t¯ · u1 · u2 · u3
x1 · x2 · x3 · x · y · z¯ · u1 · u2 · u3
(4.29)
4.3.3.2 Consensus
La méthode du onsensus est une méthode systématique basée sur l'opération de
onsensus entre monmes. Elle s'applique aux fontions représentées sous une forme
polynmiale arbitraire.
Définition 4.12 (Consensus)
On dit que deux monmes m1 et m2 forment une paire produtive lorsqu'une seule des va-
riables apparaissant dans les deux monmes est biforme, 'est-à-dire armée dans l'un et niée
dans l'autre. Dans e as, on appelle onsensus de m1 et m2 le monme noté cons(m1,m2)
qui est le produit des variables monoformes de m1 et m2.
Deux as de gure se présentent :
13
Forme disjontive de onjontions (
∑∏
)
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Entrée : Ensemble de monmes anoniques
Sortie : Ensemble de monmes simpliés
Répéter
Pour haque paire de monmes de degré n de deux lasses voisines
faire
Si les deux monmes de ette paire dièrent
14
d'une variable alors
Regrouper ette paire pour générer un monme de degré n− 1
Fin si
Fin pour
Les monmes non utilisés au ours de e proessus sont ajoutés au
résultat
Jusqu'à non génération de monme de degré n− 1 ou génération d'un
monme de degré 0.
Algo 4.3 : Algorithme de simpliation d'une équation logique par la méthode de
Quine-MCluskey
 m1 = xP et m2 = x¯P : cons(m1,m2) = P est un nouveau monme supérieur à
m1 et à m2 qui peuvent ainsi s'éliminer ;
 m1 = xP et m2 = x¯Q : m1 et m2 mettent en ommun leurs sommets pour
engendrer un nouveau monme par cons(m1,m2) ; un as favorable se produit
lorsque m1 ou m2 est majoré par cons(m1,m2).
Soit f une fontion représentée par une liste de monmes.
L'algorithme 4.4 de simpliation de fontion booléenne de L se déroule en répétant
les deux ations suivantes :
1. éliminer de la liste les monmes qui sont ouverts par d'autres ;
2. former les onsensus de haun des monmes de la liste ave eux qui le suivent ;
ajouter à la liste les onsensus qui ne sont pas ouverts par un monme existant ;
aller à 1.
jusqu'à e qu'il n'y ait plus de nouveaux monmes réés par onsensus.
En traitant l'exemple de la fontion logique (4.22), nous trouvons l'expression (4.29)
p. 108.
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Entrée Sortie : L Equation logique
Pour haque monme m du premier à l'avant dernier de L faire
Pour haque monme p, du suesseur de m au dernier de L faire
Ajouter (onsensus (m, p)) à L après (rang (m))
Fin pour
Fin pour
Algo 4.4 : Algorithme de la méthode du onsensus
Entrée : m monme
k rang
Entrée Sortie : L Equation logique
Variable : j entier
j ← k
Tant que j < longueur(L) + 1 faire
Si c < L[j] alors
retour
Fin si







Algo 4.5 : Algorithme d'ajout du onsensus
La liste ainsi obtenue est elle des monmes premiers. Cette méthode ne donne pas
toujours la base minimale.
Remarque 4.3
Ces deux méthodes permettent de réduire des fontions logiques, mais ne onviennent
pas dans notre as très partiulier où ertaines variables sont des ombinaisons logiques
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d'autres variables. Elles ne permettent pas d'engendrer des graphes de préédene maxi-
maux dans tous les as. Cette non génération des graphes de préédene maximaux est
due à l'objetif de es deux méthodes qui est de dénir la base minimale d'une fon-




Le graphe de préédene assoié à l'ensemble des séquenes de préédene de l'équa-
tion (4.22) peut être représenté par l'expression (4.30). Car la variable x peut être déduite
de l'ensemble des autres variables, et pour les variables y, z, t, l'une d'entre elles dépend
toujours des deux autres (voir équation (4.26) p. 107).
£
R
Υ(x1, x2, x3, x, y, z, t, u1, u2, u3) = x1 · x2 · x3 · u1 · u2 · u3 (4.30)
4.3.3.3 Méthode de rédution proposée
La troisième étape est la rédution logique de l'équation logique R, à l'aide de la
fatorisation, qui nous donne l'expression £
R
Υ . Cette méthode s'applique sur des ex-
pressions polynmiales arbitraires, ependant, il est préférable de l'appliquer sur des
monmes anoniques, ar les préédenes représentées par es monmes sont liées entre
elles par transitivité. C'est pour ette raison que la méthode proposée omporte la phase
développement logique.
La fatorisation est la fatorisation logique lassique, (((αi → αj) · (αk → αl)) +
((αi → αj) · (αm → αn))) ⇔ (αi → αj) · ((αk → αl)+(αm → αn)) ou ((αi → αj) · (αk →
αl)) + ((αm → αn) · (αo → αp)) ⇔ ((αi → αj) + (αm → αn)) · ((αk → αl) + (αm →
αn)) · ((αi → αj) + (αo → αp)) · ((αk → αl) + (αo → αp))
En e qui onerne la fatorisation, nous nous basons sur l'appellation 2-SAT (2-
satisfability), que K.S.Naphade [43℄ a rappelée (voir AnnexeB), pour introduire une
nouvelle notion : la k-stabilité
16
ou k-STA, ave k entier stritement positif.
Définition 4.13 (k-STA)
Clause ontenant des opérateurs · de onjontion entre haque prédiat, es prédiats
pouvant ontenir au maximum k − 1 opérateurs disjontifs.
15
Forme possédant le minimum d'opérateurs de disjontion et de onjontion.
16
Nous appelons stabilité la réalisation d'un type de fatorisation ; soit de simple niveau, soit de niveau
deux.
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Le hoix du terme stabilité a été orienté par la sensation de stabilité de l'expres-
sion logique lors de la fatorisation, 'est à dire que ette expression est dans sa forme
minimale disjontive de onjontions de ontraintes de préédene (
∑∏
) pour la forme
1-STA et dans sa forme minimale disjontive de onjontions pouvant ontenir des dis-
jontions des ontraintes de préédene (
∑∏∑
) pour la forme 2-STA.
La transformation de l'ensemble des disjontions de onjontions de ontraintes de
préédene a atteint :
 la 1-stabilité ou 1-STA lorsque l'ensemble résultat est un ensemble disjontif de
onjontions de ontraintes de préédene, que nous notons :
∑∏
(αi → αj), où
haque disjontion est indépendante des autres,
 la 2-stabilité ou 2-STA lorsque l'ensemble résultat est un ensemble disjontif de
onjontions de disjontions de ontraintes de préédene, que nous notons :∑∏∑
(αi → αj),
ave i 6= j et i ∈ {1, . . . , p} et j ∈ {1, . . . , p}.
Ce qui peut s'illustrer par les expressions suivantes pour les stabilités :
1-STA : (αi → αj) · (αk → αl) + (αi → αj) · (αk → αj)
2-STA : (αi → αj) · ((αk → αl) + (αm → αl))
La rédution logique est traduite par l'algorithme 4.6, qui a pour données d'entrée,
l'expression logique développée £
Dv
Υ d'assemblage d'un produit, et pour résultat, une
expression logique £
R
Υ fatorisée. Nous mettons ainsi en fateur toutes les préédenes qui
peuvent l'être, puis nous déoupons le problème en deux sous-problèmes distints, et nous
reommençons ave es deux parties, et e jusqu'à e qu'il ne reste plus de préédene
non traitée. Sahant que ette fatorisation respete toutes les règles et propriétés de la
fatorisation d'équation logique de l'algèbre booléenne. Nous avons alors l'équivalene
entre l'ensemble des séquenes d'enhaînement et l'équation logique fatorisée, £
R
Υ .
La rédution logique appliquée sur notre exemple de la gure 4.1(a) donne en 1-STA
(les diérentes étapes entre l'équation 4.21 et l'équation 4.31 sont proposées en annexeC) :
£
R1−STA
Υ ≡ ((α → α1) · (α → α2) · (α → α3) · (α → α4) · (α →
u) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) · (α4 → α3))+ ((α→
α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 → u) · (α2 →
u) · (α3 → u) · (α3 → α4) · (α4 → u) · (α4 → α1) · (α4 → α2))
(4.31)
La rédution logique appliquée sur notre exemple de la gure 4.1(a) donne en 2-
STA (les diérentes étapes entre l'équation 4.21 et l'équation 4.32 sont proposées en an-
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Entrée : Equation logique
Sortie : Equation logique fatorisée
Tant que il existe une préédene ommune dans toutes les séquenes
faire
Mettre en fateur ette préédene ommune
Fin tant que
Si il existe une disjontion de préédenes ommune à plusieurs
séquenes alors
Mettre en fateur la disjontion de préédenes ommune au plus
grand nombre de séquenes
Relaner l'algorithme ave les séquenes fatorisées








Υ ≡ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α →
u) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) · ((α4 → α1)+ (α4 →
α3)) · ((α4 → α2) + (α4 → α3))
(4.32)
4.3.4 Simpliation logique
La simpliation logique est la suppression des ontraintes de préédene indiretes,
'est-à-dire qui peuvent être déduites des autres ontraintes de préédene. Pour ela
nous reherhons toutes les onjontions de trois ontraintes de préédene du type :
(αi → αj) ·(αj → αk) ·(αi → αk) an de les réduire à l'expression :(αi → αj) ·(αj → αk).
Cette simpliation est exprimée par l'algorithme 4.7. La simpliation logique res-
pete la suppression des termes redondants sans supprimer de ontraintes non enore
exprimées. Elle permet de garder l'équivalene entre l'ensemble des séquenes d'enhaî-
nement et l'équation ainsi obtenue.
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Entrée : Equation logique
Sortie : Equation logique simpliée
Répéter
Pour haque ensemble de onjontions faire
Pour haque sous-ensemble possible de trois ontraintes de
préédene de type (a→ b) et (b→ c) et (a→ c) faire
Supprimer la ontrainte de préédene (a→ c).
Fin pour
Fin pour
Pour haque disjontions faire
Si (a→ b) + (b→ a) alors




Algo 4.7 : Algorithme de simpliation logique d'une équation logique
La simpliation logique appliquée sur notre exemple en 1-STA de la gure 4.1(a)





Υ ≡ ((α → α1) · (α → α2) · (α → α4) · (α1 → u) · (α2 →
u)·(α3 → u)·(α4 → α3))+((α→ α3)·(α3 → α4)·(α1 → u)·(α2 →
u) · (α4 → α1) · (α4 → α2))
(4.33)
La simpliation logique appliquée sur notre exemple en 2-STA de la gure 4.1(a)





Υ ≡ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α1 →
u) · (α2 → u) · (α3 → u) · ((α4 → α1) + (α4 → α3)) · ((α4 →
α2) + (α4 → α3))
(4.34)
Après la simpliation, la transformation logique de l'ériture en un ou plusieurs
graphes ou hypergraphes de préédene est développée dans la setion suivante.
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4.4 La génération des graphes
La génération des graphes de préédene est la transformation d'une ériture logique
des ontraintes de préédene en un ou plusieurs ensembles de ontraintes de préédene.
Selon le nombre et le type d'ensembles générés, nous obtenons un ou plusieurs graphes
de préédene de types diérents : graphe de préédene ou hypergraphe de préédene.
Pour obtenir un graphe de préédene, nous devons avoir l'ensemble E des onsti-
tuants et l'ensemble U des ontraintes de préédene diretes. Pour obtenir un hyper-
graphe de préédene, nous devons avoir l'ensemble X des onstituants et l'ensemble ξ
des ontraintes disjontives ou non de préédene diretes.
4.4.1 Les graphes de préédene
An de générer des graphes de préédene valides nous devons obtenir une équa-
tion logique de type 1-STA omme nous avons pu le voir i-avant. Une fois obtenu et
ensemble de disjontions de onjontions de ontraintes de préédene, nous pouvons gé-
nérer un ensemble de graphes de préédene à l'aide de l'algorithme 4.8. Cet algorithme
génère, à l'aide de haque ensemble onjontif de ontraintes de préédene, un graphe
de préédene distint. Pour ela, nous engendrons l'ensemble E des onstituants, puis
nous insérons haune des ontraintes de préédene dans l'ensemble U des ontraintes
de préédene.





(b) Graphe de préédene
Fig. 4.2  Graphes de préédene d'assemblage du moteur
Si nous prenons l'exemple de la gure 4.1(a), ave les séquenes admissibles vériant
la ondition (4.8), l'ensemble des graphes de préédene peut s'érire :
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Entrée : Equation logique simpliée
Pour haque ensemble de onjontions faire
// Génération d'un nouveau graphe de préédene à haque passage
Insérer la tâhe de hargement du omposant de base dans E
Pour haque préédene faire
// Reherhe de la tâhe préédée dans la relation
Si la tâhe n'appartient pas à l'ensemble E alors
Insérer la tâhe dans E
Fin si
Insérer la ontrainte de préédene dans U
Fin pour
Fin pour
Sortie : Ensemble de graphes de préédene
Algo 4.8 : Algorithme de génération d'un ensemble de graphes de préédene
{G1 =< E1, U1 >,G2 =< E2, U2 >} ave :
E1 = {α, α1, α2, α3, α4, u}
U1 = {(α, α3), (α4, α1), (α4, α2), (α3, α4), (α1, u), (α2, u)}
et
E2 = {α, α1, α2, α3, α4, u}
U2 = {(α, α1), (α, α2), (α, α4), (α4, α3), (α1, u), (α2, u), (α3, u), }.
Les deux graphes de préédene G1 =< E1, U1 >,G2 =< E2, U2 > i-avant du
produit de la gure 4.1(a) p. 98 sont représentés respetivement par les gures 4.2(a)
et 4.2(b).
4.4.2 Les hypergraphes de préédene
Un ensemble de onjontions de disjontions de ontraintes de préédene de type 2-
STA permet d'obtenir un hypergraphe de préédene. Ave l'algorithme 4.9 et l'exemple
de la gure 4.1(a), nous générons l'expression i-après représentant l'hypergraphe de pré-
édene H qui est représenté graphiquement dans la gure 4.3.
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Un hypergraphe de préédene est équivalent à un ensemble onjontif de ontraintes
de préédene et de ontraintes disjontives de préédene (
∏∑
). Cet algorithme génère
un nouvel hypergraphe à haque ensemble onjontif de disjontions de ontraintes de
préédene. Et si nous ne pouvons pas l'érire sous forme de onjontions de disjontions
de ontraintes de préédene alors nous érivons ette équation sous sa forme disjontive
de onjontions de disjontions de préédene (
∑∏∑
), et grâe à ette transformation
nous arrivons à représenter et ensemble par un ensemble d'hypergraphes de préédene.
Entrée : Equation logique
Pour haque ensemble de onjontions de disjontions de ontraintes
de préédene faire
// Génération d'un nouvel hypergraphe de préédene à haque
passage
Insérer la tâhe de hargement du omposant de base dans E
Pour haque préédene ou disjontion de ontraintes de préédene
faire
// Aetation des ontraintes de préédenes dans l'hypergraphe
onsidéré
Si les tâhes n'appartiennent pas à l'ensemble X alors
Insérer les tâhes dans X
Fin si
Insérer la ontrainte de préédene ou la disjontion de ontraintes
de préédene dans ξ
Fin pour
Fin pour
Sortie : Ensemble d'hypergraphes de préédene
Algo 4.9 : Algorithme de génération d'un ensemble d'hypergraphes de préédene
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Fig. 4.3  Hypergraphe de préédene d'assemblage du moteur
La gure 4.3 représente l'hypergraphe de préédene du produit de la gure 4.1(a),
soit formellement :
H = (X, ξ) ave :
X = {α, α1, α2, α3, α4, u}
ξ = {E1, E2, E3, E4, E5, E6, E7, E8, E9}
E1 = ({α}, {α1}), E2 = ({α}, {α2}), E3 = ({α}, {α3}),
E4 = ({α}, {α4}), E5 = ({α4}, {α1, α3}), E6 = ({α4}, {α2, α3}),
E7 = ({α1}, {u}), E8 = ({α2}, {u}), E9 = ({α3}, {u}).
4.5 Complexité
Dans ette setion nous allons étudier la omplexité de notre méthode, ette étude
permettra de maximiser le nombre de ontraintes de préédene intervenant dans l'ex-
pression logique, ainsi que d'évaluer le nombre de tâhes à eetuer pour haune des
phases.
Pour es aluls de omplexité, nous prendrons deux variables, p le nombre de onsti-
tuants à assembler et n le nombre de séquenes d'enhaînement dans l'ensemble Υ.
Comme nous l'avons vu au long de e hapitre, la transformation de l'ensemble Υ des
n séquenes d'enhaînement admissibles des p+ 1 tâhes en un ensemble de préédenes
diretes, est appelée déomposition logique. Cette déomposition logique est le déoupage
de haune des n séquenes en p préédenes diretes, e qui donne n × p préédenes
diretes. Pour ela l'algorithme 4.1 eetue n× p tâhes du type génération d'une préé-
dene ou alors aetation d'une préédene à un ensemble par exemple. La omplexité
de l'algorithme de déomposition est en O(n× p).
Pour la deuxième phase, le développement logique transforme l'expression, obtenue
i-avant ave la déomposition logique, en lui ajoutant un ensemble de termes, appelés
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préédenes indiretes. Le nombre de es préédenes indiretes est fontion du nombre
p de préédenes diretes de haune des séquenes et du nombre n de séquenes. Pour
haune des séquenes, il est généré p × (p − 1)/2 préédenes indiretes. L'expression
logique résultant de e développement logique omporte alors n×p×(p−1)/2 préédenes
indiretes ajoutées aux n× p préédenes diretes déjà présentes, e qui donne n× p2/2
préédenes. L'algorithme a une omplexité en O(n× (p2 − 1)/2).
En e qui onerne la rédution logique, il est possible de dire qu'un nombre minimal
de préédenes est mis en fateur, omme :
 la tâhe de hargement du omposant de base préède toutes les autres tâhes (p) ;
 toutes les tâhes préèdent la tâhe de déhargement du produit ni (p).
Cependant la préédene de la tâhe de hargement du omposant de base sur la tâhe
de déhargement du produit ni appartient aux deux ensembles, alors ela nous donne
2p− 1 préédenes au minimum. Cela nous onduit à n× p2/2− 2p− 1 préédenes aux
maximum après ette étape. L'algorithme 4.6 réduit ette expression logique en n × p
yles. L'algorithme de rédution logique a une omplexité en O(p2/2).
La quatrième phase est la simpliation, elle permet de supprimer l'ensemble des
ontraintes de préédenes indiretes. Il est diile de donner le nombre de ontraintes
de préédenes indiretes éliminées ar, selon les produits à assembler, e nombre peut
varier de zéro à n×p2/2−2p−1 moins le nombre de préédenes indispensables (2p−3), e
qui donne n×p2/2−4p−4. Ave la théorie mathématique, l'algorithme de simpliation a
une omplexité maximale en O((n×p2)!), ependant il est faile de réduire la omplexité,
en triant les ontraintes de préédene en fontion de la première tâhe et en séletionnant
la tâhe intéressante à l'aide d'un algorithme de séletion approprié, en O(p3).
La inquième et dernière étape est la génération des graphes, par la transformation
d'une expression logique en un ou plusieurs ensembles de ontraintes de préédene et
en un ou plusieurs ensembles de onstituants. Cette phase a une omplexité maximale
en O(n× p).
D'après ette analyse, la omplexité de la méthode est en O(p3+n×p2). Nous voyons
que elle-i est d'ordre polynmial.
4.6 Conlusion du hapitre
Ce hapitre propose une nouvelle méthode de détermination des graphes de préé-
dene ou des hypergraphes de préédene d'assemblage à partir d'ensembles de séquenes
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d'enhaînement préalablement déterminées. Ces séquenes d'enhaînement doivent satis-
faire les hypothèses introduites au hapitre 2 p. 30.
Cette nouvelle approhe de la génération des graphes de préédene par la logique
booléenne est omposée de quatre phases. La première d'entre elles, appelée déomposi-
tion logique, permet de transformer une séquene d'enhaînement en une séquene de pré-
édenes, où les préédenes sont mises en relation à l'aide de l'opérateur de onjontion
·. Après la transformation de toutes les séquenes d'enhaînement en séquenes de pré-
édenes, es dernières sont mises en relation ave l'opérateur disjontif +. L'expression
logique d'un ensemble détermine la mise en relation des séquenes de préédenes.
L'expression, ainsi obtenue, est transformée par la deuxième phase appelée dévelop-
pement logique. Cette étape permet d'introduire l'ensemble des préédenes indiretes
de haune des séquenes de préédenes. Les préédenes indiretes de haune des
séquenes de préédenes, sont mises en relation ave les préédenes diretes par l'opé-
rateur onjontif.
Après ette phase, la troisième étape est appelée rédution logique. Dans es travaux,
trois méthodes de rédution sont exposées.
La première est la méthode de Quine-MCluskey. Seules les fontions logiques sous
forme anonique
17
peuvent être réduites. Cette méthode est pertinente et bien onnue
des automatiiens, mais ne garantit pas l'obtention de la forme minimale, qui permettrait
de réaliser un hypergraphe de préédene. De plus ette méthode ne nous permet pas de
générer failement des graphes de préédene maximaux.
La deuxième méthode proposée est la méthode du onsensus. Elle est aussi onnue
que la méthode de Quine-MCluskey. C'est une méthode de détermination d'une forme
réduite, mais ne donnant pas toujours la forme minimale.
Pour résoudre e problème, nous avons introduit notre propre méthode, qui est une
fatorisation des variables, selon qu'elles sont armées ou niées dans les séquenes de
préédenes. Il y a plusieurs stades de fatorisation, nous les appelons k-stabilité (k-
STA). La 1-STA est l'état atteint après fatorisation de type simple, 'est à dire que
nous restons sous une forme disjontive de onjontions de ontraintes de préédene
(
∑∏
). Cet état permet d'engendrer des graphes de préédene uniquement. Si nous
voulons des hypergraphes de préédene, nous devons atteindre la 2-STA, 'est à dire
fatoriser l'expression pour obtenir une forme disjontive de onjontions ontenant elles
mêmes des disjontions de ontraintes de préédene. Dans les as les plus favorables,
17
Tous les monmes sont anoniques
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nous n'atteignons pas la 2-STA, ar l'ensemble des séquenes d'enhaînement peut être
représenté par un graphe de préédene unique.
Pour obtenir des graphes de préédene ou hypergraphes de préédene ne possédant
pas de redondane d'information et pour les alléger, une quatrième étape a été intro-
duite, elle s'appelle simpliation logique. Cette phase est la suppression de toutes les
ontraintes de préédene pouvant être déduites par transitivité des autres ontraintes
de préédene.
Cette méthode de génération des graphes et hypergraphes de préédene peut être




ujourd'hui, les systèmes de prodution, à ause de la onurrene, doivent ga-
rantir un servie de qualité, tout en restant ompétitifs. Cela est aussi valable
pour les systèmes d'assemblage, qui sont à l'origine de es travaux. Le sys-
tème d'assemblage optimum est généralement obtenu par des méthodes d'équilibrage de
harge de lignes d'assemblage (ALB)
18
. Ces méthodes sont prinipalement utilisées ave
l'une des représentations des proessus d'assemblage, les graphes de préédene. L'utilité
de ette représentation est due prinipalement à sa lisibilité, sa ompaité et sa exibi-
lité, mais elle possède un défaut important : sa génération. Jusqu'ii, nous jugions les
méthodes de génération systématique des graphes de préédene peu satisfaisantes.
Ces travaux nous présentent un éhantillon des représentations des proessus d'as-
semblage possibles. Les deux méthodes les plus utilisées sont les graphes de préédene
pour la oneption de systèmes d'assemblage et les réseaux de Petri pour le pilotage de
systèmes. En e qui onerne le pilotage, il existe un grand nombre de travaux onré-
tisés par des simulateurs, tandis qu'en oneption de systèmes d'assemblage, il existe
des méthodes de déoupage de graphes de préédene pour l'ALB, mais il n'existe pas
de méthode simple et eae de génération des graphes de préédene. Ces travaux ont
don pour objetif de proposer une méthode de génération systématique des graphes de
préédene simple et eae, à partir d'un ensemble de graphes d'assemblage préalable-
ment établi à l'aide de LEGA. Nous avons présenté deux méthodes diérentes, basées
pour l'une, sur la transformation de graphes, et pour l'autre, sur la logique booléenne.
La première de es deux méthodes est une suite de transformations de graphes. Ces
graphes sont, suessivement, un graphe d'état intermédiaire du produit (ASTD), le
graphe dual de l'ASTD appelé graphe d'enhaînement, puis à l'aide de règles de suppres-
sion d'ars, un graphe d'enhaînement simplié est obtenu. Sous ertaines onditions,
le graphe ainsi généré est équivalent à un graphe de préédene. Sinon dans les autres
18
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ing
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as, nous pouvons générer un hypergraphe de préédene. Cette méthode est transrite
par un ensemble d'algorithmes, dans es travaux, elle permet d'obtenir des graphes de
préédene valides et exhaustifs dans les as où l'ensemble des séquenes d'enhaînement
proposé peut être représenté par un graphes de préédene unique. Dans es as, ette
méthode onduit simplement et diretement à un graphe de préédene.
Pour garantir l'obtention d'un graphe de préédene unique valide et exhaustif, nous
devons vérier que les séquenes d'enhaînement de l'ensemble étudié vérient la pro-
priété Π proposée par A.Bratu, puis enn, appliquer notre méthode de génération
systématique des graphes de préédene.
Pour obtenir des hypergraphes de préédene, nous devons utiliser la deuxième amé-
lioration apportée, 'est à dire l'utilisation des préédenes onditionnelles
19
. De là, il est
relativement faile de générer des hyperars de préédene, un hypergraphe de préédene
déoule de tous les hyperars générés.
Les aluls de omplexité des diérents algorithmes permettent de dire que ette mé-
thode a une omplexité d'ordre polynmial, mais après le traitement d'un exemple, nous
voyons que l'utilisation de elle-i n'est pas triviale pour la génération d'hypergraphes.
Il ressort de ette étude, que la méthode par transformation de graphes proposée est
eae, mais pas simple dans l'ensemble des as, 'est pour ela que nous proposerons
alors une seonde méthode.
Pour la seonde méthode, nous nous sommes inspirés des travaux de K.S.Naphade
pour exprimer les ontraintes de préédene sous forme d'expression logique booléenne.
En dénissant la fontion aratéristique de l'ensemble des séquenes d'enhaînement,
nous avons obtenu une expression logique booléenne, notée £, ette étape est appelée
déomposition logique.
Ave ette expression logique, nous générons un ensemble de graphes ou d'hyper-
graphes de préédene à l'aide des phases suivantes, le développement logique des préé-
denes, la rédution logique des préédenes, la simpliation logique d'une expression et
la génération de graphes de préédene ou la génération d'hypergraphes de préédene.
Le développement logique est basé sur la transitivité de l'opérateur de préédene





Cette notion de préédene onditionnelle permet d'exprimer la disjontion entre deux préédenes.
20
Préédenes diretes et indiretes
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La rédution logique des préédenes est une méthode de fatorisation des préédenes
an d'obtenir la base minimale représentative de l'ensemble des séquenes d'enhaîne-
ment. Pour ette étape, nous avons introduit une nouvelle appellation, la k-stabilité
21
(k-STA). Cette appellation est inspirée de l'appellation 2-SAT de K.S.Naphade pour
exprimer le degré de fatorisation d'une expression logique, 'est à dire si l'expression lo-
gique peut s'érire sous une forme de onjontions de ontraintes de préédene ci (
∏
ci)
ou sous une forme disjontive de onjontions de ontraintes de préédene (
∑∏
ci) alors
k est égal à un (1-STA), sinon si ette expression peut s'érire sous la forme onjontive
de ontraintes de préédene ou de disjontions de ontraintes de préédene (
∏∑
) ou
sous la forme disjontive de onjontions de ontraintes de préédene ou de disjontions
de ontraintes de préédene (
∑∏∑
), alors k est égal à deux (2-STA).
Après ette étape de détermination de la base minimale, selon son degré de stabilité,
la simpliation logique d'une expression est la suppression de toutes les ontraintes de
préédenes indiretes, an d'obtenir l'ensemble minimal des ontraintes de préédene.
Il est alors possible de générer un graphe de préédene, un ensemble de graphes
de préédene, un hypergraphe de préédene ou alors un ensemble d'hypergraphes de
préédene. De la base de stabilité 1-STA, la génération d'un ensemble de graphes
de préédene permet de transformer un ensemble de ontraintes de préédene en un
graphe ou un ensemble de graphes de préédene. Il en est de même ave la génération
d'un ensemble d'hypergraphes de préédene ave la base de stabilité 2-STA pour les
hypergraphes de préédene.
Cette méthode engendre l'ensemble des graphes de préédene, représentant de ma-
nière biunivoque l'ensemble des séquenes d'enhaînement initial, elle permet aussi de
générer des hypergraphes de préédene représentant es mêmes séquenes d'enhaîne-
ment.
La omplexité de ette méthode est d'ordre polynmial, tout en étant plus élevé que
elle de la méthode par transformation de graphes dans ertains as, il en reste tout de
même que la deuxième méthode a généralement une omplexité inférieure.
Nous remarquons que la deuxième méthode permet de générer aussi bien des graphes
de préédene que des hypergraphes de préédene. Elle est plus faile à mettre en plae
que la méthode par transformation de graphes. Il est possible de dire que notre objetif
est atteint, ar nous avons proposé une méthode simple et eae de génération de
graphes de préédene.
21
k est un entier stritement positif.
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Après es travaux, nous pourrions envisager leur programmation, et leur omparaison
ave d'autres approhes au niveau du temps de alul.
Après ette programmation, il faudrait se penher sur le déoupage des hypergraphes
de préédene an de les utiliser en ALB. Pour ela deux solutions s'orent à nous, la
première est la déomposition des hypergraphes de préédene ainsi générés en graphes
de préédene et l'utilisation de méthodes existantes, la deuxième est de proposer une
méthode de déoupage d'hypergraphes de préédene.
Pour la déomposition des hypergraphes en graphes de préédene, il sut de trans-
former l'expression logique 2-STA, équivalente aux hypergraphes de préédene, en une
expression 1-STA, équivalente à des graphes de préédene.
Pour le déoupage des hypergraphes de préédene, nous pourrions peut être utiliser
les méthodes d'équilibrage de lignes d'assemblage en onsidérant un hypergraphe omme
un graphe de préédene ave des ontraintes de préédene non xes, 'est à dire pour
une partie de l'hyperar, nous gardons la ontrainte de préédene, et pour l'autre partie,
nous testons haque as possible.
Annexe A
Quelques généralités sur les graphes
L
'ensemble des rappels proposé ii, porte sur la théorie des graphes. Cette
annexe sera illustrée à l'aide de l'exemple de la gureA.1. Les dénitions sui-
vantes sont elles des oyles, des prédéesseurs  suesseurs, des degrés par
rapport à un sommet et des nombres d'ars par rapport à une paire de sommet d'un
graphe donné, mais nous ommenerons par des notions plus simples.
A.1 Notions de base
A.1.1 Graphe simple
Définition A.1 (Graphe simple)
Un graphe est dit simple si toute paire x, y de deux sommets distints possède une arête
ommune et une seule.
C'est-à-dire, il existe l'arête (x, y) ou l'arête (y, x).
A.1.2 Graphe onnexe
Définition A.2 (Graphe onnexe)
Un graphe est dit onnexe si pour toute paire x, y de deux sommets distints, il existe une
haîne
1 µ[x, y] reliant es deux points.
Tous les sommets d'un graphe onnexe sont aessibles.
1
Une haîne est une suession d'ars passant du sommet x au sommet y.
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A.1.3 Chemin dans un graphe
Définition A.3 (Chemin)
Un hemin ν = (u1, u2, . . . , uq) est une suession de q ars ui tel que pour i < q, l'extrémité
terminale de l'ar ui oïnide ave l'extrémité initiale de l'ar ui+1.
Si un hemina le même sommet initial et nal, nous avons alors les deux possibilités
suivantes.
A.1.3.1 Boule dans un graphe
Définition A.4 (Boule)
Une boule ν = (u1) est un ar tel que p l'extrémité terminale de l'ar oïnide ave l'extré-
mité initiale de lui-même.
C'est-à-dire qu'il existe au moins un hemin qui relie x à lui même en ne passant par
auun autre sommet.
A.1.3.2 Ciruit dans un graphe
Définition A.5 (Ciruit)
Un iruit ν = (u1, u2, . . . , uq) est une suession de q ars ui tel que pour i < q, l'extrémité
terminale de l'ar ui oïnide ave l'extrémité initiale de l'ar ui+1 et de plus l'extrémité
terminale de l'ar uq oïnide ave l'extrémité initiale de l'ar u1.
C'est-à-dire qu'il existe au moins un hemin qui relie x à lui même en passant par au
moins un autre sommet.
A.1.4 Chemin hamiltonien
Définition A.6 (Chemin hamiltonien)
Un hemin est dit hamiltonien s'il passe par tous les sommets d'un graphe, une et une seule
fois.
A.1.5 Rang d'un graphe
Définition A.7 (Rang)
Nous appelons rang d'un graphe simple, sans iruit et orienté, le nombre maximal de n÷uds
entre le n÷ud raine et sa feuille la plus éloignée (en les inluant).
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Fig. A.1  Graphe orienté non-simple quelonque
A.2 Coyle
Définition A.8 (Coyle)
Soit G = (X,E) un graphe orienté. On appelle oyle d'un sommet l'ensemble des ars qui
lui sont inidents
2
. On note :
ωG(i) = {(i, j) ∈ E} ∪ {(k, i) ∈ E} (A.1)
On appelle demi oyle supérieur
3
d'un sommet l'ensemble des ars sortant de e sommet.
Et on appelle demi oyle inférieur
4
d'un sommet l'ensemble des ars entrant en e sommet.
Nous les notons : {
ω+G(i) = {(i, j) ∈ E} demi oyle supérieur de i
ω−G(i) = {(k, i) ∈ E} demi oyle inférieur de i
(A.2)
Ave le graphe G de la gureA.1, nous avons G = (X,E) où X = {a, b, c, d, u} et
E = {(a, b), (a, c), (c, b), (b, c), (c, d), (b, d), (d, b), (b, u), (d, u)}, et les oyles supérieurs
sont :
 ω+G(a) = {(a, b), (a, c)}
 ω+G(b) = {(b, c), (b, d), (b, u)}
 ω+G(c) = {(c, b), (c, d)}
2
Ars entrant et ars sortant de e sommet.
3
appelé aussi demi oyle extérieur
4
appelé aussi demi oyle intérieur
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 ω+G(d) = {(d, b), (d, u)}
 ω+G(u) = ∅
Les oyles inférieurs du graphe G de la gureA.1, sont :
 ω−G(a) = ∅
 ω−G(b) = {(a, b), (c, b), (d, b)}
 ω−G(c) = {(a, c), (b, c)}
 ω−G(d) = {(b, d), (c, d)}
 ω−G(u) = {(b, u), (d, u)}
A.3 Nombre d'ars
Définition A.9 (Nombre d'ars)
Soit G = (X,E) un graphe orienté. On appelle nombre d'ars entre le sommet i ∈ X et le
sommet j ∈ X d'un graphe G, les quantités d'arêtes attahées aux sommets et qui ont pour
extrémité initiale le sommet i et pour extrémité terminale le sommet j, nous notons :
mG(i, j) = |{(i, j) ∈ E : (i, j) ∈ ω
+
G(i) ∧ (i, j) ∈ ω
−
G(j)}| (A.3)
Le nombre d'ars entre haque paire de sommets d'un ASTD est :
mG(a, a) = 0 mG(a, b) = 1 mG(a, c) = 1 mG(a, d) = 0 mG(a, u) = 0
mG(b, a) = 0 mG(b, b) = 0 mG(b, c) = 1 mG(b, d) = 1 mG(b, u) = 1
mG(c, a) = 0 mG(c, b) = 1 mG(c, c) = 0 mG(c, d) = 1 mG(c, u) = 0
mG(d, a) = 0 mG(d, b) = 1 mG(d, c) = 0 mG(d, d) = 0 mG(d, u) = 1
mG(u, a) = 0 mG(u, b) = 0 mG(u, c) = 0 mG(u, d) = 0 mG(u, u) = 0
An de simplier les notations, nous n'érivons que les nombres d'ars diérents de zéro.
Ce qui nous donne alors :
 mG(a, b) = 1
 mG(a, c) = 1
 mG(b, c) = 1
 mG(b, d) = 1
 mG(b, u) = 1
 mG(c, b) = 1
 mG(c, d) = 1
 mG(d, b) = 1
 mG(d, u) = 1
Annexe B
Résolution des disjontions d'après
C
ette annexe traite de la résolution des disjontions dans la génération des
graphes de préédene d'après K.S.Naphade [42℄, [43℄, [44℄. Cette résolution
sera développée i-après, et sera inspirée des remarques faites par P.DeLit
dans l'annexe D de sa thèse [15℄. Dans une dernière partie, nous essayerons d'apporter
une solution à ette résolution.
B.1 Approhe K.S.Naphade
Cette setion présente la méthode de génération de graphes de préédene deK.S.Na-
phade et al. Ce travail est basé sur trois grandes étapes : la déomposition du pro-
blème en sous-problèmes, la représentation des sous-problèmes en graphes de déision et
le partitionnement des graphes de déision. L'étape de déomposition du problème en
sous-problèmes est la transformation d'un ensemble de ontraintes de préédene en un
ensemble de problèmes deux-satisfait (2-SAT).
Définition B.1 (k-SAT)
Clause de longueur inférieure ou égale à k et ne ontenant pas d'opérateur ·
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Par exemple, voii un ensemble de lauses k-SAT :




xn−k + . . .+ xn


La résolution d'un problème omplet revient à résoudre l'ensemble des sous-problèmes
engendrés en les modélisant par des graphes de déision. Après partitionnement, à haque
graphe de déision orrespond un seul graphe de préédene d'assemblage.
B.1.1 La déomposition
Soit P un ensemble de N ontraintes de préédene. Les ontraintes de préédene de
a sur b se notent ≺. Les ontraintes de préédene entre deux noeuds d'un graphe sont
a ≺ b, b ≺ a, a ≡ b. Ces ontraintes se traduisent respetivement par l'existene d'ars
entre les noeuds a et b (a → b), (b → a) ou la non existene d'ar entre les noeuds a et
b. P est onstitué de onjontions de ontraintes de préédene, ainsi que de disjontions
d'au moins deux ontraintes de préédene. Dans le as où une disjontion porte sur
au moins trois ontraintes de préédene, elle i sera déomposée de telle manière que
l'ensemble des Qi soit 2-SAT.
Cet ensemble de N ontraintes peut se déouper en un ensemble de Qi problèmes
2-SAT (voir l'équation (B.3)). Nous avons, pour toutes les expressions Qi, un ensemble
de disjontions omportant seulement deux éléments et/ou un ensemble de onjontions.
Nous allons onsidérer l'exemple suivant :
P : 1 ≺ 2
(1 + 4) ≺ 5
(3 + 4 + 5) ≺ 6
(3 + 5 + 6 + 7) ≺ 9
(B.1)
Ave les équations (B.1), nous pouvons érire les équations (B.2) en les déomposant en
sous ontraintes.
((3 + 4) ≺ 6) + (5 ≺ 6)
((3 + 5) ≺ 9) + ((6 + 7) ≺ 9)
(B.2)
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Le problème P se déompose alors en quatre sous-problèmes :
Q1 : (1 ≺ 2) ∧ ((1 + 4) ≺ 5) ∧ ((3 + 4) ≺ 6) ∧ ((3 + 5) ≺ 9)
Q2 : (1 ≺ 2) ∧ ((1 + 4) ≺ 5) ∧ (5 ≺ 6) ∧ ((3 + 5) ≺ 9)
Q3 : (1 ≺ 2) ∧ ((1 + 4) ≺ 5) ∧ ((3 + 4) ≺ 6) ∧ ((6 + 7) ≺ 9)
Q4 : (1 ≺ 2) ∧ ((1 + 4) ≺ 5) ∧ (5 ≺ 6) ∧ ((3 + 5) ≺ 9)
(B.3)
Comme nous l'avons vu i-avant, une solution de P est une solution d'au moins une
équation Qi, et réiproquement, alors résoudre l'équation P revient à résoudre l'ensemble
des équations Qi
B.1.2 La représentation
Comme les lauses disjontives de Qi peuvent s'érire en un ensemble de si . . . alors.
(p+ q) ⇔ (¬p⇒ q)
⇔ (¬q ⇒ p)
(B.4)
Ave le deuxième terme de l'équationB.1  (1 + 4) ≺ 5 et les équationsB.4, nous
pouvons alors érire les équationsB.5.
((1 ≺ 4) + (1 ≺ 5)) ⇔ (¬(1 ≺ 4) ⇒ (1 ≺ 5))
⇔ (¬(1 ≺ 5) ⇒ (1 ≺ 4))
(B.5)
Suite à ette transformation de la disjontion en impliation et l'apparition du non
(noté ¬), l'expression a ≡ b est introduite pour traduire l'absene de ontraintes de
préédene entre les onditions a et b. Alors l'expression (B.5) peut s'érire sous la forme
suivante :
(4 ≺ 1) ⇒ (1 ≺ 5)
(1 ≡ 4) ⇒ (1 ≺ 5)
(5 ≺ 1) ⇒ (1 ≺ 4)
(5 ≡ 1) ⇒ (1 ≺ 4)
(B.6)
Une nouvelle notation ℜ a alors été introduite an de traduire les deux expressions
(a ≺ b) et (a ≡ b) en une seule (aℜb). L'expression (B.6) devient alors :
(4ℜ1) ⇒ (1 ≺ 5)
(5ℜ1) ⇒ (1 ≺ 4)
(B.7)
A l'aide de l'expression (B.7), le graphe de déision G∗ est généré. Pour ette gé-
nération, une notion est introduite. Supposons que nous appelons A la ontrainte de
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Fig. B.1  Graphe de déision G∗ assoié aux ontraintes de préédene ((1 + 4) ≺ 5)
préédene (4 ≺ 1), nous appelons Ac la ontrainte de préédene (1 ≺ 4) et A0 la
ontrainte (4 ≡ 1). Nous faisons de même ave (5 ≺ 1) que nous nommons B alors
(1 ≺ 5) s'érit Bc et (5 ≡ 1) s'érit B0. D'après l'expression (B.7), nous avons A ⇒ Bc,
A0 ⇒ Bc, B ⇒ Ac, B0 ⇒ Ac. Cette ériture peut alors être représentée par le graphe de
déision de la gureB.1.
B.1.3 Le partitionnement
K.S.Naphade appelle l'ensemble CI le omplémentaire de l'ensemble I des ontraintes
de préédene. CI = {I0, Ic} ou enore CI0 = {I, Ic} ou enore CIc = {I, I0}
Propriété B.1 (Partitionnement)
La faisabilité et la onsistane de la partition de G∗ dans R et A doivent satisfaire aux
propriétés suivantes :
Répartition : Pour l'ensemble des noeuds {I, I0, Ic}, un et un seul des noeud doit appar-
tenir à A, les deux autres doivent appartenir à R.
Appartenane : Il n'existe pas d'ar (I, J) appartenant à G∗ où I appartient à A, et J
appartient à R.
La propriété de répartition assure l'aeptation d'une et d'une seule ontrainte de
préédene à l'ensemble A, et la propriété d'appartenane assure elle, l'aeptation de J
si I est aepté et si I implique J .
Définition B.2 (Partitionnement)
Le problème de génération de graphe de préédene repose sur le partitionnement des graphes
de déision en deux ensembles A et R, ave une et une seule alternative pour haque déision
appartenant à A, et l'orientation des ars de R vers A.
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Fig. B.2  Graphe de préédene possible G assoié à la ontrainte ((1 + 4) ≺ 5)
Ave l'expression (B.6), la propriétéB.1 et la dénitionB.2, nous obtenons les en-
sembles A = {A0, Bc} et R = {A,Ac, B,B0}. Ave e partitionnement, nous obtenons
un graphe de préédene possible, présenté par la gureB.2.
B.1.4 Évaluation
Cette méthode possède l'avantage de permettre de générer toutes les partitions pos-
sibles de G∗ ave la déomposition du problème P en un ensemble de sous-problèmes Qi.
Cette approhe est une piste à explorer, mais atuellement elle n'est pas valide, ar elle
donne dans quelques as partiuliers des  graphes traduisant les préédenes  entre les
tâhes qui ne peuvent pas être appelés des graphes de préédene ar ils sont yliques
voir gureB.3 ave le problème P suivant :
P : (1 + 2) ≺ 0
(1 ≺ (2 + 3)
(B.8)
Après une suite de transformations respetant la méthode de K.S.Naphade, nous
obtenons par exemple :
B ⇒ Ac
C ⇒ Dc
(0 ≺ 2) ⇒ (1 ≺ 0)
(2 ≺ 1) ⇒ (1 ≺ 3)
(B.9)
Il est possible de représenter e graphe par la gureB.3.
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Fig. B.3  Graphe  de préédene  invalide
B.2 Approhe P.DeLit
P.DeLit a repris l'approhe de K.S.Naphade an de l'améliorer, pour e faire, il
a remplaé les opérateurs ≡ et ℜ par l'opérateur ¹. Cet opérateur, appliqué à a et b
de la manière suivante a ¹ b traduit l'impossibilité de réaliser b avant a. L'opérateur ¹
est distributif à droite et à gauhe par rapport au  et  omme par rapport au  ou .
P.DeLit a introduit un ensemble de dénitions voir [15℄, sans toutefois résoudre
les problèmes de génération de graphes invalides. Nous remarquerons tout de même que
les graphes générés par ette approhe sont valides, e sont des graphes de préédene,
mais ils engendrent des séquenes non valides.
Si nous reprenons l'exemple donné par P.DeLit [15℄, nous obtenons, ave les on-
traintes (d+ e) ≺ f et f ≺ (d+ e), les quatre graphes de préédene suivants :
G1 =< {d, e, f}, {(d, f), (e, f)} >, G2 =< {d, e, f}, {(e, f), (f, d)} >,
G3 =< {d, e, f}, {(d, f), (f, e)} >, G4 =< {d, e, f}, {(f, d), (f, e)} >.
Nous pouvons voir que les graphes G1 et G2 ne respetent pas l'ensemble de ontrain-
tes proposées au départ. Il y a un problème de résolution des disjontions des ontraintes
de préédene omme le dit P.DeLit. Suite à es travaux, nous proposons l'amélioration
suivante.
B.3 Approhe K.S.Naphade  P.DeLit améliorée
Notre proposition est relativement simple, nous reprenons l'ensemble de la méthode
de K.S.Naphade, juste en modiant le omplémentaire de a ≺ b, (qui est, dans l'ap-
prohe de K.S.Naphade : b ≡ a et dans elle de P.DeLit : b ¹ a) par a ≻ b.
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Supposons que les graphes d'assemblage soient linéaires, nous avons don une seule
tâhe en même temps, alors a préède b ou alors a suède b. Don le omplémentaire
de a ≺ b est a ≻ b. Maintenant supposons que les graphes d'assemblage ne soient pas
linéaires, alors si les tâhes a et b ne sont pas sur la même branhe de la ligne d'assemblage,
nous pouvons onsidérer que es deux branhes forment haune un système diérent,
'est à dire que nous onsidérons le sous-assemblage sortant d'une haîne d'assemblage
omme un produit ni pour ette haîne qu'il quitte, et omme un omposant élémentaire
pour la haîne dans laquelle il rentre. Nous allons réérire les propriétés et dénitions
qui le méritent.
Nous appelons l'ensemble CI le omplémentaire de l'ensemble I des ontraintes de
préédene. CI = {Ic} ou enore CIc = {I}
Propriété B.2 (Partitionnement amélioré)
La faisabilité et la onsistane de la partition de G∗ dans R et A doivent satisfaire les
propriétés suivantes :
Répartition : Pour l'ensemble des noeuds {I, Ic}, un et un seul des n÷uds doit appartenir
à A, l'autre doit appartenir à R.
Appartenane : Il n'existe pas d'ar (I, J) appartenant à G∗ où I appartient à A et J
appartient à R.
La propriété de répartition assure l'aeptation d'une et d'une seule ontrainte de
préédene à l'ensemble A, et la propriété d'appartenane assure elle, l'aeptation de J
si I est aepté et si I implique J .
Définition B.3 (Partitionnement amélioré)
Le problème de génération des graphes de préédene repose sur le partitionnement des
graphes de déision en deux ensembles A et R, ave une et une seule alternative pour haque
déision appartenant à A et une et une seule alternative pour haque déision appartenant à
R, et l'orientation des ars de R vers A.
Reprenons l'exemple de P.DeLit :
(d+ e) ≺ f
f ≺ (d+ e)
(B.10)
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Fig. B.4  Graphes de préédene valides assoiés aux ontraintes de préédene de
P.DeLit [15℄
Nous obtenons don ave la propriétéB.2 et la dénitionB.3 l'expression suivante :
(d ≻ f) ⇒ (e ≺ f)
(e ≻ f) ⇒ (d ≺ f)
(f ≻ d) ⇒ (f ≺ e)
(f ≻ e) ⇒ (f ≺ d)
(B.11)
Nous obtenons alors les graphes de préédene G1 =< {d, e, f}, {(e, f), (f, d)} >,
G2 =< {d, e, f}, {(d, f), (f, e)} > voir gureB.4 représentant l'ensemble des sé-
quenes vériant les ontraintes de préédene nommées i-avant.
Annexe C
Les diérentes étapes de
simpliation pour la 1-STA
N
ous trouverons dans ette annexe, les diérentes étapes de résolution




Υ ≡ (α→ α1) ·((α→ α2) ·(α→ α3) ·(α→ α4) ·(α→ u) ·(α1 →
α2)·(α1 → α3)·(α1 → α4)·(α1 → u)·(α2 → α3)·(α2 → α4)·(α2 →
u) · (α3 → u) · (α4 → α3) · (α4 → u) + (α→ α2) · (α→ α3) · (α→
α4) · (α→ u) · (α1 → α2) · (α1 → α3) · (α1 → α4) · (α1 → u) · (α4 →
α2) · (α4 → α3) · (α2 → α3) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 → α4) · (α1 →
α3)·(α1 → α2)·(α4 → α3)·(α4 → α2)·(α3 → α2)·(α1 → u)·(α2 →
u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→ α3) · (α→ α4) · (α→
u)·(α2 → α1)·(α2 → α4)·(α2 → α3)·(α1 → α4)·(α1 → α3)·(α4 →
α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α2 → α4) · (α2 → α1) · (α1 → α3) · (α4 →
α1)·(α4 → α3)·(α2 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α2) · (α → α3) · (α → α4) · (α → u) · (α2 → α4) · (α2 →
α3)·(α2 → α1)·(α4 → α3)·(α4 → α1)·(α3 → α1)·(α1 → u)·(α2 →
u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→ α3) · (α→ α4) · (α→
u)·(α3 → α4)·(α3 → α1)·(α3 → α2)·(α4 → α1)·(α4 → α2)·(α1 →
α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→
α3) · (α→ α4) · (α→ u) · (α3 → α4) · (α3 → α2) · (α3 → α1) · (α4 →
α2)·(α4 → α1)·(α2 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α2) · (α → α3) · (α → α4) · (α → u) · (α4 → α1) · (α4 →
α2) · (α4 → α3) · (α1 → α2) · (α1 → α3) · (α2 → α3) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→ α3) · (α→
α4) ·(α→ u) ·(α4 → α2) ·(α4 → α1) ·(α4 → α3) ·(α2 → α1) ·(α2 →
α3) · (α1 → α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → α2) · (α → α3) · (α → α4) · (α → u) · (α4 → α1) · (α4 →
α3) · (α4 → α2) · (α1 → α3) · (α1 → α2) · (α3 → α2) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→ α3) · (α→
α4) ·(α→ u) ·(α4 → α2) ·(α4 → α3) ·(α4 → α1) ·(α2 → α3) ·(α2 →
α1) · (α3 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → α2) · (α → α3) · (α → α4) · (α → u) · (α4 → α3) · (α4 →
α1)·(α4 → α2)·(α3 → α1)·(α3 → α2)·(α1 → α2)·(α1 → u)·(α2 →
u) · (α3 → u) · (α4 → u) + (α→ α2) · (α→ α3) · (α→ α4) · (α→
u)·(α4 → α3)·(α4 → α2)·(α4 → α1)·(α3 → α2)·(α3 → α1)·(α2 →





Υ ≡ (α→ α1) ·(α→ α2) ·((α→ α3) ·(α→ α4) ·(α→ u) ·(α1 →
α2)·(α1 → α3)·(α1 → α4)·(α1 → u)·(α2 → α3)·(α2 → α4)·(α2 →
u) · (α3 → u) · (α4 → α3) · (α4 → u) + (α→ α3) · (α→ α4) · (α→
u) ·(α1 → α2) ·(α1 → α3) ·(α1 → α4) ·(α1 → u) ·(α4 → α2) ·(α4 →
α3) · (α2 → α3) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α3) · (α→
α4) ·(α→ u) ·(α1 → α4) ·(α1 → α3) ·(α1 → α2) ·(α4 → α3) ·(α4 →
α2) · (α3 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→
α3) · (α→ α4) · (α→ u) · (α2 → α1) · (α2 → α4) · (α2 → α3) · (α1 →
α4)·(α1 → α3)·(α4 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α → α3) · (α → α4) · (α → u) · (α2 → α4) · (α2 → α1) · (α1 →
α3) ·(α4 → α1) ·(α4 → α3) ·(α2 → α3) ·(α1 → u) ·(α2 → u) ·(α3 →
u) · (α4 → u) + (α→ α3) · (α→ α4) · (α→ u) · (α2 → α4) · (α2 →
α3) · (α2 → α1) · (α4 → α3) · (α4 → α1) · (α3 → α1) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α3) · (α→ α4) · (α→
u)·(α3 → α4)·(α3 → α1)·(α3 → α2)·(α4 → α1)·(α4 → α2)·(α1 →
α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α3) · (α→
α4) ·(α→ u) ·(α3 → α4) ·(α3 → α2) ·(α3 → α1) ·(α4 → α2) ·(α4 →
α1) · (α2 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → α3) · (α → α4) · (α → u) · (α4 → α1) · (α4 → α2) · (α4 →
α3) ·(α1 → α2) ·(α1 → α3) ·(α2 → α3) ·(α1 → u) ·(α2 → u) ·(α3 →
u) · (α4 → u) + (α→ α3) · (α→ α4) · (α→ u) · (α4 → α2) · (α4 →
α1) · (α4 → α3) · (α2 → α1) · (α2 → α3) · (α1 → α3) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α3) · (α→ α4) · (α→
u)·(α4 → α1)·(α4 → α3)·(α4 → α2)·(α1 → α3)·(α1 → α2)·(α3 →
α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α→ α3) · (α→
α4) ·(α→ u) ·(α4 → α2) ·(α4 → α3) ·(α4 → α1) ·(α2 → α3) ·(α2 →
α1) · (α3 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → α3) · (α → α4) · (α → u) · (α4 → α3) · (α4 → α1) · (α4 →
α2) ·(α3 → α1) ·(α3 → α2) ·(α1 → α2) ·(α1 → u) ·(α2 → u) ·(α3 →
u) · (α4 → u) + (α→ α3) · (α→ α4) · (α→ u) · (α4 → α3) · (α4 →
α2)·(α4 → α1)·(α3 → α2)·(α3 → α1)·(α2 → α1)·(α1 → u)·(α2 →





Υ ≡ (α → α1) · (α → α2) · (α → α3) · ((α → α4) · (α →
u) · (α1 → α2) · (α1 → α3) · (α1 → α4) · (α1 → u) · (α2 → α3) ·
(α2 → α4) · (α2 → u) · (α3 → u) · (α4 → α3) · (α4 → u) +
(α → α4) · (α → u) · (α1 → α2) · (α1 → α3) · (α1 → α4) · (α1 →
u)·(α4 → α2)·(α4 → α3)·(α2 → α3)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α1 → α4) · (α1 → α3) · (α1 → α2) · (α4 →
α3)·(α4 → α2)·(α3 → α2)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α2 → α1) · (α2 → α4) · (α2 → α3) · (α1 →
α4)·(α1 → α3)·(α4 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α2 → α4) · (α2 → α1) · (α1 → α3) · (α4 →
α1)·(α4 → α3)·(α2 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α2 → α4) · (α2 → α3) · (α2 → α1) · (α4 →
α3)·(α4 → α1)·(α3 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 →
α1)·(α4 → α2)·(α1 → α2)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α3 → α4) · (α3 → α2) · (α3 → α1) · (α4 →
α2)·(α4 → α1)·(α2 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α4 → α1) · (α4 → α2) · (α4 → α3) · (α1 →
α2)·(α1 → α3)·(α2 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α4 → α2) · (α4 → α1) · (α4 → α3) · (α2 →
α1)·(α2 → α3)·(α1 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α4 → α1) · (α4 → α3) · (α4 → α2) · (α1 →
α3)·(α1 → α2)·(α3 → α2)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α4 → α2) · (α4 → α3) · (α4 → α1) · (α2 →
α3)·(α2 → α1)·(α3 → α1)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 →
α1)·(α3 → α2)·(α1 → α2)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α→ α4) · (α→ u) · (α4 → α3) · (α4 → α2) · (α4 → α1) · (α3 →





Υ ≡ (α → α1) · (α → α2) · (α → α3) · (α → α4) · ((α →
u) · (α1 → α2) · (α1 → α3) · (α1 → α4) · (α1 → u) · (α2 → α3) ·
(α2 → α4) · (α2 → u) · (α3 → u) · (α4 → α3) · (α4 → u) +
(α → u) · (α1 → α2) · (α1 → α3) · (α1 → α4) · (α1 → u) · (α4 →
α2) · (α4 → α3) · (α2 → α3) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α1 → α4) · (α1 → α3) · (α1 → α2) · (α4 → α3) · (α4 →
α2) · (α3 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α2 → α1) · (α2 → α4) · (α2 → α3) · (α1 → α4) · (α1 →
α3) · (α4 → α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α2 → α4) · (α2 → α1) · (α1 → α3) · (α4 → α1) · (α4 →
α3) · (α2 → α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α2 → α4) · (α2 → α3) · (α2 → α1) · (α4 → α3) · (α4 →
α1) · (α3 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 → α1) · (α4 →
α2) · (α1 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α3 → α4) · (α3 → α2) · (α3 → α1) · (α4 → α2) · (α4 →
α1) · (α2 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α4 → α1) · (α4 → α2) · (α4 → α3) · (α1 → α2) · (α1 →
α3) · (α2 → α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α4 → α2) · (α4 → α1) · (α4 → α3) · (α2 → α1) · (α2 →
α3) · (α1 → α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α4 → α1) · (α4 → α3) · (α4 → α2) · (α1 → α3) · (α1 →
α2) · (α3 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α4 → α2) · (α4 → α3) · (α4 → α1) · (α2 → α3) · (α2 →
α1) · (α3 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 → α1) · (α3 →
α2) · (α1 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α → u) · (α4 → α3) · (α4 → α2) · (α4 → α1) · (α3 → α2) · (α3 →





Υ ≡ (α→ α1) ·(α→ α2) ·(α→ α3) ·(α→ α4) ·(α→ u) ·((α1 →
α2)·(α1 → α3)·(α1 → α4)·(α1 → u)·(α2 → α3)·(α2 → α4)·(α2 →
u)·(α3 → u)·(α4 → α3)·(α4 → u) + (α1 → α2)·(α1 → α3)·(α1 →
α4) ·(α1 → u) ·(α4 → α2) ·(α4 → α3) ·(α2 → α3) ·(α2 → u) ·(α3 →
u)·(α4 → u) + (α1 → α4)·(α1 → α3)·(α1 → α2)·(α4 → α3)·(α4 →
α2) · (α3 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α2 → α1) · (α2 → α4) · (α2 → α3) · (α1 → α4) · (α1 → α3) · (α4 →
α3) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α2 → α4) · (α2 →
α1)·(α1 → α3)·(α4 → α1)·(α4 → α3)·(α2 → α3)·(α1 → u)·(α2 →
u)·(α3 → u)·(α4 → u) + (α2 → α4)·(α2 → α3)·(α2 → α1)·(α4 →
α3) · (α4 → α1) · (α3 → α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 →
u) + (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 → α1) · (α4 →
α2) · (α1 → α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) +
(α3 → α4) · (α3 → α2) · (α3 → α1) · (α4 → α2) · (α4 → α1) · (α2 →
α1) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α4 → α1) · (α4 →
α2)·(α4 → α3)·(α1 → α2)·(α1 → α3)·(α2 → α3)·(α1 → u)·(α2 →
u)·(α3 → u)·(α4 → u) + (α4 → α2)·(α4 → α1)·(α4 → α3)·(α2 →
α1)·(α2 → α3)·(α1 → α3)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α4 → α1) ·(α4 → α3) ·(α4 → α2) ·(α1 → α3) ·(α1 → α2) ·(α3 →
α2) · (α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) + (α4 → α2) · (α4 →
α3)·(α4 → α1)·(α2 → α3)·(α2 → α1)·(α3 → α1)·(α1 → u)·(α2 →
u)·(α3 → u)·(α4 → u) + (α4 → α3)·(α4 → α1)·(α4 → α2)·(α3 →
α1)·(α3 → α2)·(α1 → α2)·(α1 → u)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α4 → α3) ·(α4 → α2) ·(α4 → α1) ·(α3 → α2) ·(α3 → α1) ·(α2 →





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u)·((α1 → α2)·(α1 → α3)·(α1 → α4)·(α2 → α3)·(α2 → α4)·(α2 →
u)·(α3 → u)·(α4 → α3)·(α4 → u) + (α1 → α2)·(α1 → α3)·(α1 →
α4)·(α4 → α2)·(α4 → α3)·(α2 → α3)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α1 → α4) ·(α1 → α3) ·(α1 → α2) ·(α4 → α3) ·(α4 → α2) ·(α3 →
α2)·(α2 → u)·(α3 → u)·(α4 → u) + (α2 → α1)·(α2 → α4)·(α2 →
α3)·(α1 → α4)·(α1 → α3)·(α4 → α3)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α2 → α4) ·(α2 → α1) ·(α1 → α3) ·(α4 → α1) ·(α4 → α3) ·(α2 →
α3)·(α2 → u)·(α3 → u)·(α4 → u) + (α2 → α4)·(α2 → α3)·(α2 →
α1)·(α4 → α3)·(α4 → α1)·(α3 → α1)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α3 → α4) ·(α3 → α1) ·(α3 → α2) ·(α4 → α1) ·(α4 → α2) ·(α1 →
α2)·(α2 → u)·(α3 → u)·(α4 → u) + (α3 → α4)·(α3 → α2)·(α3 →
α1)·(α4 → α2)·(α4 → α1)·(α2 → α1)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α4 → α1) ·(α4 → α2) ·(α4 → α3) ·(α1 → α2) ·(α1 → α3) ·(α2 →
α3)·(α2 → u)·(α3 → u)·(α4 → u) + (α4 → α2)·(α4 → α1)·(α4 →
α3)·(α2 → α1)·(α2 → α3)·(α1 → α3)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α4 → α1) ·(α4 → α3) ·(α4 → α2) ·(α1 → α3) ·(α1 → α2) ·(α3 →
α2)·(α2 → u)·(α3 → u)·(α4 → u) + (α4 → α2)·(α4 → α3)·(α4 →
α1)·(α2 → α3)·(α2 → α1)·(α3 → α1)·(α2 → u)·(α3 → u)·(α4 → u)
+ (α4 → α3) ·(α4 → α1) ·(α4 → α2) ·(α3 → α1) ·(α3 → α2) ·(α1 →
α2)·(α2 → u)·(α3 → u)·(α4 → u) + (α4 → α3)·(α4 → α2)·(α4 →






Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u)·(α2 → u)·((α1 → α2)·(α1 → α3)·(α1 → α4)·(α2 → α3)·(α2 →
α4)·(α3 → u)·(α4 → α3)·(α4 → u) + (α1 → α2)·(α1 → α3)·(α1 →
α4) · (α4 → α2) · (α4 → α3) · (α2 → α3) · (α3 → u) · (α4 → u) +
(α1 → α4) · (α1 → α3) · (α1 → α2) · (α4 → α3) · (α4 → α2) · (α3 →
α2) · (α3 → u) · (α4 → u) + (α2 → α1) · (α2 → α4) · (α2 →
α3) · (α1 → α4) · (α1 → α3) · (α4 → α3) · (α3 → u) · (α4 → u) +
(α2 → α4) · (α2 → α1) · (α1 → α3) · (α4 → α1) · (α4 → α3) · (α2 →
α3) · (α3 → u) · (α4 → u) + (α2 → α4) · (α2 → α3) · (α2 →
α1) · (α4 → α3) · (α4 → α1) · (α3 → α1) · (α3 → u) · (α4 → u) +
(α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 → α1) · (α4 → α2) · (α1 →
α2) · (α3 → u) · (α4 → u) + (α3 → α4) · (α3 → α2) · (α3 →
α1) · (α4 → α2) · (α4 → α1) · (α2 → α1) · (α3 → u) · (α4 → u) +
(α4 → α1) · (α4 → α2) · (α4 → α3) · (α1 → α2) · (α1 → α3) · (α2 →
α3) · (α3 → u) · (α4 → u) + (α4 → α2) · (α4 → α1) · (α4 →
α3) · (α2 → α1) · (α2 → α3) · (α1 → α3) · (α3 → u) · (α4 → u) +
(α4 → α1) · (α4 → α3) · (α4 → α2) · (α1 → α3) · (α1 → α2) · (α3 →
α2) · (α3 → u) · (α4 → u) + (α4 → α2) · (α4 → α3) · (α4 →
α1) · (α2 → α3) · (α2 → α1) · (α3 → α1) · (α3 → u) · (α4 → u) +
(α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 → α1) · (α3 → α2) · (α1 →
α2) · (α3 → u) · (α4 → u) + (α4 → α3) · (α4 → α2) · (α4 →





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) · (α2 → u) · (α3 → u) · ((α1 → α2) · (α1 → α3) · (α1 → α4) · (α2 →
α3) · (α2 → α4) · (α4 → α3) · (α4 → u) + (α1 → α2) · (α1 →
α3) · (α1 → α4) · (α4 → α2) · (α4 → α3) · (α2 → α3) · (α4 → u) +
(α1 → α4) · (α1 → α3) · (α1 → α2) · (α4 → α3) · (α4 → α2) · (α3 →
α2) · (α4 → u) + (α2 → α1) · (α2 → α4) · (α2 → α3) · (α1 →
α4) · (α1 → α3) · (α4 → α3) · (α4 → u) + (α2 → α4) · (α2 →
α1) · (α1 → α3) · (α4 → α1) · (α4 → α3) · (α2 → α3) · (α4 → u) +
(α2 → α4) · (α2 → α3) · (α2 → α1) · (α4 → α3) · (α4 → α1) · (α3 →
α1) · (α4 → u) + (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 →
α1) · (α4 → α2) · (α1 → α2) · (α4 → u) + (α3 → α4) · (α3 →
α2) · (α3 → α1) · (α4 → α2) · (α4 → α1) · (α2 → α1) · (α4 → u) +
(α4 → α1) · (α4 → α2) · (α4 → α3) · (α1 → α2) · (α1 → α3) · (α2 →
α3) · (α4 → u) + (α4 → α2) · (α4 → α1) · (α4 → α3) · (α2 →
α1) · (α2 → α3) · (α1 → α3) · (α4 → u) + (α4 → α1) · (α4 →
α3) · (α4 → α2) · (α1 → α3) · (α1 → α2) · (α3 → α2) · (α4 → u) +
(α4 → α2) · (α4 → α3) · (α4 → α1) · (α2 → α3) · (α2 → α1) · (α3 →
α1) · (α4 → u) + (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 →
α1) · (α3 → α2) · (α1 → α2) · (α4 → u) + (α4 → α3) · (α4 →





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · ((α1 → α2) · (α1 → α3) · (α1 →
α4) · (α2 → α3) · (α2 → α4) · (α4 → α3) + (α1 → α2) · (α1 →
α3) · (α1 → α4) · (α4 → α2) · (α4 → α3) · (α2 → α3) + (α1 →
α4) · (α1 → α3) · (α1 → α2) · (α4 → α3) · (α4 → α2) · (α3 → α2) +
(α2 → α1)·(α2 → α4)·(α2 → α3)·(α1 → α4)·(α1 → α3)·(α4 → α3)
+ (α2 → α4) ·(α2 → α1) ·(α1 → α3) ·(α4 → α1) ·(α4 → α3) ·(α2 →
α3) + (α2 → α4) · (α2 → α3) · (α2 → α1) · (α4 → α3) · (α4 →
α1) · (α3 → α1) + (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 →
α1) · (α4 → α2) · (α1 → α2) + (α3 → α4) · (α3 → α2) · (α3 →
α1) · (α4 → α2) · (α4 → α1) · (α2 → α1) + (α4 → α1) · (α4 →
α2) · (α4 → α3) · (α1 → α2) · (α1 → α3) · (α2 → α3) + (α4 →
α2) · (α4 → α1) · (α4 → α3) · (α2 → α1) · (α2 → α3) · (α1 → α3) +
(α4 → α1)·(α4 → α3)·(α4 → α2)·(α1 → α3)·(α1 → α2)·(α3 → α2)
+ (α4 → α2) ·(α4 → α3) ·(α4 → α1) ·(α2 → α3) ·(α2 → α1) ·(α3 →
α1) + (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 → α1) · (α3 →
α2) · (α1 → α2) + (α4 → α3) · (α4 → α2) · (α4 → α1) · (α3 →




Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α4 → α3) · ((α1 → α2)+(α2 →
α1)) · ((α1 → α3) · (α1 → α4) · (α2 → α3) · (α2 → α4) + (α1 → α3) ·
(α1 → α4) · (α4 → α2) · (α2 → α3) + (α1 → α4) · (α1 → α3) · (α4 →
α2) · (α3 → α2) + (α2 → α4) · (α2 → α3) · (α1 → α4) · (α1 → α3) +
(α2 → α4) · (α1 → α3) · (α4 → α1) · (α2 → α3) + (α2 → α4) · (α2 →
α3) · (α4 → α1) · (α3 → α1) + (α4 → α1) · (α4 → α2) · (α1 →
α3) · (α2 → α3) + (α4 → α2) · (α4 → α1) · (α2 → α3) · (α1 → α3) +
(α4 → α1) · (α4 → α2) · (α1 → α3) · (α3 → α2) + (α4 → α2) · (α4 →
α1) · (α2 → α3) · (α3 → α1) + (α4 → α1) · (α4 → α2) · (α3 →
α1) · (α3 → α2) + (α4 → α2) · (α4 → α1) · (α3 → α2) · (α3 → α1))
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α3 → α4) · (α4 → α1) · (
(α3 → α1) · (α3 → α2) · (α4 → α2) · (α1 → α2) + (α3 → α2) · (α3 →





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) ·(α2 → u) ·(α3 → u) ·(α4 → u) ·(α4 → α3) ·((α1 → α2)+(α2 →
α1)) · ((α1 → α3)+(α3 → α1)) ·((α1 → α4) · (α2 → α3) · (α2 → α4)
+ (α1 → α4) · (α4 → α2) · (α2 → α3) + (α1 → α4) · (α4 →
α2) · (α3 → α2) + (α2 → α4) · (α2 → α3) · (α1 → α4) + (α2 →
α4) · (α4 → α1) · (α2 → α3) + (α2 → α4) · (α2 → α3) · (α4 → α1)
+ (α4 → α1) · (α4 → α2) · (α2 → α3) + (α4 → α2) · (α4 →
α1) · (α2 → α3) + (α4 → α1) · (α4 → α2) · (α3 → α2) + (α4 →
α2) · (α4 → α1) · (α2 → α3) + (α4 → α1) · (α4 → α2) · (α3 → α2)
+ (α4 → α2) · (α4 → α1) · (α3 → α2))
+ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 → u) ·
(α2 → u) ·(α3 → u) ·(α4 → u) ·(α3 → α4) ·(α4 → α1) ·(α4 → α2) ·(





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α4 → α3) ·((α1 → α2) +
(α2 → α1)) · ((α1 → α3) + (α3 → α1)) · ((α2 → α3) + (α3 → α2))
·((α1 → α4) · (α2 → α4) + (α1 → α4) · (α4 → α2) + (α1 →
α4) · (α4 → α2) + (α2 → α4) · (α1 → α4) + (α2 → α4) · (α4 → α1)
+ (α2 → α4) · (α4 → α1) + (α4 → α1) · (α4 → α2) + (α4 →
α2) · (α4 → α1) + (α4 → α1) · (α4 → α2) + (α4 → α2) · (α4 → α1)
+ (α4 → α1) · (α4 → α2) + (α4 → α2) · (α4 → α1))
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α3 → α4) · (α4 → α1) · (α4 →




Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) ·(α2 → u) ·(α3 → u) ·(α4 → u) ·(α4 → α3) ·((α1 → α2)+(α2 →
α1)) · ((α1 → α3) + (α3 → α1)) · ((α2 → α3) + (α3 → α2)) · ((α1 →
α4) + (α4 → α1)) ·((α2 → α4) + ((α4 → α2) + (α4 → α2) +
(α2 → α4) + (α2 → α4) + (α2 → α4) + (α4 → α2) + (α4 → α2)
+ (α4 → α2) + (α4 → α2) + (α4 → α2) + (α4 → α2))
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α3 → α4) · (α4 → α1) · (α4 →





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) ·(α2 → u) ·(α3 → u) ·(α4 → u) ·(α4 → α3) ·((α1 → α2)+(α2 →
α1)) · ((α1 → α3) + (α3 → α1)) · ((α2 → α3) + (α3 → α2)) · ((α1 →
α4) + (α4 → α1)) · ((α2 → α4) + (α4 → α2))
+ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α3 → α4) · (α4 → α1) · (α4 →




Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · (α4 → α3)




Υ ≡ (α→ α1) · (α→ α2) · (α→ α4) · (α1 → u) · (α2 → u) · (α3 →
u) · (α4 → α3)
+ (α→ α3)·(α1 → u)·(α2 → u)·(α3 → α4)·(α4 → α1)·(α4 → α2)
(C.16)
Annexe D
Les diérentes étapes de
simpliation pour la 2-STA
N
ous trouverons dans ette annexe, les diérentes étapes de résolution
entre l'équation 4.21 et l'équation 4.32 (rappeléeD.6). Pour ela, nous utili-





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u) · (α2 → u) · (α3 → u) · (α4 → u) · ((α1 → α2) · (α1 → α3) · (α1 →
α4) · (α2 → α3) · (α2 → α4) · (α4 → α3) + (α1 → α2) · (α1 →
α3) · (α1 → α4) · (α4 → α2) · (α4 → α3) · (α2 → α3) + (α1 →
α4) · (α1 → α3) · (α1 → α2) · (α4 → α3) · (α4 → α2) · (α3 → α2) +
(α2 → α1)·(α2 → α4)·(α2 → α3)·(α1 → α4)·(α1 → α3)·(α4 → α3)
+ (α2 → α4) ·(α2 → α1) ·(α1 → α3) ·(α4 → α1) ·(α4 → α3) ·(α2 →
α3) + (α2 → α4) · (α2 → α3) · (α2 → α1) · (α4 → α3) · (α4 →
α1) · (α3 → α1) + (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 →
α1) · (α4 → α2) · (α1 → α2) + (α3 → α4) · (α3 → α2) · (α3 →
α1) · (α4 → α2) · (α4 → α1) · (α2 → α1) + (α4 → α1) · (α4 →
α2) · (α4 → α3) · (α1 → α2) · (α1 → α3) · (α2 → α3) + (α4 →
α2) · (α4 → α1) · (α4 → α3) · (α2 → α1) · (α2 → α3) · (α1 → α3) +
(α4 → α1)·(α4 → α3)·(α4 → α2)·(α1 → α3)·(α1 → α2)·(α3 → α2)
+ (α4 → α2) ·(α4 → α3) ·(α4 → α1) ·(α2 → α3) ·(α2 → α1) ·(α3 →
α1) + (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 → α1) · (α3 →
α2) · (α1 → α2) + (α4 → α3) · (α4 → α2) · (α4 → α1) · (α3 →




Υ ≡ (α → α1) · (α → α2) · (α → α3) · (α → α4) · (α → u) ·
(α1 → u) · (α2 → u) · (α3 → u) · (α4 → u) · ((α1 → α2) + (α2 →
α1)) · ((α1 → α3) · (α1 → α4) · (α2 → α3) · (α2 → α4) · (α4 → α3)
+ (α1 → α3) · (α1 → α4) · (α4 → α2) · (α4 → α3) · (α2 → α3)
+ (α1 → α4) · (α1 → α3) · (α4 → α3) · (α4 → α2) · (α3 → α2)
+ (α2 → α4) · (α2 → α3) · (α1 → α4) · (α1 → α3) · (α4 → α3)
+ (α2 → α4) · (α1 → α3) · (α4 → α1) · (α4 → α3) · (α2 → α3)
+ (α2 → α4) · (α2 → α3) · (α4 → α3) · (α4 → α1) · (α3 → α1)
+ (α3 → α4) · (α3 → α1) · (α3 → α2) · (α4 → α1) · (α4 → α2)
+ (α3 → α4) · (α3 → α2) · (α3 → α1) · (α4 → α2) · (α4 → α1)
+ (α4 → α1) · (α4 → α2) · (α4 → α3) · (α1 → α3) · (α2 → α3)
+ (α4 → α2) · (α4 → α1) · (α4 → α3) · (α2 → α3) · (α1 → α3)
+ (α4 → α1) · (α4 → α3) · (α4 → α2) · (α1 → α3) · (α3 → α2)
+ (α4 → α2) · (α4 → α3) · (α4 → α1) · (α2 → α3) · (α3 → α1)
+ (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 → α1) · (α3 → α2) +





Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u)·(α2 → u)·(α3 → u)·(α4 → u)·((α1 → α2)+(α2 → α1))·((α1 →
α3)+(α3 → α1)) ·((α1 → α4) ·(α2 → α3) ·(α2 → α4) ·(α4 → α3) +
(α1 → α4) · (α4 → α2) · (α4 → α3) · (α2 → α3) + (α1 → α4) · (α4 →
α3) · (α4 → α2) · (α3 → α2) + (α2 → α4) · (α2 → α3) · (α1 →
α4) · (α4 → α3) + (α2 → α4) · (α4 → α1) · (α4 → α3) · (α2 → α3) +
(α2 → α4) · (α2 → α3) · (α4 → α3) · (α4 → α1) + (α3 → α4) · (α3 →
α2) · (α4 → α1) · (α4 → α2) + (α3 → α4) · (α3 → α2) · (α4 →
α2) · (α4 → α1) + (α4 → α1) · (α4 → α2) · (α4 → α3) · (α2 → α3) +
(α4 → α2) · (α4 → α1) · (α4 → α3) · (α2 → α3) + (α4 → α1) · (α4 →
α3) · (α4 → α2) · (α3 → α2) + (α4 → α2) · (α4 → α3) · (α4 →
α1) · (α2 → α3) + (α4 → α3) · (α4 → α1) · (α4 → α2) · (α3 → α2)




Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u)·(α2 → u)·(α3 → u)·(α4 → u)·((α1 → α2)+(α2 → α1))·((α1 →




Υ ≡ (α→ α1) · (α→ α2) · (α→ α3) · (α→ α4) · (α→ u) · (α1 →
u)·(α2 → u)·(α3 → u)·(α4 → u)··((α4 → α3)+(α4 → α1))·((α4 →




Υ ≡ (α→ α1) ·(α→ α2) ·(α→ α3) ·(α→ α4) ·(α1 → u) ·(α2 →
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RÉSUMÉ : Après une rapide présentation des systèmes d'assemblage et des dié-
rentes représentations des proessus d'assemblage, e travail de reherhe présente plus
préisément trois grands types de modélisation : les graphes d'assemblage, les graphes de
préédene et les ASTD. Les graphes de préédene étant très utilisés ave les méthodes
d'équilibrage ou de oneption des lignes d'assemblage, l'objetif de e travail est de pro-
poser une méthode de génération des graphes de préédene simple et eae à partir
d'un ensemble de graphes d'assemblage préalablement établis. Deux méthodes de géné-
ration de graphe de préédene sont proposées dans e travail : une par transformation
de graphes et une diretement basée sur la logique booléenne. La méthode par transfor-
mation de graphes permet d'obtenir un graphe de préédene si l'ensemble des séquenes
d'enhaînement peut être représenté par un unique graphe de préédene. Dans le as
ontraire, ave les améliorations apportées à la méthode, il est possible d'obtenir soit un
ensemble de graphes de préédene soit un hypergraphe de préédene. La deuxième de
es méthodes permet d'obtenir diretement un ensemble de graphes de préédene ou
d'hypergraphes de préédene selon le niveau de omplexité du problème. Un alul des
omplexités des algorithmes respetifs montre qu'ils sont polynomiaux.
MOTS-CLÉS : assemblage, graphe de préédene, hypergraphe, logique.
ABSTRACT : After a short introdution to the assembly systems and dierent
representations of assembly proess, this work presents three types of models : assembly
graphs, preedene graphs and ASTD. The preedene graphs being urrently used by as-
sembly line balaning methods in order to assembly systems determination, the objetive
of this work is to propose an easy and eetive method of preedene graphs generation
from a set of assembly sequenes. Two methods of generation of preedene graphs are
presented here : the rst one based on graph transformations and the seond one based
diretly boolean logi. The graph transformation method gives a preedene graph if the
set of the assembly sequenes an be represented by one and only one preedene graph.
In the opposite ase, with some ameliorations, it is possible to obtain either a set of
preedene graphs or a single preedene hypergraph. With the seond method, we an
obtain diretly a set of preedene graphs or of preedene hypergraphs depending upon
the set of assembly sequenes. The evaluation of omplexity of respetive algorithms
allows to say that they are polynomial.
KEYWORDS : assembly, preedene graph, hypergraph, boolean logi.
