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Vorwort
In dieser Arbeit werden durch numerische Simulationen und analytische Berechnun-
gen einige bei der Wechselwirkung zwischen intensiven Laserfeldern mit Atomen und
Moleku¨len auftretenden Multiphotonenprozesse untersucht. Dabei bedeutet ein
”
in-
tensives“ Laserfeld, daß perturbative Methoden, die dieses lediglich als Sto¨rung des
Bindungspotentials ansehen, nicht mehr anwendbar sind. Dies ist bei a¨ußeren Elek-
tronen typischerweise bei Laserintensita¨ten I > 1012 W/cm2 der Fall. Insbesondere
ist die Aufmerksamkeit auf die Harmonischenerzeugung in Systemen gerichtet wor-
den, die invariant unter einer sogenannten
”
dynamischen Symmetrie“ sind. Beispiele
solcher Systeme sind zyklische Moleku¨le (Benzol) und Atome in Zweifarbenlaserfel-
dern. Dabei zeigte sich, daß im Vergleich zu dem in der Literatur Bekannten die
Struktur des Harmonischenspektrums sehr viel reichhaltiger ist. In der vorliegenden
Arbeit wird diese Struktur mittels Gruppentheorie vollsta¨ndig erkla¨rt.
Die wichtigsten Ergebnisse dieser Arbeit sind in [29, 30] vero¨ffentlicht. Andere Er-
gebnisse, auf die in dieser Arbeit weniger ausfu¨hrlich eingegangen wird, sind in
[15, 32, 34] publiziert.
Im Kapitel 1 wird eine kurze Einfu¨hrung in die Multiphotonenphysik gegeben, in
Kapitel 2 werden die benutzten numerischen Techniken erkla¨rt. Im 3. Kapitel wird
eine ausfu¨hrliche Beschreibung des numerischen Modells und die zur Harmonischen-
erzeugung erhaltenen Ergebnisse pra¨sentiert. Diese Resultate werden in Rahmen
gruppentheoretischer Betrachtungen analysiert. Zum Schluß folgt eine Zusammen-
fassung und ein Ausblick. In dieser Arbeit werden atomare Einheiten (a.E.) verwen-
det.
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Kapitel 1
Einfu¨hrung in die
Multiphotonenphysik
Mit den Lasern, die heutzutage verfu¨gbar sind, kann man sehr hohe elektrische
Feldsta¨rken erreichen. Das elektrische Feld des Lasers kann viel sta¨rker sein als das
elektrische Feld des Atomkerns. Ein Elektron
”
fu¨hlt“ im niedrigsten Zustand des
Wasserstoffatoms ein Feld, das einer Laserintensita¨t von 3×1016 W/cm2 entspricht.
Laserintensita¨ten bis 1022 W/cm2 ko¨nnen heute erzeugt werden. Mit hohen Fel-
dern werden Multiphotonenprozesse wahrscheinlich und man beobachtet verschie-
dene Pha¨nomene, die mit Standardsto¨rungstheorie nicht vollsta¨ndig erkla¨rt werden
ko¨nnen, z. B.
”
Above-Threshold“-Ionisation (ATI), Erzeugung von hohen Harmoni-
schen und Stabilisierung (eine U¨bersicht wird in [1] gegeben). Diese drei Prozesse
werden in den na¨chsten drei Abschnitten beschrieben. Sto¨rungstheorie liefert die
generalisierte Ionisierungsrate
h¯ωΓn = σnI
n,
wobei Γn die Rate fu¨r Ionisation mit n Photonen, σn der generalisierte Photoionisati-
onsquerschnitt und I die Intensita¨t des Laserfeldes ist. Vergleicht man h¯ωΓn fu¨r ver-
schiedene Intensita¨ten, so kann man die Gu¨ltigkeit der Sto¨rungstheorie abscha¨tzen.
In Tabelle 1.1 sind die Ionisationsraten fu¨r n ≥ 12 bei zwei Intensita¨ten I1 = 1013 und
I2 = 10
14 Wcm−2 verglichen. Man beobachtet, daß mit der niedrigeren Intensita¨t
1
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Tabelle 1.1: Ionisationsraten fu¨r zwei Intensita¨ten, I1 = 10
13 und I2 = 10
14.
Ordnung n σn h¯ωΓn(I1) h¯ωΓn(I2)
12 1.62× 10−167cm24W−11 ∼ 10−1 ∼ 101
13 3.57× 10−180cm26W−12 ∼ 10−11 ∼ 102
14 4.40× 10−193cm28W−13 ∼ 10−11 ∼ 103
15 4.17× 10−206cm30W−14 ∼ 10−11 ∼ 104
16 3.36× 10−219cm32W−15 ∼ 10−11 ∼ 105
17 2.36× 10−232cm34W−16 ∼ 10−11 ∼ 106
18 1.46× 10−245cm36W−17 ∼ 10−11 ∼ 107
19 8.10× 10−259cm38W−18 ∼ 10−12 ∼ 108
20 4.04× 10−272cm40W−19 ∼ 10−12 ∼ 108
I1 die Reihe der Raten
∑
n h¯ωΓn konvergiert, mit der hohen nicht. Dies bedeutet,
daß die Sto¨rungstheorie spa¨testens bei 1014 Wcm−2 nicht mehr angewendet werden
kann.
Es ist u¨blich, je nach Ionisationsmechanismus von drei veschiedenen Bereichen zu
sprechen. Die Grenzen dieser Regime sind von drei Parametern abha¨ngig: Ioni-
sationsenergie Eip, Laserfrequenz ω und ponderomotorischer Energie Up (d.h. die
zeitgemittelte Schwingungsenergie des Elektrons im Laserfeld). (i) Eip > h¯ω À Up:
in dieser Region ko¨nnen klassische nichtlineare Optik und Sto¨rungstheorie benutzt
werden. (ii) Eip > Up > h¯ω: hier tritt sog. ”
Above-Threshold“-Ionisation auf.
Wenn das Feld nicht zu hoch ist, kann man Sto¨rungstheorie benutzen, aber ho-
he Ordnungen mu¨ssen beru¨cksichtigt werden. (iii) Up > Eip À h¯ω: in diesem
Bereich treten Tunnelionisation (Abbildung 1.1) und bei sehr hohen Intensita¨ten
”
Barrier-Suppression“-Ionisation (Abbildung 1.2) auf; Sto¨rungstheorie konvergiert
nicht mehr.
In Sto¨rungstheorie ist die ponderomotorische Energie im Vergleich zur Ionisierungs-
energie klein. Die Eigenzusta¨nde des ungesto¨rten Atoms bilden noch eine gute Basis.
Bei der Tunnelionisation ist UP groß, aber die Laserfrequenz ist klein. Man kann
das Laserfeld als quasistatisch ansehen, da die inneratomare Zeitskala schneller als
der Laserzyklus ist. Unter diesen statischen Bedingungen zeigt das effektive Po-
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Abbildung 1.1: Tunnelionisation: das effektive Potential zeigt eine Barriere, und
das Elektron wird durch den Tunneleffekt freigesetzt.
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Abbildung 1.2:
”
Barrier-Suppression“-Ionisation: das Laserfeld ist so intensiv, daß
das effektive Potential eine Barriere unterhalb des Anfangszustandsniveaus zeigt.
Das Elektron kann somit klassisch entkommen.
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tential eine Potentialbarriere und Ionisation durch den Tunneleffekt wird mo¨glich
(Abbildung 1.1).
Die freien Elektronen, die durch Tunnelionisation das Atom verlassen, ko¨nnen na¨-
herungsweise durch die sogenannten
”
Volkov-Zusta¨nde“ beschrieben werden [2]. Die
Volkov-Zusta¨nde sind Lo¨sungen der zeitabha¨ngigen Schro¨dinger-Gleichung fu¨r freie
Teilchen im Ortsunabha¨ngigen Laserfeld (Dipolna¨herung). In Geschwindigkeitsei-
chung ist die Schro¨dinger-Gleichung in cgs-Einheiten durch
[
~p− (e/c) ~A(~x, t)]2
2me
ψ(~x, t) = ih¯
∂ψ(~x, t)
∂t
(1.1)
gegeben. Wenn die Dipolna¨herung benutzt wird, d.h. ~A(~x, t) ≈ ~A(t) = ²ˆ A0 sin(ωt),
sind die Lo¨sungen von (1.1), d.h. die Volkov-Zusta¨nde, ebene Wellen mit einer
schwingenden Phase,
ψV ol(~x, t) = exp
(
i
h¯
~p · ~x− i
h¯
p2
2me
t− i
h¯
e2A20
4mec2
t
− i
h¯
e2A20
8ωmec2
sin(2ωt) + |²ˆ · ~p| eA0
meωc
sin(ωt)
)
.
(1.2)
Diese Wellenfunktionen sind auch Eigenzusta¨nde des kanonischen Impulses ~p, der
gleich dem Driftimpuls eines klassischen Elektron ist, aber sie sind nicht Eigen-
zusta¨nde der Energie. Die Volkov-Zusta¨nde sind vielmehr eine Superposition von
Energieeigenzusta¨nden, deren Abstand die Laserfrequenz ist. Das Spektrum eines
Volkov-Zustands ist daher eine Reihe von Linien in der Region der klassischen Drif-
tenergie. Dies kann man auch an der Fourier-Entwicklung von (1.2) erkennen,
ψV ol(~x, t) = exp
{
i
h
[
~p · ~x− p
2t
2me
− Up
]}
×
∞∑
n=−∞
∞∑
m=−∞
Jm
(
e2A20
8h¯ωmec2
)
Jn−2m
(
|~² · ~p| eA0
h¯ωmec
)
einωt,
(1.3)
1.1.
”
ABOVE-THRESHOLD“-IONISATION 5
wobei Jm die zylindrischen Bessel-Funktionen sind und Up = e
2A20/4mec
2 ist. Im
na¨chsten Abschnitt wird deutlich, daß wegen der Form des Energiespektrums die
Volkov-Zusta¨nde mit den Zusta¨nden der durch
”
Above-Threshold“-Ionisation frei-
gesetzten Elektronen zusammenha¨ngen.
Ein anderer Parameter, der in der Literatur ha¨ufig Verwendung findet, ist der soge-
nannte
”
Keldysh-Parameter“ [3]
γ =
√
Eip
2Up
. (1.4)
Er kann als Tunnelzeit in Einheiten der Laserperiodendauer interpretiert werden.
Wenn γ < 1 ist, ist Tunnelionisation der vorherrschende Prozeß. Mit γ > 1 spricht
man vom Multiphotonenionisationsregime.
Beispiele fu¨r nichtsto¨rungstheoretisches Verhaltene von
”
Above-Threshold“-Ionisa-
tion und Harmonischenerzeugung werden in den na¨chsten zwei Abschnitten gezeigt.
1.1
”
Above-Threshold“-Ionisation
”
Above-Threshold“-Ionisation bedeutet, daß mehr Photonen als die zur Ionisation
no¨tige Mindestzahl absorbiert werden. Wenn ein starkes Laserfeld anwesend ist,
werden wegen des dynamischen Stark-Effektes alle Zusta¨nde verschoben. Die Ver-
schiebung der niedrigen Zusta¨nde ist relativ klein, die der angeregten Zusta¨nde kann
jedoch im Vergleich zur Photonenergie sehr groß sein. Das Kontinuum verschiebt
sich um die ponderomotorische Energie Up. In Abbildung 1.3 wird ein Schema
gezeigt. Fu¨r die
”
Above-Threshold“-Ionisation kann man eine generalisierte Ionisa-
tionsrate
Γn+s ∝ In+s (1.5)
ansetzen, wobei n die Zahl der Photonen ist, die man ohne Niveauverschiebungen
bra¨uchte, um das Kontinuum zu erreichen, und s die der Photonen daru¨ber hinaus.
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Abbildung 1.3: Schema der zeitgemittelten Energieverschiebung der gebundenen
Zusta¨nde und des Kontinuums in Anwesenheit eines Laserfeldes.
Die entsprechende Erweiterung der Einstein-Photoeffektformel lautet
Ef = (n+ s)h¯ω − Eip (1.6)
mit Eip als Ionisationspotential des Atoms und Ef als Energie des freigesetzten Elek-
trons.
”
Above-Threshold“-Ionisation kann qualitativ mit einem vereinfachten ana-
lytischen Modell beschrieben werden [1]. Die zeitabha¨ngige Schro¨dinger-Gleichung
ist
ih¯
∂ψ
∂t
=
(
pˆ2
2m
+ V (r)− e
mc
A(t)pˆ+
e2A2(t)
2mc2︸ ︷︷ ︸
H′
)
ψ, (1.7)
und die Wellenfunktion kann als eine Summe u¨ber gebundene und freie Zusta¨nde
geschrieben werden,
|ψ(t)〉 =
∑
n
an(t)|n〉+
∫
d3k ak(t)|k〉. (1.8)
Die Zeitabha¨ngigkeit der Amplituden an(t) und ak(t) wird durch die folgenden Glei-
chungen beschrieben,
ih¯
∂an(t)
∂t
= Enan(t) +
∑
n
〈n|H′(t)|m〉am(t) +
∫
〈n|H′(t)|k〉ak(t)d3k ,
ih¯
ak(t)
∂t
= Ekak(t) +
∑
m
〈k|H′(t)|m〉am(t) +
∫
〈k|H′(t)|k′〉ak′(t)d3k′.
(1.9)
Nimmt man an, daß das Potential V (r) kurzreichweitig ist, so ko¨nnen die freien
Zusta¨nde |k〉 durch ebene Wellen |p〉 ersetzt werden, und man erha¨lt
1.1.
”
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∫
d3k′ 〈k|H′(t)|k′〉ak′(t)→
[
− e
mc
A(t)p+
e2A2(t)
2mc2
]
ap(t) = H
′(t)ap(t). (1.10)
Analog behandelt man die Kopplung von gebundenen und freien Zusta¨nden. Parti-
elle Integration liefert
ap(t) ≈
∑
m
φm(p)
∫ t
0
exp
[
i
h¯
∫ τ
0
dt′H′(t′)
]
d
dτ
[
am(τ)exp
[
ip2τ
2mh¯
]]
dτ. (1.11)
Wenn man die Keldysh-Na¨herung am(τ) ≈ δimexp[−iEiτh¯] benutzt, erha¨lt man mit
Ei = −Eip
ap(τ) ≈ i
h¯
φi(p)
(
p2
2m
− Ei
)
x∫ t
0
exp
[
iτ
h¯
(
p2
2m
− Ei
)]
exp
[
i
h¯
∫ τ
0
dt′H′(t′)
]
dτ .
(1.12)
Fu¨r ein zirkular polarisiertes Lasefeld kann der Endzustand mit Hilfe der Bessel-
Funktionen geschrieben werden als
ap(t) ≈ i
h¯
Φi(p)
(
p2
2m
− Ei
) +∞∑
−∞
exp [inα] Jn(x) x∫ t
0
exp
[
iτ
h¯
(
p2
2m
− Ei + Up − nh¯ω
)]
dτ ,
(1.13)
wobei im Fall zirkularer Polarisation x = eA0
∣∣px + py∣∣ /mch¯ω und Up = e2A2/2mc2
ist. Daher hat das Photoelektronenspektrum Maxima bei
E =
p2
2m
= nh¯ω + Ei − Up. (1.14)
Wenn man
am(τ) ≈ δimexp [−iEiτh¯] exp [−γiτ/2] exp [−iδωiτ ] (1.15)
ansetzt, erha¨lt man eine Reihe von Stark-verschobenen, Lorentz-fo¨rmigen Linien der
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Breite h¯γi,
|ap|2 ≈
[(
p2
2m
− Ei + h¯δωi
)2
+
(h¯γi)
2
4
]
|Φi(p)|2 x
x
∞∑
∞
J2n(x)
[(
p2
2m
− Ei + h¯δωi − nh¯ω
)2
+
(h¯γi)
2
4
]−1
.
(1.16)
In Wirklichkeit zeigen typische ATI-Spektren weitere Strukturen, die kaum im Rah-
men analytischer Modelle erfaßt werden ko¨nnen, z.B. Plateaus und Intensita¨ts-
schwankungen (Beispiele werden im Kapitel u¨ber die numerischen Simulationen ge-
zeigt).
1.2 Harmonischenerzeugung
Die Erzeugung von Harmonischen steht in Verbindung mit
”
Above-Threshold“-
Ionisation. In der Tat kann das Elektron, wenn es viele Photonen absorbiert hat,
sowohl das Atom verlassen, d.h, das Atom wird ionisiert, als auch mit dem Atom
rekombinieren. Im ersten Fall hat man Multiphotonenionisation, im zweiten Fall
Abstrahlung von Harmonischen. Dieser Zusammenhang zwischen Ionisation und
Harmonischenerzeugung wird im sog.
”
Atomic Antenna“-Modell deutlich [4, 5].
Dort wird die Wahrscheinlichkeit, daß eine Harmonische erzeugt wird, als Funkti-
on der verschiedenen ATI-Prozessamplituden ausgedru¨ckt. Dasselbe ist auch mit
a¨hnlichen Modellen von anderen Autoren beschrieben worden [6, 7]. In der Lite-
ratur gibt es ein anderes bekanntes Modell, das sog. Dreischrittmodell (
”
three-step
model“) [8]. In diesem Modell wird unter gewissen vereinfachenden Annahmen die
quantemechanische Amplitude dafu¨r, daß das Elektron zuerst freigesetzt, sich dann
im Laserfeld bewegt und anschließend rekombiniert, ausgewertet. Wenn die Laser-
frequenz nicht zu hoch ist, kann man mit einem klassischen Modell den
”
Cut-off“ des
Harmonischenspektrums vorhersagen [9]. Man betrachtet eine klassisches geladenes
Punktteilchen, das sich in einem Laserfeld bewegt. Wenn man die Anfangsgeschwin-
digkeit gleich null annimmt, erha¨lt man fu¨r Beschleunigung, Geschwindigkeit und
1.2. HARMONISCHENERZEUGUNG 9
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Abbildung 1.4: Struktur eines Harmonischenspektrums mit Plateau. Der
”
Cut-off“
liegt bei Ip+3.17Up, wobei Ip das Ionisationpotential und Up das ponderomotorische
Potential sind.
Ort
mx¨ = eE sin(ωt), (1.17)
mx˙ = −eE
ω
cos(ωt) +
eE
ω
cos(ωt0), (1.18)
mx = −eE
ω2
sin(ωt) +
eE
ω2
sin(ωt0) + (t− t0)eE
ω
cos(ωt0), (1.19)
wobei t0 die Zeit ist, zu der das Elektron das Atom verlassen hat. Das atomare
Potential wird fu¨r Zeiten t > t0 vernachla¨ssigt. Aus der Geschwindigkeit kann man
die kinetische Energie eines Elektrons zur Zeit t berechnen,
Ekin =
e2E2
2mω2︸ ︷︷ ︸
2Up
[
cos2(ωt) + cos2(ωt0)− 2cos(ωt)cos(ωt0)
]
. (1.20)
Man sieht, daß die Energie von t0 und t abha¨ngt, aber nicht alle Paare (t0, t) fu¨hren
zu Rekombination. Um Harmonische zu erzeugen, muß das Elektron zuru¨ck zum
Atom kommen. Man betrachtet daher nur Zeitpaare (t0, t), fu¨r die die rechte Seite
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Abbildung 1.5: Die Energie eines klassischen Punktteilchens als Funktion von
ϕ0 = ωt0 und ϕ = ωt nach Gleichung (1.20). Oben ist die Linie der (ϕ0, ϕ)-Paare
eingezeichnet, fu¨r die der Ort des Teilchens der Koordinatenursprung ist.
in Gleichung (1.19) null ist.
Dies fu¨hrt zu einer transzendenten Gleichung, die mit graphischen Methoden gelo¨st
werden kann. Man kann z.B. die Konturlinie fu¨r den Wert null zeichnen. Aus der
Gleichung (1.20) kann man fu¨r alle in Frage kommenden (t0, t)-Paare die ho¨chst-
mo¨gliche Energie fu¨r ein ausgestrahltes Photon ermitteln, Emax = Ekin,max + Eip.
Diese Methode wird in den Abbildungen 1.5 und 1.6 illustriert. Es stellt sich heraus,
daß die ho¨chste Harmonische bei
Emax = 3.17Up + Eip (1.21)
zu erwarten ist. In Abbildung 1.4 ist der zugeho¨rige Cut-off eingezeichnet. Solch
Analysen von Multiphotonenprozessen, die lediglich auf den klassischen Bewegungs-
gleichungen basieren, werden in diesem Zusammenhang als
”
Simple Man’s“-Theorie
bezeichnet [9].
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Abbildung 1.6: Konturlinien der Energie des Punktes zusammen mit den Paaren
(ϕ0, ϕ), die die Harmonischenerzeugung erlauben. Man sieht, daß die ho¨chste Ener-
gie gleich 3.17Up ist.
1.3 Adiabatische Stabilisierung
Die adiabatische Stabilisierung von Atomen in sehr intensiven Laserfeldern wurde
von Gersten und Mittleman [10, 11] vorhergesagt. Sie wird in numerischen Simula-
tionen beobachtet, wenn man intensive Laserfelder mit hoher Frequenz (im Vergleich
zum Ionisationspotential) benutzt. Um den Stabilierungsmechanismus zu verstehen,
ist es gu¨nstig auf das Bezugsystem eines frei im Laserfeld schwingenden Elektrons zu
wechseln. Wegen der hohen Frequenz des Laserfeldes kann man dann das schwingen-
de Kernpotential u¨ber die Zeit mitteln. Fu¨r ein eindimensionales Modellpotential
hat man z.B.
V (r) = − A√
x2 + β
=⇒ V (r) = − ω
2pi
∫ 2pi
ω
0
A dt√
[x+ α sin(ωt)]2 + β
. (1.22)
A und β sind zwei Modellpotentialparameter und α ist die klassiche Schwingungsam-
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Abbildung 1.7: Zeitgemitteltes Potential mit den ersten drei Zusta¨nden. β ist 1.9
und die Laserfrequenz ist 2.5 (in atomaren Einheiten). Die Doppelmuldenstruktur
ist deutlich sichtbar.
plitude. Das zeitgemittelte Potential ist in Abbildung 1.7 gezeigt [12]. Das Elektron
”
sieht“ ein Doppelmuldenpotential, in dem es gebundene Zusta¨nde besetzen kann.
Die drei niedrigsten Zusta¨nde samt Wahrscheinlichkeitsdichte sind in Abbildung 1.8
mit eingezeichnet. Der Wechsel des Bezugssystems kann einfach auf zwei oder drei
Dimensionen verallgemeinert werden. Einige Autoren [13] diskutieren stabilisierte
Atome sogar als
”
neue Art von Materie“. Jedoch wurden bisher nur wenige Ex-
perimente durchgefu¨hrt [14]. Dies liegt hauptsa¨chlich daran, daß die erforderlichen
Bedingungen, na¨mlich hochfrequente Laserstrahlung hoher Intensita¨t noch nicht
hergestellt werden ko¨nnen.
Effekte, die der adiabatischen Stabilisierung entgegenwirken, sind Elektronenkor-
relation und das Magnetfeld des Lasers (~v × ~B-Kraft). Die Rolle der Korrelation
wurde in [15] untersucht. Es scheint, daß obwohl eine allgemeine Erho¨hung der Ioni-
sation beobachtet wurde, die Stabilisierung u¨berlebt, solang eine ausreichend hohe
Frequenz benutzt wird (ho¨her als die Ionisationspotentiale aller beteiligten Elektro-
nen). Die destabilisierende Wirkung des Magnetfeldes wurde in [16] studiert.
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Abbildung 1.8: Wahrscheinlichkeitsdichte wa¨hrend des Pulses. Das Bezugssystem
ist das des freien Elektrons. Man beobachtet Rabi-Floppings zwischen den in Ab-
bildung 1.7 gezeigten Zusta¨nden.
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Kapitel 2
Simulationen von
Multiphotenenprozessen
2.1 Der Algorithmus
Numerische Simulationen von Atomen in Laserfeldern ko¨nnen mit vielen verschie-
denen numerischen Methoden durchgefu¨hrt werden. Die Methoden unterscheiden
sich durch den Propagationsalgorithmus und durch den Raum, in dem die Wellen-
funktion dargestellt wird. Die benutzte Basis spielt eine sehr wichtige Rolle. Wenn
z.B. eine angemessene Basis gewa¨hlt wird, braucht man in der Entwicklung der
Wellenfunktion nur wenige Terme und die Simulationen laufen schneller. Dies ist
besonders wichtig, wenn man zwei- oder dreidimensionale Simulationen durchfu¨hrt.
Neben Raum, bzw. Basis und dem Propagator, spielt auch die Eichung eine Rolle.
Die zwei ha¨ufig benutzten Eichungen, die La¨ngen- und die Geschwindigkeitseichung,
sind numerisch unterschiedlich aufwendig. Dies ha¨ngt damit zusammen, daß im er-
sten Fall der kanonische Impuls gleich dem kinetischen Impuls ist und im zweiten Fall
der Oszillationsimpuls bereits wegtransformiert wurde, so daß der kanonische Impuls
dem Driftimpuls entspricht. In La¨ngeneichung a¨ndert sich die Phase der Wellenfunk-
tion daher schneller als in Geschwindigkeitseichung, und ein feinerer Zeitschritt ist
no¨tig. Außerdem nimmt in La¨ngeneichung das Potential mit wachsender Entfer-
nung vom Atom zu. Dies kann problematisch werden, wenn man große Raumgitter
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braucht, z.B. fu¨r die Berechnung von
”
Above-Threshold“-Ionisation (mehr Details
werden im na¨chsten Abschnitt beschrieben). Daher ist die Geschwindigkeitseichung
normalerweise vorzuziehen.
Die numerischen Resultate, die in dieser Arbeit gezeigt werden, wurden mit der von
Muller [17] beschriebenen Methode erhalten. Diese Methode soll nun fu¨r den Fall
der zeitabha¨ngigen Schro¨dinger-Gleichung eines Elektrons unter dem Einfluß des
Kernpotentials und eines linear polarisierten Laserfeldes [17] beschrieben werden.
Im folgenden werden atomare Einheiten benutzt. Die Schro¨dinger-Gleichung in
Dipolna¨herung und Geschwindigkeiteichung ist durch
i∂tΨ(r, t) =
(
−1
2
∇2 + V (r)− iA(t)∂z
)
Ψ(r, t) (2.1)
gegeben. Der A2-Term wurde wegtransformiert. Das Laserfeld ist in z-Richtung
polarisiert.
Wenn die Wellenfunktion in Kugelfla¨chenfunktionen entwickelt wird, d.h.
Ψ(r, ϑ, ϕ) =
∞∑
`=0
∑`
m=−`
1
r
Φ`m(r, t)Y
m
` (ϑ, ϕ), (2.2)
erha¨lt man
i∂tΦ`m(r, t) =
(
−1
2
∂2
∂r2
+ V eff` (r)
)
Φ`m(r, t)
− iA(t)r
∑
`′m′
〈Y m` | cosϑ|Y m
′
`′ 〉∂r
1
r
Φ`′m′(r, t)
+ iA(t)
∑
`′m′
〈Y m` | sinϑ∂ϑ|Y m
′
`′ 〉
1
r
Φ`′m′(r, t),
(2.3)
wobei V eff` (r) = V (r) +
`(`+1)
2r2
und 〈Y m` | · · · |Y m′`′ 〉 =
∫ ∫
dϑ dϕ sinϑ · · · . Im Fall
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m 6= m′ sind alle Terme in (2.3) null. Daher folgt
i∂tΦ`(r, t) =
(
−1
2
∂2
∂r2
+ V eff` (r)
)
Φ`(r, t)
− iA(t)r
∑
`′
〈Y`| cosϑ|Y`′〉∂r 1
r
Φ`′(r, t)
+ iA(t)
∑
`′
〈Y`| sinϑ∂ϑ|Y`′〉1
r
Φ`′(r, t),
(2.4)
mit 〈Y`| · · · |Y`′〉 als 2pi
∫
dϑ sinϑ · · · , und m bleibt erhalten. Fu¨r den zweiten Term
hat man
r
∑
`′
〈Y`| cosϑ|Y`′〉∂r 1
r
Φ`′(r, t)
=
(
`√
(2`− 1)(2`+ 1)∂rΦ`−1(r, t) +
`+ 1√
(2`+ 1)(2`+ 3)
∂rΦ`+1(r, t)
)
− 1
r
(
`√
(2`− 1)(2`+ 1)Φ`−1(r, t) +
`+ 1√
(2`+ 1)(2`+ 3)
Φ`+1(r, t)
) (2.5)
und a¨hnlich fu¨r den dritten
∑
`′
〈Y`| sinϑ∂ϑ|Y`′〉1
r
Φ`′(r, t)
=
1
r
(
`(`− 1)√
(2`− 1)(2`+ 1)Φ`−1(r, t)−
(`+ 1)(`+ 2)√
(2`+ 1)(2`+ 3)
Φ`+1(r, t)
)
.
(2.6)
Daher wird Gleichung (2.4) zu
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i∂tΦ`(r, t) =
(
−1
2
∂2
∂r2
+ V eff` (r)
)
Φ`(r, t)
− iA(t)
(
`√
(2`− 1)(2`+ 1)∂rΦ`−1(r, t) +
`+ 1√
(2`+ 1)(2`+ 3)
∂rΦ`+1(r, t)
−1
r
`2√
(2`− 1)(2`+ 1)Φ`−1(r, t) +
1
r
(`+ 1)2√
(2`+ 1)(2`+ 3)
Φ`+1(r, t)
)
.
(2.7)
In Matrixschreibweise kann man Gleichung (2.7) als
i∂tΦ(r, t) = HatΦ(r, t)
−iA(t)

0
1√
3
0 0 · · ·
1√
3
0
2√
15
0
0
2√
15
0
3√
35
...
3√
35

∂r
︸ ︷︷ ︸
Hmix
Φ(r, t) (2.8)
−iA(t)
r

0
1√
3
0 0 · · ·
− 1√
3
0
4√
15
0
0 − 4√
15
0
9√
35
... − 9√
35

︸ ︷︷ ︸
Hang
Φ(r, t)
= (Hat + Hmix + Hang)Φ(r, t),
mit Hat = −12∇2 + V eff (r), schreiben. Jeder Eintrag im Vektor Φ(r, t) entspricht
einer Komponente des Drehimpulses, welche r- und t-abha¨ngig ist. Die radiale
Koordinate wird diskretisiert, d.h.
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rn = n∆r, n = 1, 2, 3, . . . , N.
Nun soll die Struktur der verschiedenen Teile des Hamilton-Operators
H = Hat + Hmix + Hang,
die im r-Raum und `-Raum wirken, untersucht werden. Hat ist eine diagonale
Matrix im `-Raum, Hang ist diagonal im r-Raum, aber Hmix ist in beiden Ra¨umen
nicht-diagonal. Die Matrizen in (2.8) ko¨nnen in einer Summe geschrieben werden, in
der jeder Term eine Matrix ist, die in einem zweidimensionalen `-Unterraum wirkt,
d.h. sie koppelt die `-te mit der `+ 1-ten Komponente der Wellenfunktion:
Hmix =
∑
`
H`mix wo H
`
mix
(
Φ`(r, t)
Φ`+1(r, t)
)
= −iA(t)
(
0 c`
c` 0
)
∂r
(
Φ`(r, t)
Φ`+1(r, t)
)
Hang =
∑
`
H`ang wo H
`
ang
(
Φ`(r, t)
Φ`+1(r, t)
)
= − iA(t)
r
(
0 t`
−t` 0
)(
Φ`(r, t)
Φ`+1(r, t)
)
(2.9)
mit
c` =
`+ 1√
(2`+ 1)(2`+ 3)
, t` =
(`+ 1)2√
(2`+ 1)(2`+ 3)
2.1.1 Diskretisierung der Ortsableitungen
Um eine hohe Genauigkeit der Berechnungen zu gewa¨hrleisten, ist eine geschickte
Diskretisierung der Ortsableitungen zu wa¨hlen. Die Ortsableitungen in Hat und Hang
wurden mit einer Diskretisierung vierter Ordnung in ∆r approximiert.
Fu¨r die zweite Ableitung wurde die Numerov-Na¨herung benutzt, d.h. fu¨r eine Funk-
tion f hat man
f ′′ = −2M−12 ∆2f (2.10)
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wo ∆2f = (fn+1 − 2fn + fn−1)/h2, h = ∆r und
M2 = −1
6

10 1 0 · · ·
1 10 1
0 1 10 1
... ·

sind. Fu¨r die erste Ableitung wurde die Simpson-Na¨herung
f ′ = M−11 ∆1f (2.11)
angewandt, wo ∆1f = (fn+1 − fn−1)/2h und
M1 =
1
6

4 1 0 · · ·
1 4 1
0 1 4 1
... ·

sind. Die Matrizes M1,M2,∆1 und ∆2 wirken nur im r-Raum und kommutieren mit
solchen, die nur im `-Raum wirken. Den Hamilton-Operator kann man als
H = Hat +
L−2∑
`=0
(H`mix + H
`
ang), (2.12)
schreiben, wobei
Hat = 1` ⊗ (M˜−12 ∆˜2 + V`eff), (2.13)
H`mix = −iA(t)
(
0 c`
c` 0
)
︸ ︷︷ ︸
L`
⊗M˜−11 ∆˜1 = −iA(t)L` ⊗ M˜
−1
1 ∆˜1, (2.14)
H`ang = −iA(t)
(
0 t`
−t` 0
)
︸ ︷︷ ︸
T`
⊗ 1
rn
1r = −iA(t)T` ⊗ 1
rn
1r. (2.15)
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1` und 1r sind Einheitsmatrizen im `- bzw. r-Raum. Die Matrizen M˜i und ∆˜i sind
modifizierte Matrizen Mi und ∆i, die beru¨cksichtigen, daß im Fall ` = 0 fu¨r ein
Coulomb-Potential −Z/r bei r0 = 0
Φ′′0(0, t) = −2ZΦ′0(0, t) 6= 0
gilt. Um die Unitarita¨t der Propagtion nicht zu zersto¨ren, muß man die Hermitizita¨t
von M˜
−1
2 ∆˜2 gewa¨hrleisten. Dies kann mit den folgenden A¨nderungen erfu¨llt werden:
(∆˜2)1,1 = − 2
h2
(
1− Zh
12− 10Zh
)
,
(M˜2)1,1 = −2
(
1 +
h2
12
(∆˜2)1,1
)
.
Die anderen Eintra¨ge der Matrizen M2 und ∆2 bleiben gleich. A¨hnliche A¨nderungen
sind fu¨r die Matrizen M1 und ∆1 no¨tig, weil der Operator M˜
−1
1 ∆˜1 anti-hermitesch
sein muß, um eine unita¨re Propagation zu gewa¨hrleisten. Die modifizierten Matrizen
M˜1 und ∆˜1 lauten
M˜1 =
1
6

4 + x 1
1 4 1
· · ·
1 4 1
1 4 + x′

, ∆˜1 =
1
2h

y 1
−1 0 1
· · ·
−1 0 1
−1 y′

mit x =
√
3− 2, x′ = y = x und y′ = −y.
2.2 Ergebnisse zu
”
Above-Threshold“-Ionisation
Die numerische Untersuchung von
”
Above-Threshold“-Ionisation (ATI) ist beson-
ders aufwendig, da es no¨tig ist, die Wellenfunktion in einem großen Raumgebiet
um das Kernpotential zu propagieren. Wenn man ho¨herdimensionale Simulationen
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durchfu¨hrt, kann dies schnell problematisch werden. Wie oben schon erkla¨rt, ist
es in diesem Fall besonders wichtig, ein angemessenes Gitter zu wa¨hlen. Um das
ATI-Spektrum zu berechnen, muß man die Wellenfunktion am Ende des Laserpul-
ses speichern und ihre Energiekomponenten auswerten. Diese Berechnung kann mit
der von Kulander vorgeschlagenen Methode durchgefu¨hrt werden (Anhang B). Ein
Beispiel eines Spektrums fu¨r die Ionisation des Heliumion wird in Abbildung 2.1
gezeigt. Die Kulander-Methode ist besonders effizient, wenn die (r, l)-Basis benutzt
wird, da die Beitra¨ge der verschiedenen l-Komponenten getrennt berechnet werden
und dann zusammengeza¨hlt werden ko¨nnen.
Wenn die Intensita¨t des Laserpulses erho¨ht wird, werden mehr Peaks im Spek-
trum sichtbar, und andere Strukturen, wie Plateaus und Schwingungen in der Ein-
hu¨llenden, treten auf. In Abbildung 2.2 kann man beobachten, daß die Form eines
ATI-Spektrums stark von Up abha¨ngig ist. Auch der genaue Ort eines Peaks ha¨ngt
von Up ab. Wenn das Elektron freigesetzt wird, hat es eine kinetische Energie
Ekin = Nh¯ω − (Eip + Up).
Wenn das Elektron den Laserfokus verla¨ßt wa¨hrend der Lasepuls noch andauert,
gewinnt es Up an Energie. Es folgt, daß die Endenergie in diesem Fall
Ekin = Nh¯ω − Eip
ist. Wenn der Laserpuls jedoch kurz ist, hat das Elektron nicht genug Zeit, um den
Laserfokus zu verlassen und Up aufzunehmen. Es folgt, daß fu¨r ein gegebenes N ,
d.h. fu¨r einen gegebenen Kanal, der Ort des entsprechenden Peaks im Spektrum
vom Emissionsort abha¨ngt, an dem das Elektron freigesetzt wurde. Falls der Fokus-
querschnitt breit ist, gibt es dann eine Verschmierung der Maxima. In Abbildung
2.3 werden die Verschiebungen der ATI-Peaks als Funktion der Frequenz und der
ponderomotorischen Energie dargestellt. Die Einheit der Verschiebung ist der Ab-
stand zwischen zwei Peaks, d.h., wenn die Verschiebung gro¨ßer als 0.5 ist, wird das
Auflo¨sen definierter ATI-Peaks im Spektrum schwierig. Ein Beispiel fu¨r das Aus-
schmieren eines ATI-Spektrums wegen eines endlichen Laserfokus ist in Abbildung
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Abbildung 2.1: Beispiel eines ATI-Spektrums. Die Berechnung ist fu¨r ein Heliumion
durchgefu¨hrt. Bei −2.0 a.u liegt der Grundzustand und zwischen −2.0 und 0 die
ho¨heren gebundenen Zusta¨nde. Im Kontinuum sieht man die ATI-Maxima. Fast
zwo¨lf Gro¨ßenordnungen in der Ausbeute sind sichtbar. Solch eine hohe Auflo¨sung
ist nur durch eine akuraten Propagation der Wellenfunktion mo¨glich.
2.4 gezeigt.
2.3 Ergebnisse zur Harmonischenerzeugung
Um ein aussagekra¨ftiges Harmonischenspektrum zu erhalten, ist es wichtig, einige
Punkte zu beru¨cksichtigen. Eine Harmonische hoher Ordnung bedeutet, daß viele
Photonen absorbiert wurden. Es ist klar, daß, wenn Ionisation vorherrscht, die
Harmonischenerzeugung ineffektiv wird. Harmonische ko¨nnen am besten produziert
werden, wenn die Laserfrequenz klein im Vergleich zum Ionisationspotential ist.
Dann ko¨nnen mehr Photonen absorbiert werden, ohne die Ionisation zu erho¨hen.
Aus der
”
Simple-Man’s“-Regel (1.21) fu¨r den Cut-off im Harmonischenspektrum
erwartet man, daß bei hohen Ionisationspotentialen und niedrigen Laserfrequenzen
am besten hohe Harmonische erzeugt werden.
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Abbildung 2.2: ATI-Spektren fu¨r drei verschiedene Intensita¨ten, d.h drei Werte von
Up. Man bemerkt, daß sich mit steigender Laserintensita¨t ein Plateau ausbildet.
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Abbildung 2.3: Konturlinien der ATI-Verschiebung als Funktion der ponderomotori-
schen Energie und der Frequenz. Die Konturlinienbeschriftung gibt die Verschiebung
in Einheiten von h¯ω an (Abstand zweier ATI-Peaks).
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Abbildung 2.4:
”
Focusing“-Effekt fu¨r das ATI-Spektrum. Wenn man das Elektro-
nensignal u¨ber den Fokus integriert, beobacht man eine Ausschmierung der ATI-
Struktur, weil Elektronen, die an verschiedenen Orten freigesetzt wurden, verschie-
dene Werte von Up ”
sehen“.
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Abbildung 2.5: Beispiel eines Harmonischenspektrums. Die ho¨chste sichtbare Har-
monische ist die 63ste. Das Spektrum zeigt ein Plateau und einen
”
Cut-off“. Der Ort
des
”
Cut-off“ wird in guter Na¨herung von der
”
Simple-Man’s“-Theorie vorhergesagt
(Kapitel 1).
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Abbildung 2.6:
”
Cut-off“-Bereich zweier Harmonischenspektren. Wenn ein ku¨rzerer
Laserpuls (20 Zyklen im Vergleich zu 45) benutzt wird (oberes Spektrum), sind die
Linienprofile der Harmonischen entlang des
”
Cut-off“ breiter.
In Abbildung 2.5 wird ein Beispiel eines Harmonischenspektrums aus einer nume-
rischen Simulation gezeigt. Die Auflo¨sung ist mit 15 Gro¨ßenordnungen sehr hoch.
Das gezeigte Spektrum ist durch schnelle Fourier-Transformation (mit
”
Hanning-
Window“ [18]) des zeitaufgelo¨sten Dipolerwartungswertes berechnet worden. Im
Vergleich zur
”
Above-Threshold“-Ionisation ist die Untersuchung der Harmonischen
numerisch weniger aufwendig, da ein kleineres Rechnengitter ausreicht.
Um die Zuverla¨ssigkeit des Programms zu u¨berpru¨fen, wurden einige bekannte Ei-
genschaften der Harmonischenspektren reproduziert. In Abbildung 2.6 werden die
Cut-off-Regionen zweier Harmonischenspektren gezeigt. Wie erwartet [19] werden
die Linien dort breiter. Dies ist eine Methode, Attosekundenpulse zu erzeugen [19].
Eine andere bekannte Eigenschaft der Harmonischenspektren ist die lineare Phasen-
beziehnung zwischen den Harmonischen ho¨chster Energie. Dieses Pha¨nomen tritt
nur fu¨r diese Linien auf, weil sie aus einem einzigen Kanal heraus erzeugt werden (in
”
Simple Man’s“-Theorie nur eine relevante Bahn). Im Plateau tragen hingegen viele
Bahnen bei und eine feste Phasenbeziehung ist nicht auszumachen. Die zum Spek-
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Abbildung 2.7: Phase der Fourier-Trasformierten des Dipols. Die Phasen der Har-
monischen im
”
Cut-off“-Bereich stehen in einer linearen Abha¨ngigkeit, weil fu¨r jede
Ordnung n nur eine
”
klassische Bahn“ zur Harmonischenerzeugung beitra¨gt.
trum in Abbildung 2.6 geho¨rende Phase in der Cut-off-Region wird in Abbildung
2.7 gezeigt.
2.4 Simulationen in zylindrischer Symmetrie
Fu¨r zweidimensionale Simulationen von Systemen, die eine azimuthale diskrete oder
kontinuierliche Symmetrie zeigen, ist es angemessen die zylinder Koordinaten (r, ϕ)
zu benutzen. Die schon im Abschnitt 2.1 diskutierte Muller-Methode kann natu¨r-
lich auch hier angewendet werden. Der wichtigste Unterschied zwischen der Basis
Y ml (θ, ϕ) und den Koordinaten (r, ϕ) ist, daß in Y
m
l (θ, ϕ) die Abha¨ngigkeit von θ
und ϕ nur durch die Kugelfunktionen Y ml gegeben ist, d.h., die numerische Dis-
kretisierung wird nur fu¨r die Ortskoordinate r durchgefu¨hrt. Die Ableitungen von
Y ml sind hingegen exakt beru¨cksichtigt. Numerisch ist das zylindrische Gitter (r, ϕ)
dem zweidimensionalen kartesischen Gitter (x, y) a¨hnlich. In beiden Fa¨lle beno¨tigt
man eine numerische Diskretisierung beider Koordinaten. Die Matrizen der Ablei-
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tungen sind im Vergleich zu denen in Abschnitt 2.1 diskutierten leicht modifiziert.
Wegen der zyklischen Randbedingung f(r, ϕn+1) = f(r, ϕ1) sind die linke untere
und die rechte obere Ecke der Matrizen besetzt. Dies erfordert einen abgewandelten
Algorithmus fu¨r die Inversion der Matrizen [18].
Die Benutzung eines Zylindergitters ist sehr gu¨nstig, weil kleinere Gitter ausreichen
und die Erhaltung der physikalischen Symmetrien gewa¨hrleistet ist, wenn z.B. bei
einer N -za¨hligen Symmetrieachse die Anzahl der Gitterpunkte in ϕ als ganzzahliges
Vielfaches von N gewa¨hlt wird.
Kapitel 3
Harmonischenerzeugung in
ringfo¨rmigen Moleku¨len
3.1 Einleitung
Die Harmonischenerzeugung durch die Wechselwirkung von Atomen mit intensiven
Laserfeldern ist ein Thema, das sowohl von theoretischer als auch experimenteller
Warte aus viel untersucht worden ist. Das große Interesse an der Harmonischener-
zeugung ist von der mo¨glichen Verwendung als kurzwellige Lichtquelle verursacht.
In der Tat ist es mo¨glich, durch die Harmonischenemission koha¨rente XUV Strah-
lung zu erzeugen. Vor kurzem sind Harmonische von 67A˚ Wellenla¨nge beobachetet
worden [20]. Wie schon in Kapitel 2 vorgestellt, zeigen die Harmonischenspektren
von einem einzelnen Atom in einem monochromatischen Laserfeld einige charak-
teristische Eigenschaften: (i) nur ungerade, linear polarisierte Harmonische werden
erzeugt, (ii) das Spektrum zeigt ein Plateau, (iii) das Plateau dehnt sich bis zu einem
Cut-off aus, der in der Na¨he von Eip + 3.17Up liegt. Eip ist die Ionisierungsenergie
des Atoms und Up ist die ponderomotorische Energie. Die Anwesenheit von nur un-
geraden Harmonischen basiert auf Symmetriegru¨nden (im na¨chsten Abschnitt wird
eine eingehendere Erkla¨rung gegeben), und die Lage des Cut-offs kann mit der so-
genannten
”
Simple Man’s“ Theorie erkla¨rt werden, wie bereits in Kapitel 1 gezeigt.
Die Wechselwirkung von einem einzelnen Atom mit zwei zirkular polarisierten La-
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sern der Frequenzen ω und 2ω wurde ku¨rzlich untersucht [21]. Es wurde gefunden,
daß die Harmonischenordnung 3n verboten ist.
Die Harmonischenerzeugung in komplexeren Systemen als das einzelne Atom ist ein
aktuelles Forschungsgebiet. Ein Modell fu¨r die Harmonischenerzeugung von atoma-
ren Clustern wurde vorgeschlagen [22], und auch Harmonische, die von Elektronen
erzeugt werden, die sich im periodischen Potential eines Kristalls bewegen, wurden
untersucht [23, 24].
In diesem Kapitel wollen wir hauptsa¨chlisch die Harmonischenerzeugung von ring-
fo¨rmigen Moleku¨len wie Benzol untersuchen. Diese Art von Moleku¨len zeigt eine
Invarianz unter einer diskreten Drehung um die Achse, die durch das Zentrum des
Moleku¨ls geht und senkrecht auf der Moleku¨lebene steht. In diesem Fall ist das
Potential periodisch in der azimuthalen Richtung. Die Harmonischenerzeugung von
ringfo¨rmigen Moleku¨len, die mit einem zirkular polarisierten Feld in Wechselwirkung
stehen, zeigt viele unterschiedliche Eigenschaften im Vergleich zum Fall des einzelnen
Atoms in einem linear polarisierten Laserfeld: (i) in dem gleichen Frequenzintervall
werden weniger Harmonische ausgestrahlt, und aus je mehr Atomen das Moleku¨l
besteht, desto kleiner ist die Zahl der ausgestrahlten Harmonischen, (ii) gerade und
ungeraden Harmonische sind in gleicher Weise mo¨glich, (iii) die Harmonischen sind
wechselweise links- und rechtszirkular polarisiert. Alle diese Eigenschaften machen
das Thema sehr interessant und sind es wert, im Detail studiert zu werden.
3.2 Moleku¨le und Atome in Laserfeldern: Sym-
metrie des Hamilton-Operators
Die Symmetrie der Hamilton-Operatoren von Moleku¨len und Atomen soll diskutie-
ren werden. Dafu¨r beru¨cksichtigt man nur ein einzelnes Elektron als aktiv. Diese
Vereinfachung sto¨rt die Allgemeinheit unserer Diskussion nicht, weil die Symme-
trieeigenschaften des Hamilton-Operators unabha¨ngig von der Zahl der Elektronen
sind [25]. Solange nicht ausdru¨cklich angefu¨hrt betrachten wir in diesem Abschnitt
zirkular polarisierte Laserfelder. Der Hamilton-Operator Hmo eines ringfo¨rmigen
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Moleku¨ls in einem Laserfeld der Amplitude E ist in Dipolna¨herung, La¨ngeneichung,
zylindrischen Koordinaten und atomaren Einheiten
Hmo = − 1
2ρ
∂
∂ρ
(
ρ
∂
∂ρ
)
− 1
2ρ2
∂2
∂ϕ2
− ∂
2
∂z2
+ Vmo(ρ, ϕ, z) +
E√
2
ρ cos(ϕ− ωt), (3.1)
wobei Vmo(ρ, ϕ, z) ein Modellpotential eines ringfo¨rmigen Moleku¨ls mit N Ionen
ist. Dieses Potential ist invariant unter einer Drehung von 2pi/N . Der Hamilton-
Operator ist hingegen invariant unter der sogenannten dynamischen Symmetrieope-
ration
PˆN =
(
ϕ→ ϕ+ 2pi
N
, t→ t+ 2pi
Nω
)
. (3.2)
Im Fall eines Atoms in einem Zweifarbenlaserfeld lautet der Hamilton-Operator Hat
Hat = − 1
2ρ
∂
∂ρ
(
ρ
∂
∂ρ
)
− 1
2ρ2
∂2
∂ϕ2
− ∂
2
∂z2
+ Vat(ρ, z)
+
E1√
2
ρ cos(ϕ− ωt) + E2√
2
ρ cos(ϕ+ η ωt),
(3.3)
wobei E1 und E2 die Amplituden der zwei Laserfelder sind. Der zweite Laser hat eine
Frequenz, die η mal die Frequenz des ersten Lasers ist, mit η als einer ganzen Zahl.
Die Polarisation des zweiten Lasers ist der des ersten entgegengesetzt. Im folgenden
benutzen wir dafu¨r die Notation {ω,−ηω}. Die besondere diskrete Symmetrie wird
von dem zweiten Laser erzeugt. In der Tat sind alle Terme von (3.3) außer dem
letzten invariant unter der kontinuierlichen dynamischen Transformation
Pˆ∞ =
(
ϕ→ ϕ+ θ, t→ t+ θ
ω
)
, (3.4)
wobei θ einen beliebigen Wert hat. Wenn es keinen anderen Term gibt, werden keine
Harmonischen erzeugt. Wenn man fordert, daß auch der letzte Term invariant unter
der Transformation (3.4) ist, erha¨lt man
θ + η θ = (η + 1)θ = 2pik =⇒ θ = 2pik
η + 1
. (3.5)
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Daher ist der Hamilton-Operator Hat invariant unter der dynamischen Drehung
Pˆη+1 =
(
ϕ→ ϕ+ 2pi
η + 1
, t→ t+ 2pi
(η + 1)ω
)
. (3.6)
Dies ist gleich dem Fall des ringfo¨rmigen Moleku¨ls mit N = 1+ η, und es folgt, daß
die Hamilton-Operatoren (3.1) und (3.3) bezu¨glich Symmetrie betreffend a¨quivalent
sind.
Wenn ein Hamilton-Operator periodisch in der Zeit mit einer Periode τ ist, d.h.
H(t+ τ) = H(t), hat die zeitabha¨ngige Schro¨dinger-Gleichung[
H(t)− i ∂
∂t
]
Ψ(~r, t) = 0 (3.7)
als Lo¨sung eine Funktion Ψξ(~r, t), die die Form
Ψξ(~r, t) = e
−iξtΦ(~r, t), Φ(~r, t+ τ) = Φ(~r, t) (3.8)
hat (Floquet-Theorem). Damit folgt[
H(t)− i ∂
∂t
]
Φ(~r, t) = ξΦ(~r, t). (3.9)
ξ ist die Quasienergie und Φ(~r, t) eine quadratintegrable periodische Funktion. Wir
nennen die Funktionen Φ(~r, t)
”
Floquet-Zusta¨nde“. Da die Menge aller Funktionen,
die in einem bestimmten Intervall quadratintegrabel sind und die eine endliche Norm
u¨ber eine Periode haben, einen zusammengesetzten Hilbertraum bildet, ko¨nnen wir
fu¨r die Floquet-Zusta¨nde den Formalismus des erweiterten Hilbertraumes [26] be-
nutzen.
3.3 Gruppentheorie
Der ungesto¨rte molekulare Hamilton-Operator
H0mo = −
1
2ρ
∂
∂ρ
(
ρ
∂
∂ρ
)
− 1
2ρ2
∂2
∂ϕ2
− ∂
2
∂z2
+ Vmo(ρ, ϕ, z) (3.10)
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hat die SymmetriegruppeDNh [27, 28]. Wenn das Moleku¨l mit einem Laserfeld wech-
selwirkt, das keine Pulsform hat, sondern unendlich ist, kann der gesamte Hamilton-
OperatorHmo (3.1) alsHmo = H
0
mo+W (t) mitW (t) ∝ ρcos(ϕ−ωt) geschrieben wer-
den. W (t) hat die Symmetrie G∞, d.h. eine Erweiterung der sogenannten zyklischen,
dynamischen Symmetriegruppe GL, die von GL ≡ {PˆL, Pˆ 2L, . . . , PˆL−1L , PˆLL = I}, wobei
L die Ordnung der Gruppe ist, definiert wird. PˆL ist der schon eingefu¨hrte Operator
PˆL =
(
ϕ→ ϕ+ 2pi
L
, t→ t+ 2pi
Lω
)
. (3.11)
Wenn manDNh und G∞ vereinigt, erha¨lt man GN als Symmetriegruppe des Hamilton-
Operators Hmo. N ist die Zahl der Ionen in dem Moleku¨l, die die diskrete Rota-
tionssymmetrie bestimmt. Da GN eine zyklische Gruppe ist, ist sie auch Abelsch
und daher hat sie die folgenden Eigenschaften: (i) jedes Element bildet eine Klasse,
d.h., es gibt N irreduzible Darstellungen, (ii) jede irreduzible Darstellung ist eindi-
mensional, d.h. eine Menge komplexer Zahlen. Die Gruppe GN ist isomorph zu der
bekannten Gruppe CN und daher haben beide dieselbe Charakterentafel. Es ist der
Mu¨he wert, die A¨nderung der Symmetrie des Hamilton-Operators bei Anwesenheit
des Laserfeldes aus physikalischer Sicht zu untersuchen: die Gruppe DNh entha¨lt
4N Elemente, d.h N Drehungen um eine Achse N -ter Ordnung, N Drehungen um
N Achsen zweiter Ordnung, N Spiegelungen σv an den senkrechten Ebenen und N
Drehspiegelungen CkNσh [27, 28]. Aus Gleichung (3.1) folgt, daß nur die Drehungen
um die senkrechte AchseN -ter Ordnung noch eine Symmetrietransformation des vol-
len Hamilton-Operators ist. In der Tat wu¨rden die Spiegelungen an den senkrechten
Ebenen und die Drehungen um die waagerechten Achsen eine ortsabha¨ngige Zeit-
transformation erfordern. Die Spiegelungen σh an den waagerechten Ebenen wu¨rden
die Polarisation des Laserfeldes a¨ndern. Daher bleiben von den mo¨glichen 4N Sym-
metrietransformationen des Operators H0mo nur N Transformationen, na¨mlich die
Drehungen um die Achse N -ter Ordnung. Fu¨r eine solche Gruppe CN ist die Form
ihrer Darstellungen N -abha¨ngig: Wenn N ungerade ist, gibt es eine reelle und N−1
komplexe Darstellungen, wenn jedoch N gerade ist, gibt es zwei reelle und N − 2
komplexe Darstellungen. Die Ha¨lfte der komplexen Darstellungen sind die komplex
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konjugierten der anderen Ha¨lfte. Wir nennen die N irreduzibilen Darstellungen R`,
mit ` als Index zwischen 0 und N−1. Die Erzeugende der `-ten Darstellung ist durch
ei2pi`/N gegeben; daher folgt, daß der (m+1)-te Eintrag der `-ten Darstellung ei2pi`m/N
ist. Da die Darstellungen eindimensional sind, ist das Produkt zweier Darstellungen
Rα und Rβ die irreduzibile Darstellung Rα+β. Wenn α+β ≥ N , ist Rα+β a¨quivalent
zur Rα+β−N . Es folgt, daß jeder Eintrag in der Produkttafel eine irreduzible Darstel-
lung ist. Aus dieser Diskussion kann man die folgenden Ru¨ckschlu¨sse ziehen: (i) aus
der Definition der Erzeugenden ergibt sich, daß die komplex konjugierte Darstellung
von R` RN−` ist, (ii) die Darstellung R0 hat alle Charaktere gleich 1 (diese ist die
bekannte “vollsta¨ndig symmetrische irreduzible Darstellung”), (iii) wenn N gerade
ist, ist RN/2 die andere reelle Darstellung. Die Beschreibung des Benzol-Moleku¨ls
mit der Gruppentheorie wird spa¨ter sehr nu¨tzlich sein, um die Harmonischenspek-
tren im Detail zu verstehen. Ob ein U¨bergang zwischen zwei Zusta¨nden im Laserfeld
unterschiedlicher Symmetriedarstellung mo¨glich ist oder nicht, kann aus dem Sym-
metrieprodukt des Anfangzustandes mit dem induzierenden U¨bergangsoperator und
dem komplex konjugierten Endzustand abgeleitet werden. Wenn das Produkt zur
vollsta¨ndig symmetrischen irreduziblen Darstellung fu¨hrt (in unserer Schreibweise
R∗end
⊗
ROp
⊗
Rini = R0), ist der U¨bergang mo¨glich.
3.4 Auswahlregeln: einzelner Floquet-Zustand
Wenn das System in einem einzelnen Floquet-Zustand ist, hat die Lo¨sung der Glei-
chung (3.7) die folgende Form:
Ψ(~r, t) ≡ Ψξ(~r, t) = e−iξtΦ(~r, t). (3.12)
Wenn der Laserpuls genu¨gend adiabatisch ist, ist die Berechnung des Harmoni-
schenspektrums aus der Fourier-Transformation des Dipolerwartungswertes eine gu-
te Na¨herung. Daher ist die Wahrscheinlichkeit, die n-te Harmonische bei einem
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System in einem Zustand Ψξ(~r, t) zu messen,
χ(n) ∝ n4
∣∣∣∣ ∫ einωtdt ∫ Ψ∗ξ(~r, t)ρe∓iϕΨξ(~r, t)d~r∣∣∣∣2
= n4
∣∣∣∣ ∫∫ Ψ∗ξ(~r, t)ρei(nωt∓ϕ)Ψξ(~r, t)d~r dt∣∣∣∣2
= n4
∣∣∣∣ ∫∫ Φ∗(~r, t)ρei(nωt∓ϕ)Φ(~r, t)d~r dt∣∣∣∣2
= n4
∣∣∣∣〈〈Φ(~r, t)|µˆ∓e−inωt|Φ(~r, t)〉〉∣∣∣∣2,
(3.13)
wobei µˆ∓ = ρei(nωt∓ϕ) der Dipoloperator ist und die doppelte Klammer 〈〈· · · 〉〉 Inte-
gration u¨ber Raum und Zeit bedeutet. Wenn wir [Hat(t)− i ∂∂t ] ≡ Hat(t) definieren,
folgt im Fall eines Atoms in einem linear polarisiertes Feld (in Dipolna¨herung), daß
der Hamilton-Operator Hat(t) invariant ist unter dem dynamischen Symmetrieope-
rator zweiter Ordnung
P2 = (~r → −~r, t→ t+ pi/ω). (3.14)
Daher ist der Zustand |Φ〉〉 (bei nicht-Entartung) gleichzeitig Eigenfunktion von
Hat(t) und des dynamischen Symmetrieoperators zweiter Ordnung mit Eigenwerten
±1. Die n-te Harmonische wird daher nur ausgestrahlt, wenn
〈〈Φ|µˆe−inωt|Φ〉〉 = 〈〈P2Φ|P2 µˆe−inωt P−12 |P2Φ〉〉 6= 0, (3.15)
und dies fu¨hrt zu
µˆ(~r)e−inωt = µˆ(−~r)e−inω(t+pi/ω), (3.16)
was nur mit ungeradem n erfu¨llt wird.
Der Hamilton-Operator Hmo(t) ≡ [Hmo(t) − i ∂∂t ] ist invariant unter einer Drehung
um eine N -za¨hlige Achse,
PN =
(
ϕ→ ϕ+ 2pi
N
, t→ t+ 2pi
Nω
)
, (3.17)
wobei ϕ die Winkelkoordinate um die Symmetrieachse ist. Mit einer a¨hnlichen
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Algebra wie oben ko¨nnen wir
e±i(ϕ+
2pi
N )e−inω(t+
2pi
Nω ) = e±iϕe−inωt =⇒ e−i 2pi(n±1)N = 1 (3.18)
erhalten. Aus dieser Gleichung folgt
n = kN ± 1, k ∈ N . (3.19)
Das bedeutet, daß mit ho¨herer Symmetrieordnung die Zahl der ausgestrahlten Har-
monischen in einem festen Frequenzintervall geringer ist. In dem Grenzfall einer
kontinuierlichen Symmetrie C∞ erzeugt ein zirkular polarisiertes Feld keine Harmo-
nische. Die zwei Harmonischen in jedem Paar haben entgegengesetzte Polarisation.
Die Harmonischen kN + 1 haben die gleiche Polarisation wie die einfallende Laser-
strahlung, die Harmonische kN − 1 die entgegengesetzte.
3.4.1 Alternative Herleitungen
Die Auswahlregeln fu¨r den Fall eines Floquet-Zustandes ko¨nnen auch aus einem Be-
zugssystemwechsel hergeleitet werden. Wenn man auf das rotierende Bezugssystem
wechselt, in dem der elektrische Feldvektor stationa¨r ist,
”
sieht“ das Elektron im
Fall des Ringmoleku¨ls ein rotierendes Ionenpotential in einem statischen Feld. Das
rotierende Ionenpotential erzeugt ein Feld mit der Grundfrequenz Nω. Im Fall des
Atoms im Zweifarbenlaserfeld entgegengesetzter Polarisation
”
sieht“ das Elektron
das statische Feld des ersten Lasers und das schwingende Feld des zweiten Lasers der
Frequenz Nω mit N = η + 1. In diesem Bezugssystem hat der Dipol nur Fourier-
Komponenten kNω mit k ∈ N . Wenn man zuru¨ck zum Laborsystem wechselt,
werden die Fourier-Komponenten um ±|ω| verschoben. Daraus folgt die Auswahl-
regel (3.19).
Im Fall des Moleku¨ls ist es mo¨glich, dieselbe Auswahlregel auch durch eine Betrach-
tung der Grundzustandssymmetrie herzuleiten. In der Tat ist der Grundzustand von
der Gestalt Ψ0 =
∑∞
k=0
∑
l≥kN ak,lY
kN
l , da er die passende azimuthale Symmetrie
haben muß. Angenommen die Polarisation des Lasers ist σ+. Wenn die ausgestrahl-
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Abbildung 3.1: Bahnen eines klassischen Punktteilchens in Zweifarbenlaserfeldern.
Die Frequenzen der Laser sind: (a) {ω,−2ω}, (b) {ω,−3ω}, (c) {ω, 4ω} und (d)
{ω, 5ω}. Man bemerkt, daß in den Fa¨llen (a) und (c) bzw. (b) und (d) das Teilchen
gleich oft zum Ursprung zuru¨ckkehrt. In der Tat gelten in diesen Fa¨llen gleiche
Auswahlregeln [21].
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te Harmonische ebenfalls Polarisation σ+ hat, muß das Moleku¨l kN + 1 Photonen
absorbieren, um die Symmetrie zu erhalten. Wenn hingegen die ausgestrahlte Har-
monische Polarisation σ− hat, ist die Zahl der absorbierten Photonen kN+1. Daher
hat die Harmonische dieselbe Polarisation wie der Laserpuls.
Fu¨r das Atom ist eine a¨hnliche Herleitung durch die Drehimpulserhaltung mo¨glich.
Ist das Elektron anfangs in einem s-Zustand und der erste Laser hat die Frequenz ω
und Polarisation σ+, wa¨hrend der zweite die Frequenz ηω und Polarisation σ− hat,
dann muß, wenn eine Harmonische mit Polarisation σ+ ausgestrahlt wird, die Sum-
me des Drehimpulses der absorbierten Photonen gleich 1 sein. Wenn p Photonen
aus dem ersten Laser absorbiert werden, mu¨ssen p−1 des anderen Lasers absorbiert
werden. Daher ist die totale absorbierte Energie pω+(p− 1)ηω = ω[p(1+ η)− η] =
ω[(p − 1)(1 + η) + 1]. Da p beliebig sein kann, erha¨lt man mit k = p + 1 und
N = η + 1, sodaß die (kN + 1)-ten Harmonischen ausgestrahlt werden. Dieses Ar-
gument kann auch fu¨r die Polarisation σ− angewendet werden und fu¨hrt analog zu
kN −1. Wenn die Polarisationen der zwei Laser gleich sind, kann man dieselbe Her-
leitung durchfu¨hren, und man findet dieselben Auswahlregeln, aber mit N = η − 1.
Befindet sich das System nicht in einem einzigen Floquet-Zustand, fu¨hren solch
einfach U¨berlegungen leider nicht mehr zum Ziel.
Die Auswahlregeln fu¨r den Fall {ω,−ηω} sind a¨quivalent zu denen des Falles {ω, (η+
2)ω}. Es ist interessant zu bemerken, daß diese A¨quivalenz auch aus den Bahnen ei-
nes klassischen Punktteilchen im Laserfeld erhalten werden kann. Es kommt na¨mlich
darauf an, wie oft in einem Laserzyklus 2pi/ω das Teilchen zum Startort, wo das Ion
angenommen wird, zuru¨ckkehrt [21]. Dies ist in Abbildung 3.1 illustriert.
3.5 Auswahlregeln: mehrere Floquet-Zusta¨nde
Fu¨r ein System, dessen Hamilton-Operator periodisch ist in der Zeit und das nicht in
einem einzelnen Floquet-Zustand ist, kann man die Wellenfunktion Ψ(~r, t) in einer
Reihe von Floquet-Zusta¨nden entwickeln,
Ψ(~r, t) =
∑
i
βie
−iξitΦi(~r, t), (3.20)
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wobei ξi die Quasienergie des Zustandes Φi ist. Die Quasienergie schreibt man
u¨blicherweise als ξi = ∆i − iΓi. ∆i ist die Energie im Feld und Γi ist die Ionisati-
onsrate. Im Folgenden wird der imagina¨re Teil von ξi vernachla¨ssigt, denn er fu¨hrt
lediglich zu einer endlichen Linienbreite der Harmonischen. Gleichung (3.13) wird
zu
χ(n) ∝ n4
∣∣∣∣∣∑
i
|βi|2
∫∫
Φiρe
i(nωt∓ϕ)Φid~rdt
+
∑
i≥j
β∗i βj
∫∫
Φie
+i∆itρei(nωt∓ϕ)e−i∆jtΦjd~rdt
+
∑
i≥j
β∗jβi
∫∫
Φje
i∆jtρei(nωt∓ϕ)e−i∆itΦid~rdt
∣∣∣∣∣
2
.
(3.21)
Fu¨hrt man ∆ji ≡ ∆j −∆i und den Operator
Gˆ
(i,j)
∓ ≡ ρei((nω−∆
j
i )t∓ϕ)
ein, kann man die Entwicklung (3.21) mit dem Formalismus des erweiterten Hilber-
traumes als
χ(n) ∝ n4
∣∣∣∣∣∑
i
|βi|2〈〈Φi|Gˆ(i,i)∓ |Φi〉〉+
∑
i≥j
β∗i βj〈〈Φi|Gˆ(i,j)∓ |Φj〉〉
+
∑
i≥j
β∗jβi〈〈Φj|Gˆ(j,i)∓ |Φi〉〉
∣∣∣∣∣
2 (3.22)
schreiben. Man kann Gˆ
(i,j)
∓ als den einen U¨bergang erzeugenden Operator betrach-
ten. Die Anfangszusta¨nde und Endzusta¨nde ko¨nnen gleich oder verschieden sein.
Wenn ein U¨bergang passiert, wird eine Harmonische ausgestrahlt. Wenn das Sy-
stem in einem reinen Floquet-Zustand ist, besteht die Entwicklung (3.22) aus nur
einem Summanden. Wenn das System im Floquet-Grundzustand ist, ist χ(n) pro-
portional zur Fourier-Transformation des auf den Floquet-Grundzustand bezogenen
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Dipolerwartungswertes
χ(n) ∝ n4
∣∣∣|β0|2〈〈Φ0|Gˆ(i,i)∓ |Φ0〉〉∣∣∣2 . (3.23)
Die Struktur des Harmonischenspektrums kann nun hergeleitet werden. Da Pˆ−1N PˆN =
1, gilt
〈〈Φi|Gˆ(i,j)∓ |Φj〉〉 = 〈〈PˆNΦi|PˆNGˆ(i,j)∓ Pˆ−1N |PˆNΦj〉〉, (3.24)
und wenn man den Operator Gˆ
(i,j)
∓ in expliziter Form schreibt, erha¨lt man
PˆNGˆ
(i,j)
∓ Pˆ
−1
N = PˆN ρ0 e
i((nω−∆ji )t∓ϕ)Pˆ−1N
= ρ0 e
i((nω−∆ji )t∓ϕ)
[
ei
2pi
N
(n−∆
j
i
ω
∓1)
]
= Gˆ
(i,j)
∓
[
ei
2pi
N
(n−∆
j
i
ω
∓1)
]
.
(3.25)
Wenn man M mal den Operator anwendet, erha¨lt man
[PˆN ]
M Gˆ
(i,j)
∓ [Pˆ
−1
N ]
M = Gˆ
(i,j)
∓
[
ei
2piM
N
(n−∆
j
i
ω
∓1)
]
. (3.26)
Gruppentheoretisch ist der Term zwischen den Klammern in (3.25) der Genera-
tor der entsprechenden irreduziblen Darstellung. Außerdem kann man aus der
Gleichung (3.26) sehen, wie der Harmonischenerzeugungsoperator sich unter den
dynamischen Drehungen verha¨lt. Wenn die irreduziblen Darstellungen der Floquet-
Zusta¨nde Φi(~r, t) und Φj(~r, t) gegeben sind, kann man herleiten, welcher Darstellung
der Operator Gˆ
(i,j)
∓ entsprechen muß, um Gleichung (3.24) zu erfu¨llen. Mit unserer
Schreibweise muß R∗i
⊗
Rop
⊗
Rj = R0 gelten, wobei Rop die irreduzible Darstellung
des Operators Gˆ
(i,j)
∓ ist. Aus der Charakterentafel der Gruppe folgt, daß PˆNΦj(~r, t)
gleich einer Phase mal Φj(~r, t) ist und a¨hnlich fu¨r Φi(~r, t). Auch PˆNGˆ
(i,j)
∓ Pˆ
−1
N erzeugt
eine Phase. Um die Erzeugung einer Harmonischen zu erlauben, muß das Produkt
dieser drei Phasen gleich der Einheit sein. Deshalb muß der Operator Gˆ
(i,j)
∓ der
Darstellung R`i−`j entsprechen. Wenn man den Term zwischen den Klammern in
der Gleichung (3.25) gleich dem Generator der Darstellung R`i−`j setzt, erha¨lt man
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die Forderung
ei
2pi
N
(n−∆
j
i
ω
∓1) = ei
2pi(`i−`j)
N =⇒ 2pi
N
(n− ∆
j
i
ω
∓ 1) = 2pi(`i − `j)
N
+ 2pik. (3.27)
Daraus folgt
Gˆ
(i,j)
∓ −→ n = k N + `ij +
∆ji
ω
± 1, (3.28)
wobei `ij = `i − `j ist [29]. Fu¨hrt man das Symbol ˜`i ≡ `i − ∆iω ein, d.h. den
Symmetrieindex minus der Energie des Zustandes im Laserfeld in Frequenzeinheiten,
kann man (3.28) als
Gˆ
(i,j)
∓ −→ n = k N + ˜`ij ± 1 (3.29)
schreiben, wobei ˜`ij =
˜`
i − ˜`j ist.
Wenn n gea¨ndert wird, zwingt man den Operator Gˆ
(i,j)
∓ , sich unter den dynamischen
Symmetrientransformationen nach den verschiedenen Darstellungen R` zu verhalten.
Fu¨r jedes ˜` werden einige Harmonische ausgestrahlt. Die Auswahlregeln fu¨r Gˆ
(i,i)
∓
mit `ij = 0 und ∆
j
i = 0 spiegeln die in [25] diskutierten Fa¨lle wider, denn Anfangs-
und Endzustand sind gleich in diesem Fall, so daß der Operator Gˆ
(i,i)
∓ sich gema¨ß
der vo¨llig symmetrischen Darstellung verha¨lt. Es soll betont werden, daß die Gˆ
(i,j)
∓
und Gˆ
(j,i)
∓ betreffenden Prozesse verschieden sind, weil Anfangs- und Endzustand
vertauscht sind.
Wenn die Energiedifferenz der den irreduziblen Darstellungen R`i und R`f entspre-
chenden Zusta¨nde im Laserfeld gleich ω(`i − `f ) ist, erha¨lt man eine Art zufa¨lliger
Entartung: die Linien, die solchen U¨berga¨ngen entsprechen, ko¨nnen von denen,
die von Einzelzustandsprozessen erzeugt werden, nicht unterschieden werden. Der
Operator Gˆ
(i,j)
∓ kann sich nach irgendeiner Darstellung transformieren. Daher sind
alle U¨berga¨nge zwischen den Floquet-Zusta¨nden im Prinzip mo¨glich. Natu¨rlich be-
deutet dies nicht, daß alle U¨berga¨nge mit gleicher Wahrscheinlichkeit passieren.
Beachtet man, daß der Grundzustand R0 entspricht und die anderen R` ho¨here
Zusta¨nde darstellen, hat man die folgenden Symmetrieeigenschaften fu¨r die wichtig-
sten U¨berga¨nge: (i) R0 → R0 : Symmetrie R0, (ii) R0 → R` : Symmetrie R`, (iii)
R` → R0 : Symmetrie R∗` ≡ RN−` ≡ R−`, (iv) R` → R` : Symmetrie R0.
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Tabelle 3.1: Charakterentafel fu¨r die Gruppe D6.
D6 E C2 2C3 2C6 3C ′2 3C ′′2
A1 1 1 1 1 1 1
A2 1 1 1 1 −1 −1
B1 1 −1 1 −1 1 −1
B2 1 −1 1 −1 −1 1
E2 2 2 −1 −1 0 0
E1 2 −2 −1 1 0 0
Wenn die Frequenz ω des endlichen Laserpulses (oder eine ihrer Vielfachen) fast
resonant mit einem U¨bergang ist, wird dieser Zustand einfacher zu erreichen sein.
Daher sind U¨berga¨nge, die mit diesem Zustand verbunden sind, wahrscheinlicher
als andere. Wenn die Frequenz des Laserfeldes fern von allen Resonanzen ist, dann
gibt nur der Grundzustand, d.h. R0, einen bedeutenden Beitrag zur Harmonischen-
erzeugung. Aufgrund der Tatsache, daß die Auswahlregeln den Term ∆i enthalten,
kann man aus dem Harmonischenspektrum das Energieintervall zwischen den “field-
dressed” Zusta¨nden ermitteln.
3.6 Benzolmoleku¨l
Das Benzolmoleku¨l hat eine SymmetrieD6h, aber wenn man nur Funktionen betrach-
tet, die alle gerade oder ungerade unter Spiegelungen an der Moleku¨lebene sind, ist es
ausreichend, nur die Symmetrietransformationen der Gruppe D6 zu beru¨cksichtigen.
Die Charakterentafel der Gruppe D6 wird in Tabelle 3.1 gezeigt. Wenn man die vier
niedrigsten Zusta¨nde mit den irreduziblen Darstellungen der Gruppe D6 verbin-
det, erha¨lt man: A1 (Grundzustand), E1 (erster angeregter, zweidimensional), E2
(zweiter angeregter, zweidimensional), B1 (dritter angeregter, eindimensional). Wie
schon diskutiert wurde, geho¨rt der Hamilton-Operator Hmo = H
0
mo +W (t) zur dy-
namischen Symmetriegruppe G6, die isomorph zu C6 ist. Die Charakterentafel der
Gruppen G6 und C6 wird in Tabelle 3.2 gezeigt. Fu¨r die Gruppe C6 benutzen wir
die u¨bliche Schreibweise, fu¨r G6 die oben vorgestellte. Wenn der Laser anwesend
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Tabelle 3.2: Charaketerentafel der Gruppe G6 und ihrer isomorphen Gruppe C6.
G6 C6 E C6 C3 C2 C23 C56
R0 A 1 1 1 1 1 1
R3 B 1 −1 1 −1 1 −1
R1 E
a
1 1 ω ω
2 ω3 ω4 ω5
R5 E
b
1 1 ω
5 ω4 ω3 ω2 ω
R2 E
a
2 1 ω
2 ω4 1 ω2 ω4
R4 E
b
2 1 ω
4 ω2 1 ω4 ω2
Tabelle 3.3: Produkttafel fu¨r die irreduziblen Darstellungen der Gruppe C6.⊗
R0 R1 R5 R2 R4 R3
R0 R0 R1 R5 R2 R4 R3
R1 R1 R2 R0 R3 R5 R4
R5 R5 R0 R4 R1 R3 R2
R2 R2 R3 R1 R4 R0 R5
R4 R4 R5 R3 R0 R2 R1
R3 R3 R4 R2 R5 R2 R0
ist, sind die Entartungen der Darstellungen E1 und E2 aufgehoben. Wenn man z.B.
die Darstellung E1 des feldfreien Systems beru¨cksichtigt, erha¨lt man, daß mit einem
unendlichen Puls die Darstellung reduzibel wird. Man hat E1 → Ea1+Eb1 = R1+R5.
Dasselbe fu¨r E2, E2 → Ea2+Eb2 = R2+R4. Daher geho¨ren die komplex konjugierten
Darstellungen zu verschiedenen Energiezusta¨nden. Dies liegt an der Nichtinvarianz
des Hamilton-Operators unter Zeitinversion (ein a¨hnlicher Fall liegt vor, wenn ein
Magnetfeld anwesend ist).
Das Moleku¨l im Laserfeld wird durch die Darstellungen Ri (mit i zwischen 0 und
5) beschrieben. Dieses System ist stabil, d.h., es gibt keine U¨berga¨nge zwischen
den
”
field-dressed“ Zusta¨nden. U¨berga¨nge werden mo¨glich, wenn
”
Sto¨rungen“ an-
wesend sind. Die Auswahlregeln ko¨nnen in diesem Fall aus Tabelle 3.3 erhalten wer-
den. Wenn der Laserpuls eine endliche Dauer hat, kann man dies als eine Sto¨rung
betrachten. Ein U¨bergang ist nur mo¨glich, wenn der induzierende Operator die
angemessene Symmetrie hat.
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3.7 Numerisches Modell
Um den numerischen Aufwand angemessen zu halten, wurden die Simulationen auf
ein zweidimensionales Modell beschra¨nkt [30]. In diesem Modell liegen Moleku¨l und
elektrischer Feldvektor in einer Ebene. Wir untersuchen den Fall eines einzelnen
Elektrons in einem ringfo¨rmigen Potential von N Ionen. Verschiedene
”
soft-core“
Potentialsorten ko¨nnen dafu¨r verwendet werden. Das Potential, das in den hier
vorgestellten Simulationen benutzt wurde, ist
V (ρ, ϕ) = − A√
(ρ− r0)2 + β
(α cos (N ϕ) + 2− α), (3.30)
wobei r0 der Radius des Moleku¨ls ist, und ρ und ϕ ZylinderKoordinaten sind. β ist
ein Parameter, der die Glattheit und die Tiefe des Potentials regelt. Er bestimmt
die Weite des Grundzustandes entlang des Ringes. α reguliert die lokalen Maxima
des Potentials, wobei die Minima konstant bleiben (der Parameter α ist eingefu¨hrt
worden, um die Anwesenheit von Punkten zu vermeiden, wo fu¨r endliches ρ V =
0 ist). A ist die Sta¨rke des Potentials. Fu¨r die hier vorgestellten Simulationen
wurde α = 0.99 und β = 0.38 gewa¨hlt. Wenn die Werte von α und β, die zu
vernu¨nftigen Eigenschaften des Modells fu¨hren, ausgewa¨hlt und festgelegt worden
sind, ko¨nnen wir A vera¨ndern, um die Ionisationsenergie des Moleku¨ls zu regeln.
Das Potential hat N Oszillationen in der azimuthalen Richtung, jedes Minimum
verko¨rpert die Lage eines Ions. Das Potential strebt nach Null, wenn ρ → ∞. Es
wurde getestet, daß die Harmonischenerzeugung von den Einzelheiten des Potentials
nur sehr schwach abha¨ngig ist. Sie ist jedoch stark abha¨ngig von dessen Geometrie
und Symmetrien. Es ist von Vorteil, ein Modellpotential zu benutzen, das, wa¨hrend
es die genaue Symmetrie erha¨lt, numerisch optimiert werden kann, d.h. ein Modell
zu suchen, das mit so wenig Gitterpunkten wie mo¨glich auskommt. Um die Zahl
der Gitterpunkte zu minimieren und um keine physikalische Symmetrie zu brechen,
wurde ein polares Gitter verwendet. Die Zahl der Gitterpunkte in azimuthaler
Richtung war ein Vielfaches von N . Fu¨r N = 6, wie in Benzol hat das Potential
eine Symmetrie C6 bzgl. der orthogonalen Achse.
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Abbildung 3.2: Energieverhalten der ersten sechs Zusta¨nde in Abha¨ngigkeit von A.
Fu¨r ein gutes Versta¨ndnis des Harmonischenspektrums ist es wichtig, das Niveau-
schema im Detail zu studieren. Um das Modell zu charakterisieren, wurden fu¨r
verschiedene Potentialsta¨rken A in dem Intervall zwischen 0.2 und 1.6 die Energien
der ersten sechs Zusta¨nde berechnet. In diesem Abschnit nimmt die Energie des
Moleku¨lgrundzustandes von −0.14 auf −2.44 ab. Der Grundzustand, der dritte und
vierte angeregte Zustand sind nicht entartet, die anderen sind zweifach entartet.
In der Abbildung 3.2 wird das Energieverhalten gezeigt. Fu¨r niedrige Werte von
A geho¨ren einige von den Zusta¨nden zum Kontinuum. Die Vergro¨ßerung zeigt die
Region um A = 0.375, wo vier Zusta¨nde gebunden sind. Fu¨r ho¨here A sind die
Zusta¨nde in zwei A¨ste aufgespalten und eine Lu¨cke wird sichtbar.
Konturliniendarstellungen der zu den sechs Zusta¨nden geho¨renden Wahrscheinlich-
keitsdichte werden fu¨r A = 0.80 in Abbildung 3.3 gezeigt. Die Form und die Sym-
metrien der Zusta¨nde sind nicht A-abha¨ngig, aber die ra¨umliche Ausdehnung. Fu¨r
niedrige Werte von A ist die Wahrscheinlichkeitsdichte selbstversta¨ndlich schwa¨cher
gebunden als fu¨r ho¨here Werte. Dies ist besonders deutlich fu¨r die ho¨heren Zusta¨nde.
Die sechs Zusta¨nde werden im Folgenden mit 0, 1a, 1b, 2a, 2b, 3, 4, 5a, 5b bezeich-
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net. Die Indizes werden benutzt, um die entarteten Zusta¨nde zu unterscheiden. Die
nichtentarteten Zusta¨nde 0, 3 und 4 haben eine C6 Symmetrie. Der erste Ast in
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Abbildung 3.3: Konturliniedarstellung der ersten sechs Zusta¨nde des Modellbenzols.
Fu¨r jeden entarteten Zustand werden zwei linear unabha¨ngige Zusta¨nde gezeigt. Die
nichtentarteten Zusta¨nde haben eine volle C6 Symmetrie.
Abbildung 3.2, der die ersten vier Zusta¨nden 0 − 3 entha¨lt, nimmt fu¨r zunehmen-
des A rasch ab. Der zweite Ast, der die ho¨heren Zusta¨nde 4 − 5 entha¨lt, nimmt
viel langsamer ab und liegt fu¨r A < 0.4 im Kontinuum. Daraus resultiert, daß fu¨r
zunehmendes A der Abstand zwischen den zwei A¨sten gro¨ßer wird. Um die Ionisie-
rungsenergie (−0.34 a.u.) des realen Benzols zu bekommen, muß man A = 0.375
wa¨hlen (siehe Ausschnitt). Das Niveauschema unseres einfachen Modells stellt das
Moleku¨larorbitalschema des realen Benzols u¨berraschend gut dar. Die Zusta¨nde 4
und 5 liegen im Kontinuum, und nur die vier Zusta¨nde 0 − 3 sind gebunden und
haben die richtige Entartung [31].
Eine Gro¨ße, die in der Harmonischenerzeugung eine wichtige Rolle spielt, ist der
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Abstand Ω zwischen dem Grundzustand und dem ersten angeregten Zustand. Fu¨r
zunehmendes A, d.h. eine abnehmende Energie des Grundzustandes, nimmt Ω ab.
3.8 Ergebnisse im nichtresonanten Fall
Hier diskutieren wir die Ergebnisse, die mit einer Frequenz des Laserpulses erhalten
wurden, die fern von Resonanzen zwischen Grundzustand und angeregten Zusta¨nden
ist [30]. Die Untersuchungen sind auf die Struktur des Harmonischenspektrums fu¨r
verschiedene Werte der Ionisierungsenergie konzentriert. Im allgemeinen zeigen die
Ergebnisse, daß zusammen mit den Harmonischen, die man aus den Einzelzustands-
auswahlregeln n = kN ± 1 [25] erwartet, andere Linien auftreten. Man beobachtet
auch, daß fu¨r hohe Werte von A der Abstand zwischen den zwei A¨sten in Abbil-
dung 3.2 eine wichtige Rolle spielt. Fu¨r jedes A sind verschiedene Simulationen mit
Pulsen, die dieselbe Frequenz, aber verschiedene Intensita¨ten hatten, durchgefu¨hrt
worden. Im Allgemeinen wurde ein Sinusquadratpuls von 30 Zyklen und Frequenz
ω = 0.0942 benutzt. Um ein besseres Versta¨ndnis der nichterwarteten Linien zu er-
halten, ist es nu¨tzlich, als erstes den Bereich niedriger Intensita¨ten zu untersuchen.
3.8.1 Niedrige Felder
Wenn die Intensita¨t des Laserfeldes nicht hoch genug ist, um Harmonische zu er-
zeugen, zeigt die Fourier-Transformation des Dipols nur die Grundfrequenz. Es ist
klar, daß die Feldsta¨rke, die no¨tig ist, um effizient Harmonische zu erzeugen, von
der Ionisierungsenergie abha¨ngt. In Abbildung 3.4 sind zwei Dipolspektren fu¨r ver-
schiedene Werte von A gezeigt. Das Spektrum in Abbildung 3.4a wurde mit einer
Amplitude Eˆ = 0.005 und A = 1.6 erhalten. In diesem Fall sind mit Ausnahme der
Grundfrequenz und der fu¨nften Harmonischen andere vier Linien anwesend; zwei
Linien sind bei 14.1ω beziehungsweise bei 16.1ω lokalisiert. Wir nennen sie Λa und
Λb. Diese zwei Linien entsprechen zwei Resonanzen zwischen den Zusta¨nden 0→ 5
und 3→ 4 und sind daher rotverschoben fu¨r abnehmendes A, was in Abbildung 3.4b
(A = 1.4) besta¨tigt wird. In dieser Abbildung ist die fu¨nfte Harmonische sta¨rker,
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Abbildung 3.4: Spektren im Niedrigfeldbereich. In (a) A = 1.6 und Eˆ = 0.005, in
(b) A = 1.4 und Eˆ = 0.005. Die Linien Λa, Λb und Υ sind in beiden Abbildungen
anwesend. Wenn A zunimmt, sind die Linien Λa und Λb rot-verschoben.
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weil effiziente Harmonischenerzeugung schwa¨chere Felder erfordert, wenn die Ioni-
sierungsenergie niedriger ist. Eine subharmonische Linie bei Ω, entsprechend einem
U¨bergang zwischen dem Grundzustand und dem ersten angeregten Zustand, ist in
beiden Fa¨llen anwesend. Diese Linie wird im folgenden Υ genannt. Eine andere
Linie ist bei 2ω −Ω. Man bemerkt, daß Λa und Λb im Vergleich zu den Positionen,
die man von dem ungesto¨rten Niveauschema erwartet, blauverschoben sind. Diese
Verschiebung kann mit dem dynamischen Stark-Effekt erkla¨rt werden. Der Grund-
zustand bleibt fast unberu¨hrt, und ho¨here Zusta¨nde verschieben sich sta¨rker. Daher
nimmt mit zunehmender Laserintensita¨t der Abstand zwischen den zwei A¨sten im
Laserfeld zu. Dies fu¨hrt zu einer Blauverschiebung von Λa und Λb. Die drei Linien
Λa, Λb und Υ sind die ersten Linien, die im Bereich niedriger Intensita¨ten sichtbar
werden.
3.8.2 Hohe Felder
Das Harmonischenspektrum a¨ndert sich mit zunehmender Laserintensita¨t. In der
Abbildung 3.5 sind die Harmonischenspektren fu¨r vier verschiedene Feldamplituden
und A = 1.6 gezeigt. In der Abbildung 3.5a ist Eˆ = 0.02, und das Spektrum ist auf
den ersten Blick a¨hnlich dem in Abbildung 3.4a: Λa und Λb sind beide anwesend, und
auch die erste erwartete Harmonische, d.h. die fu¨nfte, ist zu sehen. Wenn das Feld
auf Eˆ = 0.12 zunimmt, werden auch die 7. und die 11. sichtbar, und die Linien Λa
und Λb sind noch anwesend, sitzen allerdings auf einem breiten Untergrund. Dieses
Pha¨nomen basiert auf drei verschiedenen Effekten: (i) im allgemeinen nimmt die
Breite der Linien Λa und Λb bei ho¨heren Feldern zu, (ii) andere Kana¨le, d.h. andere
Resonanzlinien zwischen den zwei A¨sten, ko¨nnen geo¨ffnet werden, wenn das Feld
stark genug wird, und (iii) durch die vom elektrischen Feld beseitigte Entartung
werden mehr Resonanzlinien mo¨glich. Diese Faktoren erzeugen eine breite Struktur
im Spektrum der Harmonischen, deren Lage abha¨ngig von A ist. Außerdem sind
in der Abbildung 3.5b um die erwarteten Harmonischen andere Satellitenlinien zu
sehen.
In Abbildung 3.5c, Eˆ = 0.21, sind viele Harmonischenpaare sichtbar und die oben
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Abbildung 3.5: Entwicklung des Harmonischenspektrums mit zunehmender
Feldsta¨rke fu¨r A = 1.6: (a) Eˆ = 0.02, (b) Eˆ = 0.12, (c) Eˆ = 0.21, (d) Eˆ = 0.27.
Wenn das Feld zunimmt, erscheinen um die Harmonischen niedriger Ordnung andere
Satellitenlinien. Die ho¨chste sichtbare Harmonische ist die 49ste.
angesprochene breite Struktur ist jetzt nur eine leichte Modulation des Harmoni-
schenspektrums. Dies wird klarer in Abbildung 3.5d, wo Harmonische bis zur 49.
anwesend sind und die 17. auf dieser breiten Struktur sitzt. Die Abha¨ngigkeit der
Harmonischensta¨rke vom elektrischen Feld wurde ebenfalls untersucht. Die Ergeb-
nisse fu¨r Harmonische bis zur 31. sind in Abbildung 3.6 gezeigt. Fu¨r jedes Paar Har-
monische gibt es eine Mindestschwelle fu¨r das Laserfeld, unter der die Harmonischen
nicht sichtbar sind. Alle Sta¨rken in der Abbildung 3.6 sind auf die Fundamentale
normiert. Beachtenswert ist die Effizienz der 5. Harmonische, die 13% erreichen
kann.
Wenn man die Simulationsserie aus Abbildund 3.5 fu¨r ein kleineres A wiederholt,
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Abbildung 3.6: Sta¨rke der Harmonischen in Abha¨ngigkeit von der elektrischen
Feldamplitude Eˆ des Lasers. Die erste Harmonische (ω) kann eine Effizienz bis
zu 13% erreichen. In der NiedriGfeldregion ist die Sta¨rke der 13. und 17. Harmo-
nischen wegen der Anwesenheit der breiten Untergrundstrukturen besonders hoch.
Der Wert von A ist konstant, A = 1.6.
erha¨lt man a¨hnliche Ergebnisse, solange der Abstand zwischen den A¨sten aus Ab-
bildung 3.2 genu¨gend groß ist. Wenn der Abstand zirka zehn Photonen entspricht,
spielen die zwei Linien Λa und Λb eine nicht so wichtige Rolle, weil sie in einer so
niedrigen Frequenzregion liegen, daß sie von dem Hintergrund des Harmonischen-
spektrums verdeckt sind, der in diesem Bereich hoch ist. Wa¨hrend sich die Sta¨rke
der Harmonischen fu¨r zunehmende Laserfeldsta¨rke erho¨ht, bleibt diejenige von Λa
und Λb fast konstant. Die Ausdehnung des Harmonischenspektrums ha¨ngt von A
ab. Bei fester Laserfrequenz werden um so weniger Harmonische erzeugt, je kleiner
A ist.
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Abbildung 3.7: Spektrum fu¨r A = 1.00 und ω = 0.0942. Der Wert von Ω kommt
der Laserfrequenz ω nahe, und das Spektrum zeigt eine vielschichtige Struktur mit
vielen starken Satellitenlinien.
Wie bereits erwa¨hnt ist Ω der Abstand zwischen den Zusta¨nden 0 und 1. Fu¨r große
A (oder hohe Frequenz) hat man ω > Ω, aber fu¨r zunehmendes A kommt Ω der
Laserfrequenz nahe bzw. u¨berholt sie. Das Verha¨ltnis zwischen ω und Ω beeinflußt
die Harmonischenausstrahlung. Man beobachtet, daß fu¨r ω ≈ Ω ein kompliziertes
Spektrum erzeugt wird. Zusammen mit den erwarteten Harmonischen sind viele
andere Linien mit a¨hnlicher Sta¨rke anwesend. Ein Beispiel ist in Abbildung 3.7
gezeigt. A¨hnliches wurde in einem eindimensionalen Modell [32] auch beobachetet.
Die Form der Satellitenstrukturen um die erwarteten Harmonischen sind in beiden
Fa¨llen a¨hnlich.
Es scheint, daß das System in diesem Resonanzfall nicht in einem einzelnen nichtent-
arteten Floquet-Zustand ist. Extralinien, Satellitenstrukturen und andere Details
sind in der Tat sehr sensibel bzgl. Pulsform und -dauer.
Um ein Modell zu untersuchen, das a¨hnlich zum echten Benzol ist, wurde A = 0.375
gewa¨hlt. Wenn die gleichen Pulsparameter beibehalten werden und A abnimmt,
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Abbildung 3.8: Dipolspektrum fu¨r A = 0.375 und ω = 0.0314. Auch in diesem Fall,
wo die Ionisierungsenergie der des Benzolmoleku¨ls entspricht, zeigt das Spektrum
die gleiche Struktur wie in dem hochgebundenen und hochfrequenten Fall. Die Linie
bei 3ω ist ein Zerfall von Zustand 1 nach Zustand 0.
wa¨chst die Ionisationsrate. Daher sind unter diesen Bedingungen das Niveauschema
und der Harmonischenerzeugungsprozeß im Vergleich zu den schon diskutierten sehr
unterschiedlich: die Ionisierungsenergie ist von 2.44 auf 0.34 reduziert. Wie oben
erwa¨hnt existieren nur vier Zusta¨nde und die Lu¨cke zwischen den beiden A¨sten
ist nicht da. Mit diesen Bedingungen fu¨hrt ein Puls mit ω = 0.0942 zu keinen
Harmonischen. Die Frequenz ist im Vergleich zur Ionisierungsenergie hoch, und
nur wenige Photonen sind no¨tig, um das Kontinuum zu erreichen. Abgesehen von
extrem schwachen Feldern u¨berwiegen sofort U¨berga¨nge ins Kontinuum.
Daher wurde eine Simulationsserie fu¨r das Benzolmodell mit einer niedrigen Fre-
quenz ω = 0.0314 gemacht. Mit dieser Frequenz sind elf Photonen no¨tig, um das
Kontinuum zu erreichen, d.h. das Moleku¨l kann nur mit einem Multiphotonenpro-
zeß hoher Ordnung ionisiert werden. Ein Spektrum mit dieser niedrigen Frequenz
und Eˆ = 0.044 ist in Abbildung 3.8 gezeigt. Wie in dem starkgebundenen und
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hochfrequenten Fall zeigt das Dipolspektrum die von den Auswahlregeln erlaubten
Harmonischen. Die Effizienz der Harmonischen in Abbildung 3.8 ist nicht so hoch
wie die der Harmonischen in Abbildung 3.5. Eine neue Linie bei 3ω ist in dem Spek-
trum anwesend. Diese Linie ist eine Resonanz zwischen den Zusta¨nden 0 und 1 (fu¨r
A = 0.375, Ω = 0.0914 ≈ 3ω). Die Ergebnisse der zweidimensionalen Simulationen
sind im Vergleich zu denen der eindimensionalen Rechnungen in [32] verschieden.
Fu¨r letztere wurden keine Harmonische fu¨r ω < Ω beobachtet. Dies ko¨nnte daran
liegen, daß im eindimensionalen Fall das Niveauschema verschieden ist und es kein
Kontinuum gibt.
3.9 Ergebnisse im resonanten Fall
Wenn man mit R˜ die feldfreie Energie der des Zustandes entsprechenden R-Darstellung
der D6 Gruppe bezeichnet, erha¨lt man als Energien der vier Zusta¨nde fu¨r A = 1.0,
A˜1 = −1.292, E˜1 = −1.226, E˜2 = −1.098 und B˜1 = −1.027. Die Energieabsta¨nde
zwischen den angeregten Zusta¨nden und dem Grundzustand sind Ω1 = 0.0658,
Ω2 = 0.1937 und Ω3 = 0.2648. Um eine einfache Bezugnahme zu ermo¨glichen, fu¨hren
wir fu¨r den U¨bergang zwischen den Zusta¨nden Ri und Rj und der entsprechenden
Linie im Harmonischenspektrum die Bezeichnung Lij± ein. L ist der Wert von `,
der zur U¨bergangssymmetrie geho¨rt. Der untere Index unterscheidet zwischen plus
und minus in Gleichung (3.29). Die oberen Indizes geben den Anfangszustand bzw.
Endzustand an. Die Reihenfolge der Zusta¨nde in dem oberen Index bestimmt das
Vorzeichen der Linienverschiebung, die von dem Abstand zwischen den Zusta¨nden
abha¨ngt. Die Mehrheit der Nichteinzelzustandsu¨berga¨nge, die hier diskutiert wer-
den, verbinden einen hohen Zustand mit dem Grundzustand. U¨berga¨nge zwischen
hohen Zusta¨nden sind mo¨glich, aber unwahrscheinlich. Die Lage einer Linie, die
von einem U¨bergang zwischen einem angeregten Zustand und dem Grundzustand
erzeugt wird, ist L0i± = kN + i −∆i ± 1, und fu¨r den entgegengesetzten Prozeß ist
sie L0i± = kN − i+∆i ± 1, wobei ∆i der Abstand zwischen dem Grundzustand und
dem Zustand Ri ist.
Wegen des dynamischen Stark-Effektes verschieben sich die Zusta¨nde; daher ist ∆i
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Abbildung 3.9: Dipolspektrum fu¨r das Benzolmodell. Die Laserfrequenz ist ω =
0.0942. Zusammen mit den Linien, die aus der Einzelzustandsberechnung erwartet
werden (X und Y), sind andere Linien anwesend, die von der Rekombination mit
verschiedenen Zusta¨nden erzeugt werden. Der zweite angeregte Zustand spielt eine
wichtige Rolle.
durch ∆i = Ωi+ δi gegeben. Ωi ist der Abstand zwischen zwei feldfreien Zusta¨nden,
und δi ist die Verschiebung wegen der Anwesenheit des Laserfeldes. Da man die
Auswahlregeln und die Werte der feldfreien Energieabsta¨nde weiß, kann man im
Fall von Nichteinzelzustandsu¨berga¨ngen die Struktur des Harmonischenspektrums
vorhersagen. Die einzigen Ungewißheiten sind die Werte der Verschiebungen δi, aber
diese Verschiebungen ko¨nnen aus Simulationen mit verschiedenen Laserintensita¨ten
ermittelt werden. Wenn das Feld schwach ist, ist δi sehr klein (fu¨r vernachla¨ssigbare
δi erha¨lt man ∆i → Ωi) und die Linien liegen in der Na¨he der Positionen, die man
von dem ungesto¨rteten Niveauschema erwartet. Bei zunehmendem Feld kann die
Verschiebung der Zusta¨nde verfolgt werden. Obwohl die Verschiebungen ziemlich
groß werden ko¨nnen, bleibt die Interpretation des Spektrums immer eindeutig.
Ein Beispiel eines Spektrums mit Linien, die von Prozessen zwischen verschiedenen
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Abbildung 3.10: Dipolspektren fu¨r verschiedenen Feldintensita¨ten: Eˆ = 0.10 (durch-
gezogene Linie), Eˆ = 0.08 (gepunktete Linie), and Eˆ = 0.14 (gestrichelte Linie). Die
Verschiebung wegen des Laserfeldes kann sehr stark sein. Linien bewegen nach rechts
oder nach links, je nach den Anfangszusta¨nden.
Zusta¨nden erzeugt werden, wird in der Abbildung 3.9 gezeigt. In diesem Beispiel
ist die Wechselwirkung zwischen einem Puls von 40 Zyklen und ω = 0.0942 mit ei-
nem Elektron im molekularen Modellpotential simuliert worden. Die Amplitude des
Laserfeldes Eˆ war 0.14. Fu¨r jede Linie ist es mo¨glich, den erzeugenden Prozeß abzu-
leiten. Dasselbe Symbol entspricht demselben Prozeß, aber mit einem verschiedenen
Multiplikator k, d.h. eine verschiedene Zahl Photonen.
Im Fall von Benzol wird ein solcher Prozeß alle N = 6 Frequenzeinheiten wiederholt.
Die Zusta¨nde, die zusammen mit dem Grundzustand eine Rolle spielen, sind der
erste und der zweite angeregte, d.h. E1 und E2. Die U¨berga¨nge zwischen dem
Grundzustand und dem Zustand E1 erzeugen Linien der Art 1, die zwischen dem
Grundzustand und dem Zustand E2 Linien der Art 2. Mit den Parametern, die
zu dem in Abbildung 3.9 gezeigten Spektrum fu¨hren, findet man, daß insbesondere
der Zustand E2 eine wichtige Rolle spielt. Dies liegt an der Laserfrequenz, die fast
3.9. ERGEBNISSE IM RESONANTEN FALL 57
 
	
ﬀﬂﬁ
ﬃ
! 
"
#
$
% &
' (
)*
#
+
,.-0/ 1
2
,
10/ -
3
,
14/ -
2
,
-0/ 1
3
,
-5/ 1
2
,
14/ -
2
,
-5/ 1
3
,
14/ -
3
6
3
6
2
6
3
6
2
Abbildung 3.11: Dipolspektrum, erhalten mit einer niedrigeren Lasefrequenz ω =
0.0785. Die Aufspaltung der Linien wegen der Aufhebung der Entartungen ist deut-
licher sichtbar.
resonant mit dem U¨bergang in diesen Zustand ist. In der Tat kann mit anderen
Frequenzen die Intensita¨t der Linien 1 und 2 sehr verschieden sein. Wegen der
Aufhebung der Entartung zwischen den Zusta¨nden E1 und E2 erwartet man mehr
Linien als die in der Abbildung 3.9 anwesenden.
Um dieses Problem zu lo¨sen, betrachten wir den Zustannd E2, der in diesem Fall
die wichtigste Rolle spielt. Theoretisch erzeugt jeder U¨bergang vom Grundzustand
zu E2 zwei Linien 2
02
± = kN − 2 + ∆2 ± 1 und zwei Linien 220± = kN + 2−∆2 ± 1.
Daher sind zuna¨chst acht Linien zu erwarten. Wenn man allerdings zwei entarteten
Zusta¨nde Ea2 und E
b
2 betrachtet, hat man die Verschiebungen ∆
a
2 = Ω
a
2 + δ
a
2 und
∆b2 = Ω
b
2 + δ
b
2. Da Ω
a
2 = Ω
b
2, folgt, daß die acht Linien in vier zusammenfallen,
wenn die Differenz zwischen den zwei Verschiebungen δi klein ist. Das Linienpaar,
welches in eine Linie zusammenfa¨llt, ist schwer aufzulo¨sen, da nicht der Wert von δi
sondern die Differenz δa − δb maßgebend ist. Da ohne Feld die Zusta¨nde Ea2 und Eb2
entartet sind, ist δa− δb die vom Feld erzeugte Aufspaltung. In unserer Schreibweise
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erha¨lt man z.B. 2
02(b)
− −202(a)− = δa2−δb2. Dieselbe Herleitung ist auch fu¨r die anderen
drei Paare mo¨glich. Dies erkla¨rt, warum in der Abbildung nur vier Linien anwesend
sind. Um eine deutlichere Aufspaltung zu erhalten, haben wir die Abha¨ngigkeit der
δi von den verschiedenen Parametern untersucht. Mit niedrigen Laserfrequenzen
wird bei konstanten Eˆ die Aufspaltung gro¨ßer. Außerdem wurde beobachtet, daß
der Wert von δi im Vergleich zu Ωi groß werden kann. In der Abbildung 3.10 ist
die Verschiebung fu¨r verschiedenen Laserintensita¨ten gezeigt. Ein Spektrum, das
mit kleinerer Frequenz ω = 0.0785 erhalten wurde, wird in Abbildung 3.11 gezeigt.
Die Linien, die bei ho¨heren Frequenzen kaum getrennt aufzulo¨sen sind, sind dort
deutlich zu erkennen.
Zusammenfassung und Ausblick
In dieser Arbeit sind Multiphotonenprozesse in der Wechselwirkung zwischen Ato-
men oder Moleku¨len mit intensiven Laserfeldern untersucht worden. Beispiele von
Resultaten aus ab initio Simulationen zur sog.
”
Above-Threshold“-Ionisation, zur
Erzeugung von Harmonischen und zur adiabatischen Stabilisierung wurden pra¨sentiert
und die verwendeten numerischen Techniken dargelegt. Insbesondere wurde durch
numerische Simulationen und analytische Berechnungen die Harmonischenerzeugung
in Systemen, die eine dynamische Symmetrie zeigen, studiert. Beispiele solcher Sy-
steme sind Ringmoleku¨le Moleku¨le und Atome, die mit einem bzw. zwei zirkular
polarisierten Laserfeldern wechselwirken. Das Harmonischenspektrum kann sehr
komplizierte Strukturen annehmen, die mit den in der Literatur bisher bekannten
Auswahlregeln nicht zu erkla¨ren sind. Nur in den Fa¨llen, wo sich das System in
einem einzigen Floquet-Zustand befindet, gelten die einfachen Auswahlregeln, die
z.B. auch direkt aus der Drehimpulserhaltung folgen. Die komplexe Struktur in
den Harmonischenspektren wurde im Rahmen dieser Arbeit durch die mit grup-
pentheoretischen hergeleiteten neuen, verallgemeinerten Auswahlregeln vollsta¨ndig
erkla¨rt. Numerische Simulationen dienten sowohl dazu, qualitative Gesichtspunkte,
wie z.B. die Effizienz der Harmonischenerzeugung, zu untersuchen, als auch dazu,
die Gu¨ltigkeit der in den analytischen Herleitungen gemachte Annahmen zu demon-
strieren.
Das Gebiet der Harmonischenerzeugung in solchen Systemen ist von hoher Relevanz
fu¨r Anwendungen. Wenn eine Konfiguration gefunden werden kann, welche die
Ausbeute der hohen Harmonischen verbessert, ko¨nnen diese Systeme als effiziente
Quellen kurzwelliger Strahlung benutzten werden.
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Anhang A
Der Zeitentwicklungsoperator
Wenn das Zeitintervall ∆t genu¨gend klein ist, ist
U(∆t) = exp(−i∆tH(t+∆t/2)) (A.1)
eine gute Na¨herung des exakten Zeitentwicklungoperators. Fu¨r den Hamilton-
Operator (2.12) wird eine Na¨herung bis zur zweiten Ordnung in ∆t gegeben durch
Usplit(∆t) =
0∏
`=L−2
(
exp(−iτH`ang) exp(−iτH`mix)
)
× exp(−i∆tHat)
L−2∏
`=0
(
exp(−iτH`mix) exp(−iτH`ang)
)
,
(A.2)
wobei τ = ∆t/2 ist. Die Crank-Nicholson-Na¨herung zu exp(−i∆tH) ist
exp(−i∆tH) = (1+ i∆tH/2)−1(1− i∆tH/2) +O(∆t)3, (A.3)
und (A.2) wird zu
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UCN(τ) =
0∏
`=L−2
(1+ iτ2H`ang)−1 (1− iτ2H`ang)︸ ︷︷ ︸
R`
(
1+ i
τ
2
H`mix
)
︸ ︷︷ ︸
X`+
−1 (
1− iτ
2
H`mix
)
︸ ︷︷ ︸
X`−

× (1+ iτHat)︸ ︷︷ ︸
Q+
−1 (1− iτHat)︸ ︷︷ ︸
Q−
×
L−2∏
`=0
(1+ iτ2H`mix)︸ ︷︷ ︸
X`+
−1 (
1− iτ
2
H`mix
)
︸ ︷︷ ︸
X`−
(
1+ i
τ
2
H`ang
)−1 (
1− iτ
2
H`ang
)
︸ ︷︷ ︸
R`

(A.4)
=
0∏
`=L−2
(
R`
[
X`+
]−1
X`−
)
Q−1+ Q−
L−2∏
`=0
([
X`+
]−1
X`− R
`
)
, (A.5)
wobei evtl. Ortsabha¨ngigkeiten (Index n) unterdru¨ckt wurden.
Mit (2.15) folgt,
R`n =
1
1 + f 2n`
(
1− f 2n` −2fn`
2fn` 1− f 2n`
)
, fn` = −A(t)τ
2
t`
rn
, (A.6)
und
[
X`+
]−1
X`− =
(
1+
τ
2
A(t)L` ⊗ M˜−11 ∆˜1
)−1 (
1− τ
2
A(t)L` ⊗ M˜−11 ∆˜1
)
=
(
1` ⊗ M˜1 + τ
2
A(t)L` ⊗ ∆˜1
)
︸ ︷︷ ︸
Y`+
−1 (
1` ⊗ M˜1 − τ
2
A(t)L` ⊗ ∆˜1
)
︸ ︷︷ ︸
Y`−
.
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Die Matrizen Y`± sind nicht tridiagonal, sondern nur blocktridiagonal
Y`± =

4+x
6
±yg` 16 ±g`
±yg` 4+x6 ±g` 16
1
6
∓g` 23 16 ±g`
∓g` 16 23 ±g` 16
1
6
∓g` 23 16 ±g`
∓g` 16 23 ±g` 16
· · ·
· · ·
1
6
∓g` 4+x6 ∓yg`
∓g` 16 ∓yg` 4+x6

(A.7)
mit g` = τA(t)c`/4h. Die Ordnung der Matrix ist 2N , und sie wirkt auf Vektoren
Γ` =
(
Φ`(r1, t),Φ`+1(r1, t) , Φ`(r2, t),Φ`+1(r2, t) , . . . , Φ`(rN , t),Φ`+1(rN , t)
)>
.
Mit
B =
1√
2
(
1 1
−1 1
)
BL`B
> =
(
c` 0
0 −c`
)
folgt allerdings
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Y
` ±
=
(B
⊗
1
r
)Y
` ±
(B
⊗
1
r
)>
=
                      4+
x
6
±
y
g `
0
1 6
±
g `
0
0
4
+
x
6
∓
y
g `
0
1 6
∓
g `
1 6
∓
g `
0
2 3
0
1 6
±
g `
0
0
1 6
±
g `
0
2 3
0
1 6
∓
g `
1 6
∓
g `
0
2 3
0
1 6
±
g `
0
0
1 6
±
g `
0
2 3
0
1 6
∓
g `
·
·
·
·
·
·
1 6
∓
g `
0
4
+
x
6
∓
y
g `
0
0
1 6
±
g `
0
4
+
x
6
±
y
g `
                      
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=

4+x
6
± yg` 0 16 ± g` 0
0 0 0 0 0 0
1
6
∓ g` 0 23 0 16 ± g` 0
0 0 0 0 0 0
1
6
∓ g` 0 23 0 16 ± g` 0
0 0 0 0 0 0
· · ·
· · ·
1
6
∓ g` 0 4+x6 ∓ yg` 0
0 0 0 0

+

0 0 0 0
0 4+x
6
∓ yg` 0 16 ∓ g`
0 0 0 0 0 0
0 1
6
± g` 0 23 0 16 ∓ g`
0 0 0 0 0 0
0 1
6
± g` 0 23 0 16 ∓ g`
· · ·
· · ·
0 0 0 0
0 1
6
± g` 0 4+x6 ± yg`

= Y
`
1± + Y
`
2±
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und der Vektor Γ` transformiert sich gema¨ß
Γ` = (B⊗ 1r)Γ` = 1√
2

Φ`(r1, t) + Φ`+1(r1, t)
−Φ`(r1, t) + Φ`+1(r1, t)
Φ`(r2, t) + Φ`+1(r2, t)
−Φ`(r2, t) + Φ`+1(r2, t)
Φ`(r3, t) + Φ`+1(r3, t)
−Φ`(r3, t) + Φ`+1(r3, t)
·
·
Φ`(rN , t) + Φ`+1(rN , t)
−Φ`(rN , t) + Φ`+1(rN , t)

=
1√
2

Φ`(r1, t) + Φ`+1(r1, t)
0
Φ`(r2, t) + Φ`+1(r2, t)
0
Φ`(r3, t) + Φ`+1(r3, t)
0
·
·
Φ`(rN , t) + Φ`+1(rN , t)
0

+
1√
2

0
−Φ`(r1, t) + Φ`+1(r1, t)
0
−Φ`(r2, t) + Φ`+1(r2, t)
0
−Φ`(r3, t) + Φ`+1(r3, t)
·
·
0
−Φ`(rN , t) + Φ`+1(rN , t)

= Γ1` + Γ2`.
Deshalb gilt
Y
`
±Γ` = (Y
`
1± + Y
`
2±)(Γ1` + Γ2`) = Y
`
1±Γ1` + Y
`
2±Γ2`,
d.h., die urspru¨nglich blocktridiagonale Matrix Y
`
± wurde in zwei tridiagonale Ma-
trizen, welche in disjunkten Unterra¨umen wirken, transformiert.
Letztendlich schreiben wir
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Q−1+ Q− =
(
1+ iτ1` ⊗ (M˜−12 ∆˜2 + V`eff)
)−1(
1− iτ1` ⊗ (M˜−12 ∆˜2 + V`eff)
)
(A.8)
=
(
1` ⊗ M˜2 + iτ1` ⊗ (∆˜2 + M˜2V`eff)
)
︸ ︷︷ ︸
W+
−1 (
1` ⊗ M˜2 − iτ1` ⊗ (∆˜2 + M˜2V`eff)
)
︸ ︷︷ ︸
W−
,
sodaß der numerisch implementierte Propagator
UCN(τ) =
0∏
`=L−2
(
R`(B⊗ 1r)>
[
Y
`
+
]−1
Y
`
−(B⊗ 1r)
)
(A.9)
×W−1+ W−
L−2∏
`=0
(
(B⊗ 1r)>
[
Y
`
+
]−1
Y
`
−(B⊗ 1r)R`
)
lautet. Er setzt sich nur aus Tridiagonalmatrizen und einfachen Transformationen
in (`, `+ 1)-Unterra¨umen zusammen.
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Anhang B
Berechnung des
Elektronen-Spektrums
Fu¨r ein System, das durch den Hamilton-Operator H0 und dessen Zustand durch
die Wellenfunktion Ψf gegeben ist, kann man die Wahrscheinlichkeit, ein Elektron
in einem Energieintervall der Breite 2γ um Ek anzutreffen, durch
Pγ(Ek) ∼
〈
Ψf
∣∣∣Wˆ ∣∣∣Ψf〉 (B.1)
berechnen [33], wo
Wˆ (Ek, n, γ) ≡ γ
2n[(
Hˆ0 − Ek
)2n
+ γ2n
] (B.2)
der Operator des spektralen
”
Fensters“ ist. Mit[(
Hˆ0 − Ek
)2n−1
+ iγ2
n−1
]
|χk〉 = |ψf〉 (B.3)
ist
Pγ(Ek) = γ
2n〈χk|χk〉. (B.4)
Fu¨r n = 2 wird (B.3) zu(
Hˆ0 − Ek +
√
iγ
)(
Hˆ0 − Ek −
√
iγ
)
|χk〉 = |ψf〉. (B.5)
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|χk〉 wird numerisch aus (B.5) ermittelt, woraus mittels (B.4) das Spektrum Pγ(Ek)
folgt.
Die Lo¨sung der diskretisierten Version von (B.5) erfordert lediglich die Inversion von
Tridiagonalmatrizen.
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