For an animal to survive it has to excel in a twofold task: It has to perceive the world and execute adequate actions. These skills are acquired and adapted through perceptual and behavioral learning, respectively. Perceptual and behavioral learning are tightly interwoven, choosing the adequate action is only possible in the presence off accurate perceptions. Learning to perceive accurately does, however, happen while acting in the world. The nature of this interaction is not well understood as theoretical work does mostly investigate the two forms of learning separately. To overcome this limitation we combine perceptual and behavioral learning in a subspace learning algorithm. In a formal analysis and in numerical simulations we show that the proposed subspace learning algorithm allows us to integrate both learning systems and to smoothly change form perceptual learning only to behavioral learning only. Further we show that in a robot open area foraging task an active adaptation of the balance between perceptual and behavioral learning is necessary in order to stabilize the performance of the robot. This alludes to a fundamental argument for the necessity of a task dependent modulation of perceptual and behavioral learning as found in biological systems.
Introduction
The control of behavior in animals is usually understood as at least a dual task of perceiving and acting. This leads to the distinction of perceptual versus behavioral learning. Both, perceptual and behavioral learning are defined as processes in which experience leads to a relatively permanent change in behavior. The difference between perceptual and behavioral learning is that in perceptual learning the change in behavior derives from improving the ability to detect and form internal representation of the environment whereas, in behavioral learning the change in behavior derives from improving the ability to associate specific actions to different percepts. Although these two forms of learning are often studied separately they are not independent. In order to associate the correct actions to different percepts in a given situation, the animal has to perceive and analyze the current situation it is in. The way it perceives a situation does, however, depend on its past experience [1] . This rises the question whether these two complementary learning systems can be treated as subsystems of an integrated system. Here we exploit correlative subspace learning to unify perceptual and behavioral learning in a single system and investigate the interaction between the two.
The interaction between behavioral and perceptual learning can be exemplified in a foraging rat. A foraging rat explores its environment in search for food, water, hiding places or mating partners, trying to avoid hazardous situations and survive. During the process of learning the animal will visit more often rewarded places and avoid non-rewarded or negatively rewarded places [2] . It does so by adapting its sequences of actions in order to optimize reward. The selection of actions is guided by the internal representations it has of the environment. These internal representations are, however, not always given a priori but have to be learned in an iterative process of acting and perceiving. The precise mechanisms of the interaction between perceptual and behavioral learning are, however, not known.
In psychology the concept of behavior as an action-perception loop was already proposed by Gibson in the 1960s [3] . Gibson claims that we perceive in order to act and he coined the term ''affordance'' to designate the perceivable possibilities for action. In his description of behavior the direct and immediate perception of the ''affordance'' properties of the environment are formed in a perception action cycle thus, strongly linking perceptual and behavioral learning. In experimental psychology the interactions between perceptual and behavioral learning have been studied thoroughly with psycho-physical experiments [4] showing a tight interaction between perceptual and behavioral learning.
ARTICLE IN PRESS
The tight relation between perceptual and behavioral learning has also been shown with neurophysiological experiments (for a review see [5, 6] ). For instance, an outstanding example of the interaction between perceptual and behavioral learning has been shown in a classical conditioning paradigm. In a tone conditioning experiment Weinberger [7] showed that in the primary auditory cortex the cortical area reactive to the conditioned frequency augments. This does, however, only happen if the tone is paired with an unconditioned stimulus. This results have further been refined in [8, 9] . These experiments show how distinct elements of behavior do influence perceptual learning. Then again the discovery of mirror neurons in the F5 area of the monkey cortex [10] demonstrate how brain areas traditionally assigned to behavior are also involved in perceptual tasks. Mirror neurons are a particular class of neurons, that discharge when the animal carries out a particular action and as well when it observes another individual performing a similar action [11] . Recent neurophysiological and FMRI studies provide evidence on the involvement of the mirror neuron system in a series of tasks as diverse as action and intention, understanding, imitation, speech, and emotion (for a review see [12] ). Taken together, this experimental data suggests that the neural substrate of perceptual and behavioral learning cannot be localized in isolated areas of the brain but is distributed throughout the whole hierarchy of perception and motor areas indicating a tight interaction between the two forms of learning.
In contrast to this apparent interaction, theoretical analysis treats perceptual and behavioral learning mostly in isolation [13] [14] [15] . Control of behavior is understood as a separated succession of perceiving and acting. Although the isolated investigation of perceptual and behavioral learning lead to considerable insights, it remains incomplete in the sense that they do not consider the interactions between the two systems as found in biology. The majority of perceptual learning models are based on statistical methods [16] [17] [18] [19] . In these models perception is defined by the need of reducing the dimensionality of the input signal while preserving as much relevant information as possible. Commonly, an artificial neural network is trained to compress the input optimizing a certain statistical property. However, which statistical property is considered depends on the underlying assumptions and the definition of relevance and thus will vary for different tasks.
An intuitive assumption is that the components of a signal with the highest variance carry the relevant information. Principal component analysis (PCA) [20] extracts the components of a signal that explains most of the variance. The components are forced to be orthogonal and the first component explains most of the variance and the second component most of the remaining variance and so on. PCA is a standard in signal processing and it is used for data compression, signal characterization or optimal feature extraction. In 1982 Oja [21, 14] proposed a neural network learning algorithm to extract the principal components of a signal. A network with K outputs will extract the K first principle components. As the network is completely symmetric it does not extract the true principal components but a subspace spanned by the first K principle components. Different versions and variations of this algorithm have been proposed [22] [23] [24] [25] [26] [27] [28] [29] , its convergence properties have been demonstrated in [30, 31] and its biological relevance has been discussed in [32] . An interesting advancement of PCA is the implementation of independent component analysis (ICA) [33] . ICA maximizes the statistical independence between the output components in order to capture the underling structure of the data. ICA was successfully applied to explain the emergence of simple cells receptive fields in primary visual cortex [34] by extracting the independent components of natural scenes and it is widely applied in signal processing [33] .
The optimization of a certain statistical property has been proven to be a very successful method to explain receptive fields properties of different sensory modalities. In visual processing the optimization for sparseness [13, 35] and temporal stability [36] [37] [38] [39] [40] [41] [42] [43] [44] could explain a variety of receptive field properties from simple cells in primary visual cortex up to view independent responses of cells in higher visual areas. Further, it has been shown that optimizing a multi-layered network for temporal stability, in combination with local memory, can account for a complete visual hierarchy, including place fields [45] . Additionally, predictability was proposed as a further statistical property to yield self-emergent symbols [46] . Temporal stability was also successfully applied to pre-process data for the somatosensory discrimination of texture [47] . In auditory processing, efficiency [48] [49] [50] , sparseness [51] and stability [52] have been used to develop neural models of sound perception including the auditory nerve and the primary auditory cortex. So far, all these statistical learning algorithms are solely driven by the statistics of the input and the inter-dependence of perceptual learning and behavioral learning is not taken into account.
Likewise, in most of the models of behavioral learning, perceptual learning is practically ignored. Behavioral learning is reduced to associate actions to predefined states or sequences of states. The acquisition of the states and the adaptation of the action association to a changing state space are generally ignored. A prominent theory for behavioral learning is reinforcement learning [15] . Going back to the law of effect proposed by Thorndike [53] , reinforcement learning algorithms are based on trial and error learning. A numerical reward signal encodes the success of the executed action and learning consists in assigning different reward values to states and actions. These learned values will guide further action selection. A variety of reinforcement learning algorithms have been proposed to explain animal behavior [54] [55] [56] [57] . These models can account for some of the behavioral data but do not, however, explain how the state space they are operating on is constructed or learned. In a similar way, machine learning techniques based on Markov decision processes [58] require a predefined state space on which behavioral learning can be performed. In addition all these algorithms described above, assume that the state space fulfills the Markov property stating that the probability of observing a certain state is only dependent on the previous state and the current action. This assumption can always be achieved by packing more information in a single state. In a real world problem this will, however, often lead to an explosion of the dimensionality of the representation and to a computational intractable situation [59] .
The aim of this study is to overcome the discrepancy between theoretical analysis, which typically separates perceptual and behavioral learning, and the psychological and biological findings showing that perceptual and behavioral learning are tightly coupled. We do so by unifying behavioral and perceptual learning in a single learning system. This requires a common description and formalization of the two. We here show that correlative subspace learning can be such a unifying description [60] . In the subspace learning framework, perceptual learning can be defined as extracting the subspace that explains the highest variance of the perceptual input where behavioral learning can be described as extracting the subspace that maximizes the correlation between the perceptual input and the actions. The learning rule we consider for subspace extraction is an extension of the correlative learning rule proposed by Verschure [60] in the framework of the distributed adaptive control (DAC) Architecture [1] . The learning rule is based on normalized Hebbian learning [61] and it was proposed as an abstract model for classical conditioning [62] but can also be seen as a general model for associative learning. Correlative learning is a rather generic and powerful concept and, it is used both for perceptual and for behavioral learning. In the studies of perception it is the basis for several statistical learning methods [14, [22] [23] [24] [25] 18] . In behavioral learning correlative learning in the formulation of differential Hebbian learning has been applied to explain animal conditioning [63, 64] . Recently differential Hebbian learning has been extended to sequence learning [65, 66] and behavioral control [67] [68] [69] .
In the present study we focus our attention on the correlative learning rule as part of the cognitive architecture called distributed adaptive control (DAC) [70, 1, 71] . The DAC architecture is particularly suited for studying the interaction between perceptual and behavioral learning as it combines both types of learning in a unified framework [71] . This enables DAC to bootstrap its state space representation of the environment and adaptively assign actions to the developing state space. Thus no pre-definition of the state space is required. DAC has been probed using formal approaches [72] , robots [73, 74, 1, 71] and has been shown to be compatible with formal Bayesian models of human decision making.
DAC comprises three, tightly coupled, layers of behavioral control; reactive, adaptive and contextual (see Fig. 1 ). The reactive control layer provides a behaving system with a pre-wired repertoire of reflexes, which enables the behaving system to interact with its environment and accomplish simple automatic behaviors. The activation of any reflex, however, also provides cues for learning that are used by the adaptive control layer. The adaptive control layer implements correlative subspace learning. It provides the mechanisms for the adaptive classification of sensory events and the reshaping of responses supporting simple tasks as in classical conditioning. The sensory and motor representations formed at the level of the adaptive layer provide the inputs to the contextual layer, which acquires, retains, and expresses sequential representations using systems for shortterm and long-term memory providing a model of operant conditioning. Thus the adaptive layer fulfills a twofold task combining perceptual and behavioral learning. It forms perception action associations (behavioral learning) and it forms compressed sensory and motor representations (perceptual learning) used by the contextual layer. These representations are called prototypes. A formal definition is given in Section 4. For the contextual layer to be able to work in an optimal way, the internal representation of the world, i.e. the prototypes formed by the adaptive layer, must satisfy two necessary conditions. First the prototypes must be complete. This means that all the relevant percepts for a given task must be represented by at least one prototype. Second, the prototypes must be stable over time. If these conditions are not met, the information stored in the contextual layer cannot be retrieved, because the changed prototypes will not match corresponding prototypes stored earlier in memory. Given the correlative nature of the adaptive layer these criteria are not easily matched as the formation of the prototypes are completely driven by the statistics of the sensory inputs that are biased by the behavior of the agent. In a behavioral task these statistics are, however, dependent on the behavior of the system. Thus, a change in behavior will modify the input statistics. This leads to a change in the adaptive layer inducing a change in behavior. The feedback between perceptual and behavioral learning is called behavioral feedback [1] . Thus even in a static environment the change in behavior induced by the contextual layer change the statistics of the input sampling and thus the learning dynamics of the adaptive layer. This properties makes DAC a prime model to study the interaction between perceptual and behavioral learning.
In this study we investigate the interaction between perceptual and behavioral learning within the adaptive layer of DAC. To do so we parametrize the correlative learning rule of the adaptive layer such that we can smoothly change learning from perceptual learning only to behavioral learning only. In a first step we formally analyze the fix points of the parametrized learning rule and test the formal results in numerical simulation. In a second step we show that we can successfully apply the learning rule to an open arena robot foraging task. In these tasks we investigate especially how the interaction of perceptual and behavioral learning influences behavior and we show that an active control of the balance between perceptual and behavioral learning is necessary to reach an optimal solution for both perceptual and behavioral learning.
Correlative subspace learning
In the distributed adaptive control (DAC) architecture [70, 1, 71] , the adaptive layer learns sensory-motor contingencies generated by the reactive layer and forms internal representations of the environment based on the classical conditioning paradigm [62] . An unconditioned stimulus US triggers an unconditioned response UR (see Fig. 2 ). Learning consist in associating a conditioned stimulus CS to the US such that after learning, the CS on its own can trigger a conditioned response CR. In doing so it does combine perceptual and behavioral learning. Behavioral learning associates the different CSs to the correct CRs. Perceptual learning compresses the higher dimensional CS to the lower dimensional CR. In other words learning consists in extracting a subspace that maintains as much information as possible about the CS where the vectors that span the subspace correspond to the CS s that are linked to the different USs.
The adaptive layer comprises three neuronal groups US, CS and the internal state IS (see Fig. 2 ). The neuronal groups are modeled Fig. 1 . DAC is based on the assumption that adaptive behavior results from three tightly coupled layers of control: reactive, adaptive and contextual layer. The reactive layer receives inputs from the robot's proximal sensors (e.g. distance and light sensors). The adaptive layer receives inputs from the robot's distal sensors (e.g. camera). The contextual layer receives sensory motor information from the adaptive layer. All three layers contribute to the action controlling the robot. as mean firing rate neurons. Both the US and the CS are linked with a synaptic weight matrix to the IS. The connections V of the US to the IS are pre-wired and static. They define the reactive layer. The connections W from the CS to the IS represent the adaptive substrate of the conditioning process and are subject to learning. The IS cell group is connected to a motor map MM in a predefined way. If the activity in the IS cell group is higher than a defined threshold the motor map is activated. A winner take-all mechanism in the MM cell selects the action to be executed.
To enhance readability we define the following abbreviations:
Usually the dimensionality N of the CS is higher than the dimensionality K of the IS. The dimensionality M of the US is in general but not necessarily similar or equal to the dimensionality K of the IS cell group. In general the activity of the US and the CS cell groups can be a nonlinear function of the sensor readings. Usually the function is, however, the unity function. With these definitions the fast dynamics of the adaptive and reactive layer can be written as
The US cell group can comprise neurons for different USs such as appetitive and aversive stimuli. To simplify the notation all are represented in the vector s. The weight matrix V determines what actions are triggered by the different states of US. V connects the elements of US to specific elements of IS and thus via the motor map MM sets specific actions. W describes the association of CS to IS. The activity of the IS is the sum of the two contributions from the US and the CS. The activity m of the motor population MM, is determined by the predefined weight matrix U and the thresholded activity of the IS cell group where y A is the threshold and HðÁÞ is the Heaviside function.
The activity of the cell groups and the values of the weight matrix W are updated in an on-line learning loop. First the CS and US cell groups are updated to the current sensory readings. Than the activity is propagated through the network and the speed of the motors are set according to the activity in the motor map. After updating the weight matrix W the CS and US cell groups are again updated to the current sensory readings. The weight matrix W is updated following the learning rule:
The parameter Z is the learning rate and may vary with time.
Learning is driven by the two product terms xy > pxx > and xr > .
The parameter z varies between À 1 and 1 and balance the influence of the two terms xx > and xr > on learning. With a z of À1 only xx > drives learning and for a z of 1 the learning dynamics are determined by xr > only. The term xx > is related to the auto-correlation of the CS. With the assumption that the learning rate Z is small and the mean of x over time is zero, we can regard xx > as the instantaneous estimate of the real auto-correlation C CS,CS ¼ E½xx > where E½Á denotes the expected value. Thus we can identify this term with perceptual learning as it depends only on the CS. The term xr > relates to the correlation of the CS and the US. Again it can be seen as the instantaneous estimate of the real correlation C CS,US ¼ E½xr > . We identify this term with behavioral learning as it contributes to learning the association between the CS and the US. However, with only these two terms the weights would grow exponentially and never converge. The negative normalization term-Wy depresses the weights and assures convergence. The parameter g allows controlling the influence of this normalization term.
In comparison to the original learning rule for the slow [60, 1] we introduced two changes. First we changed the normalization term form Wz to Wy. This change is motivated by a formal analysis postulating an improvement of the convergence properties of the learning rule (see Appendix). We show that with this modification the norm of the columns W i of the weight matrix W converge to 1= ffiffiffi g p independent of the parameter z. Thus the parameter g allows to control the norm of the weights and thus controls the range of the activity y. We show in the Appendix, that the weights converge to a normalized and orthogonal basis such that gW T W ¼ I where I is the unitary matrix. Secondly we introduce the parameter z to be able to control the influence of the terms xx > and the xr > on learning and thus to balance perceptual and behavioral learning.
With a z of À 1 learning is only driven by the CS and the learning rule corresponds to the subspace learning algorithm proposed by Oja [14] . Based on the analysis of the subspace learning rule [14, 75, 24, 30, 31] we know that for a z of À 1 learning is driven by the auto-correlation of the CS defined by C CS,CS ¼ E½xx > and that column vectors W i of the weight matrix W form an orthogonal basis of the subspace spanned by the K principal components with the largest eigenvalues. Thus these vectors extract the principal components maximizing the explained variance of the CS. A z of À 1 corresponds to purely perceptual learning. In the following we will refer to this subspace as perceptual subspace. When z is bigger than À1 the US influences and biases the extraction of the subspace over the term xr > . With a z of 1 the subspace learning is driven by the correlation matrix of CS and US defined as C CS,US ¼ E½xr > only. In the Appendix we show that the weight vectors W i form an orthogonal basis of the subspace spanned by the vectors of the correlation Matrix C CS, US maximizing the correlation between y and r. This maximization leads to an association of the CS and US that occur simultaneously. Learning does only occur in the presence of a US. Thus a z of 1 corresponds to behavioral learning only. We will refer to this subspace as behavioral subspace. With a z of 0 we get the formula originally used in the adaptive layer (except for the different normalization term). This corresponds to a subspace extraction that comprises perceptual and behavioral learning. The perceptual information defined by the extracted subspace are the so called prototypes defined as e¼W y¼WW T x. The prototypes are the basic elements to store and recall action sequences in the long term memory of contextual layer [1, 71] .
Given that the weight matrix is orthogonal such that gW T W ¼ I the prototype corresponds to the linear projection of x to the learned subspace defined by the weight matrix W. Thus the prototypes directly depend on the extracted subspace and the parameter z allows to control if the prototypes are defined more by the auto-correlation C CS,CS of the CS s or by the correlation C CS,US between the CS and the US. What is the optimal balance between perceptual and behavioral learning, i.e. what is the optimal value for z is not clear in advance and will strongly depend on the task at hand and the statistics of the CS and the US.
In order to quantify the behavior of the learning rule we have to take into account both the perceptual and the behavioral performance. Perceptual performance is defined by how well the prototypes represent the different CS s. Behavioral performance is defined by how well the adaptive layer does learn the associations of the CS and the US or ultimately how well the system solves the task at hand.
In the following we analyze the properties of this correlative subspace-learning rule in different tasks. In Section 3 we test the predictions of the formal analysis in numerical simulations. We show that the norm of the weights converge to the predicted value and that the parameter z allows us to smoothly change from perceptual learning only to behavioral learning only. In Section 4 we apply the learning rule to the prototypical task for the DAC architecture [1, 71] , i.e. an open arena foraging task. We show that by controlling the balance between perceptual and behavioral learning the learning rule can excel in both perceptual and behavioral performance. In Section 5 we discuss the biological relevance of the correlative learning rule and the relation to other computational approaches to perceptual and behavioral learning.
Numerical simulation

Methods
The formal analysis (see Section 2 and Appendix) predicts that the weights are bounded and orthogonal and that the parameter z controls the bias between perceptual and behavioral learning.
More precisely the prediction is that for a z of À 1 (perceptual learning only) the converged weights correspond to an orthogonal basis of the subspace spanned by the K eigenvectors with the K highest eigenvalues of the correlation matrix C CS,CS , i.e. the perceptual subspace. For a z of 1 (behavioral learning only) they correspond to an orthogonal basis of the subspaces spanned by the correlation matrix C CS,US , i.e. the behavioral subspace. The orthogonality implies that the column vector of the weight matrix W i converges to norm 1= ffiffi ffi g p and that gW > W converges to the unitary matrix I. To test these predictions we run small scale numerical simulations on correlated pseudo random data for different values of z and g. The number of CS neurons was N¼18 and the number of US neurons and the number of IS neurons was N¼K ¼6.
To assess the convergence properties we define the orthogonality norm N ? .
The orthogonality norm N ? is 0 if W is orthogonal and the columns of the weight matrix
To compare the subspaces spanned by the learned weight vectors W i to the predicted subspaces we make use of the uniqueness of the projector of subspaces [76] . The projector of a K dimensional subspace A in R K can be calculated by the K independent vectors a k spanning the subspace in the following way: P A ¼ AðA > AÞ À1 A > where A is the matrix constructed by the column vectors a k . Two subspaces are identical if and only if the projectors to the subspaces are identical. Thus we can define the subspace distance d S between two subspaces A and B both in
This corresponds to the normalized Frobenius norm of the difference between the two projectors and is 0 if the two subspaces are identical. For the two extremes of perceptual, respectively, behavioral learning only we expect the weights W to converge to the perceptual, respectively, behavioral subspaces. For intermediate values of z it is not clear how the subspace is determined. A possible assumption is that the subspace for intermediate values of z remains within the sum of the two subspaces for the extreme of z ¼ À1 and 1. To test this assumption we project the subspace extracted by intermediate values of z to the null-space of the sum of the perceptual and behavioral subspace P È B. We define the null-space projection distance d 1 À P as
This is the mean Frobenius norm of the projected weight matrix and it is zero if the subspace extracted by an intermediate value of z is a linear combination of the perceptual and behavioral subspace.
We obtained the correlated input data by drawing N+ K dimensional vectors from a normal distribution Nð0j1Þ and multiplying the vector with the Cholesky decomposition of the desired correlation matrix [77] . The random correlation matrix was obtained from N+ K eigenvalues following the improved N-Mickey algorithm as proposed in [78] . The eigenvalues for the generation of the correlation matrix were drawn from two uniform distributions. The first six eigenvalues are drawn from U(10) and the remaining eigenvalues from U(1). The eigenvalues were normalized to sum up to N+ K. The input values of CS are the first K entries of the random vectors where the values for US are the last N entries of the vector. Note that the chosen eigenvalues for the Bendel-Mickey algorithm are also the eigenvalues of the correlation matrix of the generated random data. Thus the choice of the eigenvalues for the Bendel-Mickey algorithm determines the statistical structure of CS and the US that we subsequently want to extract.
Results
We tested the convergence properties of different values of z changing from À1 to 1 in steps of 0.2 and g changing from 0.5 to 2 in steps of 1/6. For each parameter setting the simulation over 100 000 time steps was repeated 20 times. The initial weight matrix W was selected from a normal distribution Nð0j0:1Þ for each combination of parameters and repetitions. The input data was reinitialized only for the repetitions in order to be able to compare the subspaces for the different parameters. The learning rate Z was 0.0005 for the first 10 000 time steps and than decreased such that at time step i Z ¼ 0:0005=ði=10 000Þ. We observe that the orthogonality norm N ? converges to a value smaller than 0.0003 for all the combinations of parameters ( Fig. 3(a) ). However, the convergence speed does depend on the parameters z and g. In Fig. 3(a) we show N ? for three combination of parameters, g ¼ 2 and z ¼ À1 (dashed line) g ¼ 1 and z ¼ 0 (solid line) g ¼ 0:5 and z ¼ 1 (dotted line). As expected, the weights converge fastest for high values of g and slowest for small values of g. In Fig. 3(b) we compare the subspaces that emerged for the different values of z of g to the subspaces predicted by the formal analysis for the extremes of z ¼ À1 and 1. Although the convergence speed depends on the parameter g the convergence points measured by the subspace difference d S are not significantly different in respect to the parameter g (post hock comparison, Friedman test p 4 0:85). This allows us to summarize the data for different values of g and analyze the influence of the parameter z only. The solid line corresponds to the subspace difference d S between the subspace spanned by the weights W after learning and the perceptual subspace. The dashed line corresponds to the subspace difference d S between the subspace spanned by the weights W and the behavioral subspace. We can see that the difference of the extracted subspace to the perceptual subspace increases for increasing values of z and the difference to the behavioral subspace decreases with increasing values of z. This shows that with increasing z the weights change smoothly from the perceptual to the behavioral subspace. The dotted curve is the difference between the subspace spanned by W and a random subspace defined by the first K eigenvalues of a random correlation matrix generated in the same way as the correlation matrix used to generate the random input data for the simulation. This gives an upper bound for the subspace differences. Fig. 3(c) shows the null-space projection distance d 1-P of the weight matrix W after learning for different values of z (solid line). We can observe that for intermediate values of z the null-space projection distance d 1 À P is higher than zero and reaches its maximum for a z of 0. The dotted curve is the null-space projection of a random subspace defined as above. This shows that the learned subspace for an intermediate value of z is more than just a linear combination of the behavioral and the perceptual subspace. The numerical simulations affirm the theoretical predictions and show that g allows to control the norm of the weight matrix W and that z allows us to smoothly choose the subspace we want to extract.
Robot open arena foraging task
Methods
DAC is a control architecture for behaving agents and artifacts.
As such it has to be tested on a behavioral task. The prototypical test case for DAC is an open environment foraging task [70, 1] . We tested the modified adaptive layer in a simulated 3D environment. The simulated agent is implemented in C++ and wSim [79] using the GPL Open Graphics Library approximating a Khepera robot (K-Team, Lausanne, Switzerland) widely used for behavioral modeling. The generalization of the wSim simulated robot to the real world has been demonstrated in a series of studies [79, 80, 45] . The robot has a simulated radius of 5.5 cm and it is provided with eight light sensors that surround the robot. The sensors are mimicked by an exponential decaying function of the distance of the robot to the light sources. The robot is equipped with a color camera pointing to the floor in front of the robot and features a 4 Â 4 pixels RGB picture. The robot is steered by controlling the speed of the two motors. A motor map controls the speed of the motors where each neuron of the map stands for one steering direction. A winner-take-all mechanism selects the neuron with the highest activity and sets the speed of the motors to steer the robot. The default action of the robot is going forward. Signal noisiness was simulated by adding normal distributed noise Nð0j0:05Þ to the input signals.
Here we investigate a restricted case of an open arena foraging task (see Fig. 4 ). The squared arena (width: 25 robot radii, height: 18.5 robot radii) contains six colored patches and a light source. The light intensity decays exponentially with the distance and it is detected by the light sensors of the robot only in the gray shaded area around the light. The raw camera input of the patches is separated by colors. We distinguish six different colors defined by their hue value such that all the patches are represented separately. The robot is placed in one of the three start positions (shaded triangles) facing the patches. The goal of the task is to go to the light, i.e. reward. Every time the robot collides with the wall, it is again repositioned randomly at one of the three start positions. This task can be described in terms of classical conditioning. The light serves as US where the patches serve as CS.
The CS have a dimensionality N¼96 the US have a dimensionality M¼9 and the IS are of dimensionality K ¼8. The IS s are connected to the motor map in such a way that the reactive layer implements a Braitenberg vehicle [81] . If the proximity sensors detect a light, i.e. the proximity sensors surpasses a certain threshold, a UR is evoked such that the robot turns towards the light. Only in the goal area (dotted circle) the US is intense enough to lead to a UR. Still the sub-threshold activity of the US in the IS population can contribute to learning in the whole of the shaded area. Learning consists in associating the patches (CS) to the actions that correspond to the different light sensors (US). This association can only be learned for the three patches that are inside the detectability area of the light. We will refer to these patches as the cue patches. The other three patches cannot be associated to any US and serve as distractors. This experimental setup allows us to investigate the twofold task of the adaptive layer in a systematic way. For the behavioral learning the patches that can be associated to a US should elicit the corresponding action (CR). For the perceptual learning all the different patches should be represented in the IS but only lead to an action if they are associated to a US. For the distractor the IS activity should remain sub-threshold.
Here we investigate how the balance between perceptual and behavioral learning has to be modulated in the adaptive layer such that it fulfills its twofold task of learning the sensory motor contingencies and forming internal representations of the environment. We do so by repeating the experiment for different values of z and analyzing the perceptual and the behavioral performance of the robot. The value of the parameter g was 1 for all the simulations. For each value of z we run 1000 trials and repeat each run with randomly initialized weights. Behavioral performance is measured as the proportion of correct trials in the last 333 trials of each run. A correct trial is a trial that ended in the goal area. Perceptual performance is defined by the stability and the completeness of the prototypes in respect to the CS s present in the environment. In this foraging task this means that the prototypes allow the contextual layer to identify all the different patches for storing and retrieving of memory. Thus to define perceptual performance we mimic the recall mechanism of the contextual layer as a classification process. The recall mechanism of the contextual layer utilizes a prototype distance d p as a measure to evaluate if the actual prototype matches a prototype stored in the long-term memory. The distance d p between two prototypes e a and e b is defined as
where N is the dimensionality of the prototype vectors. This distance measure is the basis constituent for the memory recall. Roughly speaking: the smaller the distance of a stored prototype to the actual prototype the higher the probability that the memory trace associated to this prototype is recalled. For the contextual layer memory to work properly, the prototypes should have a high signal to noise level, be stable over time and the activity for a specific patch should be detectably different to the activity of the other patches. These properties allow the memory to reliably recall the relevant memories given the actual prototype. To quantify how well the learned prototype fulfills these properties we do a classification of the prototypes for different parameter evaluating the ratio of correct classification. We perform a 10-fold cross classification over all the CS events separating the data in a training set (90% of the data) and a test set (10% of the data). The classes are defined by the six different colors of the patches. In order to assign a prototype e t of the test set to a class i we compare e t to the mean of the prototypes /e i S for all the different classes i of the training set. The prototype p t is than assigned to the class to which it has the smallest distance. Formally the class j of the prototype e t is determined as
The ratio of correct classifications over the 10-fold cross validation indicates the stability, the completeness and the differentiability of the prototypes and servers as our operational measure for perceptual performance. This way of classifying the prototypes is not the most optimal method. Linear discriminant analysis or nonlinear classification methods would yield better results. The aim of this study is, however, not to classify the prototypes in the best possible way but to analyze the perceptual performance of the adaptive layer within the DAC architecture. This is best reflected in the way the DAC contextual layer does utilize the prototypes.
Results
The robot performed the task for different values of z ranging from À 1 to 1 in steps of 0.2. Each simulation lasted 1000 trials.
For each value of z the simulation was repeated 20 times with different initial conditions. At the start of each simulation, the weight matrix W was initialized randomly from a normal distribution Nð0j0:1Þ. The start position of the robot for each trial was selected randomly from one of the three possible start positions. The precise locations of the start positions varied according to a two dimensional normal distribution Nð0,0j0:1,0:1Þ [robot radius]. Fig. 5 shows example trajectories of the robot for different values of z after learning. We can see that in the case of perceptual learning only ( Fig. 5(a) , z ¼ À1) the robot does associate arbitrary actions to the patches such that the robot never reaches the light. In the case of perceptual and behavioral learning ( Fig. 5(b) , z ¼ 0:9), the robot does associate some patches with the correct actions, however, other patches are associated to actions that do not lead to the light. In case of behavioral learning only (Fig. 5c ), z ¼ 1) the robot does associate the correct actions to the cue patches leading to a high success rate. This already suggests that as far as behavioral performance is concerned, a high value of z is favorable.
To analyze the time course of the behavioral performance we looked at the floating average of the behavioral performance over 50 trials ( Fig. 6(a) ). The data is a median over 20 simulations with different initial conditions. For a z lower than 0.8 the behavioral performance does never reach a value higher than 0.6. Looking at the time course of the behavioral performance we can observe that we only reach a high stable behavioral performance in the case of behavioral learning only ðz ¼ 1Þ. For the cases with a small component of perceptual learning, 0:95 o zo1, behavioral performance first increases but later degrades. Thus, initially the adaptive layer associates the right actions to the cue patches but later, it associates arbitrary actions to the distractor patches such that it does not encounter the cue patches and the light any more. We can observer that, for decreasing contributions of perceptual learning the behavioral performance remains stable for a larger number of trials. Ultimately, the perceptual learning component does lead to arbitrary actions at the distractor patches and a breakdown in behavioral performance. In contrast we can observe that the initial learning is faster for lower values of z. This suggests a trade-off between learning speed and behavioral performance stability. The question arises if an active modulation of z would allow the system to take advantage of both the fast learning, due to the contribution of perceptual learning, and the stability achieved by the behavioral learning. To test this concept we run the simulation where the value of z is modulated by the behavioral performance p measured in real time over the last 20 trials such that z ¼ minð0:7 þ 0:4 Á p,1Þ. With this heuristic z is low while behavioral performance is low and high when behavioral performance is high. The parametrization of the active modulation of z is matched to follow the peak performance shown in Fig. 6(a) . This heuristic allows perceptual learning to speed up learning at the beginning of the simulation and to maintain a high performance for the whole simulation.
The mean floating performance for an actively modulated z is shown in Fig. 6(b) . As predicted, performance increases rapidly and is maintained for the whole simulation. This suggests that an active control of the balance between perceptual and behavioral learning is necessary to perform optimally. The precise values of the parametrization are not critical for performance.
After analyzing the behavioral performance of the correlative subspace learning rule we now analyze the perceptual performance. Fig. 7(a)-(c) is a visual representation of the classification of the prototypes. Each circle stands for a classified prototype. A black circle stands for a correct classification where a gray circle stands for a false classification. We can see that for a z of 0.9 all the patches are represented by the prototypes. For a z of 1, however, only the cue patches are represented. This again suggest a trade-off, this time between the stability of the behavioral performance and the completeness of the prototypes, i.e. perceptual performance. If we consider an actively modulated z value we can, however, again overcome this limitation as all the patches are represented by the prototypes. A quantitative measure of perceptual performance is given by the correct classification ratio in Fig. 8 . The correct classification ratio is high for both, z ¼ 0:9 and an actively modulated z and low for where a post-hoc analysis shows that both the z ¼ 0:9 and the actively modulated z condition is significantly different to the z ¼ 1 condition. This shows the necessity of an active modulation of the balance between perceptual and behavioral learning to excel in both perceptual and behavioral performance.
Discussion
We combined perceptual learning and behavioral learning in a correlative subspace learning rule. In numerical simulations we confirmed the formally derived convergence properties of the learning rule. By unifying perceptual and behavioral learning we could not only study the interaction between the two subsystems but also show how we could bias the learning system through the parameter z. Subsequently, we successfully applied the algorithm to a robot foraging task. Our results demonstrate that there is no need for the separation of behavioral and perceptual learning. An active modulation of the balance between perceptual and behavioral learning is, however, necessary to excel in both perceptual and behavioral performance. More specifically early in a task, perceptual learning should dominate to acquire a relevant set of sensory representations after this perceptual learning task has converged, the bias is shifted to behavioral learning. This is consistent with the tight interaction between perceptual and behavioral learning as found in biology and our model predicts that the role of z could be implemented by novelty and reward dependent neuromodulatory systems such as noradrenalin and acetylcholine [82] [83] [84] .
The correlative subspace learning rule is an extension of the original learning rule proposed within the DAC architecture [60, 1, 71] . The original learning rule corresponds to a z of 0 allowing a direct comparison between correlative subspace learning and the original implementation. The modifications improved the convergence properties and enabled us to vary between behavioral learning and perceptual learning. In particular we applied an active modulation of the balance between perceptual and behavioral learning to counteract the instability of the behavior of the robot due to the perceptual learning auto-correlation term. This auto-correlation term, leading to arbitrary actions and to a shift in the weights, is also present in the original DAC learning rule. Although the shift has been observed earlier, the underlying phenomena has never been analyzed or reported. This is partially due to the limited number of trials reported in older studies [1, 71] and also to the fact that in an open arena foraging task with arbitrary distribution of patches, cue patches and distractor patches are not clearly distinguishable and thus, perceptual learning driven actions cannot be disassociated from behavioral learning driven actions. This shift in the weights is, however, critical when the contextual layer is included in the control of behavior. Since the prototypes directly depend on the weight matrix W, a shift in the weights renders the stored memories obsolete because the current prototypes do not match any of the old prototypes stored in the memory.
The parameter z introduced in the correlative subspace learning rule does allow to stabilize the weights and ultimately stabilizes the behavior or the robot.
For perceptual learning only ðz ¼ À1Þ, the learning rule corresponds to the subspace learning algorithm as proposed in [14] . This study adds a behavioral component to the subspace learning rule by driving learning not only by the auto-correlation of the sensory input signal (CS) but also by the correlation of the sensory input signal (CS) and an external signal (US). Formally, this only manifests in one additional term in the learning rule. Conceptually this does, however, allow a new view on perceptual and behavioral learning. In case of perceptual learning the subspace is spanned by the first K principle components of the sensory input signal. Thus perceptual learning maximizes the variance of the sensory input signal explained by the compressed output. In case of behavioral learning the subspace is spanned by an orthogonal basis of the correlation matrix between the sensory input and the external input maximizing the correlation between the output and this external signal. By changing the balance between perceptual and behavioral learning the learned subspace changes continuously between the two extremes. The correspondence of the correlative subspace learning rule proposed here for z ¼ 0 to the subspace learning rule proposed in [14] allows us to relay on the already established results and properties of the subspace learning rule [30, 31] . Several variations of the subspace learning rule have been established in the last decade to overcome different limitations such as non-locality and the need for a decaying learning rate [22] [23] [24] [25] . All of them share the property that the auto correlation of the sensory input signal drives learning. Thus, it is sensible that the different variations can be extended to incorporate behavioral learning in the same way as the correlative subspace learning rule proposed here.
The assignment of actions to different percepts can also be seen as a classification process. Indeed, in experiments with humans and animals, where for example different pictures have to be assigned to different classes, the final decision is always indicated by an action, e.g. button press. Thus, the proposed learning rule can be seen as a classification process where for instance the red patches are classified to the class ''go left''. In the subspace learning domain a variety of algorithms have been proposed for classification and subspace selection [85] [86] [87] [88] [89] [90] 26, 91, 92] . One of the most popular is the Fisher linear discriminant analysis (LDA) [85, 86] . LDA combines a linear dimensionality reduction step and a classification step. With this combination LDA aims to find a low-dimensional subspace in which the different classes are well separated. Different extensions and enhancement of the LDA algorithm have been proposed [87, 88, 90, 91, 26, 93, 92] . The principle remains the same. Given a set of labeled or partially labeled data, the aim is to find a lower dimensional subspace that increases the separability of the classes. In our case, however, we do not start with a predefined set of data, but the data is generated on-line through the behavior of the robot. Thus, these algorithms are not directly applicable to the robot open arena foraging task studied in this paper. Possible synergies between the different algorithms, in particular semi-supervised algorithms [94] and the correlative subspace learning rule, remains to be investigated. Correlative based learning rules have been applied for behavioral control and navigation in different approaches [63, 64, 60, 1, 71, [65] [66] [67] [68] [69] . Of special interest, because of its formal and conceptual similarity to the learning rule proposed within the DAC architecture, is the isotropic sequence order learning (ISO-learning) [65] . ISO learning is based on differential Hebbian learning and similarly to the DAC learning rule associates an unconditioned response to a conditioned stimulus. Convergence analysis of the ISO-learning rule [95, 69] shows that in a closed loop system as described in this study, ISO learning contains a exponential instability [66, 69] caused by the self-reinforcement of the weights due to destabilizing auto-correlation terms. In the learning rule proposed here the implicit normalization term compensate for the auto-correlation terms and the weights remain stable. However, we encounter a similar problem in that the auto-correlation terms drive perceptual learning, associating arbitrary actions to distractor patches. The recently proposed extension of ISO learning called input correlation (iCO-) learning [66, 69] solves the instability by discarding the auto-correlation learning. In our learning rule this corresponds to perceptual learning only ðz ¼ 1Þ. In our case this solution is, however, not viable as we do not wish to discard behavioral learning. A further extension to stabilize ISO-learning is ISO3 learning [96] where a third factor modulates learning by ''relevance''. In a foraging task relevance would be defined as the agent reaching a goal. Thus, learning does only occur near the goal, and this again can result in the situation that distractor patches are not learned. The active adaptation of the balance between perceptual and behavioral learning proposed in this study does facilitate the inclusion of perceptual learning and maintaining stability in the context of goal oriented behavior.
The DAC architecture pioneered the robot-based investigation of the interaction of biological based perceptual and behavioral learning combining the two forms of learning in a tightly interconnected system. Here we continued this analysis focusing on the adaptive and the reactive layer. Robotic research has proposed different approaches for perceptual and behavioral learning. In robot navigation prediction based learning is often used to emulate perceptual learning [97] [98] [99] . These algorithms are also successfully applied in conjunction with a planning system thus combining perceptual and behavioral learning [100] [101] [102] . Recently a series of models implemented the principle of affordance proposed by Gibson [3] in robots [103, 104] . This solutions show in a very effective way how the integration of perceptual and behavioral learning lead to solutions applicable to real world problems. In machine learning there are some systems that have both a perceptual and a behavioral learning component [105, 100, 101] . In all these cases, however, the two systems remain separated in so far as the perceptual system is not explicitly influenced by the behavioral learning system and only serves as an input for the behavioral learning system. Recently Friston [106] proposed a theoretical approach for the unification of perceptual and behavioral learning, the free-energy principle. The free energy principle is based on the statistical minimization of surprise. Surprise is defined in probabilistic terms, as the negative log probability of the agent sampling an input given the expectations of the agent. Free-energy serves as an upper bound for the minimization of surprise. A system can minimize its free-energy by changing its expectations, i.e. perceptual learning, or changing its action selection policy and thus changing the sampling of the world through behavioral learning. Exploiting behavioral feedback, perceptual and behavioral learning are unified by the minimization of the common free energy, allowing the study of the interaction between the two. The free-energy principle proposes that the minimization of surprise has to occur on different time scales in order to capture the temporal structure of the external world [107] . This compares to the organization of the brain on different timescales and it is also captured in the layered structure of the DAC architecture operating on different timescales. The reactive layer captures immediate reflexive actions. The adaptive layer extends these actions to associated perceptual input with a longer spatio-temporal range (e.g. vision compared to proximity sensors) extending the time scale it operates on. The contextual layer operates on the longest time scale expressing the order of perception and action sequences.
Neurophysiological results clearly show perceptual and behavioral learning are tightly coupled [7, 82, [8] [9] [10] [11] [12] 108, 5, 6] . The balance between perceptual and behavioral learning is constantly modulated and adapted to the current task [9] . This modulation is mediated by a variety of neuromodulators [82] [83] [84] . In this study we present a theoretical argument why a system that combines perceptual and behavioral learning has to actively modulate the balance between perceptual and behavioral learning in order to stabilize behavior. In the foraging task we have proposed mean reward i.e. performance as the possible drive for this modulation. Likely a variety of factors such as prediction errors, novelty, surprise or emotional state influence this bias.
In our model we only regard one layer of neurons combining perceptual and behavioral learning. In biological systems this computation is performed in a whole hierarchy of brain areas. (Sensory information enters the sensory processing areas and is passed through association areas to the motor cortex eventually generating an action.) In sensory processing areas, learning is mostly driven by the sensory input where in motor areas learning is mostly driven by the behavioral feedback. There is not, however, a clear border between the two areas [109, 80, 110] . In our model a multilayer network replicating the presented network in each layer can implement such a hierarchical view.
The only difference between the layer would be the value of z and the dimensionality of the layer. An earlier study focused on perceptual learning only has successfully applied this approach [45] . The one layer implementation proposed in this study can be seen as the extreme case of this interaction allowing us to formally analyze the interaction between perceptual and behavioral learning.
In the current version of the learning rule time is not taken into account. We are not able to learn delayed associations of events. Associations between CS and US can only be learned if they are presented simultaneously to the network. Several solutions have been proposed for delayed association learning, mostly by involving time in the stimulus representation [111, 112, 65] . Such a time representation in combination with a multilayer architecture as described above would in principle even allow learning sequences of events at different time scales.
Another possible limitation of the system proposed here is that learning consists in extracting second order statistics only. However, the relevant associations can also consist of higher order statistics. Principal component analysis (PCA) faces the same problem as it only maximizes the explained variance. Different solutions have been proposed to overcome this limitation. One is the kernel based extension of PCA [113, 114] the other is based on introducing a non-linearity in the learning rule. The basic approach is to maximize a neural network to extract higher order statistics. Statistical properties that have been shown to lead to good results are independence [115, 34] , sparseness [13, 35] , smoothness [36] [37] [38] [39] [40] [41] [42] [43] [44] 47, 45, 52] , efficiency [48] [49] [50] and predictability [46] . All these approaches have been applied for perceptual learning only. The approach taken in this study of having a behavioral component that modifies the update rule is not restricted to a linear update rule. It can naturally be extended to all correlative based learning rules. The exact convergence properties and influences of such an extension are, however, not easily predictable and have to be analyzed in further studies. The simplicity of our learning rule precisely allowed us to formally describe its properties and facilitated control of the system and interpretation of the results.
In this study we have shown that it is possible to combine perceptual and behavioral learning in a single neuronal model. This approach is novel as it opposes the general practice of modeling perceptual and behavioral learning in separate systems. In this one layer neural network we account for the interconnection of perceptual and behavioral learning as shown in psychological and neurophysiological studies. The simplicity of the model allowed us to formally analyze this interconnection. We show that there is no principal impossibility of combining perceptual and behavioral learning in a single system, however, an active modulation of the balance between perceptual and behavioral learning is necessary to stabilize behavior. We predict, that the brain is actively regulating this balance with neuromodulator such as noradrenalin and acetylcholine.
To examine the convergence properties of the CSL rule (Eq. (2)) we first show that the weights W are bounded and that columns W i of the weight matrix W converge to norm 1= ffiffiffi g p . Secondly, we
show that the CSL learning rule can be derived from statistical optimization criteria. This allows us to determine the fix points of the learning rule.
To demonstrate that the learning rule is bounded we follow the reasoning proposed in [21] showing that the CSL learning rule (Eq. (2)) can be derived from a Hebb like learning rule [61] . We consider the learning rule:
where f(y,r) is a vector function dependent on y, r and additional parameters. This learning equation is not stable and with a positive learning rate increases to infinity. We can force convergence by normalizing the weights at each time step n. For each column i we can formulate the normalized learning rule: If we choose f ðy,rÞ ¼ ðð1ÀzÞy > þðzÞr > Þ and take into account that we have chosen JW i J ¼ 1= ffiffiffi g p we obtain the CSL rule (Eq. (2)). This proofs that the learning rule converges for small values of Z towards bounded weights with a norm of 1= ffiffiffi g p .
To understand the fix points of the learning rule we analyze how the CSL learning rule can be derived from a statistical optimization criterion [24] . We consider the statistical optimization criterion with Lagrange multipliers defined by
The task is to maximize the expectation of f(W) under the constraint that the weights W are orthogonal such that gW > W ¼ I.
This constraint is accounted for by double summation Lagrange multipliers with l ij ¼ l ji . For the limit of perceptual learning only with z ¼ À1 and the definition C CS,CS ¼ E½xx > the criterion function to be optimized under the constrained gW > W ¼ I becomes:
JðWÞ ¼ traceðW > C CS,CS WÞ This problem has been solved and analyzed thoroughly in the last two decades [14, 75, 24, 30, 31] . These analyses show that W converges to the K dimensional subspace spanned by the orthogonal eigenvectors of C CS,CS with the K highest eigenvalues.
For the other extreme of behavioral learning only with z ¼ 1 and the definition C CS,US ¼ E½xr > the criterion function to be optimized under the constrained gW > W ¼ I becomes:
Under the constraint that W is bounded, J(W) is maximal when W spans the same subspace as xr > . In this case the optimal solution for W maximizes the correlation between y and r, i.e. y approximates r. This is consistent with the classical conditioning view of the learning rule where the UR is substituted by the IS driven by the CS. The maximization of J(W) can also be seen in terms of feature extraction. For a z of À 1 we extract the features of x with the highest variance leading to the K principal components. With a z of À 1 we extract the features with the highest correlation to the unconditioned response r.
To derive the CSL learning rule (Eq. 2) from JðWÞ we search for the optimal weight matrix W where the gradient of J(W) in respect to W is equal to 0: This corresponds precisely to Eq. (2). The last step was done by replacing the expectation with its instantaneous estimate under the assumption that Z is small. This is not a strict convergence proof. We can, however, say that if the weights converge, they do so in a specific direction.
