In this paper we propose a new speech compression technique employing psychoacoustic model and a general approach for Filter Bank Design using optimization. This technique is inspired from an audio compression technique using psychoacoustic model and a Modified Discrete Cosine Transform (MDCT) filter banks of 32 filters. In fact, in this proposed approach, we have used Uniform/Non-Uniform Filter Bank (which is designed using optimization) instead of a MDCT filter banks of 32 filters. The two techniques are evaluated and compared with each other by computing bits before and after compression. They are tested and applied to different speech signals. The simulation results obtained from the computation of the compressed files size and the Compression Ratios (CR), show that the proposed technique outperforms the second one. In term of perceptual speech quality, the outputs speech signals of the proposed compression system are with good quality. This is justified by the computation of SNR (Signal to Noise Ratio), PSNR (Peak Signal to Noise Ratio), NRMSE (Normalized Root Mean Square Error) and PESQ (Perceptual evaluation of speech quality). We have also compared the proposed technique to one previous research work which is a speech compression technique based on Discrete Wavelet Transform (DWT) and integrating a Voice Activity Detection (VAD) Module. This comparison is also based on the computation of SNR, PSNR, NRMSE, PESQ and CR and the obtained results show that the proposed technique outperforms this third technique based on DWT and VAD.
INTRODUCTION
The essential purpose in speech compression consists in representing with minimum number of bits, the digital speech waveform while preserving its perceptual quality [1] [2] . The speech compression [3] is essential either for reducing memory storage requirements or for reducing transmission bandwidth requirements, without harming the speech quality. For example, digital cellular phones use some compression techniques for compressing, in real-time, the speech signal over general switched telephone networks. Speech compression is also needed for reducing the storage requirements for storing the voice messages or for mail forwarding of voice messages. All these applications depend on the efficiency of the speech compression technique. Consequently, in the past, different techniques [4] were developed to meet the rising demand for better algorithms of speech compression. Alike to other digital data compression techniques, speech compression ones can also be classified into two categories which are lossy compression and lossless compression. Lossless compression is frequently performed by waveform coding techniques. In these techniques [5] actual shape of the signal produced by the microphone and its associated circuits is conserved. A most popular waveform coding technique is pulse code modulation (PCM). Other lossless techniques such as differential quantization and adaptive PCM, make speech signals compression by localizing redundancy and optimizing or suppressing it by the quantization process. All such techniques require simple signal processing and lead to minimum distortion with small compression [6] [7] . A detailed study on these techniques is presented in [7] [8] and the references therein. Concerning lossy compression, the compressed data is a close approximation of the original data and not the same as it. Although, it leads to a much higher compression ratio than that of lossless compression. The literature review reveals that a considerable progress has been made on lossy compression techniques such as sub-band coding [8] , linear predictive coding (LPC) [4] and turning point [5] . In subband decomposition, spectral information is divided into a set of signals that can then be encoded by using a diversity of techniques. Based on subband decomposition, different techniques have been devised for speech compression [9] .
In this paper, we propose a new speech compression technique employing psychoacoustic model and a general approach for Filter Bank Design using optimization [13] . In fact this technique is inspired from an audio compression one proposed by Alex et al. [10] [11] [12] and this by replacing a Modified Discrete Cosine Transform (MDCT) filter banks of 32 filters used in [10] [11] [12] by a Uniform/Non-Uniform Filter Bank which is designed using optimization [13] . In our technique evaluation we have also used another research work which a third compression technique based on Discrete Wavelet Transform (DWT) and integrating a Voice Activity Detection System. This latter technique was proposed in [14] . In fact the DWT is a powerful tool used in many domains of signal and image processing such as in [15] [16] .
The rest of this paper is organized as follow, in section 2, we will detail the proposed compression technique. In section 3, we will present results and discussion and we will conclude in section 4.
THE PROPOSED TECHNIQUE
Before presenting in details the proposed speech compression technique, we first deal with Background on psychoacoustic Model. Then we will be interested in a general Approach for Filter Bank Design using Optimization.
Background on psychoacoustic model
The psychoacoustic model is based on many researches made on human perception. These researches have demonstrated that the average human hearing of all frequencies is not the same. Effects due to the human sensory system limitations and different sounds in the environment lead to facts that can be employed in order to remove unnecessary data contained in an audio signal [10] [11] [12] . The two principal human auditory system properties that make up the psychoacoustic model are the auditory masking and the hearing absolute threshold. Each of them provides a manner of determining which signal portions are indiscernible and inaudible to the average human, and can therefore be eliminated from a signal [10] [11] [12] .
A general approach for Filter Bank design using optimization
Filter banks, as shown in Figure 1 , have different applications in speech processing [13] . One of the principal necessities in filter bank design is Perfect Reconstruction (PR) which intuitively means that the filter bank cannot introduce some degradation on the signal. In general, filter banks can be classified into two main groups that are uniform filter bank in which all sampling rates, {n 1 , n 2 , … , n K } are all similar while the non uniform filter bank in which at least one sampling rate does not equal to the others [13] . A general approach for Filter Bank Design Using Optimization, was detailed in [13] and references therein.
2.2.1
The perfect reconstruction condition [13] Consider a filter bank (Fig.1.) having {n 1 , n 2 , … , n K } as the integer sampling rates. The filter bank output in the Z-domain, can be expressed as follow:
(1) With:
T 0 (z) and T l (z), l ≠ 0 represent respectively the overall distortion transfer function and aliasing transfer function corresponding to X(z • exp(−2jπl/n k )). When T l (z) is zero and T 0 (z) is a pure delay, then PR is obtained [13] .
Filter bank design algorithm
The use of filter banks is for splitting a signal into a number of frequency sub-bands using analysis filters and then each sub-band is separately processed. Therefore the first requirement is to have analysis filters Hk(z) which satisfy some prescribed frequency specifications. The second condition is the requirement that the analysis and synthesis filters satisfy the PR condition [13] . In [13] , the aim was to design a filter bank that achieves PR [13] and MRAF satisfy some prescribed requirements. In [13] , just the MRAF (the magnitude response of the analysis filters) [13] was considered and the phase response of each individual analysis filter was ignored to increase the degrees of freedom for a given length N. Each designed filter may not have a linear phase but the PR conditions guarantee the linear phase of the whole filter bank. The design procedure needs finding the analysis and synthesis filters coefficients {hk, fk} so that the PR conditions detailed in [13] (see Lemma 1 in [13] ) and the prescribed specifications for MRAF are satisfied. The design approach is based on minimizing the following performance index, combining PR error ( e PR ) and magnitude response error (e F ), with respect to analysis filters coefficients:
where ǁ.ǁ is l2 -norm and W F and W PR are optional weights. The expressions A , x , b and e F,k are detailed in [13] . The optimization parameters are the analysis filters coefficients. The synthesis filters coefficients are obtained as the least square solution of the following equation:
Details of the proposed compression technique
Alex et al. [10] [11] [12] implemented a compression scheme that uses psychoacoustic modeling to determine which portions of the audio signal, they remove without loss of sound quality to the human ear. In their compression system, the original signal is run through cosine modulated perfect reconstruction filter banks having 32 filters. This MDCT filter banks of 32 filters are defined as follow [10] [11] [12] :
where we have:
The signal is divided by the filter banks into distinct frequency components and then it is quantized with a variable number of bits, which is based on the psychoacoustic model results. They have made analysis on this compressed version of the signal and by using different quantization schemes they can get 30 to 75% compression of the original signal. This difference is due to the overhead needed for decoding the quantized signal in each scheme. Here is a simplified block diagram of their scheme (Fig. 2. ) [10] [11] [12] : Figure 2 . Encoding/Decoding systems [10] [11] [12] In this paper, we have modified the compression system of Alex et al. [10] [11] [12] (Fig. 2) by replacing the MDCT (Modified Discrete Cosine Transform) filter banks of 32 filters by a Uniform/Non-Uniform Filter bank which is designed using optimization [13] . The goal is to design M analysis and synthesis FIR filters so that the analysis filters satisfy some frequency specifications and the filter bank (almost) meets the perfect reconstruction (PR) conditions. Both goals are achieved by minimizing the following performance index [13] :
where w 1 and w 2 are optional weights. The algorithm can design both uniform (critically/over sampled) and non-uniform filter banks [13] . Figure 3 illustrates the used uniform filter bank.
Where H 0 (z), H 1 (z), G 0 (z) and G 1 (z) are respectively the z-transforms of the impulse responses of the analysis and synthesis filters, h 0 (k) , h 1 (k) , g 0 (k) and g 1 (k) . These impulses are obtained from optimization by minimizing the performance index given by (8) . Therefore we have replaced the impulses responses h and g associated to MDCT filters banks of 32 filters given by equations (6) and (7), by h 0 , h 1 , g 0 and g 1 . In Table 1 are listed the impulses coefficients obtained from optimization where h 0 and h 1 are designed for analysis and g 0 and g 1 are designed for synthesis. 
In this work, the use of a uniform/non-uniform Filter Bank which is designed using optimization [13] is justified by two things. The first is that we want to reduce the computation complexity in our speech compression system by replacing the MDCT (Modified Discrete Cosine Transform) filter banks of 32 filters [10] [11] [12] by this uniform/non-uniform Filter Bank. The second thing is that this Filter Bank is with perfect reconstruction.
RESULTS AND DISCUSSION
Before presenting the results obtained from Matlab Simulation, we will be interested in the subsection 3.1 in performance evaluation.
Performance Evaluation
In this paper, we present the objective criteria used for evaluation and comparison between the proposed technique and that of Alex et al. [10] [11] [12] . These criteria are bits before and after compression, SNR (Signal to Noise Ratio), PSNR (Peak Signal to Noise Ratio), NRMSE (Normalized Root Mean Square Error) which is detailed in [14, 17] and PESQ (Perceptual Evaluation Speech Quality) which are detailed in [18] [19] .
File format and comparison
To determine compression ratios for our compression schemes we first have to determine the number of bytes that each file takes. We have used the same computation rules of files size (Original files size, 16-bit Compression, 8-bit Compression, Full Range Compression, Narrow Range Compression) as used in [10] [11] [12] .
A comparative study
In Table 2 . are listed the results concerning Bits before and after compression using the proposed technique and that of Alex et al. [10] [11] [12] . These two techniques are applied to two different speech signals which are ''1.wav'' and ''3.wav''. Those obtained results show clearly that the proposed technique outperforms the technique of Alex et al. [10] [11] [12] and this in term of size of output files. To solve the problem of speech degradation when using narrow range (Figure 4 ) in the proposed technique and the technique of Alex et al. [10] [11] [12] , we have multiplied the psychoacoustic model threshold by an adjustment factor α. We have selected 30 as the value of α and this based on simulation results. Figures 5, 6 and 7 show three different zoomed regions of the original and the compressed speech signals. According to these figures, we remark that the silent regions are zeroed and the others are thresholded and this due to the quantization procedure.
In Table 2 are listed the results concerning Bits before and after compression using the proposed technique and that of Alex et al. [10] [11] [12] . The two techniques are applied to two different speech signals. Figure 7 . The end (at the top and zoomed) of the original speech signal represented in Fig.4 (at the top) , The end (at the bottom zoomed) of the corresponding compressed speech signal represented in Figure 4 (at the bottom) Those obtained results show clearly that the proposed technique outperforms the technique of Alex et al. [10] [11] [12] and this in term of size of output files: the sizes of output files from the proposed compression system are smaller than the those of the output files from the system of Alex et al. [10] [11] [12] .
In Tables 3 and 4 are listed the results obtained from the application of the proposed technique, the technique of Alex et al. [10] [11] [12] and that of Aloui et al. [17] to three different speech signals (''1.wav'', '3.wav'' and ''5.wav'') and this in case of narrow range quantization (with/without multiplying the psychoacoustic model threshold by a tuning factor α = 30 ). Those results are in term of bits before and after compression, Compression Ratio (CR) and PESQ. The speech compression system of Aloui et al. [14] is based on Discrete Wavelet Transform (DWT) [20] [21] and integrating a Voice Activity Detection (VAD) Module [14] . According to Aloui et al. [14] , this VAD module avoids the computation of discrete wavelet coefficients during the inactive voice signal. Tables 3 and 4 and Figure 4 (c) show clearly that by multiplying the psychoacoustic model threshold by a tuning factor α = 30 , we obtain output speech signals with acceptable perceptual qualities for the proposed compression system and with good quality for the compression system of Alex et al. [10] [11] [12] . Compared to the speech compression technique proposed by Aloui et al. [14] , the proposed technique permits to obtain better values of Compression Ratio (CR) and also better values of PESQ.
The output speech signals of the proposed speech compression system are with a little constant delay compared to the original speech signals and this in case of narrow range quantization. To solve this problem we have suppressed this delay and we have obtained the following results listed in Table 5 . The obtained results from computation of SNR, PSNR, NRMSE and Compression Ratio show that the proposed compression technique outperforms the two others techniques of Alex et al. [10] [11] [12] and Aloui et al. [17] . In fact, in term of perceptual quality and according to SNR, PSNR and NRMSE, the reconstructed speech signals obtained after compression/de-compression using the proposed technique, have a better perceptual qualities compared to the two techniques [10] [11] [12] 17] . Moreover, in term of Compression Ratio, the proposed technique permits to obtain the best values of Compression Ratio.
CONCLUSION
In this paper, we have proposed a new speech compression technique integrating a psychoacoustic model and uniform Filter Bank which is designed using optimization. The role of the psychoacoustic model is to determine which portions of the speech signal to remove without loss of sound quality to the human ear. The proposed technique was evaluated and compared to a second technique based on psychoacoustic model and MDCT (Modified Discrete Cosine Transform) filter banks having 32 filters. This evaluation is performed by computing the bits before and after compressing, SNR, PSNR, NRMSE and PESQ. The obtained results from bits before and after compressing, SNR, PSNR, NRMSE and PESQ, show that the proposed technique outperforms the other compression technique (based on the psychoacoustic model and the MDCT filter banks of 32 filters). In fact, in term of perceptual quality and according to SNR, PSNR and NRMSE and PESQ, the reconstructed speech signals obtained after compression/de-compression using the proposed technique, have a better perceptual qualities compared to those obtained from the application of the second compression technique. Moreover, in term of sizes of the reconstructed speech signals and Compression Ratios, the proposed technique permits to obtain better Compression Ratios compared to those obtained by the second technique. We have also evaluating the proposed technique by comparing it to a third speech compression technique based on Discrete Wavelet Transform (DWT) and VAD (Voice Activity Detection). This comparision is also in term of SNR, PSNR, NRMSE and CR and the obtained results show that the proposed technique outperforms the third technique based on DWT and VAD.
