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Abstract: Battery management systems may rely on mathematical models to provide higher
performance than standard charging protocols. Electrochemical models allow us to capture
the phenomena occurring inside a lithium-ion cell and therefore, could be the best model
choice. However, to be of practical value, they require reliable model parameters. Uncertainty
quantification and optimal experimental design concepts are essential tools for identifying
systems and estimating parameters precisely. Approximation errors in uncertainty quantification
result in sub-optimal experimental designs and consequently, less-informative data, and higher
parameter unreliability. In this work, we propose a highly efficient design of experiment method
based on global parameter sensitivities. This novel concept is applied to the single-particle
model with electrolyte and thermal dynamics (SPMeT), a well-known electrochemical model for
lithium-ion cells. The proposed method avoids the simplifying assumption of output-parameter
linearization (i.e., local parameter sensitivities) used in conventional Fisher information matrix-
based experimental design strategies. Thus, the optimized current input profile results in
experimental data of higher information content and in turn, in more precise parameter
estimates.
Keywords: parameter identification, global parameter sensitivities, uncertainty quantification,
design of experiments, lithium-ion batteries.
1. INTRODUCTION
In the field of lithium-ion batteries, first-principle models
have proven to be beneficial in providing battery man-
agement systems with high performance and high safety
standards (Chaturvedi et al., 2010). First-principle models
are used in general to gain physical insights, monitor, and
control complex processes. For models to be reliable, high
accuracy, in terms of structure and parameters, is required.
In practice, model structures are approximated based on
simplifying assumptions that aim to guarantee identifia-
bility while retaining a physical interpretation. Unfortu-
nately, the possible imprecision of the structure, together
with the fact that model parameters are obtained in gen-
eral using noisy measurement data, may result in uncer-
tain parameter estimates and inaccurate simulation results
(Walter and Pronzato, 1997). To alleviate these issues, the
use of accurate uncertainty quantification in combination
with a model-based design of experiment (MBDoE) can
provide an improved model calibration with more reliable
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Engineering, MPI Magdeburg. D.M. Raimondo has been (partially)
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parameter estimates. In particular, the MBDoE consists
of finding the optimal input sequence able to minimize the
uncertainty of the model parameters (Pukelsheim, 2006).
Most implementations of MBDoE are based on the Fisher
information matrix (FIM), which gives a local measure-
ment of how informative a measured signal is in terms of
parameter sensitivity. In particular, the FIM represents a
perfect MBDoE measure only for linear parameter iden-
tification problems (Kiefer, 1959; Walter and Pronzato,
1997; Sinkoe and Hahn, 2017). Local parameter sensitivi-
ties assume a linear relationship between model parameter
variations and simulation results. In the nonlinear case,
local sensitivities may lead to biased local parameter sen-
sitivity and MBDoE measures because of biased reference
parameters (Manesso et al., 2017). Moreover, the actual
parameter values for calculating these local parameter
sensitivities are unknown, and, in turn, the best parameter
estimates have to be used.
In the last decade, the use of global sensitivities for the
MBDoE has been discussed in the literature (Rodriguez-
Fernandez et al., 2007; Chu and Hahn, 2013; Schenk-
endorf et al., 2018). Global parameter sensitivities, by
definition, represent nonlinear and multivariate parameter
dependencies adequately. Global parameter sensitivities
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consider model parameters and simulation results as ran-
dom variables. Thus, the global sensitivity analysis (GSA)
aims to quantify the amount of variation that each model
parameter contributes to the variation in the simulation
results.
Most lithium-ion cell models employed in advanced bat-
tery management systems (BMSs) can be grouped into
two main categories: equivalent circuit models (ECMs; Hu
et al. (2012)), which are intuitive and straightforward,
and electrochemical models (EMs; Gomadam et al. (2002);
Santhanagopalan et al. (2006)), which are far more ac-
curate. The pseudo-two-dimensional (P2D) model (Doyle
et al., 1993), which consists of nonlinear partial differ-
ential algebraic equations (PDAEs), is the most widely
used EM. However, the use of the latter for control pur-
poses is limited due to its high computational burden and
its identifiability and observability issues (Forman et al.,
2012; Moura, 2015). The aforementioned issues can be
addressed by reduced order models, which have raised the
interest of the research community, due to the fact that
they still provide a sufficiently detailed description of the
electrochemical phenomena (Zou et al., 2014). Parameter
identifiability and state observability of the single particle
model (SPM; Ning and Popov (2004); Santhanagopalan
et al. (2006)), which models the electrodes as single parti-
cles, have been analyzed in several works (Di Domenico
et al., 2010; Bizeray et al., 2018; Pozzi et al., 2018a).
The electrolyte (SPMe; Moura et al. (2017)) and ther-
mal dynamics (SPMeT; Perez et al. (2016)) can also be
considered in order to increase the model accuracy. In the
literature, various MBDoE studies exist, including ones
for complex (electro)chemical processes. For instance, the
usefulness of MBDoE for lithium-ion battery models (both
full and reduced-order ones) was demonstrated recently in
Mendoza et al. (2016, 2017); Pozzi et al. (2018b); Park
et al. (2018b,a), where the current profile is optimized by
relying on the FIM to maximize the identifiability of the
parameters.
To the best of the authors’ knowledge, the usefulness of
GSA and its effective implementation for (electro)chemical
processes in the context of MBDoE have not been analyzed
thus far. In this work, we propose a highly efficient MBDoE
framework that is based on GSA, and we implement this
novel GSA-MBDoE concept for a lithium-ion cell modelled
as SPMeT. It has to be noticed that the proposed concept
avoids the simplifying assumption of output-parameter lin-
earization used in standard MBDoE strategies. To prevent
a computation overload while replacing the local parame-
ter sensitivity matrix and solving the underlying dynamic
optimization problem, we make use of the point estimate
method (PEM) as a highly efficient sampling technique
to determine global parameter sensitivities. In contrast
to previous work (Schenkendorf et al., 2018), the global
parameter sensitivities are directly transferred to standard
DoE criteria.
The paper is organized as follows. In Section 2, the
SPMeT is introduced, including modeling assumptions
and governing equations. In Section 3, the basic concepts
of the model-based design of experiments are summarized,
and the novel experimental design, which is based on
global parameter sensitivities, is proposed. In Section
4, the standard MBDoE approach and the novel GSA-
MBDoE concepts are applied to the lithium-ion battery
model and critically compared. Finally, in Section 5, the
results are summarized and conclusions provided.
2. LITHIUM-ION BATTERY MODEL
In this study, we consider the single-particle model with
electrolyte and thermal dynamics, which has proven to
be accurate enough but also suitable for real-time im-
plementation in advanced battery management systems
(Moura et al., 2017). In the following, the cell sections
are indexed with j ∈ {p, s, n} in all the equations except
for those valid only for the electrodes where the index i
refers to {p, n} instead. The variables t ∈ R, x ∈ R and
r ∈ R indicate respectively the time index, the spatial
direction along which the lithium ions are transported and
the radial distance within an active particle at location
x. As previously done in this context by Subramanian
et al. (2005), a fourth-order polynomial approximation
of the ion concentration along the radial axis r of each
electrode is considered. In particular, the concentration
is described as a function of r, whose coefficients depend
on the solid average concentration c¯s,i(t) and the average
concentration flux q¯i(t). Let the average stoichiometry in
the electrodes be defined by:
θ¯i(t) =
c¯s,i(t)
cmaxs,i
, (1)
where cmaxs,i is the maximum solid concentration. The
dynamics of the average stoichiometries can be expressed
by the following equation (Subramanian et al., 2005):
˙¯θi(t) =
3Iapp(t)
aiRp,iLiFAcmaxs,p
, (2)
where the thickness of the ith section is described by Li,
the particle radius is denoted by Rp,i, F is the Faraday
constant, A is the area of the cell, Iapp(t) is the input
current (with the assumption that a negative current
charges the cell) and ai =
3acti
Rp,i
is the specific active surface
area, with acti the active material volume fraction defined
by:
actp = −
C
∆θpAFLpcmaxs,p
, (3a)
actn =
C
∆θnAFLncmaxs,n
, (3b)
in which the cell capacity is represented by C. Considering
θ0%i and θ
100%
i the stoichiometries of the electrodes in the
case of fully discharged and fully charged cell respectively,
it holds that ∆θi = θ
100%
i − θ0%i . The concentration fluxes
present the following dynamics:
˙¯qp(t) = −30Ds,p(T (t))
R2p,p
q¯p(t) +
45
2R2p,pFALpap
Iapp(t),
(4a)
˙¯qn(t) = −30Ds,n(T (t))
R2p,n
q¯n(t)− 45
2R2p,nFALnan
Iapp(t),
(4b)
where T (t) is the temperature, and Ds,i(T (t)) is the solid
diffusion coefficient for the ith section, which depends on
the temperature according to the Arrhenius law. Con-
sidering the assumption of lithium moles conservation in
the solid phase (Di Domenico et al., 2010), the average
stoichiometry in the anode can be obtained directly from
the cathode as follows:
θ¯n(t) = θ
0%
n +
θ¯p(t)− θ0%p
θ100%p − θ0%p
(θ100%n − θ0%n ). (5)
In this way, θ¯n(t) can be considered as an output of the
system, thus reducing the number of state equations and
increasing the computational efficiency.
The surface stoichiometries in the electrodes can be com-
puted with the following algebraic equations:
θp(t) = θ¯p(t) +
8Rp,pq¯p(t)
35cmaxs,p
+
Rp,pIapp(t)
35Ds,p(T (t))FALpapcmaxs,p
,
(6a)
θn(t) = θ¯n(t) +
8Rp,nq¯n(t)
35cmaxs,n
− Rp,nIapp(t)
35Ds,n(T (t))FALnancmaxs,n
,
(6b)
according to the polynomial approximation of the lithium
concentration along the radius of the particle (Subrama-
nian et al., 2005).
The state of charge (SOC) is defined as:
SOC(t) = 100
θ¯n(t)− θ0%n
θ100%n − θ0%n
. (7)
A fundamental output of the SPMeT is the terminal
voltage V (t). This latter not only depends on the lithium
concentration in the solid phase but also on the one
in the electrolyte. Therefore, the PDAEs governing the
diffusion of the electrolyte concentration ce,j(x, t) must
be considered. In this work, the finite volume method
is exploited for spatially discretizing such PDAEs, as
previously done in this context by Torchio et al. (2016).
The authors in Torchio et al. (2016) divide the spatial
domain into P non-overlapping volumes for each section.
For each section j, each volume ranges within Ωj,k =[
xj,k¯, xj,k
]
, with k = 1, · · · , P , with center xj,k and width
∆xj = Lj/P . Defining c
[k]
e,j(t) as the average electrolyte
concentration over the kth volume of the jth section gives:
p
∂c
[k]
e,p(t)
∂t
=
[
D˜e(x, T (t))
∆xp
∂ce,p(x, t)
∂x
]∣∣∣∣∣
xp,k¯
xp,k
− 1− t+
FALp
Iapp(t),
(8a)
s
∂c
[k]
e,s(t)
∂t
=
[
D˜e(x, T (t))
∆xs
∂ce,s(x, t)
∂x
]∣∣∣∣∣
xs,k¯
xs,k
, (8b)
n
∂c
[k]
e,n(t)
∂t
=
[
D˜e(x, T (t))
∆xn
∂ce,n(x, t)
∂x
]∣∣∣∣∣
xn,k¯
xn,k
+
1− t+
FALn
Iapp(t),
(8c)
where t+ is the transference number, j is the material
porosity, and D˜e(x, T (t)) is the electrolyte diffusion coeffi-
cient which is computed according to the harmonic mean.
See Torchio et al. (2016) for a further description of the
terms in the electrolyte dynamics. Note that the effective
diffusion and conductivity coefficients are according to the
Bruggeman’s theory, where τj represents the tortuosity
factor for each section.
The dependence on the temperature of the parameters
above is described by the Arrhenius law, which, for a
generic parameter ψ(T (t)), is given by:
ψ(T (t)) = ψ0e−
Ea,ψ
RT (t) , (9)
where ψ0 and Ea,ψ are the constant coefficient and the
activation energy related to the parameter ψ(T (t)), and R
is the universal gas constant.
The terminal voltage is then given by:
V (t) =− Iapp(t)Rsei + U¯p(t)− U¯n(t) + η¯p(t)− η¯n(t)
+ ∆Φe(t),
(10)
where Rsei is the solid electrolyte interface (SEI) resis-
tance, while U¯p(t) and U¯n(t) are the Open Circuit Po-
tentials (OCPs) in the positive and negative electrodes.
The overpotentials η¯p(t) and η¯n(t), for the positive and
negative electrodes are given respectively by:
η¯p(t) =
2RT (t)
F
sinh−1
( −Iapp(t)
2ALpapi¯0,p(t)
)
, (11a)
η¯n(t) =
2RT (t)
F
sinh−1
(
Iapp(t)
2ALnani¯0,n(t)
)
. (11b)
The exchange current density is defined as:
i¯0,i(t) = Fki(T (t))
√
c¯e,i(t)θi(t)(1− θi(t)), (12)
where ki(T (t)) is the temperature-dependent rate reaction
coefficient and c¯e,i(t) is obtained by averaging the elec-
trolyte concentration over the ith section concentration as
follows:
c¯e,i(t) =
1
P
P∑
k=1
c
[k]
e,i(t). (13)
Moreover, ∆Φe(t) is computed as:
∆Φe(t) = Φ
drop
e (t) +
2RT
F
(1− t+) loge
(
c
[1]
e,p
c
[P ]
e,n
)
, (14)
where the shape of the ionic current ie(x, t) is assumed
to be trapezoidal over the spatial domain (Moura et al.,
2017). The electrolyte voltage drop Φdrope (t) can be ap-
proximated by:
Φdrope (t) ' −
Iapp(t)
2A
(φp(t) + 2φs(t) + φn(t)) , (15)
in which:
φp(t) = ∆xp
P∑
k=1
2k − 1
κ(c
[k]
e,p(t))
pp
p
, (16a)
φs(t) = ∆xs
P∑
k=1
1
κ(c
[k]
e,s(t))
ps
s
, (16b)
φn(t) = ∆xn
P∑
k=1
2P − 2k + 1
κ(c
[k]
e,n(t))
pn
n
, (16c)
where, for the kth volume of the jth section, the electrolyte
conductivity is described by κ(c
[k]
e,j(t)). This latter that
can be derived empirically is expressed with a nonlinear
function of the electrolyte concentration:
κ(γ
[k]
j (t)) =
(
0.2667
(
γ
[k]
j (t)
)3
− 1.2983
(
γ
[k]
j (t)
)2
+ 1.7919γ
[k]
j (t) + 0.1726
)
e
−Ea,κ
RT (t) ,
(17)
where γ
[k]
j (t) = 10
−3c[k]e,j(t). The function in Eq. (17) is
taken from Ecker et al. (2015b) as well as the expressions
of the OCPs in terms of the surface stoichiometries:
U¯p(t) =18.45θ
6
p(t)− 40.7θ5p(t) + 20.94θ4p(t)
+ 8.07θ3p(t)− 7.837θ2p(t) + 0.02414θ1p(t) + 4.571,
(18a)
U¯n(t) =
0.1261θn(t) + 0.00694
θ2n(t) + 0.6995θn(t) + 0.00405
, (18b)
which are fitted from experimentally collected data. Note
that the empirical functions in Eqs. (17) and (18a) may
vary according to the considered cell (in the presented
paper, Kokam SLPB 75106100).
Finally, the temperature dynamics is given by a lumped
thermal model (Perez et al., 2016, 2017):
CthT˙ (t) = Q(t)− hcAc(T (t)− Tsink), (19)
where Cth is the thermal capacity of the cell, and hc and
Ac are the convective coefficient and the area of the heat
exchange with the coolant, respectively. We assume that
the coolant temperature is constant and equal to Tsink.
The heat Q(t) is generated by the cell polarization as
follows:
Q(t) = |Iapp(t)| · |V (t)− (U¯p(t)− U¯n(t))|. (20)
The electrochemical parameters adopted are those mea-
sured in Ecker et al. (2015b,a), in which a commercial cell
(the Kokam SLPB 75106100) is completely characterized
through experiments. The value of the sink temperature
is constant and set to Tsink = 298.15 K, while the thermal
capacity is set to Cth = 4186 JK
−1. Finally, the heat
exchange parameters are assumed to be Ac = 1 m
2 and
hc =10 W m
−2 K−1.
3. MODEL-BASED DESIGN OF EXPERIMENTS
Next, we propose the GSA-MBDoE concept. The under-
lying dynamic optimization problem is introduced first.
Then, the basics of local and global parameter sensitivities
are briefly summarized. The point estimate method is
presented to ensure fast GSA-MBDoE results.
3.1 Optimization Framework
In this study, the MBDoE states a dynamic optimization
problem and reads as:
max
u(·)
Φ(Sl/g(p)) (21a)
subject to:
x˙d(t) = f(xd(t),u(t),p), (21b)
xd(t0) = x0, (21c)
0 ≤ hnq(xd(t),u(t),p), (21d)
umin ≤ u ≤ umax, (21e)
where t ∈ [t0, t0 + texp] is the time, with t0 = 0s is the
initial time and texp is the time duration of the experiment,
u ∈ Rnu is the vector of the control variables, p ∈ Rnp
is the vector of the time-invariant parameters, and xd ∈
Rnxd are the differential states. The initial conditions for
the differential states are given by x0 while y ∈ Rny is
the vector of the model output. Eq. (21b) is the model
equation with f : Rnxd×nu×np → Rnxd . To satisfy critical
process constraints, Eq. (21d) represents the inequality
constraints hnq : R
nxd×nu×np → Rnnq . [umin,umax] are
the upper and lower boundaries for the control variables.
The parameter sensitivity measure Sl/g(p) determines the
effectiveness of the MBDoE strategy. In this work, local,
Sl, and global parameter sensitivities, Sg, are used. The
parameter sensitivities are translated to a cost function
Φ(·), where different MBDoE cost functions exist in the
literature (Walter and Pronzato, 1997; Pukelsheim, 2006).
Let us consider a sampling time ts and a positive in-
teger number K =
texp
ts
of discrete time measurements
ydata(tk), with tk+1 = tk + ts, for k ∈ [0, K]. Assuming
a maximum likelihood estimation procedure, the actual
parameter identification problem reads as:
pˆ = arg min
p
K∑
k=1
||ydata(tk)− y(tk,p)||22, (22)
where || · ||2 denotes the Euclidean norm, and the model
output equation is defined as:
y(tk,p) = g(xd(tk,p)), (23)
with g : Rxd → Rny . Due to additive measurement noise
and the Doob–Dynkin lemma (Rao and Swift, 2006), the
identified model parameters pˆ can be considered to be
random variables, where the probability space (Ω,F , P )
is defined with the sample space Ω, the σ-algebra F , and
the probability measure P . Precise parameter estimates
necessitate, in addition to the high data quality (e.g., low
measurement noise), high parameter sensitivities. Conse-
quently, the MBDoE and the GSA-MBDoE aim to maxi-
mize parameter sensitivities.
3.2 Parameter Sensitivities
In the literature, local sensitivities are the standard in the
MBDoE (Turanyi, 1990; Scire Jr. et al., 2001; Saltelli et al.,
2005). Local sensitivities Sl(p) are given as:
Sl[j, i](t) =
∂y[j](t)
∂p[i]
∣∣∣∣
pˆ
, (24)
where Sl(p) ∈ Rny×np , and pˆ is the latest update of
the estimated model parameter vector. Note that local
parameter sensitivities Sl(p) are an essential component
of the FIM and the MBDoE (Walter and Pronzato, 1997;
Pukelsheim, 2006).
Alternatively, GSA treats the model parameters, p, and
the model outcomes, y, as random variables and aims to
quantify the amount of variance that each parameter, p[i],
contributes to the total variance of the j th model output,
σ2(y[j](t)) (Saltelli et al., 2005). The conditional variance
is given as σ
−i
2(y[j](t)|p[i]), and the subscript −i indi-
cates that the variance is taken over all parameters other
than p[i]. The expected value of the resulting conditional
variance reads as E
i
[
σ
−i
2(y[j](t)|p[i])
]
, and the subscript
notation of E
i
indicates that the expected value is taken
only over the parameter p[i]. The total output variance,
σ2(y[j](t)), is split into two additive terms (Saltelli et al.,
2005). With:
σ2(y[j](t)) = σ
i
2(E
−i
[y[j](t)|p[i]]) + E
i
[σ
−i
2(y[j](t)|p[i])],
(25)
the global parameter sensitivities (a.k.a. first-order Sobol’
indices) are defined as:
Sg[j, i](t) =
σ
i
2(E
−i
[y[j](t)|p[i]])
σ2(y[j](t))
, (26)
where Sg(p) ∈ Rny×np , and
np∑
i=1
Sg[j, i](t) ≤ 1,∀j ∈
{1, . . . , ny}.
3.3 Point Estimate Method
To avoid a computational overload when solving the dy-
namic optimization problem, the Sobol’ indices have to
be calculated efficiently. The PEM has proven beneficial
in various engineering problems (Lerner, 2002), includ-
ing complex (bio)chemical and electrochemical processes
(Schenkendorf et al., 2018; Laue et al., 2019). Starting
with a nominal parameter vector p0, dedicated model
parameter vector realizations pk form a parameter vector
set, pk ∈ O := {p0,O1,−O1,O2,−O2,O3,−O3}, where:
O1 := {p0[i] + ϑ, ∀i ∈ {1, . . . , np}},
O2 := {p0[(i, j)] + [+ϑ,+ϑ], ∀i, j
j>i
∈ {1, . . . , np}},
O3 := {p0[(i, j)] + [−ϑ,+ϑ], ∀i, j
j>i
∈ {1, . . . , np}}.
The overall parameter sample number, nPEM , scales
quadratically with the dimension of uncertain model pa-
rameters:
nPEM = 2n
2
p + 1. (28)
Based on the parameter samples pk, statistics of the
output functions can be approximated. For instance, the
expected value, E[·], of the output is defined as:
E[y(p)] ≈
nPEM∑
k=1
wky(pk), (29)
where, assuming a standard Gaussian distribution,
the permutation parameter and weight factors
are ϑ =
√
3, w0 = 1 +
n2p−7np
18 , w1,...,2np+1 =
4−np
18 , w2np+2,...,nPEM =
1
36 . Note that any parametric
or non-parametric probability distribution of relevant
model parameters can be considered via a (non)linear
transformation step, including parameter correlations
(Xie et al., 2018).
Next, the variance, σ2[·], can be estimated with the fol-
lowing equation:
σ2[y(p)] ≈
nPEM∑
k=1
wk(y(pk)−E[y(p)])2. (30)
Note that due to a nested re-sampling strategy, the global
sensitivity matrix (Eq. (26)) can be determined highly
efficiently with nPEM model simulations, where appropri-
ate subsets, Pi ⊂ O, are evaluated to calculate Sg(p[i]),
∀i ∈ {1, . . . , np}. For more details regarding the PEM in
GSA and robust process design, please refer to Schenk-
endorf et al. (2018).
To rate the efficiency of the GSA-MBDoE, the following
efficiency measure is used:
η = σ2l [pˆ]/σ
2
g [pˆ], (31)
where the uncertainty in the estimated model parameters,
pˆ, is quantified with empirical statistics:
σ2l/g[pˆ] ≈
nMC∑
k=1
1
nMC − 1(pˆk −E[pˆ])
2. (32)
Here, nMC Monte Carlo simulations with artificial data
assuming additive white measurement noise are used.
4. CASE STUDY
To demonstrate the effectiveness of the proposed GSA-
MBDoE concept (Eq. (26)), optimal experimental oper-
ating conditions for the SPMeT (Eqs. (1)-(23)) are cal-
culated and compared with the outcome of the stan-
dard MBDoE based on local parameter sensitivities (Eq.
(24)). In particular, we optimize an experiment with a
fixed duration time, texp = 1000 s. The optimal input
sequence is considered to be piece-wise constant over each
100 s resulting in a control variable vector of nv = 10
elements. Each element is limited to [u[i]min,u[i]max] =
[−15 C,15 C], with i = 1, · · · , nv. The measurement sam-
pling time of the correspondent voltage and temperature
is ts = 5s; i.e., y(tk) = [V (tk);T (tk)]. Note that con-
sidering a measurements sampling time which is inde-
pendent from the number of control variables enables to
adapt the DoE to the time constants of different pro-
cesses. The same initial conditions x0 are used for all
MBDoE results: the positive stoichiometry is initialized
as 0.83 (which corresponds to a SOC of 5%), and the
initial temperature is set equal to 298.15 K, while the
initial electrolyte concentration and the average concen-
tration flux are assumed to start at equilibrium values
of 1000 mol/m3 and zero, respectively. The experiments
should not exceed temperature and voltage limits (T (tk) ≤
320 K and 2.7 V ≤ V (tk) ≤ 4.2 V), which are taken into
account by the soft constraint in (21d). For the sake of
simplicity, nine normalized performance-relevant model
parameters are studied, and the parameter vector reads as
p = [De0, Ea,Dp,s , k
0
p, k
0
n, Ea,kp , Ea,kn , τs, τn, hc]. Note
that the information of all nominal model parameters can
be found in Ecker et al. (2015b,a). When considering nine
model parameters, the overall sample number needed to
calculate the global parameter sensitivity matrix, Sg, reads
as nPEM = 163. Note that for GSA, a standard deviation
of 10% is assumed for these nine model parameters. In
this study, the so-called D-criteria (Walter and Pronzato,
1997) is implemented as a cost function:
Φ(Sl/g(p)) = det(Sl/g(p)TSl/g(p)), (33)
where F (p) := Sl(p)TSl(p) can be considered as the FIM.
Technically, the resulting optimization problem (Eq. (21))
was solved by using the interior point NLP solver IPOPT,
where a multi-start strategy was used to avoid local min-
ima. In Fig. 1, we show the optimized current input profiles
obtained with the MBDoE and the GSA-MBDoE. The
profiles in the first interval, t ≤ 500 s, show different
trends. Both start with the high negative current input,
but only GSA-MBDoE switches to the high positive cur-
rent input afterward. In the second interval, t > 500 s,
the resulting current profiles show a bang-bang control
behavior, that is, switching from the high negative current
input to the high positive current input and back.
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Fig. 1. Current input profiles based on the MBDoE (local
approach) and the GSA-MBDoE (global approach).
The performance of the MBDoE and GSA-MBDoE designs
is validated with Monte Carlo simulations (Eq. (32)), that
is, 100 simulated experimental data sets with additive
white noise (σ2y(V ) = 10
−2, σ2y(T ) = 0.3) are used for
the parameter identification step. Based on the parameter
estimates (Eq. (22)) and the resulting parameter uncer-
tainties (Eq. (32)) the efficiency of the GSA-MBDoE (Eq.
31), is given in Table 1. The efficiency measure, η, clearly
shows an improvement of the GSA-MBDoE result com-
pared to the MBDoE outcome. For all parameters, the
GSA-MBDoE ensures more precise parameter estimates,
that is, the optimized current input profile based on the
GSA-MBDoE generates more informative data than the
MBDoE did. Note that the measurement sample numbers
for the GSA-MBDoE and MBDoE design are identical.
The model parameter uncertainties of k0n and Ea,kn are
reduced significantly, and the parameter τs is marginally
affected by a particular current input profile. In Fig. 2,
we study the resulting parameter uncertainties in more
detail. In the lower-left triangle, the scatter plots of all
parameter combinations are given. The MBDoE results in
stronger parameter variations and outliers in comparison
with the GSA-MBDoE; see k0n and Ea,kn results. In the
case of τs, two sample clusters can be detected, indicating
two local minima of the parameter identification prob-
lem, which is insensitive to the GSA-MBDoE or MBDoE
setting. On the diagonal, we illustrate the corresponding
box-and-whisker plots. Obviously, the GSA-MBDoE-based
parameter estimates are more precise and have fewer out-
liers. Based on the illustrated median and spread, only a
few parameters might have a Gaussian probability den-
sity function, as in Fig. 3a for Ea,kn . In most cases, the
probability density functions are non-Gaussian or non-
symmetric, which is common for non-linear identification
problems. For instance, the probability density function
of τs is bimodal and has two peaks, because of the two
local minima of the parameter identification problem; see
Fig. 3b. The probability density function of τn, in turn,
shows a significant skewness in its estimates; see Fig.
3c. In the upper-right triangle of Fig. 2, the parameter
correlations are shown. The GSA-MBDoE does not guar-
antee the lowest parameter correlation for all parameter
combinations. Note, however, that parameter correlations
Table 1. GSA-MBDoE efficiency according to Eq. (31).
Parameter De0 Ea,Dp,s k
0
p k
0
n Ea,kp
Efficiency η 1.3970 2.2971 1.9015 17.6513 1.7172
Parameter Ea,kn τs τn hc
Efficiency η 3.2228 1.0050 1.8365 1.6938
were not included in the cost function when using the D-
criteria, but could be considered explicitly with dedicated
anti-correlation criteria.
5. CONCLUSIONS
The usefulness of model-based concepts in advanced bat-
tery management systems depends critically on the qual-
ity of the model parameters. In this work, we success-
fully demonstrated that a model-based experimental de-
sign, which evaluates global parameter sensitivities (GSA-
MBDoE) instead of local parameter sensitivities (MB-
DoE), ensures informative data and more precise param-
eter estimates, respectively. As a case study, the single-
particle model with electrolyte and thermal dynamics (SP-
MeT) was implemented, and optimal current profiles were
identified. Moreover, the point estimate method (PEM)
ensured low computational costs of the proposed GSA-
MBDoE concept. In the case of non-globally identifi-
able parameter identification problems, e.g., a parameter
with several local minima, optimal experimental design
concepts have to be advanced with rigorous parameter
identifiability measures. Moreover, novel ideas of a fast
global sensitivity analysis are needed if we have to study
the impact of more model parameters or if we want to
solve more complex optimization problems, e.g., a higher
dimension of the control input vector or additional degrees
of freedom of the experimental design.
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