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Abstract
In this work we show that the set ofKupka-Smale Gaussian thermostats on a compact manifold
is generic. A Gaussian thermostat is Kupka-Smale if the closed orbits are hyperbolic and the
heteroclinic intersection are transversal.
We also show a dichotomy between robust transitivity and existence of arbitrary number
of attractors or repellers orbits. The main tools are the concept of transitions adapted to the
conformally symplectic context and a perturbative theorem which is a version of the Franks
lemma for Gaussian thermostats.
Finally we provide some conditions in terms of geometrical invariants for an invariant set
of a Gaussian thermostat to have dominated splitting. From that we conclude some dynamical
properties for the surface case.
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1 Introduction
Gaussian thermostats or isokinetic dynamics were introduced by Hoover [15] who considered a
class of mechanical dynamical systems with forcing and thermostatting term based on the Gauss
least Constraint Principle for nonholonomic constraints.
Let (M,g) be a Riemannian manifold and let E : M −→ TM be a vector field in M . We call
Gaussian thermostat the flow φ : TM −→ TM in which an orbit η(t) = (x(t), v(t)) satisfies the
equation 

x˙ = v
∇vv = E −
g(E,v)
g(v,v) v
where ∇ is the Riemannian connection of (M,g).
The thermostat is the parcel − g(E,v)
g(v,v) v of the second equation. It subtracts the component of
E which is not parallel to the orbit tangent vector v, changing only the direction of v and keeping
its modulus constant.
Gaussian thermostats have been proposed as models for systems out of equilibrium in statis-
tical mechanics as it is discussed in the papers by Gallavotti and Ruelle [1], [2], [3]. Gauss least
Constraint Principle is particularly useful in describing the motion of constrained systems. No
fundamental rules or variational principles are avaliable for such constraints and it is not true that
the work performed by the constraints should be a minimum. Such flows require special methods
to compensate for the natural dissipation of work into heat. For simplicity, it is convenient to
remove the heat in such a way that the nonequilibrium state is a steady one. By steady we mean
some state variables are held constant and for the Gaussian thermostat we maintain the kinetic
energy constant.
As an example of Gaussian thermostat provided in [30], let N be a Riemannian manifold
and consider M = S1 × N equipped with the product metric. Let E a vector field tangent to
S1 with constant modulus |E|. For v ∈ SM , write v = v0 + v1 the decomposition of v in a
component parallel to S1 and N , respectively. The equation of the Gaussian thermostat on the
component v0 is v0 = |E|(1 − v20) and the orbits of the Gaussian thermostat are parallel lines
tangent to S1 or have this component equal as v0(t) = tanh(|E|t+λ0). This Gaussian thermostat
N
S1
v(t < 0)
v(t = 0)
v(t > 0)
Figure 1: Typical orbit over S1 ×N .
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has a global attractor A and a global repeller R, both normally hyperbolic. They are given by
A = {ξ = ξ0 + ξ1 ∈ SM |ξ0 =
E
|E|} and R = {ξ = ξ0 + ξ1 ∈ SM |ξ0 = −
E
|E|} .
If now we consider N = S1 and change the vector field E to make an irrational angle with
N then we still have two invariant sets, both normally hyperbolic and the dynamics on each one
is conjugated to a linear irrational flow on S1 × S1. We call each torus with these properties an
irrational torus.
The Hamiltonian formulation of the Gaussian thermostat was obtained by Dettmann and
Morris [12]. This also connects us with the conformally symplectic dynamics [18]. A Gaussian
Thermostat can be an example of a conformally Hamiltonian system. These systems are more
general than Hamiltonian and symplectic systems but are closely related to them. They are
determined by a non-degenerate 2-form Ω on the phase space and a function H, called again
a Hamiltonian. The form Ω is not assumed to be closed but dΩ = γ ∧ Ω for some closed 1-
form γ. This condition guarantees, at least locally, the form Ω can be multiplied by a nonzero
function to give a symplectic structure. The skew-ortogonality of tangent vectors is preserved
under multiplication of the form by any nonzero function, hence the name conformally symplectic
structure.
A geometrical perspective for Gaussian thermostats was introduced by Wojtkowski. He shows
that the Gaussian thermostat coincide with W-flow, a modification of the geodesic flow on a Weyl
manifold and, with this approach, he estabilish some connections between negative curvature of
the Weyl structure and the hyperbolicity of W-flows [30]. Latter, in [23] he proposed that
Gaussian thermostats are geodesic flows of a special metric connections which is non-symmetric
but has isometric parallel transport.
In the present work we approach Gaussian thermostats from a dynamical system point of
view and we discuss some of their generic properties as Kupka-Smale; after that, we propose
dynamical dichotomies adapting to the Gaussian thermostats context, the results in [8]. Moreover,
extending results in [30] we provides sufficient conditions for weak form of hyperbolicity based
on the curvature.
For the first part of this work we restrict ourselves to a subset of the external forces E. More
precisely, we fixed a Riemmanian metric g and we consider perturbations only by the action of
an external force. Following that, we define Xg(M) ⊂ X ∞(M) as the set of vector fields E such
that the 1-form γ(.) = g(E, .) is closed.
We say that a Gaussian thermostat (M,g,E) on a compact manifold M is Kupka-Smale if it
satisfies:
(i) all closed orbits are hyperbolic,
(ii) all heteroclinic intersections are transversal.
And we also say a property P is generic in Xg(M) if there exists a residual subsets in Xg(M)
which satisfies P .
The first result in this work is
Theorem A. The set of vector fields in Xg(M) that induce Kupka-Smale Gaussian thermostats
is generic in Xg(M).
We also prove a dichotomy between robust transitivity and the existence of an arbitrary
number of attractor or repeller orbits for the Gaussian thermostat.
Given a flow φ and a hyperbolic periodic saddle orbit η, we define the homoclinic class H(η, φ)
as the closure of the set of transversal intersection of the unstable and stable manifolds of η.
H(η, φ) = W uφ (η) ⋔W
s
φ(η).
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Let M be a differential manifold with dim(M) = 2n + 1, let F : M → TM be a vector field
such that F (x) 6= 0 for all x ∈ M and φ the associated flow. We denote TˆM the quotient of
the tangent bundle TM by the vector field F . Let π : TM → TˆM be the canonical projection
of v ∈ TxM in TˆxM . The composition Atx = π ◦ dφ
t
x : TˆxM → Tˆφt(x)M defines the transversal
derivative cocycle associated to φ or the linear Poincaré application. We say that an invariant set
Λ has dominated splitting (on the linear Poincaré application) if TˆθM = N csθ ⊕N
cu
θ is a invariant
decomposition of the transversal derivative cocycle T t and there exists constants λ,C > 0 such
that for t > 0 and for all θ ∈ Λ
‖T t|Ncs
θ
‖ ≤ Ce−λtm(T t|Ncu
θ
)
where m(L) = min{‖Lv‖ : ‖v‖ = 1}.
We say that an invariant set Λ is hyperbolic, if the linear Poincaré flow has a decomposition
TˆθM = N
s
θ ⊕N
u
θ and any vector in N
s is uniformly contracted by forward iterates and any vector
in Nu is uniformly contracted for backward iterates.
In both examples described before, the attracting and repelling normally hyperbolic torus
exhibits a dominated splitting and they are not hyperbolic.
In the next theorem we proved a dichotomy in the C1−cathegory for homoclinic classes:
Theorem B. Let E ∈ Xg(M) and η be a hyperbolic saddle periodic orbit for the Gaussian
thermostat (M,g,E) which flow is φ.
One of the alternatives is true:
(i) the homoclinic class H(η, φ) has a dominated splitting,
(ii) given a small neighborhood V of H(η, φ) ⊂ V , k ∈ N, and ε > 0, exists E˜ ∈ Xg(M)
with d(E˜, E)C1 < ε such that the Gaussian thermostat (M,g, E˜) has k attractor or repeller
periodic orbits in V .
For the case of surfaces, it is possible to get the following theorem which is a local version of
theorem 5.2 in [30].
Theorem B’. Let M be a Riemannian surface. Let E ∈ Xg(M) and η be a hyperbolic saddle
periodic orbit for the Gaussian thermostat (M,g,E) which flow is φ.
One of the alternatives is true:
(i) generically, the homoclinic class H(η, φ) is hyperbolic,
(ii) given a small neighborhood V of H(η, φ) ⊂ V , k ∈ N, and ε > 0, exists E˜ ∈ Xg(M)
with d(E˜, E)C1 < ε such that the Gaussian thermostat (M,g, E˜) has k attractor or repeller
periodic orbits in V .
The main tools for the proof of Theorem B are the concept of transitions adapted to the
conformally symplectic context and the perturbative theorem, stated hereafter.
Theorem C. Given E ∈ Xg(M) ∩ X
r(M), 4 ≤ r ≤ ∞, θ a point in a periodic orbit η of a
Gaussian thermostat (M,g,E), and T : TˆθSM → TˆθSM the transversal derivative cocycle along
η.
Given ε > 0 there exists δ > 0 such that for any conformally symplectic cocycle L such
that ‖L − T‖ < δ then there exists E˜ ∈ Xg(M) with d(E˜, E)C1 < ε which defines a Gaussian
thermostat (M,g, E˜) such that η is an orbit of it and the transversal derivative cocycle associated
to θ is L.
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In [14], Franks proved that given a C1 diffeomorphism f : M → M over a Riemannian
manifold (M,g) and ε > 0, if we take a periodic point x ∈ M , we can perform a C1 small
perturbation g of f such that gn(x) = fn(x), n ∈ Z, and dgn is any isomorphism ε-close of dfn,
for n ∈ Z. This result is known as Franks lemma. The key point in that lemma is since is only
required that g is C1−close to f , the support of the perturbation can be done arbitrary small in
such a way that the perturbation preserves the trajectory.
In our context, a perturbation on the Gaussian thermostat is a perturbation on the vector
field E. This means that perturbations are not local, in fact, a perturbation on the vector field
implies a perturbation on a cylinder on the tangent space where the Gaussian thermostat flow is
defined. Therefore, even the support of the perturbation of the vector fiel E can be done arbitrary
small, this produces a perturbation on the Gaussian thermostat that is not localized.
For geodesic flows, a similar problem appears, since geodesic flow perturbations are metric
perturbations and these perturbations are not local as was described above. In fact, to perturb
a metric on a neighborhood of a closed geodesic means that it is performed a perturbation in a
cylinder in the tangent space where the geodesic flow is defined. However, and overcoming such
difficulty, in [10] Contreras proved a version of the Franks lemma for the geodesic flow. A similar
version for the particular case of Magnetic flows have been proved in [21].
As we said, for a Gaussian thermostat the situation is the same as the geodesic flow. In
this case, we keep the metric unperturbed and we perturb the vector field E, and this implies a
perturbation over a cylinder in the tangent space where the flow is defined.
To perform Franks lemma for Gaussian thermostats we adapt the ideas of Contreras in [10]
keeping in mind that the metric is untouched and any perturbation is done on the external vector
field.
We complete this work relating some geometrical properties with dynamical ones for the
Gaussian thermostat in the following theorems.
Theorem D. Let Λ ⊂ SM be an invariant subset of a C2 Kupka-Smale Gaussian thermostat
flow with non-positive sectional curvature of the Weyl structure and for any θ = (x, v) ∈ Λ we
have γ(v) > 0. Then Λ has dominated splitting.
Using the results in [6] for non-singular three dimensional flows which are based on the theo-
rems in [24], we can clonclude the following.
Theorem D’. Let M be a 2-dimensional manifold and Λ ⊂ SM be an invariant subset of a C2
Kupka-Smale Gaussian thermostat flow with non-positive curvature of the Weyl structure and for
any θ = (x, v) ∈ Λ we have γ(v) > 0. Then Λ = Λ˜ ∪ T , where Λ˜ is hyperbolic and T is a finite
union of normally hyperbolic irrational tori.
We want to point out that for Gaussian thermostat both type of sets listed in the conclusion
of theorem D’ can exist. In the beginning of the present section we show that there are examples
of normally hyperbolic invariant torus. Also, given a metric with negative curvature (and so
the geordesic flow is Anosov) it is possible to chose an external field E such that the Gaussian
thermostat is a Derived of Anosov and in particular has an attracting hyperbolic set.
We start our work in the next section in which we make an introduction to conformally
symplectic dynamics and its properties. Then, we show the conformally Hamiltonian approach
to the Gaussian thermostats. We also construct some perturbations used along the work and
good coordinates to work with. The remaining is dedicated to the proofs of the theorems. The
first one, which says the set of vector fields in Xg(M) which defines Kupka-Smale Gaussian
thermostats is generic in Xg(M). The second corresponds to the dichotomy between dominated
splitting and the existence of attractors/repellers on the neighborhood of homoclinical classes
for Gaussian thermostats. Then we prove the third theorem, the perturbative theorem, which
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was used as a tool for the proof of the previous one. Finally, in the last section we prove the
relantionship between geometrical and dynamical properties.
2 Conformally symplectic dynamics
In this section, we introduce the conformally symplectic dynamics. This systems are more general
than the symplectic ones and deeply related to these. A conformally symplectic system is deter-
mined by a a manifoldM and a 2-form Ω overM , non degenerated and which satisfies dΩ = γ∧Ω
with γ a closed 1-form. The closeness of γ guarantees that, locally, Ω can be multiplied by a non
null function to obtain a symplectic structure.
Let Ω0 =
∑n
i=1 dpi ∧ dqi the canonical symplectic 2-form in R
2n.
Proposition 1 ([18]). Given a invertible linear application S : R2n → R2n, the following are
equivalent:
1. Ω0(Su, Sv) = µΩ0(u, v) for a scalar µ > 0 and u, v ∈ R
2n,
2. Ω0(Su, Sv) = 0 if and only if Ω0(u, v) = 0,
3. Lagrangian subspaces are invariant by S.
Definition 1. The set of matrices that satisfy the properties of the proposition 1 form a subgroup
of GL(R2n), it is called a conformally symplectic group and is denoted by CS(R2n).
Definition 2. Given B = {e1, . . . , en, en+1, . . . , e2n} a basis for R
2n. We say that B a canonical
conformally symplectic basis if Ω(ei, ej) = δi,j mod (n).
This basis coincides with the symplectic basis for R2n and, given a conformally symplectic
application, is always possible to find a conformally symplectic basis associated to this application.
Proposition 2. If λ is an eigenvalue of S ∈ CS(R2n) then there exists µ ∈ R such that µ
λ
also is
a eigenvalue of S.
Let X be a metric space and f : X −→ X be a continuous application. A continuous
application A : X −→ CS(R2n) is a a conformally symplectic cocycle if x is a periodic trajectory
of f (i.e. fk(x) = x) then the matrix Ak = Π
k−1
i=0Af i(x) verifies proposition 2. Furthermore, if
all the eigenvalues has modulus different than one we say that Ak is hyperbolic and the periodic
trajectory is hyperbolic. The next results extends proposition 2 to the Lyapunov exponent for
conformally symplectic cocycle. Let X be a measurable space with probability measure m and
f : X −→ X be an ergodic application. Let A : X −→ CS(R2n) be a measurable application
and consider the associated cocycle which is called a measurable conformally symplectic cocycle.
From Oseledets theorem,
Theorem 1 ([18]). If a measurable conformally symplectic cocycle A(x), x ∈ X, satisfies the
integrability condition, i.e.,
∫
X
log+ ‖A(x)‖dm(x) < +∞, then the Lyapunov exponents λ1 <
... < λs and the flag
{0} = V0 ⊂ ... ⊂ Vs−1 ⊂ Vs = R
2n
flag are well defined. Moreover:
1. λk + λs−k+1 = b with b =
∫
X
log |detA(x)|dm(x);
2. the multiplicity of λk and λs−k+1 are equal for k = 1, 2, ..., s;
3. Vs−k is the orthogonal complement of Vs with respect to Ω0.
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Conformally symplectic cocycles are going to be redefined and revisited in section 5.1 in a
more general frameworks. A particular case of a conformally derivative cocycle is the transversal
derivative cocycle associated to the flow of Gaussian thermostat.
Let Ω a 2-form defined on the quotient TˆM , Ωx : TˆM × TˆM → R, with x ∈M such that
(i) Ω is non degenerated,
(ii) there exists a closed 1-form γ defined on the quotient TˆM , γx : TˆM → R, such that
dΩ = γ ∧ Ω,
(iii) there exists β : M −→ R such that
(π ◦ φtx)
∗Ω = e
∫ t
0
β(φsx)dsΩ, ∀x ∈M e t ∈ R.
The pair (M,Ω) is called a conformally symplectic manifold.
Definition 3. Let (M,Ω) be a conformally symplectic manifold. A C∞ function H : M → R is
called a Hamiltonian and the conformally Hamiltonian vector field is the uniquely defined vectors
field F provided by the relation Ω(., F ) = dH.
Restricted to TˆM , the 2-form Ω is conformally symplectic with β(t) = γ(F (φt)) and the
Hamiltonian H is a first integral for the flow.
Given an orbit segment η of the conformally symplectic flow φ then there exist local coordi-
nates such that the linear cocycle satisfies
(At)∗JAt = e
∫ t
0
β(φsx(s))dsJ,
where J =
(
0 −I
I 0
)
is an 2n×2n matrix and I the n×n identity. This cocycle has symmetry
of the Lyapunov spectrum.
A matrix Y is called infinitesimally conformally symplectic if
Y ∗J + JY = vJ.
This matrices can be written as
Y =
(
β γ
α vI − β∗
)
with α and γ symmetric. The tangent space of a matrix X ∈ CS(R2n) at the energy level v
satisfies
T v
2
X CS(R
n) = XTICS(Rn)
with TICS(Rn) the tangent space of the identity.
Given a Gaussian thermostat (M,g,E), a ε-perturbation of (M,g,E) is a ε-perturbation of
E, i.e., it is the Gaussian thermostat defined by (M,g, E˜) with d(E˜, E) < ε in the adequate
topology.
3 The Gaussian thermostat as a conformally symplectic
Hamiltonian flow
Given (M,g,E) a Gaussian thermostat restricted to the energy level c. The conformally Hamil-
tonian structure of this Gaussian thermostat is defined as follows.
Let
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(i) The C∞ function H : TM → R, the Hamiltonian, and defined by H(x, v) = 12g(v, v).
(ii) The tautological 1-form in TM induced by g: κ = h−1(κ∗).
(iii) The canonical 2-form in TM induced by g: ω = −dκ.
(iv) The 1-form γ defined in TM by γ = g(E, .).
(v) The non-degenerated 2-form Ω = ω − 1
c
γ ∧ κ.
Then, restricted to a energy level c, the conformally Hamiltonian flow (M,H,Ω) associated
to the vector field E ∈ Xg(M) coincides with the Gaussian thermostat (M,g,E).
If E ∈ Xg(M) then Ω is conformally symplectic and the conformally symplectic structure
gives us the following results.
Definition 4. A closed orbit η is called a prime orbit if it is not an iterate of a closed orbit of a
smaller period.
Proposition 3. Fix ε > 0 and α ∈ R. Given E ∈ Xg(M) and the Gaussian thermostat (M,g,E)
with conformally Hamiltonian structure (M,H,Ω) such that γ = 〈E, .〉 and Ω = ω−γ∧κ. Suppose
the Gaussian thermostat has a prime closed orbit η and the eigenvalues of the linear Poincaré
application in p ∈ η satisfies λiλi+n = e
β. Then it is possible to realize a surgery to obtain
a Gaussian thermostat (M,g, E˜) such that ‖E˜ − E‖C0 <
α
period(η) + ε, the Gaussian thermostat
(M,g, E˜) has η as an orbit and the eigenvalues of the linear Poincaré application in p ∈ η satisfies
λiλi+n = e
β+α.
Proof. Consider µ Dirac function supported in η. By the theorem [1],
β =
∫
M
γ(E(x))dµ(x)
which β = λ1λn+1 = λ2λn+2 = · · · = λnλ2n. Write E = E0 ⊕ E1 where E0 is the component of
E parallel to η˙ and E1 is the orthogonal component.
Let
• W ⊂M be a tubular neighborhood of c = π ◦ η,
• τ > 0 such that mτ = period(η) with m ∈ N and τ < rinj with rinj is the injectivity radius
of M . Consider, for 0 ≤ k < m, ηk(t) = η((t+k)τ) with t ∈ [0, 1]. We call ck the projection
of ηk in M , ck = π ◦ ηk.
The segments ck can intersect transversally. Suppose for c0 the set of intersection points of
ck with c0 is F0 = {p1, . . . , pl}. Note that l < m.
Consider the sequence t0 = 0, . . . , ti, . . . , tl+1 = 1 where ti is such that c(ti) = pi for each
pi ∈ F0. Let hi : [0, 1] −→ R bump functions satisfying
∫ ti+1
ti
hi(s)ds = 1 and hi(ti) = hi(ti+1) = 0
for i = 0, . . . , l. Also consider V ⊂ M a neighborhood of c0 and a local chart φ(t, x) of M such
that φ(t, 0) = c0. Finally, let gi : Vi −→ R a bumb function such that supp(gi) ⊂ V and
gi(t, 0) = 1.
We locally change de vector field E as E˜(φ(t, x)) = α
m(l+1)hi(t)gi(t, x)
E0(φ(t,x))
‖E0‖
+ E(φ(t, x))
and repeat this procedure to ck, k = 1, . . . ,m. Consider the conformally Hamiltonian flow defined
by (M,H, ω˜) such that γ˜ = 〈E˜, .〉 and Ω˜ = ω + γ˜ ∧ κ.
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Thus η is a periodic orbit associated to the flow φ˜ and, moreover,
b˜ =
∫
Mc
γ˜(F (x))dµ(x)
=
∫
Mc
〈E˜(π(x)), F (x)〉dµ(x)
=
m∑
k=1
∫ τ
0
〈E˜(π(η(t)), F (π(η(t)))〉dt
= β + α
Proposition 4. Fix ε > 0. Let E ∈ Xg(M) and the Gaussian thermostat (M,g,E) with con-
formally symplectic Hamiltonian structure (M,H,Ω) such that γ = 〈E, .〉 and Ω = ω − γ ∧ κ.
Suppose that the Gaussian thermostat has a closed orbit η with an eigenvalue of the linear Poincaré
application in p ∈ η satisfying
λiλi+n = e
β .
Then there exists a surgery (M,g, E˜) of (M,g,E) such that ‖E˜ − E‖C∞ < ε, the Gaussian
thermostat (M,g, E˜) has η as an orbit and, furthermore, the eigenvalue of the linear Poincaré
application in p ∈ η satisfies
λiλi+n > e
β .
Proof. It is enough to consider the last proof with h of class C∞ such that h(p1) = 0, h(x) 6= 0
for x ∈ [0, τ ] \ {pi}i=1,...,l and ‖h‖C∞ < ǫ.
Now, we introduce local coordinates useful to this work.
3.1 Fermi coordinates and Jacobi equation
Given (M,g) a Riemannian manifold of dimension n+ 1 and E ∈ X r(M), we denote
(i) π : SM →M the unitary bundle,
(ii) φt : SM → SM the Gaussian thermostat flow (M,g,E),
(iii) expθ(v) the exponential application in v ∈ TθSM at θ ∈ SM .
Let η : [0, τ ]→ SM be an orbit segment and consider c(t) = π ◦η(t) the projection of η in M .
We assume τ < rinj , where rinj is the injectivity radius of (M,g). Let {e0 = c′(0), e1, . . . , en−1}
be a basis of Tc(0)M and consider ei(t), i = 1, . . . , n− 1, the parallel transport of ei along c with
respect to the Riemannian connexion ∇.
Consider ψ : [0, τ ]× Rn →M given by
ψ(t, x) = expc(t)
n−1∑
i=1
xiei(t)
This application is a diffeomorphism on a neighborhood V ⊂ [0, τ ]×{0, . . . , 0} then it defines
a local coordinated system in a neighborhood of η. Furthermore, c(t) = expc(t)0 = ψ(t, 0, . . . , 0)
and considering the canonical parametrization ψ˜ de TM , we have
η(t) = (c(t), c˙(t)) = ψ˜( t, 0, . . . , 0, 1, 0, . . . , 0).
Using the identity d
dt
(dφt) = (dX ◦ φt)dφt with X = ddtφt, we obtain the differential equation
to the linearization of the conformally Hamiltonian flow over the orbit η(t), which we call Jacobi
equation in TM and are summarize in the next theorem:
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Theorem 2. Let η : (−ε, ε) −→ SM a Gaussian thermostat orbit segment. Then the linear
Poincaré cocycle Tˆ along η satisfies the Jacobi equation which is written in Fermi coordinates as
d
dt
Tˆ
∣∣∣∣∣
(t,x=0)
=
{[
0 I
Kˆ 0
]
+
[
0 0
Bˆ Cˆ
]}
Tˆ ,
where
Kˆ = (−Kij)ij i, j ∈ {1, . . . , n},
Bˆ =
(∂Ei
∂xj
)
ij
i, j ∈ {1, . . . , n},
Cˆ = −
E0
c
I = σI with I the n× n identity.
4 Proof of theorem A
In this section, we show that the set of vector fields which define a Kupka-Smale Gaussian
thermostat is generic in Xg(M). Before rigorously stating the theorem, we need the following
definitions.
Definition 5. We say a Gaussian thermostat (M,g,E) over a compact manifold M is Kupka-
Smale if it satisfies:
(i) The closed orbits are hyperbolic,
(ii) The heteroclinic intersections are transversal.
Theorem A. The Kupka-Smale property is generic in Xg(M).
The vector field E defines the 1-form γE(·) = 〈E, ·〉. Consider Per(E) as the set of periodic
orbits of (M,g,E) and η ∈ Per(E) a prime periodic orbit with period L. We define the application
βE : Per(E) −→ R by βE(η) =
∫ L
0 γE(η˙(s))ds. We can also denote βE(θ) by βE(η) where θ is a
point of η. We split the main theorem in two parts, i.e., in two lemmas:
Definition 6. The subset G1 ⊂ Xg(M) of vector fields which defines Gaussian thermostats such
that if η is a periodic orbit then
(i) the transversal cocycle associated is hyperbolic,
(ii) βE(η) 6= 0.
Lemma 1. The subset G1 ⊂ Xg(M) is residual in Xg(M).
Definition 7. Let G2 ⊂ G1 such that if ηi, ηj ∈ Per(E) and W
u(ηi) ∩W
s(ηj) 6= ∅ then this
intersection is transversal.
Lemma 2. The set G2 is residual in Xg(M).
Fixed a coordinate system along the orbit η such that for τ > 0 the segment η([0, τ ]) is
contained on the image of this coordinated system, we consider the application ψ : [0, τ ]×Rn −→
R of class C∞ such that
∫ τ
0 ψ(t, 0)dt = 1 and ψ has support on a neighborhood of [0, τ ] × {0}
contained in the image of that coordinate system. Furthermore we consider, πV (θ) : TθSM −→
H(θ) the projection on the vertical space, and πH(θ) : TθSM −→ V (θ) the projection on the
horizontal space.
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4.1 Auxiliary results
We state a transversality theorem due to Abraham. Let A be a Baire topological space, M and
N manifolds satisfying the second axiom of enumerability and with finite dimension, K ⊂ M a
subset, V ⊂ N a submanifold and an application
F : A −→ C1(M,N)
a 7−→ Fa.
If the map
evF : A× TM −→ TN
(a, v) 7−→ DFav
is continuous, we call F a C1-pseudorepresentation.
If F is a C1-pseudorepresentation and there exists a dense subset D ⊂ A such that for a ∈ D
there exists an open set Ba in a separable Banach space, ψa : Ba −→ A continuous and a′ ∈ Ba
such that
(i) ψa(a′) = a,
(ii) evFψa : Ba ×M −→ N, is C
r transversal to V in a′ ×K,
then we say F is Cr-pseudotransversal to V in K.
Theorem 3 (Abraham’ s Transversality theorem). Suppose F : A −→ C1(M,N) is Cr-pseudo
transversal to V in K with
r ≥ max(1, 1 + dimM − codimV ).
Let R = {a ∈ A : F (a) ⋔K V } = {a ∈ A : F (a) is transversal to V in points of K}.
If K = M then R is residual in A. If V is a closed submanifold and K ⊂M is compact then
R is open and dense in A.
Lemma 3. Let T be a positive number and η be a hyperbolic periodic orbit of the Gaussian
thermostat (M,g,E) with E ∈ Xg(M) and such that βE(η) 6= 0. Then there exist neighborhoods
U ⊂ SM of η and U ⊂ Xg(M) of E such that
(i) all E˜ ∈ U has a periodic orbit ηE˜ ⊂ U and all orbit of (M,g, E˜), different from ηE˜ passing
by U has period > T,
(ii) the orbit ηE˜ depends continuously on E˜,
(iii) βη
E˜
(ηE˜) 6= 0.
Proof. Let Σ be a transversal section over θ ∈ η and consider PE : Σ −→ Σ the Poincaré
application associated to E in θ. Let L be the period of η and n a positive integer such that nL >
2T . The Poincaré application depends continuously of the Gaussian thermostat and therefore,
for small enough V ⊂ Σ, the application (PE˜)
n is defined in V for all E˜ ∈ U .
The point θ is a hyperbolic fixed point for PE , then there exists for possibly smaller U and
V , a continuous application ρ : U −→ V which associate each E ∈ U to the unique fixed point
ρ(E) of PE˜ in V and ρ(E) is a hyperbolic point.
By the Hartman-Grobman theorem and continuous dependency of the Poincaré application,
there exist a neighborhood V˜ ⊂ V of θ and a neighborhood U of E such that for E˜ ∈ U then
(PE˜)
k(θ) ∈ V , k = 1, . . . , n, and every closed orbit of E˜ ∈ U different from ηE˜ has period larger
than T .
Furthermore, for possibly smaller V˜ , we have βη
E˜
(ηE˜) 6= 0. To finish the proof, let U =
∪t∈[0,L+ε]φ
t(V˜ ) for ε small enough.
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Lemma 4. Let E ∈ TG(M,g) and K ⊂ SM be a compact subset such that all closed orbits of K
have period larger than T . Then there exists a neighborhood U ⊂ Xg(M) of E such that if E˜ ∈ U
then the closed orbits of E˜ passing by K have period larger than T .
Proof. Let θ ∈ K. The orbit θ is regular or has period > T then there exists ε > 0 and a
neighborhood Uθ of θ such that for θ˜ ∈ Uθ we have φt(θ˜) /∈ Uθ for t ∈ [ε, T + ε].
Furthermore, the flow depends continuously on E and there exists a neighborhood Uθ ⊂
Xg(M) such that the same property holds for all Gaussian thermostats in Uθ.
Consider an open cover of K formed by Uθ, {Uθ}θ∈K , and let a finite subcover {Uθl}l=1,...,k .
The neighborhood U ⊂ Xg(M) which satisfies the properties of the lemma is U = ∩kl=1Uθk .
The next two results are about isotropic subspaces.
Definition 8. Let θ ∈ SM and a subspace U ⊂ TθSM . We call U isotropic when Ω(u, v) = 0
for u, v ∈ U .
Lemma 5. Let θ ∈ TˆθSM and an isotropic subspace Q ∈ S(θ) = TˆθSM then the set t ∈ R such
that DφtQ ∩ V (φt(θ)) 6= {0} is discrete.
Proof. First let us show show if Q is an isotropic subspace of TθSM such that E ∩ V (θ) 6= {0}
then there exists a neighborhood W of t = 0 such that DφtQ∩V (φt(θ)) = {0} for all t ∈W \{0}.
Let πH(θ) : TˆθSM −→ H(θ) be the orthogonal projection over the horizontal bundle. There
exists a isometry Jθ : TˆθSM −→ TˆθSM such that J2θ = −I, JθV (θ) = H(θ), JθH(θ) = V (θ).
The subspaces πH(Q) and Jθ(Q ∩ V (θ)) are orthogonal. In fact, let x ∈ πH(Q). We can write
x = y − z where y ∈ Q and z ∈ Q ∩ V (θ). If Jw ∈ Jθ(Q ∩ V (θ)) then Ω(y,w) = 0 because Q is
isotropic and, therefore, (γ ∧ κ)(y,w) = 0 because w is a vertical vector. So g(y, Jw) = 0. We
also have g(z, Jθw) = 0 as z, w ∈ Q ∩ V (θ).Then g(x, Jw) = 0.
Let {h1, . . . , hk} be a basis of πH(θ)(Q). If t is sufficiently small then there exists a set of
linearly independent vectors {h1(t), . . . , hk(t)} ⊂ πH(φt(θ))DφtQ.
Let {w1, . . . , wl} be a basis of Q ∩ V (θ) and the Jacobi fields J1, . . . , Jl with J(0) = 0 and
J˙(0) = πV (θ)wi, for i = 1, . . . , l. Define, for t > 0, the vector fields Wi(t) = −
1
‖Ji(t)‖
Ji(t) and thus
lim
t→0
Wi(t) = lim
t→0
Ji(t)
‖Ji(t)‖
= −πV (θ)wi = Jwi.
So πH(φt(θ))Dφtwi = Ji(t) 6= 0 when t > 0. Thus {h1(t), . . . , hk(t), w1(t), . . . , wl(t)} is included
in πH(φt(θ))(DφtQ). When t is small this set is close to {h1, . . . , hk, Jθw1, . . . , Jθwl} then it is a
linearly independent set.
Finally, we conclude for t sufficiently small dim(πH(φt(θ))DφtQ) = dim(Q) and then DφtQ ∩
V (φt(θ)) = {0}.
Corollary 1. Let θ ∈ SM and Q ∈ TˆθSM be an isotropic subspace. Then the set t ∈ R such
that dim(πH(Dφ
tQ)) 6= dim(Q) is discrete.
After previous corolary, we say that isotropic spaces of Gaussian thermostat deviate from the
vertical.
Finally, a technical lemma about symmetric applications.
Lemma 6. Let U and Q be subspaces of Rn such that dim(U) = dim(Q). Then there exists a
symmetric application B˜ : Rn −→ Rn such that
πQ(U) = Q
where πQ is the orthogonal projection over Q.
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Proof. Consider the following decomposition of Rn:
U ∩Q⊕ U ∩Q⊥ ⊕ U⊥ ∩Q⊕ U⊥ ∩Q⊥.
Suppose dim(U ∩Q) = l and take {w1 . . . , wl} a basis of dim(U ∩Q). Define on this subspaces
B˜(wi) = wi, for i = 1, . . . , l, the identity application.
Suppose dim(U ∩Q⊥) = k then dim(U⊥∩Q) = k. Let {u1 . . . , uk} be a basis of dim(U ∩Q⊥)
and {v1, . . . , vk} a basis of U⊥ ∩Q. Define B˜(ui) = vi, for i = 1, . . . , k. On the subspace U⊥ ∩Q
define the application B˜ to make it symmetric.
Suppose dim(U⊥ ∩Q⊥) = m and {z1, . . . , zm} is a basis of U⊥ ∩ Q⊥. Define B˜(zi) = 0, for
i = 1, . . . ,m. So we have that the application B˜ is completely defined.
4.2 Genericity of hyperbolic closed orbits
In this section we prove lemma 1. Let
• η be a periodic orbit of period L of the Gaussian thermostat (M,g,E) with E ∈ Xg(M),
• θ ∈ η be a point of this orbit,
• Σ be a transversal section in θ ∈ η,
• T : TˆθSM −→ TˆθSM be the transversal derivative cocycle associated to θ.
By the implicit function theorem, there exist O ⊂ Xg(M) a neighborhood of E and U ⊂ SM a
neighborhood of θ such that the Poincaré application
P : O × Σ ∩ U −→ Σ,
is well defined as their iterates. Let
• For i = 1, . . . , k
ρi : O −→ C
r(Σ ∩ U,Σ× Σ),
E 7−→ θ 7→ (θ, P iEθ),
• W = {(θ, θ) : θ ∈ Σ},
• V ⊂ V ⊂ U a neighborhood of θ with V compact,
• R0 = O, Rj = {E ∈ O : ρi ⋔Σ∩V W para i = 1, . . . , j},
• S0 = O, Sj = {E ∈ O : fixed points of ρi are hyperbolic and for a fixed point θ of ρi,
βE(θ) 6= 0 to i = 1, . . . , j}.
From theorem 2, we can fix Fermi coordinates along η and the application T is written as
T = eA with A of the form
A =
[
0 I
S λI
]
wherein
• S =
∫ L
0 Kˆ(t) + Bˆ(t)dt is a symmetric matrix such that
Kˆ(t) = (−Kij)ij(t) i, j ∈ {1, . . . , n},
Bˆ(t) =
(∂Ei
∂xj
)
ij
(t) i, j ∈ {1, . . . , n},
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• λ = −
∫ L
0 E0(t)dt = −
∫ L
0 γE(v(t))dt = −
∫ L
0 〈E, v〉(t)dt ( at the level c = 1 ),
• I is the identity matrix.
Lemma 7. If ρi(θ) ∈ W , ρj(θ) /∈ W , j < i and E ∈ Xg(M) then there exists a ε-perturbation
E˜ ∈ Xg(M) of E such that θ is a hyperbolic periodic orbit and β(θ) 6= 0.
Proof. Lets make a ε-perturbation E˜1 of the Gaussian thermostat E such that E˜1 preserves the
periodic orbit η and the eigenvalues of T have modulus different from 1.
In Fermi coordinates, the matrix Tθ = eA has an eigenvalue of modulus 1 if and only if the
matrix A has an eigenvalue with real part equals to zero. If the eigenvalue is complex, we apply
proposition 4.4 with α = ε > 0.
In addition, det(A) = (−1)ndet(S) is equal to the product of its eigenvalues. Thus the
application A has real eigenvalues with modulus equal to 0 if and only if det(S) = 0. We denote
Sk, k ∈ {1, . . . , n} the matrix (n− k)× (n− k) constructed from S removing the first k lines and
k columns.
Let k0 the smaller k such that det(Sk) 6= 0. If det(Sk) = 0 for k = 1, . . . , n take k0 = n.
Consider τ > 0 such that η([0, τ ]) is contained in a coordinate Fermi neighborhood.
Take λ1 < ετ . The perturbation on the Gaussian thermostat is constructed from a perturba-
tion E˜1 of the vector field E:

E˜10(t, x) = E0
E˜11(t, x) = E1 + ψ(t, x)
λ1
τ
x1
. . .
E˜1k0(t, x) = Ek0 + ψ(t, x)
λ1
τ
xk0
E˜1k0+1(t, x) = Ek0+1
. . .
E˜1n(t, x) = En
We can write the perturbation matrix S˜ as
S˜ = Kˆ + Bˆ + εD = S + εD,
wherein D is a diagonal matrix such that if i ≤ k0 then Dii = 1 and if i > k0 then Dii = 0.
Calculating the determinant of S˜ by cofactors in terms of the first row, we have
• If k0 < n then det(S˜) > λ
k0
1 det(S
k0) 6= 0,
• If k0 = n then det(S˜) > λn1 6= 0.
If βE˜1(η) 6= 0 then there is nothing to do. Otherwise, take 0 < λ2 < ετ and E˜
2 defined by
{
E˜20 = E˜
1
0 + ψ(t, x)
λ2
τ
E˜2i = E˜
1
i para i = 1, . . . , (n− 1)
Consider the application βE˜2 applied to η which is also an orbit of the Gaussian thermostat
(M,g, E˜2), then
βE˜2(η) =
∫ τ
0
γE˜2(η˙(s))ds = λ2 > 0.
Lemma 8. Suppose Sj−1 is open and dense in O. Then ρj is a pseudo C
r-representation transver-
sal to W in Σ ∩ V .
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Proof. With B = TG(M,g) we denote the Banach space of perturbations and with Sj−1 ∩
TG(M,g) the dense set provided from the definition of pseudo transversality. We need to prove
ρj is Cr-transversal to W in E × Σ ∩ V for E ∈ Sj−1.
If ρi(E, θ) ∈W for i < j and ρj(E, θ) ∈W then θ is a periodic hyperbolic point, ρj(E) ⋔θ W ,
and ρj ⋔(E,θ) W .
If ρi(E, θ) /∈ W for i < j, ρj(E, θ) ∈ W and Dρj(E, θ) ∩ TθW = {0} then we have the
transversality.
If Dρj(E, θ) ∩ TW 6= {0} then let u ∈ TθSM such that Dρi(u) = (u,Dφiu = u). Moreover,
the projection of an eigenvalue of Dφi in TˆθSM is an eigenvalue of the linear Poincaré application.
We can take u with nonzero horizontal component. In fact, by lemma 5, the subspace gener-
ated by u, denoted by U , is isotropic and then the intersection with the vertical bundle occurs
in isolated points along the orbit of θ. It is enough to consider the point θ′ in η ∈ θ such that
U ∩ V (θ′) = {0}. We keep calling θ′ of θ.
We consider Q ⊂ TθSM the orthogonal subspace of u Fix Fermi coordinates along the orbit
segment η : [0, τ ] −→ SM (τ < rinj) in such way that η(0) = θ˜ and η(τ) = θ.
Consider the path c : (−ε, ε) −→ CS(R2n) such that c(s) = eA+sB wherein B =
[
0 0
B˜ 0
]
and
B˜ : Rn −→ Rn is symmetric.
Note that c(0) = dφτ
θ˜
and this path is the derivative cocycle of the Gaussian thermostat
(M,g, E˜s) wherein E˜s is given by{
E˜s0(t, x) = E
E˜si (t, x) = Ei +
s
τ
∑n
j=1 ψ(t, x)B˜ijxj for i = 1, . . . , n
We are looking for an application B such that for s 6= 0 we have
πQe
i(A+sB)U 6= 0.
Calculating the differential of the path in s = 0
d
ds
πQe
i(A+sB)U
∣∣∣
s=0
= πQ(ie
iA)BU
this differential must be non trivial and, for this, it is enough to show BU 6= U and dim(BU) =
dim(U) once U is an eigenspace of the isomorphism eA.
Let Q′ ⊂ Q such that Q′ ⊂ V (θ). This choice is possible because U ∩ V (θ) = {0}. Let B˜ be
the symmetric application such that B˜πH(θ)U = Q′ whose existence is guaranteed by lemma 6.
Moreover, due to U ∩ V (θ) = {0}, we have 1 = dim(Q′ = BU) = dim(U).
Lemma 9. There exists a ε-perturbation E˜ ∈ Xg(M) of E such that the Poincaré application P
of the Gaussian thermostat (M,g, E˜) has only a finite number of fixed points, all hyperbolic, and
if η is an orbit of the flow associated to a fixed point then βE˜(η) 6= 0.
Proof. The proof is done performing an inductive argument: By lemma 8, if Sj−1 is open and
dense in O then ρj is a pseudo Cr-representation transversal to W in Σ ∩ V . By theorem 3, Rj
is open and dense in O. By lemma 7, if ρi(θ) ∈ W and ρj(θ) /∈ W , j ≤ i, then there exists a
ε-perturbation E˜ of E such that θ is a hyperbolic periodic orbit. Therefore if Rj is open and
dense O then Sj is open and dense in O.
We are going to prove lemma 1:
Proof of lemma 1. We show that given an integer T > 0 then the set of vector fields G1(T ) ⊂
Xg(M) which defines Gaussian thermostats whose orbits of period smaller than T are hyperbolic
is an open and dense set. Once G1 = ∩T≥1G1(T ) then G1 is residual.
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G1(T ) is open in Xg(M). Let E ∈ G1(M). The Gaussian thermostat (M,g,E) has only a
finite number of orbits of period ≤ T .
Let θ ∈ SM . We have two possibilities:
(i) The point θ is contained in a regular orbit or a periodic orbit of period > T . By
the tubular flow theorem, there exists a neighborhood Uθ of θ in SM such that every
orbit of (M,g,E) which intersects U θ has period > T . By lemma 4, there exists a
neighborhood Nθ ⊂ Xg(M) of E such that the orbit of a Gaussian thermostat in Nθ
which passes through Uθ has periodic orbit of period > T .
(ii) The point θ is contained in a periodic orbit of period ≤ T e βE(θ) 6= 0. By lemma
3, there exist neighborhoods Uθ ⊂ SM and Nθ ⊂ Xg(M) such that if E ∈ Nθ has a
unique closed hyperbolic orbit θE in Uθ which is hyperbolic then βE(θE) 6= 0 and all
others periodic orbits intersecting Uθ have period > T .
Let {Uθ, θ ∈ SM} an open cover of SM . Take a finite subcover U1, . . . , Uk and consider
N1, . . . , Nk from this cover. The vector fields in N = N1 ∩ · · · ∩ Nk define Gaussian ther-
mostats with all periodic orbits θE close to periodic orbits of (M,g,E) with period ≤ T
also have period ≤ T . Furthermore, such orbits θE are all hyperbolic and β(θE) 6= 0.
G1(T ) is dense in Xg(M). Consider the set Γ(T ) = {θ ∈ SM : O(θ) is closed with period ≤
T}. This set is compact. In fact, let θn be a sequence in Γ(T ) such that θn −→ θ. If the
orbit of θ has period ≤ T then θ ∈ Γ(T ). If the orbit of θ is regular or closed with period
greater than T then, by the tubular flow theorem, there exists a neighborhood Uθ of θ such
that a closed orbit in U θ has period greater than T . Contradiction.
We will show there exists E˜ arbitrarily close of E such that E˜ ∈ G1(T ).
Let {Wθ}θ∈Γ be an open cover of Γ where Wθ is a neighborhood of the orbit θ and let
{Wθl}l=1,...,k be a finite subcover. Consider W = ∪
k
l=1Wl and the compact subset K =
SM \W . Every periodic orbit in K has period greater than T . By lemma 4, there exists
an open set N ⊂ Xg(M) such that every closed orbit in K of a Gaussian thermostat in
N has period greater than T . Consider the Poincaré application Pl associated to θl. By
lemma 9, there exists a ε-close Gaussian thermostat such that the application Pl has only
hyperbolic periodic points and for this points β 6= 0. Applying this lemma for l = 1, . . . , k,
we conclude the result.
4.3 Transversality of invariant manifolds
To finish the proof of theorem A, it remain to prove lemma 2. Consider T > 0. Let E ∈ G1(T )
and η1, . . . , ηl be the periodic orbits of (M,g,E) of period smaller and equal than T . For each
ηi, we take compact neighborhoods W s0 (ηi, E) and W
u
0 (ηi, E) of ηi in W
s(ηi, E) and W u(ηi, E),
respectively, such that the boundaries of W s0 (ηi, E) and W
u
0 (ηi, E) are fundamental domains. Let
Σsi be a submanifold of SM of codimension 1 transversal to the flow direction which intersection
with W s(θi, E) is ∂W s0 (θi, E). For E˜ in a neighborhood N
s of E where the flow is transversal to
Σsi , we take a neighborhood W
s
0 (η˜i, E˜) such that η˜i is a continuation of ηi which boundary is the
intersection ofW s(η˜i, E˜) with Σsi . We perform the same construction forW
u
0 (ηi, E) to obtain the
set Nu and set N = N s ∩ Nu. For each positive integer n, define W sn(ηi, E) = φ−n(W
s
0 (ηi, E))
and W un (ηi, E) = φn(W
u
0 (ηi, E)).
Let Gn2 (T ) ⊂ G1(T ) such that if E ∈ G
n
2 (T ) then W
u
n (ηi, E) is transversal toW
s
n(ηj , E) for all
closed orbits ηi and ηj of period ≤ T of E. To prove lemma 2, it is enough to show the following
lemma.
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Lemma 10. Let E ∈ G2(T ) and N be a neighborhood of E as above. Then for all n ∈ N, the set
Gn2 (T ) is open and dense in N .
Proof. We denote by Gn,i,j2 (T ) the set of Gaussian thermostats E ∈ N such that if η1, . . . , ηk
are hyperbolic closed orbits of (M,g,E) with period smaller and equal than T then the invariant
manifolds W sn(ηi, E) and W
u
n (ηj , E) are transversal.
The set Gn2 satisfies
Gn2 (T ) = ∩
k
i,j=1G
n,i,j
2 (T ).
Therefore it is enough to show that Gn,i,j2 (T ) is open and dense.
Gn,i,j2 (T ) is open in Xg(M). Let E ∈ G
n,i,j
2 (T ). OnceW
s
n(ηi, E) andW
u
n (ηj , E) are transversal
and the applications E −→ W sn(ηi, E) and E −→ W
s
n(ηi, E) are continuous, it follows that
there exists a neighborhood Nij ∈ N of E such that for all E˜ ∈ Nij the manifolds W sn(ηi, E˜)
and W un (ηj , E˜) are transversal.
Gn,i,j2 (T ) is dense in Xg(M). Consider the compact setK = W
s
n(ηi, E)∩W
u
n (ηj , E). For θ ∈ K
we take Aθ a neighborhood of θ with only one connected component in K. We consider
{Aθl}l=1,...,k a finite subcover of an open cover {Aθ}θ∈K of K.
There exists a neighborhood N˜ ∈ N such that if E˜ ∈ N˜ then W sn(ηi, E˜) ∩W
u
n (ηj , E˜) ⊂
∪l=1,...,kAθl . Consider N˜
l ⊂ N˜ whose Gaussian thermostat (M,g,E) in that set verifies
that W sn(ηi, E) is traversal to W
u
n (ηj , E) in Aθl . We show that N˜
l is dense in N˜ . Con-
sider TW s,uW (θ) ∈ TˆθSM the stable and unstable manifolds tangent space, respectively,
restricted to the derivative cocycle on the point θ ∈ SM . Now, we fix Fermi coordinates
along the orbit segment η : [0, τ ] −→ SM (τ < rinj) such that η(0) = θ˜ and η(τ) = θ.
Consider the path c : (−ε, ε) −→ CS(R2n) such that c(s) = eA+sB where B =
[
0 0
B˜ 0
]
and
B˜ : Rn −→ Rn is symmetric. Note that c(0) = T : Tˆ
θ˜
SM −→ TˆθSM is the transversal
derivative cocycle of (M,g,E) and this path represents the transversal derivative cocycle of
the Gaussian thermostats (M,g, E˜) where E˜ is given by{
E˜0(t, x) = E
E˜i(t, x) = Ei +
∑n
j=1ψ(t, x)B˜ijxj to i = 1, . . . , n.
Consider U = TˆW s(θ) ∩ TˆW u(θ˜), Q = (TˆW s(θ) + TˆW u(θ))⊥ and dim(U) = dim(Q) = k.
Let πQ be the orthogonal projection on the subspace Q. Observe that
πQe
AU = 0
and to finish the proof we look for an application B such that for s 6= 0 we have
πQe
A+sBU 6= 0.
Considering
d
ds
πQe
A+sBU
∣∣∣
s=0
= πQe
ABU
we require that
BU = πV (θ)(BU) ⊂ πV (θ)(e
−AQ)
and dim(U) = dim(BπH(θ)U) ≤ πV (θ)(e−AQ) where πV (θ) is the orthogonal projection on
the vertical subspace and πH(θ) is the orthogonal projection on the horizontal subspace.
From the fact that β(ηi) 6= 0 and β(ηj) 6= 0 follows that TˆW s(θ) and TˆW u(θ˜) are isotropic
and the lemma 5 gives us dim(πH(θ)U) = dim(πV (θ)Q) = k. Finally, the existence of an
application B˜ such that B˜(πH(θ)U) = Q is guaranteed by lemma 6.
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5 Proof of theorems B and B’
The proof of theorem B is an adaptation to the context of conformally symplectic applications
of the work in [8]. In the proof, we use the perturbative theorem from section 6.
The idea of the proof goes as follows. Let Σ be a transversal section in θ ∈ η and f : Σ −→ Σ
be the Poincaré application. Consider π : TθSM −→ TˆθSM the projection of TθSM over
TˆθSM . Suppose π ◦ dfθ has 2n invariant subspaces E1, . . . , E2n on the homoclinic class H(θ, f).
Suppose also H(θ, f) has 2n−1 periodic points θ1, . . . , θ2n−1 such that θi has complex eigenvalue
related to the subspaces Ei and Ei+1 (we say in this case that there is a sequence of periodic
orbits with concatenated complex eigenvalues). Then by a perturbation f˜ of f we can make
π ◦ df˜
per(θi)
θi
(Ei) = π ◦ df˜
per(θi)
θi
(Ei+1) and π ◦ df˜
per(θi)
θi
(Ei+1) = π ◦ df˜
per(θi)
θi
(Ei) where per(θi) is
the period of θi. Using the notion of transitions, it is possible to create a point θ whose orbit
has some iterates near to each θi and then the differential of f on θ inherits some properties of
the differential of f on θi. Then it mixes all the subspaces Ek creating the sink or the source of
the theorem. However, if in a robust way the subspaces Ei have not a sequence of concateneted
complex eigenvalues, it is impossible to create the complex eigenvalues and we have dominated
splitting. The perturbative theorem from section 6 permit us to show an homoclinic class has
transitions and also to translate the dynamical problem to a linear systems problem. The proof
is explained in details in the following subsections: in subsection 5.1 we makes the translation
from diffeomorphisms problems to linear systems language; in subsections 5.2, 5.3 and 5.4 we
show how to create either a sink or repeller by perturbation of a linear system if there are a
collection of periodic orbits with concatenated complex eigenvalues; in subsection 5.5 we provide
a sufficient condition to get a dominated splitting and we show that if there are not a collection
of periodic orbits with complex eigenvalues then the sufficient condition holds
The entire proof of theorem B can be done in the symplectic category, so together with the
work of Contreras in [10] it is valid the following geodesic flow version of theorem B:
Theorem B’ (symplectic version of theorem B). Given (M,g) Riemannian manifold with
geodesic flow φ and η a saddle hyperbolic periodic orbit. For a neighborhood V of η, one of this
alternatives is valid:
(i) the homoclinic class H(η, φ) ⊂ V has a dominated splitting decomposition
(ii) given a neighborhood U of H(η, φ) ⊂⊂ V and k ∈ N, there exists a geodesic flow (M, g˜)
arbitrarily close to (M,g) with k islands arbitrarily close to η which its orbit is contained in
U .
The proof of theorem B’ follows from the thesis of theorem B and from the fact that for
C2 three dimensional Kupka-Smale vector fields, if the closure of saddle periodic orbits has a
dominated splitting then it is hyperbolic. The statement is proved in [6], which extends to three
dimensional flows initially proved for surfaces diffeomorphisms in [24]. Observe that we can apply
the result in [6] since we already proved that generically, Gaussian thermostat are Kupka-Smale.
5.1 Conformally symplectic linear system and transitions
In this section we make the translation from diffeomorphisms problems to linear systems language.
Definition 9. Let Σ be a topological space, f an homeomorphism defined in Σ, a locally trivial
fiber bundle π : E −→ Σ over Σ such that the fiber dimension Ex for x ∈ Σ is constant over Σ,
and an application A : E → E such that Ax = A(x, .) : Ex → Ef(x) is a conformally symplectic
linear isomorphism in the following sense. There are cordinates such that A∗ω = µω where ω is
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a the canonical symplectic 2-form ω and µ : Σ → R is a positive function. The application A
also satisfies ‖Ax‖ < ∞ for all x ∈ Σ. We call (Σ, f, E , A, ω, µ) a conformally symplectic linear
system or a conformally symplectic linear cocycle over f . When there is no ambiguity, we denote
the linear system (Σ, f, E , A, µ) only by A.
The norm of the application A, is defined as ‖A‖ = maximum{supx∈Σ‖Ax‖, supx∈Σ‖A−1x ‖}.
Lemma 11. Let (Σ, f, E , A, µ) and (Σ, f, E , B, µ) be conformally symplectic linear systems. Then
(Σ, f, E , A ◦B,µ) satisfies ‖A ◦B‖ ≤ ‖A‖‖B‖.
We denote CS(Σ, f, E) the set of conformally symplectic linear systems (Σ, f, E , A, µ) for all
µ and equip CS(Σ, f, E) with the distance d(A,B) = maximum{‖A − B‖, ‖A−1 − B−1‖} for
A,B ∈ CS(Σ, f, E).
Lemma 12. Given K > 0, ε1 > 0 and a conformally symplectic linear system (Σ, f, E , A, µ)
such that ‖A‖ < K then for all symplectic ε1-perturbation of the identity (Σ, IdΣ, E , E, 1) the
composition E ◦ A and A ◦ E are ε-perturbation of A with ε = ε1K. Furthermore, for all ε-
perturbation A˜ of A there exists a symplectic ε1-perturbation of the identity (Σ, IdΣ, E , E, 1) such
that A˜ = E ◦ A.
Proof. The application E ◦ A satisfies ‖E ◦ A − A‖ = ‖(E − IdΣ) ◦ A‖ ≤ ‖E − IdΣ‖‖A‖ < ε1
e (E ◦ A)∗ω = A∗E∗ω = µω. Analogously, A ◦ E satisfies ‖A ◦ E − A‖ = ‖A ◦ (E − IdΣ)‖ ≤
‖A‖‖E − IdΣ‖ < ε and (A ◦ E)∗ω = µω.
Define E = A˜ ◦ A−1, the E ◦ A = A˜ e ‖E − IdΣ‖ < ‖A˜ − A‖‖A−1‖ < ε1 and E∗ω =
(A˜ ◦ A−1)∗ω = (A−1)∗ ◦ A˜∗ω = (A−1)∗(µω) = µω.
Definition 10. The conformally symplectic linear system (Σ, f, E , A, µ) is called a conformally
symplectic periodic linear system if all x ∈ Σ is a periodic point of f . We denote p(x) the period
of x.
Definition 11. The conformally symplectic linear system (Σ, f, E , A, µ) is called a conformally
symplectic continuous linear system if the fiber structure varies continuously and A : E → E is
continuous.
Definition 12. The conformally symplectic linear system (Σ, f, E , A, µ) is called a conformally
symplectic matrix system if E = Σ×Rn, Rn is equipped with the euclidean canonical metric and
there exists a positive function µ : Σ → R such that AtJA = µJ. We denote the conformally
symplectic matrix system by (Σ, f, A, µ)
Given a set A, a word with letters in A is a finite sequence of elements of A. The size of
this word is its number of letters. The set of words admits a natural semi group structure: the
product of [a] = (a1, . . . , an) by [b] = (b1, . . . , bn) is [a][b] = (a1, . . . , an, b1, . . . , bn). We say a
word [a] is not a power if [a] 6= [b]k for all word [b] with k > 1.
If (Σ, f,A, µ) is a conformally symplectic matrix system then for x ∈ Σ we denote the word
(A(fp(x)−1(x)), . . . , A(x))
by [M ]A(x). The matrix MA(x) = A(fp(x)−1) ◦ · · · ◦ A(x) is the product of letters of [M ]A(x).
Definition 13. Given ε > 0, a conformally symplectic periodic linear system (Σ, f, E , A, µ) ad-
mits ε-transitions if:
(i) for all finite family of points x1, . . . , xn = x1 ∈ Σ there exists a coordinate system over E such
that we can consider this system as a conformally symplectic matrix system (Σ, f, A, ω, µ)
and
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(ii) For all (i, j) ∈ {1, . . . , n}2 there exists a finite word [ti,j] of matrices in CS(n,R) such that
the word
[W (ι, a)] = [ti1,im][MA(xim)]
am [tim,im−1 ][MA(xim−1)]
am−1 . . . [ti2,i1 ][MA(xi1)]
a1
with ι = (i1, .., im) ∈ {1, .., n}
m, a = (a1, .., am) ∈ N
n and the word ((xi1 , ai1), .., (xim , αim))
with letters in Σ× N is not a power.
Then there exists x = x(ι, a) ∈ Σ such that
(ii.1) the size of [W (ι, a)] is per(x),
(ii.2) The word [M ]A(x) is ε-close to [W (ι, a)] and there exists a ε-perturbation A˜ of A such
that [M ]A˜(x) = [W (ι, a)],
(ii.3) We can choose x such that the distance from the orbit of x and xi, i ∈ {1, . . . , n − 1},
is bounded by a function αi which tends to zero when ai tends to infinity.
Given ι and a as above, we denote [ti,j] an ε-transiton from x1 to xj and we call an ε-transtition
matrix to the product Ti,j of letters composing [ti,j].
Definition 14. A conformally symplectic periodic linear system admits transitions if for any
ε > 0 the system admits ε-transitions.
Below, the dictionary between a conformally symplectic linear system and the tangent bunddle
dynamics of the Gaussian thermostat over an homoclinic class:
Lemma 13. Given a hyperbolic periodic saddle point p of index k (the dimension of the stable
subbundle). The differential df of the Poincaré application f induces a continuous linear system
with transitions on the set Σ of hyperbolic saddles in H(p, f) of index k which are homoclinically
related to p.
Proof. Fix ε > 0 and a finite family x1, . . . , xn ∈ Σ. The points xi are homoclinically related
to p then there exists a transitive compact hyperbolic subset K ⊂ H(p, f) which contains all
points xi. It is possible to cover K by a Markov partition composed by rectangles Rk. For
each x ∈ K we define conformally symplectic coordinates φx : Ux → M . It is possible to refine
the Markov partition such that Rk is contained in a open set Ux and for x and y at the same
rectangle ‖A(x)−A(y)‖ < ε and ‖A(x)−1 −A(y)−1‖ < ε. For each rectangle Rk we write df on
the conformally symplectic coordinates and consider the associated matrix system (K, f,A, µ).
The transition from xi to xj is obtained by the property of Markov partition and the conformally
symplectic perturbative theorem.
On what follows it is showed that a property valid on a point of a conformally symplectic
linear systems which admits transitions is extended over a dense set. Next lemma is only true
to the case of strict conformally symplectic case, i.e., µ is not identically 1 since for µ ≡ 1 it is
impossible to create contractions or dilations:
Lemma 14 (Spreading property). Let (Σ, f, E , A, µ) be a conformally symplectic periodic linear
system with transitions. Fix ε > ε0 > 0, assume there exists a ε0-perturbation B of A and
x ∈ Σ such that [M ]B is a dilation (or a contraction). Then there exists an f -invariant dense
set ΣC ⊂ Σ and a ε-perturbation C of A such that for all y ∈ Σ˜, [M ]C(y) is a dilation (or a
contraction).
Proof. Let ΣB ⊂ Σ a dense subset and ε1 = ε− ε0.
Fix δ > 0 and consider z ∈ Σ, the family of points x1 = z ∈ ΣB, x2 = x e x3 = z and the
word
[W ] = [t1,2][M ]nA(x)[t
2,1][M ]
n(z,δ)
A (z)
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the linear system (Σ, f, E , A, µ) admit transitions so there exists zn ∈ Σ such that d(zn, z) < δ
and a ε1-perturbation A˜ of A such that [M ]A˜(zn) = [W ].
Consider a ε0-perturbation C of A˜ defined along the orbit of zn by
[M ]C(zn) = [t
1,2][M ]nB(x)[t
2,1][M ]
n(z,δ)
A (z).
With n big enough, we have [M ]C(zn) a dilation or a contraction and ΣC is defined as the
union of zn.
Definition 15. Given a conformally symplectic linear system (Σ, f, E , A, µ). A ε-perturbation A˜
of A is a conformally symplectic linear system (Σ, f, E , A˜, µ) such that d(A˜, A) < ε and which
preserves the same conformally symplectic structure µ, i.e., A˜∗ω = µω.
Lemma 15. Fix ε > 0. Any ε-pertubation of a matrix A ∈ CS(n,R) can be written as a
composition of A with a symplectic matrix ε1-close to the identity E and ε = ε1‖A‖. The
compositions of A with E a symplectic matrix ε1-close to the identity, A ◦ E and E ◦ A, are
ε-perturbations of A.
Proof. Let A˜ be an ε-perturbation of A and the symplectic matrix E = A˜ ◦A−1 then E ◦A = A˜
and ‖E ◦ A−A‖ < ε.
Let E ∈ S(n,R) be a symplectic matrix ε1-close to the identity then E ◦ A and A ◦ E are
ε-perturbations of A.
Definition 16. A conformally symplectic periodic linear system (Σ, f, E , B, µ) of dimension 2n
is diagonalizable if for all x ∈ Σ the matrix MB(x) has real positive eigenvalues with multiplicity
1. We denote λ1(x) ≤ · · · ≤ λn(x) ≤ λn(x) ≤ · · · ≤ λ1(x) the eigenvalues of MB(x) such that
λi(x)λi(x) = µ(x) for i = 1, . . . , n. We also denote Ei(x) the eingenspace corresponding to λi(x)
and Ei(x) the eingenspace corresponding to λi(x). Then E = (⊕
n
1Ei) ⊕ (⊕
n
1Ei) is a invariant
decomposition of B.
Lemma 16. Let (Σ, f, E , A, µ) be a conformally symplectic periodic linear system with transitions.
Then for ε > 0 there exists diagonalizable ε-perturbation B of A defined on a dense set Σ˜ ⊂ Σ.
Proof. Given a matrix A ∈ CS(n,R), there exists an arbitrarily small perturbation B ∈ CS(n,R)
of A such that B has all its eigenvalues are positive real numbers and with multiplicity 1.
This follow from [17] which constructs a symplectic change of coordinates T such that
T−1AT =


A11 0 0 A12 0 0
0
. . . 0 0
. . . 0
0 0 An1 0 0 An2
A13 0 0 A14 0 0
0
. . . 0 0
. . . 0
0 0 An3 0 0 An4


where the submatrices
[
Ai1 Ai2
Ai3 A14
]
are canonical blocks analogous to the Jordan blocks.
5.2 Restrictions and decompositions
An invariant subbundle F is a collection of subspaces Fx ⊂ Ex such that dim(F (x)) = c ∀x ∈ Σ
and A(F (x)) = F (f(x)). A A−splitting E = F ⊕ G is given by invariant subbundles such that
Ex = E(x)⊕G(x), ∀x ∈ Σ.
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Definition 17. Let (Σ, f, E , A, µ) be a conformally symplectic linear system and a A-splitting
E = F ⊕ G. We call this splitting a dominated splitting, and we denote F ≺ G, if there exists
l ∈ N such that all x ∈ Σ:
‖Al(x)
∣∣
F
‖‖A−l(f l(x))
∣∣
G
‖ <
1
2
.
Definition 18. Let (Σ, f, E , A, µ) be a conformally symplectic linear system and a A-splitting
E = ⊕Ei in k invariant subbundles E1, . . . , Ek. We say two subspaces Em e En, m,n ∈ {1, . . . k},
have dominated splitting associated to the subspaces Em e En and we denote Em ≺ En if there
exists l ∈ N such that for all x ∈ Σ the restriction of A in each subspace satisfies:
‖Al(x)
∣∣
Em
‖‖A−l(f l(x))
∣∣
En
‖ <
1
2
.
To emphasize l, we say F ⊕G is a l-dominated splitting and we write F ≺l G.
Differently from the general case, treaded in [8], we need to preserve the conformally symplectic
structure and thus we can not make the restriction and quotient of a matrix in such a way that
the perturbation on the restriction has no influence on the quotient and vice versa. We replace
the concept of restriction and quotient only by the concept of restriction: let F1, . . . , Fk be k
invariant subspaces such that E = ⊕Fi, we can write A as:
A =


A1 0 . . . 0
0 A2 . . . 0
...
...
. . .
...
0 0 0 Ak


such that Ai(Fi) ⊂ Fi.
The next lemma corresponds to lemma 4.4 in [8] and it uses strongly the symplectic conformal
structure.
Lemma 17. Given K > 0, l ∈ N and a linear system (Σ, f, E , A, µ) bounded by K with invariant
decomposition E ⊕ F ⊕G then there exists L such that it holds:
(i) if E ≺l F and E ≺l G then E ≺L (F ⊕G).
(ii) if F ≺l G and E ≺l G then (E ⊕ F ) ≺L G.
Proof. Using the conformally symplectic basis we can write the matrices A as:
A =

 AE 0 00 AF 0
0 0 AG


Observe that the entry of the second line and third column is zero, differently to the proof of
lemma 4.4 in [8] where that entry corresponds to a non-zero matrix B(x). To conclude, the proof
follows as in lemma 4.4 in [8] but now using that B(x) = 0.
Definition 19. Consider a f -invariant set Σ′ ⊂ Σ and the restriction of E over Σ′. The confor-
mally symplectic linear system induced by A, (Σ′, f |Σ′ , EΣ′), is called a subsystem induced by A
in Σ′.
The next lemma correspond to lemma 1.4 in [8] adapted to the context of conformally sym-
plectic linear systems. The statement in [8] holds for any linear systems so the proof of next
lemmas follows as a corollary.
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Lemma 18. Let (Σ, f, E , A, µ) be a conformally symplectic continuous linear system such that
there exists an invariant dense set Σ1 ⊂ Σ which subsystem admits l-dominated splitting, then
(Σ, f, E , A, µ) admits an l-dominated splitting. More generally, suppose there exists a sequence
of subsystems (Σ, f, E , Ak, µ) converging to (Σ, f, E , A, µ) such that for all k there exists a dense
invariant subset Σk ⊂ Σ where Ak admits l-dominated splitting. Then A admits l-dominated
splitting on all Σ. Finally, a dominated splitting over a conformally symplectic continuous linear
systems is continuous.
Lemma 19. Let (Σ, f, E , A, µ) be a conformally symplectic periodic linear system with ε-transi-
tions and with dominated splitting E1 ≺ · · · ≺ En. Fix ε0 > ε. Then given two points xi and
xj ∈ Σ, k ∈ {1, . . . ,m} and [t
ji] ε-transition between pi and pj. Then there exists ε0-transition
[t˜ji] such that T˜ji takes Ek(xi) in Ek(xj) .
Proof. The application Tji satisfies angle(T˜ij(Ek(xi)), Ek(xj)) < ε. Consider a perturbation of
T˜ji such that T˜ji(Ek(xi)) does not have components in Em(xi), m > k. Due to the dominated
splitting, the image of Ek(xi) by MnA(xj)T˜ji is arbitrarily close to Ek(xj) when n is big enough.
By a perturbation of MA with a small rotation we have that MnA˜(xj)T˜ji(Ek(xi)) = Ek(xj).
The next lemma needs the definition of the rank of an eigenvalue.
Definition 20. Let M ∈ GL(n,R) such that M has a complex eigenvalue λ. We say that λ has
rank (i, i+ 1) if there exists an M -invariant splitting of Rn, F ⊕G⊕H, such that:
(i) the eigenvalues σ of F satisfies |σ| < |λ|,
(ii) the eigenvalues σ of H satisfies |σ| > |λ|,
(iii) dim(F ) = i− 1 and dim(F ) + dim(G) + dim(H) = n,
(iv) the plane G is the eigenspace of λ.
Lemma 20. Fix ε > 0. Let (Σ, f, E , A, µ) be a conformally symplectic linear system and p ∈ Σ
a periodic point with complex eigenvalue of rank (i, i + 1) associated to the subspace Ei ⊕ Ei+1.
Then there exists ε-perturbation A˜ of A and m ∈ N such that [M ]mA (p)(Ei+1) = Ei.
Proof. We perform a ε2 -perturbation A˜ of A such that the complex eigenvalue of rank (i, i + 1)
of A˜ has irrational entries. Then there exists m such that the angle between [M ]m
A˜
(p)(Ei+1) and
Ei is equal to α < ε2 . Composing A˜ with a rotation by α (which is symplectic), we conclude the
result.
Lemma 21. Given a vector v and two conformally symplectic matrices T and M such that the
vector w is the eigenvector associated to the largest eigenvalue in modulus of M , then there exist
n and a ε-perturbation B˜ of B = Mn ◦ T such that B˜(v) = w.
Proof. If v is an invariant vector, we perform a symplectic perturbation to make v not invariant.
Hereafter, we iterate M to make the angle between Bv = Mn ◦ T (v) and w equal to α < ε. We
compose B with a rotation by α and then we have the result.
5.3 Bidimensional case
The proof of the next two results follows from an argument of R. Mañé in [19] which is also valid
in the conformally symplectic case.
Proposition 5. Given K > 0 and ε > 0 there exists l ∈ N such that for any two dimensional
conformally symplectic linear system (Σ, f, E , A, µ) with norm bounded by K and matrices MA(x)
preserving orientation, one one of the following possibilities holds:
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(i) A admits l-dominated splitting.
(ii) There exists ε-perturbation A˜ of A and x ∈ Σ such that MA˜(x) has a complex eigenvalue.
We denote with Rθ : R2 → R2 the rotation by the angle θ.
Lemma 22. For all α > 0 and all matrix M ∈ GL+(2,R) with two eigenspaces E1 and E2 whose
angle is less than α then there exists s ∈ [−1, 1] such that Rsα ◦M has a complex eigenvalue.
5.4 Generic Dichotomy
To prove the main theorem, it suffices to proof the analogous result for conformally symplectic
linear systems, once we reduced the problem to this case.
Proposition 6. For K > 0, n > 0 and ε > 0 there exists l > 0 such that a conformally symplectic
periodic linear system (Σ, f, E , A, µ) bounded by K and with transitions satisfying one of the next
possibilities:
(i) A admits a l-dominated splitting.
(ii) There exists a ε-perturbation A˜ of A and a point x ∈ Σ such that MA(x) is an homothety.
The proof is divided into two steps: the first one says if we can not create complex eigenvalues
of rank (i, i+1) for i ∈ {1, . . . , 2n−1} then we have dominated splitting and the second one says
if we can create such eigenvalues then we can perturb the original linear system with transition
to get homotheties.
Proposition 7. Fix ε > 0, n ∈ N, and K > 0. Let (Σ, f, E , A, µ) be a conformally symplectic con-
tinuous linear system with transitions, of dimension 2n bounded by K such that all ε-perturbation
of A does not admit complex eigenvalues of rank (i, i + 1) for i = 1, . . . , 2n − 1. Then there
exists l ∈ N such that (Σ, f, E , A, ω, µ) admits l-dominated splitting E = F ⊕ G, F ≺l G, with
dim(F ) = i
The proof of previous proposition is given in subsection 5.5.
Proposition 8. Fix ε > ε0 > 0. Let (Σ, f, E , A, µ) be a conformally symplectic periodic linear
system with transitions. Suppose for all i = 1, . . . , 2n − 1 there exists ε0-perturbation of A with
complex eigenvalues of rank (i, i + 1). Then there exists ε-perturbation A˜ of A and x ∈ Σ such
that MA˜(x) is a homothety.
5.5 Sufficient condition for l-dominated splitting
In this section, we prove the proposition 7 using the next three lemmas which assure us that if
a conformally symplectic periodic diagonalizable linear system with transitions has no complex
eigenvalues of rank (i, i+ 1) then there exists dominated splitting E ≺ F such that dim(E) = i.
In lemma 23 it is proved that provided two invariant subspaces, Ej and Ek+1, if they do not
have a l-dominated splitting then it is possible to create a complex eigenvalue of rank (i, i + 1)
for i ∈ {j, . . . , k}. The idea of the proof is to restrict the application A to the subspaces Ej and
Ek+1 and to use the bidimensional results observing that all the perturbation are performed in
the conformally symplectic space. This means that when we perturb the eigenvalues associated
to the eigenvectors λj and λk+1 then this perturbation affects all the subspaces Ej, Ek+1, Ej e
Ek+1. In lemma 24 we prove that if we do not have complex eigenvalue of rank (i, i+1) then there
exists L1 such that there is a L1-dominated restricted to the sum of subspaces Ek+1. Finally,
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lemma 25 says that there exists L2 such that the L2-dominated splitting is still valid for the sum
of Ek. With this three lemmas, the proof of proposition 7 follows from lemmas 16 and 18.
For the proof we will need the rotation Rθij : R
2n → R2n:
Rθi,j =
i j
i
j


1 . . . 0 0 . . . 0 0 . . . 0
0 . . . cos(θ) 0 . . . 0 − sin(θ) . . . 0
...
0 . . . sin(θ) 0 . . . 0 cos(θ) . . . 0
0 . . . 0 0 . . . 0 0 . . . 1


Lemma 23. Let (Σ, f, E , B, µ) be a conformally symplectic diagonalizable linear system of di-
mension 2n and bounded by K > 0. Given ε > 0 and 1 ≤ i ≤ 2n− 1, there exists l ∈ N such that
one of the alternatives is valid:
(i) There exists ε-perturbation of B with complex eigenvalue of rank (i, i+ 1),
(ii) Ej ≺l Ek+1 for all j ≤ i ≤ k ≤ 2n − 1.
Proof. Recall that λiλn+i = µ for i = 1, . . . , n and λ¯i = λ(i+n−1)(mod2n)+1. Let l be the constant
of domination given by proposition 5. If Ej ≺l Ek+1 for all j ≤ i ≤ k ≤ 2n − 1 then it is
done. Moreover, by the proposition 22, the angle between Ej and Ek+1 is less than α and we
can perturb B to obtain a complex eigenvalues associated to the subspaces Ej and Ek using the
rotation Rαjk. In order to preserve the conformally symplectic structure, we define the isotopy
B˜t = R
tα
j,k+1
◦Rtαj,k+1 ◦B.
By continuity, there exists t0 ∈ [0, 1] such that one of this alternatives is valid:
• λtj = λi+1 ≤ λ
t
k+1,
• λtj ≤ λi = λ
t
k+1,
• λi < λ
t
j = λ
t
k+1 < λi+1,
• λt
k+1
= λi+1 ≤ λ
t
j
,
• λt
k+1
≤ λi = λ
t
j
,
• λi < λ
t
k+1
= λt
j
< λi+1.
The last three possibilities are related to the cases j ≤ n, k + 1 > n e j + n 6= k + 1. In all cases
a small perturbation produces a complex eigenvalue of rank (i, i+ 1). Considering the difference
between the general case and the conformally symplectic case we can create besides the eigenvalue
of rank (i, i + 1) associated to the subspaces Ej e Ek+1, a complex eigenvalue associated to the
subspaces Ej e Ek+1
λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8 λ9 λ2n
i i+ 1
A B
Lemma 24. Let (Σ, f, E , B, µ) be a conformally symplectic diagonalizable linear system of di-
mension 2n and bounded by K > 0. Given ε > 0 there exists l0 ∈ N such that for 1 ≤ i ≤ 2n− 1
is valid one of the alternatives below:
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(i) B admits ε-perturbation with complex eigenvalue of rank (i, i + 1),
(ii) for all j ≤ i, Ej ≺ ⊕
2n
i+1Ek.
Proof. The proof is an inductively application of the lemmas 17 and 23.
Lemma 25. Let (Σ, f, E , B, µ) be a conformally symplectic diagonalizable linear system of di-
mension 2n and bounded by K > 0. Given ε > 0 there exists L ∈ N such that for 1 ≤ i ≤ 2n− 1
is valid one of the alternatives below:
(i) B admits ε-perturbation with complex eigenvalue of rank (i, i + 1),
(ii) ⊕i1Ek ≺L ⊕
2n
i+1Ek.
Proof. The proof is an inductively application of the lemmas 17 and 24.
6 Proof of Theorem C (Franks’ Lemma)
In [14], Franks proved that given a C1 diffeomorphism f : M →M over a Riemannian manifold
(M,g) and ε > 0, if we take a periodic point x ∈ M , we can perform a C1 small perturbation g
of f such that gn(x) = fn(x), n ∈ Z, and dgn is any isomorphism ε-close of dfn, for n ∈ Z. This
result is known as Franks lemma. The key point in that lemma is since is only required that g is
C1−close to f , the support of the perturbation can be done arbitrary small in such a way that
the perturbation preserves the trajectory.
For geodesic flows, an analogous result requires a different technique from that used by Franks,
since geodesic flow perturbations are metric perturbations and these perturbations are not local
as was described above. In fact, to perturb a metric on a neighborhood of a closed geodesic
means that it is performed a perturbation in a cylinder in the tangent space where the geodesic
flow is defined. However, and overcoming such difficulty, in [10], Contreras proved a version of
the Franks lemma to the geodesic flow.
For a Gaussian thermostat, the situation is the same as the geodesic flow. In this case, we
perturb the vector field E and similarly, a perturbation of E in a neighborhood of the manifold
implies a perturbation over a cylinder in the tangent space where the flow is defined. In this
section, we prove a version of the Franks lemma for Gaussian thermostats adapting the ideas of
Contreras in [10].
Let (M,g) be a Riemannian manifold of dimension n+1. We denote with X k(M) the space
of vector fields over M of class Ck and with Rl(M) the space of Riemannian metrics over M
with C l topology.
Let (M,g,E) be the Gaussian thermostat defined over (M,g) with E ∈ Xg(M) ∩ X r(M)
and η a closed orbit of (M,g,E). Our goal is to find a perturbation of E which has η as a closed
orbit and, moreover, the transversal derivative cocycle associated to a point p in η (i.e., its linear
Poincaré application) is any conformally symplectic application close to the original one. We
consider on X r(M) the topology defined by the open sets B(E, r) = {E˜ ∈ X r(M)|max{‖E˜ −
E‖C1 < r}}.
The main theorem of this section is:
Theorem C. Let E ∈ Xg(M) ∩ X
r(M), 4 ≤ r ≤ ∞, a periodic orbit η of the Gaussian
thermostat (M,g,E), a point θ in η and T : TˆθSM → TˆθSM its transversal derivative cocycle.
Fixed ε > 0 there exists δ > 0 such that given a conformal linear map L ‖L − T‖ < δ then
there exists E˜ ∈ Xg(M) with d(E˜, E)C1 < ε which defines the Gaussian thermostat (M,g, E˜)
and such that it has η as an orbit and its transversal derivative cocycle at θ is L.
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The idea of the proof goes as follows. Consider (M,g,E) the Gaussian thermostat associated
to the vector field E ∈ Xg(M) ∩ X r(M). Let η a periodic orbit of (M,g,E), p ∈ M a point
of η and T : TˆpM −→ TˆpM the linear Poincaré application associated to p. We consider the
application
S : Xg(M) ∩X
r(M) −→ CS(n)
whose domains are the vector fields of class Cr which defines a closed 1-form γ and the image
are the conformally symplectic matrices such that S(E) = T .
We consider subsets in Xg(M) satisfying the following:
G1 For every orbit segment of size
rinj
2 , where rinj is the injectity radius of (M,g), has at least
one point such that the matrix Kg+Bg has all distinct eigenvalues, where K is the curvature
matrix and [B]ij =
∂Ei
∂xj
is the derivative matrix of E ∈ Xg(M) ∩X 1(M),
G2 Provided a finite segment of orbit of the Gaussian thermostat, we consider the set of vector
fields C1−close to E such that they coincides with E on the self intersections of the given
finite segment of orbit.
Let U be a neighborhood of E, we prove that the image by S of U ∩ G1 ∩ G2 contains a ball
of radius δ > 0. This means that any δ-perturbation of the transversal derivative cocycle T can
be performed by a perturbation in U ∩ G1 ∩ G2.
We do this by partitioning the orbit η in some segments ηi, i = 1, . . . , n. For each segment,
we consider the transversal derivative linear cocycle on the extremal points and we define the
applications Si : Xg(M) ∩ X r(M) → CS(M) which satisfies Si(E) = Ti where Ti : Tˆη0iM →
Tˆη1iM is transversal derivative linear cocycle on the extremal points η
0
i and η
1
i of ηi.
Using the Jacobi equation for Gaussian thermostats, we show ‖dSE‖ > d > 0 and this implies
the result.
We consider π : TM −→ M the canonical projection. We denote S(n) the symmetric n × n
matrices, S∗(n) the symmetric n× n matrices with null diagonal and O(n) the orthogonal n× n
matrices.
Before we prove the theorem we need some preliminary:
6.1 Generic condition
Given g ∈ R2(M), we define
• Kg : SM → S(n)upslopeO(n)
Kg(θ)ij = −〈Rg(θ, ei)θ, ej〉pi(θ).
• Bg : SM → S(n)upslopeO(n)
Bg(θ)ij =
∂Ei
∂egj
(π(θ)),
where {θ, e1 = e1(0), .., en = en(0)} is an orthonormal basis of TφE
0
(θ)M and {θ(t), e1(t), .., en(t)}
is the parallel transport of this basis along c(t) = π ◦ φEt
(
θ
|θ|g
)
according to the Riemannian
connection associated to the metric g. Let us remember the definition of G1:
G1 = {E ∈ Xg(M) ∩X
1(M)|
every orbit segment of size
rinj
2
has at least one point
such that the matrix Kg +Bg has all distinct eigenvalues}.
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The following theorem states that G1 is generic.
Theorem 4. The set G1 is open in Xg(M) ∩X
1(M) and G1 ∩X
∞(M) is dense in Xg(M).
The proof only differs from the proof in [10] by one aspect: now we need the eigenvalues of
Kg +Bg to be distinct instead of the eigenvalues of Kg. Since the proof is similar, we leave it to
the reader.
6.2 Perturbative theorem
We begin this section with the definition of a prime orbit:
Given a prime orbit η, let
• W ⊂M bea tubular neighborhood of c = π ◦ η,
• τ > 0 such that mτ = period(η) with m ∈ N and τ < rinj. Consider, for 0 ≤ k < m,
ηk(t) = η((t+ k)τ) with t ∈ [0, 1]. We call ck the projection of ηk in M , ck = π ◦ ηk.
For each segment ηk, we define the application Sk : Xg(M) ∩X r(M) −→ CS(n) by
Sk(E) = T
E
k
where TEk is the transversal linear cocycle between ηk(0) and ηk(1).
It can happen that the segments ck transversally intersect on M . Given a segment c0 the set
of segments which intersect it is noted F0 = {c1, . . . , cl}.
W0
c0
c1 c2
Definition 21. Let c0 be an orbit segment and F0 the set of orbit segments which intersect c0.
Let W0 ⊂ W be a tubular neighborhood of c0 such that the segments of F0 are not contained in
W0. We denote by G2(η0,W0,F0) the set of vector fields E˜ ∈ X
r(M) such that
• supp(‖E˜ − E‖) ⊂W0,
• E˜ = E in a neighborhood U0 of F0.
For the segment η0, after we take F0 and W0 we also have the set G2(η0,W0,F0) and we apply
the following result, which is the perturbation theorem on an orbit segment:
Theorem 5. let E ∈ G1 ∩ Xg(M) ∩ X
r(M), 4 ≤ r ≤ ∞, and η0 an orbit segment associated
to the Gaussian thermostat (M,g,E). Given a neighborhood U ∈ Xg(M) ∩X
1(M), there exists
δ0 = δ0(g,E,U) > 0 such that given W0 and F0 as above then the image of U ∩G1∩G2(η0,W0,F0)
by the application S0 contains a ball of radius δ0 centered on S0(E).
For c1, we take F1, W1, and G2(c1,W1,F1). Hereafter, we apply again the above theorem to
obtain the image of a neighborhood of the vector field E by S1 which contains a ball of radius δ1
centered at S1(E), Bδ1(S1(E)). We repeat this procedure for η2, . . . , ηm.
The sets G2(ci,Wi,Fi), i ∈ {0, . . . ,m}, guarantee us there is no interference between one
perturbation and the next one and, moreover, they are contained in the following set.
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Definition 22. We define G2(η,E,W ) the set of vector field E˜ ∈ X
∞(M) such that
supp(‖E˜ −E‖) ⊂W.
To finish the proof, we consider the application
S = (S0, . . . , Sm) : Xg(M) ∩X
r(M) −→ CS(n)× · · · × CS(n).
The image of U ∩ G1 ∩ G2(η,E,W ) contains the product Bδ0(S0(E)) × · · · × Bδm(Sm(E)). This
result, translated to the transversal linear cocycle language means that a perturbation on the
transversal linear cocycle contained on a ball centered at T and radius mini∈{0,...,m}{δi}m can be
realized with a vector field E˜ in U ∩ G1 ∩ G2(η,E,W ).
η
Σ0 Σ1 Σ2 = Σ0
6.3 Perturbative theorem along an orbit segment. Proof of the-
orem 5
Now we prove theorem 5, which is the intermediate step for the main result of this section. First
we show how to perturb the vector field E. We take Fermi coordinates along η and consider the
application α : [0, τ ] × Rn −→ S(n) of class C∞ with support in a neighborhood of [0, τ ] × {0}
and λ˜ : [0, τ ] × Rn −→ R such that λ˜(t, 0) ≡ λ
τ
for t ∈ [0, τ ], λ > 0 and has its support in a
neighborhood of [0, τ ] × {0} with τ < rinj .
Let η be an orbit of the Gaussian thermostat, η(t) = (u(t), v(t)), and consider{
E˜0 = E0 + λ˜(t, x)
E˜i = Ei +
∑
j αijxj para i = 1, . . . , n.
The orbit η of (M,g,E) is also an orbit of (M,g, E˜). In fact,

u˙ = v
D
dt
v = E˜ − ProjvE˜ = E − ProjvE.
We call the intersection of the set of the perturbations of E given as above with E ∈ G2(η0,W0,F0)
as G2. For the proof, we also need some special functions:
φε: Given ε > 0, let φε : Rn → [0, 1] be a function of class C∞ such that φε(x) = 1 if x ∈ [− ε4 ,
ε
4 ]
n
and φε(x) = 0 if x /∈ [− ε2 ,
ε
2 ]
n. We also require that there is a fixed k such that
‖φε(x)x
∗P (t)x‖ ≤ k‖P‖C0 + εk‖P‖C1 + ε
2k‖P‖C2 ,
where P is a function that is defined in proposition 9 and depends on the next two functions
defined below.
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h¯: The function h¯ : [0, 1] → [0, 1] is of class C∞ with support far from the intersection points,
i.e., supp(h¯) ∩ (π ◦ η)−1Vi = ∅ where Vi is a neighborhood of Fi and such that∫ 1
0
(1− h¯(s))ds < ρ.
δ: The function δ : [0, 1] → [0,+∞] is of class C∞ such that δ(s) = 0 if |s − τ | ≥ λ and∫ 1
0 δ(s)ds = 1.
To prove theorem 5 we need to compute d0Fζ (σ = 0) but for completness we compute dσFζ
at any value of σ.
Proposition 9. Let F : S(n)3 × S∗(n) × R → CS(n) given by F (σ, λ) = dφE˜1 = X1, where
(σ, λ) ∈ S(n)3 × S∗(n)× R and
(i) σ = (a, b, c; d) ∈ S(n)3 × S∗(n),
(ii) P (t) = h¯(t)[aδ(t) + bδ
′
(t) + cδ
′′
(t) + dδ
′′′
(t)],
(iii) α(t, x) = P (t)φε(x)xj ,
(iv) E˜(t, x)0 = (1 + (λh¯(t)δ(t) − 1)φε(x))E0,
(v) E˜(t, x)i = Ei +
∑
j αijxj.
Then there exists k such that
‖d(σ,λ)Fζ‖ ≥ k‖ζ‖ ∀ζ = (a, b, c; d; e) ∈ S(n)
3 × S∗(n)× R.
Proof. Consider the path in Xg(M) given by,
γ : s→ (σ, λ) + sζ,
and the Jacobi equation for γ(s) along η:
T˙s = AsTs,
where
As =
[
0 I
Ks +Bs Cs
]
Ks = K,
Bs = B + sP (t),
Cs = (1 + sλ)C.
Differentiating this equation with respect to s, we have a differential equation for Zt =
dTs(t)
ds
∣∣∣
s=0
Z˙ = AZ + BX,
where
A =
[
0 I
K +B C
]
,
B =
[
0 0
P (t) λC
]
.
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We know Z1 = d(σ,λ)S.ζ. This follows from the definition of Z:
Z(1) =
d
dr
T r(1)
∣∣∣
r=0
=
d
dr
T (σ,λ)+rζ(1)
∣∣∣
r=0
=
d
dr
(F ((σ, λ) + rζ))
∣∣∣
r=0
.
If we write Zt = TtYt then T Y˙ = BT (motivation: TXCS(Rn) = T (TICS(Rn))). Moreover,
Tλ(0) ≡ I then Z(0) = 0 and Y (0) = 0. Thus,
Y (t) =
∫ t
0
(T s)−1BsT sds
B(X) =
[
0 0
P (t) λC
]
= h¯(t){δ(t)A˜ + δ
′
(t)B˜ + δ
′′
(t)C˜ + δ
′′′
(t)D˜ + δ(t)F˜}
A˜ =
[
0 0
a 0
]
, B˜ =
[
0 0
b 0
]
, C˜ =
[
0 0
c 0
]
, D˜ =
[
0 0
d 0
]
,
F˜ = λσ
[
0 0
0 I
]
Integrating by parts Y (1), we have:∫ 1
0
T−1s δ
′
(s)B˜Tsds =
∫ 1
0
δ(s)T−1s [AB˜ − B˜A]Tsds
=
∫ 1
0
δ(s)T−1s
[
b 0
σb −b
]
Tsds.
∫ 1
0
T−1s δ
′′
(s)C˜Tsds =
∫ 1
0
δ
′
(s)T−1s
[
c 0
σc −c
]
Tsds
=
∫ 1
0
δ(s)T−1s
(
A
[
c 0
σc −c
]
+
[
c 0
σc −c
]
A
)
Tsds
=
∫ 1
0
δ(s)T−1s
([ 0 −2c
Kc+ cK 0
]
+
[
0 0
Bc+ cB 0
]
+
[
σc 0
σ2c −σc
])
Tsds.
∫ 1
0
T−1s δ
′′′
(s)D˜Tsds =
∫ 1
0
δ
′
(s)T−1s
([ 0 −2d
Kd+ dK 0
]
+
[
0 0
Bd+ dB 0
]
+
[
σd 0
σ2d −σd
])
Tsds
=
∫ 1
0
δ(s)T−1s
( [ Kd+ 3dK 0
0 −3Kd− dK
]
+
+
[
Bd+ 3dB 0
2λ{(K +B)d+ d(K +B)} −3Bd− dB
]
+
[
σ2d 0
σ3d −σ2d
])
Tsds.
The matrices in T vI CS(R
n) can be written as:(
β γ
α vI − β∗
)
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where α and γ are symmetrical and β has no restrictions.
α = a+ σb+ (K +B)c+ c(K +B) + σ2c+ 2σ{(K +B)d+ d(K +B)}+ σ3d,
β = b+ σc+ (K +B)d+ 3d(K +B) + σ2d,
γ = −2c,
v = λσ,
The matrix β decompose itself in β = βsim + βasim where βsim is a symmetric and βasim =
d(K +B)− (K +B)d is antisymmetric. The following lemma, proved in [10], show that βasim is
determined by d. Moreover, βsim, α, and γ are determined by b, a, and c, respectively.
Lemma 26. Let W a symmetric matrix and consider LW : S
∗(n) → AS(n) given by LW (d) =
Wd− dW . Suppose the eigenvalues λi of W are all distinct. Then for all f ∈ AS(n) there exists
d ∈ S∗(n) such that LW (d) = f and
‖f‖ ≤
‖d‖
mini 6=j|λi − λj |
.
To finish the argument we will need the following lemma which shows there exists k such that
‖Z1‖ ≥ k‖ζ‖ and whose proof can be found in [10].
Lemma 27. Let N a connected Riemannian manifold with dimension m and F : Rm → N a
smooth application such that
|dxF (v)| ≥ a > 0 ∀(x, v) ∈ TR
m com |v| = 1 e |x| ≤ r
then for all 0 < b < ar,
{ω ∈ N |d(ω,F (0)) < b} ⊆ F ({x ∈ Rm||x| <
b
a
}).
We will show the image of U0 by S contains a ball in CS(n) centered at S(g) and radius
r = r(g,U). Consider the application G : R2n(n+1) → X r(M) where G(σ, λ) = (E˜). The
following diagram is commutative
B(0, k−15 r) ⊂ R
2n(n+1) X r(M)
CS(n)
G
S
F
The proposition 9 and the lemma 27 show that B(S(E), r) ⊂ F (B(0, k−15 r)) but we need
B(S(E), r) ⊂ S(U0). To obtain this, is is enough to show G(B(0, k−15 r)) ⊂ U0. In fact, ‖E˜ −
E‖C1 < ε therefore E˜ ∈ V0 ⊂ U0 and we have the result.
7 The Gaussian thermostat as a Weyl flow. Proof of
theorems D and D’
In this section we describe the linear connection ∇ˆXY introduced in [30] and defined as
∇ˆXY = ∇XY − 〈X,Y 〉E + γ(Y )X + γ(X)Y.
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Proposition 10. The linear connection ∇ˆ is symmetric and it is non compatible with the metric.
Proof. Symmetry
T˜ (X,Y ) = ∇ˆXY − ∇ˆYX − [X,Y ]
= ∇XY − 〈X,Y 〉E + γ(Y )X
+ γ(X)Y −∇YX + 〈X,Y 〉E − γ(X)Y − γ(Y )X −∇XY +∇YX
= 0.
Non compatibility with the metric
Z〈X,Y 〉 = 〈∇ZX,Y 〉+ 〈X,∇ZY 〉
= 〈∇ˆZX + 〈Z,X〉E − γ(X)Z − γ(Z)X,Y 〉
+ 〈X, ∇ˆZY + 〈Z, Y 〉E − γ(Y )Z − γ(Z)Y 〉
= −2γ(Z)〈X,Y 〉+ 〈∇ˆZX,Y 〉+ 〈X, ∇ˆZY 〉.
The reparametrization by arc length of the geodesic flow of ∇ˆ is calledWeyl flow. The folowing
proposition shows the Weyl flow restricted to SM is a Gaussian thermostat.
Proposition 11. The Weyl flow is the Gaussian thermostat (M,g,E) when we consider the
restriction of it to SM .
Proof. Let u a geodesic of ∇̂ and ψ : R→ R the reparametrization by arc length of u such that
η(t) = u(ψ(t)) e u(s) = η(ψ−1(s)).
Let du
ds
= w e dη
dt
= v then
w = v
dt
ds
= v‖w‖,
d‖w‖
ds
= −γ(w)‖w‖,
d‖w‖
dt
= −γ(w)
‖w‖
‖w‖
= −γ(w),
and
0 = ∇̂ww
= ∇ww + 2γ(w)w − ‖w‖
2E
= ∇v dt
ds
v
dt
ds
+ 2γ
( dt
ds
v
) dt
ds
v −
∥∥∥ dt
ds
v
∥∥∥2E
=
dt
ds
v
( dt
ds
)
v +
( dt
ds
)2
∇vv + 2
( dt
ds
)2
γ(v)v −
( dt
ds
)2
‖v‖2E
= −
( dt
ds
)2
γ(v)v +
( dt
ds
)2
∇vv + 2
( dt
ds
)2
γ(v)v −
( dt
ds
)2
‖v‖2E.
In terms of the Riemannian connection, the equation can be written as{
x˙ = v
∇vv = E − γ(v)v.
This means η is an orbit of (M,g,E) when 〈v, v〉 = 1.
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We define the curvature tensor associated to ∇ˆ as
R˜(X,Y ) = ∇ˆX∇ˆY − ∇ˆY ∇ˆX + ∇ˆ[X,Y ],
and the sectional curvature
K˜(X,Y ) = 〈R˜(X,Y )X,Y 〉.
Let f(s, u) = π ◦ φt(z(u)) be a family of geodesic of the connection ∇ˆ parametrized by u.
Then the Jacobi field for the geodesic flow ∇ˆ is given by,
w(s) =
∂
∂s
f(s, u),
J(s) =
∂
∂u
f(s, u),
J˙(s) = ∇̂w(s)J(s),
J¨(s) = −R̂(w, J)w.
Consider now the reparametrization of that family by arclength f˜(t, u) = f(ψ(t, u), u) where
ψ(t, u) is the reparametrization by arc length of φt(z(u)). The Jacobi fied Jˆ = ∂∂u f˜ satisfies
Jˆ =
∂ψ
∂u
w + J,
˙ˆ
J = v(
∂ψ
∂u
)w +
1
‖w‖
J˙ ,
¨ˆ
J = v(v(
∂ψ
∂u
))w +
1
‖w‖
γ(v)J˙ +
1
‖w‖2
J¨
= v(v(
∂ψ
∂u
))w +
1
‖w‖
γ(v)J˙ −
1
‖w‖2
R̂(w, J)w.
Therefore, over T̂θSM , we have the Jacobi field for the Weyl flow
Jˆ = J,
˙ˆ
J =
1
‖w‖
J˙ ,
¨ˆ
J =
γ(v)
‖w‖
J˙ −
1
‖w‖2
R̂a(w, J)w.
7.1 Proof of geometrical theorem (Theorems D and D’)
The aim now is to relate sectional curvature with the dynamics of a Gaussian thermostat. We
start with some results proved in [30].
Theorem 6 ([30]). If the sectional curvature of the Weyl structure is negative everywhere then
the W-flow has dominated splitting, with exponential growth/decay of volumes.
In particular, for the case of surfaces follows that
Theorem 7 ([30]). For surfaces, if the curvature of the Weyl structure is negative everywhere
then the W-flow is a transitive Anosov flow.
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In theorem D and D’ the hypothesis of negative (sectional) curvature are relaxed.
Proof of theorem D: Consider the function L : Tˆ SM −→ R defined as
L(ξ) = 〈ξh, ξv〉,
where ξh and ξv are the horizontal and vertical components of ξ, respectively.
We can write ξ ∈ TˆSM as ξ = (ξh, ξv) e ξh = Jˆ(t) e ξv =
˙ˆ
J(t) where J is a jacobi field. So
the jacobi equation for the Weyl flow over the quotient Tˆ SM give us
d
dt
L(ξ) = 〈ξv, ξv〉+ γ(v)〈ξh, ξv〉 − 〈ξh, Rˆ(v, ξh)v〉.
Fix k > 0. Defining the positive cone C+k (π(ξ)) = {ξ ∈ Tˆpi(ξ)SM |L(
ξ
‖ξ‖ ) ≥ k}. This defines a
cone field over SM . The application L is continuous and monotonically increasing over C+k then
we can conclude that positive cones are sent in the interior of positive cones by T t.
Analogously, using the reversibility of the flow we get negative cones C−k (π(ξ)) = {ξ ∈
Tˆpi(ξ)SM |L(
ξ
‖ξ‖ ) ≤ −k} are sent in the interior of negative cones by T
−t. This caracterizes
dominated splitting for the flow.
Using the following result, the proof of theorem D’ holds.
Theorem 8. ([6]) Let M be a three dimensional closed manifold and Λ be a non-singular compact
invariant set for X ∈ X 2(M) with a dominated splitting such that all periodic trajectory points
are hyperbolic saddles, then Λ = Λ˜∪T , where Λ˜ is hyperbolic and T is a finite union of irrational
tori.
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