Abstract Detectability is a basic property of dynamic systems: when it holds one can use the observed output signal produced by a system to reconstruct its current state.
Introduction
Detectability is a basic property of dynamic systems: when it holds one can use the observed output signal produced by a system to reconstruct its current state [9, 30, 28, 29, 7, 33, 41, 22, 38, 16] . This property plays a fundamental role in many related control problems such as observer design and controller synthesis. Hence for different applications, it is meaningful to characterize different notions of detectability. This property also has different terminologies, e.g., in [9, 33, 22] , it is called "observability"; in [7, 41] , it is called "reconstructibility". In this paper, we uniformly call this property "detectability", and call another similar property "observability" implying that the initial state can be determined by the observed output signal produced by a system.
For discrete event systems (DESs), the detectability problem in the framework of finite automata has been widely studied [30, 28, 29, 39, 16, 38, 35, 12] . For different uses, detectability is formulated as strong detectability and weak detectability [30] . Strong detectability implies that in the ω-language generated by a DES (i.e., the set of infinite observed output sequences generated by the DES), there exists a positive integer k such that each prefix with length greater than k of each infinite output sequence can be used to reconstruct the current state, while weak detectability implies in the ω-language, there exists an infinite output sequence such that each of its prefixes with length greater than a positive integer k can be used to do that. Weak detectability is strictly weaker than strong detectability, e.g., the finite automaton shown in Fig. 1 is weakly detectable but not strongly detectable, where events a and b can be directly observed. The automaton can generate infinite output sequences a ω and b ω , where (·) ω denotes the concatenation of infinitely many copies of ·. When any number of a's were observed but no b was observed, the automaton could be only in state s 0 . Hence it is weakly detectable. When any number of b's were observed but no a was observed, it could be in states s 1 or s 2 . Hence it is not strongly detectable. Strong detectability can be verified in polynomial time but weak detectability can be verified in exponential time [30, 28] . In addition, checking weak detectability is PSPACE-complete in the numbers of states and events even for deterministic finite automata whose events are all observable [39] . The hardness result has been extended and proved to hold for more restricted finite automata than the ones considered in [39] with only two events [16] . Other related results on the complexity of deciding detectability of DESs can be found in [38, 16] , etc.
What if the framework of labeled Petri nets (a.k.a. labeled place/transition nets, labeled P/T nets for short) is considered? Although labeled P/T nets have finitely many transitions (i.e., events), they may have countably infinitely many markings (i.e., states). Hence the detectability for labeled P/T nets may be more complex. Taking opacity for example, verifying different types of opacity of finite automata are at least NP-hard in the numbers of states and events but decidable [25, 24, 23, 26] (stochastic finite automata excluded [27] ). However, checking opacity is generally undecidable [2, 11, 32] (e.g., for labeled P/T nets). It is interesting to study whether detectability for labeled P/T nets is more complex than that for finite automata. In this paper, we obtain several results.
As stated before, weak detectability roughly means reconstructing the current state by using an observed output signal. Sometimes, we do not need to reconstruct the current state but only need to determine whether the current state belongs to a given subset of all reachable states. For example, the set of all reachable states is partitioned into two disjoint subsets: the subset (e.g., {s 0 , s 1 } in Fig. 1 ) of normal reachable states and the subset (e.g., {s 2 } in Fig. 1 ) of abnormal reachable states. We call this property weak approximate detectability. In this paper, we will prove that weak approximate detectability is undecidable 1 for labeled P/T nets, and deciding this property is PSPACE-complete for finite automata. The undecidable result is obtained by reducing the well known undecidable language equivalence problem [10] for labeled P/T nets to the inverse problem of the weak approximate detectability problem. The result for finite automata is obtained by using related results for weak detectability of finite automata [39, 30] .
Strong detectability of finite automata [30] can be extended to labeled Petri nets as follows: this property implies that there exists a positive integer k such that each prefix with length greater than k of each infinite labeling (i.e., output) sequence of the ω-language generated by a labeled Petri net allows one to reconstruct the current marking. Sometimes for certain purposes we need each marking at each time step. In this sense, we study a new concept that is stronger than the previous strong detectability which we call instant strong detectability, which implies that each labeling sequence generated by the net can be used to reconstruct the current marking. Actually, stronger version of instant strong detectability has been studied in [22] , where it is called "structural observability", since it implies that the instant strong detectability is satisfied for all initial markings. It is pointed out that the "structural observability" is important, because "the majority of existing control schemes for Petri nets rely on complete knowledge of the system state at any given time step" [22] . In [22] , the optimal problem of placing the minimal number of sensors on places/transitions 1 In the sequel, we will always use the expression "a property is decidable/undecidable" instead of "the problem of verifying the property is decidable/undecidable." to make a labeled Petri net structurally observable is studied. The former problem is proved to be NP-complete, while the latter is shown to be solvable in polynomial time, both in the numbers of places and transitions. However, the decidability of instant strong detectability has not been studied yet. In this paper, we will prove that instant strong detectability of labeled P/T nets is decidable by reducing the noninstant strong detectability (i.e., negation of instant strong detectability) problem to the known decidable reachability problem of Petri nets with respect to a computable semi-linear set [19, 5] , and this property is EXPSPACE-hard by showing that the EXPSPACE-complete coverability problem [20, 15] is polynomial time reducible to the non-instant strong detectability problem. We will also prove that instant strong detectability can be verified in polynomial time for finite automata. Other related results on detectability of unlabeled Petri nets with unknown initial markings can be found in [9] , in which several types of detectability called (strong) marking observability, uniform (strong) marking observability, and structural (strong) marking observability are proved to be decidable by reducing them to several decidable home space properties that are more general than the reachability problem of Petri nets (with respect to a given marking).
In [17] , decidability and complexity of strong detectability and weak detectability for labeled Petri nets are characterized. Strong detectability is proved to be decidable (by reducing the negation of this property to the satisfiability of a Yen's path formula for Petri nets [34, 1] ), and deciding this property is proved to be EXPSPACE-hard (by reducing the coverability problem [15] to its inverse problem); weak detectability is proved to be undecidable (by reducing the undecidable language inclusion problem for labeled Petri nets [10, Theorem 8.2 ] to the non-weak detectability problem).
For certain purposes, we eventually always need markings of a labeled P/T net, but do not care about whether there is a common time gap for all observed output sequences after which the marking can be reconstructed (existence of a common time gap corresponds to strong detectability). In this sense, we consider a new type of detectability, which we call eventual strong detectability, which is weaker than strong detectability. Formally, eventual strong detectability implies that for each infinite labeling sequence σ generated by a labeled P/T net, there exists a positive integer k σ such that each prefix σ ′ of σ with length greater than k σ can be used to reconstruct the current marking. We will prove that strong detectability is strictly stronger than eventual strong detectability for finite automata and labeled Petri nets, eventual strong detectability can be verified in polynomial time for finite automata. We will also prove that eventual strong detectability of labeled P/T nets is decidable and deciding this property is EXPSPACE-hard.
The contributions of this paper are as follows: We prove that 1) weak approximate detectability of ǫ-free (i.e., no transition is labeled as the empty word ǫ) labeled P/T nets is undecidable, deciding this property is PSPACE-complete for finite automata; 2) instant strong detectability of labeled P/T nets is decidable and deciding this property is EXPSPACE-hard, this property can be verified in polynomial time for finite automata; 3) eventual strong detectability of labeled P/T nets is decidable and deciding this property is EXPSPACE-hard, this property for finite automata can be verified in polynomial time; 4) eventual strong detectability is strictly weaker than strong detectability, instant strong detectability is strictly stronger than strong detectability, both for finite automata and labeled P/T nets; and 5) eventual strong detectability is equivalent to strong detectability for deterministic finite automata. Please see Tabs. 1 and 2 as a sketch. The remainder of the paper is as follows. Section 2 introduces necessary preliminaries, Section 3 shows the main results, Section 4 ends up with a short conclusion.
Preliminaries

Labeled state transition systems
In order to formulate detectability notions in a uniform manner, we introduce labeled state transition systems (LSTSs) as follows, which contain finite automata and labeled Petri nets as special cases. An LSTS is formulated as a sextuple
where X is a set of states, T a set of events, X 0 ⊆ X a set of initial states, →⊆ X × T × X a transition relation, Σ a set of outputs (labels), and ℓ : 
For each σ ∈ Σ * , we denote by M(S, σ) the set of states that the system can be in after σ has been observed, i.e., M(S, σ) :
finite automata
A DES can be modeled by a finite automaton or a labeled Petri net. In order to represent a DES, we consider a finite automaton as a finite LSTS S = (X, T, X 0 , →, Σ, ℓ), i.e., when X, T, Σ are finite. Such a finite automaton is also obtained from a standard finite automaton [31] by removing all accepting states, replacing a unique initial state by a set X 0 of initial states, and adding a labeling function ℓ. Throughout this paper, a finite automaton always means a finite LSTS.
Basic concepts for labeled Petri nets
A net is a quadruple N = (P, T, P re, P ost), where P is a finite set of places graphically represented by circles; T is a finite set of transitions graphically represented by bars; P ∪ T = ∅, P ∩ T = ∅; P re : P × T → N and P ost : P × T → N are the pre-and post-incidence functions that specify the arcs directed from places to transitions, and vice versa. Graphically P re(p, t) is the weight of the arc p → t and P ost(p, t) is the weight of the arc t → p for all (p, t) ∈ P × T . The incidence function is defined as C = P ost − P re.
A marking is a map M : P → N that assigns to each place of a net a natural number of tokens, graphically represented by black dots. For a marking M ∈ N P , a transition t ∈ T is called enabled at M if M (p) ≥ P re(p, t) for any p ∈ P , and is denoted by M [t , where as usual N P denotes the set of maps from P to N. An enabled transition t at M may fire and yield a new making 
where N is a net, M 0 is an initial marking, Σ is an alphabet (a finite set of labels), and ℓ : T → Σ ∪ {ǫ} is a labeling function that assigns to each transition t ∈ T a symbol of Σ or the empty word ǫ, which means when a transition t fires, its label ℓ(t) can be observed if ℓ(t) ∈ Σ; and nothing can be observed if ℓ(t) = ǫ. Particularly, a labeling function ℓ : T → Σ is called ǫ-free, and a P/T net with an ǫ-free labeling function is called an ǫ-free labeled P/T net. A Petri net is actually an ǫ-free labeled P/T net with an injective labeling function. A labeling function ℓ : T → Σ ∪ {ǫ} can be recursively extended to ℓ :
, the set of labels of finite transition sequences enabled at the initial marking M 0 . We also say for each σ ∈ L(G), G generates σ. For σ ∈ Σ ω , we say G generates σ if G generates each prefix of σ. The set of infinite labeling sequences generated by G is denoted by L ω (G) (which is an ω-language).
Note that for a labeled P/T net G = (N, M 0 , Σ, ℓ), when we observe a label sequence σ ∈ Σ * , there may exist infinitely many firing transition sequences labeled by σ. However, for an ǫ-free labeled P/T net, when we observe a label sequence σ, there exist at most finitely many firing transition sequences labeled by σ. Denote by
is finite for an ǫ-free labeled P/T net G.
The language equivalence problem
The undecidable result proved in this paper is obtained by using the following language equivalence problem.
Proposition 1 [10, Theorem 8.2] It is undecidable to verify whether two ǫ-free labeled P/T nets with the same alphabet generate the same language.
Semi-linear sets and reachability with respect to semi-linear sets
One decidable result shown in this paper is obtained by the reachability problem with respect to a semi-linear set [5] . Necessary preliminaries are introduced as follows.
Given a finite set P , a set E ⊆ N P is called linear [19] if there exist a finite number of vectors v, v 1 , . . . , v n ∈ N P such that
where v is usually called base and v 1 , . . . , v n are called periods. More generally, a set F ⊆ N P is called semi-linear if it is a finite union of linear subsets E 1 , . . . , E q of N P , and we call the bases and periods of E 1 , . . . , E q the bases and periods of F . We will use the helpful proposition as follows. By this proposition, given semi-linear subsets X and Y of N P , one can use the constructive proof (which is an algorithm) to compute the base and periods of X \ Y as a semi-linear subset of N P from the bases and periods of X and Y . The concept of semi-linear sets is closely related to Petri nets [21, 5, 9] .
The decidable result on the reachability problem with respect to a semi-linear set E is shown in Proposition 3. Note that when E reduces to a singleton (e.g., when all periods of E are the zero vector and all bases of the finitely many linear subsets whose union equals E are the same), the reachability problem with respect to E reduces to the reachability problem (with respect to a marking). The reachability problem is to determine, given a Petri net (N, M 0 ) and a destination marking M , whether M ∈ R(N, M 0 ). It is decidable [18, 13, 14] and EXPSPACE-hard [15] . The reachability problem with respect to a linear set can be reduced to the reachability problem with respect to the base of the linear set [5] . Furthermore in [5] , an algorithm for verifying the reachability problem with respect to a semi-linear set is constructed by using the algorithm for verifying the reachability problem with respect to a linear set.
Proposition 3 [5, Corollary 1] It is decidable to verify for a Petri net
(N, M 0 ) and a semi-linear subset E of N P whether R(N, M 0 ) ∩ E = ∅.
Dickson's lemma
Let P be a finite set. For every two elements x and y of N P , we say x ≤ y if and only if x(p) ≤ y(p) for all p in P . We write x < y if x ≤ y and x = y. For a subset S of N P , an element x ∈ S is called minimal if for all y in S, y ≤ x implies y = x. Dickson's lemma [4] shows that for each subset S of N P , there exist at most finitely many distinct minimal elements. This lemma follows from the fact that every infinite sequence with all elements in N P has an increasing infinite subsequence, where such an increasing subsequence can be chosen component-wise [21, Theorem 2.5]. If a subset S of N P has infinitely many minimal (distinct) elements, then these minimal elements are pair-wise incomparable, and hence they form a sequence that has no increasing subsequence. We will use Dickson's lemma to prove a decidable result on eventual strong detectability for labeled P/T nets.
The coverability problem
We also need the following Proposition 4 on the coverability problem to obtain some main results on complexity.
Proposition 4 [20, 15] It is EXPSPACE-complete to decide for a Petri net G = (N, M 0 ) and a destination marking M ∈ N P whether G covers M , i.e., whether there exists a marking
In [15] , it is proved that deciding coverability for Petri nets requires at least 2 cn space infinitely often for some constant c > 0, where n is the number of transitions.
In [20] , it is shown that deciding the same property for a Petri net requires at most space 2 cm log m for some constant c, where m is the size of the set of all transitions. For a Petri net ((P, T, P re, P ost), M 0 ), each transition t ∈ T corresponds to a |P |-length vector P ost(·, t) − P re(·, t) =: c(t) whose components are integers. The size of t is the sum of the lengths of the binary representations of the components of c(t) (where the length of 0 is 1). The size of T is the sum of the sizes of all transitions of T , and is set to be the above m.
The coverability problem belongs to EXPSPACE [20] . However, it is not known whether the reachability problem belongs to EXPSPACE [6] . Using a similar reduction as the one used in [5] to reduce the reachability problem with respect to a linear set to the reachability problem with respect to the base of the linear set, one can reduce the coverability problem to the reachability problem with respect to the same marking. Proposition 4 has been used to prove the EXPSPACE-hardness of checking diagnosability [37] and prognosability [36] of labeled Petri nets.
Yen's path formula for Petri nets
The final tool that we will use to prove one decidable result is Yen's path formula [34, 1] for Petri nets. In [34] , a concept of Yen's path formulae is proposed and some upper bounds for verifying the satisfiability of the formulae are studied. In addition, it is shown that many problems, e.g., the boundedness problem, the coverability problem for Petri nets, can be reduced to the satisfiability problem of some Yen's path formulae. In [1] , a special class of Yen's path formulae called increasing Yen's path formulae is proposed. The main results of [1] are stated as follows.
Proposition 5 ([1])
The reachability problem for Petri nets can be reduced to the satisfiability problem of some Yen's path formula, and the satisfiability problem of each Yen's path formula can be reduced to the reachability problem for Petri nets with respect to the marking with all places empty, both in polynomial time. In addition, the satisfiability of each increasing Yen's path formula can be verified in EXPSPACE.
For a Petri net (N, M 0 ), where N = (P, T, P re, P ost) is a net, each Yen's path formula consists of the following elements: ( 
-Type 1. M (p) ≥ c and M (p) > c are predicates, where M is a marking variable and c ∈ Z is constant.
where T 1 , T 2 are terms and i, j ∈ T . 4. F 1 ∨ F 2 and F 1 ∧ F 2 are predicates if F 1 and F 2 are predicates. A Yen's path formula f is of the following form (with respect to Petri net (N, M 0 ), where N = (P, T, P re, P ost)):
where
Given a Petri net G and a Yen's path formula f , we use G |= f to denote that f is true in G. The satisfiability problem is the problem of determining, given a Petri net G and a Yen's path formula f , whether G |= f .
A Yen's path formula (1) is called increasing if F does not contain transition predicates and implies
The unboundedness problem can be formulated as the satisfiability of either
(both of which are increasing Yen's path formulae).
The coverability problem can be formulated as either M 0 ≥ M or the satisfiability of the increasing Yen's path formula
where M is the destination marking.
Main results
Weak detectability and weak approximate detectability
The concept of weak detectability is formulated as follows.
Sometimes, we do not need to determine the current state of an LSTS, but only need to know whether the current state belongs to some prescribed subset of reachable states. Then the concept of weak approximate detectability is formulated as below.
Definition 2 (WAD)
Consider an LSTS S = (X, T, X 0 , →, Σ, ℓ). Given a positive integer n > 1 and a partition {R 1 , . . . , R n } of the set of its reachable states, S is called weakly approximately detectable with respect to partition {R 1 , . . . , R n } if there exists a labeling sequence σ ∈ Σ ω such that for some positive integer k, for any prefix σ ′ of σ satisfying |σ
Example 1 Consider a labeled P/T net shown in Fig. 2 . The net is not weakly detectable. It is weakly approximately detectable with respect to the partition R:
of the set of its reachable markings, where components of a marking is in the order
This net is actually a finite automaton if we regard labels a and b as events. Then the unique initial state is (0, 0, 1, 0, 0). The automaton is also weakly approximately detectable with respect to partition R but not weakly detectable.
For the weak approximate detectability of labeled P/T nets, the following result holds. Theorem 1 Let n > 1 be a positive integer. It is undecidable to verify for an ǫ-free labeled P/T net and a partition {R 1 , . . . , R n } of the set of its reachable markings, whether the labeled P/T net is weakly approximately detectable with respect to {R 1 , . . . , R n }.
Since ǫ-free labeled P/T nets are labeled P/T nets, we have the following corollary.
Corollary 1 Let n > 1 be a positive integer. It is undecidable to verify for a labeled P/T net and a partition {R 1 , . . . , R n } of the set of its reachable markings, whether the labeled P/T net is weakly approximately detectable with respect to {R 1 , . . . , R n }.
Proof (of Theorem 1) We prove this result by reducing the language equivalence problem of labeled Petri nets (Proposition 1) to the problem under consideration. The proof is divided into three cases: n = 2, n = 3, and n > 3.
Let l ≥ 3 be an integer. Arbitrarily given two ǫ-free labeled P/T nets Fig. 3 as a 
Note that for some nets G 1 and G 2 , the corresponding net G never fires t Let l = n − 1. We partition the set R(N G , M G 0 ) of reachable markings of net G as follows: 
, where (k − 1) mod (l − 1) means the remainder of k − 1 divided by l − 1. That is, net G is weakly approximately detectable with respect to partition (3).
Next we assume that
For the former case, for each prefix σ ′′ of σ ′ , there exist firing sequences s ∈ (T 1 ) 
k ) intersects both R (k−1) mod (l−1)+2 and R (k−2) mod (l−1)+2 , where (k − 1) mod (l − 1) = (k − 2) mod (l − 1). We have checked all label sequences generated by G, hence G is not weakly approximately detectable with respect to partition (3) .
Hence L(G 1 ) = L(G 2 ) if and only if G is weakly approximately detectable with respect to partition (3) . n = 3: Let l = 3. We partition the set R(N G , M G 0 ) of reachable markings of net G as follows:
Similar to the case n > 3, we also have that L(G 1 ) = L(G 2 ) if and only if net G is weakly approximately detectable with respect to partition (4) . n = 2: Let l = 3. We partition the set R(N G , M G 0 ) of reachable markings of net G as follows:
Similarly we also have that L(G 1 ) = L(G 2 ) if and only if net G is weakly approximately detectable with respect to partition (5), which completes the proof.
Next, we study the complexity of deciding weak approximate detectability of finite automata.
Theorem 2 1. The weak approximate detectability of finite automata generating nonempty ω-languages can be verified in PSPACE. 2. Deciding weak approximate detectability of deterministic finite automata whose events are all observable is PSPACE-hard.
Remark 1
The assumption that a finite automaton S = (X, T, X 0 , →, Σ, ℓ) generates the nonempty ω-language can be guaranteed by two usual assumptions used in detectability study of discrete event systems [30, 28] : i) S is deadlock free, i.e., for each x ∈ X, there exist t ∈ T and x ′ ∈ X such that (x, t, x ′ ) ∈→. ii) No cycle in S contains only unobservable events, i.e., for all x ∈ X and all nonempty unobservable event sequence s, there exists no transition sequence x s − → x in S.
Proof (of Theorem 2) Consider a finite automaton S = (X, T, X 0 , →, Σ, ℓ) and a partition R = {R 1 , . . . , R n } of X.
We use the powerset construction technique (which has been used in [30] , etc.) to build a deterministic finite automaton (called verifier) A = (Q, Σ, δ, q 0 ), where Q ⊆ 2 X is the state set, q 0 = X 0 is the initial state, δ ⊆ Q × Σ × Q is the transition relation. Transition relation δ is specified as follows: for all ∅ = q ⊆ X and all σ ∈ Σ + , there is a transition sequence q 0 σ − → q if and only if M(S, σ) = q. After δ has been specified, state set Q is naturally specified.
It can be seen that DES S is weakly approximately detectable with respect to partition R if and only if in verifier A, there exists a cycle q 1 → · · · → q m such that for each i ∈ [1, m], q i ⊆ R j for some j ∈ [1, n], due to the finiteness of the number of states of A. Since the number of states of A is bounded by 2 |X| , we can nondeterministically guess a labeling sequence of length 2 |X| in Σ * to check whether such a cycle exists. Hence weak approximate detectability of finite automata can be verified in NPSPACE, i.e., PSPACE 2 . To prove the hardness result, we consider a deterministic finite automaton S = (X, T, X 0 , →, Σ, ℓ) whose events are all observable and the partition R = {{x}|x ∈ X}. For such a DES, it is weakly approximately detectable with respect to R if and only if it is weakly detectable. By the PSPACE-hardness result of deciding weak detectability of deterministic finite automata whose events are all observable [39, Theorem 4.2], we conclude the PSPACE-hardness of weak approximate detectability for the same model. 
Instant strong detectability and eventual strong detectability
The concept of instant strong detectability is formulated as follows. It implies that any labeling sequence generated by an LSTS can be used to reconstruct the current state.
Definition 3 (ISD)
Consider an LSTS S = (X, T, X 0 , →, Σ, ℓ). System S is called instantly strongly detectable if for each label sequence σ in L(S), |M(S, σ)| = 1.
Theorem 3
The instant strong detectability of finite automata can be verified in polynomial time.
Proof It can be seen that a finite automaton S = (X, T, X 0 , →, Σ, ℓ) is instantly strongly detectable if and only if (1) |X 0 | = 1, (2) for all x, x ′ ∈ X with x being reachable, for all t ∈ T , if (x, t, x ′ ) ∈→ and ℓ(t) = ǫ then x = x ′ , and (3) for all x, x ′ , x ′′ ∈ X with x being reachable, for all
′′ ) ∈ X, and ℓ(t 1 ) = ℓ(t 2 ), then x ′ = x ′′ . These conditions can be verified in polynomial time.
Theorem 4 1. It is decidable to verify whether a labeled P/T net is instantly strongly detectable. 2. It is EXPSPACE-hard to check if a labeled P/T net is instantly strongly detectable.
Proof To prove the decidable result, we reduce the non-instant strong detectability problem to the reachability problem with respect to a computable semi-linear set.
Given a labeled P/T net G = (N = (P, T, P re, P ost), M 0 , Σ, ℓ), we construct the concurrent composition of G as a Petri net
which aggregates every pair of firing sequences of G producing the same label sequence. Denote P = {p 1 , . . . , p |P | } and T = {t 1 , . . . , t |T | }, duplicate them to
Then we specify G ′ as follows:
On the contrary assume that for each label sequence σ ∈ L(G), we have
Define Next we prove the hardness result by reducing the coverability problem to the non-instant strong detectability problem in polynomial time.
We are given a Petri net G = (N = (P, T, P re, P ost), M 0 ) and a destination marking M ∈ N P , and construct a labeled P/T net
as follows (see Fig. 5 as a sketch):
1. P ′ = P ∪ {p 1 , p 2 }, p 1 and p 2 are different and not in P ; 2. T ′ = T ∪ {t 1 , t 2 }, t 1 and t 2 are different and not in T ; 3. P re ′ | P ×T = P re, P ost
′ is instantly strongly detectable. This reduction runs in time linear of the number of places of G and the number of tokens of the destination marking M . Since the coverability problem is EXPSPACE-hard in the number of transitions of G, deciding non-instant strong detectability is EXPSPACE-hard in the numbers of places and transitions of G ′ and the number of tokens of M , hence deciding instant strong detectability is also EXPSPACE-hard, which completes the proof. Remark 2 The decision algorithm ([5, Corollary 1]) for reachability of Petri nets with respect to a semi-linear set is based on the verification algorithm for reachability of Petri nets [18, 13, 14] . It was pointed out [6] that the algorithms in [18, 13] are nonprimitive recursive. Moreover, the verification algorithm for the reachability problem of Petri nets with respect to a semi-linear set may not be primitive recursive either. It was also pointed out [6] that "Closing the gap between the exponential space lower bound and the non-primitive recursive upper bound is one of the most relevant open problems of net theory.", which actually shows that it is not known whether the instant strong detectability problem of labeled Petri nets belongs to EXPSPACE.
Remark 3
The concept of instant strong detectability of labeled Petri nets is a uniform concept. That is, a labeled Petri net is instantly strongly detectable if and only if it is instantly strongly detectable when its initial marking is replaced by any of its reachable markings. Formally, for a labeled Petri net G = (N, M 0 , Σ, ℓ) , G is instantly strongly detectable if and only if G ′ = (N, M, Σ, ℓ) is instantly strongly detectable for each M ∈ R (N, M 0 ) . The sufficiency naturally holds since M 0 ∈ R (N, M 0 ) . For the necessity, if there exists M 1 ∈ R(N, M 0 ) such that labeled Petri net G 1 = (N, M 1 , Σ, ℓ) is not instantly strongly detectable, then there exists σ 1 ) and |M(G, σ 0 σ 1 )| > 1, i. e., G is not instantly strongly detectable. Hence if a labeled Petri net is instantly strongly detectable, in order to determine the current marking, one does not need to care about when the net started to run.
The concepts of strong detectability and eventual strong detectability are given as follows. The former implies there exists a positive integer k such that for each infinite labeling sequence generated by a system, each prefix of the labeling sequence of length greater than k can be used to reconstruct the current state. The latter implies that for each infinite labeling sequence generated by a system, there exists a positive integer k (depending on the labeling sequence) such that each prefix of the labeling sequence of length greater than k can be used to do that. Hence the former is stronger than the latter.
Definition 4 (SD) Consider an LSTS
Apparently in order to make these two concepts meaningful, we must assume that L ω (G) = ∅. Note that this assumption can be guaranteed by two assumptions: 1) G does not terminate, i.e., there exists an infinite firing sequence at the initial marking, and 2) there must not exist a repetitive sequence of transitions labeled by the empty string. Now consider labeled P/T nets. By Dickson's lemma, it is not difficult to obtain that a Petri net (N, M 0 ) does not terminate if and only it satisfies at least one of the two increasing Yen's path formulae
Hence by Proposition 5, verifying whether a Petri net G terminates belongs to EXPSPACE. Note that for a labeled P/T net G, L ω (G) = ∅ implies that G does not terminate, but not vice versa. It is not known whether the satisfiability of assumption 2) is decidable. Note also that assumption 2) is a usual assumption in detectability of DESs [30, 28] , and another usual assumption in detectability of DESs, i.e., that a system is deadlock-free [17, 30] , implies assumption 1), but not vice versa.
Checking strong detectability for labeled P/T nets is proved to be decidable and EXPSPACE-hard in the size of a labeled P/T net [17] . Here the size of a P/T net G = (N = (P, T, P re, P ost), M 0 ) is ⌈log |P |⌉ + ⌈log |T |⌉+ the size of {P re(p, t)|p ∈ P, t ∈ T } ∪ {P ost(p, t)|p ∈ P, t ∈ T } ∪ {M 0 (p)|p ∈ P }, where the last term means the sum of the lengths of the binary representations of the elements of {P re(p, t)|p ∈ P, t ∈ T } ∪ {P ost(p, t)|p ∈ P, t ∈ T } ∪ {M 0 (p)|p ∈ P } [1, 34] . Hence the size of a labeled P/T net can be defined as the sum of the size of its underlying P/T net and that of its labeling function ℓ : T → Σ ∪ {ǫ}, where the latter is actually no greater than |T |.
Note that strong detectability implies eventual strong detectability. Then are they equivalent? The following Proposition 6 answers this question.
Proposition 6 Strong detectability strictly implies eventual strong detectability for labeled P/T nets and finite automata.
Proof Consider the labeled P/T net G in Fig. 6 . It can be seen that
Hence G is eventually strongly detectable, but not strongly detectable.
The net is essentially a finite automaton when a and b are regarded as events. It is also eventually strongly detectable, but not strongly detectable. 
We set q n = M(S, σ) if |M(S, σ)| = 1; and q n = {x 1 , x 2 } if |M(S, σ)| > 1, where different x 1 , x 2 ∈ M(S, σ). We recursively find q n−1 , q n−2 , . . . , q 1 according to the following procedure: for all i ∈ [1, n − 1],
Then in A, there exists a transition seqeunce
Apparently finite automaton A aggregates all pairs of transition sequences generating the same output sequences. Hence system S is eventually strongly detectable if and only if each state of each cycle of A is of the form {x} for some x ∈ X.
(only if:) If there exists a cycle C in A such that one state q in C is not of that form, denote the corresponding transition sequence from q 0 by q 0
and |σ ′ | = n ′ , i.e., system S is not eventually strongly detectable. Since automaton A has at most n 2 /2+n/2+1 states, eventual strong detectability can be verified in polynomial time.
Remark 4 Consider a finite automaton S = (X, T, X 0 , →, Σ, ℓ). Construct a finite automaton A as in the proof of Theorem 5. It is shown [28] that system S is strongly detectable if and only if in A, each state reachable from a cycle is of the form {x} for some x ∈ X. While we prove in Theorem 5 that system S is eventually strongly detectable if and only if in A, each state in a cycle is of the form {x} for some x ∈ X. Hence there exists essential difference between strong detectability and eventual strong detectability.
Example 3 Reconsider the finite automaton S equivalent to the labeled Petri net in Fig. 6 . The corresponding finite automaton A constructed in the proof of Theorem 5 is shown in Fig. 7 . In automaton A, there exists a state {{0, 1, 0}, {0, 0, 1}} reachable from a cycle {{1, 0, 0}} a − → {{1, 0, 0}}. By [28, Theorem 5] , finite automaton S is not strongly detectable. In A, we also have that each state in each cycle is a singleton. By the proof of Theorem 5, automaton S is eventually strongly detectable. The verification results coincide with those in the proof of Proposition 6.
Corollary 2 Strong detectability is equivalent to eventual strong detectability for deterministic finite automata S = (X, T, X 0 , →, Σ, ℓ).
Proof Consider finite automaton A = (Q, Σ, δ, q 0 ) constructed in the proof of Theorem 5. Since system S is deterministic, for each transition q σ − → q ′ in A, we have |q ′ | ≤ |q|. Hence if each state of each cycle in A is of the form {x} for some x ∈ X, then each state reachable from a cycle is also of the same form. That is, eventual strong detectability is stronger than strong detectability. Hence they are equivalent.
Remark 5 For the difference between strong detectability and eventual strong detectability, one sees that the former implies existence of a uniform time upper bound for all evolutions after which the current state can be determined, while the latter may not imply existence of such a uniform upper bound. Actually, similar phenomenon appears in diagnosability [3] . Two notions of diagnosability shown in Definitions 5.1 and 5.2 in the literature also have such a difference, but they coincide for finite automata [3, Proposition 5.3] .
Example 4 Let us consider a labeled P/T net G shown in Fig. 8 . We have
Hence the net is strongly detectable, but not instantly strongly detectable. The finite automaton obatined from the net when a is regarded as an event is also strongly detectable, but not instantly strongly detectable. Example 5 Consider a labeled P/T net G as shown in Fig. 9 . We have
Hence the net is weakly detectable, but not eventually strongly detectable. The finite automaton obatined from the net when a and b are regarded as events is also weekly detectable, but not eventually strongly detectable. We next characterize the eventual strong detectability for labeled P/T nets.
Theorem 6 1. The eventual strong detectability of a labeled P/T net G with L ω (G) = ∅ is decidable. 2. Deciding whether a labeled P/T net G with L ω (G) = ∅ is eventually strongly detectable is EXPSPACE-hard.
Proof By definition, G is not eventually strongly detectable if and only if there exists σ ∈ L ω (G) such that for all k ∈ N there exists a prefixσ of σ satisfying |σ| > k and |M(G,σ)| > 1.
Given a labeled P/T net G = ((P, T, P re,
We have shown that G ′ aggregates every pair of firing sequences of G producing the same label sequence.
We claim that G is not eventually strongly detectable if and only if there exists a firing sequence
or a firing sequence
where in both (9) and (11), all transition sequences are of positive length.
, a finite combination of type 2 marking predicates, hence is a predicate. However, the part of (10) to the right of ∧ is not a predicate. In (12) , M
, a finite combination of type 1 marking predicates, but the part to the right of ∧ is not a predicate. Hence neither (∃M
is a Yen's path formula. "if": Assume that in G ′ there exists a firing sequence as in (9) 
, which is a firing sequence of the form (9) satisfying (10). Next we prove that for net G ′ , the satisfiability of (13) and (14) are both decidable by reducing the satisfiability of them to the satisfiability of a finite number of Yen's path formulae. After that, we conclude that eventual strong detectability of labeled Petri nets is decidable by Proposition 5.
Consider the above net G ′ = ((P ′ , T ′ , P re ′ , P ost ′ ), M ′ 0 ), the corresponding semi-linear set M = as in (7) is satisfied, where (17) and (18) are both Yen's path formulae.
Based on the above discussion, we have G is not eventually strongly detectable if and only if (15), (16), (17) , and (18) , and are all Yen's path formulae. Since the satisfiability of each Yen's path formula is decdiable by Proposition 5, the eventual strong detectability of labeled P/T nets is decidable.
To prove conclusion 2 of Theorem 6, we are given a Petri net G = (N = (P, T, P re, P ost), M 0 ) and a destination marking M ∈ N P , and construct a labeled P/T net G ′ = (N ′ = (P ′ , T ′ , P re ′ , P ost ′ ), M ′ 0 , T ∪{σ G }, ℓ) as in (8) . In G ′ , we then add a new place p 3 , a new transition t 3 , and two new arcs p 3 → t 3 → p 3 , both with weight 1, where t 3 is labeled by σ G / ∈ T , and the finally obtained labeled P/T net is denoted by G ′′ . Then similar to the proof of Theorem 4, it is also clear that G does not cover M if and only if G ′′ is eventually strongly detectable. Hence conclusion 2 holds, which completes the proof.
Conclusion
In this paper, we obtained a series of results on detectability of discrete event systems. We proved that (1) the problem of verifying weak approximate detectability of labeled Petri nets is undecidable; (2) the problem of verifying instant strong detectability of labeled Petri nets is decidable and EXPSPACE-hard; (3) the problem of verifying eventual strong detectability of labeled Petri nets is decidable and EXPSPACE-hard; (4) eventual strong detectability is strictly weaker than strong detectability, instant strong detectability is strictly stronger than strong detectability, both for finite automata and labeled P/T nets; (5) eventual strong detectability is equivalent to strong detectability for deterministic finite automata; and (6) instant strong detectability and eventual strong detectability for finite automata can be verified in polynomial time, but deciding weak approximate detectability for finite automata is PSPACE-complete. Uniform versions of these notions of detectability are left for further study. Looking fast algorithms for verifying these notions for bounded labeled Petri nets is also an interesting topic.
