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ON NO¨RLUND SUMMATION AND ERGODIC THEORY, WITH
APPLICATIONS TO POWER SERIES OF HILBERT CONTRACTIONS.
CHRISTOPHE CUNY AND MICHEL WEBER
Abstract. We show that if a = (an)n∈N is a good weight for the dominated weighted ergodic
theorem in Lp, p > 1, then the No¨rlund matrix Na = {ai−j/Ai}0≤j≤i, Ai =
∑i
k=0 |ak | is
bounded on ℓp(N). We study the regularity (convergence in norm, almost everywhere) of op-
erators in ergodic theory: power series of Hilbert contractions, and power series
∑
n∈N anPnf
of L2-contractions, and establish similar tight relations with the No¨rlund operator associated
to the modulus coefficient sequence (|an|)n∈N.
1. Introduction
Let a := (an)n∈N be a sequence of complex or real numbers (we take the convention N =
{0, 1, 2, . . .}. We associate with a an infinite matrix Na = (aij)i,j∈N, called a No¨rlund matrix,
in the following way. For every i ≥ 0, set Ai :=
∑i
k=0 |ak|. We then define
(1)
{
aij := ai−j/Ai if 0 ≤ j ≤ i and Ai > 0,
aij := 0 if j > i or Ai = 0.
Some authors consider instead Ai =
∑i
k=0 ak, assuming then that it does not vanish.
Then Na induces naturally a (possibly unbounded) operator on ℓ
p(N) for any p ≥ 1. The
matter of deciding whether this operator is bounded on some (or any) ℓp(N) is far from being
solved. As noted by Bennett [4], it seems, so far, that the best general known condition guaran-
teeing that Na is bounded on any ℓ
p(N), p > 1, is that an = O(An/n), see for instance Borwein
and Cass [6]. That condition is realized when, for instance (an)n∈N is a non-increasing sequence
of positive numbers.
Let c00 := {(un)n∈N ∈ CN : ∃n0 ∈ N / un = 0, ∀n ≥ n0}. Recall that the boundedness of Na
on ℓp, p > 1, means that there exists Cp > 0 such that, for any sequence (un)n∈N ∈ c00,
(2)
∑
i≥0
| 1
Ai
i∑
j=0
ai−juj |p ≤ Cpp
∑
i≥0
|ui|p .
Equivalently, we have the dual formulation: for any sequence (vn)n∈N ∈ c00, q = p/(p− 1),
(3)
∑
j≥0
|
∑
i≥j
ai−jvi/Ai|q ≤ Cqp
∑
j≥0
|vj |q .
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The latter is easily seen to be also equivalent to: for any sequence (vn)n∈N ∈ c00,
(4)
∑
j≥0
|
∑
i≥j
ai−jvi|q =
∑
j≥0
|
∑
i≥0
aivi+j |q ≤ Cqp
∑
j≥0
|Ajvj |q .
Moreover, it follows from (3) that
(5)
∑
i≥0
|ai|p
Api
≤ Cpp ,
where ai/Ai has to be interpreted as 0 when Ai = 0.
We show that No¨rlund matrices are connected with two different topics from ergodic theory.
We establish tight relations between regularity (convergence in norm, almost everywhere) of op-
erators in ergodic theory (power series of Hilbert contractions, power series of L2-contractions,
dominated weighted ergodic theorems, and naturally associated No¨rlund matrices. We ob-
tain conditions ensuring norm convergence of power series of Hilbert contractions, and also
almost everywhere convergence of power series
∑
n∈N anPnf of L
2-contractions. These con-
ditions are expressed in terms of the No¨rlund operator associated to the modulus coefficient
sequence (|an|)n∈N.
2. No¨rlund matrices and dominated weighted ergodic theorems
We first observe a connection between No¨rlund matrices and dominated weighted ergodic
theorems.
We say that a sequence (an)n∈N, of complex numbers, is good for the dominated weighted
ergodic theorem in Lp, p > 1, if there exists C > 0 such that for every dynamical system
(X,Σ, ν, τ), writing An :=
∑n
k=0 |ak|, we have
(6) ‖ sup
n≥0
1
An
|
n∑
k=0
akf ◦ τk| ‖Lp(ν) ≤ C‖f‖Lp(ν) ∀f ∈ Lp(ν) .
Here again we take the convention that 1An |
∑n
k=0 akf ◦ τk| = 0 if An = 0.
The next lemma is well-known, it is in the spirit of the so-called Conze principle, see for
instance [29, Th. 5.4.3]. It states a converse of Calderon’s transference principle.
Lemma 1. Let (an)n∈N be good for the dominated weighted ergodic theorem in L
p, p > 1. Then,p > 1
with the best constant C > 0 appearing in (6), we have for every (vn)n∈Z ∈ ℓp(Z),
(7)
∑
i∈Z
(
sup
n≥0
1
An
|
n∑
j=0
ajvi+j |
)p
≤ Cp
∑
i∈Z
|vj |p .
Proof. Let (vn)n∈Z ∈ ℓp(Z). Let N > M ≥ 1 be integers (one has in mind that N ≫ M).
Take X = {−N,−N + 1, . . . , N − 1, N}, ν := 12N+1
∑N
k=−N δk and τ the transformation given
by θ(k) = k + 1 if k 6= N and θ(N) = −N . Define f on X , by f(k) = vk for every k ∈ X . By
(6), we have
1
2N + 1
N+1−M∑
i=−N
(
sup
0≤m≤M
1
Am
|
m∑
k=0
akvi+k|
)p
≤ ‖ sup
n≥0
1
An
|
n∑
k=0
akf ◦ τk| ‖pLp(ν)
≤ Cp‖f‖pLp(ν) =
Cp
2N + 1
N∑
i=−N
|vi|p .(8)
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Multiplying (8) by 2N + 1, letting first N → +∞ and then M → +∞, we derive (7). 
Remark. Our proof is based on the use of the dominated weighted ergodic theorem on periodic
systems (the rotations on Z/(2N + 1)Z). To give a proof based on the dominated weighted
ergodic theorem on a single (but ergodic and non-atomic) dynamical system, one could use
Rohlin’s lemma (see for instance Weber [29, p. 270] for a statement of the lemma).
We deduce the following.
Proposition 2. Let a = (an)n∈N be a good weight for the dominated weighted ergodic theorem
in Lp, p > 1. Then, the No¨rlund matrix Na is bounded on ℓ
p(N). Moreover, for every non-
increasing sequence of nonnegative numbers (bn)n∈N, writing c := (anbn)n∈N, Nc is bounded on
ℓp(N).
Remark. It is unclear whether ”Na bounded on ℓ
p” implies ”Nc bounded on ℓ
p”, in general.
Proof. Let (un)n∈N ∈ ℓp(N). Define (vn) ∈ ℓp(Z) as follows. vn := u−n if n ≤ 0 and vn := 0 if
n > 0. Using (7) and for every i ≥ 1 the trivial estimate
1
Ai
|
i∑
j=0
ajv−i+j | ≤ sup
n≥0
1
An
|
n∑
j=0
ajv−i+j | ,
we infer that ∑
i≥0
( 1
Ai
|
i∑
j=0
ajv−i+j |
)p
≤ Cp
∑
i∈Z
|vi|p = Cp
∑
i≥0
|ui|p .
Using that v−i+j = ui−j when j ≤ i, we derive that Na is bounded on ℓp.
To prove the last assertion, one just has to notice that, using Abel summation, (cn)n∈N is a
good weight for the dominated weighted ergodic theorem. .
Of course, as one can see from the above proof, the fact that a = (an)n∈N be a good weight
for the dominated weighted ergodic theorem in Lp is a much stronger statement than the fact
that Na be bounded on ℓ
p(N). Hence, Proposition 2 should not be seen as a method to prove
boundedness of some No¨rlund matrices, but as a source of examples of No¨rlund matrices, since
there are many examples of sequences that are known to be good for the dominated weighted er-
godic theorem. We provide some of them below. One may also consult the survey by Bellow and
Losert [3] for dominated weighted ergodic theorems with bounded weights. More arithmetical
sequences may be found in Cuny and Weber [17].
Examples. The following sequences (an)n∈N are good for the dominated weighted ergodic
theorem in Lp, for every p > 1:
(i) (Bourgain and Wierdl, [7], [30]) Let P be the set of prime numbers and take an := δP(n),
for every n ∈ N.
(ii) (Bourgain, [9]) Let S be the set of squares and take an := δS(n), for every n ∈ N.
(iii) (Cuny and Weber, [17]) Take a0 = 0 and for every n ∈ N take an = dn, the number of
divisors of n.
We now give an example which does not work on every Lp, p > 1. Let (X,Σ, µ, θ) be an
ergodic dynamical system. Let g ∈ Lq(µ), for some 1 < q ≤ ∞.
(iv) (Bourgain, Demeter, Lacey, Tao and Thiele, [8], [21] and [19]) There exists X ∈ Σ with
µ(X) = 1 such that for every x ∈ X, (an)n∈N := (g ◦ θn(x))n∈N is good for the dominated
weighted ergodic theorem in Lp for every p > 1 such that 1/p+ 1/q < 3/2.
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Let us notice that none of the above examples satisfies the previously mentionned criterium:
supn∈N n|an|/An <∞. The fact that the No¨rlund matrix associated with the sequence (an)n∈N
in example (ii) is bounded has been proved by Borwein [5].
3. Norm convergence of power series of Hilbert contractions
Let P be a contraction of a (real or complex) Hilbert space H. Given a sequence of complex
numbers (an)n∈N and f ∈ H, we are interested in finding conditions involving (‖Pnf‖H)n∈N
sufficient for the norm convergence of
∑
n∈N anP
nf .
An obvious condition is the following
(9)
∑
n∈N
|an|‖Pnf‖H <∞ .
Sufficient conditions involving (‖f + . . .+Pnf‖H)n∈N have been obtained when P is unitary
(i.e. P ∗ = P−1) or, more generally, normal (i.e. PP ∗ = P ∗P ), if moreover (an)n∈N is regular
(at least nonnegative and nonincreasing). Let us mention the papers [23] and [13], see also [14]
for some Lp versions.
Recall that, see for instance Nagy and Foias [25] (see also Sha¨ffer [?] for an explicit matrix
construction), P admits a unitary dilation, that is, there exist another Hilbert space K, with
H ⊂ K, and a unitary operator U on K such that EUn = Pn for every n ≥ 1, where E is the
orthogonal projection onto H.
We start with some simple lemmas. The first one appears in Cuny and Lin [16], but we recall
the short proof.
Lemma 3. For every n ∈ N and every ℓ ≥ 1, the spaces (U−nPn − U−n−1Pn+1)H and
U−n−ℓPn+ℓH are orthogonal (in K).
Proof. Let f, g ∈ H. Let n ∈ N and ℓ ≥ 1. We have
〈(U−nPn − U−n−1Pn+1)f, U−n−ℓPn+ℓg〉K = 〈U ℓPnf, Pn+ℓg〉K − 〈U ℓ−1Pn+1f, Pn+ℓg〉K
= 〈Pn+ℓf, Pn+ℓg〉K − 〈Pn+ℓf, Pn+ℓg〉K = 0 .

Lemma 4. Let f ∈ H be such that ‖Pmf‖H → 0 as m → +∞. Then, for every n ≥ 1,
‖Pnf‖2H = ‖Pnf‖2K =
∑
k≥n ‖U−kP kf − U−k−1P k+1‖2K. In particular, for any positive and
non-decreasing sequence (bn)n≥0, the following are equivalent (setting b−1 = 0).
(i)
∑
n∈N(bn − bn−1)‖Pnf‖2H <∞;
(ii)
∑
n∈N bn‖U−nPnf − U−n−1Pn+1f‖2K <∞.
Remarks. Notice that by Kronecker’s lemma, if (i) holds ‖Pnf‖2H
∑n
k=0(bk+1−bk) = ‖Pnf‖2H(bn+1−
b0) → 0 as n → +∞. In particular, since (bn)n∈N is non decreasing, ‖Pnf‖H → 0. Item (i) is
satisfied if
∑
n≥0 b2n+1‖P 2
n
f‖2H <∞.
Proof. Since ‖Pnf‖ → 0, for every n ∈ N, we have, (with convergence in K)
Pnf =
∑
k≥0
(U−kPn+kf − U−k−1Pn+k+1f) .(10)
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By the above lemma the terms of that series lie in orthogonal spaces. Hence,
‖Pnf‖2K =
∑
k≥0
‖U−kPn+kf − U−k−1Pn+k+1‖2K
=
∑
k≥n
‖U−kP kf − U−k−1P k+1‖2K ,
where we used that U is unitary (and a change of variable) for the last identity. Then, the
equivalence of (i) and (ii) follows by Fubini. 
Given a sequence of complex numbers (an)n∈N, consider the following conditions
∑
n∈N
|an|
( n∑
k=0
|ak|
)‖Pnf‖2H <∞ ,(11)
∑
n∈N
( n∑
k=0
|ak|
)2‖U−nPnf − U−n−1Pn+1f‖2K <∞(12)
By Lemma (4), when ‖Pnf‖H → 0, (11) and (12) are equivalent. Assume that (9) holds.
Then, since (‖Pnf‖H)n∈N is nonincreasing, supn∈N ‖Pnf‖
∑n
k=0 |ak| < ∞ and (11) holds.
Hence, (11) is always weaker than (9).
Proposition 5. Let (an)n∈N ∈ CN be such that N|a| be bounded on ℓ2(N) where |a| = (an)n∈N.
Let f ∈ H be such that either of conditions (11) or (12) hold. Then, the series ∑n∈N anPnf
converges in H.
Proof. Since N|a| is bounded on ℓ
2(N), then by (5) (with p = 2)
(13)
∑
n∈N
a2n
A2n
<∞ .
Let q > p ≥ 1 be integers and write Vp,qf :=
∑q
k=p akP
kf . For every n ∈ N, let un :=
‖U−nPnf−U−n−1Pn+1f‖K and vn := Anun, where An =
∑n
k=0 |ak|. Finally, let v := (vn)n∈N.
By Lemma 4 and using that U is unitary, we have
‖Vp,qf‖2K =
∑
n∈N
‖U−nPnVp,qf − U−n−1Pn+1Vp,qf‖2K ≤
∑
n∈N
( q∑
k=p
|ak|un+k
)2
.(14)
By Cauchy’s criteria one has to prove that ‖Vp,qf‖K → 0 as p, q → +∞. Using the Lebesgue
dominated theorem for the counting measure on N, it suffices to prove that
(15)
q∑
k=p
|ak|un+k −→
p,q→+∞
0 ,
and that
(16)
∑
n∈N
(∑
k≥0
|ak|un+k
)2
.
The convergence (15) follows from Cauchy-Schwarz combined with the assumed condition (12)
and (13).
6 CHRISTOPHE CUNY AND MICHEL WEBER
FTo prove (16), it suffices to notice that∑
n∈N
(∑
k≥0
|ak|un+k
)2
≤
∑
n∈N
(∑
k≥n
|ak−n|uk
)2
= ‖N∗|a|v‖2ℓ2(N)
≤ ‖N∗|a|‖2 ‖v‖2ℓ2(N) = ‖N|a|‖2
∑
n∈N
A2nu
2
n .

The proposition has been proved in [16] in the case where an = n
−1/2. An important case
corresponds to the situation where an = 1 for every n ∈ N. Then, the proposition gives a
sufficient condition (namely
∑
n∈N n‖Pnf‖2H <∞) for f to be a coboundary (i.e. f = (I −P )g
for some g ∈ H). This sufficient condition has been obtained independently by Volny´ [28] in the
special case where P is a Markov operator on L2(m). His proof (which does not appeal to the
notion of No¨rlund matrices) is essentially the same, since the shift on the space of trajectories
of the associated Markov chain plays the role of the unitary dilation.
Proposition 6. Let (an)n∈N ∈ CN. Assume that for every contraction P on a Hilbert space H
the following property holds : ”If (11) holds for some f ∈ H then ∑n∈N anPnf converges in
H”. Then, Na is bounded on ℓ2.
Proof. Let P be a contraction on a Hilbert spaceH satisfying the above property. Let L := {f ∈
H : ∑n∈N |an|(∑nk=0 |ak|)‖Pnf‖2H <∞. Then, L is a Hilbert space and we define an operator
T on L, by setting Tf =∑n∈N anPnf for every f ∈ L. Then, by the Banach-Steinhaus, theorem
T is continuous. Hence, there exists C = CH,P , such that ‖
∑
n∈N anP
nf‖H ≤ C(
∑
n∈N(bn+1−
bn)‖Pnf‖2H)1/2 <∞.
Let us prove the proposition. We give a probabilistic proof. Let (Ω,F ,P) be the probability
space given by Ω = {−1, 1}Z, F the product σ-algebra and P = µ⊗Z, with µ(0) = µ(1) = 1/2.
Let θ be the shift on Ω and (εn)n∈Z be the coordinate process. In particular, εn+1 = εn ◦ θ and
(εn)n∈Z is iid.
Denote F0 := σ{εi, i ≤ 0}. Set H := L2(Ω,F0,P) and K := L2(Ω,F ,P) and define two opera-
tors U and P on K andH respectively by Uf = f ◦θ for every f ∈ K and Pf = E(f ◦θ|F0) for ev-
ery f ∈ H (then P is a Markov operator). Clearly, U is a unitary dilation of P . Let (ui)i∈N ∈ c00
and define f :=
∑
i∈N uiεi ∈ H. Assume moreover that
∑
n∈N |an|
(∑n
k=0 |ak|
)
)‖Pnf‖2H <∞, or
equivalently (by Lemma 4),
∑
n∈N
(∑n
k=0 |ak|
)2‖U−nPnf−U−n−1Pn+1f‖22. Notice that Pnf =∑
i∈N ui+nε−i and that ‖U−nPnf − U−n−1Pn+1f‖22 = u2n. Moreover, ‖
∑
n∈N anP
nf‖2H =∑
i∈N |
∑
n∈N anui+n|2. Hence,
∑
i∈N |
∑
n∈N anui+n|2 ≤ C2
∑
n∈N bn|un|2, i.e. (4) holds with
q = 2, and the proof is complete. 
We shall now prove that Proposition 5 cannot be improved.
Definition 1. We say that a contraction P on H is Ritt if supn∈N n‖Pn − Pn+1‖ <∞.
Proposition 7. Let P be a contraction on H. For every 0 ≤ α < 1, consider the following
properties.
(i) The series
∑
n∈N(n+ 1)
−αPnf converges in H ;
(ii)
∑
n∈N(n+ 1)
1−2α‖Pnf‖2H <∞ .
Then, (ii)⇒ (i). If moreover P is Ritt then (i)⇒ (ii).
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Remark. By [11], when P is a positive operator on L2(m) then (i) of the proposition implies
that the series
∑
n∈N(n+1)
−αPnf converges m-almost everywhere and the associated maximal
function is in L2. The fact that (i)⇒ (ii) has been proved by Cohen, Cuny and Lin [10] using
results from Arhancet and Le Merdy [2]) when α ∈ (0, 1) and P is a positive Ritt contraction
of some L2(m) (there are also analogous results in Lp in [10]).
Proof. The fact that (ii) ⇒ (i) is a direct application of Proposition 5. Assume that P is a
Ritt operator and that
∑
n∈N
Pnf
(n+1)α converges in H.
We start with the case 0 < α < 1. By Proposition 4.6 of Cohen, Cuny and Lin [11] (see also
their example (v) page 8), we have
∑
n≥0
‖Pf + · · ·+ P 2nf‖2H
22αn
<∞ ,
Then, using (3) of Cohen, Cuny and Lin [10] combined with Lemma 13 below, we infer that∑
n≥0 2
(2−2α)n‖P 2nf‖2H <∞, which finishes the proof, in that case.
Assume now that α = 0. Let g :=
∑
n∈N P
nf . Then, f = (I − P )g. Hence, by Theorem 8.1
of Le Merdy [24], ∑
n∈N
n‖Pnf‖2H =
∑
n∈N
n‖Pn(I − P )g‖2H ≤ ‖g‖H ,
which is the desired result. 
4. Almost everywhere convergence of power series of L2-contractions
Once norm convergence has been proven, one may wonder, in the case where H = L2(m),
whether almost everywhere convergence holds. As mentionned in the remark following Propo-
sition 7, for ”regular” sequences, if P is a positive contraction of L2(m) then norm convergence
implies almost everywhere convergence. However, as we shall see below (see Proposition 10),
there is no such result for contractions that are not positive. Let us mention that the almost
everywhere convergence of power series (for regular (an)n∈N) for unitary or normal operators on
L2(m) has been proven under conditions involving (‖f + . . .+ Pnf‖H)n∈N in [23] and [13], see
also [15] for Lp-versions.
Theorem 8. Let (an)n∈N ∈ CN be such that N|a| be bounded on ℓ2(N) where |a| = (|an|)n∈N.
Let An :=
∑n
k=0 |ak|. Let P be a contraction on L2(m). Let f ∈ L2(m) such that
(17)
∑
n≥1
(log(n+ 1))2A22n+1‖P 2
n
f‖2L2(m) <∞ .
Then, the series
∑
n∈N anP
nf converges m-almost everywhere and
sup
N≥1
∣∣∣ N∑
n=0
anP
nf
∣∣∣ ∈ L2(m).
Remark. A sufficient condition for (17) is the following
(18)
∑
n≥1
(log log(n+ 3))2
A24n
n+ 1
‖Pnf‖2L2(m) <∞ .
8 CHRISTOPHE CUNY AND MICHEL WEBER
Proof. Let N ∈ N. We have
max
2N≤n≤2N+1−1
|
n∑
k=2N
anP
kf | ≤
2N+1−1∑
k=2N
|ak| |P kf | .
Hence,
∑
N∈N
‖ max
2N≤n≤2N+1−1
|
n∑
k=2N
anP
kf | ‖2L2(m) ≤
∑
N∈N
A22N+1‖P 2
N
f‖2L2(m) <∞ .
In particular, it suffices to prove that (
∑2N
n=0 anP
nf)N≥0 converges and that supN≥0 |
∑2N
n=0 anP
nf | ∈
L2(m).
By (14), for every q ≥ p, we have
(19) ‖
2q−1∑
n=2p
anP
nf‖2L2(m) ≤
∑
n∈N
( 2q−1∑
k=2p
|ak|un+k
)2
.
Set d(p, q) :=
∑
n∈N
(∑2q−1
k=2p |ak|un+k
)2
and notice that d is super-additive in the following
sense: for every m ≥ l ≥ k, d(k, l) + d(l,m) ≤ d(k,m). By Proposition 2.2 of Cohen and Lin
[12], there exists C > 0, such that for every n ≥ 0,
‖ max
22n≤m≤22n+1−1
|
m∑
k=22n
akP
kf | ‖2L2(m) ≤ C(n+ 1)2d(2n, 2n+1 − 1) .
Assume that
(20)
∑
n≥0
(n+ 1)2d(2n, 2n+1 − 1) <∞ .
Then, using (19) and Cauchy-Schwarz we see that
(∑
n∈N
‖
22
n+1
−1∑
k=22n
akP
kf‖L2(m)
)2 ≤∑
n∈N
1
(n+ 1)2
∑
n∈N
(n+ 1)2d(2n, 2n+1 − 1) .
This finishes the proof, provided that we can show (20).
But, (20) reads
∑
n∈N
∑
ℓ≥0
(ℓ + 1)2
( 22ℓ+1−1∑
k=22ℓ
|ak|un+k
)2
<∞ .
Using that ‖ · ‖ℓ2 ≤ ‖ · ‖ℓ1 , we infer that
∑
n∈N
∑
ℓ≥0
(ℓ+ 1)2
( 22ℓ+1−1∑
k=22ℓ
|ak|un+k
)2
≤
∑
n∈N
(∑
k≥0
(log log(k + 3))2|ak|un+k
)2
≤
∑
n∈N
(∑
k≥0
(log log(n+ k + 3))2|ak|un+k
)2
.
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Then, proceeding as in the (end of the) proof of Proposition 5 we see that (20) holds provided
that ∑
n∈N
(log log(n+ 3))2A2nu
2
n <∞ ,
which follows from (17) using that (An)n∈N is non-decreasing and that
∑2n+1−1
k=2n u
2
k ≤ ‖P 2
n
f‖2L2(m).

Corollary 9. Let (X,Σ, µ, θ) be an ergodic dynamical system. Let g ∈ Lp(µ) for some p > 1.
There exists X ∈ Σ with µ(X) = 1 such that for every x ∈ X, setting (an)n∈N := (g ◦ θn(x))n∈N
the following holds: for every 0 ≤ α < 1, every contraction P on L2(m) and every f ∈ L2(m)
such that ∑
n∈N
(log log(n+ 3))2(n+ 1)1−2α‖Pnf‖22 <∞ ,
the sequence
∑
n∈N
anP
nf
(n+1)α converges m-almost everywhere and the associated maximal function
if in L2(m).
Proof. Let (X,Σ, µ, θ) and let g ∈ Lp(µ). Let X be the set appearing in the example (iv).
Modifying X if necessary we may assume that An = |a0| + . . .+ |an| ≤ K(x)n, for some finite
K(x) > 0. Then, for every x ∈ X, (g ◦ θn(x))n∈N is good for the dominated weighted ergodic
theorem. Applying Proposition 2, we see that, with c = (cn)n∈N := ((n+1)
−αf ◦ θn(x))n∈N, Nc
is bounded on ℓ2. Set Cn :=
∑n
k=0 |ck| (we see Cn as a function on X). By Theorem 8 (see the
remark after the theorem), we are back to prove that
∑
n≥1(log log(n + 1))
2C24n‖Pnf‖22 < ∞.
But this follows our assumption (and an Abel summation) since An ≤ K(x)n. 
We shall now prove that Corollary 9 (and hence Theorem 8) is sharp.
Proposition 10. Let 0 ≤ α < 1. There exists an operator P on some L2(m) and f ∈ L2(m)
such that, for every ε > 0,
∑
n∈N(log log(n + 3))
2−ε(n + 1)1−2α‖Pnf‖22 < ∞ and the series∑
n∈N(n+ 1)
−αPn(f) diverges m-almost everywhere.
Remarks. The proof is related to some arguments of Gaposhkin [22] and makes use of a
counterexample by Tandori in the theory of orthogonal series. The construction of the operator
P is related to the construction of the operator used in the proof of Proposition 6. Actually, the
operator P used in the proof is a one-sided shift, hence is a co-isometry which prevent it from
being Ritt. This raises the question whether it is possible to find a Ritt contraction satisfying
the conclusion of the Proposition.
Proof. Let (εn)n∈N be an orthormal system on some L
2(m) that we shall specify later. We
define an operator P on Vect{εn : n ∈ N} as follows. For every f =
∑
n∈N cnεn let Pf :=∑
n∈N cn+1εn. One may extend P to the whole L
2(m) as one please.
For every n ∈ N, let cn := 1
(n+1)3/2−α
√
log(n+2) log log(n+3)3/2
and define f as above.
We have
2N∑
n=0
(n+ 1)−αPnf =
2N∑
n=0
∑
k≥0
(n+ 1)−αck+nεk
We first prove that
(21)
2N∑
n=0
∑
k≥2N+1
(n+ 1)−αck+nεk := vN −→
N→∞
0 m-a.e.
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We have
‖vN‖2L2(m) =
∑
k≥2N+1
(
2N∑
n=0
(n+ 1)−αck+n)
2 ≤ C22N(1−α)
∑
k≥2N+1
c2k ≤
C′
N(log(N + 1))3
.
Hence,
∑
N∈N ‖vN‖2L2(m) <∞ and (21) holds.
Next, we prove that
(22)
2N∑
k=0
∑
n≥2N+1
(n+ 1)−αck+nεk := wN −→
N→∞
0 m-a.e.
We have
‖vN‖2L2(m) =
2N∑
k=0
(
∑
n≥2N+1
(n+ 1)−αck+n)
2 ≤ C2N (
∑
n≥2N+1
(n+ 1)−αcn)
2 ≤ C
′
N(log(N + 1))3
.
Hence,
∑
N∈N ‖wN‖2L2(m) <∞ and (22) holds.
Combining those first results, we see that we are back to finding (εn)n∈N such that (
∑2N
k=0
∑
n≥0(n+
1)−αcn+kεk)N∈N diverges m-almost everywhere.
For every k ≥ 1, define
αk :=
∫ ∞
0
dx
xα(x+ k)3/2−α(log(x+ k)(log log(x+ k + 2))3)1/2
= k−1/2
∫ ∞
0
du
uα(u+ 1)3/2−α(log(ku+ k)(log log(ku + k + 2))3)1/2
.
Hence, (
√
kαk)k≥1 is non-increasing. Moreover, it is not hard to see that the series∑
k≥0
(∑
n≥0
(n+ 1)−αcn+k − αk)εk
converges m-almost everywhere.
Then, by a result of Tandori, see Theorem 2.9.1 page 143 of Alexits [1] (combined with Theo-
rem 2.7.3 page 120) there exists an orthonormal system (εn)n∈N such that the (
∑2N
n=0 αnεn)N∈N
diverges m-a.e., and the proof is complete. 
5. Extensions, problems
Recall that an operator T onH is said to be similar to a contraction if there exists a continuous
invertible operator V from H onto H such that ‖V TV −1‖ ≤ 1, i.e. such that V TV −1 be a
contraction.
Clearly, all the results from section 3 extend to operators that are similar to a contraction.
Now, when H = L2(m), it can be checked that all the results from section 4 also hold for
operators that are similar to a contraction, even though the operator V in the definition need
not be positive.
The most general class of operators on H to which one may hope to extend Proposition 7
is the class of power bounded operators. Recall that an operator P on H is said to be power
bounded if supn∈N ‖Pnf‖ <∞. However, we shall see that this extension is not possible, even
if we ask the operator to be Ritt.
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The next proposition is a reformulation of Proposition 8.2 of [24].
Proposition 11. There exists a Ritt power bounded operator T on some Hilbert space H such
that, taking α = 0, (ii) of Proposition 7 does not imply (i).
Proof. Let T be the operator defined in Proposition 8.2 of Le Merdy [24]. Then, T is
power bounded and Ritt and has no fixed point. Assume that for every f ∈ H, the condition∑
n∈N n‖T nf‖2H <∞ implies that
∑
n∈N T
nf converges in H. Then, arguing as in the proof of
Proposition 6, there exists C > 0 such that ‖∑n∈N T nf‖H ≤ C∑n∈N n‖T nf‖2H, whenever the
right-hand side converges.
It follows from the proof of Proposition 8.2 of [24] that for every g ∈ H, ∑n∈N n‖(I −
T )T ng‖2H <∞. Hence, for every g ∈ H, the series
∑
n∈N T
n(I − T )g converges in H, say to h.
Then, ‖h‖ ≤ C∑n∈N n‖(I −T )T ng‖2H and (I −T )h = (I −T )g. Since T has no fixed point, we
infer that g = h and ‖g‖ ≤ C∑n∈N n‖(I − T )T ng‖2H for every g ∈ H. But it is proved in [24]
that this cannot hold. 
We now give an extension of Corollary 9 to the case where α = 1.
Proposition 12. Let P be a contraction on L2(m). Let f ∈ L2(m) be such that
(23)
∑
n∈N
log(n+ 1)
n+ 1
‖Pnf‖22 <∞ .
Then,
∑
n∈N
Pnf
n+1 converges in L
2(m). If moreover
∑
n∈N
log(n+ 1)
(
log log log(n+ 9)
)2
n+ 1
‖Pnf‖22 <∞
then,
∑
n∈N
Pnf
n+1 converges m-almost everywhere and the associated maximal function is in
L2(m).
Proof. The norm convergence follows easily from Proposition 5. We now give the main argu-
ment for the proof of the almost everywhere convergence. Then, the rest of the proof is similar
to that of Proposition 8. Assume (23). We have
‖
22
n+1−1∑
k=22n
|P kf |
k
‖2L2(m) ≤ C22n‖P 2
2n
f‖2L2(m) .
It is not hard to see that (23) implies that
∑
n≥0 2
2n‖P 22
n
‖2L2(m) < ∞. Hence it suffices to
prove the desired convergence of the series along the sequence (22
n
)n∈N. 
A natural question is the following : does there exist analogous results to, say, Proposition 7
for contractions of Lp spaces. For instance, by Cohen, Cuny and Lin [10], if P is a positive Ritt
contraction of some Lp, 1 < p ≤ 2 then the condition∑n∈N(n+1)1−pα‖Pnf‖pp <∞ is sufficient
for the convergence in Lp of
∑
n∈N(n+ 1)
−αPnf (and the a.e. convergence holds as well). The
approach used in the present paper partially work for Markov operators. However, it does not
seem to allow one to extend the results of [10] to Markov operators. It would be interesting
either to prove that Lp extensions are possible or to find an example where it cannot.
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Appendix A.
We made use of the following lemma which is related to Lemma 2.7 of Peligrad and Utev
[27].
Lemma 13. Let (Vn)n≥1 be a nonnegative subadditive sequence (i.e. Vn+m ≤ Vn + Vm for
every m,n ≥ 1). Then, for every q ≥ 1 and every p > 1, there exists C > 0 such that∑
n≥1
max1≤i≤n V
q
n
np ≤ C
∑
n≥0
V q
2n
2np .
Proof. The proof basically follows the arguments to prove Lemma 4.1 of [27]. We start with
the following basic (dyadic) decomposition. For every r ≥ 0, and every 2r ≤ n ≤ 2r+1 − 1, we
have, by an easy induction,
Vn ≤ Vn−2r + V2r ≤
r∑
k=0
V2k .
Hence,
∑
n≥1
max1≤i≤n V
q
n
np
≤
∑
r≥0
2r+1−1∑
n=2r
max1≤i≤n V
q
n
np
≤
∑
r≥0
1
2(p−1)r
(
r∑
k=0
V2k)
q
When q = 1 the result follows. Assume that q > 1. Let 0 < ε < p − 1. Using Ho¨lder’s
inequality (with 1/q + 1/q′ = 1) 1, we have
∑
n≥1
max1≤i≤n V
q
n
np
≤
∑
r≥0
1
2(p−1)r
(
r∑
j=0
2kεq
′q)q/q
′
(
r∑
k=0
2−kεV q
2k
) ≤ C
∑
n≥0
V q2n
2np
.
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