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Abstract
Aluminum lithium (Al-Li) alloys are lighter, stiffer, and tougher than conventional aerospace aluminum alloys.
Replacing conventional aluminums with Al-Li could substantially decrease the weight and cost of aerospace
structures. However, Al-Li alloys often fracture intergranularly via a mechanism called delamination cracking.
While secondary delamination cracks can improve the effective toughness of a component, no current model
accurately predicts the initiation and growth of intergranular cracks. Since simulations cannot incorporate
delamination into a structural model, designers cannot quantify the effect of delamination cracking on a
particular component. This uncertainty limits the application of Al-Li alloys.
Previous experiments identify microstructural features linked to delamination. Fractography of failed
surfaces indicates plastic void growth triggers intergranular failure. Furthermore, certain types of soft/stiff
grain boundaries tend to localize void growth and nucleate delamination cracks. This dissertation develops
a mechanism for the initiation of delamination on the microscale that accounts for these experimental
observations.
Microscale simulations of grain boundaries near a long primary crack explore the delamination mechanism
on the mesoscale. In these simulations, a physically-based crystal plasticity (CP) model represents the
constitutive response of individual grains. This CP model incorporates plastic voriticity correction terms into
a standard objective stress rate integration, to accurately account for the kinematics of lattice deformation.
The CP model implements slip system hardening with a modular approach to facilitate quick testing and
calibration of different theories of hardening.
The microscale models reveal soft/stiff grain boundaries develop elevated mean stress and plastic strain
as a consequence of the mechanics of the interface. These elevated stresses and strain drive plastic void
growth. The results indicate plastic void growth localizes to the grain boundaries even without the presence
of material defects, such as precipitate free zones. Microscale simulations also explain the strong T -stress
effect often observed in experimental fracture tests on Al-Li alloys.
Finally, this dissertation develops a multiscale model of intergranular damage that incorporates the results
of the microscale CP simulations. The multiscale model represents the mechanics of microscale deformation
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near grain boundaries with a simplified compatibility/equilibrium method. The intergranular stresses and
strains from the simplified interface model drive a microscale damage index based on the physics of plastic
void growth. Finally, a mesh-size independent scheme homogenizes damage on many grain boundaries into a
macroscale damage index and projects the damage index to fail a plane of a macroscale structural model.
The multiscale damage model, applied to 2195 Al-Li, successfully predicts delamination crack growth
in a variety of standard experimental test configurations. The model correctly represents the microscale
physics of delamination initiation and growth; after calibration to experimental data it can reliably predict
the growth of delamination cracks in a component with any material configuration and loading. Therefore,
the multiscale damage model forms the basis of a simulation method that allows designers to predict the
development and net effect of delamination cracking in a structural model – facilitating the application of
lightweight Al-Li alloys in high-performance aerospace structures.
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Chapter 1
Introduction
1.1 Motivation
Aluminum-lithium alloys are lighter, stronger, and generally more fracture resistant than conventional
aluminum alloys [82, 83, 122]. Replacing standard aluminums with Al-Li alloys could reduce the weight of
aircraft and spacecraft by over 10% [83]. The stress/strain response of current Al-Li alloys is approximately
isotropic on the macroscale and, unlike composite materials, manufacturers use conventional forming and
joining processes with little or no modification [93]. Despite these advantages, designers do not widely employ
the alloy in aerospace structures – the recent applications include only the primary material for the Space
Shuttle super-lightweight external tank, thin plate material on the F-16 and other military aircraft, and
wing structure on the Airbus A380 and A350 [6]. Apart from these highly visible exceptions, concerns with
intergranular delamination fracture limit the manufacturing of structural components from Al-Li alloys.
The microstructure of Al-Li alloys strongly influences delamination fracture. Figure 1.1 shows an electron
backscatter diffraction (EBSD) image of a sample of Al-Li, near the tip of a developing delamination crack.
On the microscale, Al-Li and other structural metals consist of a collection of crystalline grains. Each grain
has a different orientation of the atomic lattice, which means each grain responds differently to mechanical
and thermal load. In Fig. 1.1, each color indicates a different grain with a different lattice orientation. The
interfaces separating grains are grain boundaries. Delamination fracture occurs along these boundaries. In
rolled Al-Li plates, the grains are “pancake-shaped” or “elongated” – one dimension is much smaller than the
other two. The rolling process creates this grain geometry: rolling reduces the thickness of the material in
one direction – called the S direction – while spreading out or flattening the other two directions – called L
and T . Figure 1.1 clearly shows this grain structure. Delamination occurs along the wide or elongated grain
boundaries in the L−T rolling plane, occasionally jumping across the short grain dimension (the S direction)
to another wide grain boundary. Therefore on the microscale, delamination is a type of interlaminar failure
along the elongated grain boundaries in the rolling plane.
Figure 1.2 illustrates delamination on the macroscale. On this scale, delamination cracking typically
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appears concurrent with a primary, transgranular crack emanating from a pre-existing defect in the component.
The development of delamination cracks strongly depends on the orientation of the grain structure of the
material relative to the applied loading and a preexisting crack. Depending on orientation, intergranu-
lar delamination can (1) completely supplant transgranular crack growth, (2) occur simultaneously with
transgranular cracking, or (3) completely arrest a primary crack. Figure 1.2 shows a situation where both
transgranular and intergranular cracks develop – the crack jumps between both modes in stair-step growth
pattern. This interplay of primary and intergranular crack growth affects the apparent toughness. In some
configurations, the delamination mechanism increases the effective material toughness by diverting or turning
otherwise continued straight growth of the primary crack. Delamination thus favorably alters the fracture
properties of Al-Li alloys, provided the design accounts for the orientation of the material.
Current theories do not fully explain the mechanism or quantify the conditions for delamination crack
growth on either scale. On the microscale, experiments show that delamination cracking depends on the
orientation of grains on each side of a bicrystal interface [17, 64, 142]. Certain grain pairs are much more
likely to delaminate than others. Numerical simulations identify these delamination-prone grain pairs [95],
but neither the experiments nor simulations to date identify the microscale delamination driving forces. On
the macroscale, experiments by Ritchie et al. show that delamination cracks increase the apparent toughness
of a specimen by diverting or turning the primary crack front [153–156, 158]. Simulations by Kalyanam et al.
[74] confirm these results. However, these simulations are of a prescribed delamination crack – they do not
account for initiation or subsequent growth of a crack.
This dissertation develops a multiscale model of delamination with potential application in structural
component design. Delamination depends critically on the orientation of the atomic lattice of individual
grains on the microscale. A physically-based theory of crystal plasticity simulates the response of the
material on this scale. Detailed crystal plasticity simulations of grain boundaries near a long primary crack
identify the interactions driving the delamination failure process. The crystal plasticity model serves as the
microconstitutive response of a multiscale model of delamination that simulates these driving forces on the
microscale but translates the net effect of the microscale damage to the macroscale as planar delamination
cracks. The result of this research is a model of delamination that allows designers to use intergranular failure
as a favorable material property, by predicting how delamination increases the effective crack resistance of a
structure.
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Figure 1.1: Delamination on the microscale. An EBSD image of a delamination crack in 2095 Al-Li. Image
taken from the tip of an arrestor delamination developed in a M(T) fracture specimen. Color indicates grain
orientation. Image reproduced from Beaudoin et al. [17].
Figure 1.2: Delamination on the macroscale. A section of an integrally stiffened panel under bending.
Delamination cracks visible on a stiffener in the highlighted region. Note the stair stepping crack extension,
visible on the macroscale, as the delamination fracture process jumps across the grain thickness. Figure
courtesy of NASA [165].
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1.2 Texture and anisotropy
Delamination in Al-Li alloys depends primarily on the anisotropic and inhomogeneous nature of the material
at the grain scale. Structural metals on this scale consist of a collection of grains. Each grain is a metal
crystal – a structure of atoms arranged in a regular, repeating pattern called a lattice. The properties of each
grain depend on its orientation – the rotation of the lattice relative to a reference coordinate system.
Commonly, manufacturers form structural metal alloys with rolling processes. Rollers reduce the thickness
of a large block of metal by extrusion at high temperature. A standard coordinate system describes the grain
structure of a material formed by such a process. This orthogonal coordinate system has three directions:
the L or longitudinal direction (in the direction of extrusion) the S or short direction (in the direction of
thickness reduction) and the T or transverse direction (normal to the other two). Figure 1.1 shows a typical
Al-Li grain structure developed by a rolling process. The various colors in the figure denote different grain
orientations. The grain structure is noticeably flattened or pancake shaped – the grain thickness in the S
direction is much smaller than the grain width in the L and T directions. These pancake shaped grains are
common in unrecrystallized rolled metals – though the aspect ratio of the grains in Al-Li (commonly greater
than 1:10) is larger than most other alloys.
The rolling coordinate system also provides a convenient reference frame to describe the orientation of a
grain. Commonly, a series of three rotations denoting the rotation from the rolling coordinate system to
to the lattice of the grain describe a particular orientation. Euler angles represent these three rotations.
Different Euler angle conventions exist – this work uses the Bunge convention, where a ordered tuple of three
angles denoted (φ1,Θ, φ2) define rotations first about the S-axis, then about the L-axis, and finally about
the (rotated) S-axis.
Each grain has a generally different orientation and the mechanical properties of each grain depend on its
orientation; consequently the material exhibits inhomogeneous properties at this scale. Grain boundaries
become essentially material interfaces. These material interfaces can generate strong strain gradients and
stress concentrations at mismatched orientations. As this work shows, these stress concentrations in Al-Li
lead to delamination fracture.
Single crystal anisotropy causes microscale inhomogeneity – the response of isotropic grains does not
depend on their relative rotations. The type and degree of anisotropy depends on the crystal system of the
grain. Al-Li grains have a face-centered cubic (FCC) atomic structure (see Fig. 1.3). In general, the elastic
response of this lattice is anisotropic – called cubic anisotropy. However, the bonding properties of Al make
the elastic properties of aluminum single crystals nearly isotropic. Therefore, this work represents the elastic
response of Al crystals with isotropic, two parameter elasticity (E, ν). However, the plastic response of Al-Li
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Figure 1.3: The face-centered cubic (FCC) crystal structure. One of four close packed planes with its three
close packed directions shown.
grains remains highly anisotropic.
The nature of plastic deformation at the grain scale causes plastic anisotropy: plasticity is the motion or
slip of dislocations – defects in the atomic lattice – along a discrete set of slip systems in the lattice. The
combination of a lattice plane and a direction on that plane comprises a slip system. Mesoscale plasticity
occurs as a combination of simple shear deformations along these planes and directions. The slip system
geometry depends on the type of atomic lattice. FCC metals, e.g. Al-Li, have 12 slip systems – each a
combination of a close-packed plane and a close-packed direction (Fig. 1.3).
The distribution of orientations in a particular sample of material defines the texture of the material.
Both material properties and processing techniques influence texture. For example, FCC metals processed by
cold rolling all develop a similar texture – called the standard rolling texture. Grain orientations in rolled
FCC metals evolve towards one of several common rolling components that can describe the orientation
of a particular grain. For example, a grain with an orientation near to the standard brass component is
called a Bs or near-Bs grain (Bunge Euler angles φ1 = 35
◦,Θ = 45◦, φ2 = 0◦). Other standard rolling
components include S (φ1 = 59
◦,Θ = 29◦, φ2 = 63◦ and variants), copper (φ1 = 90◦,Θ = 35◦, φ2 = 45◦),
Taylor (φ1 = 90
◦,Θ = 27◦, φ2 = 45◦), and Goss (φ1 = 0◦,Θ = 45◦, φ2 = 0◦).
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1.3 Al-Li alloys
1.3.1 Composition and development
Material scientists characterize the history of Al-Li alloy development in three generations. The first
generation, produced in the late 1940’s, saw use in military aircraft with no major recorded problems [93, 122].
The second generation alloys often contained lithium contents greater than 2% and had several mechanical
and manufacturing problems [83, 93, 122]:
1. Substantial mechanical anisotropy.
2. Limited ductility in certain configurations.
3. Large variations in fracture toughness with material orientation, related to delamination fracture.
4. Processing issues caused by the flammability of lithium.
Current third generation alloys mitigate or eliminate most of the issues associated with the second
generation alloys, primarily by reducing the lithium content to 1% or less and reducing phase segregation
and anisotropy through cold working.
Modern alloys are near elastically isotropic, with anisotropy remaining in plastic and fracture properties.
Finished products are typically unrecrystallized and show a distinctive “pancake shaped” mesostructure of
elongated, flatted grains [33, 96, 131] and a marked Brass texture, particularly near the center of rolled plates
[122]. Texture in rolled plates can vary from the outside face to the center plane [159].
The strong texture causes anisotropy in the flow properties of Al-Li [24]. At higher temperatures, Al-Li
exhibits work softening [18] and serrated flow (Portevin-Le Chatelier effect) [18, 86, 135]. All of these effects
present challenges to modeling Al-Li with isotropic, associative plasticity in design situations.
1.3.2 Delamination cracking
Delamination fracture in Al-Li occurs in a variety of geometric and loading conditions [13]. Intergranular
delamination typically develops between grains of particular, favorable orientations and occurs more frequently
at lower temperatures [54, 150, 158]. Delamination cracks grow along the elongated grain boundaries in the
L-T plane, occasionally jumping across layers of grains to another L-T plane (see Fig. 1.4).
Delamination in Al-Li depends heavily on the grain structure of the material. A combination of a primary
crack direction and a loading direction, relative to the standard rolling coordinates, describes a particular
fracture test performed on Al-Li material (and other strongly textured materials). Figure 1.4 shows these
6
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Figure 1.4: Notation for test specimen orientation relative to the rolling axes. The first direction indicates
applied loading, second direction indicates primary crack advance. Light lines indicate the orientation of the
elongated grain boundaries.
standard configurations, divided into three sets with common characteristics. In arrestor configurations (T-S
and L-S), the delaminations occur at right angles to the primary crack, and tend to arrest primary crack
growth. In divider configurations (T-L and L-T) delamination cracks lie in planes normal to the primary
crack and reduce normal stresses along the crack front at those locations to zero. The reduced stress retards
subsequent growth of the primary crack. In splitter or delamination configurations (S-L and S-T) the primary
crack aligns with the T-L plane, such that all cracking tends to be intergranular.
Primary cracks propagate in Al-Li alloys through the ductile mechanism of void nucleation, growth, and
coalescence [59]. There exists some disagreement in the literature in categorizing the delamination growth
mechanism, however most authors describe it as a variation of ductile (void-driven) crack growth. The
fractography of delaminated grain boundaries supports this interpretation [91, 150, 158].
Previous research proposes at least five mechanisms that trigger and drive delamination [82, 91]:
1. Damage localization in soft precipitate free zones (PFZs) that develop along grain boundaries [56].
2. Slip localization in δ′ (Al3Li) precipitates leading to slip bands that impinge on grain boundaries
[31, 56, 74, 154].
3. Segregation of alkali metals on grain boundaries [162, 163].
4. Segregation of lithium (specifically) on grain boundaries [91].
5. Segregation of hydrogen along grain boundaries [162, 163].
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Research has largely discredited the role of alkali metals and hydrogen [91, 103, 150, 169]. Lynch et al. [91]
argue that segregation of lithium forms the primary cause of delamination in underaged alloys However,
for typical processing techniques, the literature emphasizes the role of PFZs and strain localization in δ′
precipitates.
Venkateswara Rao, Yu, and Ritchie [154–157, 159, 169] conducted the seminal works on the effect of
delaminations on fracture and fatigue properties of second generation Al-Li alloy. In fatigue, they attribute
the excellent properties of Al-Li to crack deflection, contact shielding, and plasticity induced crack closure all
due to delamination effects on the path of the fatigue crack. They conclude the numerous delaminations
that occur near the fatigue crack increase the total path length the crack must travel, while also increasing
the relative roughness of the crack surface, which in turns leads to increased crack closure. In fracture they
postulate a similar idea: delaminations shield the primary crack and cause it to deflect, which reduces the
crack driving force [155]. Other authors, for example Vasudevan and Suresh, support this idea [152].
Rao and Ritchie [54, 158] observed an increase in effective toughness at cryogenic temperatures in Al-Li.
They explain this by noting more delamination cracks develop at the colder temperatures, which leads to
an increase in the mechanisms described in the previous paragraph. After a compressive overload, Yu and
Ritchie [169] point out this mechanism actually reduces the fatigue resistance of the alloys, relative to other
aluminum alloys. Since shielding and closure improves fatigue life, compressive overloads (which reduce these
effects) have a correspondingly greater impact on Al-Li than on other Al alloys. In cryogenic studies with
third generation alloys, Vander Kooi et al. do not observe an increase in toughness at lower temperatures
[150, 151]. They argue that in modern alloys the embrittlement of the delamination mechanism offsets the
increased shielding.
More recent experiments by Beaudoin and others [17, 64, 94, 95] focus on mechanisms by which the
microstructure of the material influences delamination. The conclusion of several studies using a variety
of experimental techniques is that delaminations typically occur along grain boundaries separating certain
soft/stiff orientations – pairs of grains where one grain deforms plastically at low stress [17, 142] and a
neighboring grain deforms elastically at high stress. The delaminating bicrystals are typically Bs/Bs or
Bs/S grain pairs. Later chapters discuss these results in detail, as they form the basis for the theory of
delamination proposed in this work.
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1.4 Cracking in laminar composites
Delamination processes in Al-Li alloys exhibit features shared with the delamination of conventional laminar
composites. Figure 1.1 has similarities to such a composite – with each crystalline grain here having the
role of a different material laminate. Of course, the length-scale in a metal polycrystal is very different than
that of most composites; the grain thickness here is about 10µm. Despite the differing length-scales, the
comparison is fundamentally correct – orientation of the atomic lattice differs from grain to grain, such that
adjacent grains have different material responses. Observations and modeling methods applicable to layered
composites may also provide insight into delamination failure in Al-Li.
While early criteria for delamination in layered composites included only stresses normal to the material
interface [76], more recent research highlights the importance of mixed-mode fracture, where both shear
and normal stresses affect the evolution of a delamination crack [21]. Finite element simulations often
accommodate mixed-mode crack growth with cohesive elements and traction separation laws [7, 26, 101, 145].
Other methods simulate interface crack growth with eXtended or Generalized Finite Element Methods
(XFEM/GFEM), where the shape functions of the finite element model represent directly the geometry
of interlaminar cracks [147]. These approaches apply only in detailed models of delamination, where
multiple finite elements are used to represent each individual layer of material. With composites, where the
different layers of material are typically macroscale features, such an approach can represent large structural
components. For delamination in metals cohesive elements become impractical given of the small grain size.
Resolving both the macroscale, structural features and each individual grain requires too many elements.
Here a damage model that homogenizes or averages the effect of delaminations on the microscale yields a
practical discretization for nonlinear analysis of components. Damage models of this sort do exist for laminar
composites, for example see Allix and Ladeveze [8]. These damage models typically erode the isotropic elastic
properties of the material in damaged regions. This presents a challenge for extending composite models
to Al-Li – typically delamination-prone composite materials are brittle; linear elasticity and linear elastic
fracture mechanics captures their response. However, metallic materials are ductile and plastic and their
fracture strongly depends on large deformation behavior, e.g. crack front blunting.
For similar reasons, most previous research on the effect of delamination cracks at the front of a long
primary crack does not apply directly to Al-Li. Bimetallic composites represent an exception – materials
comprised of alternating layers of metal alloys, sandwiched together typically with an epoxy and/or mechanical
pressure. Here, the material response in the bulk of the layers is ductile, though the delamination response
on the laminate boundary itself may still be brittle. Previous research by Sugimura et al. [134] shows that
a bimetallic composite consisting of alternating layers of stiff and soft materials tends to shield a primary
9
crack front perpendicular to the material interface and increase the amount of energy required to propagate
a straight primary crack. This observation plays a key role in Chapter 3 of this work.
1.5 Crystal plasticity
While delamination in Al-Li shares similarities with the cracking of a laminar composite, the mechanics of
deformation at the grain scale are very different from conventional macroscale plasticity. On the grain scale,
plasticity evolves as dislocation motion (or slip) along a finite number of slip systems, with geometry dictated
by the crystalline structure of the material. Models that represent this microscale plastic deformation include
discrete techniques, such as discrete dislocation and atomistic simulations, and continuum theories such
as field theories of dislocations and crystal plasticity. Finite element simulations easily incorporate crystal
plasticity. Fundamentally, crystal plasticity is a conventional, continuum theory of plastic deformation with
an anisotropic, non-associative flow rule. Because of this advantage, this work adopts a crystal plasticity
model to represent grain-scale deformation.
1.5.1 Basic kinematics and slip system strength
As a mesoscale theory of deformation crystal plasticity represents the net or continuum limit of the actual
dislocation motion causing deformation on the microscale [107] – but not the discrete dislocation motion
itself. This imposes two clear limitations on the theory: (1) crystal plasticity models do not simulate the
total dislocation density field; semi-empirical slip system hardening models relate net slip (or slip rates) along
slip systems to the resolved shear stress and (2) crystal plasticity cannot model directly microscale features
such as dislocations pile ups and persistent slip bands.
Crystal plasticity developed theories of dislocation motion by Taylor [140], who extended the observations
of single crystals to simple theories for the deformation of strained polycrystals. Bishop and Hill further
developed these ideas to formulate a criterion for yielding in a single crystal undergoing polyslip, based on
the principle of maximum plastic dissipation [22, 23].
Modern theories of crystal plasticity follow a flow rule developed by Pan and Rice [110], Asaro [10], and
Asaro and Needleman [11]. This flow rule relates a slip rate along a number of slip systems, described by a
normal (b(s)) and slip direction (n(s)) vector, to the plastic part of the spatial velocity gradient:
Lp =
n∑
s=1
γ˙(s)
[
b(s) ⊗ n(s)
]
. (1.1)
Most theories assume a power law relation between slip rate and resolved shear stress [10, 73, 99, 123, 166]:
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γ˙(s) =
γ˙0
τ˜
∣∣∣∣τ (s)τ˜
∣∣∣∣n−1 τ (s) (1.2)
where the resolved shear stress along a slip system is τ (s) = t :
[
b(s) ⊗ n(s)] (t a stress tensor in an appropriate
frame of reference), γ˙0 a reference strain rate, and τ˜ a slip system strength or backstress.
A specific CP theory has two additional components: (1) cast the above assumptions in a large deformation
kinematic framework and (2) prescribe a mechanism for slip system hardening – an evolution equation for the
slip system strength τ˜ . Chapter 2 develops a theory of crystal plasticity for general or modular slip system
hardening and describes the implementation of two physically-based hardening models – developed from
assumptions about obstacles to dislocation motion. Obstacles to slip are of two kinds: (1) intrinsic obstacles
e.g. second phases, inclusions, and grain boundaries and (2) extrinsic obstacles, primarily other dislocations.
Intrinsic obstacles generate the yield strength of the material on the macroscale, extrinsic obstacles cause
work hardening. The available energy for a dislocation to bypass an obstacle of either type exhibits both
strain rate and temperature sensitivity – realistic models of slip system hardening must include these effects.
Experimentalists describe work hardening in four stages. On the microscale these stages describe different
work hardening mechanisms; on the macroscale they are regions of the work hardening (plastic strain versus
stress) curve with different slopes. The stages are [81]:
1. Stage I – microscale: single slip, no hardening; macroscale: zero slope [25].
2. Stage II – microscale: latent hardening between two or more slip systems; macroscale: constant (linear)
slope.
3. Stage III – microscale: dynamic relaxation (cross-slip) begins to reduce the forest dislocation density;
macroscale: Voce law type hardening [160].
4. Stage IV – microscale: hardening effect of excess dislocations; macroscale: constant, terminal slope.
Mechanical Threshold Stress (MTS) hardening [78], through a Voce-type hardening rule, accounts for
Stages II and III. Kok et al. [79] extended this macroscopic model into a theory of slip system strength. This
work uses the MTS theory, augmented by the geometric hardening model described below, to represent the
constitutive response of Al-Li grains on the mesoscale. Chapter 2 discusses details of the implementation.
1.5.2 Geometric hardening
Alone, MTS hardening describes Stages II and III of work hardening. Stage I can be neglected for polyslip, but
Stage IV becomes important in regions of large deformation – for example near a crack front. Furthermore,
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Voce law type hardening models account only for the effects of statically stored forest dislocations – unsigned
dislocation densities. These dislocations are not quantifiable in existing continuum theories of dislocations –
therefore requiring some semi-empirical model (e.g. the Voce law). However, continuum theories can quantify
the signed dislocation density – the Nye tensor [108] – from first principles. Acharya developed a theory of
Stage IV hardening which accounts for these necessary dislocations [2, 3, 5]. The Nye tensor is a function of
the gradient of the inverse elastic distortion Fe−1 (so a function of the gradient of the elastic strains):
α = −∇× Fe−1. (1.3)
The Acharya theory of geometric Stage IV hardening thus represents a theory of gradient plasticity.
Gradient plasticity incorporates a physical size effect into the hardening formulation. Theories of this type
can develop experimentally observed size effects, for example Hall-Petch type grain scale effects [4, 61, 111].
These size effects become especially important in regions with large strain gradients – e.g. near delaminating
grain boundaries.
1.5.3 Homogenization
As a material model in a finite element simulation, the code for a crystal plasticity material computes the
response of a single metal crystal. This type of model can simulate a polycrystal by representing each grain
with multiple finite elements (often hundreds). However, oftentimes the scale of the model requires simulating
the response of an entire polycrystal at each material point. A homogenization technique for this purpose
averages (or calculates) the net response for a number of grains having different orientations, where a crystal
plasticity computes gives the response of each individual grain. Such techniques are multiscaling or upscaling
methods – each crystal exists on the mesoscale, but the length-scale of the polycrystal aggregate is on the
macroscale. A homogenization technique defines a simplified model – an effective homogenization is less
computationally complex (but less accurate) than modeling each grain with multiple finite elements.
Chapter 5 describes a homogenized damage model that averages the development of damage at the
mesoscale to compute a macroscale damage index. A more common homogenization technique averages the
stress/strain response of many crystals to calculate a macroscale response. In this work, homogenization
techniques of this kind calibrate parameters of the crystal plasticity model to macroscale stress/strain data –
for example, from a uniaxial tension experiment. Because singe crystal experimental data are not commonly
available, such homogenizations become important.
Approximations of either constant-deformation – Voigt [161] for elastic constants and Taylor [140] as a
general homogenization – or constant stress – Reuss [117] – represent the simplest homogenization techniques.
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With the Taylor approximation, the strain (or rate of strain) in each grain remains fixed at the global value,
and the resulting, not necessarily equilibrium, stresses are averaged. The Reuss approximation holds the
stress in each grain constant at the global value and averages the resulting, not necessarily compatible,
strains. Extensions of these global averaging schemes based on Eshelby’s [38] result for the stress field near
an inclusion are known as self-consistent techniques (for example, Mura [106]). This work uses a Taylor
approximation to match the net response of a polycrystal aggregate to macroscale experimental data.
More recent techniques include relaxed constraints models where some, but not all, deformation degrees
of freedom relax from the Taylor constraint and vary based on interactions with neighboring grains. These
models often represent small grain clusters with known kinematic constraints. The LAMEL [148] model
represents a small, flat (“pancake”) grain cluster consisting of a stack of 2 grains. Because of its kinematic
assumptions, the LAMEL model is reliable only for simulations of rolling operations. Various authors extend
the LAMEL model for use with more general deformations; for example see Tjahjanto et al. with the RCG
scheme [143] and Van Houtte et al. [149] with the ALAMEL (“Advanced LAMEL”) model. The damage
model developed in Chapter 5 uses a homogenization technique similar to the LAMEL-type models to
simulate the grain-boundary response of a bicrystal pair.
1.6 Summary
This dissertation develops a homogenized model of grain boundary damage, suitable for representing the net
or average effects of delamination in a large, structural finite element model. The damage model considers
the mechanical response of a sequence of bicrystal grain boundaries. Crystal plasticity models represent
the microconstitutive response of the material at this scale. In single phase alloy systems, including Al-Li,
the slip system hardening properties of the material remain constant across all grains. Furthermore, Al
crystals have approximately isotropic elastic properties. Consequently, the difference in material response
from grain-to-grain arises solely from the orientation of the FCC slip systems in each grain. Delamination
events are thus linked inherently to the texture of a particular material.
Experiments show that delamination cracks develop typically along grain boundaries separating a soft/stiff
grain pair. In such a pair, a grain that deforms elastically under the applied loading adjoins a grain that
deforms plastically under the same loading. This type of grain pair develops an elevated mean stress on the
boundary, due to the mechanics of a stiff/soft interface – not because of any microstructural characteristic
of the material. This implies, for example, the same mechanism can explain damage in a stiff/soft laminar
composite and, conversely, delamination in Al-Li can be viewed in terms of such a composite, albeit on a
13
much smaller length-scale. Evidence for this theory of delamination derives from a survey of the available
experimental evidence, detailed mesoscale simulations of grain boundaries near a long primary crack, and the
fundamental mechanics of a stiff/soft interface. The intergranular damage model represents this void growth
process with a Rice-Tracey damage index and then accumulates the net effect of ductile damage occurring on
multiple grain boundaries, finally applying this macroscale damage to a material point in a finite element
simulation.
This work is organized as follows:
To model the inhomogeneous material response that causes delamination, Chapter 2 develops a theory
of crystal plasticity from the first principles of basic kinematics and the standard assumptions of plastic
slip deformation developed by Asaro and Needleman [10, 11]. Since delamination typically develops near a
primary crack front, the crystal plasticity model incorporates the effects of large deformation by integrating an
objective stress rate. The crystal plasticity model developed in this dissertation improves upon other crystal
plasticity formulations in several respects. The model developed in Chapter 2 includes modular hardening –
a user can easily incorporate a new theory of slip system strength into the general framework by writing a
user hardening function. The derivation of the kinematic equations develops finite-strain plastic vorticity
correction terms, missing in previous models. Chapter 2 also develops the exact, asymmetric linearization of
the CP stress update algorithm and explores the numerical efficiency of either using this asymmetric tangent
matrix or an approximate, symmetric tangent. Finally, the CP formulation includes geometric hardening,
following the theory of Acharya [2, 5]. Geometric hardening accounts for the work hardening of necessary,
excess dislocations. Including these dislocations introduces a material length scale to the formulation, which
can develop physical, Hall-Petch type size effects, and also may improve the fidelity of the model in regions
with strong strain gradients, such as near grain boundaries and cracks.
Chapter 3 describes the results of a detailed crystal plasticity model of a series of arrestor-configuration
grain boundaries ahead of a long, Mode I, primary crack. In this model, many finite element discretize each
pancake-shaped grain, fully resolving the stress and strain gradients near the grain boundaries. This chapter
compares the response of simulations with several different material models – isotropic and anisotropic
conventional theories of macroscale plasticity and the crystal plasticity model described in Chapter 1, with
several different grain orientations. The arrestor configuration grains modeled with crystal plasticity shield
the primary crack, relative to the macroscale plasticity model. Furthermore, these arrestor configuration
grains generate large, localized mean stresses on the grain boundaries. These mean stresses drive elevated void
growth on the boundaries, providing a mechanism for delamination initiation. Finally, applying a compressive
T -stress on the arrestor model increases primary crack shielding. This result agrees with experimental
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evidence showing decreased primary crack growth in fracture specimens with large compressive T -stresses.
Chapter 4 describes similar detailed crystal plasticity models with grains in crack divider configurations.
These models focus on alternating arrangements of grains with S and brass orientations – bicrystals of this
type frequently delaminate in experiments. The model results show these orientations are soft/stiff in the
simulation – the S grains deform at low stress and with high plastic strains, while the brass grains deform at
high stress with very little plastic strain. In addition, as with the arrestor configurations, this alternating
arrangement of stiff and soft grains develops high mean stress at the grain boundaries. This high mean stress
in turn localizes void growth to the boundary region. Finally, the chapter draws a direct analogy between the
detailed crystal plasticity models and simple models of soft/stiff laminar composites. Chapter 4 demonstrates
mean stress elevation on the grain boundaries is a consequence of the mechanics of the soft/stiff interface –
not dependent on the detailed constitutive response of the grains or the grain boundary region. Specifically,
a mean stress increase develops between two layers of elastic material with different stiffnesses, solely based
on the mechanics of strain compatibility and stress equilibrium on the interface.
Chapter 5 synthesizes the results of the detailed crystal plasticity simulations and prior experimental
observations into a homogenized delamination damage model. The model computes damage on the mesoscale
using a bicrystal interface model, which enforces strain compatibility and stress equilibrium at a boundary
separating two grains of different orientation. In principle, this intergranular response could drive a damage
parameter representing any kind of failure mechanism. However, for representing delamination, the chapter
specializes the damage parameter to one based on the Rice-Tracey formula for plastic void growth [121]. The
failure model translates this damage, on the mesoscale, to planar damage on the macroscale through geometric
assumptions about the number of grains per macroscale material point and planar damage projections on the
macroscale stress tensor. The mesoscale-to-macroscale transition brings the element size and a material length
scale into the formulation, meaning the damage model is not mesh-size dependent. Damage and macroscale
constitutive response are uncoupled, computed in a staggered scheme. Several examples demonstrate the
capabilities of this damage model and apply it to delamination in Al-Li.
Finally, Chapter 6 summarizes the conclusions of this dissertation and presents topics of future research.
These topics include extending and improving the homogenized damage model of Chapter 5, developing more
detailed multiscale models of delamination via nonlinear multigrid techniques, and improving the physics of
crystal plasticity simulations. Several appendices provide information on the implementation of the crystal
plasticity model and the homogenized damage model.
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Chapter 2
Crystal plasticity with modular slip
system hardening
2.1 Introduction
Constitutive models formulated using the concepts of crystal plasticity (CP) aim to capture the response of
mesoscale deformations in metals by representing the composition of shear deformations along each discrete
crystallographic slip system. The specific features defined in the model to evolve material hardening on
each slip plane under continued monotonic and reversed loading often distinguish the capabilities of various
CP implementations in finite element codes. With an appropriate physical basis for slip system hardening,
CP models have successfully predicted the behavior of metallic materials across a wide range of loadings,
temperatures, and length-scales (see, for example, Roters et al. [123], Benedetti and Aliabadi [20], Sweeney
et al. [136], and others). Rice [118], Hill and Rice [65], and Asaro and Rice [12] first outlined a formulation
for the kinematics of CP models which, in principle, accommodates a wide variety of theories/models for slip
system hardening. The detailed formulation and numerical implementation of CP constitutive models in
finite element codes remain a challenging task, made even more complex in a three-dimensional framework
that also accommodates finite magnitudes of material strain and rotation while also including a variety of
slip-system hardening models. In practice, formulations and numerical implementations tend to incorporate
a particular choice of hardening function that limits interoperability of the crystal plasticity model – a user
cannot easily adapt an implementation to their specific choice of other or newly proposed hardening theories.
This chapter describes a viscoplastic, large-deformation crystal plasticity model that incorporates a
framework for general slip system hardening. The formulation is developed fully for insertion into a three-
dimensional finite element code that employs a globally implicit solution of the nonlinear boundary value
problem. Here, general hardening implies that the implementation does not depend on a specific choice of a
function for slip system hardening. The CP formulation, algorithms and implementation reflect a modular
approach that isolates connections to a specific hardening model. A user can explore new capabilities by
providing routines that follow a standard interface to compute only hardening function values and associated
derivatives. In developing this computational capability for crystal plasticity to support the subsequent
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work on mesoscale fracture processes in Al-Li alloys, additional clarifications in the finite-strain aspects and
numerical simplifications/efficiencies were found as described here.
The formulation applies large deformation kinematics by integrating an objective stress rate. With
traditional plasticity models – specifically, models that neglect plastic spin and vorticity – the choice of
an objective stress rate becomes arbitrary [144]. An implementation can employ any of several objective
stress rates with no changes to the material integration. As the derivation below demonstrates, crystal
plasticity has non-zero plastic vorticity; the material integration includes corrections for the rotations which
depend on the choice of an objective stress rate. This work derives the correction terms for two common
rates – the Jaumann rate, adopted by Abaqus/Standard [130] and the Green-Naghdi rate [55], used in the
implementation of the model in WARP3D [62] and Abaqus/Explicit.
In an implicit finite element framework, the constitutive model must provide an exact linearization
(algorithmic tangent) of the stress update algorithm to achieve optimal convergence of the global Newton
iterations [128]. The algorithmic tangent for crystal plasticity models is inherently complex and asymmetric.
Only implicit finite element codes require the algorithmic tangent; explicit finite element codes require only
the stress update process and no tangent matrix. Previous work on implicit formulations do not describe the
asymmetric linearization in detail: Ling et al. [89] and Evers et al. [39] use implicit frameworks but do not
discuss the linearization; Steinmann and Erwin (1996)Steinmann and Erwin [132], and Miehe and Schroeder
[102] discuss linearization but not consequences of the asymmetry. This chapter derives the exact form of
the algorithmic tangent matrix for a modular implementation of the hardening function – the form of the
tangent remains unchanged for any choice of hardening function. The derivation also finds a direct form
for the tangent matrix via the inversion of a small matrix equation. This method of calculation exhibits
better performance than the conventional route to the tangent that solves a system of equations derived
from the implicit function theorem. A numerical example illustrates the performance tradeoffs inherent in (1)
retaining this exact, asymmetric tangent and employing an asymmetric linear solver or (2) symmetrizing the
tangent matrix but enabling use of symmetric linear solvers in the global solution.
The remainder of the chapter follows this arrangement. Section 2.2 derives the general hardening
formulation starting from the key kinematic assumptions. Section 2.3 describes the implementation of
two hardening models within the general hardening framework – a simple Voce rule and a temperature
and strain-rate dependent theory based on the mechanical threshold stress [78]. Furthermore, this section
describes modifications to the two hardening models to account for geometric hardening. Geometric hardening
becomes important in regions with strain strain gradients for example, grain boundaries. Therefore, accurate
models of delamination cracking must account for the additional hardening effect of necessary dislocations.
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Section 2.4 discusses the results of three example analyses: (1) a rolling simulation to verify that the model
captures texture evolution of FCC metals, (2) a larger simulation constructed from experimental EBSD data
that compares the computational efficiency of the exact and symmetrized algorithmic tangents, and (3) a
comparison to the analytic (slip-line) solution at a sharp crack-tip in a rigid-plastic, FCC crystal. Section 2.5
provides a short set of conclusions.
The CP material model developed here and implemented in WARP3D forms the basis of the microscale
and multiscale simulations of delamination fracture described in subsequent chapters.
2.2 Modular slip system hardening
2.2.1 Crystal plasticity integration via an objective stress rate
This section derives the form of the material stress integration for the Green-Naghdi and Jaumann objective
stress rates. The material stress rate differs for each of the two objective rates in theories that include plastic
vorticity – a material model designed for a Jaumann rate becomes kinematically incorrect in a solution
framework that uses the Green-Naghdi rate and vice-versa. An interesting observation emerges from the
derivation: stress integration for crystal plasticity requires either the macroscale, total vorticity or the
microscale plastic vorticity, but does not require both.
Figure 2.1 shows the kinematic framework. Stress integration with the Green-Naghdi rate takes place
in the unrotated intermediate or corotational frame, the remainder of the configurations are standard for
crystal plasticity kinematics [10]. The corotational frame follows from a polar decomposition of the total
deformation gradient F into a total rotation and a total stretch:
F = RU (2.1)
A multiplicative decomposition of the deformation gradient yields F = FeFp = VeReRpUp, which decomposes
both the elastic and plastic deformations into an associated stretch and rotation. For the moment, neglect
the elastic stretch Ve, then
F = ReRpUp.
The small-strain nature of metal elasticity justifies this assumption. On comparing this expression to the
polar decomposition of the total deformation gradient in Eq. 2.1, we have:
R = ReRp.
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Figure 2.1: Coordinate systems for the crystal plasticity kinematic framework. Integration of the objective
stress rate occurs in the unrotated (intermediate) configuration. The kinematics of crystal plasticity are
defined in the lattice coordinates.
After substituting and rearranging F = RUp. The elastic stretch is now re-introduced as a small deviation
from the identity tensor such that Ve = I + ε. The final decomposition of the deformation gradient becomes:
F = (I + ε) RUp
The top part of Fig. 2.1 shows the three coordinate systems defined by this decomposition of the deformation
gradient.
After eliminating quadratic terms in ε and ε˙, the spatial velocity gradient becomes:
L = F˙F−1 = R˙RT + ε˙+ R˙RTε− εR˙RT + Rl¯pRT + εRl¯pRT −Rl¯pRTε.
In this equation l¯p = F˙pFp−1 defines a constitutive tensor; kinematically, this is the plastic velocity gradient
pulled back to the corotational, intermediate frame. The symmetric and skew parts of this expression are:
D =
1
2
(
L + LT
)
= ε˙+ εΩ−Ωε+ Rd¯pRT + εRw¯pRT −Rw¯pRTε (2.2)
W =
1
2
(
L− LT ) = Ω + Rw¯pRT + εRd¯pRT −Rd¯pRTε. (2.3)
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Here, d¯p is the symmetric part of l¯p, w¯p is the skew part, and Ω = R˙RT denotes the total spin. The skew
part of l¯p (the plastic vorticity w¯p is not equal, in general, to the plastic spin R˙pRpT . There is no kinematic
reason to neglect either the spin or the vorticity. To make Eq. 2.2 into a stress rate, we adopt the usual
assumption of small elastic strains and apply the elasticity tensor C such that C : ε˙ = σ˙:
C : D = σ˙ + σΩ−Ωσ + C : (Rd¯pRT )+ σRw¯pRT −Rw¯pRTσ (2.4)
σˇ = C :
(
D−Rd¯pRT )− σRw¯pRT + Rw¯pRTσ = σ˙ + σΩ−Ωσ. (2.5)
This σˇ is the Green-Naghdi objective stress rate [55]. The material stress rate for a computational framework
using the Green-Naghdi rate becomes:
σˇ = C :
(
D−Rd¯pRT − εRw¯pRT + Rw¯pRTε) .
The Jaumann rate follows by solving for the total spin Ω in Eq. 2.3 and substituting into Eq. 2.4 to find:
σˆ = C :
(
D−Rd¯pRT + ε2Rd¯pRT − 2εRd¯pRTε+ Rd¯pRTε2) = σ˙ + σW −Wσ. (2.6)
After dropping quadratic terms in ε, the Jaumann rate simplifies to:
σˆ = C :
(
D−Rd¯pRT ) .
In the absence of plastic spin (w¯p), both objective rates become identical and have the usual rate forms for
conventional plasticity models. To include effects of plastic spin, the Green-Naghdi rate has a correction
term:
σˇcorr = C :
(−εRw¯pRT + Rw¯pRTε) .
The Jaumann rate has no correction term (assuming small elastic strains). Further, the Green-Naghdi rate
does not require the macroscopic vorticity W but does require the microscopic plastic vorticity w¯p. Similarly,
the Jaumann rate does not require the plastic vorticity but does require the macroscopic vorticity. This
results holds after effects of lattice evolution are included in the plastic constitutive tensor l¯p (see below).
The model is implemented in an open source, 3D finite element code [62] that integrates the Green-Naghdi
stress rate to incorporate finite strains and rotations. With this choice of stress rate, the stress integration
simplifies considerably once stated in the corotational frame. A pull-back of Eq. 2.5 to the corotational frame
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yields:
t˙ = C0 :
(
d− d¯p)+ Rw¯pRT t− tRw¯pRT (2.7)
A material model in WARP3D integrates this rate of unrotated Cauchy stress t = RTσR as a function of d,
the unrotated rate of deformation. At this point, the macroscale rotational response uncouples completely
from the microscale lattice rotations – only the global rotation R appears. The elasticity tensor C0, may
thus have the appropriate form of an anisotropic tensor for the crystal system, rotated from the initial lattice
frame to the reference frame. By enabling this definition of a constant elasticity tensor in the corotational
frame, the total material rotation then updates the anisotropic elastic constants of a crystal. For small elastic
stretches, this approach is equivalent to elasticity models derived from a hyperelastic potential [43].
With Eq. 2.7 taken to update stresses at a material point in a finite element model, the constitutive model
must then compute the plastic deformation l¯p. For crystal plasticity, the common kinematic assumption is
an additive decomposition of plastic shear deformations in a lattice frame [10]:
l˜p =
nslip∑
s=1
γ˙(s)
(
b˜(s) ⊗ n˜(s)
)
where b(s) and n(s) denote collections of slip-system directions and normals in the lattice frame and γ˙(s) is
the slip rate along each slip system. The geometry of the crystal system, for example face centered cubic
(FCC), defines these slip systems in the crystallographic frame and a rigid rotation g, calculated from the
initial grain orientations, defines the rotation between the lattice frame and the crystallographic frame.
Finally, as Fig. 2.1 indicates, the model must transform this deformation tensor in the lattice frame into the
unrotated frame to specify the plastic deformation in the corotational coordinates. The rotation defining this
transformation is Rp. The kinematics of macroscale deformation do not define this plastic rotation. Here, we
define Rp as part of the constitutive response of the material. That is, the plastic rotation is part of the
micro-constitutive response, not the global kinematics. This plastic rotation does not affect the elasticity
tensor, only the plastic rate l˜p. This approximation appears acceptable for moderate plastic strains, where
the elastic response of the material does not depend strongly on the plastic deformation [43].
From these definitions, the symmetric and skew parts of plastic deformation are:
d¯p =
nslip∑
s=1
γ˙(s)
(
RpT m˜(s)Rp
)
w¯p =
nslip∑
s=1
γ˙(s)
(
RpT q˜(s)Rp
)
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with m˜(s) = sym
[
b˜(s) ⊗ n˜(s)
]
and q˜(s) = skew
[
b˜(s) ⊗ n˜(s)
]
. Typically the slip rate on each system is taken
as power-law dependent on a reference strain rate, the resolved shear, and a slip system strength. Here
the slip system hardening is isotropic – all slip systems have the same slip system strength (this is not a
limitation of the formulation). The slip rate relation is:
γ˙(s) =
γ˙0
τ˜
∣∣∣∣τ (s)τ˜
∣∣∣∣n−1 τ (s)
with γ˙0 a reference slip rate, τ˜ the slip system strength, and τ
(s) the resolved shear on slip system s. Finally,
define the rate of plastic rotation:
R˙p = w¯pRp. (2.8)
Kinematically, this form is not rigorously correct, but it does approximate closely the experimentally observed
texture evolution in a variety of situations (see the subsequent example and [67, 79, 100]). Substitution of
the macroscopic vorticity via Eq. 2.3 eliminates the plastic vorticity from the above equation, thus making
the lattice evolution dependent only on the macroscopic vorticity and the symmetric part of the microscopic
plastic deformation. In the presence of lattice rotations, the formulation then continues to require only one of
(1) the macroscale, total vorticity or (2) the microscale, plastic vorticity.
Forest and Pilvin [46] first developed this decomposition of rotation into a total, macroscopic rotation and
a plastic, microscopic rotation. They also performed integration in an unrotated intermediate configuration,
similar to the Green-Naghdi integration used here. They did not develop an objective integration of the
stress and relate it to a standard objective stress rate, and thus did not include the vorticity correction terms.
A single crystal UMAT for Abaqus by Huang [68] adopted a Jaumann integration similar to Eq. 2.6 and did
not make the simplification of small elastic strains.
The present formulation of the stress rate and kinematics also shares features with models that assume
a multiplicative decomposition of the deformation gradient with a stress-free intermediate configuration.
Because the elastic strains are small and the model does not distinguish elastic and plastic rotations in
the kinematic formulation, the unrotated configuration in Fig. 2.1 is also unloaded – the elastic stretch
occurs between it and the final configuration. The resulting stress integrations are also similar. For example,
Marin and Dawson [92] develop an integration scheme similar to Eq. 2.4 but without a connection to the
Green-Naghdi rate.
A backward Euler integration of Eq. 2.7 defines the stress update procedure. To reduce computational
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effort an explicit exponential integration of Eq. 2.8 provides the plastic rotation update. Thus,
tn+1 = tn + C0 :
(
∆dn+1 −∆d¯pn+1
)
+ ∆W¯pn+1tn+1 − tn+1∆W¯pn+1 (2.9)
∆d¯pn+1 =
nslip∑
s=1
∆γ
(s)
n+1
(
RpTn m˜
(s)Rpn
)
∆w¯pn+1 =
nslip∑
s=1
∆γ
(s)
n+1
(
RpTn q˜
(s)Rpn
)
∆W¯pn+1 = Rn+1∆w¯
p
n+1R
T
n+1
∆γ
(s)
n+1 =
∆γ0n+1
τ˜n+1
∣∣∣∣∣τ
(s)
n+1
τ˜n+1
∣∣∣∣∣
n−1
τ
(s)
n+1
Rpn+1 = exp
(
∆w¯pn+1
)
Rpn. (2.10)
These equations yield the updated stress state in the unrotated configuration as a function of the unrotated
strain increment ∆dn+1 = dn+1∆tn+1, the reference strain rate, and a slip-system strength (yet to be
defined). After a successful stress update, the model integrates the plastic rotations explicitly with Eq. 2.10.
The exponential operator ensures that successive plastic rotations remain orthogonal transformations. The
resolved shear along a slip system should be calculated in the current coordinates with the Cauchy stress.
However:
τ
(s)
n+1 = σn+1 :
(
Rn+1R
pT
n m˜
(s)RpnR
T
n+1
)
= tn+1 :
(
RpTn m˜
(s)Rpn
)
such that the resolved shear is also a function of the unrotated stress. This works also assumes that the
effective slip increment is the global effective strain increment:
∆γ0n+1 =
√
2
3
∆Dn+1 : ∆Dn+1 =
√
2
3
∆dn+1 : ∆dn+1. (2.11)
2.2.2 General hardening
The slip-system strength at state n+ 1 (a scalar) is defined in terms of a general hardening function
τ˜n+1 = hn+1 (∆dn+1, tn+1, tn, τ˜n+1, τ˜n,un) (2.12)
The current value of the slip-system strength depends on both the previous and current stress and strength;
consequently, the hardening function may represent either an implicit or explicit integration of a rate equation.
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Here, un denotes a vector of generalized state variables (most often scalars) that increases flexibility in the
capabilities of the hardening function. These state variables may either be internal to the model (calculated
during stress/strength update), or external to the model (calculated independently of the stress update). The
most common external variables in un are the temperature Tn+1 and the time increment ∆tn+1 to support
temperature and rate dependent hardening. As another example, un may contain a measure of dislocation
density, calculated by solving a different boundary value problem over the domain. The caveat: coupling
between the stress/hardening update and any external user state variables must be explicit – first solve the
stress/hardening equations, then the user state variables or vice-versa. The use of temperature and/or time
increment at n+ 1 in this vector implies uncoupled thermo-plasticity and dynamics; the new temperature and
time increment are then known at the start of a stress update. The method may couple the stress/strength
update and external user state variables by solving the two problems multiple times at a global load (time)
step in a staggered scheme, though such an approach may not converge.
The stress update then consists of solving the system of nonlinear equations specified by Eqs. 2.9 and
2.12. The residual equations defining this system are:
0 = R1 = tn+1 − tn −C0 :
(
∆dn+1 −∆d¯pn+1
)
+ tn+1∆W¯
p
n+1 −∆W¯pn+1tn+1 (2.13)
0 = R2 = τ˜n+1 − hn+1.
Solution via the Newton-Raphson method requires the Jacobian tensors J11 = ∂R1/∂τn+1, J12 = ∂R1/∂τ˜n+1,
J21 = ∂R2/∂tn+1, and J22 = ∂R2/∂τ˜n+1. In Voigt notation, these Jacobian components are:
J11 = I + W +
∆γ0n+1n
(τ˜n+1)
n
nslip∑
s=1
∣∣∣τ (s)n+1∣∣∣n−1 {C0m(s) + 2sym(tn+1Rn+1q(s)RTn+1)}⊗m(s) (2.14)
J12 = − n
τ˜n+1
(
C0∆d¯
p
n+1 + 2sym
[
tn+1∆W¯
p
n+1
])
J21 = −∂hn+1
∂tn+1
= −E(t)n+1
J22 = 1− ∂hn+1
∂τ˜n+1
= 1− E(τ˜)n+1.
Appendix A provides additional details of the Voigt notation and defines the matrix W. A user supplied
routine returns values for derivatives of the hardening function: E
(t)
n+1 and E
(τ˜)
n+1 above.
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2.2.3 Algorithmic tangent
In addition to the updated value of the unrotated stress, defined by the nonlinear Eq. 2.13, an implicit finite
element formulation also requires that the material model return the algorithmic tangent matrix. With the
formulation here driven by the strain increment ∆Dn+1, this is properly the tensor containing derivatives of
the Cauchy stress with respect to the integrated deformation rate tensor:
An+1 =
∂σn+1
∂∆Dn+1
.
Finite element codes based on the unrotated configuration generally allow the material model to return the
tensor with derivatives of the unrotated Cauchy stress
Tn+1 =
∂tn+1
∂∆dn+1
and then perform the associated rotations to generate An+1 in the current configuration automatically.
Quadratic convergence of the global nonlinear solver requires the exact derivation of this unrotated tangent.
Crystal plasticity implementations described in the literature generally compute the algorithmic tangent
from the local material Jacobian, Eq. 2.14, with the implicit function theorem. After a successful stress
update, the residuals R1 and R2 are approximately zero; the residual equations, Eq. 2.13, then form an
implicit system with unknown variables ∆dn+1, tn+1, and τ˜n+1. Derivatives of the residual equations with
respect to tn+1 and τ˜n+1 are known (they are the material Jacobian for the last iteration of the stress update
Newton loop) and form a system of linear equations for the unknown partial derivatives ∂tn+1/∂∆dn+1 (the
algorithmic tangent) and ∂τ˜n+1/∂∆dn+1. This approach yields the system of equations:
∂R1
∂∆dn+1
:
∂∆dn+1
∂∆dn+1
+
∂R1
∂tn+1
:
∂tn+1
∂∆dn+1
+
∂R1
∂τ˜n+1
⊗ ∂τ˜n+1
∂∆dn+1
= 0 (2.15)
∂R2
∂∆dn+1
:
∂∆dn+1
∂∆dn+1
+
∂R2
∂tn+1
:
∂tn+1
∂∆dn+1
+
∂R2
∂τ˜n+1
∂τ˜n+1
∂∆dn+1
= 0.
Here, ∂∆dn+1/∂∆dn+1 is the fourth-order identity, ∂R1/∂∆dn+1 and ∂R2/∂∆dn+1 are unknown, but the
residual derivatives with respect to tn+1 and τ˜n+1 are parts of the known material Jacobian. Other crystal
plasticity implementations solve this system of tensor equations by unrolling and solving for the unknowns
∂tn+1/∂∆dn+1 and ∂τ˜n+1/∂∆dn+1. This generates a linear system of 42 equations and 42 unknowns, readily
solved with Gauss-Jordan factorization.
In the alternative proposed here, Eq. 2.15 is condensed into a single matrix equation and then directly
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solved for the 6 by 6 algorithmic tangent. After condensation, the final equation (in Voigt notation) for the
algorithmic tangent matrix is:
Tn+1 =
{
J11 − 1
J22
(J12 ⊗ J21)
}−1
{
C0 − 2
3
(
∆γ0n+1
)2 {(C0∆d¯pn+1 + 2sym [tn+1W¯pn+1])⊗∆dn+1}− 1J22 J12 ⊗E(∆d)n+1
}
. (2.16)
The stress update procedure defines all the terms in this expression except E
(∆d)
n+1 . This term is another
derivative supplied by the hardening function
E
(∆d)
n+1 =
∂hn+1
∂∆dn+1
.
The key effort of the tangent calculation becomes inversion of the 6 by 6 matrix J11 − 1J22 (J12 ⊗ J21)
by Gauss-Jordan factorization – numerically less effort than solving the unrolled system of 42 equations.
The tangent matrix defined above is asymmetric. The performance study described later demonstrates the
importance of using this exact, asymmetric form of the tangent with an asymmetric linear equation solver for
the global Newton iterations.
2.2.4 Algorithm summary
Algorithm 2.1 summarizes the stress update and consistent tangent calculation. These computations occur at
each material point for each global Newton iteration in a finite element simulation. Some hardening models
require more internal variables than τ˜ alone. In this case, the additional internal state variables become user
variables un+1 and the stress update procedure must compute and store their new values before returning.
The next section illustrates a hardening model with additional internal variables.
The formulation presented above assumes isotropic slip-system hardening, i.e. all slip systems have the
same strength τ˜ . The method extends readily to anisotropic hardening. The scalar slip-system strength
expands to a vector of length equal to the number of slip systems; the material residual and Jacobians also
increase in size accordingly. The structure of the modular formulation remains unchanged.
2.3 Specific hardening models
This section describes the implementation for two hardening models within the general hardening framework:
(1) a simple Voce model and (2) the mechanical threshold strength model. Specifically, each model computes
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Algorithm 2.1 Stress update procedure with general hardening framework.
Enter material model with: ∆dn+1, σn, τ˜n, and un. Let σ
(0)
n+1 = σn and τ˜
(0)
n+1 = τ˜n.
While not converged:
1. Calculate the residual R
(i)
n+1 with Eq. 2.13.
2. Calculate the material Jacobian J
(i)
n+1 with Eq. 2.14.
3. Solve the system −J(i)n+1∆x(i)n+1 = R(i)n+1 with ∆x(i)n+1 =
[
∆σ
(i)
n+1 ∆τ˜
(i)
n+1
]
4. Update the stress and slip system strength: σ
(i)
n+1 = σ
(i−1)
n+1 + ∆σ
(i)
n+1 and τ˜
(i)
n+1 = τ˜
(i−1)
n+1 + ∆τ˜
(i)
n+1
Calculate the algorithmic tangent Tn+1 with Eq. 2.16.
If the user history variables are internal to the model, update them to un+1.
Update plastic rotation to state n+ 1 with Eq. 2.10.
values for the functions hn+1, E
(t)
n+1, E
(τ˜)
n+1, and E
(∆d)
n+1 when requested during stress and tangent stiffness
updates. The second example also demonstrates the use of internal state variables, u, to incorporate a more
complex, rate and time dependent hardening function.
Finally, this section presents modifications to both hardening functions to account for geometric hardening.
Both the Voce and MTS hardening functions represent slip system hardening caused by the nucleation,
motion, and relaxation of statically stored forest dislocations. Geometric hardening describes the hardening
effect of another type of dislocations: geometrically necessary dislocations, also called excess dislocations.
Simulations of regions with high strain gradients must account for these necessary dislocations. For example,
geometric hardening occurs near mismatched grain boundaries, like the kinds studied in subsequent chapters.
2.3.1 Voce hardening function
The Voce model is given by
τ˜ = τy + τw
τ˙w = θ0
(
1− τ
w
τv
)m nslip∑
s=1
∣∣∣γ˙(s)∣∣∣
Use of a forward Euler integration for τ˙w leads to
τ˜n+1 = hn+1 = τ˜n + θ0
(
1− τ˜n+1 − τ
y
τv
)m nslip∑
s=1
∣∣∣∆γ(s)n+1∣∣∣
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which defines the hardening function hn+1 for the Voce model. No additional internal variables exist for this
model. The three required derivative functions are then
E
(t)
n+1 =
θ0∆γ
0
n+1n
(τ˜)
n
(
1− τ˜n+1 − τy
τv
)m nslip∑
s=1
∣∣∣τ (s)∣∣∣n−2 τ (s)m(s)
E
(τ˜)
n+1 = −
{
m
τv
(
1− τ˜n+1 − τy
τv
)−1
+
n
τ˜n+1
}
(hn+1 − τ˜n)
E
(∆d)
n+1 =
2 (hn+1 − τ˜n)
3
(
∆γ0n+1
)2 ∆dn+1
The example analysis in Section 2.4.2 adopts his hardening model.
2.3.2 Mechanical threshold strength function
The mechanical threshold strength model adopts features of the Mechanical Threshold Stress (MTS) macro-
scopic theory of work hardening to define slip-system hardening [78]. This section describes a simplified
version of the theory that contains only an athermal term, a rate/temperature dependent intrinsic barrier
term, and rate/temperature work-hardening saturation strength – the work hardening term itself is not
rate/temperature sensitive [79].
The application of a backward Euler integration on the relevant rate forms yields the following equations
that define terms of the hardening model
τ˜n+1 = τ
a +
(
µn+1
µ0
)
τyn+1 +
(
µn+1
µ0
)
τwn+1
τwn+1 = τ
w
n + θ0
(
1− τ
w
n+1
τvn+1
)m nslip∑
s=1
∣∣∣∆γ(s)n+1∣∣∣
τvn+1 = τˆ
v
{
1−
[
kTn+1
µn+1b3gv0
ln
(
ε˙v0
∆γ0n+1/∆tn+1
)]1/qv}1/pv
τyn+1 = τˆ
y
{
1−
[
kTn+1
µn+1b3g
y
0
ln
(
ε˙y0
∆γ0n+1/∆tn+1
)]1/qy}1/py
(2.17)
with:
µn+1 = µ0 − D0
exp
(
T0
Tn+1
)
− 1
. (2.18)
These equations are combined to define the hardening function:
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τ˜n+1 = hn+1 = τ
a
(
1− µn+1
µn
)
+
(
µn+1
µ0
)(
τyn+1 − τyn
)
+
(
µn+1
µn
)
τ˜n + θ0
(
µn+1
µ0
)
1−
(
µ0
µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
τvn+1
m nslip∑
s=1
∣∣∣∆γ(s)n+1∣∣∣ .
This MTS model requires two internal variables: τy and µ. The updated values are τyn+1 from Eq. 2.17 and
µn+1 from Eq. 2.18 at the end of a stress update. External (user) variables are the temperature Tn+1 and
the time step ∆tn+1, which, for uncoupled analyses, the finite element program provides at the start of a
stress update.
The three required derivative functions E
(t)
n+1, E
(τ˜)
n+1, and E
(∆d)
n+1 have quite lengthy expressions; Appendix
B provides their complete forms. The example analysis in Section 2.4.1 uses the MTS hardening function.
2.3.3 Geometric hardening
The Voce and MTS hardening functions represent the nucleation, motion, and relaxation of statically
stored (or forest) dislocations. The density of statically stored dislocations varies with the history of a
material point. Generally, models evolve the forest dislocation density based on the thermodynamics driving
dislocations motion: the balance of applied stress, temperature, kinetic, and chemical energy governs how
forest dislocations nucleate, flow, and annihilate. A second type of dislocations exist. The geometry of
deformation dictates the presence of necessary (or excess) dislocations These dislocations represent the defects
causing incompatible deformation at a material point. In the continuum sense, these geometrically necessary
dislocations cause the closure-failure of a line integral – the Burgers vector associated with a material point.
The density of excess dislocations does not depend directly on the history of the material, but rather the
geometry of deformation at a given point.
Given an incompatible deformation, the density of necessary dislocations is the defect density required
to create the incompatibility. Consider a locally invertible deformation U (X) taking an incompatible
configuration C0 into a compatible configuration C. In the compatible configuration, the integral over some
closed curve ∂Γ with tangent vector l (x) yields a zero vector
ˆ
∂Γ
I · dl = 0.
Because the deformation is incompatible, the image of curve ∂Γ in configuration C0, ∂Γ0, may not close.
Instead, integrating over the image curve yields the vector pointing from the start of the curve to the end of
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the curve: ˆ
∂Γ0
dl0 =
ˆ
∂Γ
I ·U−1 · dl = −b.
By convention, the Burgers vector points from the end of the curve to the start (closes the loop), hence the
negative sign. While this line integral describes the Burgers vector in the incompatible configuration, the
integration occurs in the compatible configuration over a closed loop. Therefore, an application of Stokes’
theorem converts this line integral to a surface integral over the surface enclosed by the closed curve ∂Γ:
−
ˆ
∂Γ
U−1 · dl = −
ˆ
Γ
(∇×U−1) · dS.
Nye [108] first made the connection between the curl of the deformation and the defect density. The Nye
tensor
α = −∇×U−1
describes the density of necessary dislocations at a point in a continuum. Specifically, for unit vectors b
and n the quantity b ·α · n/b is the number of dislocations with line direction n and Burgers vector bb per
differential area at a point.
In an elasto-plastic framework assuming a multiplicative decomposition of the deformation gradient into
elastic and plastic parts (F = FeFp), the Nye tensor defined by
α = −∇× Fe−1
describes the defect density of the unloaded intermediate configuration in the current configuration.
Acharya [3–5] describes a theory of hardening accounting for these necessary dislocations. Essentially, the
theory calculates the area density of necessary dislocations along each slip plane, and then adds this density
to the static dislocation density to calculate the slip system strength. For small strains, the area dislocation
density for a slip system with normal vector n(s) is
λ(s) =
√(
α · n(s)) · (α · n(s)).
At large deformations, Acharya defines the density as
λ(s) =
√(
Λ : nˆ(s)
) · (Λ : nˆ(s))
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as a function of the lattice curvature tensor Λ =
(
F e−1ij,k − F e−1ik,j
)
ei ⊗ ej ⊗ ek and the matrix defined by
nˆs · a = (1/2) nˆ(s) × a for all vectors a.
Acharya modifies the Voce hardening law
τ˙w = θ0
nslip∑
s=1
(
1− τ
w
τv
)m ∣∣∣γ˙(s)∣∣∣ ,
where τw represents the extrinsic, work hardening portion of the slip system strength, to account for the
necessary dislocation density. His modification is
τ˙w = θ0
nslip∑
s=1
(
1− τ
w
τv
+
τ
(s)
λ
τw
)m ∣∣∣γ˙(s)∣∣∣
with
τ
(s)
λ =
k0α
2µ2b
2θ0
λ(s).
Here, α ≈ 1/3, µ is the shear modulus of the material, b the magnitude of the Burgers vector, k0 the single
parameter describing the hardening effect of necessary dislocations, and the previous sections define the
remainder of the quantities. Experience suggests that k0 = 1.0 is reasonable for most materials.
The implementation incorporates the geometric hardening modification into both the Voce and MTS
hardening functions. This requires modifying the hardening functions and derivatives defined in the previous
sections. Appendix B provides these modified expressions. Secondly, computing the geometrically necessary
dislocation densities requires calculating the gradient of the inverse elastic deformation in the current
coordinates, i.e. ∇xFe−1. Based on the previous kinematic assumptions, let Fe = (I + ε) Re and neglect the
elastic strains. Then
∇xFe−1 =
∂
(
RpRT
)
∂X
∂X
∂x
(2.19)
where ∂X/∂x is the inverse element Jacobian.
WARP3D calculates the total material rotation R at integration points as part of the global stress update
procedure. The material model computes plastic rotations Rp at integrations points as part of the material
stress update, as described above. While the integration points store the required tensors, they do not have
information about the gradients of the rotations. The inverse element Jacobian transforms the rotation
gradient in the reference configuration (or element reference domain) into the current coordinates, but
computing the gradient in the reference configuration is not straightforward. The WARP3D implementation
adopts the following method of computing the rotation gradient. For most element types, each individual
element contains eight or more integration points. With the coordinates of these eight points and the rotation
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Figure 2.2: Size effect captured by geometric hardening – as grain size decreases, grain stiffness (or stress at
a given strain level) increases.
information stored at each point, the method interpolates a trilinear function to fit the rotation data. For
elements with more than eight integration points, the method instead fits (least-squares) a trilinear function
to the data. The stress update procedure calculates the gradient of this function and uses Eq. 2.19 to take
the gradient into the current configuration. The method then computes the linear necessary dislocation
densities from this rotation gradient, as described above.
While simple, this method of computing the rotation gradient – essentially the Nye tensor describing
the necessary defects – has several disadvantages. The rotation gradient values are local to each element.
The method generates a single value of the Nye tensor for each element and the Nye tensor will not have
continuity across element boundaries. Furthermore, extrapolating or ”bootstrapping“ derivatives of the
physical fields in this manner substantially reduces the accuracy of the resulting interpolation. Therefore,
the values of the Nye tensor will converge slowly – certainly more slowly than the displacement, stress, and
strain fields. Finally, because the CP material model updates the plastic rotations explicitly, the geometric
hardening term is also explicit – the integration calculates the necessary dislocation density with the rotation
gradient from the previous load (time) step.
Despite these disadvantages, the integration point interpolation/fit method captures the size effect of grain-
scale plasticity: as the grain size decreases, the grain stiffness increases. Figure 2.2 provides an example of this
size effect. The figure plots the average stress at 10% strain for a collection of grains of random orientations.
Each grain is a cube with edge length lg and MTS hardening properties representing a typical aluminum
alloy. Many finite element discretize each grain, to fully capture the resulting stress and strain gradients. As
the grain size decreases, the average stress increases. In fact, a fit to a Hall-Petch [61, 111] inverse relation
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accurately describes the increase in grain stiffness with decrease in grain size. This example demonstrates
geometric hardening, even crudely implemented with integration point interpolation, incorporates a physical
size effect into the crystal plasticity implementation. As subsequent chapters demonstrate, this physical size
effect influences the behavior of mismatched grain boundaries and therefore contributes to the development
of delamination cracking.
2.4 Example analyses
The crystal plasticity model described in Section 2.2 with the generalized hardening framework is implemented
in WARP3D [62] – an open-source finite element package with extensive capabilities for metal plasticity,
fracture and parallel execution. Both hardening models presented in Section 2.3 are included. Further, the
crystal plasticity routines have stubs to invoke a user-supplied hardening model to obtain the function and
derivative values as described in the previous section. Three examples here demonstrate the capabilities and
computational performance of the CP implementation.
2.4.1 Rolling simulation
The first example simulates a rolling operation on an aluminum material. The physical model consists of a
10 by 10 by 10 cube of 1 mm cubic grains. Each grain has a 3 by 3 by 3 mesh, for a total of 27,000 linear
hexagonal elements and approximately 27,000 nodes. This example uses the MTS hardening model described
in Section 2.3.2 with material properties of a typical aluminum alloy. Grain orientations have an initial
random distribution.
Figure 2.3 shows the undeformed and deformed meshes after a 50% thickness reduction in (global)
plane-strain compression; loading applied in 500 equal increments. Figure 2.4 shows a (1 1 1) pole diagram
of the pre- and post-deformation texture. The initially random grain orientations develop a typical FCC
rolling texture after significant compression.
The total lattice rotation in the final configuration is:
gf = g0R
pRT
where g0 denotes the initial lattice rotation. This comparison of texture after deformation to the standard
FCC rolling texture exercises both the macroscale kinematic formulation (via the total rotation R) and also
the micro-constitutive plastic rotation update formula through Rp. Hoc and Forest [67] obtained comparable
results with simulations using their unrotated integration scheme.
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Figure 2.3: a) Image of the initial, undeformed mesh: a 10x10x10 cubic grid of grains of random orientations,
each meshed with a 3x3x3 grid of 8-node elements. b) Mesh after a 50% thickness reduction in (global)
plane-strain compression.
a)
RD RD
TD TD
b)1 1 1 1 1 1
Figure 2.4: a) (1 1 1), equal area projection pole diagram of grain orientations before thickness reduction. b)
Pole diagram in the same format for texture after deformation.
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Figure 2.5: Image of undeformed mesh and boundary conditions for surface grain reconstruction example.
Tangent type Global Newton iterations Total wall time (s)
direct-asymmetric 46 5498
direct-symmetric 85 5925
unrolled-asymmetric 46 6042
unrolled-symmetric 85 6909
Table 2.1: Performance measures for grain reconstruction example. Wall time and iteration count for the
global Newton solution to compute 10 load increments. Demonstrates impact of schemes to compute the
algorithmic tangent and use of the actual asymmetric version (with global asymmetric linear solver) and the
symmetrized version (with global symmetric linear solver).
2.4.2 Surface grain reconstruction
The physical model for this example is a surface grain reconstruction from EBSD measurements conducted in
support of fatigue experiments on a Ni-based superalloy [1]. Figure 2.5 shows a 3D mesh created by extruding
a 2D mesh of the grains by 50µm in the thickness direction, where the 2D mesh is reconstructed from the
experimental orientations. The model contains approximately 600,000 nodes and linear hexagonal elements.
The Voce model represents the slip-system hardening with properties derived by matching the macroscopic
response of the material in tension and shear to an averaged Taylor scheme with 500 random orientations.
Figure 2.5 indicates the loading direction and model constraints.
Table 2.1 compares total solution times for 10 increments of tension loading using four different options for
the material tangent. Option “direct-asymmetric” is the tangent derived in Section 2.2.3; “direct-symmetric”
is a symmetrized version of that tangent. The “unrolled-asymmetric” version is obtained by unrolling Eq.
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2.15 – a common approach in crystal plasticity implementations. “Unrolled-symmetric” is the symmetrized
version of the unrolled tangent. All four analyses use an appropriate linear solver for the global Newton
iterations performed within each load increment: (1) the symmetric, sparse version of PARDISO included
in the Intel MKL library for symmetric tangents, and (2) the asymmetric version of the same solver for
asymmetric tangents. The analyses were executed on the same Linux server with 12 threads. The WARP3D
code architecture processes blocks of elements with one thread per block to achieve a high level of parallel
performance. Implementation differences impacting performance comparisons for these four options should be
negligible. The symmetric and asymmetric versions of each tangent differ only by a transpose-add operation
to symmetrize the (6x6) matrix. The direct and unrolled approaches use the same derivative functions.
The key difference between the two techniques is the relative computational effort of solving an asymmetric
system of 42 equations with 42 unknowns (unrolled version) versus inverting a 6 by 6 matrix (direct version
proposed here), both by Gauss-Jordan factorization.
The global Newton iterations for the asymmetric forms of the direct and unrolled tangents exhibit the
expected quadratic convergence. The direct form proposed here decreases the total analysis runtime by
about 10%. The symmetrized tangents degrade the global convergence rate, with solutions requiring more
than twice as many iterations (and linear equation solves). However, completing a linear factorization of
a symmetric matrix requires approximately half the time required for factorizing an asymmetric matrix.
For this problem, the asymmetric tangent outperforms the symmetrized tangent despite the faster solution
time for the symmetric solve. For the direct method of calculating the tangent, the asymmetric linear
solver requires approximately 80% more time than the symmetric linear solver for a single Newton iteration.
However, the reduced total number of iterations gained by achieving quadratic convergence outweighs the
slower performance of the asymmetric solver, resulting in a reduced runtime for the asymmetric option.
2.4.3 Crack, rigid-plastic FCC crystal
This example analyzes the stress fields computed by the crystal plasticity model for a tensile crack-tip
embedded in a single FCC crystal under plane-strain conditions. Rice [119] obtained an analytical solution
using slip-line theory for an ideally rigid-plastic crystal with a Taylor-Bishop-Hill type FCC yield surface [23].
Figure 2.6a shows the configuration of a cracked FCC single crystal with tip direction [1 0 1¯] and crack plane
normal direction [0 1 0]. In the rigid-plastic solution, the fields vary with the angle from the x1 direction but
not with radius from the crack tip. Further, stresses exhibit sharp jumps at angular positions where the
structure of the slip-line field changes. The crystal plasticity model approximates conditions of rigid-plasticity
with the Voce model (described in Section 2.3.1) assigned a very low value of the initial hardening slope θ0
36
b)
a)
crack
crack symmetry
Figure 2.6: (a) Configuration for a single-ended crack in an infinite domain of an ideally-rigid FCC crystal.
(b) finite element mesh of the equivalent, small-scale yielding boundary layer model loaded remotely by
displacements of the Mode I, plane-strain field. Rice [119] derived an analytic, rigid-plastic solution for
this configuration as a function of the angle from x1. CP stresses computed near the crack front in the
small-scale-yielding model approximate this analytic solution.
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Figure 2.7: Comparison of crack-tip stresses from the rigid-plastic, analytical solution for an FCC crystal to
the CP model results near the crack-front (with angle from x1).
and a very high value of the τv parameter. This set of property values enables extensive slip development
before the work hardening slope approaches zero (which triggers numerical instability).
Figure 2.6b shows the conventional boundary-layer model employed frequently to represent asymptotic
conditions at a crack tip for symmetric Mode I loading under small-scale yielding (SSY). The SSY model is
loaded by imposing increments of the Mode I, plane-strain displacement field on the remote outer boundary.
Constraints prevent out-of-plane displacement at all nodes of the 3D model to enforce plane-strain conditions.
Near the crack tip, deep within the plastic zone, plastic strain values become much larger than elastic strains
and drive the CP solution towards the conditions assumed to obtain the rigid-plastic solution.
Specified values of elastic parameters E and ν, and the Voce exponent m, have no significant impact on
stresses very near the crack tip. The exponent n = 20 is the usual value to obtain a rate-insensitive response.
The remaining Voce parameter, τy, has the assigned value of τ , the single material parameter from the Rice
solution.
Figure 2.7 compares the angular variation of stresses from the analytical solution to those of the CP
model well inside the plastic zone. The CP solution approximates closely the rigid plastic solution except
near jumps in the analytical solution. Conventional finite elements have reduced convergence near such jumps
in the stress, which correspond to underlying jumps in the gradient of the displacement field. The stress
jumps are associated with the projection of the FCC slip systems onto the model plane. In the rigid-plastic
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solution, these are either slip shear lines (slip systems parallel to the line) or kink shear lines (slip systems
perpendicular to the line). The crystal plasticity model approximates the slip/kink lines with a sharp strain
gradient. The approximation of ideal, rigid slip with the low-hardening Voce model causes smaller differences
away from the jump regions.
2.5 Summary and conclusions
This chapter describes a crystal plasticity framework that supports a general definition of slip-system
hardening. In subsequent chapters, this CP model represents the mesoscale deformations that trigger
delamination in Al-Li alloys. This approach to implementation in a 3D implicit finite element code offers
several advantages
• The framework isolates details of slip-system hardening models through a modular design with specified
connection routines. This approach enables a user to add a new hardening model with no changes in
the code for stress updating and computation of the algorithmic tangent. A hardening module consists
of routines to compute values the hardening function itself and three derivatives of that function.
The general hardening model may define additional, internal state variables or exploit external state
variables, provided the coupling required to obtain those values remains explicit (e.g. uncoupled
thermo-plasticity).
• The formulation integrates the constitutive rate equations via a standard objective stress rate. Section
2.2 presents options for both the Jaumann or Green-Naghdi rates. The implementation in the WARP3D
(open source) code uses the Green-Naghdi rate in an unrotated intermediate configuration.
• The implementation defines the exact algorithmic tangent with an alternative, direct matrix form that
achieves some numerical efficiencies. The exact, asymmetric tangent enables the implicit nonlinear
iterations at the global level to exhibit quadratic convergence (using an asymmetric linear solver).
Crystal plasticity considered here includes the effect of plastic vorticity; consequently, the material integration
contains a plastic correction term not found in conventional plasticity models. Interestingly, the objective
integration procedures developed here require either the plastic vorticity defined constitutively, or the total
macroscale vorticity, but not both. Several numerical examples demonstrate the modeling capabilities and
computational performance of this crystal plasticity formulation.
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Chapter 3
Arrestor crack configuration: primary
crack shielding and T -stress effect
3.1 Introduction
Depending on the orientation of an existing primary crack relative to the rolling directions of the material,
delamination events increase or decrease the subsequent macroscale fracture toughness as quantified by KIc,
Jc, or J-∆a. Delaminations can develop over the grain boundaries normal to and just ahead of the advancing
primary crack front. These delaminations may act as microscale crack arrestors, i.e., T-S and L-S are termed
the crack “arrestor” configurations (see discussion in introduction and Fig. 1.4). This phenomena tends to
increase the apparent toughness inferred for the primary crack. Quantifying this toughness increase remains
a challenge. This chapter studies these arrestor configurations to investigate the mesoscale development of
arrestor cracks and how these mesoscale cracks affect a long, macroscale, primary crack.
The potential for delamination events poses a significant challenge for designers of advanced components
seeking to leverage the advantages of Al-Li alloys; a challenge made more difficult in the absence of a
quantitative description of the underlying delamination mechanism(s). Figure 3.1 shows a portion of
an integrally stiffened component machined from a plate of modern Al-Li, with a stiffener thickness of
approximately 4 mm. Under continued cyclic bending-tension loads, a primary crack formed at the outside
edge of the stiffener and extended through the plate thickness (T-S orientation). The photo shows the periodic
formation of arrestor delamination cracks normal to the plane of the primary crack. On each side of the
primary crack, the delamination cracks extended a distance of a few stiffener thicknesses, and then themselves
arrested. With continued cyclic loading, the primary crack extended through the stiffener, terminating with
a long arrestor crack at the fillet.
Motivated by the fracture behavior observed in such tests and very recent, detailed measurements of
delamination events at the grain-scale, this chapter quantifies the mechanical fields developed along grain
boundaries located at a primary crack front in arrestor configurations under 3D small-scale yielding (SSY)
conditions. Using: (1) the crystal plasticity model enhanced with a geometric hardening term described
in the previous chapter, and (2) very highly refined meshes to capture severe gradients in fields near grain
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boundaries, the analyses consider ideal Bs-Bs grain configurations and a near-Bs/near-S orientation pair found
to delaminate in experiments. The simulations represent a long (relative to grain thickness), pre-existing
primary crack encountering a stack of arrestor-configuration grains.
The idealized grain geometry and crack configurations employed in the computational model retain
key features of the material thought to trigger delamination – elongated, pancake shaped grains, realistic
crystallographic orientations, and constitutive models capturing details of mesoscale plastic deformation.
Adopting the “soft-stiff” concept of alternating grain configurations observed in tests by Beaudoin et al.
(see next section), the analyses here reveal shielding of the primary crack front in the presence of soft-to-stiff
layer transitions – a phenomenon also described by Sugimura et al. [134] in fracture normal to a soft-stiff
material interface in a bimetallic composite. A similar idea of alternating deformation modes in neighboring
grains explains the observed development of elevated void growth on arrestor grain boundaries, as quantified
approximately by the Rice-Tracey parameter. This chapter also examines changes in grain-scale material
response from an imposed compressive T -stress to aid in understanding differences in M(T) vs. C(T) fracture
behavior observed by Hernquist [64].
The outline of the current chapter is as follows. Section 3.2 summarizes key outcomes of prior fracture
studies of Al-Li alloys leading to the current work. Section 3.3 describes models and methods employed in
the macroscale and microscale simulations. Section 3.4 presents the results of those simulations, Section 3.5
interprets the results, and Section 3.6 summarizes the overall conclusions drawn from the study.
3.2 Prior Work
The introduction summarized briefly some of the previous work on testing and modeling delamination fracture
in Al-Li. This section extends that summary to describe the key features of the material composition and
response thought to trigger delamination cracking.
3.2.1 Experiments
Venkateswara Rao et al. [155, 156, 157], Venkateswara Rao and Ritchie [154], and Venkateswara Rao et al.
[159] conducted key early work on the fracture and fatigue properties of 2090 Al-Li, a second generation
alloy. They concluded that delamination toughening, both in fatigue and fracture, arises from deflection
and shielding of the primary crack caused by formation and propagation of secondary delamination cracks.
Their study found: (1) the onset of delamination events and subsequent delamination growth increased at
cryogenic temperatures, and (2) fracture morphology of the delamination surfaces revealed evidence of a
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Figure 3.1: T-S orientation (see Fig. 1.4) arrestor cracks during fatigue load test of integrally stiffened
structure in a 3rd generation Al-Li alloy. Figure courtesy of Lockheed Martin.
void-growth mechanism [153, 158].
Modern, third generation, Al-Li alloys exhibit improved elastic and plastic isotropy compared to the older
alloys tested by Ritchie and coworkers. Nevertheless, current Al-Li alloys still exhibit delamination fracture
under a variety of conditions [35, 150]. Other alloys including 7050 aluminum [125] and some steels, such as
3CR12 [77] and the industrially important X70 [58], also exhibit delamination fracture events under certain
conditions.
The microstructure of rolled Al-Li plays a key role in the delamination process ([82] and [91]). Unrecrys-
tallized Al-Li shows a flattened, pancake-like grain structure and a marked brass orientation, especially in
the center of rolled plates [33, 96, 131]. Delamination cracking occurs over the wide L-T grain boundaries,
occasionally traversing the grain thickness to another L-T boundary.
Recent experimental and computational studies indicate brass/brass or brass/S grain boundaries provide
likely sites for the onset of delamination events. Tayon et al. [142] identified Σ3 brass pairs (Bs-1/Bs-2) as the
primary delamination locations in alloy 2090-T81. They observed one of the two grains in these Bs-1/Bs-2
pairs exhibits a high Taylor factor and stress-work density relative to the neighboring grain. Bs-1/Bs-2 pairs
additionally have high misorientation; slip in one grain may block at the boundary, leading to a localized
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region of high deformation on one side of the grain boundary that triggers delamination.
Based on his tests using C(T) and M(T) specimens of alloy 2195, Hernquist [64] identified the boundaries
of similar brass/S pairs as the most probable locations for delamination in the arrestor-configuration (see Fig.
1.4). Delamination occured more frequently in the M(T) specimens than in the C(T)s – the primary crack
did not extend in some tests of M(T) specimens prior to delamination. Instead, the specimen accommodated
additional deformation with long delamination cracks, which grew axially leading to a complete separation.
The M(T) geometry has a compressive, non-singular T -stress parallel to the direction of the primary crack
[9], making this preference for delamination unusual – the compressive T -stress should act to suppress the
formation of delamination cracks. Hernquist identified these delamination-prone orientations via EBSD
imaging of the post-failure specimens. Figure 1.1 shows the results of one such experiment. The delamination
remains approximately straight, splitting a series of nearly aligned grain boundaries. The colors show the
orientations of grains along the delamination, with reference to the standard rolling components. These images
of the Al-Li microstructure motivated the idealized grain and crack geometry adopted for the simulations
described here.
Beaudoin et al. [17] conducted an in-situ measurement of lattice strain in a uniaxial tension sample of
2195 Al-Li via High Energy Diffraction Microscopy (HEDM), focusing specifically on brass orientations. They
observed large differences in the mean and effective stress from grain-to-grain, in addition to variations in the
brass (shear) stress component τLT , and concluded some grains deform more elastically than others, giving
the so-called “stiff”, elastic grains an increased deviator stress relative to the mean stress. The opposite trend
occurs in “softer” grains that deform more plastically at a lower effective stress – they tend to develop a
higher mean stress.
3.2.2 Computational studies
Using a crystal plasticity model for Al-Li in a simulation without a primary crack, McDonald and Beaudoin
[95] analyzed conditions for delamination using mesoscale boundary stresses between various bicrystals. Their
model successfully matched experimental data by identifying the grain pairs most likely to delaminate under
fatigue loading. Tang et al. [138] demonstrated the importance of geometric hardening on the fracture
behavior of single crystals and later extended their results to bicrystals, concluding that a gradient-enhanced
model captured the physical behavior of a crack growing along a bicrystal boundary [139].
Other studies considered macroscale delaminations of some prescribed length interacting with the primary
crack. For example, Kalyanam et al. [74] found that a divider-configuration delamination tends to reduce the
driving stresses on the primary crack, relative to a model with no delamination.
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3.3 Models
3.3.1 Geometry and boundary conditions
Figure 3.2 shows a 3D finite element model for globally Mode I small-scale yielding common to the material
and loading configurations analyzed here. The model has a thickness B = 0.5 mm and radius R = 500 mm to
ensure a large region of linear-elastic material surrounding the maximum plastic zone size at peak load for all
cases of approximately 5 mm. The element discretization transitions from a remote, typical focused-mesh
configuration to a very fine rectangular mesh near the crack front to represent the idealized, straight and
parallel grain boundaries.
The model represents conditions approaching plane-strain confinement of grains very near the primary
crack front over the mid-thickness region of fracture specimens, e.g., C(T)s and M(T)s. Consequently,
out-of-plane displacements are suppressed at all nodes on the outside surfaces of the 0.5 mm model thickness,
where the thickness of common fracture specimens is many times larger than the model. The isotropic Mises
model and the anisotropic Barlat model (see next section) have y = 0 as a material symmetry plane that
enables use of the half-symmetric finite element mesh indicated in the figure. However, the specific material
orientations modeled here with crystal plasticity do not have symmetry of the grain lattice about the y = 0
plane, necessitating use of the full model shown in Fig. 3.2.
Figure 3.2c shows the through-thickness mesh-refinement. For a conventional, continuum material model
this refinement becomes redundant – with these boundary conditions there exists no through-thickness
variation of the strain/stress fields (plane strain). Here, material asymmetry during plastic flow from grain
orientation effects as represented in the crystal plasticity model generates through-thickness variations in the
fields.
In-plane boundary conditions at r = R impose the asymptotic KI-field displacements, supplemented
in some analyses by a uniform compressive T -stress applied in the S-direction. In all analyses, imposed
displacements load the model to a far-field KI = 45.0 MPa
√
m (JI = 22.9 kJ/m2), representative of the primary
crack toughness for 2099 Al-Li [74]. The additional T -stress imposed in some of the simulations is −223 MPa
(approximately 50% of the 2099 macroscale yield stress). This combination of KI and T produces a negative
biaxiality ratio elevated above the ratio experienced in M(T) specimens to amplify potential T -stress effects.
Total displacements are imposed in 500 equal steps to enable tracking of local, non-proportional deforma-
tions. When present, the T -stress is increased proportionally with KI in these analyses.
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Figure 3.2: 3D SSY model common to all material configurations. The full model contains 1.2M nodes and
hexagonal elements. The symmetric model includes nodes and elements with y ≥ 0 and applies the symmetry
boundary conditions (indicated in red). (a) Full view showing applied Mode I loading. (b) Zoomed-in
view of primary crack front and rectangular mesh. Shading and dimensions indicate grain geometry for the
polycrystal material configurations. The bold line indicates the primary crack front located half-way through
the S-direction thickness of the center grain. (c) Close side view (or cross section at the crack plane, for the
full mesh), showing through-thickness refinement near crack front.
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Property Description Fit/typical Value
E Young’s modulus fit 78811.2 MPa
ν Poisson’s ratio fit 0.33
µ = µ0 Shear modulus (isothermal) fit 29628.3 MPa
b Burgers vector typical 3.5× 10−7 mm
τa Athermal slip resistance typical 0 MPa
τˆy MTS strength for intrinsic barriers fit 155 MPa
g0,y Normalized activation energy for intrinsic barriers typical 7.808× 10−3
ε˙0,y Strain rate sensitivity for intrinsic barriers typical 1.0× 1013 1/s
qy Shape coefficient for intrinsic barriers typical 2.0
py Shape coefficient for intrinsic barriers typical 0.5
θ0 Initial hardening slope fit 180 MPa
τˆv MTS strength for work hardening fit 25 MPa
g0,v Normalized activation energy for work hardening typical 4.880× 10−3
ε˙0,v Strain rate sensitivity for work hardening typical 1.0× 107 1/s
qv Shape coefficient for work hardening typical 2.0
pv Shape coefficient for work hardening typical 0.5
k0 Geometric hardening parameter typical 5.0
Table 3.1: Material parameters for CP simulations of Al-Li.
3.3.2 Material models
Analyses of the 3D SSY configuration are conducted using three material models: isotropic (Mises) plasticity
with power-law hardening, anisotropic plasticity, and crystal plasticity. These material models support
assessment of differences between strain/stress fields at the microscale (crystal plasticity) and those for
conventional, smeared material representations of the macroscale.
The reference material model is the Barlat et al. [15] yield surface Yld2004-18p from Kalyanam et al. [74],
which represents the macroscale, plastically-anisotropic behavior of 2099-T87 Al-Li at −195 ◦C.
Parameters for the isotropic von Mises and crystal plasticity models are selected to match the uniaxial
tension and simple shear response generated by the Barlat model. For the crystal plasticity model, this
required simple Taylor-homogenized simulations using 500 random orientations. Each material model is
elastically isotropic with Young’s modulus E = 78.8 GPa and Poisson’s ratio ν = 0.33. For both the von
Mises and Barlat macroscale models, the yield stress is approximately 450 MPa.
Because previous studies conclude that geometric (or gradient) hardening increases the fidelity of crystal
plasticity models near grain boundaries [138, 139], this chapter includes the geometric hardening term in the
material response. The geometric hardening parameter is assumed to be k0 = 5 for these simulations (see
[5]). Table 3.1 summarizes the material properties for the CP model, derived from the fit to the macroscale
stress/strain data.
The CP analyses consider these four grain orientations:
• Bs-1 orientation (Bunge convention Euler angles φ1 = 35◦, Θ = 45◦, φ2 = 0◦);
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Figure 3.3: The out-of-plane shear stress τLT (the “Brass” shear) for the Bs-Bs configuration. The figure
covers a region of size 0.5 mm by 0.5 mm, encompassing the y ≥ 0 part of the central five grains near the
primary crack front. Thickness position z/B = 0.5, the center plane of the model. Note alternating signs of
the shear in neighboring grains. Each shear sign transition marks a grain boundary. Location of primary
crack marked with bold line on bottom left of each figure.
• Bs-2 orientation (φ1 = 55◦, Θ = 90◦, φ2 = 45◦);
• near brass orientation (φ1 = 131◦, Θ = 83◦, φ2 = 307◦); and
• near S orientation (φ1 = 233◦, Θ = 151◦, φ2 = 105◦).
[17] observed arrestor delaminations in M(T) fracture tests conducted on 2195 Al-Li at adjacent pairs of the
near brass and near S orientations (see Fig. 1.1).
Taken together, the isotropic elastic behavior, the hardening behavior and a specific grain orientation
define the complete set of properties for a material using the CP model.
3.3.3 Material configurations and models
A CP configuration here alternates two of the above four grain orientations near the crack front, as shown by
the shading in Fig. 3.2b. The grains are 0.1 mm thick in the S-direction, representative of the average grain
thickness in 2099. The grain size in the other two directions is much larger, 0.5 mm in the T-direction and
12 mm in the L-direction, representative of the pancake grain structure of rolled Al-Li. Outside these grains
and outside the plastic zone, the material remains linear-elastic with homogeneous, isotropic E = 78.8 GPa
and ν = 0.33.
The analyses explore three such CP configurations:
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Figure 3.4: (a) Values of the equivalent stress σe =
√
(3/2)σ′ijσ
′
ij , for the Bs-Bs configuration for y ≥ 0 and
z/B = 0.5. Note the smaller equivalent stress values along and very near to the grain boundaries. Dashed
line marks the location of the line plot shown in (b). (b) A plot along a line in the S direction showing the
value of the Rice-Tracey parameter (Eq. 3.1). Height of line above primary crack plane is y = 0.1 mm. Grain
boundaries marked with dashed lines.
• Bs-Bs. The primary crack front lies midway through a grain with Bs-1 orientation. Two Bs-2 grains
sandwich that central Bs-1 grain and so on, extending to the maximum limit of the plastic zone. The Bs-1
and Bs-2 pair have a near-maximum misorientation which promotes significant gradients in mechanical
fields across the boundary.
• Exp-S. The center grain containing the primary crack front has the near-S orientation. Two grains with
near-Bs orientation surround the near S-grain, and so on. Exp-S will subsequently be referred to as the
soft-stiff configuration.
• Exp-Bs. The center grain containing the primary crack front has the near-Bs orientation. Two grains
with near-S orientation surround the near Bs-grain, and so on. Exp-Bs will subsequently be referred to as
the stiff-soft configuration.
The second and third configurations approximate the experimentally observed grain pair from Beaudoin et al.
[17]. In the M(T) fracture experiments, delamination initiated as the primary crack grew through a near-S
grain and extended further towards a near-Bs grain, which corresponds to configuration Exp-S above (see
also Fig. 1.1).
The simulations described here were performed using WARP3D, an open-source, nonlinear, 3D finite
element package with extensive parallel computation and fracture analysis capabilities. Chapter 2 describes
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Figure 3.5: Values of the TT component of the Nye tensor of necessary dislocations for the Bs-Bs configuration
for y ≥ 0 and z/B = 0.5. For this component of the Nye tensor, the density is that of screw dislocations with
line direction and Burgers vector into the page. All dislocations with lines parallel to the T and L directions
have similar concentrations on the first grain boundary ahead of the primary crack.
the crystal plasticity formulation in detail.
3.4 Results
3.4.1 Overview
Grain orientation has a significant impact on the mechanical fields near the primary crack front. This
region drives plastic deformation at the macroscale, and similarly develops high slip system activity at the
mesoscales. Neighboring grains of different orientations must accommodate this large amount of deformation
in the presence of non-aligned slip systems; grain boundary regions consequently develop high strain and
stress gradients. Moreover, due to orientation-induced plastic anisotropy, grains also develop a relatively
large out-of-plane shear stress component (τLT ) under the in-plane, global loading.
In viewing the results and trends, observe that the 3D numerical model enforces a net plane-strain
condition in the thickness direction (Fig. 3.2c) – but not a pointwise, plane-strain condition at each through-
thickness location. These boundary conditions approximate the high, through-thickness constraint imposed
on a slice of material located near the centerplane of a fracture specimen. Here, local slip can and does occur
in the thickness direction that generates out-of-plane shear stresses and through-thickness gradients of the
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fields in general. A CP model using a plane-strain framework can represent a single value of out-of-plane
shear stress at each material point and enforces a zero sum of elastic + plastic through-thickness strain at
each material point [105]. In contrast, the present 3D model allows a variation in the out-of-plane shear stress
across the model thickness and captures the strong out-of-plane strain gradients that impact the response via
geometric hardening (including at the center plane).
In subsequent figures, the field values along the outer grain boundaries oscillate at the interface – a mesh
induced artifact. The mesh density transitions from fine to coarse on this interface (see Fig. 3.2). Overall,
results in the bulk of these outside grains are consistent with those from the inner grains, which have very
fine mesh refinement. The analysis neglects the results immediately at these outside boundaries or at least
considers that the results at these GBs are diffused in the S direction by the larger element sizes preventing
sharp transitions at the those interfaces more distant from the crack front. Further, this discussion focuses
only on results at the model centerplane – away from any localized boundary effects near the constrained
outer planes.
With exception of the Bs-Bs configuration on the center plane (z/B = 0.5), results for the crystal plasticity
simulations are not symmetric about the y = 0 plane. Nevertheless, stresses/strains driving delamination
have similar spatial distributions on each side of the y = 0 plane. The plastic strain shows a stronger impact
of the non-symmetric, CP material as discussed below.
Figures 3.3-3.5 show key results for the Bs-Bs configuration with no applied T -stress. These fringe plots
focus on the five central grains enclosing the primary crack front and at the center plane of the model (y ≥ 0
on z/B = 0.5).
A relatively large magnitude out-of-plane shear stress τLT with alternating sign from grain-to-grain defines
a key feature near the primary crack front (Fig. 3.3). The magnitude of the L-T shear reaches approximately
half the macroscopic yield stress in shear – this is the “brass shear” observed by Beaudoin et al. in their
experiments. The out-of-plane shear shows a banded pattern extending outwards from the primary crack in
both directions, but changing signs at the grain boundaries.
Figure 3.4 shows (a) the equivalent stress σe and (b) a line plot of the Rice-Tracey (RT) void growth
parameter. Use of the RT model here to characterize driving forces for local fracture along the GBs is
supported by the fracture morphology work of Ritchie and coworkers [153, 158]. The RT model quantifies
approximately the growth of voids in a plastically flowing material under hydrostatic tension; larger values
indicate regions more prone to ductile, void-driven fracture [121]:
ln
R¯
R0
= 0.283
ˆ εpeq
0
exp
(
1.5σm
σe
)
dεpeq (3.1)
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Figure 3.6: Values of the Rice-Tracey damage parameter along a line at y = 0.1 mm at z/B = 0.5 crossing
all 5 grains for the Exp-S configuration. Plot compares the zero T -stress loading to the negative T -stress
loading.
Figure 3.7: Values of the Rice-Tracey damage parameter for the Exp-S configuration with zero applied
T -stress for y ≥ 0 and z/B = 0.5. Void growth develops in regions having large values of both plastic strain
and mean stress – at the primary crack front and along the first GB ahead of the front (compare together
with Figs. 3.8 and 3.11 ).
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Figure 3.8: Values of the equivalent plastic strain ε¯p for the Exp-S configuration with zero and compressive
T -stress for y ≥ 0 and z/B = 0.5.
where R¯/R0 defines the void growth ratio at ε
p
eq (equivalent plastic strain), σe (equivalent stress), and σm
(the mean stress) [36]. Figure 3.4b shows values of ln
(
R¯/R0
)
along a line crossing the five central grains, at
a height of one grain thickness above the primary crack front (y = 0.1 mm).
Figure 3.4a reveals a sharp decrease in σe along the vertical grain boundaries – readily identified as very
thin regions of lower intensity (the thin, vertical bands of lighter color along the grain boundaries are not
an artifact of the imaging process). For constant or nearly constant mean stress values on these GBs, the
smaller σe values elevate the RT parameter values to those comparable at the primary crack front. This
result holds over the model thickness.
As indicated by the Nye tensor of dislocation density, dislocations with lines in the T and L directions
tend to concentrate near the first grain boundary. Figure 3.5 shows one example of this trend – the αTT
component of the Nye tensor, divided by the Burgers vector to show true area dislocation density. Here,
αTT /b represents the density of screw dislocations with line and Burgers vector direction T. All components
of the Nye tensor are large near the primary crack (on the order of 1015), but the components with dislocation
lines in the T and L directions also concentrate along the first grain boundary, as Fig. 3.5 shows.
3.4.2 Macroscale models and experimental orientations
Although not included in the figures, the Exp-S and Exp-Bs configurations have a similar trend in the
L-T out-of-plane shear stress as observed in the more severe Bs-Bs configuration shown in Fig. 3.3. The
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Figure 3.9: Values of opening mode stress σLL on primary crack for the (mises) isotropic, and (Barlat)
anisotropic materials, and the CP Exp-S and Exp-Bs configurations with no T -stress for y ≥ 0 on the
z/B = 0.5 plane, showing the central five grains. Compare the stress field in the grain behind the crack front
in (c) and (d) – the values are higher (red) in (c) and lower (blue) in (d). Similarly, notice the jump on the
grain boundary furtherest to the right – in (c) the jump is from higher in the Bs grain to lower in the S grain,
in (d) the jump is from lower in the S grain to higher in the Bs grain. Overall, the S grains have lower values
of stress than the Bs grains.
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Figure 3.10: Values of σLL with an applied (compressive) T -stress of −223 MPa for y ≥ 0 and z/B = 0.5.
The jumps on the grain boundaries and the extended region of high magnitude (red) in the Bs grains in (c)
and (d) show that the Bs grains generally have higher stress magnitudes than the S grains. As expected, the
compressive T -stress significantly reduces the opening mode stress – compare above results to those in Fig.
3.9.
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Figure 3.11: Values of σm with zero applied T -stress for y ≥ 0 and z/B = 0.5. General trend is similar to
the opening mode stress shown in Fig. 3.9 – macroscale models have a smooth variation, typical of a blunting
crack front, while the Exp-S and Exp-Bs configurations have jumps on the grain boundaries. σm is higher in
the Bs grains and lower in the S grains. The mean stress does not concentrate on the grain boundaries and
the transition in the Exp-S configuration is almost continuous on the first boundary ahead of the primary
crack front.
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Figure 3.12: Values of σm with an applied compressive T -stress for y ≥ 0 and z/B = 0.5. Similar trend
as in σLL in Fig. 3.10: macroscale models have a continuous, CP configurations show jumps on the grain
boundaries with the stress higher in the Bs grains and lower in the S grains. T -stress suppresses the mean
stress when compared to Fig. 3.11.
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difference in shear stress magnitude between the grains is smaller in the Exp-S and Exp-Bs than in the Bs-Bs
configuration with its more severe misorientation, but the alternating signs remain. Results for this 3D SSY
model with the isotropic and anisotropic materials have no out-of-plane shears under the global plane-strain
boundary conditions.
Elevated values of the Rice-Tracey indicator of void growth also occur on grain boundaries in the
experimental configurations (Exp-S and Exp-Bs). Figure 3.6 shows an example of this trend for the Exp-S
configuration. The elevated values persist with application of a compressive T -stress. Figure 3.7 shows the
spatial distribution of the Rice-Tracey parameter over the grains near the primary crack front.
Figure 3.8 shows the effect of a compressive T -stress on the spatial distribution of plastic strain in
the Exp-S configuration. With no T -stress, the plastic deformation focuses along two distinct bands, one
extending behind and the other ahead of the primary crack front. With the compressive T -stress only one
band develops – a region of high plastic deformation ahead of the primary crack and extending some distance
along the first grain boundary. On the y < 0 side of the model, the larger band of plastic strain extends
along the first GB behind the primary crack front with the negative T -stress having the same impact shown
in Fig. 3.8b, i.e., only one band develops.
Figures 3.9-3.14 show the impact of a compressive T -stress on the normal and mean stresses, comparing
the experimental configurations to the macroscale models. The isotropic and anisotropic results exhibit the
usual and very smooth distributions of opening mode stress (σLL) and mean stress (σm) for a crack front in
a macroscopic, single material. The Exp-S and Exp-Bs configurations have an alternating pattern of stress –
higher in the brass grains and lower in the S grains. Jumps in the fringes are visible along some GBs starting
at ≈ 0.2 mm above the crack plane; the jumps exist along all these GBs but are not readily discernible with a
fringe scale that covers the entire range of stress values. This pattern extends through all five of the pictured
grains, but is most evident along the GBs just behind and just ahead of the primary crack. As Figs. 3.10
and 3.12 show, this alternating pattern of high and low opening and mean stress near the primary crack
persists with application of the compressive T -stress.
Figure 3.13 compares the magnitudes of opening-mode stress for the anisotropic and Exp-S configurations
(σLL) on the primary crack plane at mid-thickness. This figure more clearly demonstrates the significant
impact of the stiffer Bs grain just ahead of the softer S grain containing the crack front. Stresses for this Exp-S
configuration fall substantially below those for the equivalent (smeared) anisotropic model thus shielding
material just ahead of the primary crack. The compressive T -stress shields the primary crack (as expected)
for both material models, but relatively more for the Exp-S configuration.
Figure 3.14, shows the σSS (normal) stress along the first Bs grain boundary for the Exp-S and anisotropic
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configurations. This is the opening mode stress acting to initiate and drive an arrestor delamination crack
locally in Mode I. In marked contrast to results in Fig. 3.13, stresses for the anisotropic and Exp-S models
reveal much smaller differences, especially over the first 0.1 mm of GB above the plane of the primary crack.
Crystallographic texture does not seem to affect strongly (no shielding) this key stress component acting on
the GB of an arrestor delamination crack.
3.4.3 J -integral values
J -integral values also provide an indicator of crack-driving force and are especially meaningful under the
SSY conditions here. The domain integral method [127] replaces the surface integral formulation of J in 3D
with a volume integral, more easily computed in a finite element code. Figure 3.15 shows two integration
domains for computing the (local, pointwise) J on the primary crack at mid-thickness. The domain Jfar lies
remote from the primary crack and, in the CP configurations, resides in the linear-elastic material outside of
the alternating grain region. This domain checks consistency of the asymptotic K -field loading applied at
the boundary of the SSY model; the value of Jfar equals 22.9 kJ/m2 – the applied loading. The domain for
evaluating Jnear lies near the primary crack front and resides entirely within the central grain for the CP
configurations. Jnear values fall below the applied loading (equal to Jfar) from crack-front shielding effects,
discussed subsequently.
Table 3.2 shows values of Jnear for several models with both zero and negative T -stress. In addition, for
the CP configurations, Table 3.2 presents a modified shielding ratio defined as Jnear/Janiso. This ratio holds
significance in our interpretation of interactions between the GB and primary crack front.
3.5 Discussion
The specific results extracted and presented in the previous section reflect a desire to understand why
arrestor delaminations may form during extension of the primary crack front in the T-S and L-S orientations,
particularly as observed experimentally for the M(T) specimens with their negative T -stress. The simulation
results describe the local mechanical fields acting on material ahead of the primary crack front and along
the GBs as impacted by the material texture. The Mode I toughness also differs for Al-Li alloys tested in
the different orientations shown in Fig. 1.4. Tests with standard fracture specimens having S-L (or S-T)
orientation drive the primary crack front along or very nearly along the GBs. Such tests on older alloys
reveal a reduction in toughness of up to 65% (KIc) relative to the other orientations, indicating weakness
along the GB planes of interest here [153]. Modern alloys have marginally tougher grain boundaries, however
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the boundaries remain weak relative to the bulk of the grains. Fracture toughness tests on 2195 Al-Li, the
alloy of interest in this study, show a reduction of toughness in S-L and S-T configurations of approximately
35%, again relative to the other standard testing configurations [64].
The present computational results and observations made in the various experiments lead to the following
mechanism for the triggering of a delamination crack, especially as found in the soft-stiff, Exp-S configuration
that delaminated in the tested M(T) specimens.
1. Significant reductions of opening stress develop ahead of the primary crack as driven by the stiff Bs
orientation grain located 0.050 mm ahead of the front;
2. Grain misorientation (texture) dictates a reversal in signs of the transverse shear stress across the grain
boundaries, necessarily leading to small values over some (real) finite size transition region between the
grains;
3. In contrast, the mean stress over the GBs is minimally impacted by the texture;
4. The combination of (2) and (3) lead to larger values of the RT parameter along the GBs indicating
strong potential for the formation and growth of microscale voids; and,
5. Texture does not impact significantly the high values of normal stress (σSS) which imposes a local
Mode I driving force on a new arrestor delamination crack initiating at the first GB ahead of the
primary crack front.
The above also holds for the negative T -stress loading with more extensive shielding of the primary crack
front, some reduction of the σSS acting on the GB, but with significantly increased levels of plastic strain
along the GB supporting void formation/growth. Although not examined here, interesting questions occur
about the mechanism allowing the primary crack in some instances to continue extension beyond the arrestor
delamination event (see Fig. 3.1).
The following sections provide additional discussion.
3.5.1 Primary crack shielding
The soft/stiff character of the experimental grain orientations together with the crack front location generates
primary crack shielding (front in the S grain) or amplification (front in the Bs grain). The shielding effect
increases with application of a compressive T -stress, contributing to the experimentally-observed differences
between M(T) and C(T) geometries. Opening stress levels on the crack plane quantify the significance of
shielding/amplification.
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Figure 3.13: Opening mode (normal) stress σLL acting on the primary crack plane for the anisotropic and
Exp-S configurations, with and without an applied T -stress. Plot line follows the crack plane (y = 0), at the
model center plane (z/B = 0.5).
Figure 3.14: Opening mode (normal) stress σSS acting on the first GB ahead of the primary crack for the
anisotropic and Exp-S configurations, with and without an applied T -stress. Plot line follows the first grain
boundary ahead of the primary crack (x = 0.05 mm), at the model center plane (z/B = 0.5), for y ≥ 0.
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Jfar
Jnear
Jnear
Figure 3.15: Schematic showing location of domains for J -integral calculation. Note the domain for Jnear
lies entirely in the center grain. For the conventional plasticity models, the simulation takes advantage of
symmetry to replace the lower half of the model and J contours with symmetry boundary conditions.
Figure 3.13 shows σLL values near the primary crack plane for the Exp-S and the anisotropic configurations.
Values of the opening stress in the Exp-S configuration are markedly smaller than in the anisotropic
configuration. Recall that stress-strain response of the CP model matches the anisotropic model when
averaged over all crystallographic orientations (parameters derived from a Taylor homogenization over a
collection of random orientations). The anisotropic configuration thus models the average of all orientations,
while the Exp-S configuration reflects two specific orientations – known from experiments to be delamination-
prone. More specifically, other grain configurations will have larger opening stresses than the anisotropic
model at this strain state, such that the average stress state of all orientations defines the anisotropic curve.
The smaller Mode I stress in the Exp-S configuration acting on the crack plane, compared to the anisotropic
configuration, thus takes on greater significance. This particular arrangement of grain orientations reduces
the driving force on the primary crack more so than other possible grain pairs, i.e., this pair shields the
primary crack front.
Values of the J -integral computed using a contour local to the central grain also demonstrate this crack
shielding effect. Figure 3.15 shows two domains for computing the J -integral. In all configurations, the far con-
tour Jfar lies well outside the plastic zone. The Jfar-value remains unaffected by local shielding/amplification
and simply describes the applied K -field displacements. However, the value of Jnear reflects local stresses in
the central grain, which may be higher or lower than the macroscopic average. Table 3.2 lists J -values for
this the near domain computed using the isotropic, anisotropic, Exp-S, and Exp-Bs configurations, with and
without a compressive T -stress.
In a small-strain framework with deformation plasticity material models, the ratio of Jnear to Jfar defines
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Center grain
Primary crack
Figure 3.16: Values of Janiso and JExp−S for various heights of the Jnear contour above the primary crack
plane. Plot demonstrates the J -integral converges to path independent values as the height d of the Jnear
contours increases. This implies the shielding ratios presented in Table 3.2 converge in a similar manner.
However, the value of J measured with these contours may not reflect the true value of the J -integral in the
central grain (see text).
a straightforward measure of primary crack shielding or amplification. When Jnear < Jfar the material
configuration shields the primary crack; when Jnear > Jfar the configuration intensifies loading on the
primary crack. However, the present simulations employ a finite-strain framework that captures blunting
deformations along the primary crack front and incremental flow plasticity. As the domain for Jnear shrinks
to the blunted front, J vanishes to zero in all configurations [98]. This blunting, together with the flow
plasticity, causes the material near the primary crack to undergo non-proportional loading. Non-proportional
loading creates path-dependence in the J -integral.
J only reflects the true crack driving forces when the values are path-independent. Figure 3.16 illustrates
the conventional method of determining path-independent values: increase the size of the contour until the
values of J converge. The figure demonstrates as the distance of the Jnear contour from the primary crack
plane increases the calculated J eventually converges to path independent values. Path-independent J -near
contours generate the data in Table 3.2.
However, typically such convergence studies uniformly increase the dimensions of the J -contour in both
in-plane directions. This ensures that eventually the entirety of the contour lies away from the region of
non-proportional loading. For measuring the shielding/amplification local to the central grain, the length of
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the contour in the x-direction cannot increase beyond 0.1 mm – the grain thickness. Therefore, the Jnear
contour always includes some material undergoing non-proportional loading. While the values of Jnear
converge, they may not converge to the true value of J in the central grain.
To reduce the potential impact of this error in the J -integral results, Table 3.2 employs a modified
shielding ratio Jnear,CP /Jnear,aniso where Jnear,CP denotes the J -integral evaluated on the near domain
for the grain configuration of interest and Jnear,aniso is the J -integral value on the near domain for the
macroscale, anisotropic configuration. The anisotropic configuration defines the appropriate reference J-value,
as it reflects the macroscale average of all crystallographic orientations. Presumably, the error introduced into
the values of Jnear,aniso by non-proportionality will be similar to the error introduced into the CP results.
Therefore, the error should cancel in the modified shielding ratio. The table shows this modified shielding
ratio for the Exp-S and Exp-Bs configurations.
With zero T -stress, the J-ratios reveal crack shielding for the Exp-S configuration and amplification
for the Exp-Bs configuration – in agreement with comparisons based on the crack opening stress. Using
plane-strain models, Sugimura et al. studied the driving force on a primary crack tip near a soft/stiff interface
in a layered bimetallic composite. They described the same behavior observed here – shielding when the
crack tip resides in the soft material and amplification when the crack tip resides in the stiff material. In
their small-strain framework, they found levels of shielding as quantified by local J-values of about the same
5-10% level computed here.
In Sugimura et al., the soft/stiff character of the model derived from the (isotropic) properties of material
on each side of the interface; here the soft/stiff character develops from differing crystallographic orientations
of the two adjacent grains. S grains favorably resolve stress generated by the primary crack as shear along
slip systems and thus deform plastically at lower stress. In contrast, the Bs grains accommodate crack-front
loading through increased elastic deformation. The detailed CP model results reveal many additional active
slip systems in the S-orientation, central grain.
The shielding ratios do not indicate a compressive T -stress increases crack front shielding for the CP
configurations. In fact, the shielding ratio increases with a compressive T -stress for the Exp-S configuration,
indicating relative amplification compared to the zero T -stress configuration. However, Fig. 3.13 provides
more direct evidence of a T -stress effect on primary crack shielding in the opening mode normal stress.
3.5.2 Stress acting normal to delamination GB
The Exp-S configuration generates shielding of the primary crack which increases the opportunity to form an
arrestor delamination crack, provided the stresses driving such a crack remain sufficiently large.
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T -stress Isotropic Anisotropic Exp-S Exp-Bs
None 22.6 22.4 20.9 (0.93) 23.7 (1.06)
Compressive 23.4 23.0 23.3 (1.01) 23.3 (1.01)
Table 3.2: J -integral values for continuum and experimental configurations and modified shielding ratios
(Jnear/Janiso, in parenthesis) for experimental orientations. The J -values are computed with a domain near
the primary crack front on the centerplane (z/B = 0.5), set up so that the J -integral calculation takes place
entirely in the center grain (see Fig. 3.15). Units for J -values listed here are kJ/m2. Jfar = 22.9 kJ/m2 for all
configurations, reflecting the applied KI = 45.0 MPa
√
m at the boundary.
Figure 3.14 shows the σSS normal stress along the first grain boundary ahead of the primary crack in the
Exp-S configuration and on the same line for the anisotropic configuration. This stress provides a Mode I
opening force for an arrestor crack forming along this grain boundary. Here, the Exp-S orientation shows
effectively the same stress values found in the anisotropic model over the first 0.1 mm above the primary
crack plane. Significantly, the stress levels are quite similar to those ahead of the (shielded) primary crack.
These observations hold also under application of a compressive T -stress, with values over the first 0.1 mm for
Exp-S and the anisotropic cases remaining nearly identical and quite comparable to primary crack stresses.
While the Exp-S configuration decreases the driving force for extension of the primary crack in Mode
I, there is not a comparable reduction of stresses to initiation and drive an arrestor delamination crack.
Furthermore, experiments using S-L/S-T specimens indicate that grain boundaries have a lower resistance
to intergranular crack advance than the bulk of the grains have against transgranular crack extension
(T-S/L-S and T-L/L-T). This combination of maintained high stresses normal to the GB, reduced toughness
for intergranular cracking along the GB, and suppressed loading on the primary crack to drive (tougher)
transgranular extension apparently favors the formation of delaminations.
These shielding and amplification effects remain highly localized to the grain pairs that generate them.
For example, in Fig. 3.13, the reduction in the primary crack driving stress localizes only to the soft S
configuration. These local effects explain why delaminations only tend to occur between bicrystals of certain
orientations – only certain orientations produce the combination of a reduced force on the primary crack and
an elevated/constant force on the boundary plane required to initiate and grow an arrestor delamination.
3.5.3 Role of transverse shear stress
The transverse shear stress, τLT , plays a key role in creating the conditions to form an arrestor delamination
crack. In the present 3D SSY models using the isotopic and anisotropic materials with globally plane-strain
boundary conditions (Fig. 3.2c), this out-of-plane shear stress vanishes everywhere. Comparatively thin
grains with mismatched orientation enable this transverse shear stress to develop; the magnitude of the stress
is surprisingly large, reaching nearly half the (average) shear yield stress. Figure 3.3 shows the distribution of
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out-of-plane shear stress in the Bs-Bs configuration with the key feature of alternating signs in adjacent grains.
The shear stress develops to accommodate the applied (in-plane) K -field loading within the limitations of the
12 FCC slip systems for Al-Li alloys. In contrast, the macroscale material models may deform plastically in
any direction, and thus can equilibrate the applied loading without the out-of-plane shear stresses under
these boundary conditions. [17] observe these grain-to-grain jumps in shear deformation using in situ HEDM
tension tests on Al-Li alloys. Specifically, they observe this same τLT shear stress – called the brass shear.
Equilibrium conditions do not require continuity of τLT across the GBs in the present SSY models. But
the connection between grains with differing orientations in the real material must be associated with some
thin interface (relative to grain thickness) over which τLT passes through zero as it continuously changes from
one sign to the other. Consequently, there must be a localized, sharp decrease in the effective stress σe. The
model shows this decrease localized very near to the GB (Fig. 3.4). Concurrent with the reduced σe, Figs. 3.11
and 3.12 show no localized increase or decrease of mean stress on the GB. The combination of a maintained,
large mean stress and a decreased effective stress increases the triaxiality ratio (σm/σe) right along the GB
leading to significantly increased values of Rice-Tracey parameter (Eq. 3.1) used here to quantify relative
conditions for void growth. This set of conditions along the GB indicates a void-growth-driven mechanism of
delamination, in agreement with the experimental observations of Rao and Ritchie [153, 158]. Farther away
from the primary crack plane, insufficient plasticity develops to grow voids.
Previous studies by Yerra et al. [168] and Li and Guo [87] modeled the growth of discrete voids located along
interfaces of materials with identical elastic constants but mismatched flow properties using a conventional
mises plasticity model. They found accelerated void growth rates on the interface from the mismatch of flow
properties similar to the effects found in the present crystal plasticity analyses where the mismatch arises
from only grain orientation.
The simulations presented here do not represent special material features that may contribute to plastic
void growth and delamination fracture. For example, grain boundaries in Al-Li alloys often develop soft
precipitate free zones (PFZs) during processing [56]. A region of softer material on the grain boundaries,
possibly represented in the simulations with a small zone of material near the interface with lower elastic
modulus, would further increase the rate of plastic void growth.
Dislocations required to accommodate net compatibility across the alternating-shear interface also
contribute to void growth through geometric hardening. Figure 3.5 shows a distribution of dislocations typical
for those with lines parallel to the T and L directions. These dislocations have lines that do not pierce the
grain boundary, indicating a possible dislocation pileup. The geometric hardening feature of the CP model
includes the additional effect of these dislocations, localized to the grain boundary. This hardening increases
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the mean stress near the interface, further elevating the local triaxiality and RT void growth parameter.
Dislocations on the GB are a necessary consequence of the out-of-plane shear jump. Consider the τLT = τ23
shear component. Under the assumption that some distance le influences the shear as it transitions between
positive and negative sign in material with shear modulus µ, the associated elastic strain gradient is:
∂ε23
∂x1
=
∂ε32
∂x1
=
∆τLT
2µle
(3.2)
Neglecting the rotational component of the elastic distortion (which we cannot calculate from the stresses
lone), the required dislocation distribution becomes:
αir = − (∇× ε)ir = −rksεik,s
For the particular strain gradient in Eq. 3.2 there are two non-zero components of the Nye tensor:
αLL = −∆τLT
2µle
αTT =
∆τLT
2µle
(3.3)
These are screw dislocations with lines parallel to the GB. In particular, Fig. 3.5 shows model results for
αTT /b. If the length of influence is le = lg = 0.1 mm, one grain thickness, the simplified model of Eq. 3.3
accurately predicts the dislocation density on the grain boundary. For ∆τLT = 300 MPa, µ = 30000 MPa,
and b = 3.5× 10−10 m then αTT ≈ 1× 1011 1/m2, on the same order as the dislocation density reported in
Fig. 3.5 near the GB.
The CP model does not simulate the actual dislocation distributions; it computes the elastic incompatibility
at a point, calculates the implied Nye tensor of excess dislocation density, and applies the hardening effect of
these necessary dislocations. A pileup on the GB is an interpretation of the results, not an output of the
simulation. However, the high misorientation of Bs-Bs grains (60◦) does support the interpretation of a GB
blocking dislocation transmission, leading to a pileup. [142] suggest that large magnitudes of kernel average
misorientation (KAM) along delaminated grain boundaries indicate the presence of dislocation accumulation.
[34] relate the initiation of a delamination crack to a critical value of stress at the tip of a dislocation pileup.
They also do not simulate the actual dislocation behavior, instead determining the magnitude of the pileups
via an experimentally-calibrated model. However, the similarity of the CP model necessary dislocation density
and experimental observations strongly suggests that dislocation accumulation, or, equivalently, incompatible
plastic deformation, at the grain boundaries may trigger dislocation crack initiation.
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In Fig. 3.5, nearer to the primary crack plane, the density of dislocations spreads out and crosses all the
grain boundaries. Under this interpretation, the stresses associated with the primary crack provide enough
energy to propagate dislocations through the misoriented grain boundaries. Equivalently, near the primary
crack plane the dislocation density requirements of the blunted crack tip in an elasto-plastic solid (see, for
example [164]) dominate the restrictions the GBs pose to dislocation motion.
3.6 Conclusions
This chapter examines the effects of grain orientation and T -stress on conditions for arrestor delamination
fracture ahead of a pre-existing primary crack in Al-Li alloys. Three-dimensional simulations compare near
crack front fields for key grain orientations found in specimens with arrestor delaminations with those for an
equivalent (smeared) anisotropic plasticity model.
Results of the crystal plasticity analyses capture grain orientation effects and identify three factors
that promote formation of an arrestor delamination crack near the primary crack front: (1) a region of
sustained/increased void growth on the nearby grain boundaries, (2) significant shielding of material ahead
of the primary crack (under zero T -stress loading), and (3) continued high stresses, undiminished by the
local texture, just above the primary crack plane and normal to the GB.
Alternating out-of-plane shear stress with sharp gradients across grain boundaries define a prominent
feature of the CP results. The reduced shear stress in the presence of maintained mean stress levels increases
triaxiality (σm/σe) very locally along the grain boundary. The soft/stiff character of neighboring grains
shields the primary crack front located in a softer grain while not affecting the normal stresses acting on
the adjacent GB for arrestor delamination. Shielding of the primary crack increases with the application
of a compressive T -stress, as it does for anisotropic plasticity, and relatively more so for the soft/stiff
grain material in the CP models. These results indicate a somewhat higher propensity for arrestor crack
development in M(T) specimens (negative T -stress) than in C(T) specimens (positive T -stress) consistent
with recent experiments.
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Chapter 4
Divider crack configuration: an
interface/compatibility mechanism
4.1 Introduction
The previous chapter described some key experimental observations related to delamination:
1. Void growth on grain boundaries drives delamination [153–159, 169].
2. Secondary delamination cracks tend to increase the effective toughness of a primary crack [35, 74, 96, 150].
3. Delaminations typically form on soft/stiff grain boundaries separating grains with distinctly different
orientations that deform with very different stress states – one grain remains essentially linear-elastic
while the other deforms plastically [17, 32, 64, 142].
From these observations, that chapter develops a detailed model of divider configuration grains ahead of a
primary crack. This model shows the importance of soft/stiff grain pairs in the delamination process and
suggests an analog between delamination and laminar composites.
Chapter 3 focused on arrestor configuration cracks. This chapter examines divider configurations, to
see if similar conditions drive delamination. The experimental observations, outlined above, hold true for
delamination in any configuration, suggesting that divider and arrestor configurations should be fundamentally
similar. Figure 4.1 shows the standard series of primary crack/delamination crack configurations relative
to the specimen rolling directions. This figure also shows a micrograph of a slice of material ahead of the
primary crack plane in a divider configuration taken from an arrested fracture test of a side-grooved C(T)
specimen (sectioned and polished to reveal delamination cracks). The micrograph shows small, vertical divider
delaminations developing ahead of the primary crack plane. This chapter seeks to model the conditions
leading to the formation of these kinds of delaminations.
The current chapter further explores the similarities between delamination in Al-Li and delamination in
a laminar composite with interspersed soft and stiff layers. In laminar composites the stiff and soft layers
are different materials, whereas in Al-Li the layers are pancake-shaped grains with different crystallographic
orientations but similar elastic and slip system hardening properties. The orientation of a grain, relative
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Figure 4.1: Standard primary-delamination crack configurations. This study examines divider configurations,
in particular an L-T configuration. The micrograph is from a side-groove C(T) specimen, T-L, with the test
interrupted before final fracture. Sectioning/polishing reveal the divider delaminations forming in the region
of high stress triaxiality ahead of the primary crack (reproduced from [74]).
to the remote loading near the primary crack, causes soft or stiff behavior compared to its neighbors. In
CP simulations of alternating, layered L-T grain structures under the action of a Mode I primary crack,
this effect is most pronounced on Bs (stiff)/S (soft) grain boundaries, in agreement with prior experimental
observations. Furthermore, these soft/stiff, S/Bs grain boundaries develop elevated mean stress, compared to
the macroscale crack-front fields, which drives increased void-growth rates. The previous chapter described
research by Sugimura et al. [134] into bimetallic composites and notes the similarity between composites with
interspersed soft/stiff layers and soft/stiff Al-Li grains. Roy Chowdhury and Narasimhan modeled fracture
in a polymeric adhesive layer joining two linear-elastic adherends [124]. They found the plastic zone radius
and triaxiality ahead of a crack in the adhesive layer are strongly influenced by the pressure sensitivity and
thickness of the adhesive layer, due to the high constraint provided by the surrounding stiff, elastic layers.
Similar work by Lin et al. [88] and others highlighted the importance of increased triaxiality found in a
soft, ductile layer constrained by stiff, elastic substrates. They focused on the impact of high triaxiality on
propagating ductile, void-driven cracks. This chapter develops both this research on composite materials and
the arrestor configuration studies of the previous chapter into a simplified model, which treats the soft/stiff
grains in a linearized sense as elastic materials with differing stiffness. The model predicts mean stress
elevation on such interfaces developing solely from interface equilibrium and compatibility requirements.
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Section 4.2 describes a small-scale-yielding, computational model for fracture in the L-T configuration
that demonstrates soft/soft mean stress concentration on Bs/S grain boundaries. Section 4.3 describes results
of the CP simulations; Section 4.4 discusses those results and develops the simplified model of a soft/stiff
interface. Finally, Section 4.5 summarizes the conclusions of the paper and outlines future work to extend
the simplified model for engineering-scale computations.
4.2 Materials and Methods
The previous chapter outlined the evidence for soft/stiff grain boundaries triggering delamination: indirect
measurements in [32, 64, 142] and direct HEDM measurements in [17].
Based on these experimental observations and the simulations detailed in the previous chapter, an
understanding of the driving conditions for divider delamination in Al-Li becomes focused on the mesoscale
response near the boundaries of soft/stiff neighboring grain pairs. This study considers a Bs orientation
(Bunge-convention Euler angles φ1 = 131
◦, Φ = 83◦, φ2 = 307◦) and a S orientation (φ1 = 233◦, Φ = 151◦,
φ2 = 105
◦). This orientation pair delaminated in an experiment conducted by Beaudoin et al. [17]. Figure
4.2 shows the computational model used here. In the xy plane, this is a typical small-scale yielding model
with crack opening in the y-direction. Alternating layers of Bs and S grains comprise the model thickness
(z-direction). This combination of grain and primary crack geometry represents an L-T configuration (see
Fig. 4.1). Each grain has thickness t = 0.1 mm, representative of the flattened, pancake-shaped grains in
rolled Al-Li plates. There are five alternating-orientation grains through the thickness of the model, for a
total model thickness of B = 0.5 mm.
In the z-direction, the boundary conditions impose zero out-of-plane displacements on just the top and
bottom faces of the model (see Fig. 4.2). This allows significant, local variations in the z-direction across
grains and GBs while approximating the through-thickness conditions near a primary crack front at the
center of fracture specimen with zero T -stress.
The SSY framework applies the plane-strain displacements representing Mode I fracture to the far boundary
of the model in the linear-elastic region [85]. Here the boundary radius is R = 500 mm. The boundary
displacements are imposed in 500 equal-size steps to achieve a total KI = 47.5 MPa
√
m (JI = 25.5 kJ/m2),
representative of the loading intensity required to grow the primary crack in a divider configuration specimen
of 2099-T87 Al-Li at cryogenic temperatures [74]. The maximum size of the plastic zone ahead of the primary
crack is approximately 5 mm.
The boundaries between the soft/stiff grain pairs develop steep strain gradients; thus the mesh design
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biases most of the through-thickness refinement to the four interior GBs and the outside faces. The in-plane
mesh refinement is sufficient to capture the effects of crack front blunting and the stress/strain gradients
produced near the primary crack.
The SSY model resolves fields and their gradients within individual grains having thickness on the order of
100µm, with important regions near grain boundaries having additional resolution. Recall at this length-scale,
the deformation of metals, even single-phase alloy systems, becomes anisotropic with each grain having a
different orientation, or rotation, relative to a common frame. Because the crystal systems of each grain
are not aligned, each grain may have different effective properties in both elastic and plastic deformation.
Single crystals of aluminum have nearly isotropic elastic properties; here the elastic deformation of all grains
is considered isotropic. Anisotropy develops only from the effect of orientation on the plastic deformation of
the material. Again, this work represents mesoscale anisotropic deformation with a crystal plasticity material
model. The divider configuration simulations represent the material with the same MTS hardening model as
the previous arrestor models (see Table 3.1). The simulations complete in a few hours on a current 12 core
machine.
4.3 Results
For an isotropic, homogeneous material the CP model reproduces the conventional SSY solutions including
finite strain effects with no variations over the model thickness. The outer-face constraints produce simple
plane-strain behavior [70, 120]. However, the anisotropic behavior of the grains modeled with CP causes
significant grain-to-grain variations, with indications of the local driving forces for delamination present near
the grain boundaries. Furthermore, for an isotropic material the simulation response would be symmetric
with reflection in the y-direction. While the geometry and loading is symmetric about the x-z plane the
crystal plasticity material response is not – accurately representing the lack of symmetry of the crystal
lattice. However, under the strongly symmetric boundary conditions imposed by the asymptotic crack front
displacements, the simulation response does become approximately symmetric about the x-z plane. Figures
4.3-4.6 show values from the CP analysis along a line through the thickness (in the z-direction) just ahead
of the primary crack front in the x-y plane. This line passes through all five grains and all four GBs. The
vertical dashed lines in the figures indicate the locations of the GBs along the line.
Figure 4.3 shows the normal stresses and the mean stress along this line with values peaking on two of the
grain boundaries. The in-plane normal stresses σxx and σyy increase near the GB, with the stresses building
in the Bs orientation grain and then (discontinuously) jumping on the GB to a lower magnitude in the S
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Figure 4.2: Small-scale yielding Mode I model of divider delamination. Model contains 600,000 nodes and
600,000 linear hexagonal elements with B modification. Load (K-field displacements) applied in 500 equal
steps. Inner region near the primary crack front modeled with crystal plasticity; the region outside the plastic
zone modeled as linear elastic.
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Figure 4.3: The normal stresses σxx, σyy, and σzz and the mean stress σm, all normalized by the approximate,
macroscopic yield stress σ0 = 445 MPa. The plot line is along the z-direction, passing through all 5 grains, at
a point in the xy plane just ahead of the primary crack (see diagram on left). Here, σyy is the opening mode
stress on the primary crack.
orientation gain. The through-thickness normal stress σzz also increases on the GBs, but here the stress
increase occurs for both the S and Bs orientations, with no jump on the interface. Elevated values of the
normal stresses on the GB lead to increased mean stress σm = (σxx + σyy + σzz) /3 on the interface.
The two other grain boundaries reveal decreased stress levels. Here the in-plane normal stresses undergo
a sharp decrease in magnitude, with most of the decrease occurring in the S grains. The normal stress σzz
also decreases, but continuously in both orientations. The mean stress consequently has a locally smaller
value on these grain boundaries. Significantly, stress increases occur in Bs orientation grains and decreases
occur in S orientation grains; the Bs orientation grains have overall higher average stresses. However, most of
the stress difference between the two orientations develops very near the GB.
Figure 4.4 highlights an important characteristic of the Bs and S orientations. This figure shows the
increment of equivalent plastic strain ∆ε¯p =
√
2
3∆ε
p
ij∆ε
p
ij over the final increment of applied loading:
KI = 47.4 MPa
√
m → 47.5 MPa√m. The S orientations undergo large plastic deformations, while the Bs
orientations deform almost elastically. Since the Bs orientations deform with very little plasticity and,
recalling Fig. 4.3, they generally deform at higher stress levels, particularly near the grain boundary, these
orientations are termed stiff. In contrast, S orientation grains deform with significant plasticity and at lower
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Figure 4.4: The increment of equivalent plastic strain ε¯p =
√
2
3ε
p
ijε
p
ij over the final step of applied loading,
through the thickness of the model, along a line just ahead of the primary crack front (see Fig. 4.3). The Bs
orientations deform elastically, the S orientations deform plastically.
stress levels near the GBs, these orientations are termed soft.
The Rice-Tracey parameter [121] is adopted here to provide an approximate characterization of pointwise
conditions for void growth (see also d’Escata and Devaux [36])
ln
(
R¯
R0
)
= 0.283
ˆ εpeq
0
exp
(
1.5σm
σe
)
dεpeq . (4.1)
Larger values of the Rice-Tracey parameter indicate locations more favorable for void growth. Figure 4.5
shows the Rice-Tracey parameter ahead of the primary crack front over the model thickness. The combination
of elevated mean stresses and large plastic strains on two grain boundaries produce sharp spikes in the
Rice-Tracey parameter – essentially doubling the values.
Finally, Fig. 4.6 shows the net density of necessary dislocations:
ρ = ‖α‖F =
√√√√ 3∑
i=1
3∑
j=1
α2ij . (4.2)
This quantity indicates regions of high plastic strain incompatibility, where large densities of necessary
dislocations develop to maintain net compatibility. Regions with high necessary dislocation densities develop
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Figure 4.5: The Rice-Tracey void growth parameter through the thickness of the model, along a line just
ahead of the primary crack front. The void growth parameter localizes strongly at specific grain boundaries.
large amounts of geometric hardening, as these necessary dislocations oppose slip. The S orientations have
generally high densities of necessary dislocations and the dislocation density peaks on the grain boundaries.
4.4 Discussion
4.4.1 Initiation of delamination cracks
The CP model in this SSY framework shows a strong localization of plastic strain and mean stress on certain
grain boundaries and thus high values of the Rice-Tracey parameter used here to characterize approximately
the conditions for void nucleation and growth. The void-growth mechanism matches experimentally ob-
served fracture morphologies indicating the growth and coalescence of voids on fracture surfaces created by
delamination cracking [153].
Experimental efforts to explain delamination cracking often focus on the combination of two effects –
grain boundary precipitates acting as trigger sites to nucleate voids and/or soft precipitate-free zones (PFZs)
that drive localization of strain at the GBs [82, 91]. Figure 4.5 indicates that PFZs may not be critical to
setting up conditions for delamination, as stress localizes at the grain boundaries in the present CP model
that does not include PFZs (for example by lowering material stiffness of the GB regions). GBs in the current
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Figure 4.6: The necessary (net) dislocation density ρ = ‖α‖F (Eqn. 4.2) through the thickness of the model,
along a line just ahead of the primary crack front. Dislocations accumulate along grain boundaries, inducing
further stress elevation through geometric hardening. The numerical calculation of dislocation density is
constant within each element, producing the “stair step” appearance of the curve.
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model have zero thickness – there is no boundary process zone.
The elevated mean stress on two of the GBs drives increases in the RT parameter. This mean stress increase,
caused by an increase in all three normal stress components, occurs in the stiff, Bs grains. The prediction of
a stiff Bs grain that deforms elastically with high stresses adjacent to a soft S grain, deforming plastically at
a lower stress level, agrees with experimental observations. As Fig. 4.3 shows, stress increases/decreases
occur relatively near the GB, rather than more uniformly across the grain bulk. This agrees with the
nanoindentation measurements in [32], which found a soft/stiff grain character only near the boundary.
Figure 4.4 indicates the distinctly different deformation modes in the Bs and S grains. This figure also
indicates the RT parameter peaking on the grain boundary and in the S grain, while the stress peaks on the
GB and in the Bs grain – void growth also requires plastic flow, which takes place primarily in the S grain.
Overall, the model results indicate the maximum void growth occurs on these GBs, where elevated mean
stress and large plastic deformations occur simultaneously.
In Al-Li, the Bs grains respond more stiﬄy compared to the S grains solely from the direct effect of
lattice orientation. The elastic and plastic hardening characteristics of Al-Li are nearly homogeneous across
individual grains of all orientations. However, the 12 FCC slip systems impose limits on the kinematics of
plastic deformation – grains with slip systems favorably aligned to the applied loading undergo more plastic
deformation than grains with slip systems not favorably aligned. The previous chapters indicates the same
result holds true for L-S orientations, and the experimental similarity of delamination in arrestor (L-S) and
the present divider (L-T) configurations suggests that these orientations likely deform with a similar soft/stiff
character under other delamination-prone loading configurations.
The simplest model of delamination cracking must then account for orientation of the material relative to
the loading, or at least the soft/stiff response of the orientations under the applied loading. Characteristics
that may have a secondary effect on delamination include the length-scale of the grains, particularly as this
impacts the necessary dislocation density, geometric hardening, and the overall grain shape distribution of
the sample. In particular, the pancake shape of grains in rolled Al-Li plates likely plays an important role in
the growth of delamination cracks after initiation.
The present SSY model contains four soft/stiff, Bs/S GBs, but a mean stress increase occurs at only two
of the four interfaces. On the other two GBs, the mean stress decreases – caused by a discontinuous decrease
in the in-plane normal stresses in the S grains coupled with a continuous decrease of the out-of-plane normal
stress in both grains. This stress decrease creates a local minimum in the RT parameter near these two
GBs. Here, the CP model results do not indicate directly why the mean stress increases or decreases on the
boundaries. A simple model, described in the next section, neglects details of the constitutive response and
77
focuses on the interface compatibility/equilibrium requirements. This simple model explains why both a
mean stress increase and a decrease are possible grain boundary responses.
4.4.2 Elastic interface model
Experimental observations and the CP model results presented above, particularly Fig. 4.4, indicate that
soft/stiff deformation of the S/Bs grains defines the essential characteristic of the material response near
the GBs. To further explore this result, with the eventual goal of a simplified model for engineering-scale
computations, this section describes a simple two-layer, laminar model (see Fig. 4.7). The model comprises
the linearized or tangent response of a single grain-pair composed of one stiff (Bs) and one soft (S) grain.
After linearization, both grains have a linear-elastic constitutive behavior with E(1) and E(2) and with the
same ν value. The elastically-deforming Bs grain material has a high stiffness; the S grain has a much smaller
stiffness. The grain boundary in this model (as in our CP simulation) has zero thickness. Plane-strain
conditions imposed in the n-direction (see Fig. 4.7) approximate the conditions for a GB near a primary
crack front in a fracture specimen/component at locations away from traction-free surfaces. Further, the
large size of pancake-shaped grains in Al-Li relative to the thickness supports neglecting the in-plane (s, t)
dimensions in the laminar model.
The laminar model is loaded by macroscale, in-plane stresses denoted σss, σtt, and σst determined from
a smeared-type of higher-scale model that does not consider individual grains and grain boundaries. The
goal here is then to determine microscale stress-strain values at the grain boundary for a range of E(1)/E(2)
driven by equilibrium and compatibility conditions.
As t
(1)
g , t
(2)
g → 0, the material state on each side of the GB simplifies to one that must satisfy the conditions
of interface compatibility and equilibrium. Here ε(1), σ(1) denote the strain/stress fields in grain 1 (macroscale
plus changes caused by mismatches at the GB) and ε(2), σ(2) the fields in grain 2. The superscript µ indicates
microscale fields and symbols without superscripts represent macroscale quantities.
With the boundary-orthogonal coordinate system (n, s, t) shown in Fig. 4.7, the fields may be written as:
ε(1) =
[
εµss ε
µ
tt ε
µ
nn +
1
2∆ε
µ
nn ε
µ
tn +
1
2∆
µεtn ε
µ
sn +
1
2∆
µεsn ε
µ
st
]
1×6
ε(2) =
[
εµss ε
µ
tt ε
µ
nn − 12∆εµnn εµtn − 12∆εµtn εµsn − 12∆εµsn εµst
]
1×6
σ(1) =
[
σµss + ∆σ
µ
ss σ
µ
tt + ∆σ
µ
tt σ
µ
nn σ
µ
tn σ
µ
sn σ
µ
st + ∆σ
µ
st
]
1×6
78
s	  t	  
n	  
Grain	  1:	  E(1), ⌫
Grain	  2:	  E(2), ⌫
 ss
 tt
 st
t(1)g
t(2)g
Figure 4.7: Simplified laminar model at a grain boundary. Note that the coordinate system here (s, t, n) is
different than used in the simulations. Here, the thin dimension of the grains is in the normal (n) direction,
and the wide grain dimensions are in the transverse directions t and s. Rollers indicated on the ±n surfaces
impose plane-strain conditions.
σ(2) =
[
σµss σ
µ
tt σ
µ
nn σ
µ
tn σ
µ
sn σ
µ
st
]
1×6
with:
ε(1) − ε(2) =
[
0 0 ∆εµnn ∆ε
µ
tn ∆ε
µ
sn 0
]
1×6
σ(1) − σ(2) =
[
∆σµss ∆σ
µ
tt 0 0 0 ∆σ
µ
st
]
1×6
.
In addition to satisfying the equilibrium and compatibility equations, the fields in each grain the satisfy
linear-elastic constitutive equations:
C(1)ε(1) = σ(1)
C(2)ε(2) = σ(2) .
We now set the in-plane components of microscale stress field equal to the macroscale, specified values to
effectively load the laminar model:
σµss = σss
σµtt = σtt
σµst = σst
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and incorporate the local plane-strain conditions:
εµnn = 0
εµtn = 0
εµsn = 0 .
Under the plane-strain conditions, macroscopic σnn = ν (σss + σtt). These conditions represent 18 linear
equations: 6 each for the two linear-elastic constitutive relations, 3 for the in-plane stress constraint, and 3
for the local plane-strain conditions. There are 18 unknowns in the microscale stress/strain fields: 6 stress
components, 6 strain components, 3 stress jumps, and 3 strains jumps. The constraints provide sufficient
equations to solve for the unknown stress/strain fields in each grain: ε(1), σ(1) and ε(2), σ(2) .
In summary, the specified (macroscale) in-plane stresses drive the microscale response of this laminar
model – which considers only an ideal, planar boundary, not the bulk response of the grain. The model
considers marcoscale in-plane loading, though out-of-plane stress develops through the plane-strain constraint.
The model is not suitable as a homogenization scheme to determine the total material response of a volume, as
the bulk grain response then plays a significant role. However, in Al-Li the grain thickness is small compared
to the dimension of the grains in the rolling plane with bulk response contributing less to the overall response.
Figure 4.8 shows key results from the laminar model for a range of E(1)/E(2): (1) the increase/decrease
in mean stress relative to the specified macroscale value, and (2) the relative differences in normal stress
σnn. Here ∆σm defines the mean stress increase/decrease in a hard grain over the macroscopic applied
stress field, ∆σm = ∆σ
µ
ss + ∆σ
µ
tt + (σ
µ
nn − ν (σss + σtt)), where σm is the macroscopic mean stress σm =
σss + σtt + ν (σss + σtt). Similarly, ∆σnn = σ
µ
nn − ν (σss + σtt) defines the difference between the microscale
and macroscale stresses. Then:
∆σm
σm
=
(1− 2ν) (E(1) − E(2)) [E(1) + (1 + ν)E(2)]
2ν2E(2)(E(1) − E(2)) + (1− ν)E(2) (E(1) + E(2)) (4.3)
∆σnn
σnn
=
(1 + ν) (1− 2ν) (E(1) − E(2))
2ν2
(
E(1) − E(2))+ (1− ν) (E(1) + E(2)) . (4.4)
For E(1) > E(2) a mean stress increase develops in grain 1 and an increase in the out-of-plane normal
stress develops in both grains; for E(1) < E(2) a mean stress decrease develops in grain 1 and a decrease in
the out-of-plane normal stress develops in both grains. Both responses occur in the CP model on alternating
grain boundaries (see Fig. 4.3). The ratio E1/E2 controls if a stress increase or decrease occurs; the Poisson’s
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Figure 4.8: The mean stress and normal stress ratios from Eqns. 4.3 and 4.4 for various ν and ratios of
E(1)/E(2).
ratio only affects the magnitude of the increase or decrease.
Figure 4.9 illustrates graphically the response of this laminar model. Material elements on each side of
the grain boundary must maintain strain compatibility under the constraint of the surrounding material.
Further, the requirements of traction equilibrium across the interface limits the available mechanisms to
those outlined above and also found in the CP results (i.e. a mean stress increase or decrease in one grain,
and a corresponding normal stress increase or decrease in both grains).
This laminar model thus reproduces key features of the response observed in the 3D CP simulation – an
interface between a soft material and a stiff material under confinement accommodates an applied in-plane
loading either with a mean stress increase in the stiff material or a mean stress decrease in the soft material.
The visual description of deformation mechanisms shows intuitively why mean stress concentrates on Bs/S
GBs, leading to the elevated indicators of void growth in the CP model.
Since both the CP simulation and the laminar interface model predict two possible responses for the mean
stress under the specified in-plane loading, the question then arises how to predict which grain boundaries
develop a stress increase and which develop a decrease. The answer for an individual GB will likely require
refinement of this simple model to include effects of the grain bulk, surrounding grains, the influence of
free surfaces, and the effect of the primary, transgranular crack. Each subvolume of material must obey
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Figure 4.9: Illustration of loading/deformations in the simplifed laminar model. A stress increase occurs
when the stiff grain accommodates the compatibility/equilibrium stresses, producing a mean stress increase
in the stiff grain and an out-of-plane normal stress (σnn) increase in both grains. A stress decrease occurs
when the soft grain accommodates the compatibility/equilibrium stresses, producing a mean stress decrease
in the soft grain and an out-of-plane stress decrease in both grains.
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equilibrium, implying that the microscale stresses must average to the global, macroscale stress. Therefore,
for alternating configurations of soft/stiff grains, as in the simulations, the grains will alternate the stress
increase/stress decrease mechanisms to maintain equilibrium.
4.4.3 Dislocation concentration and geometric hardening
Figure 4.6 illustrates the accumulation of necessary dislocations on the soft/hard GBs. These dislocations are
required to accommodate the incompatibility generated on the GB due to the differing soft/hard deformation
modes found in each grain. They accumulate in regions of large plastic strains and especially in regions with
a severe strain gradient – here at the GBs. Since they contribute to hardening, the concentration of necessary
dislocations further increases the mean stress on the soft/hard GBs and contributes to the localization of
void growth at the grain boundaries.
At the high strain rates ahead of propagating delamination cracks [64], void growth can occur by the
emission of dislocation loops [90]. The density of necessary dislocations may also indicate void growth,
supplementing use of the Rice-Tracey parameter. EBSD experiments can measure the excess dislocation
density – an advantage over the Rice-Tracey parameter, which requires both stress and plastic strain data
not commonly available from experiments.
4.5 Summary and Conclusions
This chapter describes a mechanism for the initiation of delamination cracks in Al-Li alloys based on the
soft/stiff character of adjacent grains – observed in experiments to be delamination-prone. Small-scale-yielding,
crystal plasticity simulations of divider grain configurations (L-T) reveal an elevated mean stress on grain
boundaries. This mean stress increase drives a sharp localization of the Rice-Tracey parameter to the grain
boundaries – elevation of the RT parameter indicates favorable conditions for void growth and triggering
of delamination cracking, in agreement with the fractography of Ritchie and co-workers [153–159, 169] The
simulation results and available experimental evidence indicate delamination initiates typically between
soft/stiff grain pairs. The crystal plasticity results and a simple model of a soft/stiff material interface show
that mean stress accumulation is a consequence of the mechanics of such an interface, and not necessarily
tied to material inhomogeneities near the GBs (such as precipitate free zones). Delamination in Al-Li may
then be considered quite similar to the separation of material layers in a soft-stiff laminar composite. Specific
conclusions of this chapter are:
• Certain grain boundaries in crystal plasticity simulations of divider-configuration grains under SSY
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loading develop regions of increased void growth, as characterized by the Rice-Tracey parameter. This
concentration indicates the localization of void nucleation and growth to the GBs, leading to grain
boundary separation and delamination cracking.
• Elevated mean stress on GBs drives localization of the Rice-Tracey parameter. The mean stress localizes
near the GB and has a magnitude of 20-30% greater than the average/macroscopic mean stress over
the model thickness. In particular, the in-plane normal stresses increase sharply near the GB in the Bs
grain, with a discontinuous jump on the boundary itself, while the out-of-plane normal stress increases
smoothly in both grains to reach an elevated value on the GB.
• An alternate grain boundary configuration considered in the CP model has a discontinuous decrease of
the mean stress on the GB, coupled with a continuous decrease in the out-of-plane normal stress. This
configuration does not lead to increased void growth as characterized by the Rice-Tracey parameter.
The increase/decrease GBs alternate in the CP model – if one grain boundary has a mean stress
increase, the next boundary has a decrease and so on. Global, macroscopic equilibrium requires this
alternating pattern.
• The particular orientations employed in the simulation were observed to delaminate in a prior fracture
experiment. The model results confirm that this Bs/S orientation pair deforms with a stiff/soft
mechanism, as indicated by amount of plastic deformation in each grain. This result agrees with
experimental observations of delaminated grain pairs.
• Necessary dislocations tend to concentrate on GBs in the CP model. These dislocations are required
to maintain total strain compatibility in the region of material adjacent to the abrupt change in
deformation mechanism between the soft and stiff grains. These necessary dislocations contribute to
stress localization via geometric hardening. It is further possible that these necessary dislocations may
indicate, or be necessary for, void growth.
• A simple laminar model of a single stiff/soft elastic interface predicts key features of the detailed
simulations. This simple model does not rely on complexities of slip behavior on the GB, but instead
assumes one orientation is, after linearization, elastically stiffer than the other under an applied in-plane
load. Interface compatibility and equilibrium are enforced, together with a condition on the out-of-plane
constraint generated by the material surrounding the interface. This laminar model predicts both
the stress increase and stress decrease mechanisms found in the CP model, with the location of the
accommodation stresses, either in the soft or stiff grain, determining which mechanism occurs.
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• The initial applicability of this laminar model suggests that somewhat more advanced treatments may
form the basis for a macroscale theory of delamination in Al-Li by incorporating the soft/stiff effect of
mesoscale grain plasticity without detailed CP simulations of the crack-front region. In particular, the
linear-elastic constitutive relations used here for the two grains will be replaced by a crystal plasticity
material model. Such a local model may be capable of predicting the mesoscale stresses that trigger
delamination within the framework engineering-scale analyses of structural components.
The next step to improve the two grain, laminar model of the grain boundaries will enforce the strain
compatibility and stress equilibrium conditions on a grain pair, where crystal plasticity represents the
response of each grain. Evers et al. proposed such a full-interface model in the context of homogenization
[39] – the next chapter develops the idea to a macroscale damage model for delamination cracking.
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Chapter 5
A grain boundary damage model for
delamination
5.1 Introduction
In addition to Al-Li, intergranular failure affects many other structural metals. Several factors promote crack
initiation on grain boundaries:
1. In creep and at elevated temperatures, the connected network of grain boundaries easily diffuses lattice
vacancies into growing voids [30, 37].
2. The network of grain boundaries accelerates the spread of corrosion and other detrimental environmental
factors such as hydrogen and radiation [14, 97, 126].
3. During processing, impurities, second phases, and inclusions segregate to the grain boundaries [167].
4. In nanocrystalline materials, mechanisms such a grain boundary sliding and partial dislocation motion
initiate cracking [40, 109].
5. The mechanics of the grain interface promotes the plastic growth of voids.
Some failure mechanisms overlap more than one category. For example, voids often initiate at inclusions and
then grow by creep-induced diffusion [113, 114]. The previous chapters describe the final mechanism on the
list. Ideally, a damage model for intergranular failure could represent any type of intergranular failure.
Detailed modeling of intergranular failure in a finite element simulation, the kind described in Chapters
3 and 4, requires the resolution of each individual grain and a fine discretization near grain boundaries to
capture the stresses and strains leading to failure. As the physical size of the model increases, a detailed
discretization of individual grains becomes computationally intractable.
Multiscale methods and homogenization techniques efficiently incorporate microstructural information into
a macroscale simulation. These methods determine the macroscale response of a point in a continuum from the
response of a representative microstructure for the material at that point [75]. Classical homogenizations treat
the macroscale material as a media with undetermined material coefficients, calculated from microstructural
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information. Examples include the Voigt [161] and Reuss [117] bounds, self-consistent techniques [106],
and Mori-Tanaka methods [137]. These classical homogenizations describe the response of the material
assuming some microstructural geometry, typically ellipsoidal inclusions. Multiscale methods determine the
full behavior of a marcoscale material point from the microscale response – including the effect of plasticity,
damage, and detailed microstructural geometry. These methods typically determine the response of the
microscale by solving an additional microscale boundary value problem (BVP) over a representative volume
element (RVE) and extending the microscale response to the macroscale through a homogenization theory.
Frequently, they apply asymptotic homogenization (see, for example [45]), which assumes scale separation and
microstructural periodicity. Special techniques, such as the Voroni cell finite element method (VCFEM) by
Ghosh and coworkers solve the microscale BVP for a variety of complex microstructures, including damaged
RVEs [48–51, 84]. Because each macroscale material point solves the RVE problem, recent work develops
efficient microscale solution techniques [41, 42, 44] or reduces the complexity of the microscale problem in
non-critical regions [52].
This chapter develops a multiscale model for intergranular damage. The physically based crystal plasticity
model detailed in Chapter 2 simulates the deformation of individual grains on the microscale. A simplified
compatibility/equilibrium model, similar to one developed by Evers et al. [39], ties the response of two
grains and calculates the intergranular stresses and strains. In turn, this intergranular response drives a
microscale damage index representing grain boundary failure. Geometric assumptions connecting average
grain size to element size homogenize a collection of intergranular damage index values into a macroscale
measure of damage. The damage model applies this macroscale damage index to the stress/strain response of
a conventional, macroscale finite element material model through planar projections – essentially extending
the smeared cracking method [115] to nonlinear, large deformation material models. Stiffness degradation
methods, e.g. the smeared cracking method, have a long history [72] successfully modeling failure in a wide
range of materials from reinforced concrete [115] to sea ice [53]. The homogenization compares the length
scale of the grains to the length scale of the finite element and scales the damage to failure by the element
size to eliminate the mesh dependence of the smeared cracking method noted by Baz˘ant and Lin [16].
While the damage model could represent any mechanism of intergranular failure, this chapter applies the
framework to delamination in Al-Li alloys. The previous chapters describe a mechanism for delamination:
soft/stiff grain boundaries develop high mean stresses and high plastic strains, causing plastic void growth.
The damage model developed here represents this mechanism, but applies the net effect of many microscale
delaminations to a macroscale structural model.
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Based on this delamination mechanism, the specific implementation of the intergranular damage model
developed in this chapter represents microscale, intergranular damage with a damage index based on the Rice-
Tracey parameter for plastic void growth [121]. The bicrystal interface model reproduces the elevated mean
stresses and plastic strains that accumulate on soft/stiff Al-Li grain boundaries. The geometric assumptions
underlying the damage homogenization treat the grains as laminar stacks of thin, pancake-shaped hexahedra,
with failure occurring along planes normal to the S-direction. The damage model reproduces key features of
delamination in Al-Li – delamination initiation toughness, growth direction, and interaction with a primary
crack. While the particular example described here represents delamination in Al-Li, the same implementation
could also represent other metal alloys that delaminate with similar mechanisms, including 3CR12 and X70
steel [58, 77] and conventional 7000-series aluminums [125]. The framework could also represent intergranular
failure in other materials by changing the microscale damage index to represent the physics of the failure
mechanism and changing the geometric assumptions of grain shape and failure plane orientation to match
the microstructure of the material.
This chapter is organized as follows. Section 5.2 develops the components of the damage model: the
compatibility/equilibrium grain boundary model, the Rice-Tracey damage index, the geometric assumptions
homogenizing microscale damage to the macroscale, and the projection matrices applying this damage to a
particular failure plane. Section 5.3 describes verification examples for the grain boundary model and the
planar damage projections. Section 5.4 applies the damage model to study delamination in Al-Li. Finally,
Section 5.5 summarizes the conclusions of the work and discusses future developments and applications of
the intergranular damage model.
5.2 Bicrystal interface damage model
A model for intergranular damage must include the following components:
1. A model for the interface stresses on a grain boundary separating grains of arbitrary orientation.
2. A damage index, representing the physics of the microscale damage mechanism.
3. A homogenization technique connecting microscale and macroscale damage.
4. The macro-constitutive response of the material.
The damage model developed here fulfills each of these requirements:
1. An interface model based on strain compatibility and stress equilibrium to predict the interface stresses
and strains on a bicrystal boundary.
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Grain 1: ε(1), σ(1)
Grain 2: ε(2), σ(2)
n
s
t
Figure 5.1: Bicrystal model – coordinate system normal to the interface plane. The model enforces
requirements of stress equilibrium, strain compatibility, and an average Taylor constraint with respect to
εmacro on the planar interface. Grain constitutive response simulated with crystal plasticity.
2. A damage index based on the Rice-Tracey parameter, representing the plastic growth of voids on a
grain boundary.
3. A homogenization, based on geometric assumptions relating the size of the finite element to the typical
grain size of the material, which converts grain boundary damage on the microscale to planar damage
on the macroscale.
4. An (uncoupled) interface applying this damage to a standard finite element material model.
The following section describes each of these components in detail.
5.2.1 Grain boundary response
Small strains
Chapters 3 and 4 represent a series of grain boundaries under the loading generated by a long primary crack
with detailed crystal plasticity finite element models. These models develop the stresses and plastic strains on
the grain boundaries leading to void growth and delamination cracking, but are computationally expensive –
requiring many finite elements per grain and thousands or millions of degrees of freedom total. The end of
Chapter 4, proposes the outline of a simplified grain boundary model only considering interface equilibrium
and compatibility. Such a model has lower fidelity compared to the detailed CPFEM simulations, but reduces
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the computational work required to generate the intergranular stresses and strains. This section develops
a reduced model of a grain boundary – a model considering only the interface of two grains in isolation.
The model resembles a homogenization technique developed by Evers et al. [39]. They enforce Hadamard
compatibility and stress equilibrium in a large deformation framework. This section instead develops a small
strain, incremental model based on similar compatibility and equilibrium requirements and then extends the
model to large deformations via the Green-Naghdi [55] objective rate integrated in an unrotated intermediate
configuration.
In the interface model, the crystal plasticity described in Chapter 2 simulates the constitutive response of
individual grains. In small strains, the CP model takes an increment of strain and returns the updated stress.
For large strains, the model takes an increment of unrotated strain and returns the unrotated Cauchy stress
at the next step. Maintaining a similar incremental stress integration procedure requires an incremental
interface model. The CP material model also computes the lattice update for each grain and tracks the
evolution of internal variables.
Figure 5.1 describes the interface model. The two grains have infinite thickness in the boundary plane
and zero thickness normal to the interface. The model imposes three conditions on the material response at
this idealized, planar interface:
1. Stress equilibrium: σ
(1)
nn = σ
(2)
nn , σ
(1)
sn = σ
(2)
sn , and σ
(1)
tn = σ
(2)
tn .
2. Strain compatibility: ε
(1)
st = ε
(2)
st , ε
(1)
tt = ε
(2)
tt , and ε
(1)
ss = ε
(2)
ss .
3. Average Taylor constraint: εmacro = 12
(
ε(1) + ε(2)
)
.
These equations describe the constraints in the coordinate system shown in Fig. 5.1. However, the actual
implementation must accommodate interfaces with an arbitrary normal vector and enforce the constraints
incrementally.
To handle interfaces of arbitrary orientation, the model takes three orthogonal unit vectors as parameters:
n (normal to the interface) and s and t (in the interface plane). The model projects the finite element stress
and strain tensors into this coordinate system, performs the stress update, and returns a stress in the global
coordinates. Projection matrices carry out these three operations simultaneously for each constraint. These
matrices operate on the Voigt notation equivalents of the symmetric stress and strain tensors. In this form,
the constraints are:
1. Stress equilibrium: Pe3×6
(
σ
(1)
n+1 − σ(2)n+1
)
6×1
= 03×1.
2. Strain compatibility: Pc3×6
(
∆ε
(1)
n+1 −∆ε(2)n+1
)
6×1
= 03×1.
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3. Average Taylor constraint:
(
∆εmacron+1
)
6×1 =
1
2
(
∆ε
(1)
n+1 + ∆ε
(2)
n+1
)
6×1
.
The appendix lists the components of the projection tensors Pe3×6 and P
c
3×6 in terms of the orthogonal
coordinate system (n, s, t) and describes the Voigt notation adopted for this work.
The incremental crystal plasticity material model stress update is a nonlinear function relating stress at
step n+ 1 to the strain increment over the step:
σ
(1)
n+1 = σ
(1)
n+1
(
∆ε
(1)
n+1
)
σ
(2)
n+1 = σ
(2)
n+1
(
∆ε
(2)
n+1
)
.
The material model also provides the consistent linearization of this nonlinear function, the algorithmic
tangent:
A
(1)
n+1 =
∂σ
(1)
n+1
∂∆ε
(1)
n+1
A
(2)
n+1 =
∂σ
(2)
n+1
∂∆ε
(2)
n+1
.
The incremental constraints define a set of nonlinear equations:
Rn+1 =

Pe3×6
(
σ
(1)
n+1
(
∆ε
(1)
n+1
)
− σ(2)n+1
(
∆ε
(1)
n+1
))
6×1
Pc3×6
(
∆ε
(1)
n+1 −∆ε(2)n+1
)
6×1
1
2
(
∆ε
(1)
n+1 + ∆ε
(2)
n+1
)
6×1
− (∆εmacron+1 )6×1

12×1
= 012×1. (5.1)
The Jacobian of this system with respect to the vector of unknowns:
xn+1 =

(
∆ε
(1)
n+1
)
6×1(
∆ε
(2)
n+1
)
6×1

12×1
is:
Jn+1 =

(
Pe3×6A
(1)
n+1
)
3×6
−
(
Pe3×6A
(2)
n+1
)
3×6(
Pc3×6I6×6
)
3×6 −
(
Pc3×6I6×6
)
3×6
1
2I6×6
1
2I6×6

12×12
. (5.2)
The Newton-Raphson method solves the residual system defined in Eq. 5.1 using the Jacobian in Eq. 5.2.
Algorithm 5.1 describes the complete process. In practice, the unmodified Newton-Raphson algorithm often
diverges, but a backtracking line search parameter improves the convergence of the method. The model
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takes an increment of strain on the macroscale (∆εmacron+1 ) and finds the microscale bicrystal strain increments
∆ε
(1)
n+1 and ∆ε
(2)
n+1 that satisfy the three requirements. In the process of computing these strains, the model
also finds the updated bicrystal stresses σ
(1)
n+1 and σ
(2)
n+1 and the associated state variables.
Compared to detailed finite element models of individual grains, this interface model greatly reduces the
amount of computational work required to simulate the response of a bicrystal. Updating the response for a
single bicrystal pair requires solving a system of 12, coupled nonlinear equations – much less computationally
expensive than solving a finite element model resolving the grain behavior, which might contain thousands of
degrees of freedom. The disadvantages of the reduced model are the simplifying assumptions: it neglects the
bulk response of the grains, boundary effects, the influence of more than one neighboring grain, the effects of
non-planar grain boundaries, and triple points.
Algorithm 5.1 The interface compatibility/equilibrium model.
Input: ∆εmacron+1 , crystal states at step n.
Form the unknown vector x
(0)
n+1 =
[
∆ε
(1)
n
∆ε
(2)
n
]
.
Compute R
(0)
n+1
While
∥∥∥R(i)n+1∥∥∥ > tol:
Compute the Jacobian J
(i)
n+1 with Eq. 5.2.
Solve the system −J(i)n+14x(i)n+1 = R(i)n+1.
Update the unknown strains: x
(i+1)
n+1 = x
(i)
n+1 +4x(i)n+1
Compute R
(i+1)
n+1 with Eq. 5.1.
i+ 1→ i
Update the crystal histories to state n+ 1.
Return the strains
[
∆ε
(1)
n+1
∆ε
(2)
n+1
]
= x
(i+1)
n+1 and the stresses σ
(1)
n+1 and σ
(1)
n+1 (computed while calculating R
(i+1)
n+1 ).
Large strains and lattice rotations
The crystal plasticity material model tracks the update of the crystal lattice with an exponential integrator
to maintain the orthogonality of the elastic rotation tensor. In large deformations, the CP material model
works with increments of unrotated strain:
∆dn+1 = R
T
n+1∆Dn+1Rn+1
and unrotated Cauchy stress:
tn+1 = R
T
n+1σn+1Rn+1
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with ∆Dn+1 = Dn+1∆tn+1, the integrated deformation rate tensor, and Rn+1 the total rotational component
of the deformation gradient Fn+1 = Rn+1Un+1.
Assuming that the orthogonal coordinate system describing the boundary evolves with the total material
deformation:
nn+1 = Rn+1n0
sn+1 = Rn+1s0
tn+1 = Rn+1t0
the interface model described above easily extends to large deformations. Take, for example, the equilibrium
requirement, which is, with large deformations:
(
σ
(1)
n+1 − σ(1)n+1
)
• nn+1 =
(
Rn+1t
(1)
n+1R
T
n+1 −Rn+1t(2)n+1RTn+1
)
•Rn+1nn+1 = 0
Rn+1
(
t
(1)
n+1 − t(2)n+1
)
• nn+1 =
(
t
(1)
n+1 − t(2)n+1
)
• nn+1 = 0.
That is, imposing the equilibrium requirement on the unrotated Cauchy stress is equivalent to imposing
equilibrium on the actual Cauchy stress, provided the boundary normal evolves with the total deformation.
Similar derivations follow for the other two constraints.
The model extends to large deformations by simply substituting the unrotated Cauchy stress for the
Cauchy stress and the unrotated strain increment for the strain increment. In this form, the model takes an
increment of unrotated macroscopic strain and returns the increments of unrotated microscopic strain and
the unrotated microscopic stresses. Imposing the equilibrium, compatibility, and average Taylor constraints
in the unrotated configuration is equivalent to imposing the constraints in the current configuration, provided
the interface normal follows the total material deformation. The finite element framework must maintain the
interpretation of these stresses and strains as unrotated quantities.
5.2.2 Ductile damage index based on the Rice-Tracey parameter
Void growth on grain boundaries triggers delamination failure in Al-Li. The interface model in the previous
section simulates the mechanical response (stresses/strains) on the boundary. This mechanical response
drives void growth – simulated in this chapter with a damage index based on the Rice-Tracey parameter.
The Rice-Tracey parameter [121] is the logarithm of the plastic void growth ratio of a single spherical void
93
subjected to a mean stress, effective stress, and equivalent plastic strain. The differential equation:
∂ log (r/r0)
∂ε¯p
= exp
(
1.5σm
σe
)
(5.3)
log (r/r0)|ε¯p=0 = 0
extends the Rice and Tracey solution to a hardening material [36]. The void growth ratio does not satisfy
the requirement of a continuum damage index, which should vary smoothly from 0 to 1. Instead, the model
represents damage with the function:
D = tanh
(
log (r/r0)
α
)
with α a material constant. This function does range smoothly from 0 to an asymptote at D = 1. The model
tracks the damage parameter by evolving the differential equation:
∂D
∂ε¯p
=
exp
(
1.5σm
σe
)
/α
cosh (log (r/r0) /α)
2 (5.4)
D|ε¯p=0 = 0
based on the stresses and plastic strains at a bicrystal interface. Specifically, the model tracks the damage
index in each of the two grains at the interface and uses the maximum value from the two grains as the
interface damage index. Because the damage function is asymptotic at D = 1, the model cuts off the damage
evolution:
Dn+1 =

Dn+1 Dn+1 < Dcut
1 Dn+1 ≥ Dcut
.
For this implementation, Dcut = 0.95. This cutoff prevents unnecessary interface stress calculations when
a bicrystal pair has essentially failed. After D = 1, the model marks the bicrystal as failed and no longer
computes stress or damage updates for that particular grain pair.
These equations describe damage evolution either with small strains or with finite strains in the current
configuration. At large deformations, the bicrystal interface model returns unrotated stresses and strains,
as described above. However, because Eqs. 5.3 and 5.4 are functions only of stress and strain invariants,
the calculation can equivalently occur in the unrotated configuration (i.e. the damage index is rotationally
invariant). The process for updating the damage index therefore remains the same for both small and large
strains.
The formulation does not depend on the choice of intergranular damage index. Another damage index,
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such as the Gurson–Tvergaard–Needleman model [60, 146], could also represent void growth on the grain
boundaries. Furthermore, nothing restricts the formulation to ductile failure mechanisms. Any damage index,
driven by the intergranular stresses and strains, could represent intergranular failure.
5.2.3 Applying microscale damage to macroscale response
The interface model, combined with the void growth index, develops damage on one boundary, between
two grains of particular orientations, embedded in a macroscale model. The multiscale damage model must
homogenize this microscale damage and apply it to the macroscale. Figure 5.2 describes the geometrical as-
sumptions connecting damage on the microscale to damage on the macroscale. These geometrical assumptions
also ensure the model remains mesh-size independent, essentially by scaling the macroscale damage-to-failure
based on the element size.
The process to calculate and apply damage has three steps, each performed at every load step, at each
material point in a finite element model:
1. Calculate the crystal interface stresses, strains, and damage for nstacks “stacks” of bicrystals, each with
nper bicrystals per stack. Generate microscale damage index values for each bicrystal.
2. A homogenization scheme converts the microscale damage index values at each bicrystal to one
macroscale damage index for the material point.
3. Apply this macroscale damage on a plane in the finite element model.
The geometry of the element size and the grain size determines the number of grain stacks and number of
bicrystals in a stack. ln, ls, and lt are the lengths of the longest possible lines fitting inside an element in the
n, s, and t directions. tn, ts, and tt are the average grain sizes in the same directions. Then, based on simple
geometric arguments:
nstacks =
(
ls
ts
)(
lt
tt
)
nper =
ln
2tn
.
These numbers (rounded to the nearest integer) give the total number of crystals and bicrystal interfaces
simulated at each material point – approximately equal to the number of pancake-shaped grains that fit inside
the finite element containing the material point. This arrangement of grains also describes the homogenization
converting microscale damage at each interface to macroscale damage at a material point. Recall the previous
section defined the damage at a bicrystal pair as the maximum of the damage in either crystal. Now define
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Figure 5.2: Geometrical assumptions for homogenizing microscale damage to macroscale material points.
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the damage of a bicrystal stack as the maximum of the damage in each of the bicrystals in a stack. That is:
Dj =
nper
max
i=1
{Di}
Then define macroscale damage at a material point as:
Dmacro =
nstacks∑
j=1
Dj/nstacks (5.5)
That is, macroscale damage is the average damage in all the grain stacks at a material point. Since Dj ∈ [0, 1]
then D ∈ [0, 1] and D is an appropriate damage index. This damage index implies a material point completely
fails only when all of its grain stacks completely fail.
This damage homogenization approximates delamination across a volume composed of pancake-shaped
grains. A line in the normal direction n fails when the first grain boundary on that line fails. Therefore,
damage within a stack of grains is the maximum damage in all the bicrystals in the stack. In the transverse
directions (s and t), a volume of material fails only after a complete failure path exists across the s − t
plane. The model approximates this condition by taking the average of damage across the stacks. In the
actual material (see Fig. 1.1), the failed grain boundaries are not in a single s− t plane. Rather, the growing
delamination crack jumps from one grain boundary to another, in a stair-step fashion. The model neglects
the energy required to propagate these stair-step jumps, as a simplifying assumption.
The damage homogenization is mesh-size independent. Rearranging Eq. 5.5 at failure (Dmacro = 1):
Dfailure = nstacks =
nstacks∑
j=1
Dj
The damage-to-failure increases with the number of grain stacks, which in turn increases with the element
size. Baz˘ant and Lin [16] developed a similar technique to alleviate the mesh-dependence of the smeared
crack model for reinforced concrete – they scaled the fracture energy for an element by the element size.
Finally, the material point damage D on the macroscale does not represent a isotropic failure of the
material. Instead, the index represents damage localized to the s− t plane, with normal vector n. The model
applies damage to the macroscale response through a projection matrix, which degrades the part of the stress
tensor lying on a plane with normal direction n and transverse directions s and t. If σud is the undamaged
macroscale stress, the damaged stress is:
σmacro =
(
I6×6 −DPD6×6
)
σud
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where the projection tensor PD6×6, described in Appendix C, takes the projection of a stress tensor onto the
plane with normal n. A conventional finite element material model provides the undamaged macroscale
constitutive response σud – here, an isotropic von Mises plasticity model.
A few additional details remain. Assuming the failure plane evolves with the total material rotation R,
the unmodified damage projection correctly degrades stresses in the unrotated intermediate configuration
at large strains. As before, the large strain, unrotated stress update is identical to the small strain stress
update. Secondly, the new algorithmic tangent of the macroscale stress response, including damage, is:
∂tmacron+1
∂∆dn+1
= − ∂Dn+1
∂∆dn+1
PD6×6t
ud
n+1 +
(
I6×6 −DPD6×6
)
Audn+1
with Audn+1 the algorithmic tangent of the undamaged macroscale stress update function – returned from
the standard finite element material model. The term ∂Dn+1∂∆dn+1 depends on the particular choice of a damage
index. To keep the damage index modular, the model makes one final assumption:
tmacron+1 =
(
I6×6 −DnPD6×6
)
tudn+1 (5.6)
with the algorithmic tangent:
Amacron+1 =
(
I6×6 −DnPD6×6
)
Audn+1. (5.7)
That is, the model uncouples the damage from the macroscale constitutive response. Notice the projection
matrix PD6×6 is asymmetric – requiring an asymmetric assembly algorithm and an asymmetric linear solver
to achieve quadratic convergence when solving the global finite element nonlinear force equations. Algorithm
5.2 describes the complete process.
Algorithm 5.2 Complete stress and damage update algorithm.
Input: ∆εmacron+1 , macroscale stress state at n, macroscale damage at state n, crystal states at step n, crystal
damage at step n.
1. Update crystal stresses, states to step n+ 1 with Algorithm 1.
2. Calculate crystal damage for each bicrystal pair with Eq. 5.4.
3. Calculate the macroscale damage at the next step, Dn+1, with the procedure in Section 5.2.3.
4. Calculate the undamaged macroscale stress, algorithmic tangent, and material history with a standard
FE material model.
5. Calculate the damaged stress and tangent with Eqs. 5.6 and 5.7.
Return: σmacron+1 , A
macro
n+1 , Dn+1, updated crystal history and damage, updated macroscale material history.
Decoupling the macroscale constitutive response from the damage index also simplifies the damaged stress
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update procedure. The model simply calculates the undamaged macroscale stress and algorithmic tangent
using a standard finite element material model and adjusts the stress and tangent to reflect the damage
index from the previous step using Eqs. 5.6 and 5.7. This decoupling limits the global step size. The damage
index integration now lags the macroscale stress update, possibly requiring small load steps to achieve good
accuracy. However, most simulations require small steps to capture rapidly evolving damage at the grain
boundaries.
5.2.4 Material parameters
Experimental data can calibrate most of the model parameters. For example, macroscale standard tension
and/or shear experiments can fit both the macroscale and microscale (crystal plasticity) stress response.
Fracture toughness data can approximate the damage parameter α. Physical measurements provide the
average grain thicknesses ts, tl, and tt. The simulations in Section 5.4 provide an example of how experimental
data can calibrate the damage model. However, determining the crystallographic orientations of each grain
represented at a material point is not straightforward. The grain orientations should represent the texture of
the simulated material. Ideally, EBSD or similar measurements could determine the actual orientations of
the grains in the simulated region. However, this approach would eliminate the predictive capabilities of the
method.
A compromise retaining a realistic texture but not requiring a priori knowledge of the grain structure
is to choose grain orientations randomly from an orientation distribution function, or equivalently, from
an experimentally measured texture. With this method, model results are not deterministic – multiple
simulations with the same properties yield different results with different, randomly selected, grain orientations
at each material point. Conclusions drawn from the simulation results must account for this variance.
5.3 Verification and model response
As with the previous models, damage model is implemented in WARP3D – an open-source, large deformation
finite element software package (https://code.google.com/p/warp3d/). Chapter 2 describes verification of
the crystal plasticity formulation and algorithms simulating the response of individual grains. The macroscale
material model used here is an implementation of von Mises plasticity. In addition to these material models,
the damage formulation includes three further components: (1) the bicrystal interface model, (2) the damage
index based on the Rice-Tracey parameter, and (3) the projection matrices to map the macroscale damage
index D onto a plane. The Rice-Tracey parameter captures the physics of void growth and the α parameter
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Figure 5.3: Setup for the bicrystal verification test. Same displacement-controlled loading applied to both
models.
can calibrate the damage model to experimental data (see next section); a specific verification of the damage
index is not required. This section provides two simulations verifying the remaining aspects of the model.
5.3.1 Bicrystal interface response
Figure 5.3 shows the setup for verification of the bicrystal interface model. The verification compares the
stresses at a grain boundary simulated with two different techniques: the compatibility/equilibrium interface
model and a full finite element simulation. Both models represents a single bicrystal pair: a Bs (Bunge
Euler angles φ1 = 35
◦, Θ = 45◦, φ2 = 0◦)/ S (Bunge Euler angles φ1 = 59◦, Θ = 29◦, φ2 = 63◦) pair with
interface normal n =[1 1 1]/
√
3. The finite element simulation biases most of the mesh refinement to the
grain boundary. The same tension loading is applied to each model in 100 equal load steps.
The reduced model generates a stress tensor for the Bs grain and a stress tensor for the S grain. The
finite element simulation produces full stress fields over the grains. Figure 5.4 compares the mean stress
calculated by the reduced model to the field results in the finite element model. For this comparison, the
FE results are from slices offset h = 0.05 mm from the grain boundary into the bulk of each grain – near
enough to the boundary to include the effects of the material interface. These plots show the relative error
eσm =
∣∣σsimplem − σFEm (x)∣∣ /σsimplem .
The results show low error in both grains in the center of the model, away from the boundaries. Similar
results hold for the effective stress σe and the equivalent plastic strain ε¯
p. At the edge of the model, boundary
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2h = 0.1 mm
Figure 5.4: Error between the mean stress calculated with the simplified grain boundary model and mean
stress results from a detailed finite element simulation of a bicrystal interface. Finite element results from
planar slices h = 0.05 mm offset from the planar grain boundary into each grain. Error is near zero at the
center of the model, but increases near the element boundaries.
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Configuration σY (MPa) σU (MPa) %EL Source
L 574.3 609.5 8.5 [71]
T 550.9 588.8 11.2 “
L 574.3 615.7 10.5 [13]
T 542.6 586.1 10.0 “
45◦ L-T 506.7 553.6 12.3 “
L 510.23, 524.7, 544.0 573.0, 575.0, 586.1 7.0, 8.0, 6.5 [29]
“ 533.7, 514.4, 537.1 582.6, 568.1, 581.2 6.5, 7.8, 8.3 “
Table 5.1: Uniaxial tension test data for 2195 Al-Li, from a variety of sources, in different configurations.
Here σY is the yield stress, σU is the ultimate tensile strength, and %EL is the percent elongation at failure.
effects and the actual geometry of the modeled domain influence strongly the results. As the simplified model
does not represent these effects, the magnitude of the error is high near the boundary. Towards the interior
of the model, the reduced model produces better results.
5.3.2 Planar damage projection
Figure 5.5 shows a single element model for testing the effects of macroscopic damage Recall the model
projects the macroscale damage index D anisotropically onto the plane of the grain boundaries. For the
model in Fig. 5.5, the damage plane has a normal in the y-direction. This means the damage parameter
should affect the stress components forming the traction vector normal to the plane – σyy, σxy, and σzy –
leaving the other components unaffected.
The test applies equal εyy normal strain and γxy shear strain to the element and imposes symmetry
boundary conditions on element faces to prevent rigid body motion. The macroscale constitutive model is
von Mises plasticity. Under this loading σxx, σyy, and σxy stresses develop – σyy and σxy from loading and
σxx from constraint. The model projects damage onto the normal plane to reduce and eventually eliminate
σyy and σxy as D → 1.
Figure 5.5 shows the results of the test as a plot of applied strain versus the three non-zero stress
components. The model works correctly – damage affects σyy and σxy but does not affect σxx. Similar tests
confirm the model correctly projects damage onto other planes – even planes with normals not parallel to the
model coordinate system.
5.4 Application to 2195 Al-Li
This section applies the damage model to represent delamination fracture in 2195 Al-Li. Tables 5.1 and 5.2
summarize tension and fracture tests data from the literature for this particular Al-Li alloy. The texture and
grain structure of the material cause both the tension and fracture properties to depend on orientation. In
102
600
500
400
300
200
100
0
2.52.01.51.00.50
σxy
σxx
σyy
ε (%)
σ (MPa)
y
z
x
ε = εyy = γxy
n
Single element
Figure 5.5: Single element example demonstrating the macroscale plane failure projection. The single element
is loaded with displacements – equal strains in the yy normal and xy shear directions and symmetry on three
faces to constrain the model. The interface/failure plane has a normal vector in the y-direction – parallel to
the applied loading. When the element completely fails (D = 1.0 at all Gauss points) the normal stress σyy
and shear stress σxy fall to zero, but the transverse normal stress σxx does not.
Specimen type Configuration KIc (MPa
√
m) Source
C(T) LS 47.5 [64]
SL 30.2, 32.9 “
LT 49.7 “
M(T) LS 73.71, 70.85, 73.13, 74.93 “
Unknown Splitter 29.59, 25.40, 34.91 [28]
Unknown TL 25.4, 34.9 [29]
Table 5.2: Room temperature fracture toughness data for 2195 Al-Li, in a variety of configurations.
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Parameter Description Value
E Young’s modulus 78811.2 MPa
ν Poisson’s ratio 0.33
σY Yield stress 517 MPa
npower Power law hardening coefficient 18.5
Table 5.3: Material parameters for macroscale von Mises material model.
particular, splitter configuration (TL and SL) specimens have a much lower effective toughness than divider
and arrestor configurations.
Applying the damage model to 2195 Al-Li requires calibrating several components:
1. Determine the texture of the material to select grain orientations for the bicrystal model. This work
samples orientations randomly from an experimentally measured texture from a plate sample of 2195
[141].
2. Determine the average grain size of the material – here using the same EBSD dataset.
3. Fit a finite element material model to the macroscale response of the material – here fit the tension
test data in Table 5.1 to an isotropic von Mises model.
4. Fit the microscale crystal plasticity model to the microscale (undamaged) material response – this work
fits a Taylor homogenized polycrystal of 500 orientations drawn randomly from the EBSD dataset to
the macroscale tension test data.
5. Determine the damage index parameter α by comparing a small-scale-yielding model of a splitter
configuration to experimental fracture toughness data from splitter configuration tests.
5.4.1 Fitting model parameters
The data summarized in Tables 5.1 and 5.2 and an experimentally measured orientation for 2195 Al-Li form
the basis for the model calibration. The macroscale von Mises plasticity model matches the uniaxial tension
test data summarized in Table 5.1. The strong texture of rolled Al-Li causes the tension test data to vary
with material orientation. The parameters for the von Mises model represent a fit to an average of the data
from all different orientations. Figure 5.6 shows the fit to the data and Table 5.3 summarizes the macroscopic
material model parameters.
The CP model described in Chapter 2, with the Voce hardening function, represents the microconstitituve
response of individual grains. The CP model parameters match the response of a homogenized polycrystal
of 500 random orientations, selected randomly from the 2195 texture, to the macroscale uniaxial tension
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Parameter Description Value
E Young’s modulus 78811.2 MPa
ν Poisson’s ratio 0.33
n Rate sensitivity coefficient 20
θ0 Initial slip system hardening slope 150 MPa
τy Intrinsic slip system strength 190 MPa
τv Maximum amount of slip system hardening 25 MPa
m Voce law power coefficient 1
α Rice-Tracy damage model parameter 0.25
Table 5.4: Material parameters for the microscale crystal plasticity model and the calibrated microscale
damage index coefficient α.
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Figure 5.6: Plot showing the fit of the macroscopic von Mises material model and the homogenized microscale
crystal plasticity material model, both in uniaxial tension loading. The crystal plasticity model captures the
effect of material orientation.
test data. The homogenized crystal plasticity model captures the effect of material orientation on the
uniaxial stress/strain response. Elastic parameters are isotropic elastic. See Fig. 5.6 for a comparison to the
macroscale von Mises model and Table 5.4 for the material parameters.
The final model parameter is the microscale damage index constant α. The small scale yielding (SSY)
fracture model shown in Fig. 5.7 calibrates this parameter. The SSY model represents a long primary crack
(a = R/2) loaded with the Mode I asymptotic crack front displacements. The material near the primary
crack front, in the plastic zone, undergoes damage as described above. Outside this region, undamaged von
Mises plasticity represents the material response. The thickness of the model (B/2 = 5 mm) approximates
the thickness of the C(T) specimen test from Hernquist [64]. Symmetry reduces the modeled region by
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Figure 5.7: This SSY model both calibrates the damage model parameter α to experimental data and
simulates delamination crack growth for three material configurations. Here R = 600 mm and B/2 = 5 mm –
matching the C(T) specimen thickness from [64]. The damage model developed in this work represents the
region of material near the primary crack. Outside this region, an undamaged von Mises plasticity model
represents the response.
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one-fourth: in the y- and z-directions.
The SSY model can represent any delamination configuration (see Fig. 1.4) by changing the vectors n, s,
and t defining the grain coordinate system. For example, when n =[0 1 0] (s and t arbitrary unit vectors
orthogonal to n and each other) the model represents a crack splitter configuration. In addition to aligning
failure/grain boundary plane, the model must also rotate the Euler angles representing the texture of the
material into the new coordinate system. Experiments suggest delamination in the splitter configuration
should supplant transgranular cracking and propagate an approximately straight primary crack. Figure 5.8
shows the damage model correctly reproduces this behavior – as the load on the model, KappI , increases
damage develops ahead of the primary crack front on the primary crack plane. When the damage parameter
in an element reaches D = 1 that element completely releases the traction components in the y-direction –
advancing the primary crack front.
Calibrating the damage parameter α requires changing the value of α so primary crack advance in the
model occurs at KappI = K
split
I,c , where K
split
I,c is the average of the initiation toughness values in Table 5.2 for
SL and ST configurations. That is, adjust α until the first row of elements ahead of the primary crack fails
at KappI = 30.5 MPa
√
m. The result of this calibration is α = 0.25.
5.4.2 Delamination crack growth
Figure 5.8 shows the damage index D and the corresponding mean stress field for three different configurations:
an LS arrestor configuration, a TL divider configuration, and a SL splitter configuration. For the damage
plots, deep red values indicate element failure, blue values represent undamaged elements. The model is
identical for all three simulations except the directions of the n, s, and t vectors and the required rotations
of the Euler angles describing the material texture. For comparison, the figure also shows the mean stress
field for an undamaged von Mises material.
Delamination crack growth patterns differ for each of the three configurations, matching experimental
data. In the arrestor configuration, a long delamination develops perpendicular to the primary crack front.
Perpendicular delamination crack growth resembles the crack growth pattern observed in the arrestor M(T)
tests of Hernquist [64]. In the splitter configuration, damage essentially propagates the primary crack along
the initial crack plane. This is also the crack growth pattern observed in experiments. In the divider
configuration, damage remains localized near the static primary crack front and near the primary crack plane.
Post-failure observations of divider configuration fracture tests typically show longer divider delaminations
segmenting the primary crack plane [13]. The lack of a primary, transgranular crack growth mechanism in
the simulation explains this discrepancy. Divider cracking generally occurs simultaneously with transgranular
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Figure 5.8: Amount and direction of delamination crack growth in three standard configurations and the
resulting mean stress fields. Simulations use the calibrated material properties (α = 0.25) and have the same
loading (KI = 60.0 MPa
√
m). For each configuration, the top image shows the value of the damage parameter
D, with dark red values indicating complete delamination failure. The lower plots shows the mean stress
fields from a planar slice through the thickness of the model, near the symmetry plane. The final plot shows
the mean stress field for an undamaged model.
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crack advance. Divider cracks do not halt or turn the primary crack (like arrestor configurations) or supplant
transgranular cracking (like splitter configurations). With an advancing primary crack, the damage at the
crack front would smear across the crack plane, generating a delamination growth pattern similar to the
experimental observations.
The stability of delamination crack growth separates arrestor and splitter configurations from the divider
configuration: the arrestor and splitter configurations grow a stable delamination crack, whereas the divider
configuration does not – instead relying on primary crack advance to carry delamination across the growing
crack plane. Macroscale crack driving forces explain this difference. Delamination initiates on the microscale.
Experience with the bicrystal interface model and the microscale models in the previous chapters suggests
substantial microscale void growth occurs on grain boundaries even if the stresses on the macroscale are
relatively low. This void growth, caused by the compatibility/equilibrium requirements on grain boundaries
separating soft/stiff orientations, initiates a microcrack. In the arrestor and splitter configurations, the
macroscale stresses propagate this microcrack. In the splitter configuration, the Mode I field of the primary
crack front drives delamination just as the loading would propagate a primary, transgranular crack. In
arrestor configurations, substantial σxx stress concentrations develop near the primary crack front which
propagate the arrestor microcrack. However, for divider configuration thin plate specimens, macroscale forces
do not develop to drive the growth of a divider microcrack. The magnitude of the through-thickness σzz stress
is much lower than the in-plane σxx and σyy stresses. With a plane strain model, elevated through-thickness
stresses do develop, as a consequence of stress triaxiality. Here, the macroscale stress field may propagate a
stable divider delamination.
The delamination damage affects the simulation stress/strain fields. In the splitter configuration, the mean
stress field corresponds to the field expected from straight primary crack growth – the stress concentration
advances with the growth of the primary crack, leaving behind residual stresses in the wake of the crack
front. In the divider configuration, the stresses do not change significantly from the undamaged model.
Since damage remains isolated very near the primary crack front, it does not significantly affect the material
away from the crack. Very close to the primary crack front, damage in the divider configuration lowers
the mean stress, as the damage projected on the xy plane lowers the σzz normal stress component. The
arrestor configuration generates the most complicated rearrangement of stress. The arrestor crack relieves
the mean stress concentration near the initial primary crack front but generates a region of increased mean
stress near the new delamination crack front. Previous simulations and experiments also note this stress
rearrangement, lowering the driving stress near the initial, primary crack front but increasing the stress near
the delamination front. In addition, the mean stress in the model remains elevated along the length of the
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Figure 5.9: Three simulations in the SL splitter configuration, all with the same loading (KI = 32.0 MPa
√
m)
and same material properties, but different grain orientations at each material point – chosen randomly from
an experimentally measured texture. This figure shows the variability inherent in this method of selecting
grain orientations. Each simulation develops different amounts of splitter delamination crack growth and
correspondingly different stress/strain fields.
arrestor crack, behind the initial primary crack front. These stresses correspond to the residual mean stresses
expected from crack advance – only here crack advance occurs perpendicular to the initial primary crack.
The reduction in mean stress generated by the arrestor and, to a lesser extent, divider configurations
explains why these configurations have a higher measured toughness than the splitter configuration. The
damage caused by delaminations reduces the stresses near the primary crack, lowering the driving force for
primary crack extension. This result, with the multiscale damage model in a macroscale simulation, agrees
with the previous simulations on the microscale with crystal plasticity models of small groups of grains.
Figure 5.8 shows the results for a single simulation in each of the three configurations. The model
selects the crystal orientations of the bicrystal pairs represented at each material point randomly, from
an experimentally measured texture. The particular selection of orientations, especially near the primary
crack front, affects the simulation results. Figure 5.9 shows one example of this variability. The figure
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shows the macroscale damage index for three simulations of splitter configurations, at the same far field
loading (KI = 32.0 MPa
√
m) – essentially showing the amount of splitter delamination advance along the
primary crack plane. Each simulation has a different amount of crack growth – ranging from 6 to 10 mm.
Fracture tests on 2195 Al-Li also show this variability – geometrically identical specimens from the same
batch of material fail in different ways depending on the grain orientations near the primary crack front. The
interpretation of simulations representing delamination with the multiscale damage model developed in this
work must take into account this variation.
The simulation variability also demonstrates the strong effect the material texture has on delamination
cracking. The grain orientations near the primary crack front influence the development of delamination
cracks. Therefore materials with different textures – different statistical distributions of grain orientations –
near a damage initiation site will have differing amounts of delamination crack growth. This suggests one
way to reduce the amount of delamination in Al-Li, or in other alloys, is to alter the texture of the material –
perhaps, based on the previous chapters, reducing the occurrence of Bs/S bicrystals.
5.5 Conclusions
This chapter develops a multiscale model of intergranular damage and applies the model to delamination
cracking in 2195 Al-Li. The damage model represents the key mechanics of failure on grain boundaries,
as identified by the previous chapters – the mesoscale deformation of crystalline grains, the compatibil-
ity/equilibrium requirements of grain boundaries, and the physics of intergranular damage. A mesh-size
independent homogenization converts damage on grain boundaries on the microscale to damage on the
macroscale and projection tensors apply the macroscale damage index to a plane in the finite element model –
an approach which essentially extends the smeared crack model to nonlinear, large deformation materials.
Example simulations verify the bicrystal interface model and the damage projection matrices.
When applied to 2195 Al-Li, the damage model reproduces key features of delamination cracking:
• Delamination crack growth varies with material orientation – matching the behavior observed in
experiments of standard arrestor, divider, and splitter configurations
• In the arrestor and divider configurations, delamination cracking, represented by the multiscale damage
model, shields the primary crack by reducing the stresses near the crack front. In the arrestor
configuration, delamination essentially turns the primary crack 90◦ – behavior observed in M(T)
fracture tests.
• By selecting the orientations of the bicrystal pairs randomly from an experimentally measured dataset,
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the damage model reproduces the strong effect material texture has on delamination crack growth. As
in the actual material, the orientation of grains near the primary crack front (or other damage initiation
site) strongly affects the subsequent initiation and growth of delamination cracks.
The damage model can represent intergranular failure in other materials with a similar pancake-shaped
grain structure by changing the calibration of the macroscale and microscale constitutive models and by
changing the intergranular damage index to account for the physics of damage in the material. Changing the
geometric assumptions of the homogenization scheme could apply the model to materials with a different
grain geometry. For example, materials with hexagonal grains might track and homogenize damage on six
planes, instead of the one plane considered for delamination in Al-Li. A model could apply this damage to
the macroscale stress/strain response by chaining the projection tensors described in Eqs. 5.6 and 5.7:
σmacro =
{
6∏
i=1
(
I6×6 −D(i)PD,(i)6×6
)}
σud
where D(i) is the damage index and P
D,(i)
6×6 the projection matrix for each of the six faces of the hexagonal
grains.
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Chapter 6
Conclusions
6.1 Summary of contributions
Delamination cracking limits the application of lightweight, high strength aluminum-lithium alloys. Previous
research does not identify the mechanism driving intergranular delamination, but experiments suggests void
growth on soft/stiff grain boundaries ultimately leads to crack initiation. Uncertainty predicting the initiation
and growth of delamination cracks prevents wider application of Al-Li in aerospace structures.
Delamination cracking can be a favorable property of Al-Li alloys. Previous work shows delamination
can divert the path of a otherwise initially straight primary crack, increasing the effective toughness of the
damaged component and possibly turning the crack away from damage-critical regions. For example, if
simulation could predict the path of a delamination crack, an integrally-stiffened structure could be designed
to turn a growing crack away from a stiffener, increasing the safety and toughness of the structure. However,
currently, no simulation technique models delamination with sufficient accuracy to predict crack turning.
This dissertation develops a model of delamination capable of representing the initiation and growth
of delamination cracks on the structural scale. First, the dissertation investigates the microscale stresses
and strains causing void growth on grain boundaries with simulations representing grains near a long
primary crack. On the scale of individual grains, the constitutive response of the material is inhomogeneous
and anisotropic. A physically-based crystal plasticity model represents this anisotropic deformation. The
microscale models reveal elevated mean stresses and plastic strains on soft/stiff grain boundaries. The
elevated stresses and strains drive plastic void growth, leading to delamination cracking. The simulation
results agree with previous research indicating delamination tends to occur on such soft/stiff boundaries.
Based on these microscale simulations, the dissertation develops a multiscale model of intergranular damage.
The damage model homogenizes the net effect of ductile damage on many grain boundaries to calculate a
macroscale damage index representing delamination. The multiscale model correctly evolves delamination
in several configurations and simulates the effect of the growth of macroscale delaminations on the overall
response of a macroscale model. Once calibrated to experimental data, the multiscale delamination model
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can be a useful tool for designers, allowing them to predict delamination crack initiation and growth and
incorporate the favorable crack shielding and turning properties of delamination in their designs.
6.1.1 Crystal plasticity modeling
Simulations of delamination must resolve the sharp stress and strain gradients that develop at grain
boundaries. Crystal plasticity simulates the deformation of the material at this scale. In metals, the motion
of dislocations causes plastic deformation. Crystal plasticity represents this deformation with a continuum
model, approximating dislocation motion as a composition of simple shear deformations across a series of slip
systems.
Chapter 2 develops a crystal plasticity model and describes the implementation of the model in WARP3D,
an open-source, nonlinear finite element code, targeted at simulating fatigue and fracture. The crystal
plasticity model represents slip system hardening with a modular function. This allows users to easily change
the hardening theory while retaining the kinematics and implementation of the CP formulation. WARP3D
implements two specific hardening functions: a simple Voce law and the rate and temperature dependent
MTS theory.
A geometric hardening term modifies these slip system hardening theories. Standard models of slip system
hardening only consider the effect of statically stored dislocations. Geometric hardening, proposed by Acharya
et al. [5], modifies the hardening function to account for geometrically necessary dislocations. The density
of these dislocations varies with the curl of the elastic deformation, therefore CP methods incorporating
geometric hardening depend on both the strain and the gradient of the strain. The hardening effect of
necessary dislocations strongly influences the response of polycrystals near grain boundaries, justifying the
inclusion of a geometric hardening term in simulations of delamination fracture. Chapter 2 presents the
basics of geometric hardening and the geometric hardening terms modifying the standard Voce and MTS
hardening functions. An appendix provides details about the implementation of the gradient hardening terms
in WARP3D.
The CP method accommodates larges deformations by integrating an objective stress rate. Previous
research asserts all objective stress rates are interchangeable. As Chapter 2 shows, this holds true only for
models that neglect plastic material rotations. Crystal plasticity methods typically evolve the elastic lattice
rotations separately from the total material rotation, therefore assuming some plastic material rotation.
This plastic voriticity requires correcting common objective stress rates. Assuming small elastic stretches
eliminates the correction term for the Jaumann stress rate. However, the Green-Naghdi rate, adopted by
ABAQUS/Explicit and WARP3D, does require correction. Previous literature does not explicitly present the
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correction terms to the objective integration. However, the CP formulation developed here does resemble
methods developing a material stress integration from basic kinematic assumptions. The contribution of
this work is interpreting the resulting stress integration as a modification of a standard objective rate, thus
facilitating the implementation of the model in an existing code.
Previous work on crystal plasticity methods often overlooks the consistent linearization of the stress
update algorithm. Implicit finite element schemes rely on this exact linearization to achieve ideal convergence
rates. Crystal plasticity remains a continuum theory of deformation – easy to implement as a material model
in a finite element code. However, unlike conventional plasticity theories, the consistent linearization of
CP models is asymmetric. Chapter 2 describes how to efficiently compute this asymmetric linearization
and explains the importance of retaining the exact tangent matrix and not, for example, symmetrizing the
tangent and using a symmetric linear solver and assembly algorithm. Furthermore, deriving the algorithmic
tangent for a modular hardening function means the tangent remains exact for any hardening theory, again
greatly reducing the work required to implement a new hardening model.
Finally, several numerical examples demonstrate the accuracy and numerical performance of the crystal
plasticity method. The formulation reproduces the texture evolution of a rolled FCC metal and can
approximate the analytic solution to a cracked single crystal. A large simulation of a grain cluster demonstrates
the importance of the exact algorithmic tangent for achieving optimal numerical efficiency.
6.1.2 Microscale models of delamination
Chapters 3 and 4 present microscale simulations of Al-Li grains embedded around a long primary crack. The
CP model represents the grain deformation at this scale. Two small scale yielding simulations represent two
different grain configurations: arrestor and divider (see Fig. 1.4). In addition, the chapters compare the results
of the microscale CP models to simulations representing material response with conventional, macroscale
plasticity models. For the microscale simulations, factors influencing the response of grain boundaries near
the primary crack include the geometry of the grains (arrestor or divider), the crystallographic orientation of
neighboring grain pairs, and the applied T -stress.
Soft/stiff grain boundaries in both configurations develop elevated mean stress and plastic strain. These
elevated stresses and strains drive plastic void growth, as measured by the Rice-Tracey parameter. This
result agrees with experimental data – both indirect observations of delaminating grain boundaries and direct
HEDM measurements of the lattice strain/stress in Al-Li grains. In the simulations, bicrystals consisting
of a S orientation next to a Bs orientation demonstrate this soft/stiff behavior. Again, this result agrees
with experiments, where delamination frequently develops between grains of these orientations. Furthermore,
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at least for arrestor configurations, the mechanics of alternating arrangements of soft/stiff grains generates
primary crack shielding, as measured by values of the J -integral and the primary crack opening mode
stress fields. Previous research [134] observes this crack shielding in bimetallic composites represented with
alternating layers of elastic (stiff) and plastic (soft) materials, suggesting a similarity between delamination
in Al-Li and delamination in laminar composites.
Arrestor configuration fracture tests of specimens with compressive T -stress geometries often develop more
delamination cracks than tests on specimens with zero or tensile T -stresses. For example, M(T) specimens
tend to turn an initial crack 90◦ into a long arrestor delamination, while C(T) specimens tend to grow an
approximately straight primary crack. Chapter 3 simulates this T -stress effect by imposing a strong negative
T -stress on the arrestor configuration SSY model. The simulation results show primary crack shielding
increases with the application of a compressive T -stress. This increased shielding reduces the crack driving
forces on the primary crack while not affecting the forces driving delamination crack growth, explaining the
experimental observations.
The simulation results reproduce the experimental findings and elucidate the mechanism driving void
growth on the grain boundaries, but do not explain why soft/stiff grain boundaries develop elevated mean
stress and plastic strain. To explain this phenomenon, Chapter 4 develops a simplified model of delamination
– two adjacent elastic layers in the limit of zero thickness. The chapter solves this problem analytically. As a
consequence of interface compatibility and equilibrium, the mean stress at the interface increases with the
stiffness ratio E1/E2 of the two layers, Mean stress elevation on soft/stiff material interfaces develops directly
from the mechanics of the boundary. Therefore, stress concentration develops on Al-Li grain boundaries even
in the absence of special material features, such as precipitate free zones.
6.1.3 Intergranular damage model
The microscale crystal plasticity simulations confirm soft/stiff grain boundaries are vulnerable to delamination,
demonstrate that microscale mean stress and plastic strain elevation on the boundaries leads to plastic void
growth, and show the mean stress elevation results solely from the mechanics of a soft/stiff interface and
not from any special material feature at the grain boundary. However, detailed crystal plasticity models of
structural scale components are impractical. The computational expense required to discretize individual
grains in a large scale model rapidly becomes prohibitive and such detailed models require corresponding
detailed information about the microstructure of the material – information not commonly available. Chapter
5 synthesizes the results of the previous chapters into a multiscale model of damage that can represent the
physics of delamination on the microscale, but homogenize damage to calculate a damage index on the
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macroscale.
The damage model developed in Chapter 5 represents the microscale response of a material interface with a
simplified model only considering interface equilibrium, compatibility, and an average Taylor constraint. Any
constitutive model can simulate the response of the material on either side of the interface. For representing
delamination, the simulations use the crystal plasticity model developed in Chapter 2. The interface response
feeds a microscale damage index, representing the physics of failure on the microscale. Here, the simulations
adopt an index based on the Rice-Tracey parameter of ductile void growth. Finally, geometric assumptions
about the orientation and size of the microscale interfaces homogenize the microscale damage index to
generate a macroscale measure of damage. The model projects this damage index on the macroscale stress
tensor, representing material failure on a plane.
This model, applied to delamination fracture in Al-Li, successfully reproduces experimental observations.
Small scale yielding simulations representing delamination with the damage model develop different patterns
of delamination crack initiation and growth depending on the orientation of the material relative to the
applied loading. Specifically, the simulations reproduce the delamination crack growth patterns observed in
arrestor, divider, and splitter configurations tests. Delamination damage tends to shield the primary crack
front, also in agreement with experimental observations. In short, the multiscale damage model achieves the
goal set out above – to represent the initiation and growth of delamination cracks in macroscale models of
structural components. Standard fracture tests can calibrate the model parameters to represent a particular
material. Chapter 5 provides the example of 2195 Al-Li. Since the model correctly represents the physics of
delamination on the microscale, a calibration derived from experiments conducted in a particular configuration
can also represent delamination in other material orientations – either other standard test configurations or
arbitrary orientations.
6.2 Future work
6.2.1 Development of crystal plasticity models
Numerical efficiency of crystal plasticity
The crystal plasticity finite element models solved in Chapters 3 and 4 are computationally expensive.
Hundreds of finite element discretize each grain to accurately represent the stress and strain gradients near the
grain boundaries. The models have 500,000 or more degrees of freedom and still only represent a small volume
of material. Homogenization techniques, like the one developed in Chapter 5, are a method for efficiently
incorporating microstructural features into the response of a macroscale model. However, homogenizations
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typically reduce the accuracy of the model on the microscale in order to decrease the required computational
effort.
Detailed microstructural simulations of structural scale components are computationally expensive.
Assuming that a simulation resolves the material response on the grain scale, a model of a component with a
representative length scale on the order of 1 m may require upwards of 1018 elements, assuming an element
length scale of 1µm. Conventional direct or iterative methods cannot solve systems of this size, even on the
largest parallel computers.
Multigrid solvers take advantage of the error transfer properties of different levels of discretization of the
same boundary value problem to efficiently solve the resulting linear system [133]. For ideal cases, the time
complexity of multigrid solvers scales linearly with the problem size, meaning parallel methods can achieve
near perfect weak scaling [47]. Modern large scale parallel solvers typically combine a multiscale preconditioner
with a classical iterative method and achieve good performance, even on thousands of processors [63].
Multiscale methods, as discussed in this dissertation, take advantage of a hierarchy of material response
– the macroscale response is the average or homogenization of the microscale response. A true multiscale
method resolves the exact physics of deformation on the relevant length scales. For example, a traditional
representative volume element approach solves a representative microscale BVP and uses the microscale
solution as the response of a macroscale material point. Apart from uncoupling the microscale and macroscale
boundary value problems – a result of classical asymptotic homogenization theory – these multiscale methods
do not reduce the computational expense of solving the macroscale problem.
A multiscale problem has a hierarchy of both material response and model discretization. Figure 6.1
shows one example. Consider simulating the mesoscale response of a large volume of material. On the
lowest scale, multiple finite elements discretize each grain, simulated with crystal plasticity. On a higher
scale, a classical homogenization, like the Taylor approximation, represents multiple grains at each finite
element. At the highest scale a conventional, isotropic material model, like von Mises plasticity, represents
the deformation of hundreds or thousands of grains. Each material level has a corresponding level of mesh
refinement. On the grain scale, the mesh must resolve the individual grain boundaries. At higher scales, the
mesh must only resolve macroscopic features like cracks or other sources of stress concentration. Between
each level shown in Fig. 6.1 there exists a series of multiscale meshes of increasing coarseness. For example,
a method could coarsen the mesh representing each grain until a single element represents a single grain.
Finally, the hierarchy presented in Fig. 6.1 could extend in both directions, larger and smaller. Below the
crystal plasticity mesoscale, discrete dislocation mechanics and atomistic simulations represent the material.
Above the macroscale, a reduced model, like a frame or truss, might represent the structure. A solution
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Discretization: Grains
Material: Crystal plasticity
Discretization: Defects
Material: Homogenized
Discretization: Stuctural
Material: Isotropic
Figure 6.1: A multilevel material and mesh hierarchy. On the finest scale, the discretization represents
individual grains and grain boundaries and a crystal plasticity material model represents the physics of
mesoscale deformation. At larger length scales the mesh resolves individual defects (here a crack) and the
material model homogenizes many grains to generate the material response – each element represents many
grains. Finally, at the largest length scale the mesh discretizes only coarse structural features and isotropic
plasticity represents the average deformation of grains of random orientations.
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method aimed at solving the complete finest-scale problem can take advantage of this hierarchy of both
discretization and material response.
Essentially, such a method combines multiscale and multigrid techniques. Fish and Belsky [41, 42] devel-
oped the basics of such an algorithm. However, their method requires classical, asymptotic homogenization,
periodicity of the microscale problem, and only solves linear problems. An extension of the method, perhaps
called a multilevel solver, would extend these ideas to non-periodic microstructures and nonlinear response.
Nonlinear multiscale methods are common; nonlinear multigrid methods also exist, for example the full
approximation scheme (FAS) [116]. The most substantial challenges in developing a multilevel solver are
the mesh/scale transfer operators and automatic homogenization. For nonlinear BVPs, transferring internal
variables across scales and meshes remains an open problem. Interpolating history variables often results in
substantial inaccuracy. Multilevel method have the additional challenge of homogenizing history variables.
For example, how should dislocation densities driving a crystal plasticity model homogenize into an equivalent
plastic strain on the macroscale? Furthermore, a method should determine the appropriate homogenization
schemes, both for internal variables and for the overall structural response, automatically.
In addition to the numerical challenges, a multilevel method requires the characterization of the structure
of the material across all the simulated length scales. However, current research develops fast material
characterization techniques for quickly determining the structure of a material at many scales, either exactly
or statistically [57].
Crystal plasticity kinematics
The kinematic assumptions of conventional crystal plasticity models only approximate polyslip deformation.
Crystal plasticity assumes the sum of simple shear deformations along each of the slip systems forms the
plastic spatial velocity gradient. Continuous simple shear deformations cannot represent true slip deformation,
which is a displacement jump along the slip plane (see Fig. 6.2a). Instead, a CP method approximates the
jump in the displacement (and corresponding jump in the strain) with a sharp displacement (and strain)
gradient. Figure 2.7 and the discussion in Chapter 2 demonstrate this approximation can lead to slow
convergence.
Representing slip deformation with history-dependent cohesive interfaces could overcome the inaccuracy
in the crystal plasticity kinematic assumptions and the reduced convergence rates near active slip systems in
single crystal models. Figure 6.2b shows the properties of a cohesive interface representing slip deformation.
Ideally, such interfaces would be explicit – only inserted into the simulation after the resolved shear stress on
the system reaches the initial value of the slip system strength. Implicit cohesive laws, predefined along all
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Figure 6.2: (a) The kinematics of slip deformation in direction s and normal n. Notice the displacement field
at the slip plane is not differentiable – the value of the displacement field at point p is not single-valued. (b)
Implicit and explicit resolved-shear/separation laws for a cohesive interface representing slip deformation.
slip systems represented in the model, can approximate the slip system behavior with a high initial interface
stiffness.
Implementation of this method presents several challenges. Without a priori knowledge of the active slip
systems, a model would have to track the resolved shear along all slip systems in the represented volume.
Tracking all slip systems in a model rapidly becomes impractical – the slip system spacing is on the order
of the atomic spacing. Approximations could reduce the number of represented systems – perhaps one per
element, limiting the length scale of deformation, but still representing the net slip across many systems. The
cohesive law determining the response of the slip system interfaces should represent the physics of dislocation
motion. This requires history dependent cohesive laws – each interface must store and evolve a set of history
variables. Finally, slip systems frequently intersect, both in the bulk of grains and on grain boundaries. A
cohesive element approach must correctly represent deformation at these intersections.
Rather than modeling cohesive interfaces with finite elements, the GFEM/XFEM [19] approach enriches
the nodal partition of unity with special shape functions representing a priori knowledge of the exact
solution. Previous work represents cohesive cracks [104] and grain boundaries [129] with GFEM shape
functions. Methods representing grain boundaries with cohesive GFEM shape functions must accommodate
the intersection of boundaries – typically triple points in 2D – and could directly apply to cohesive slip.
Another potential improvement could be retaining the continuum formulation of traditional CP methods
but correcting the kinematic assumptions to better represent polyslip. Kro¨ner [80] recognized several problems
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Figure 6.3: A Eulerian-Lagrangian crystal plasticity formulation. Plastic deformation is flow over a fixed
mesh, elastic deformation is a Lagrangian perturbation of the mesh.
inherent in representing slip deformation with continuum methods based on differential geometry, including
the slip displacement discontinuity and the multiplicative elastic-plastic decomposition. A displacement
jump implies the gradient of the displacement does not exist at the slip system – a substantial challenge for
traditional continuum methods based on the existence of the deformation gradient. Refer to Fig. 6.2a – the
deformation map φ (x) is not single-valued at points along the slip system, meaning the deformation gradient
does not exist. Furthermore, only intuitive arguments justify the decomposition of the deformation gradient
into multiplicative elastic and plastic parts (F = FeFp). Even assuming the deformation gradient exists,
clearly the plastic part of the deformation Fp does not represent the gradient of some plastic displacement.
Describing the slip deformation shown in Fig. 6.2 as material transport could correct these problems.
While the literature calls plastic deformation plastic flow, most methods do not truly treat plasticity as
material transport. A flow problem solves two coupled differential equations: balance of linear and angular
momentum (stress equilibrium) and conservation of mass (material transport). Eulerian-Lagrangian methods
provide a convenient framework for solving these coupled equations. For example, Eulerian deformation on a
fixed mesh might represent plastic deformation while a small Lagrangian perturbation of the mesh might
represent elastic deformation.
Figure 6.3 outlines a Eulerian-Lagrangian crystal plasticity method. Slip though a number of slip systems
of fixed geometry represents plasticity – plastic deformation does not affect the slip system directions and
normals. An Eulerian formulation on a fixed mesh conveniently represents this deformation. A Lagrangian
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deformation of the mesh represents elasticity.
The material time derivative of a scalar field f(x, t) is:
Df
Dt
=
∂f (x, t)
∂t
+
∂f (x, t)
∂x
∂x
∂t
.
Referring to Fig. 6.3 and using the chain rule:
x (χ, t) = γe (γp (χ)) =⇒ ∂γ
e
∂γp (χ)
∂γp (χ)
∂t
.
But γp (χ) = X:
∂γe
∂X
∂X
∂t
= FeVp (x, t)
where Fe is the elastic deformation gradient and Vp (x, t) is the plastic flow velocity.
Putting these equations together, the differential statement of mass conservation is:
Dρ (x, t)
Dt
=
∂ρ
∂t
+∇xρ • FeVp (X, t) = 0
and the balance of momentum is:
ρ (x, t)
Dv (x, t)
Dt
= ρ
∂v
∂t
+ ρ∇xvFeVp = ∇xσ (x, t) + ρ (x, t) b (x, t) .
Here the unknown fields are v (x, t), the total material velocity, ρ (x, t), the material density, and Fe (x, t),
the elastic deformation. The plastic velocity Vp (X, t) and the Cauchy stress field σ (x, t) are constitutive
tensors. Reasonably, the Cauchy stress should be a function of the elastic deformation gradient Fe – any
hyperelastic stress/strain relation fulfills this requirement. A constitutive theory must also specify the
plastic velocity Vp (X, t). Physically, this velocity field defines the motion of dislocations across the lattice.
Assume a function of the constitutive tensors αGND and αSSD – the Nye tensors describing the densities of
geometrically necessary and statically stored dislocations – defines the plastic velocity. Defer the discussion
of how to calculate these densities constitutively – that is, as functions of the unknown velocity, density, and
elastic distortion tensors and the other constitutive tensor, the Cauchy stress – until the next subsection.
Even assuming the existence of these constitutive relations, mass and momentum balance only provide 4
equations for 13 unknowns – the density, velocity, and elastic distortion fields. The differential conservation
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of dislocations provides sufficient information to solve the system:
αGND = −∇x × Fe−1 (x, t) .
Numerically solving these three differential equations resembles solving the conventional plasticity problem
in an arbitrary Eulerian-Lagrangian (ALE) framework [66, 69]. The equations are similar, but here the elastic
distortion tensor specifies the mesh deformation at any point.
This Eulerian-Lagrangian CP formulation has advantages over conventional CP formulations:
1. Treating slip as a material flow phenomenon accurately captures the physics of dislocation motion.
2. The formulation does not require the plastic deformation to be differentiable – the spatial gradient of
the plastic velocity does not appear.
3. The multiplicative decomposition of deformation into elastic and plastic parts does not appear in the
formulation.
4. As the next subsection demonstrates, experiments can measure all of the model state variables, enabling
direct comparision between experiment and simulation.
However, the formulation does have several disadvantages:
1. An implementation of the method must solve three coupled, nonlinear differential equations with 13
total unknown field components – much more computationally expensive than traditional methods
solving the momentum balance equations for an unknown displacement field.
2. Since the formulation involves solving coupled differential equations, the Galerkin discretization of the
equations requires stabilization. ALE methods commonly stabilize the formulation with streamline
upwinding methods.
3. Eulerian frameworks make tracking material interfaces and the domain boundaries challenging.
4. Eulerian plastic deformation means material points move around the domain. A method must either
track these points or convect the internal state variables from one step to another. This does not apply
if all the state variables are solved as BVPs over the domain – as with the physically-based theory
proposed in the next section.
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Physically-based crystal plasticity
Crystal plasticity methods represent the physics of deformation at the mesoscale. They are physically-based
because, ideally, theories do not rely on empirical observations or assumptions about plastic flow, for example
a yield surface and associative flow rule. State variables for a truly physical theory of plasticity would be
measurable – an experiment could completely describe the state of the system. Conventional macroscale
plasticity models do not meet this definition. They typically involve the equivalent plastic strain or some other
measure of inelastic deformation, which experiments cannot measure. For mesoscale plasticity, reasonable
state variables include:
• The elastic lattice stretch. The physics of atomic bonding in a perfect lattice determines the reference
atomic spacing. Experimental techniques, such as HEDM measurements, can determine the current
lattice distortion.
• The lattice rotation. EBSD experiments can measure the lattice orientation of a given grain.
• The defect density. In particular, the density of both necessary and statically stored dislocations. Recent
techniques calculate the dislocation density from EBSD or HEDM measurements and, in principle, an
experimentalist could reconstruct both densities from microscopy.
The crystal plasticity model described in Chapter 2 does not meet this definition of a physical model. The
CP model maintains the stress, the lattice rotation, and the slip system strength τ˜ as internal variables. The
stress directly relates to the elastic lattice stretch by the stiffness tensor C. The model evolves the slip system
strength with a rate form representing the physics of dislocation motion. However, there is no one-to-one
correspondence between the slip system strength and the dislocation density along a particular slip system.
A better model would have the lattice stretch and rotation together with the density of necessary and
statically stored dislocations as state variables. Such a model requires simulating the nucleation, transport,
and relaxation of dislocations in the material. Methods simulating dislocation densities (as opposed to discrete
dislocations) are called continuous theories of dislocations. Acharya [2] proposed one such theory, which forms
the basis of the method for calculating the GND density supplementing the hardening models in Chapter
2. In the fullest form, a continuum model of dislocations must simulate the motion of dislocations under
stress, the nucleation and annihilation of dislocations, and special transport mechanisms like cross-slip and
dissociation on grain boundaries. The resulting model might consist of a coupled system of reaction-diffusion
equations.
Solving the full response of the material requires coupling the dislocation density equations to equations
for the elastic deformation of the body; for example, the framework of crystal plasticity kinematics proposed
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above. Without simplification, the simulation would be overly complex – with each of the total material
deformation, material density, elastic stretch, elastic rotation, necessary dislocation density, and statically
stored dislocation density an unknown field. Condensation of the equations may eliminate some of the
unknown fields. In particular, the total motion and density of the material become redundant if the elastic
distortion and dislocation density field are known.
A model of crystal plasticity simulating the dislocation density fields would be truly physically-based,
allowing for the direct comparison of experimental and simulation results. Furthermore, the dislocation
density fields provide additional information on the response of the material. Features such as dislocation
pileups, persistent slip bands, and grain boundary sliding triggered by partial dislocation motion all become
simulated features of a model. The model also would eliminate some of the remaining empirical features
of existing CP formulations: the power law slip/stress rule and the additive decomposition of polyslip into
simple shear deformations.
6.2.2 Development of the intergranular damage model
Developing the delamination model presented in Chapter 5 requires representing primary, transgranular crack
propagation in the simulations. Cohesive interface elements could represent transgranular crack growth,
while the grain boundary damage model continues to represent intergranular delamination. Such a model
could study the trade-off between delamination and transgranular crack growth. Depending on the relative
properties of the cohesive and interface damage elements, an initially straight primary crack may turn
and become a long delamination – a pattern often observed in experiments. Incorporating both growth
mechanisms would also allow the model to represent the stair-step growth of alternating transgranular and
intergranular cracks often found in actual Al-Li structures.
The conclusion of Chapter 5 notes that the intergranular damage model can represent other types of
grain boundary failure. Changing the microscale damage index changes the physics driving grain boundary
separation and by changing the geometric homogenization assumptions the model can represent other grain
geometries. Finally, another model could replace crystal plasticity to represent the stress/strain response
of the microscale material. The model can then explore other failure mechanisms in other materials – for
example, brittle failure in the adhesive connecting layers of a laminar composite. Conventional material
models might represent the layers, a homogenized model the constitutive response of the macroscale, and
a brittle damage model failure on the interfaces. The geometric assumptions would be similar to those
implemented in Chapter 5. Alternatively, the model could represent intergranular damage for less structured
grain geometries, for example polyhedral grains.
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The damage model may also provide insight to general crack turning behavior. In aluminum-lithium, a
combination of transgranular and intergranular cracking causes stair-step crack turning. Crack turning – the
diversion of an initially straight primary crack without any variation in the macroscale driving force – occurs
in other aerospace alloys e.g. 2024 aluminum [112]. In integrally stiffened structures, crack turning can be an
important safety or toughening mechanism [27]. While most conventional aluminums do not demonstrate
clear intergranular delamination, factors thought to contribute towards crack turning in conventional alloys
are remarkably similar to the factors this dissertation connects to delamination [112]:
• The micromechanics of fracture in the process zone
• T -stress
• Fracture toughness anisotropy
Based on this similarity, the interface damage model may be able to predict crack turning in a variety of
materials, potentially improving the reliability of integrally stiffened aerospace structures. Future work should
also extend the microscale simulations of the T -stress effect presented in Chapter 3 to the macroscale via the
interface damage model.
6.2.3 Failure on the microscale
This dissertation presents a detailed study of one particular failure mechanism – intergranular delamination.
The delamination mechanism serves as an exemplar for why research into damage mechanics must extend
to the microscale. The microstructure of the material creates the conditions driving delamination fracture.
Simulations from previous chapters demonstrate that the macroscale crack driving forces alone do not explain
delamination initiation. As such, a model of delamination only accounting for macroscale response could, at
best, only empirically represent delamination. True understanding of the mechanism requires microstructural
or multiscale modeling.
Other failure mechanisms are microstructurally linked. For example, in high temperature, high performance
environments, cracks with lengths on the order of a few grain sizes may indicate structural failure. The
extreme thermomechanical loadings such structures undergo rapidly propagate small cracks to failure in only
a few loading cycles. Therefore, a safe structure must limit microcracks and a useful damage model must
account for the microstructure of the material. Similar microstructurally linked failure mechanisms include
the debonding of fiber reinforced composites, delamination of laminar materials, and, in general, the failure
of any material with a directional dependence not induced by the macroscopic loading.
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Finally, even for materials where isotropic, macroscale damage models accurately represent failure,
microstructural models provide insight into the physics underlying the damage mechanism. For example,
while the Gurson-Needleman-Tvergaard [60, 146] model may accurately represent the macroscale effects of
plastic void growth, the model remains essentially an empirical approximation of the true mechanisms of
void nucleation, growth, and coalescence. Only microscale models explain how dislocation transport and the
diffusion of lattice vacancies grow voids. Microscale models may guide the development of more accurate
macroscale models, which then reflect the true physics underlying damage on the smaller scales.
Simulation capabilities must maintain parity with the development of experimental techniques that
measure the response and structure of a material on smaller and smaller scales. In the past, the only way to
determine the lattice stretch or defect density of a material on the microscale was simulation. Now methods
such as HEDM can determine the lattice stretch, rotation, and defect density fields for increasing large
volumes of material, even in the bulk of a specimen. Not only should researchers incorporate these new
sources of information into improved versions of existing damage models, but the new experimental data
should provide impetus for the development of new models, which represent the physics of damage across
more disparate scales. The new experimental techniques can validate and calibrate such multiscale models,
leading to a better understanding of damage processes and ultimately safer and more reliable structures.
128
Appendix A
Voigt notation
This dissertation adopts the Voigt notation used in WARP3D. Strain tensors transform as:
ε→

ε11
ε22
ε33
2ε13
2ε23
2ε12

and stress tensors transform as:
σ →

σ11
σ22
σ33
σ13
σ23
σ12

.
In general, the equations presented here are correct for any choice of Voigt notation, with one exception.
In Chapter 2, Eq. 2.11 defines the effective strain increment in terms of the unrotated strain tensor ∆d. In
Voigt notation, this tensor transforms to:
∆d =

∆d11
∆d22
∆d33
2∆d13
2∆d23
2∆d12

.
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The effective strain increment is not then ∆γ0 =
√
2/3∆d ·∆d, but rather:
∆γ0 =
√
2/3 (∆d11 + ∆d22 + ∆d33) + 4/3 (∆d13 + ∆d23 + ∆d12).
This has an effect on the subsequent appearances of ∆d in the equations for the algorithmic tangent. In the
tangent expressions, ∆dn+1 appears as a part of the derivative of the effective strain rate ∆γ
0. Because ∆γ0
is not defined in the standard Voigt notation, this ∆dn+1 is not in the standard strain vector Voigt notation,
but instead appears as:
∆d =

∆d11
∆d22
∆d33
∆d13
∆d23
∆d12

.
Without accounting for this subtlety, the equations presented for the algorithmic tangent are not correct and
the convergence of the nonlinear finite element solver will not be quadratic.
The W matrix in Eq. 2.14 implements the tensor expression δik∆W¯
p
lj −∆W¯ pikδjl in Voigt notation. This
tensor expression transforms to the matrix:
W =

0 0 0 2∆W¯ p12 0 −∆W¯ p13
0 0 0 2∆W¯ p12 −2∆W¯ p23 0
0 0 0 0 2∆W¯ p23 2∆W¯
p
13
∆W¯ p12 −∆W¯ p12 0 0 −∆W¯ p13 −∆W¯ p23
0 ∆W¯ p23 −∆W¯ p23 ∆W¯ p13 0 ∆W¯ p12
∆W¯ p13 0 −∆W¯ p13 ∆W¯ p23 −∆W¯ p12 0

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Appendix B
MTS and geometric hardening
B.1 MTS hardening derivatives
Chapter 2 omits these derivatives because of their length.
E
(t)
n+1 = θ0
(
µn+1
µ0
)(
n∆γ0n+1
τ˜nn+1
)1−
(
µ0
µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
τvn+1
m nslip∑
s=1
∣∣∣τ (s)n+1∣∣∣n−2 τ (s)n+1m(s)
E
(τ˜)
n+1 = −

(
m
τvn+1
)1−
(
µ0
µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
τvn+1
−1 + (µn+1
µ0
)(
n
τ˜n+1
)
θ0
1−
(
µ0
µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
τvn+1
m nslip∑
s=1
∣∣∣∆γ(s)n+1∣∣∣
E
(∆d)
n+1 =
(
µn+1
µ0
) ∂τ
y
n+1
∂∆dn+1
+ θ0
1−
(
µ0
µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
τvn+1
m−1 nslip∑
s=1
∣∣∣∆γ(s)n+1∣∣∣
[
m
τvn+1
∂τyn+1
∂∆dn+1
+
m(
τvn+1
)2 {( µ0µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
}
∂τvn+1
∂∆dn+1
+
2
3
(
∆γ0n+1
)2
1−
(
µ0
µn+1
)
τ˜n+1 −
(
µ0
µn+1
)
τa − τyn+1
τvn+1
∆dn+1

With:
∂τyn+1
∂∆dn+1
=
2τˆy
3
(
∆γ0n+1
)2
qypy ln
(
ε˙y0
∆γ0n+1/∆tn+1
) {1− [ kTn+1
µn+1b3g
y
0
ln
(
ε˙y0
∆γ0n+1/∆tn+1
)]1/qy}1/py−1
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kTn+1
µn+1b3g
y
0
ln
(
ε˙y0
∆γ0n+1/∆tn+1
)]1/qy
∆dn+1
∂τvn+1
∂∆dn+1
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2τˆv
3
(
∆γ0n+1
)2
qvpv ln
(
ε˙v0
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[
kTn+1
µn+1b3gv0
ln
(
ε˙v0
∆γ0n+1/∆tn+1
)]1/qv
∆dn+1
B.2 Geometric hardening modifications
These expression modify the Voce and MTS hardening functions (and associated derivatives) to account for
geometric hardening, as described in Section 2.3.3. Chapter 2 details the process of calculating the linear
necessary dislocations densities (λ(s)) and explains the physics underlying the modification terms.
B.2.1 Voce law function
τ˜n+1 = hn+1 = τ˜n + θ0
nslip∑
s=1
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1− τ˜n+1 − τ
y
τv
+
τ
(s)
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B.2.2 MTS function
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The derivatives ∂τyn+1/∂∆dn+1 and ∂τ
v
n+1/∂∆dn+1 remain unchanged from B.1.
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Appendix C
Projection matrices
This appendix lists the components of the three projection tensors described in Chapter 5 – Pe3×6, P
c
3×6, and
PD6×6. Each matrix is a combination of the components of the orthogonal coordinate system describing the
interface plane/grain boundaries with normal vector n and transverse vectors s and t. Let the components of
these vectors be:
n =
[
n1 n2 n3
]T
s =
[
s1 s2 s3
]T
t =
[
t1 t2 t3
]T
As described in Chapter 5, in large deformations these vectors remain constant in the unrotated configuration.
The form of the projection matrices depends on the Voigt notation used in the finite element framework.
Refer to Appendix A for the Voigt notation adopted throughout this dissertation and in WARP3D. The
components of each projection are:
Pe3×6 =

n1 0 0 n2 0 n3
0 n2 0 n1 n3 0
0 0 n3 0 n2 n1

Pc3×6 =

s21 s
2
2 s
2
3 s1s2 s2s3 s1s3
t21 t
2
2 t
2
3 t1t2 t2t3 t1t3
s1t1 s2t2 s3t3
1
2 (s2t1 + s1t2)
1
2 (s2t3 + s3t2)
1
2 (s3t1 + s1t3)

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and
PD6×6 =

p11 p12 p13 p14 p15 p16
p21 p22 p23 p24 p25 p26
p31 p32 p33 p34 p35 p36
p41 p42 p43 p44 p45 p46
p51 p52 p53 p54 p55 p56
p61 p62 p63 p64 p65 p66

with:
p11 = n
2
1
(
n21 + 2
(
s21 + t
2
1
))
p12 = n1n2 (n1n2 + 2s1s2 + 2t1t2)
p13 = n1n3 (n1n3 + 2s1s3 + 2t1t3)
p14 = 2n1
(
n1 (s1s2 + t1t2) + n2
(
s21 + t
2
1
)
+ n2n
2
1
)
p15 = 2n1 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3) + n1n2n3)
p16 = 2n1
(
n1 (s1s3 + t1t3) + n3
(
s21 + t
2
1
)
+ n3n
2
1
)
p21 = n1n2 (n1n2 + 2s1s2 + 2t1t2)
p22 = n2
(
2n2
(
s22 + t
2
2
)
+ n32
)
p23 = n2n3 (n2n3 + 2s2s3 + 2t2t3)
p24 = 2n2
(
n2 (s1s2 + t1t2) + n1
(
n22 + s
2
2 + t
2
2
))
p25 = 2n2
(
n2 (s2s3 + t2t3) + n3
(
s22 + t
2
2
)
+ n3n
2
2
)
p26 = 2n2 (n3 (s1s2 + t1t2) + n1 (n2n3 + s2s3 + t2t3))
p31 = n1n3 (n1n3 + 2s1s3 + 2t1t3)
p32 = n2n3 (n2n3 + 2s2s3 + 2t2t3)
p33 = n
2
3
(
n23 + 2
(
s23 + t
2
3
))
p34 = 2n3 (n2 (s1s3 + t1t3) + n1 (n2n3 + s2s3 + t2t3))
p35 = n3
(
2n3 (s2s3 + t2t3) + 2n2
(
n23 + s
2
3 + t
2
3
))
p36 = n3
(
2n3 (s1s3 + t1t3) + 2n1
(
n23 + s
2
3 + t
2
3
))
p41 = n1
(
n1 (s1s2 + t1t2) + n2
(
s21 + t
2
1
)
+ n2n
2
1
)
p42 = n2
(
n2 (s1s2 + t1t2) + n1
(
n22 + s
2
2 + t
2
2
))
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p43 = n3 (n2 (s1s3 + t1t3) + n1 (n2n3 + s2s3 + t2t3))
p44 = n
2
1
(
2n22 + s
2
2 + t
2
2
)
+ 2n2n1 (s1s2 + t1t2) + n
2
2
(
s21 + t
2
1
)
p45 = n2 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3)) + n1
(
n2 (s2s3 + t2t3) + n3
(
s22 + t
2
2
)
+ 2n3n
2
2
)
p46 = n
2
1 (2n2n3 + s2s3 + t2t3) + n1 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3)) + n2n3
(
s21 + t
2
1
)
p51 = n1 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3) + n1n2n3)
p52 = n2
(
n2 (s2s3 + t2t3) + n3
(
s22 + t
2
2
)
+ n3n
2
2
)
p53 = n3
(
n3 (s2s3 + t2t3) + n2
(
n23 + s
2
3 + t
2
3
))
p54 = n2 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3)) + n1
(
n2 (s2s3 + t2t3) + n3
(
s22 + t
2
2
)
+ 2n3n
2
2
)
p55 = n
2
2
(
2n23 + s
2
3 + t
2
3
)
+ 2n3n2 (s2s3 + t2t3) + n
2
3
(
s22 + t
2
2
)
p56 = n3 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3)) + n1
(
n3 (s2s3 + t2t3) + n2
(
2n23 + s
2
3 + t
2
3
))
p61 = n1
(
n1 (s1s3 + t1t3) + n3
(
s21 + t
2
1
)
+ n3n
2
1
)
p62 = n2 (n3 (s1s2 + t1t2) + n1 (n2n3 + s2s3 + t2t3))
p63 = n3
(
n3 (s1s3 + t1t3) + n1
(
n23 + s
2
3 + t
2
3
))
p64 = n
2
1 (2n2n3 + s2s3 + t2t3) + n1 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3)) + n2n3
(
s21 + t
2
1
)
p65 = n3 (n3 (s1s2 + t1t2) + n2 (s1s3 + t1t3)) + n1
(
n3 (s2s3 + t2t3) + n2
(
2n23 + s
2
3 + t
2
3
))
p66 = n
2
1
(
2n23 + s
2
3 + t
2
3
)
+ 2n3n1 (s1s3 + t1t3) + n
2
3
(
s21 + t
2
1
)
.
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