Abstract
I. . Introduction and background
Removing the noise from images while preserving their significant features is an old and difficult problem in image processing. The general linear framework can be expressed as follows:
where f is the image to be filtered, x and y are pixels in Z 2 , N (x) ⊂ Z 2 is a neighbourhood of x, ω(x, y) ∈ R is the weight attached to y, and ζ(x) = y∈N (x) ω(x, y) is the normalising constant.
In traditional convolution, ω(x, y) = g(||x − y||), where g is a decreasing real function. The advantage is that N (x) (referred to as the searching window) can then be limited to {y ∈ Z 2 ; g(||x − y||) > ε}, but because such filter tends to remove all high frequencies, it performs poorly in denoising. Many authors have designed other functions depending on f (x) and f (y). One of the most extreme, and most successful version was proposed by Buades et al in [1] , where ω(x, y) no longer depends on ||x − y||, but only on the local resemblance of the image f at x and y:
where h is a decay parameter, related to the amount of noise to be removed, and d f (x, y) measures the local similarity of image f at x and y, defined as follows:
where W(O) is a neighbourhood of the origin, defining the patch, and k is a real decreasing function. By making the most of physically meaningful correlations in natural textures, the so called Non Local Means (NL-means) have demonstrated impressive results in image denoising. But because N (x) is no longer bounded, the critical disadvantage of NL-Means is a great computational complexity.
Different optimisations have been proposed in the literature, using: multi-resolution to reduce the searching window [2] , a vector version of equation 1 to restore the blocks as a whole [2] , [3] , integral images to reduce the computation cost of equation 3 [4] , a reduction of N (x) to a subset using relevance selection [5] , [6] , [3] , a reduction of dimension of the patches using SVD or PCA [6] , or binary trees for performing efficient nearest neighbours search [7] .
Our method is related to dimension reduction, but it uses one fixed set of appearance features: the spatial derivatives. The scale parameter do not depend on the patch size, but on the standard deviation of the Gaussian kernel used to compute the derivatives. The lower dimension of the local descriptors reduces the computational cost of similarity in limited range implementation, and also lends itself to efficient nearest neighbours search in unlimited range implementation. It can also be combined with other kind of optimisation: hierarchical, block-wise or selective.
II. . Local jet based similarity
The first justification for using the derivatives as a compact representation of image patches naturally comes from the Taylor expansion (here at order 2):
Where ∇ f is the gradient vector and H f the Hessian matrix of f . Figure 1 illustrates the induced representation for a collection of 15 × 15 patches from a natural image (1): Every patch is reconstructed by Taylor expansion using only the local jet calculated at its centre, at order 1 (Image (2), 3D features) and order 2 (Image (3), 6D features). 
, with x 1 and x 2 a basis of R 2 . The coefficients a (i,j) should in fact be larger for higher degrees derivatives, when the radius of the patch increases. However, we do not use patches anymore but estimate the derivatives for every pixel at a certain scale σ by convolving the image with the corresponding derivative of Gaussian:
where g σ is the 2D Gaussian function of standard deviation σ. We then propose the following coefficients:
where σ i+j is the scale normalisation factor from scale space theory [8] , and i + j +1 is the number of (i + j)-order derivatives. Figure 2 illustrates the application of the local jet based similarity: Each image (1-2-3) represents (in reverse video) the value of the weight attributed to every pixel in the NL-mean using distance in the local jet space, with respect to the targeted pixel of the same number in the original image. Another justification of using local jet as description vector is the fact that the first singular (or eigen) vectors that arise in SVD or PCA based optimisation on natural images look much like the first derivatives of a 2D Gaussian function (see [6] for example).
III. . Local jet based NL-means
The first benefit of this method is to reduce the dimension of the vectors used in the similarity metrics, by reducing the computation time of d f (x, y) accordingly. Compared to the original NL-means using 7 × 7 patches, the number of operations is reduced by approximately 8 for local jet of order 2. But efficient methods must be used to compute the derivatives: we use the recursive implementation proposed in [9] , allowing to compute the components of the local jet in constant time per pixel, for any σ.
So the first adaptation of the NL-means method consists in simply replacing the patch vector by the local jet vector in the similarity measure, the weighted sum for every pixel x being still calculated within a limited searching window N (x). Figure 3 shows the results on the detail of a noisy image (1). The original NL-means is shown on (2): here the patch W(O) is a 7 × 7 square, and the decay parameter is h = 150. The result of the local jet method is shown at order 1 (3), and at order 2 (4): here σ = 1.5 and h is automatically adjusted as explained further. N (x) is the same in all cases (a 13 × 13 square, increasing the width of the square do not improve much the results in this example).
Figure 3. Limited range NL-means: comparing patch based (2) and local jet based methods, for order 1 (3), and 2 (4).
The decay parameter h both depends on the range of the similarity metrics and on the amount of noise. We normalise our distance and estimate the noise variancê σ in the image, then calculate h = βσ, with β a constant independent of the image content. Following [10] , [11] , [3] , we estimate the noise by summing the local residuals (squared difference between the value and the local average) over the image, excluding high contrast areas, i.e. pixels whose gradient modulus is among the τ highest (0 < τ < 1). However, unlike [11] , we exploit the fact that the gradient modulus of natural images have Rayleigh shaped distribution, and then the τ highest contrast pixels are theoretically those whose gradient modulus is above 2μ − log(τ ) π , where μ is the measured average value of the gradient modulus. We used τ = 0.3 and then β = 0.25 for all tested images (0.25 was chosen to obtain the samenormalised -rate between h andσ as in the classical NL-mean).
If we want to efficiently compute a true non-local unlimited range mean filter, the image data needs to be explicitly embedded within the feature space, so that two similar pixels could be rapidly retrieved. Using a multidimensional array whose dimensions correspond to the components of the local jet would result in huge memory requirement, so one better solution is to use a binary search tree (see [12] for details). We have used in our implementation the ANN library developed by Arya and Mount [13] . The unlimited range NL-mean in the image space is then simply the limited range NL-mean in the local jet space. This corresponds to calculating for every pixel the weighted average of only its k nearest neighbours (NN) in the local jet space. Figure 4 (1) shows the result for the 30 NN (order 2, σ = 1.5).
(1) One remarkable property of the NN method is to be almost insensitive to the choice of the weight function, the variation interval of similarity distances being much more narrow. However, the quality of denoising is not improved with respect to (large enough) limited range (LR) method: the NN results may seem more natural, but the image structures are also more altered, and the level of remaining noise is higher in the homogeneous regions. This can be explained by the fact that on the one hand, the edge and corner pixels will be more affected by the NN methods, since the relative weights of their neighbours will be much higher in the feature space than in the image space. One the other hand, for large noisy homogeneous regions, the local jet NN method will be able to find patterns that will tend to exaggerate the texturation of these regions, as can be seen in Figure 4 .
Regarding the computational complexity, the search tree is constructed in O(dn log(n)), where n is the number of pixels and d the dimension of the local jet vector. For the exact NN search, the (worst case) complexity is not much better than the quadratic complexity of the unlimited range traditional approach. However, experiments show that in practice, exact NN search is significantly faster than patch-based limited range method, when the number of neighbours k equals the dimension of the searching window. In the case of approximate NN (ANN) search [12] , the query complexity is lowered. If x and y are two ddimensional vectors, y is said to be an ε-approximate k-th NN of x if the distance between x and y is less than 1 + ε larger than the distance between x and its true k-th NN. The computation of the k ANN for all the pixels is made in O(n(c Anyway, the complexity per pixel still varies linearly with (1) k the number of NN, (2) d the dimension of the feature space, and (3) log(n), where n is the number of feature vectors. In large size data like images or videos, the dominant factor is log(n), so dramatic acceleration can be obtained by reducing the feature space using quantisation. At the same time, we expect the feature quantisation to compensate the drawbacks of the NN method evoked above, and then also improve the quality of denoising. This is what we are doing in our ongoing research.
IV. . Conclusion and prospective works
We have shown in this paper that the low dimension local jet vectors could favourably replace the patches to compute pixel similarity in NL-Means filtering. Basically, in limited range implementation, it speeds up the computation by lowering the number of operations while remaining fully regular, with good filtering quality. More experiments must be done to better quantify the difference with the original NLMeans, but more fundamentally we believe that, by varying the orders and number of scales, our method can provide a relevant collection of intermediate filters between the bilateral filter and the original NL-means.
By using a data structure dedicated to NN search, we have also proposed a true unlimited range, NN based NL-Means in the local jet space. Good speedup can be obtained, at the price of an important loss of regularity which makes the true unlimited range still problematic for embedded implementation. We are currently investigating efficient clustering methods in order to develop a sparse, incrementally updated, model of the similarity features, to adapt our algorithm to Real-Time video processing.
