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Abstract
In this paper we discuss the behavior of stabilized finite element methods for the transient
advection-diffusion problem with dominant advection and rough data. We show that provided
a certain continuous dependence result hold for the quantity of interest, independent of the
Pe´clet number, this quantity may be computed using a stabilized finite element method in
all flow regimes. As an example of a stable quantity we consider the parameterized weak
norm introduced in [2]. The same results may not be obtained using a standard Galerkin
method. We consider the following stabilized methods: Continuous Interior Penalty (CIP)
and Streamline Upwind Petrov-Galerkin (SUPG). The theoretical results are illustrated by
computations on a scalar transport equation with no diffusion term, rough data and strongly
varying velocity field.
Keywords: continuous dependence, advection-diffusion equation, stabilized finite element
method, error estimates.
1. Introduction
The numerical solution for transient convection-diffusion equations is characterized by
the mesh Pe´clet number. It is well known that for rough data or in cases where sharp
layers develop during the time evolution approximations obtained by the standard Galerkin
method suffer from numerical instabilities that make the rate of convergence deteriorate. The
task of designing robust a posteriori and a priori error estimates for this problem remains
a challenging problem. In particular in the case of a high Pe´clet number and a strongly
varying velocity field strong amplification of errors may occur. A recent analysis of this case
was presented in [2]. There it was shown that if the error was measured in a weak norm and
the velocity field had a certain scale separation property, error estimates could be obtained
for problems with intial data and source term in L2. The constant of these estimates exhibit
exponential growth, but the exponential factor is proportional to the gradient of the large
scales of the velocity field only. Hence fluctuations with small amplitude in the vector field do
not contribute to error growth, regardless of their gradients, provided they can be dominated
by the molecular diffusion.
Preprint submitted to Elsevier February 11, 2015
In this paper we revisit this type of error estimates and show that the same analysis can
be carried out assuming a certain type of continuous dependence on data. The result of
[2] then enters our framework of an example of a stable quantity. Indeed it appears that
in the high Pe´clet regime the continuous dependence on data for the continuous problem
is inherited by the finite element method only when a stabilized method is used, and only
in this case, can we obtain accurate approximate solutions of the problem independent of
the mesh Pe´clet number. The stabilized methods considered are the Continuous Interior
Penalty method (CIP) [4] and the Streamline Upwind Petrov-Galerkin (SUPG) [1, 14]. In
the numerical section we investigate if the error estimates remain sharp in the limit case
of vanishing viscosity. Both the convergence order in various norms and the perturbation
growth with respect to the variation of the velocity field are studied.
The results of this paper were inspired by the reported successful computations of averaged
quantities in turbulent flows using stabilized finite element methods and adaptivity driven
by the computation of sensitivities [11, 12]. Although our model problem is very simple
we hope that the ideas can be made to bear on more complex problems. The implication
would be that in a globally ill-conditioned (or even ill-posed) problem better stability could
hold for certain quantities and that these quantities may be computed using a stabilized
finite element method. This program has been carried out in the ill-posed case for the linear
elliptic Cauchy problem [6] using conditional stability and in parallel to the present work for
the two-dimensional Navier-Stokes’ equations in [3]. For other recent work on a posteriori
error estimation for convection–diffusion equations we refer to [17, 10, 15, 8, 13, 16].
Consider the unsteady advection-diffusion problem given by
∂tu− µ∆u+ β ·∇u = f, in Ω× (0, T ); (1)
u = 0, on ∂Ω× (0, T ); (2)
u(·, 0) = u0, in Ω, (3)
where Ω ⊂ Rd, with d ∈ {2, 3}, is a open, convex polygonal or polyhedral domain with
boundary ∂Ω. We denote the space-time domain by Q = Ω× I, where I = (0, T ), and T > 0
is the final time. Also, β ∈ [C0(I,W 1,∞(Ω))]d is the velocity field satisfying ∇ · β = 0,
f ∈ L2(Q) is the source/sink term, µ ∈ R with µ > 0 is the diffusivity coefficient and
u0 ∈ L2(Ω) is the initial solution. We use the notation a  b ⇐⇒ a ≤ Cb where C > 0 is
a constant that does not depend of µ, h and ∆t; it depends only on low order powers of T
and the local mesh geometry. We will also use the notation a ∼ b for a  b and b  a. We
denote by (·, ·)X the usual inner product in L2(X) with X ⊆ Ω and (·, ·) if X = Ω. For the
space L2(Ω) we use the usual norm, ‖ · ‖, and for L2(X) with X ⊂ Ω or X = Q the norm is
given by ‖ · ‖X . The norms on V = H10 (Ω), V ′ = H−1(Ω) and Lq(I, V ′) are given by ‖ · ‖V ,
‖ · ‖V ′ and ‖ · ‖Lq(I,V ′), respectively, with 1 ≤ q <∞.
The variational formulation of problem (1)-(3) may be written, for t ∈ I, find u ∈ V =
H10 (Ω) such that u(x, 0) = u0(x) and
(∂tu, v) + a(u, v) = `(v), ∀v ∈ V, (4)
where
a(u, v) = (µ∇u,∇v) + (β ·∇u, v); (5)
`(v) = (f, v). (6)
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The standard global regularity estimates for problem (1)-(3) depend on the parameter
µ−1. Consequently, they are sensitive to the variation of the diffusivity and cannot be used
when the problem is advection dominated [2]. On the other hand global regularity estimates
without the inverse power of µ can be obtained, assuming some more regularity of data:
f ∈ L2(I;H10 (Ω)) and u0 ∈ H10 (Ω). The constant of the stability estimate then depends on
e‖∇sβ‖T where ∇s denotes the symmetric part of the gradient.
We assume that the problem is normalized so that ‖β‖L∞(Q) = 1. In the analysis below
a special role will be played by velocity fields satisfying a particular multiscale behavior that
may be written as follows. There exists a decomposition of the velocity field,
β = β + β′, (7)
where β is associated with the resolved scale resolution and β′ is associated with the fine
scales. Moreover, for all t, ‖β‖W 1,∞(Ω) ∼ 1 and ‖β′‖2L∞(Ω) ∼ µ. Under this assumption we
may define a timescale for the flow relating to both the resolved scale and fine scale,
(τF )
−1 = max{‖β(t)‖W 1,∞(Ω), ‖β′(t)‖2L∞(Ω)/µ} ∼ 1. (8)
Essentially we assume that the velocity field can be decomposed in a coarse scale, responsible
for transport, that is slowly varying in space and a fine scale, responsible for mixing, that has
small amplitude but may have very strong spatial variation. Expressed in Pe´clet numbers
this means that the coarse scale Pe´clet number may be arbitrarily high, whereas the fine
scale Pe´clet number must be of order one. We also assume that the velocity field satisfies
non-penetration boundary conditions β · η∂Ω = 0.
2. Finite Element Approximation
Let Th = {K} be a non-overlapping conforming, quasi uniform triangulation of the domain
Ω, where h = maxhK stands for the mesh parameter with hK the diameter of triangle
K ∈ Th. The set of interior faces {F} of Th is denoted by F and for each F ∈ F , hF denotes
its diameter. The standard finite element method applied to (1)-(3) reads, for t > 0, find
uh ∈ Vh, such that uh(x, 0) = u0(x) and
(∂tuh, vh) + a(uh, vh) = `(vh), ∀vh ∈ Vh, (9)
where Vh ⊂ V is the standard finite element space defined by
Vh = {vh ∈ H10 (Ω); vh|K ∈ Pr(K), ∀K ∈ Th},
with Pr(K) denoting the polynomials space of degree less than or equal to r on K. We
denote by pih : L
2(Ω) −→ Vh the L2−projection and by piK˜ : L2(Ω) −→ Vh the usual Cle´ment
interpolation operator [7] and we also introduce the following known inequalities,
‖v − piK˜v‖K ≤ C1hK‖v‖H1(K˜); (10)
‖v − piK˜v‖∂K ≤ C2h1/2K ‖v‖H1(K˜), (11)
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where C1 and C2 are two positive constants that depend on the minimal angle of the elements
of Th and K˜ denotes the sub-domain of elements sharing a common side or vertex with K.
We assume that the triangulation Th is regular, that is, for suitable σ > 0, we have
hK
ρk
≤ σ, ∀K ∈ Th,
where ρk is the diameter of the circle inscribed in K. In this case,
⋃
K∈Th K˜ covers Ω only a
finite number of times. Moreover, the following inverse inequalities are known to hold on Vh,
‖∇vh‖K ≤ cih−1K ‖vh‖K ; (12)
‖vh‖∂K ≤ cth−1/2K ‖vh‖K ; (13)
h‖∆uh‖K  ‖∇uh‖K . (14)
Since Vh ⊂ V , the exact solution u satisfies equation (4) for each v = vh ∈ Vh, hence we have
(∂tu, vh) + a(u, vh) = `(vh), ∀vh ∈ Vh. (15)
By subtracting side to side (9) from (15) and defining the numerical error e = u − uh ∈ V ,
we get the equation
(∂te, vh) + a(e, vh) = 0, ∀vh ∈ Vh, (16)
known as Galerkin orthogonality. On the other hand, taking v ∈ V , the error e satisfies the
equation
(∂te, v) + a(e, v) = `(v)−
[
(∂tuh, v) + a(uh, v)
]
= Rh(v), ∀v ∈ V, (17)
where
Rh(v) = `(v)−
[
(∂tuh, v) + a(uh, v)
]
, ∀v ∈ V (18)
denotes the weak residual. In particular, the Galerkin orthogonality property (16) implies
that
Rh(vh) = 0, ∀vh ∈ Vh. (19)
The linearity of Rh implies that Rh(v) = Rh(v − pihv). For each t ∈ I we define the weak
residual by
Rh(v) = `(v − pihv)−
[
(∂tuh, v − pihv) + a(uh, v − pihv)
]
, ∀v ∈ V. (20)
3. Continuous Dependence and the Dual Problem
Our aim is to show that the stabilized methods under consideration are robust for
computations at high Pe´clet number. The key ingredients for doing this are:
• continuous dependence on data independent of the Pe´clet number;
• sufficient control of the discrete residual.
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The order of convergence obtained depends on the norms used for these two factors and the
a priori control of the residual in these norms given by the stabilization. We introduce the
dual norm on ` defined by
‖`‖L1(I,V ′) =
∫
I
‖`‖V ′dt, (21)
where for each t ∈ I,
‖`‖V ′ = sup
v∈V \{0};‖v‖V =1
|`(v)|. (22)
Assumption 3.1 (Continuous Dependence on Data). Let J : V −→ R be a functional
representing some quantity of interest associated to the problem and Θ : [0,∞) → R a
continuous increasing function satisfying limx→0+ Θ(x) = 0. We assume that for ` ∈ L1(I, V ′)
and a sufficiently small ε > 0, there holds, for u the solution of (4)
‖`‖L1(I,V ′) ≤ ε then |J(u)| ≤ Θ(ε), (23)
where ` is defined according to (4).
Assuming that the continuous problem (4) satisfies property (23), we show that this same
property may be used for obtaining robust error estimates with respect to the Pe´clet number,
of the finite element method only if a stabilized method is used. The results are demonstrated
for CIP and SUPG stabilized methods.
A convenient way of expressing the continuous dependence of Assumption 3.1 is by using
a dual adjoint problem. Consider the abstract problem: find u ∈ V with u(·, 0) = 0 such
that
(∂tu, v) + a(u, v) = `(v), ∀v ∈ V, t ∈ I, (24)
where a(·, ·) is a elliptic operator. Now we introduce the following dual problem: find ϕ ∈ V
with ϕ(·, T ) = ψT such that
(w,−∂tϕ) + a(w,ϕ) = 0, ∀w ∈ V, t ∈ I. (25)
Suppose that the quantity of interest related to solution u is a scalar quantity expressed by
J(u) = (u(·, T ), ψT ). (26)
This quantity can be some norm of the error or the error in an average over some subset
of the domain or even the error at some point of Ω. By choosing w = u in (25) and using
integration by parts the functional J can be rewritten by
J(u) = (∂tu, ϕ) + a(u, ϕ) = `(ϕ), ∀u ∈ V, t ∈ I. (27)
This implies
|J(u)| ≤ ‖`‖L1(I;V ′)‖ϕ‖L∞(I;V ). (28)
For ψT = ϕ(0, T ) ∈ H10 (Ω) we define Cs(ψT ) = ‖ϕ‖L∞(I;V ). The coefficient Cs, known as
stability factor, measures the sensitivity to discretization errors for approximate J(u). Given
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` ∈ L1(I;V ′) satisfying (24) an important aspect to be evaluated is to know when the right
hand side of (28) is bounded. On the other hand, if ‖`‖L1(I;V ′) satisfies
‖`‖L1(I;V ′) < ε,
with ε > 0, we can write
|J(u)| ≤ εCs.
In this case, the problem (24) satisfies the continuous dependence assumption with Θ(ε) =
εCs. The case in which the problem (24) represents the weak formulation of the transient
advection-diffusion equation we have shown that the error e = u−uh, in the context of finite
element method, satisfies the equation
(∂te, ϕ) + a(e, ϕ) = `e(ϕ), ∀ϕ ∈ V, t ∈ I, (29)
where the right hand side, given by
`e(ϕ) = Rh(ϕ), (30)
can be up bounded, independently of the diffusion coefficient, only if a stabilization method
is used. In this case, the bound on `e(ϕ) is given by
‖`e‖L1(I;V ′)  Ch1/2,
where the constant C = C(f, u0, T ) does not depend on neither diffusion coefficient nor
special properties of the exact solution. Consequently, by using the continuous dependence
assumption (Assumption 3.1), and the control of the weak residual we obtain the bound
|J(u− uh)| ≤ Θ(Ch1/2).
3.1. Example of a stable quantity: the regularized error
It is not obvious to find quantities for which the Assumption 3.1 holds, but one example
is the estimate on the regularized error studied in [2]. The idea is to apply a differential filter
to the error and use the smoothed error as data in the dual problem. Using an error quantity
associated to this regularized error the required stability of the dual problem may be shown.
The regularized error is obtained by using a differential filter through elliptic boundary
value problem: find e˜ such that
−δ2∆e˜+ e˜ = e(·, T ), in Ω; (31)
e˜ = 0, on ∂Ω,
where δ ∈ R+ denotes the filter width. The weak formulation of the regularized problem (31)
consists in find e˜ ∈ H10 (Ω) such that
δ2(∇e˜,∇v) + (e˜, v) = (e(·, T ), v), ∀v ∈ H10 (Ω). (32)
Thus, the δ-norm related to (32) is defined by
‖e˜‖2δ = ‖e˜‖2 + ‖δ∇e˜‖2, (33)
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that can be expressed by
‖e˜‖2δ = (e, e˜), (34)
by taking v = e˜ in (32). In order to associate the regularized error with the primal problem
(4) we make use of the dual problem (25). Using (17) and integrating by parts we get
Rh(ϕ) = (∂te, ϕ) + a(e, ϕ),
= (e(·, T ), ϕ(·, T ))− (e(·, 0), ϕ(·, 0)) +
[
(e,−∂tϕ) + a(e, ϕ)
]
,
∀ϕ ∈ V, t ∈ I. (35)
By using (25) it follows that the functional J(u − uh) = (e(·, T ), ψT ) may be written in the
following way
J(e) = (e(·, T ), ψT ) = Rh(ϕ) + (e(·, 0), ϕ(·, 0)). (36)
If we choose ψT =
e˜
‖e˜‖δ in (36) and put uh(·, 0) = u0 we obtain the expression
J(e) = ‖e˜‖δ = (∂te, ϕ) + a(e, ϕ). (37)
In this case, our quantity of interest is defined by
J(u− uh) = ‖u˜− u˜h‖δ. (38)
Supposing that a(·, ·) in (24) represents an advection-diffusion operator, the stability of the
dual problem (25) in the special case of regularized data is given in the next theorem,
demonstrated in [2]. The multiscale decomposition assumption (7) of the velocities field
plays an important role in the proof of this theorem.
Theorem 3.1 (stability of the dual problem). Consider that a(·, ·) in (24) represents an
advection-diffusion operator and let ϕ be the weak solution to (25), with Ω convex. Assume
that the velocity field satisfies (7). Then
sup
t∈I
‖∇ϕ(·, t)‖+ T−1‖∇ϕ‖Q + T−1‖∂tϕ‖Q + |µ1/2ϕ|L2(I;H2(Ω))  CτF ,T‖∇ψT‖, (39)
where
CτF ,T = e
cΛ
T
τF , (40)
with τF given by (8) and cΛ is a moderate constant.
Using the stability of the dual problem we obtain a superior bound to the stability factor
Cs = ‖ϕ‖L∞(I;V ). This is achieved by choosing ψT = e˜‖e˜‖δ in (39), so that
Cs  δ−1ecΛ
T
τF . (41)
The quantity of interest (38) satisfies the following inequality
|J(u− uh)| ≤ Cs‖Rh‖L1(I;V ′). (42)
In the next two sections we will show how the weak residual term ‖Rh‖L1(I;V ′) can be bounded
when a stabilized finite element method is used, herein we consider the CIP and SUPG
methods. Consequently, a posteriori and a priori estimates are obtained for any quantity
stable in the sense of Assumption 3.1 and in particular for the regularized error.
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4. Continuous Interior Penalty Finite Element Method
The Continuous Interior Penalty method (CIP) is a symmetric stabilization method
proposed in [9] and analyzed further in [4]. This method consists in adding a weakly
consistent, dissipative operator to the standard Galerkin formulation. In this work, we
consider the version studied in [4] where the dissipative operator consist in a penalty on
the jump of the gradient over element faces, given by
sh(uh, vh) =
∑
K∈Th
∑
F∈∂K\Ω
〈h2Fγ‖β · ηF‖L∞(F )J∇uh · ηF K, J∇vh · ηF K〉F , (43)
where F denotes the faces in the meshes, JxK the jump of x over F , ηF a fixed normal vector
associated to each face and 〈·, ·〉F the L2-scalar product over F . Thus, the CIP stabilized
finite element method is given by: for t > 0, find uh ∈ Vh such that uh(x, 0) = u0(x) and
(∂tuh, vh) + a(uh, vh) + sh(uh, vh) = `(vh), ∀vh ∈ Vh. (44)
Our aim is to show that the weak residual of (44) is bounded by a posteriori and a priori
quantities on account of the presence of the operator sh(·, ·) in the numerical formulation.
The next three lemmas are important for the understanding of what follows, and they are
proved in [2].
Lemma 4.1. Let
sh(uh, vh) =
∑
K∈Th
∑
F∈∂K\Ω
〈h2Fγ‖β · ηF‖L∞(F )J∇uh · ηF K, J∇vh · ηF K〉F . (45)
Then
sh(uh, vh)  sh(uh, vh) + h1/2‖µ1/2∇uh‖2
and
sh(uh, vh)  sh(uh, vh) + h1/2‖µ1/2∇uh‖2.
Proof. We refer the reader to Reference [2]. 
Lemma 4.2. Assume that β · η∂Ω = 0 then there holds
inf
vh∈Vh
‖h1/2(β ·∇uh − vh)‖  sh(uh, uh)1/2 + h1/2‖β‖W 1,∞(Ω)‖uh‖,
where sh(uh, uh) is given by (45).
Proof. We refer the reader to Reference [2]. 
Lemma 4.3. (Stability of the CIP method) Let uh be the solution of (44), with γ > 0, and
consider the norm associated to the CIP method
|||uh|||2cip =
∫
I
(
‖µ1/2∇uh‖2 + sh(uh, uh)
)
dt, (46)
then there holds
sup
t∈I
‖uh(t)‖+ |||uh|||cip 
∫
I
‖f‖dt+ ‖u0‖. (47)
Proof. We refer the reader to Reference [2]. 
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4.1. Error Representation - CIP Method
By subtracting side to side (44) from (15) and defining the numerical error e = u−uh ∈ V ,
we get the equation
(∂te, vh) + a(e, vh)− sh(uh, vh) = 0, ∀vh ∈ Vh. (48)
On the other hand,
(∂te, v − pihv) + a(e, v − pihv) = (∂te, v) + a(e, v)−
[
(∂te, pihv) + a(e, pihv)
]
,
= (∂te, v) + a(e, v)− sh(uh, pihv),∀v ∈ V. (49)
From (49) and for each t ∈ I the weak residual Rciph associated with (44) is given by
Rciph (v) = (∂te, v) + a(e, v)
= `(v − pihv)−
[
(∂tuh, v − pihv) + a(uh, v − pihv)
]
+ sh(uh, pihv), (50)
∀v ∈ V .
The next theorem shows that the residual Rciph (·) can be controlled by an a posteriori
quantity.
Theorem 4.1. Let Rciph defined by (50), with u and uh solutions of (4) and (44) respectively.
Then
‖Rciph ‖L1(I,V ′)  h1/2
∫
I
(
inf
wh∈Vh
∑
K∈Th
‖h1/2(f + µ∆uh + wh)‖K
+ inf
wh∈Vh
‖h1/2(β ·∇uh − wh)‖+ sh(uh, uh)1/2
+
∑
F∈F
‖µJ∇uh · ηF K‖F
)
dt. (51)
Proof. For this demonstration, we start from (50) and use the Cauchy-Schwarz inequality,
(10) and (11). The diffusive part of the bilinear a(·, ·) is limited by integrating it by parts on
each element K. Firstly, taking v such that supt∈I ‖v‖V = 1 we notice that
(f, v − pihv)− (µ∇uh,∇(v − pihv))
=
∫
Ω
(f + µ∆uh)(v − pihv) dx−
∫
∂Ω
µ(∇ · η)(v − pihv) ds
=
∫
Ω
(f + µ∆uh + wh)(v − pihv) dx−
∫
∂Ω
µ(∇ · η)(v − pihv) ds,
∀wh ∈ Vh
≤
(
inf
wh∈Vh
∑
K∈Th
‖h1/2(f + µ∆uh + wh)‖K
)
‖h−1/2(v − pihv)‖
+
∑
F∈F
µ‖J∇uh · ηK‖F‖v − pihv‖F . (52)
9
Then it follows that
(f, v − pihv)Q − (µ∇uh,∇(v − pihv))Q

∫
I
[(
inf
wh∈Vh
∑
K∈Th
‖h1/2(f + µ∆uh + wh)‖K
)
+
∑
F∈F
µ‖J∇uh · ηK‖F)] dt
sup
t∈I
(
‖h−1/2(v − pihv)‖+
∑
F∈F
‖v − pihv‖F
)
 h1/2
[ ∫
I
(
inf
wh∈Vh
∑
K∈Th
‖h1/2(f + µ∆uh + wh)‖K
+
∑
F∈F
µ‖J∇uh · ηK‖F) dt]. (53)
The first order part of the a(·, ·) is given by
(∂tuh + β ·∇uh, v − pihv)Q = (∂tuh, v − pihv)Q + (β ·∇uh, v − pihv)Q
= (β ·∇uh − wh, v − pihv)Q, wh ∈ Vh, (54)
where we have used the fact of ∂tuh ∈ Vh and the orthogonality of the L2-projection.
Therefore
(∂tuh + β ·∇uh, v − pihv)Q  h1/2
(∫
I
inf
wh∈Vh
‖h1/2(β ·∇uh − wh)‖dt
)
sup
t∈I
‖v‖V . (55)
Finally, from the symmetry and positive semi-definite properties of the operator sh(·, ·) and
using the Schwarz inequality we get
|sh(uh, pihv)| ≤ sh(uh, uh)1/2sh(pihv, pihv)1/2.
By using the definition of the operator sh(·, ·), the inverse inequality (13) and the stability
of the operator pih, we have that
sh(pihv, pihv)  h‖β‖L∞(Ω). (56)
Then, ∫
I
sh(uh, pihv)dt  h1/2‖β‖1/2L∞(Q)
(∫
I
sh(uh, uh)
1/2dt
)
 h1/2
(∫
I
sh(uh, uh)
1/2dt
)
. (57)
Collecting the upper bounds (53)-(57) and using the definition of the norm (21) we obtain
the desired result.

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An a priori bound of the weak residual Rciph (·) is obtained with the help of lemmas 4.1,
4.1 and 4.1. The next theorem shows how this can be done.
Theorem 4.2. Let Rciph defined by (50), with u and uh solutions of (4) and (44) respectively.
Assume that Peh > 1, then there holds
‖Rciph ‖L1(I,V ′)  h1/2(1 + h1/2)
(∫
I
‖f‖dt+ ‖u0‖
)
. (58)
Proof. The result follows from Theorem 4.1 by bounding all the residual terms and using
the stability results of the CIP stabilized method, given by (47). The first term on the right
hand side of (51) is bounded as follow,∫
I
inf
wh∈Vh
∑
K∈Th
‖h1/2(f + µ∆uh + wh)‖K dt
 h1/2
∫
I
‖f‖ dt+ h−1/2µ1/2
(∫
I
‖µ1/2∇uh‖2dt
)1/2
 h1/2
∫
I
‖f‖ dt+ |||uh|||cip.
Using a Cauchy-Schwarz inequality in time, the term associated to contributions on the faces
is limited of the following way:∫
I
‖µJ∇uh · ηF K‖Fdt ≤ (∫
I
dt
)1/2(∫
I
‖µJ∇uh · ηF K‖2Fdt)1/2
 µ1/2
(∫
I
∑
F∈F
‖µ1/2J∇uh · ηF K‖2Fdt)1/2
 ‖β‖1/2L∞(Ω)h1/2
(∫
I
∑
F∈F
‖µ1/2J∇uh · ηF K‖2Fdt)1/2
 ‖β‖1/2L∞(Ω)
(∫
I
‖µ1/2∇uh‖2dt
)1/2
 |||uh|||cip,
where we have used the fact that µ < ‖β‖L∞(Ω)h and the inverse inequality (12). Resorting
to the Cauchy-Schwarz inequality in time the stabilization term can be bounded as follow∫
I
sh(uh, uh)
1/2dt ≤
(∫
I
dt
)1/2(∫
I
sh(uh, uh)dt
)1/2

(∫
I
sh(uh, uh)dt
)1/2
 |||uh|||cip.
Finally, to limit the second term on the right hand side of (51) the stabilization method
plays an important role. First, we use the velocity decomposition assumption 7 and the
Cauchy-Schwarz inequality in time in order to obtain∫
I
inf
wh∈Vh
‖h1/2(β ·∇uh − wh)‖dt  inf
wh∈Vh
‖h1/2(β ·∇uh − wh)‖Q + ‖h1/2β′ ·∇uh‖Q.
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By Lemma 4.2 and Lemma 4.1 we have that
inf
wh∈Vh
‖h1/2(β ·∇uh − wh)‖Q  h1/2‖β‖W 1,∞(Ω)‖uh‖Q +
(∫
I
sh(uh, uh)dt
)1/2
 h1/2‖β‖W 1,∞(Ω) sup
t∈I
‖uh‖+
(∫
I
sh(uh, uh)dt
)1/2
 max{h1/2‖β‖W 1,∞(Ω), ‖β‖1/2L∞(Ω)}
(
sup
t∈I
‖uh(t)‖+ |||uh|||cip
)
.
On the other hand, using the assumption ‖β′‖2L∞(Q)  µ, we have
‖h1/2β′ ·∇uh‖Q ≤ h1/2‖β′‖L∞(Q)‖∇uh‖Q
 h1/2‖µ1/2∇uh‖Q
≤ h1/2|||uh|||cip.
By collecting terms and applying Lemma 4 we obtain the desired result. 
Remark 4.1. To obtain an a priori bound on ‖Rciph ‖L1(I;V ′) independent of the diffusivity
coefficient µ (see Eq. 58), for the case Peh > 1, the stabilized method plays an important
role, especially to bound the second term (advective term) of (51). This term cannot be
bounded by using only the standard Galerkin method.
A framework to obtain a posteriori and a priori estimates for the output J(·) in the CIP
method context is given by the next theorem.
Theorem 4.3. Let J be a functional that represents some quantity of interest related to the
problem (4). We assume that (4) has the continuous dependence property (23). If u and uh
are the solutions of (4) and (44), respectively, then J(·) satisfies
(i)
|J(u− uh)| ≤ Θ(ω(uh)h1/2), (59)
where ω(uh) is a posteriori quantity given by
ω(uh) =
∫
I
(
inf
wh∈Vh
∑
K∈Th
‖h1/2(f + µ∆uh + wh)‖K
+ inf
wh∈Vh
‖h1/2(β ·∇uh − wh)‖+ sh(uh, uh)1/2 +
∑
F∈F
‖µJ∇uh · ηF K‖F
)
dt,
(60)
(ii) and
|J(u− uh)| ≤ Θ(Cf,T,u0 h1/2), (61)
where Cf,T,u0 is given by
Cf,T,u0 = (1 + h
1/2)
(∫
I
‖f‖dt+ ‖u0‖
)
. (62)
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Proof. Let e = u−uh ∈ V . Equation (50) implies that the error e satisfies equation (4) with
right hand side Rciph (ϕ), that is,
(∂te, ϕ) + a(e, ϕ) = R
cip
h (ϕ).
By Theorems 4.1 we have ‖Rciph ‖L1(I;V ′) ≤ ω(uh)h1/2. The continuous dependence assumption
allows us to conclude the claimed result (59). Analogously, we use Theorem 4.2 to obtain the
bound ‖Rciph ‖L1(I;V ′) ≤ Cf,T,u0 h1/2 so that the result (61) follows immediately from (23). 
This theorem can be used to obtain robust a posteriori and a priori error estimates for
quantities of interest, regardless of the Pe´clet number, for the transient advection-diffusion
equations. The next corollary shows an example of how this can be done by considering the
regularized error discussed in Section 3.1.
Corollary 4.1 (A posteriori and a priori error estimates for the regularized error). Let e˜ be
defined by (32) and assume that (4) has the continuous dependence property (23). If u and
uh are the solutions of (4) and (44), respectively, then
(i) (a posteriori estimate)
‖e˜‖δ  ω(uh)ecΛT/τF
( h
δ2
)1/2
, (63)
where ω(uh) is a posteriori quantity given by (60).
(ii) (a priori estimate)
‖e˜‖δ  Cf,T,u0 ecΛT/τF
( h
δ2
)1/2
, (64)
where Cf,T,u0 is a priori bound given by (62).
Proof. By taking J(u− uh) = ‖e˜‖δ, follows from the Theorem 4.3, item (i), that
‖e˜‖δ  Θ(ω(uh)h1/2).
The a posterior estimate (63) is obtained by noting that for this choice of functional,
Θ(ω(uh)h
1/2) = Csω(uh)h
1/2, as explained in Section 3.1, equations (38)-(42). The constant
Cs is given in equation (41).
The a priori error estimate (64) is a consequence of Theorem 4.3, item (ii). 
The expression (64) shows that the a priori estimate for the regularized error is
independent both of the Sobolev norms of the exact solution and of the Pe´clet number,
but depends on L2-norm of data and the exponential factor (40).
5. SUPG Finite Element Space Semi-Discretization
One of the most known numerical methodologies to solve convection-dominated transport
problem is the Streamline Upwind Petrov-Galerkin method (SUPG), or Streamline Diffusion
method, introduced in [1] and analyzed in [14]. This method consists in finding uh ∈ Vh,
∀t ∈ I, such that
(∂tuh, vh) + a(uh, vh) +
∑
K∈Th
∫
K
Lh(uh, f)τhβ ·∇vh = (f, vh), ∀vh ∈ Vh, (65)
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where
Lh(uh, f) = ∂tuh + β ·∇uh − µ∆uh − f (66)
and τh denotes the stabilization parameter, defined by
τh =

h
‖β‖L∞(Ω)λ, if Peh > 1;
0, if Peh ≤ 1,
(67)
where Peh =
‖β‖L∞(Ω)h
µ
is the mesh Pe´clet number and λ ∈ R+ is a coefficient to be properly
chosen. We assume that Peh > 1 so that µ < ‖β‖L∞(Ω)h.
The general behavior of the solution of stationary problems using the SUPG method
is well understood whereas for the transient problems the situation is less clear. In [5] the
stability and convergence for the SUPG space semi-discretization of the transient convection-
diffusion equation was shown. In this work we use the stability result of [5] given by Theorem
5.1 to obtain a priori bound on the weak residual of the SUPG method. We assume that
β(x, t) = β(x).
Theorem 5.1 (Stability of the SUPG method). Let uh be the solution to (65), with 0 <
λ < 1
4
min
{
1
ci
, 1
c2i
}
, where ci is the constant in the inverse inequality (12). We assume that∫
I
‖∂tf‖2dt is bounded. Then,
sup
t∈I
‖uh‖2β + |||uh|||2supg 
∫
I
‖f − τh∂tf‖2dt+ sup
t∈I
‖τhf‖2 + ‖u0‖2β, (68)
where the norms ‖uh‖β and |||uh|||supg are defined by
‖uh‖2β = ‖uh‖2 + ‖τhβ ·∇uh‖2 (69)
and
|||uh|||2supg =
∫
I
(
‖τ 1/2h (∂tuh + β ·∇uh)‖2 + ‖µ1/2∇uh‖2
)
dt. (70)
5.1. Error Representation - SUPG method
The formulation (65) is strongly consistent. Indeed,
(∂te, vh) + a(e, vh) +
∑
K∈Th
∫
K
Lh(e, f)τhβ ·∇vh dx = 0, ∀vh ∈ Vh. (71)
This means that
(∂te, vh) + a(e, vh) =
∑
K∈Th
∫
K
Lh(uh, f)τhβ ·∇vh dx, ∀vh ∈ Vh. (72)
By using (72) and taking v ∈ V , we have that
(∂te, v − piK˜v) + a(e, v − piK˜v) = (∂te, v) + a(e, v)−
[
(∂te, piK˜v) + a(e, piK˜v)
]
= (∂te, v) + a(e, v)
−
∑
K∈Th
∫
K
Lh(uh, f)τhβ ·∇piK˜v dx. (73)
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From (73) the weak residual Rsupgh associated with (65) is given by
Rsupgh (v) = `(v − piK˜v)−
[
(∂tuh, v − piK˜v) + a(uh, v − piK˜v)
]
+
∑
K∈Th
∫
K
Lh(uh, f)τhβ ·∇piK˜v dx, ∀t ∈ I. (74)
In the next theorem we obtain an a posteriori quantity in order to control the weak norm of
the residual Rsupgh (·).
Theorem 5.2. Let Rsupgh be defined by (74) with u and uh solutions of (4) and (65),
respectively, and suppose that 0 < λ ≤ 1. Then,
‖Rsupgh ‖L1(I,V ′)  h1/2
∫
I
[( ∑
K∈Th
‖h1/2rh‖2K
)1/2
+
(∑
F∈F
‖µJ∇uh · ηF K‖2F)1/2] dt, (75)
where
rh = ∂tuh + β ·∇uh − µ∆uh − f. (76)
Proof. First, we note that taking v satisfying supt∈I ‖v‖V = 1, the equation (74) can be
written by
Rsupgh (v) = (f, v − piK˜v)−
[
(∂tuh + β ·∇uh, v − piK˜v) + (µ∇uh,∇(v − piK˜v))
]
+
∑
K∈Th
∫
K
Lh(uh, f)τhβ ·∇piK˜vdΩ, ∀t ∈ I;
= −
∑
K∈Th
∫
K
rh(v − piK˜v)dΩ−
∑
K∈Th
∫
∂K
(µ∇uh · η)(v − piK˜v)dΓ
+
∑
K∈Th
∫
K
rhτhβ ·∇piK˜vdΩ, ∀t ∈ I. (77)
Now we integrate (77) in time and use the Cauchy-Schwarz inequality, (10) and (11). The
first term of the right hand side of (77) is bounded as follow∫
I
∑
K∈Th
∫
K
rh(v − piK˜v) dx dt  h1/2
∫
I
∑
K∈Th
‖h1/2rh‖K‖∇v‖K˜ dt
 h1/2
[ ∫
I
( ∑
K∈Th
‖h1/2rh‖2K
)1/2
dt
]
. (78)
The second term is bounded according to∫
I
∑
K∈Th
∫
∂K
(µ∇uh · η)(v − piK˜v) ds dt  h1/2
∫
I
∑
F∈F
‖µJ∇uh · ηF K‖F‖∇v‖K˜ dt
 h1/2
[ ∫
I
(∑
F∈F
‖µJ∇uh · ηF K‖2F)1/2 dt].
(79)
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If λ ≤ 1 then τh‖β‖L∞(Ω) ≤ h. Thus, for the last term of (77) we have∫
I
∑
K∈Th
∫
K
rhτhβ ·∇piK˜v dxdt ≤
∫
I
∑
K∈Th
‖rh‖Kτh‖β‖L∞(Ω)‖∇piK˜v‖K dt
 h1/2
[ ∫
I
( ∑
K∈Th
‖h1/2rh‖
)2
dt
]
. (80)
The desired result is obtained by collecting the upper bounds (78)-(57) and using (21). 
The stability result given in Theorem 5.1 is used now to obtain an a priori bound of the
weak norm of Rsupgh (·), as follow,
Theorem 5.3. Let Rsupgh defined by (74) with u and uh solutions of (4) and (65), respectively,
and suppose that 0 < λ ≤ min
{
1
4c2i
, 1
4ci
, 1
}
, with ci the constant in the Eq. (12). Then there
holds
‖Rsupgh ‖L1(I,V ′) dt  h1/2T
[
h1/2 sup
t∈I
‖f‖
+CλT
1/2
(∫
I
‖f − τh∂tf‖2dt+ sup
t∈I
‖τhf‖2 + ‖u0‖2β
)1/2]
, (81)
where the constant Cλ is given by
Cλ = ‖β‖1/2L∞(Ω)
(
2 +
1√
λ
)
.
Proof. To prove this theorem we use Cauchy-Schwarz inequality in time in equation (75) and
the stability results of Theorem 5.1. Using (77) and proceeding in the same way as in the
proof of Theorem 5.2 we can write
‖Rsupgh ‖L1(I,V ′)  h1/2
∫
I
[ ∑
K∈Th
‖h1/2rh‖K +
∑
F∈F
‖µJ∇uh · ηF K‖F] dt
 h1/2
∫
I
∑
K∈Th
(
‖h1/2f‖K + ‖h1/2(∂tuh + β ·∇uh)‖K
+‖h1/2µ∆uh‖K
)
dt+ h1/2
∫
I
∑
F∈F
‖µJ∇uh · ηF K‖F dt. (82)
Now, we can evaluate each term on the right hand side of (82) separately. For the first one,
we have ∫
I
∑
K∈Th
‖h1/2f‖K dt =
∫
I
h1/2‖f‖ dt ≤ h1/2T sup
t∈I
‖f‖.
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The second term on the right hand side of (82) results in∫
I
∑
K∈Th
‖h1/2(∂tuh + β ·∇uh)‖K dt =
∫
I
‖h1/2(∂tuh + β ·∇uh)‖dt
≤
(∫
I
dt
)1/2(∫
I
‖h1/2(∂tuh + β ·∇uh)‖2 dt
)1/2
= T 1/2h1/2τ
−1/2
h
(∫
I
‖τ 1/2h (∂tuh + β ·∇uh)‖2 dt
)1/2
= h1/2T 1/2τ
−1/2
h |||uh|||supg.
Using the inverse inequality (14) we have
h1/2‖µ∆uh‖K  h−1/2µ1/2‖µ1/2∇uh‖K .
Then, we can to bound the term associated to the diffusion operator as follow,∫
I
∑
K∈Th
‖h1/2µ∆uh‖K dt =
∫
I
∑
K∈Th
h−1/2µ1/2‖µ1/2∇uh‖Kdt
=
∫
I
h−1/2µ1/2‖µ1/2∇uh‖dt
≤ h−1/2µ1/2
(∫
I
dt
)1/2(∫
I
‖µ1/2∇uh‖2 dt
)1/2
≤ h−1/2T 1/2µ1/2|||uh|||supg.
Finally, we have the bound on the term associated to contributions on the faces, that is given
by ∫
I
∑
F∈F
‖µJ∇uh · ηF K‖F dt ≤ (∫
I
dt
)1/2(∫
I
∑
F∈F
‖µJ∇uh · ηF K‖2Fdt)1/2
≤ T 1/2µ1/2
(∫
I
∑
F∈F
‖µ1/2J∇uh · ηF K‖2F dt)1/2
= T 1/2µ1/2h−1/2h1/2
(∫
I
∑
F∈F
‖µ1/2J∇uh · ηF K‖2F dt)1/2
 T 1/2µ1/2h−1/2
(∫
I
‖µ1/2∇uh‖2 dt
)1/2
≤ h−1/2T 1/2µ1/2|||uh|||supg.
By collecting those results, using the Theorem 5.1 and the fact that µ1/2h−1/2 < ‖β‖1/2L∞(Ω)
and h1/2τ
−1/2
h =
‖β‖1/2
L∞(Ω)√
λ
we obtain the desired result. 
The same framework described for CIP method in order to obtain a posteriori and a priori
estimates for quantities of interest is presented here for SUPG method. This result is given
by the next theorem.
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Theorem 5.4. Let J be a functional that represents some quantity of interest related to the
problem (4). We also assume that (4) has the continuous dependence property (23). If u and
uh are the solutions of (4) and (65), respectively, then J(·) satisfies
(i)
|J(u− uh)| ≤ Θ(ω(uh)h1/2), (83)
where ω(uh) is a posteriori quantity given by
ω(uh) =
∫
I
[( ∑
K∈Th
‖h1/2rh‖2K
)1/2
+
(∑
F∈F
‖µJ∇uh · ηF K‖2F)1/2] dt, (84)
with
rh = ∂tuh + β ·∇uh − µ∆uh − f
(ii) and
|J(u− uh)| ≤ Θ(Cf,T,u0 h1/2), (85)
where Cf,T,u0 is given by
Cf,T,u0 = T
[
h1/2 sup
t∈I
‖f‖
+CλT
1/2
(∫
I
‖f − τh∂tf‖2dt+ sup
t∈I
‖τhf‖2 + ‖u0‖2β
)1/2]
, (86)
where the constant Cλ is given by
Cλ = ‖β‖1/2L∞(Ω)
(
2 +
1√
λ
)
.
Proof. The proof of this theorem is the same as that of Theorem 5.4. We just must replace
‖Rciph ‖L1(I;V ′) by ‖Rsupgh ‖L1(I;V ′) and its correspondents bounds. The a posteriori quantity
bound for ‖Rsupgh ‖L1(I;V ′) is given by Theorem 5.2 whilst the a priori bound by Theorem
5.3. 
The following corollary shows an application of this theorem when the output represents
the regularized error discussed in Section 3.1.
Corollary 5.1 (A posteriori and a priori error estimates for the regularized error). Let e˜
defined by (32) and assume that (4) has the continuous dependence property (23). If u and
uh are the solutions of (4) and (65), respectively, then
(i) (a posteriori estimate)
‖e˜‖δ  ω(uh)ecΛT/τF
( h
δ2
)1/2
, (87)
where ω(uh) is a posteriori quantity given by (84).
(ii) (a priori estimate)
‖e˜‖δ  Cf,T,u0 ecΛT/τF
( h
δ2
)1/2
, (88)
where Cf,T,u0 is a priori bound given by (86).
18
Proof. Similar to the proof of Corollary 4.1. 
Here, again the a priori estimate for the regularized error only depends on L2-norm of data
and the exponential factor (40). In the next section the theoretical results are illustrated by
computations on a scalar transport equation with no diffusion term, rough data and strongly
varying velocity field.
6. Numerical Experiments
In this section we consider the pure advection problem given by
∂tu+ β ·∇u = 0, in Ω× (0, T ); (89)
u(x, 0) = u0(x), in Ω, (90)
where Ω = [0, 1]× [0, 1], u0(x) is the initial solution given by the checkerboard function, (see
Fig. 1(b)), and β = (βx, βy)
t, with
βx = 2kpi sin(2kpix) cos(2kpiy); (91)
βy = −2kpi cos(2kpix) sin(2kpiy), (92)
k = 1, 2, 3, · · · , is the velocity field. It is straightforward to verify that ∇ ·β = 0 and that β
is a stationary solution to the incompressible Euler equations. This is a transport problem
with infinite Pe´clet number (no diffusion term), rough data and strongly varying velocity
field. Fig. 1(a) shows the velocity fields for k = 3. We evaluate the space convergence rates
(a) Velocity field (b) Initial solution
Figure 1: Velocities field and initial solution, using k = 3.
and the growth of the error in time for the quantity J(e) = ‖e˜‖δ for both CIP and SUPG
methods, considering different values of k in the velocity field. The same experimental results
are given for the ‖e‖L1(Ω) and ‖e‖L2(Ω) norms. The time discretization is carried out with the
second-order backward difference formula (BDF2).
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6.0.1. Space Convergence rates
The space convergence rates are evaluated by using k = 2, 4, 6, 8 in the velocity field;
500 and 2000 timesteps of sizes ∆t = 0.001h; δ = h, 1 for the ‖e˜‖δ-norm, and three meshes
with h = 1/160, 1/320, 1/640. Figures 2 and 3 show the results for the CIP and SUPG
methods. The numerical experiments show that for both methods, CIP and SUPG, the rates
are between O(h 12 ) and O(h 32 ), satifying an expression like
‖e˜‖δ ≤ C1(T )h3/2 + C2(k, T )h1/2, (93)
so that, C1(T )  C2(k, T ) when T and k are small, and C1(T )  C2(k, T ) when T and k
are big. Also, we have observed that
‖u− uh‖L1(Ω) ∼ ‖e˜‖δ=1 and ‖u− uh‖L2(Ω) ∼ ‖e˜‖δ=h.
The ‖e˜‖δ-norm with δ = 1 provided the smallest values in this experiment. For example, for
the CIP method with k = 6 we have ‖e˜‖δ=1 = O(10−4) whereas the other norms are of order
equal or greater than of 10−2. We can also observe that the convergence rate decays in time
and for increasing values of k. Only for sufficiently long time (and using k = 8) the poor
theoretical rate is observed.
6.0.2. Error growth in time
We have studied the growth of error in time for the CIP method over 5000 timesteps
of size ∆t = 0.001h in two settings: one with h = 1/100 and the other with kh = 1/50
fixed. Similar results not reported here was obtained by the SUPG method. Fig. 4 shows
the results obtained with h = 1/100 and different values of k. In general the error increases
with increasing k as expected. The growth of the error in time is typically linear in the
transient with slope O(k2). This is compatible with the exponential factor of our theorem,
since ‖∇β‖L∞(Ω) = O(k2) and for small times ec‖∇β‖L∞(Ω)t ∼ 1 + k2t. Figure 5 show the
inclination of the curves of the ‖ · ‖L2(Ω) error versus time, using h = 1/100 and different
values of k. We have chosen t = t∗ satisfying ‖(u − uh)(t∗)‖L2(Ω) ∼= 0.1 and calculated the
slope of the line formed by the points (0, 0) and (t∗, ‖(u − uh)(t∗)‖L2(Ω)), which is a linear
approximation of the curve in the temporal interval [0, t∗]. The slopes obtained in terms of
k, described by the slope function s(·), are of the order of k2 and satisfy
s(k) = 7.7
(k
2
)2
= O(k2), k = 2, 4, 6, 8. (94)
This means that
‖u− uh‖L2(Ω) ∼= s(k)t = 7.7
(k
2
)2
t, for t ∈ [0, t∗], k = 2, 4, 6, 8. (95)
As the velocities field satisfies ‖∇β‖L∞(Ω) = O(k2), then we have
‖∇β‖L∞(Ω) ∼ s(k), (96)
that is, there exists a constant ca > 0 such that
‖u− uh‖L2(Ω) ≤ ca‖∇β‖L∞(Ω)t
≤ 1 + ca‖∇β‖L∞(Ω)t
≤ eca‖∇β‖L∞(Ω)t, for t ∈ [0, t∗].
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Similar results are obtained for ‖u− uh‖L1(Ω), ‖e˜‖δ=h and ‖e˜‖δ=1. Fig. 6 presents the curves
slope versus k for all norms. We can observe that the slopes increase with the order of k2.
We have studied the growth of the error in time for kh = 1/50 fixed. The results are
shown in Fig. 7 for several values of k. As the value of k increases the errors increases as well
when the time is very small. The slopes of curves of error in terms of k (for a short time)
were calculated as well for this case. Fig. 8 presents the curves slope versus k for all norms.
The left figure shows the linear behavior (O(k)) for ‖e˜‖δ=1 norm, whereas in the right figure
we see that the slopes are order k2 (quadratic behavior).
7. Conclusions
We have discussed stabilized finite element methods for the transient advection-diffusion
problem with high Pe´clet number with particular focus on the role of continuous dependence
on data. We have proved error estimates for quantities that satisfy the continuous dependence
assumption, using the enhanced control of the residual provided by the stabilization terms.
A particular case that enters the framework are the weak norm estimates discussed in
[2]. Indeed the required stability can be shown for a particular regularized error under
the assumptions of two-scale decomposition of the velocity field. We have considered two
stabilized methods: CIP and SUPG. In a numerical section we consider the special case of
pure transport and showed that the convergence rate obtained in the estimate appears to be
sharp. In this example the exponential growth with exponent proportional to the maximum
velocity gradient was only observed when measuring the error in stronger norms than the
one of the estimate, and for small times, giving some hope that the worst case scenario is
not necessarily realized.
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Figure 2: Space convergence rates of the method CIP using the following norms: ‖ · ‖L1(Ω), ‖ · ‖L2(Ω) and
‖e˜‖δ with δ = 1 and δ = h, respectively.
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Figure 3: Space convergence rates of the method SUPG using the following norms: ‖ · ‖L1(Ω), ‖ · ‖L2(Ω) and
‖e˜‖δ with δ = 1 and δ = h, respectively.
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Figure 4: Evolution in time of the error measured in the ‖ ·‖L1(Ω), ‖ ·‖L2(Ω), ‖ ·‖δ=h (bottom left) and ‖ ·‖δ=1
(bottom right) norms for CIP method using k = 2, 4, 6, 8 and h = 1/100.
Figure 5: Evolution in time of the L2-norm error - CIP method, h = 1/100, k = 2, 4, 6, 8.
Figure 6: CIP method - slope curves for all norms using h = 1/100.
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Figure 7: Evolution in time of the error measured in the ‖ ·‖L1(Ω), ‖ ·‖L2(Ω), ‖ ·‖δ=h (bottom left) and ‖ ·‖δ=1
(bottom right) norms for CIP method using k = 2, 4, 6, 8 and kh = 1/50 fixed.
Figure 8: CIP method - slope curves for all norms using hk = 1/50 fixed.
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