We present a measurement of the electron charge asymmetry in pp → W + X → eν + X events at a center-of-mass energy of 1.96 TeV, using data corresponding to 9.7 fb −1 of integrated luminosity collected with the D0 detector at the Fermilab Tevatron Collider. The asymmetry is measured as a function of the electron pseudorapidity and is presented in five kinematic bins based on the electron transverse energy and the missing transverse energy in the event. The measured asymmetry is compared with next-to-leading-order predictions in perturbative quantum chromodynamics and provides accurate information for the determination of parton distribution functions of the proton. This is the most precise lepton charge asymmetry measurement to date.
carry more momentum than d quarks [1] [2] [3] , W + bosons tend to be boosted in the proton direction, while W − bosons tend to be boosted in the antiproton direction. This results in a non-zero W boson production charge asymmetry, defined as
where dσ W ± /dy W is the differential cross section for W ± boson production, and y W is the W boson rapidity [4] . The W boson can decay leptonically with a charged lepton and a neutrino in the final state. The neutrino's presence can be inferred from an imbalance of transverse energy in the calorimeter, referred to as missing transverse energy ( / E T ). Reconstruction of the neutrino longitudinal momentum (p ν z ) is not feasible due to the unknown longitudinal momentum of the initial state interacting partons. Without p ν z , it is impossible to perform a direct measurement of the W boson charge asymmetry with traditional methods. Instead we use the lepton pseudorapidity (η) [4] distribution which is a convolution of the W boson production charge asymmetry and the V − A structure of the W boson decay. With a good understanding of the V − A structure, the lepton charge asymmetry as a function of lepton pseudorapidity can be used to constrain PDFs. The comparison between the W boson charge asymmetry and the lepton charge asymmetry is shown in Fig. 1 , using the Monte Carlo (MC) event generator resbos [5] with the CTEQ6.6 [6] central PDF set.
In the W → eν decay mode used in this analysis, the experimentally measured W → eν cross section times The charge asymmetry for the W boson and the decay electron. The electron asymmetry has a "turn-over" due to the convolution of the W boson asymmetry and the V − A structure of the W boson decay. These predictions were obtained using the MC event generator resbos [5] with the CTEQ6.6 [6] central PDF set, using the kinematic cuts p branching ratio as a function of electron pseudorapidity (η e ) is
where N e (η e ) is the number of events with electron in the η e bin, A is the acceptance, L is the integrated luminosity, and ǫ is the selection efficiency. In the simplified case that the acceptances and efficiencies are the same for W + and W − bosons, the electron charge asymmetry, A, can be written using the numbers of electrons (N N e + (η e ) + N e − (η e ) .
The lepton charge asymmetry in W boson decay has been measured by both the CDF [7] [8] [9] and D0 [10] [11] [12] Collaborations. The latest lepton charge asymmetry measurement from the D0 Collaboration was performed in the muon channel using 7.3 fb −1 of integrated luminosity [12] . The W boson asymmetry was extracted using missing transverse energy to estimate the neutrino direction, using 1 fb −1 of integrated luminosity by the CDF Collaboration [13] and 10 fb −1 by the D0 Collaboration [14] . The lepton asymmetry has also been measured at the Large Hadron Collider (LHC) in pp collisions by the ATLAS [15] and CMS Collaborations [16] using integrated luminosities of 35 pb −1 and 840 pb −1 , respectively. At the LHC, W boson production is dominated by gluons and sea quarks, providing different information than the lepton asymmetry measured at the Tevatron.
In this analysis, we present a new measurement of the electron charge asymmetry based on data collected between April 2002 and September 2011 with the D0 detector at √ s = 1.96 TeV, corresponding to an integrated luminosity of 9.7 fb −1 [17] . We measure the electron charge asymmetry in five kinematic bins by selecting on the electron transverse energy (E e T ) and event / E T . Results from different kinematic bins probe different ranges of y W , and thus different ranges of the fraction of proton momentum carried by the parton. There are three symmetric bins, (E e T > 25 GeV, / E T > 25 GeV), (25 < E e T < 35 GeV, 25 < / E T < 35 GeV), (E e T > 35 GeV, / E T > 35 GeV) and two asymmetric bins, (25 < E e T < 35 GeV, / E T > 25 GeV), (E e T > 35 GeV, / E T > 25 GeV). With more data than in previous measurements and more data in the high pseudorapidity region, we provide information about the PDFs for a broader x range (0.002 < x < 0.99 for |η e | < 3.2) at high
, where x is the fraction of the proton momentum carried by the colliding parton, Q 2 is the momentum scale squared, and M W is the W boson mass. This analysis improves upon and supersedes the previous D0 electron charge asymmetry result [11] . That result did not include the improved detector level calibrations discussed in Sec. IV E and Sec. IV F. In addition, it did not include MC modeling of the difference in efficiency for electrons and positrons for different polarities of the solenoidal magnet surrounding the tracking region. This article also provides details of the comple-mentary analysis of Ref. [14] where the W boson charge asymmetry is measured using the same data set.
II. APPARATUS
The D0 detector [18, 19] contains central tracking, calorimeter, and muon systems. The central tracking system includes a silicon microstrip tracker (SMT) and a central scintillating fiber tracker (CFT), both located within a 1.9 T superconducting solenoidal magnet, with designs optimized for tracking and vertexing at pseudorapidity |η det | < 3 and |η det | < 2.5 [4] , respectively, as shown in Fig. 2 . Three liquid-argon and uranium calorimeters provide coverage of |η det | < 3.5 for electrons. The central calorimeter (CC) contains the region |η det | < 1.1, and two end calorimeters (EC) extend coverage to 1.5 < |η det | < 3.5, as shown in Fig. 3 . In the region 1.0 < |η det | < 1.5, particles cross multiple cryostat walls resulting in deterioration of the electron response. Each calorimeter consists of an inner electromagnetic section (EM) followed by a hadronic section. The EM calorimeter has four longitudinal layers with transverse segmentation of ∆η × ∆φ = 0.1 × 0.1, except for the third layer, where it is 0.05 × 0.05. The outer muon system consists of a layer of tracking detectors and scintillation trigger counters in front of 1.9 T iron toroids, followed by two similar layers after the toroids, with a coverage of |η det | < 2. The direction of the D0 solenoid and toroid magnetic fields were reversed periodically during data taking.
The D0 trigger is based on a three-level system. The first level consists of hardware and firmware components, and the second level combines information from specific subdetectors to construct a trigger decision based on physics quantities. The software-based third level processes the full event information using simplified versions of the offline reconstruction algorithms.
III. EVENT SELECTION
The W → eν events for this analysis are selected in several steps.
A. Trigger selection
Candidate events must pass at least one of the calorimeter-based single EM triggers. The trigger towers in the calorimeter are 0.2 × 0.2 in (η, φ) space. At the third trigger level, the EM trigger objects must satisfy E e T (trigger) > 25 GeV, or E e T (trigger) > 27 GeV at higher instantaneous luminosity.
B. Lepton transverse energy selection
We require one EM shower with transverse energy E e T > 25 GeV measured in the calorimeter, accompanied by / E T > 25 GeV. In W boson events, / E T is calculated using the electron and the vector sum of the transverse components of the energy deposited in the calorimeter (u T ) after subtracting the electron deposit, i.e., / E T = −( E e T + u T ). We also require that the electron has E e T < 100 GeV to ensure good charge identification using the momentum of the charged track, described below.
C. Electron selection
The EM cluster must be in the CC with |η det | < 1.1 or in the EC range 1.5 < |η det | < 3.2 to allow a precise measurement of its energy. Electron candidates must be located within the fiducial region of each of the 32 EM calorimeter modules, defined as 0.1 < φ mod < 0.9, where φ mod is the fractional part of 32 · φ trk /2π. The electron energy must be isolated in the calorimeter with
2) < 0.15 (0.10) for CC (EC) electrons, where E tot (R) and E EM (R) are the total energy and the energy deposited in the EM section, respectively, within a cone of radius R= (∆φ) 2 + (∆η) 2 around the electron direction. Electron candidates are further required to have at least 90% of their energy deposited in the EM section of the calorimeter and to have a shower shape (H-matrix) [20, 21] consistent with that expected for an electron.
Electron candidates are required to be spatially matched to a reconstructed track by requiring |∆η| < 0.05 and |∆φ| < 0.05, where |∆η| and |∆φ| are the differences in η and φ between the cluster centroid and the extrapolated track. To reduce the electron charge misidentification probability, the track is further required to be of good quality: the track transverse momentum (p trk T ) must be greater than 10 GeV, the track must pass the central track fitting quality requirement, and the distance of closest approach (dca) of the track to the beam spot in the plane transverse to the beam direction should be less than 0.02 cm. Because the CFT detector does not cover the entire η det region used in the analysis, electrons are split into four categories: CC electrons with full CFT coverage, EC electrons with full CFT coverage, EC electrons with partial CFT coverage, and EC electrons without CFT coverage. Optimized track quality requirements are employed for the different track categories. For tracks with full CFT coverage, we require that the track must have at least two SMT hits and nine CFT hits. For tracks with partial CFT coverage, we require that the track must have at least two SMT hits and three CFT hits. Finally, for tracks without CFT coverage, we require that the track must have at least eight SMT hits and pass a track significance (
Silicon Tracker Events are required to have a reconstructed pp interaction vertex within 40 cm of the detector center along the z axis and a reconstructed W boson transverse mass of 50 < M T < 130 GeV, where M T = 2E e T / E T (1 − cos ∆φ), and ∆φ is the azimuthal angle between the electron and / E T . We require u T < 60 GeV. The variable SET reflects the total activity in the calorimeter and is defined as the scalar sum of all of the transverse energy components measured by the calorimeter except those associated with electron.
Events are required to have either SET < 250 GeV or SET < 500 GeV, where the higher SET threshold is employed for the higher luminosity data-taking periods.
After applying the selection criteria described above, we retain 6,083,198 W boson candidates. Of these, 4,466,735 are events with an electron in the CC region, and 1,616,463 have an electron in the EC region. The electron charge asymmetry is determined for each of the four electron categories based on CFT coverage and the results are then combined. Results from different data collection periods are found to be consistent with each other and are also combined. We assume charge parity (CP) invariance in the W boson production and decay, and thus report the folded asymmetry A(|η
The electron charge asymmetries are measured in thirteen pseudorapidity bins in the range |η e | < 3.2. The bin widths are chosen considering the statistics of the sample and the geometry of the detector. The selection criteria are identical to those employed in the W boson charge asymmetry paper, Ref. [14] , which also used the entire Run II data set in the electron channel.
IV. SIGNAL AND BACKGROUND SIMULATION
A. Signal MC simulations for the W → eν process are generated using the pythia [22] event generator with CTEQ6.1L PDFs [23] , followed by a detailed geant-based simulation [24] of the D0 detector response and overlay of zerobias events. Zero-bias events are selected from random beam crossings matching the instantaneous luminosity profile in the data. This simulation is then improved by correcting for known deficiencies in the detector model and for higher-order effects not included in pythia.
pythia is a leading-order (LO) generator in which the modeling of the W boson p T is not adequate for electroweak (EW) precision measurements. In order to improve the model of the W boson p T , we derive a next-toleading-order (NLO) correction from the ratio of resbos [5] with photos [25] (to simulate final state radiation, FSR) using the CTEQ6.6 central PDF set to pythia with the CTEQ6.1L PDF set, as a function of the W boson p T and rapidity.
B. MC electron identification efficiency correction
The MC does not adequately describe the electron identification in the data, and the data and MC discrepancies as a function of η e in the forward region are larger than they are in the central region.
Z → ee boson events from data and MC are used to calculate electron identification (EMID) corrections using a tag-and-probe method [21] . In this method, an electron candidate passing tight identification requirements is chosen as the tag electron, and then the probe electron is selected by requiring the invariant mass of the two electrons (M ee ) to satisfy 70 < M ee < 110 GeV. Probe electrons from this high purity, minimally biased electron sample are used to tune the MC selection efficiencies.
To remove the EMID differences between data and MC, we apply bin-by-bin efficiency corrections to the MC. There are multiple dependencies for the corrections, particularly for electrons in the forward region. In the procedure, the corrections are applied as functions of electron physical η e (measured with the event vertex), electron detector η (η e det ), electron E e T , electron φ, vertex position in the z direction (z vtx ), SET, and instantaneous luminosity (L) for three selections: the pre-selection (Pre-Selection, EM cluster isolation cut), calorimeter-based selection (Cal-ID), and track-based selection (Track-Match). As the number of selected Z → ee events is limited, we perform a four-step iterative correction to reduce the selection differences between data and MC. As shown in Table I , we first derive a twodimensional (2-D) correction to remove the two largest dependencies (η e det and E e T ). Then, using this 2-D correction, we examine the other parameters dependences and develop a new 2-D correction to remove the largest two remaining dependencies. We iterate two more times until all EMID selection data-MC differences are greatly reduced. The electron η e det distributions of selected Z boson events before and after applying the EMID correction are shown in Fig. 4 . Reasonable agreement is also observed for E e T , η e , z vtx , φ, L, SET, and M ee distributions for selected Z boson events after applying EMID corrections. Step Pre-Selection Cal-ID/Track-Match
SET, E e T
C. Electron trigger efficiency correction
We apply the trigger efficiency measured from data to the MC sample. To estimate the single EM trigger efficiency, we use Z → ee data and apply the tag-andprobe method. The trigger efficiency correction is applied to MC events, as a function of E e T and η e det , separately for both CC and EC electrons.
D. Positron/electron efficiency correction
The efficiencies for e + and e − identification in data and MC differ, with some difference for the two solenoid polarities also observed. The effect of different efficiencies for the two magnet polarities is ameliorated by the fact that the negative and positive solenoid polarity samples are nearly equal in size. For both data and MC, using a sample of Z → e + e − events and a tag-and-probe method, we measure the identification efficiencies for all four combinations of particle charges (q) and solenoid signs (p), and calculate the data and MC efficiency ratio corrections (K q,p eff ) as a function of η e and E T . For each of these combinations, the MC events are reweighted to provide agreement with data. Figure 5 shows the comparison of MC and data after the correction for positrons with positive solenoid polarity.
E. Electron energy tuning
The mismodeling of the passive material in front of the calorimeter results in energy mismeasurement for electrons. However, there are additional causes of electron energy mismeasurement. The interaction rate of proton and antiproton bunch crossings depends on instantaneous luminosity. Events with higher instantaneous luminosity may have more energy deposited in the calorimeter due to pile-up contributions. In addition, the SET will contribute to the electron energy measurement by adding from a few MeV to a few GeV to the electron energy. The electron energy reconstruction, especially in the forward region, has strong η e det , instantaneous luminosity, and SET dependences. The interplay of these three effects makes a precision measurement of the energy challenging. To derive a correction, we fit Z boson events in different η e det bins using a voigt function [26] combined with an exponential background to obtain the Z boson mass peak position, and compare the mass peak position with the LEP value (91.1876 GeV) [27] . In the mass peak fitting, the multijet background and other SM backgrounds are subtracted. As shown in Fig. 6 , there are deviations of more than 2 GeV in the value of the Z boson mass peak in the very forward bins before calibration.
An iterative method using minuit [28] fitting is employed to reduce the electron energy dependences on instantaneous luminosity, SET and η e det . The procedure includes:
• Instantaneous luminosity tuning: The dependence of the peak position of the Z boson mass on increasing luminosity includes several effects: (a) the addition of energy from pile-up and hadronic recoil energy in the electron reconstruction window, (b) the decrease of the energy response due to the high voltage drop on the resistive coating [18, 29] on the calorimeter electrodes due to the increased ionization at high luminosity, (c) and the decrease of the response due to the over-subtraction of the baseline of the signal shape in the calorimeter [29] . For MC, overlaid zero-bias events contribute to the energy of the electron, with high instantaneous luminosity causing a corresponding increase of the value of the Z boson peak position. Thus, different correction factors in sixteen luminosity bins are applied to data and MC, according to the instantaneous luminosity of the event.
• SET tuning: The SET affects the electron energy by contributing additional energy to the electron shower. The correction factors in thirteen SET bins are developed and applied to data and MC, according to the SET of the event.
• η e det tuning: For Z → ee events, there are two electrons which will most likely be located at different η 
. To take into account substantial differences in statistics between different η e det bins and to speed up the procedure, we employ iterative fitting instead of a global fit: eff correction, as a function of (a) electron ET and (b) electron η, for e + with positive solenoid polarity. There is an efficiency drop around 55 GeV, which comes from the tag-and-probe method, since in Z → ee events, when the tagged electron has high ET , the other electron in the event is soft, resulting in inefficiency in the EMID. statistics (i.e., 0 < η e det < 0.1 for CC electrons and 1.5 < η e det < 1.6 for EC electrons). 2. Fix the parameters for the η e det bin fit in the previous step, and then fit the events in the next η e det bin (i.e., 0.1 < η e det < 0.2 for CC electrons and 1.6 < η e det < 1.7 for EC electrons).
Repeat
Step 2 for each η e det bin. 4. Repeat Steps 1-3 until the fitting results become stable, with a minimum χ 2 value between the fitted Z boson mass peak values in each bin and that of the LEP value.
The position of the Z boson peak in bins of electron η e det before and after the electron energy tuning is shown in Fig. 6 , demonstrating that good consistency is obtained between the LEP measured value [27] and the fitted mass value of the Z boson mass peak after tuning.
After applying the electron energy scale correction, an additional energy smearing correction [21] is applied to the MC to achieve data-MC agreement for the energy resolution.
F. Recoil system tuning
We also correct the energy response in MC for the hadrons recoiling against a W or Z boson. The recoil system model is needed to determine the / E T in W boson events and is a key component for the electron charge asymmetry measurement. The response of the calorimeter to the hadronic recoil differs from its response to objects which shower electromagnetically. This difference occurs because the hadronic calorimeter modules differ in construction from the electromagnetic modules and because the process by which hadrons interact in material is different from that of electrons and photons. In principle, if we knew the particle composition of the recoil, it would be possible to simulate the overall recoil response. However, there is no reliable model to estimate from first principles the particle composition of the recoil system. Furthermore, many of the recoil particles have low momentum, and the energy scale corrections are difficult to calculate for low energy particles.
In this analysis, the hadronic response is directly determined from Z → ee data by comparing the Z boson transverse momentum (p Z T ) measured from the electron pair (p ee T ) to that measured from the recoil system (u T ). The particle composition in the W and Z boson recoil systems should be very similar, and by averaging over the Z boson sample, we expect to derive a hadronic response model that closely approximates that of the W boson sample.
To perform this comparison, a pair of coordinate axes in the transverse plane to the beam is used. As shown in Fig. 7 , the η axis is defined as the inner bisector of the two electron transverse momentum directions, and the ξ axis is perpendicular to the η axis in the transverse plane. The η direction is defined using electron angle information only, therefore, the recoil projection in the η direction is minimally sensitive to the electron energy resolution. The projections onto the η and ξ axes are denoted p ee T η , p ee T ξ , u T η , and u T ξ . The projection of any transverse momentum p T onto these axes is
The η and ξ projections enable a good understanding of the hadronic response by comparing p ee T η with u T η . The momentum vectors of the dielectron and hadron systems should be equal and opposite due to momentum conservation.
To improve the recoil modeling in the MC, we determine the hadronic scaling, smearing, and offset factors (α, β, and o) to MC samples using minuit fitting, as
In these equations, X represents the recoil momentum, X and Xξ gen are the generator-level recoil system projections in the η and ξ directions. By varying α, β, and o in the MC, we achieve good agreement between the MC and data recoil system projections in both the η and ξ directions for each p Z T bin. We also perform recoil tuning to eliminate SET dependences. An iterative method is used to remove correlations between p Z T and SET, which is done by doing the recoil tuning in each SET bin, and then, based on the SET tuning, performing the tuning for each p Z T bin. We iterate these two steps until stable and consistent results are obtained. Additionally, there is a top-bottom asymmetry in the D0 calorimeter coming from variations in the lengths of calorimeter signal cables. We use an additional correction based on the azimuthal angle of the recoil system to reproduce this asymmetry in the MC, and achieve agreement between data and MC.
G. Charge misidentification
Misidentification of the charge sign of the electron would result in a dilution of the measured electron charge asymmetry. We measure the charge misidentification probability (Q mis ) with Z → ee events using the tag-andprobe method. The CC and EC electron charge misidentification probabilities are measured using CC-CC events (both electrons in the CC) and CC-EC events separately. In addition to the general electron selection criteria, we use a tighter track significance cut to choose tag electrons. This ensures that the track curvature is sufficiently well measured to enable a good measurement of the tag track charge. We determine the charge misidentification probabilities in the data and MC as functions of η e and E e T . The charge misidentification probability in data averaged over E e T varies from 0.2% at |η e | = 0 to 8% at |η e | = 3.0, as shown in Fig. 8 . The charge misidentification probability measured in data is roughly a factor of three larger than it is in MC, which is due to MC modeling of the tracking detector, including material modeling deficiencies, and tracking de- Charge misidentification probability as a function of η e . The blue triangles represent the measured data charge misidentification probability, and the red dots represent that of the MC. tector alignment differences between MC and data. As a function of η e and E e T , we flip the charge of electrons satisfying analysis criteria so that the charge misidentification probability of MC matches that of the data. This extra electron charge misidentification probability for each η e and E e T bin is applied to the MC used in this analysis.
H. Backgrounds
Background contributions, except multijet events, are estimated using the pythia MC. This includes W → τ ν events in which the τ lepton decays to an electron and a neutrino, Z → ee events in which one of the electrons is not identified, and Z → τ τ events with one tau decaying to an electron and the other not identified. We normalize these background contributions according to their cross sections [30] and the integrated luminosity. In the W → τ ν MC sample, the tau decay phase space and momentum is not modeled correctly in pythia v6, and we use tauola [31] , which applies the correct branching fraction for each channel and correctly treats the tau polarization.
The largest background originates from multijet events in which one jet is misreconstructed as an electron and there is significant / E T in the event. Even though the probability for a jet to be misidentified as an electron is small due to the track requirements, multijet events are the dominant source of background in this analysis due to the large jet production cross section. The multijet background is estimated using collider data by fitting the W boson M T distribution in the region 50 to 130 GeV (with other SM backgrounds subtracted) to the sum of the shape predicted by the W → eν signal MC and the shape measured from a multijet-enriched sample. The multijet-enriched sample is selected by reversing the shower shape (H-matrix) requirement for the electron candidates [32] .
The background contributions are determined as a function of η e , and the average contributions in the M T range of 50 GeV to 130 GeV are 4.0% from multijet, 2.6% from Z → ee, 2.2% from W → τ ν, and 0.2% from Z → τ τ events. The W → τ ν boson background has the same production process as the signal, it contributes to the raw asymmetry measurement. For the Z boson background, the contribution is small. The charge of the fake electron in multijet events is random and thus there is no asymmetry in this background.
I. Data and MC comparisons
Comparisons of the E e T , / E T , η e det , and W boson p T of selected data events and the sum of the signal and background predictions are shown in Fig. 9 . Reasonable agreement between data and prediction is observed for all distributions, but there are discrepancies between data and prediction, i.e., in the tail region of the / E T distribution, so we assign systematic uncertainties to account for those discrepancies.
V. UNFOLDING
The electron and positron η e distributions after event selection cannot be directly compared with generatorlevel predictions due to detector resolution and acceptance effects. To correct for the migration of events from one bin to another due to these effects, an unfolding procedure is performed before comparing the measured asymmetry with predictions.
A. Migration unfolding
Bin purity is defined as the fraction of events in a bin i for any variable x that comes from events that were generated in that bin:
where N
Gen
Reco (x, i) is the number of events in bin i at both the generator and reconstruction-levels, and N Reco (x, i) is the number of events in bin i at the reconstruction level. Our studies show that the migration between η e bins is small, but that the migration between the five different kinematic bins in (E e T , / E T ) is significant, with purities varying from 60% to 90%.
The event migration correction uses an unfolding procedure based on migration matrices determined using the W boson MC. The migration matrices are derived using an inclusive W → eν sample generated using pythia with the CTEQ6.1L PDF set. For each reconstructionlevel kinematic bin, we construct relevant detector migration matrices for non-overlapping kinematic bins. These matrices are used to describe events migrating from a given generator-level η e and kinematic bin into a different reconstruction-level η e and kinematic bin, as
which is the number of events in both the generator-level η e bin j and kinematic bin A and in the reconstructionlevel η e bin i and kinematic bin B (N Gen, j, A Reco, i, B ), divided by the number of events in the reconstruction-level η e bin i and kinematic bin B (N Reco, i, B ) .
Using the selected W boson MC events in each kinematic bin and the migration matrices, we build the connection between the events selected after reconstruction (N Reco (η e , i)) and the generator-level events (N A Gen(j) ), and use the migration matrices to remove the detector resolution effects as
B. Acceptance × efficiency correction
After correcting the MC for charge misidentification and migration, the electron-to-positron ratio at the reconstruction level is still different from that at the generator-level. The remaining differences come from acceptance times efficiency (A × ǫ) effects. An A × ǫ correction is performed to account for acceptance and selection criteria effects. This correction is obtained for each η e bin by accounting for the difference between the generatorlevel and unfolded reconstruction-level asymmetries (after charge misidentification and migration corrections).
VI. CLOSURE TESTS
To verify the validity of the unfolding procedure, MC closure tests are performed with W → eν events. At the generator level, the electron asymmetries for the five kinematic bins under consideration are obtained using simple kinematic cuts (i.e., electron transverse momentum p e T (Gen) > 25 GeV and neutrino transverse momentum p ν T (Gen) > 25 GeV). At the reconstruction level with the detector simulation included, the electron asymmetries are extracted once again. Then, after applying the unfolding procedure to the reconstruction-level asymmetries, we expect that the unfolded asymmetries will match the generator-level asymmetries. We perform two closure tests to verify this is the case.
A. Closure test I
In this closure test, half of the MC events are used to derive the migration matrices and A × ǫ correction, and the other half are used as pseudo data. This method avoids the bias of applying the corrections to the same sample used to develop the corrections. Good consistency between the unfolded asymmetry and the generator asymmetry is obtained for each kinematic bin. An example is shown in Fig. 10 which represents the test results for the E e T > 25 GeV, / E T > 25 GeV bin after CP folding.
B. Closure test II
In this closure test, half of the MC events are used to study the migration matrices and A × ǫ correction, and the other half are used as pseudo data, but with the asymmetry distribution modified at the generator level (enhanced or suppressed), as shown in Fig. 11 . To modify the generator-level asymmetry, a reweighting factor based on η e (f = 1 ± 0.05 × η e ) is applied to the number of electrons only, while leaving the number of positrons unchanged.
Good agreement between the unfolded asymmetry and generator-modified asymmetry is obtained for each kinematic bin. The plots shown in Fig. 11 correspond to the test results for the E e T > 25 GeV, / E T > 25 GeV bin with CP-folding. This test confirms that the migration matrix and A × ǫ corrections derived from the predicted asymmetry can be applied without bias for other asymmetries.
VII. SYSTEMATIC UNCERTAINTIES
The systematic uncertainties of the electron charge asymmetry measurement in the five kinematic bins are summarized in Tables II-VI. Because this is an asymmetry measurement, some of the uncertainties cancel in the measured ratio, i.e., uncertainties from electron identification, energy calibration, recoil tuning, and background modeling are small compared with the uncertainties in the individual e + and e − distributions. The various sources of uncertainties that are considered are described below.
A. Systematic uncertainty from the generator-level prediction
The modeling of the W boson p T impacts the asymmetry measurements, and different generators give different predictions, even those at the same order (either LO and NLO). To estimate the uncertainty from the p W T modeling, we weight the p W T spectrum from the pythia sample to match those distributions from the resbos [5] and powheg [33] generators, separately. Then we take the difference resulting from the two weightings as a systematic uncertainty.
At the generator level, any FSR electrons and photons within a cone of ∆R < 0.3 around an electron are merged with the electron. To estimate the uncertainty from FSR, we weight the events with |M Gen − M Part | > 1 GeV by ±10%, where M Gen and M Part are the W boson mass at the generator and particle levels, respectively, and take the deviation of the asymmetry as the FSR uncertainty.
The p W T modeling and FSR uncertainties are combined in quadrature to form the overall generator uncertainty.
B. Systematic uncertainty from EMID and trigger
To study the uncertainty from the EMID selection, we vary the efficiency correction factors by ±1 standard deviation, extract the asymmetries with the varied EMID corrections, and take the larger variation in each bin as a symmetric systematic uncertainty in that bin. As expected, the largest contribution is from the track-match efficiency correction. Similarly, we obtain the systematic uncertainty from the single EM trigger efficiency modeling, and combine these two uncertainties in quadrature.
C. Systematic uncertainty from K q,p eff
The uncertainty from K q,p eff correction is determined using the same procedure as for the determination of the uncertainty from EMID.
D. Systematic uncertainty from electron energy tuning
To obtain agreement between the data and MC Z boson invariant mass distributions, we first perform the energy calibration for both data and MC, and then tune the MC with scale and smearing parameters. To study the uncertainty from these corrections, we vary each of the energy tuning parameters by ±1 standard deviation, extract the asymmetries with the varied parameters, and take the larger variation in each bin as a symmetric systematic uncertainty in that bin. Finally, we combine the uncertainties of all contributing parameters in quadrature to arrive at one total electron energy tuning uncertainty. For this uncertainty study, we consider contributions from the energy scale, smearing, offset, and non-linearity terms.
E. Systematic uncertainty from recoil modeling
The uncertainty due to the recoil modeling is determined using the same procedure as the determination of the uncertainty from the electron energy tuning. We consider contributions from scale, smearing, and offset in recoil tuning, as well as the recoil φ tuning parameters. The electron charge asymmetry measurement is determined from the numbers of electrons and positrons in each η e bin. Thus, the differences in the distribution of kinematic quantities between data and MC will affect the measured asymmetry results. In order to minimize the effects from differences between data and MC, the MC sample is tuned to describe the data, but even after all of the corrections are applied, there are discrepancies in the high rapidity region, as shown in Fig. 12 for the E e T distribution with events in the −2.7 to −2.4 η e det range. The MC may not be well modeled in some electron η e bins, and we assign a systematic uncertainty to account for this.
To estimate the uncertainties from MC sample mismodeling, we reweight the W + and W − events separately in each electron η e bin, with the data/MC ratio (obtained separately for W + and W − events) as a function of M T , E e T , and / E T . The larger deviation between the samples with and without the reweighting factors in each bin is assigned as the symmetric systematic uncertainty in that bin. The uncertainties from M T , electron E e T , and / E T , are combined in quadrature to arrive at a single total MC modeling uncertainty. 
G. Systematic uncertainty from background modeling
The statistical uncertainties in the background MC samples and the uncertainty in the integrated luminosity measurement contribute to the overall asymmetry systematic uncertainty. For the Z → ee, Z → τ τ , and W → τ ν backgrounds using NLO cross sections, we vary the integrated luminosity by ±6.1% [17] , extract the asymmetries with the varied integrated luminosity, and take the larger variation as the systematic uncertainty due to the luminosity. To study systematic uncertainties from the multijet M T shape, we vary the reversed shower shape cuts, extract the asymmetries with the different multijet M T shapes, and take the larger variation as the systematic uncertainty. Similarly for the systematic uncertainty in the multijet fraction, we vary the multijet scale factors in the template fitting by ±1 standard deviation, extract the asymmetries with the different multijet contributions, and take the larger variation in each bin as a symmetric systematic uncertainty in that bin. The uncertainties from luminosity and multijet background are combined in quadrature to arrive at a single total background modeling uncertainty. We vary the charge misidentification probability (Q mis ) in data by ±1 standard deviation, extract the asymmetries with the varied charge misidentification, and take the larger variation in each bin as a symmetric systematic uncertainty in that bin.
I. Systematic uncertainty from the unfolding procedure
To determine the systematic uncertainty due to the limited statistics used in the calculation of the migration matrices, we divide the MC sample into ten sub-samples and perform ten pseudo-experiments. The root mean squared spread of the ten unfolded asymmetry distributions is divided by √ 10 for each bin, and this is taken as the systematic uncertainty.
An uncertainty on the A × ǫ corrections arises from the statistics of the W boson MC samples. This uncertainty is determined when we study the A × ǫ correc-tions (A Gen − A Reco ) by varying the A × ǫ corrections by ±1 standard deviation and using the larger variation of asymmetry in each bin as a symmetric systematic uncertainty in that bin.
The uncertainties from migration matrices and A × ǫ are combined in quadrature to arrive at a single total unfolding procedure uncertainty.
J. Correlations between systematic uncertainties
The electron charge asymmetries are measured in different η e bins. In the estimation of systematic uncertainties, the migrations introduce correlations between different η e bins. To estimate the correlations of the systematic uncertainties between different η e bins, we study each systematic uncertainty individually, and after determining the correlations as explained next, we build the correlation matrix in each η e bin for the various systematic uncertainties.
The systematic uncertainties from the generator level, which include W boson p T and FSR modeling, shift the electron charge asymmetry in all of the η e bins simultaneously. We therefore assume this correlation in the asymmetry measurement is 100%. Similarly, for the electron energy tuning, recoil modeling, MC modeling, background modeling, and unfolding procedure, 100% correlation between each η e bin is assumed when producing the correlation matrix. The other systematic uncertainties, e.g., EMID and electron charge misidentification, are obtained using Z → ee events with the same bin size as the electron asymmetry measurement. We therefore assume there is zero correlation between η e bins. With the assumptions described above and combined in quadrature, we build the correlation matrices for each kinematic bin, which are presented in Tables VII-XI.
VIII. RESULTS
The asymmetry results for η e > 0 are found to be consistent with those for η e < 0, so we assume CP invariance with A(η e ) being equivalent to −A(−η e ). The data for η e < 0 are folded appropriately with those for η e > 0 to increase the statistics, and results are presented for |η e |. We perform the electron charge asymmetry measurement in five kinematic bins. Results from the different kinematic bins probe different ranges of y W , and thus different ranges of the fraction of proton momentum carried by the parton. The measured electron asymmetries with symmetric kinematic cuts on E [11] in the |η e | < 2 region, and disagree in the high |η e | region. In this paper, compared to the previous results [11] , there are several improvements for the modeling of electrons in high |η e | region, including the η-dependent energy scale corrections, recoil system modeling, and the positron/electron identification efficiency corrections. This measurement thus supersedes the results of Ref. [11] .
The electron charge asymmetry measurements for various bins in η e for the five kinematic regions, and their uncertainties together with mc@nlo predictions using the NNPDF2.3 PDF sets are listed in Tables XII-XIV. In most η e bins and kinematic bins, the experimental uncertainties are smaller than the uncertainties from the predictions, especially in the high η e region, demonstrating the importance of this analysis for improving the accuracy of future PDF fits.
To estimate the correlation between the measured asymmetry within different kinematic bins as a function of η e bin, we use the numbers of selected electrons and positrons in data and the migration matrices and acceptances obtained from W → eν MC to study the statistical correlations between kinematic bins. The correlation 
where k represents the number of η e bins, f represents the sources of uncertainty from each non-overlapping kinematic bin, and A i is the measured asymmetry in η e bin i. The correlation matrices between central values in each η e bin for the five kinematic bins after CP folding are given in Tables XV-XIX . From these tables, we can see that the off-diagonal elements of the statistical correlation matrices are small, which indicates the migration effects are small between different η e bins. The statistical uncertainties in Tables XII-XIV are calculated using the covariance matrix, with σ i = √ c ii . Besides small migration between η e bins, there are significant migration effects between kinematic bins, due to detector resolution effects. In Table XX we show the fraction of MC signal events originating in a different generator-level kinematic bin that are found in a given reconstruction-level bin. The categories in Table XX are not independent. In Table XX, 
IX. CONCLUSIONS
In summary, we have measured the electron charge asymmetry in pp → W ± + X → e ± ν + X events using 9.7 fb −1 of integrated luminosity collected by the D0 experiment in pp collisions at √ s = 1.96 TeV. In this analysis, the electron pseudorapidity coverage is extended to |η e | = 3.2 and is thus sensitive to W bosons created by small-and large-x partons. Our measurement is the most precise lepton charge asymmetry measurement to date. The uncertainty on the measured asymmetry is smaller than the PDF uncertainty for most of the bins. We provide the correlation coefficients for different |η e | bins and the correlation coefficients between different kinematic bins, to be used for future PDF determinations.
This measurement supersedes the results of Ref. [11] .
It also complements and provides more details on the results of Ref. [14] which measured the W ± boson charge asymmetry using the same data set. These asymmetries are in good agreement with those measured in the muon decay channel [12] . The electron asymmetries presented here include the effects of the W boson decay asymmetry, whereas the Ref. [14] analysis solely addresses the production asymmetry. Both measurements should be useful in future analyses of the PDFs.
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