We employ MIDAS (Mixed Data Sampling) to study the risk-expected return trade-off in several European stock indices. Using MIDAS, we report that, in most indices, there is a significant and positive relationship between risk and expected return. This strongly contrasts with the result we obtain when we employ both symmetric and asymmetric GARCH models for conditional variance. We also find that asymmetric specifications of the variance process within the MIDAS framework improve the relationship between risk and expected return. Finally, we introduce bivariate MIDAS and find some evidence of significant pricing of the hedging component for the intertemporal riskreturn trade-off.
Introduction
Numerous papers have investigated the relationship between expected excess return and conditional variance of aggregate wealth. Of course, this comes as no surprise given that this fundamental trade-off is the basic foundation of financial economics. Merton (1973) shows that when the investment opportunity set is constant or, alternatively, rates of returns are independent and identically distributed there is a positive relationship between expected excess return and conditional variance: stochastic and returns are not independent and identically distributed the dynamic relationship between expected return and risk includes additional terms to recognize the hedging behavior of investors regarding unfavorable movements in the opportunity set.
In this case, assuming that the opportunity set is completely characterized by one state variable, we write the model as: where t Z is the state variable that describes the stochastic behavior of the investment opportunity set and motivates the hedging behavior of investors.
Surprisingly, given the importance of the topic, it has proved difficult from an empirical perspective to find a positive relationship between expected return and risk. French, Schwert and Stambaugh (1987) , Campbell and Hentschel (1992) and Guo and Whitelaw (2003) find a positive but non-significant relationship. On the other hand, a number of authors find a negative and significant relationship. Among them, we should mention Campbell (1987) , Nelson (1991) , Glosten, Jagannatham and Runkle (1993) and Lettau and Ludvigson (2003) . In related papers, Harvey (2001) argues that the sign of the empirical evidence depends on the exogenous predictors employed in conditional asset pricing models tested, and Brandt and Kang (2004) find different results depending upon whether unconditional or conditional correlations are used. All these papers employ US data. Evidence from other countries is rare and inconclusive. Guo (2004) uses daily price indices obtained from Morgan Stanley Capital International to construct realized volatility for 18 individual stock markets, including the US, and the world market portfolio. He finds that volatility does not forecast excess returns in most countries, but it becomes a significant predictor when combined with the US consumption-wealth ratio proposed by Lettau and Ludvigson (2001) . Finally, Alonso and Restoy (1995) find a positive and non-significant relationship for the Spanish Stock Exchange, and make the interesting point that the magnitude of the relationship depends on the relative value of equity holdings by Spanish investors.
There are two approaches in the relevant literature that seek to explain this disturbing and intriguing empirical evidence. To understand the first approach is must be noted that all the key papers mentioned above analyze the risk-return relationship in the context of expression (1), without recognizing the potential stochastic behavior of the opportunity set as described by state variables other than aggregate wealth. On pointing out this potential deficiency which characterizes this line of research, Scruggs (1998) reports some striking results on the decomposition of the expected excess market return into risk and hedge components. Assuming that long-term government bond returns are the hedging instrument for covering unfavorable movements in the opportunity set as described by short-term interest rates, he estimates equation (2) (1), and for US data, GSV (2004a) find a significant coefficient of relative risk aversion of 2.6 between 1928 and 2000. Hence, the second potential explanation of the above finding regarding the relationship between risk and return is associated with the problem of estimating the dynamics of the conditional variance.
The objective of this work is to study the relationship between risk and expected returns, using European data as an alternative to the well known behavior of US data, to understand which of the two potential explanations discussed above better explains the basic risk-return trade-off. In other words, we want to analyze whether the weak relationship found previously in literature is related to the misspecification of the theoretical model, to the imposing of the wrong dynamics for the conditional variance or to both.
The rest of this paper is structured as follows. Section 2 describes the data set employed in the research. Section 3 discusses the evidence under the GARCH framework, while Section 4 presents MIDAS and reports results with symmetric shocks. Section 5 extends the results to asymmetric shocks, and Section 6 explores the intertemporal asset pricing model under bivariate MIDAS. Section 7 concludes.
Data
We have daily stock exchange indices from Eurostoxx50, CAC (France), DAX we have the monthly yield on 3-month Treasury bills, while for Germany and Spain we use the money market rate 5 . As before, the overall European short-term rate is the equally-weighted average of the previous rates. The daily risk-free rate is constructed by assuming that the Treasury bill and money market rates remain constant within the month and suitably compounding them. Finally, equity and bond excess returns are calculated by the differences between equity or bond returns and the short-term risk-free rate. From now on, it should be understood that we employ excess returns.
2 These data were kindly provided by Kevin Sheppard from the University of California at San Diego. 3 We thank Juan Ayuso from the Bank of Spain for his help in obtaining this index. 4 These are total returns in the sense that they reflect both changing prices and interest payments. 5 We thank Hui Guo from the Federal Reserve Bank of St. Louis for providing us with these data.
The Risk-Return Trade-off under GARCH Specifications
All previous models mentioned in the introduction have employed some form of conditional variance from the GARCH family. This is the most common approach used to study the risk-return relationship.
The mean equation to be estimated is given by expression (1) which may be written in the usual way as: This disturbing evidence might just reflect that GARCH in-mean models lack the power to find statistical significance for the risk aversion coefficient. This possibility is analyzed in the following section.
The Risk-Return Trade-off under Symmetric MIDAS

The MIDAS Specification
The general idea behind MIDAS is to employ mixed-frequency regressions. Suppose that a variable ) h ( 1 mt R + is available once between t and t+1 (say monthly) where this variable represents the excess return on an equity index over a horizon h where h is measured in trading days. In the case of monthly data, h = 22, but of course it may be one week (h = 5), two weeks (h = 10) or any other horizon of interest for the researcher.
In our application below
R + is the monthly market excess return. We now consider the MIDAS regression proposed by GSV (2003):
is the lagged daily squared market excess returns associated with the predicting horizon of 22 trading days (the following month) which is assumed to be a measure of variance. The weight function is parameterized as:
where typically d is measured in time elapsed as a lag operator (days in our application). This is called "exponential Almon lag" because of the Almon lags from the distributed lag models 6 . This function turns out to be quite flexible and, as discussed in our empirical application below, can take various shapes with only a few parameters. In the application of GSV (2004a) estimating the relationship between risk and return, in GSV (2004b) when predicting volatility against a family of competing models and in Ghysels, Santa-Clara, Sinko and Valkanov (2004) when extending the study of the riskreturn trade-off to various specifications of lag structures to parameterize regressions parsimoniously, the functional form (7) is characterized by only two parameters 1 k and 2 k . In should be noted that expression (7) guarantees that the weights are positive, which ensures that the conditional variance is also positive, and add up to one 7 .
As pointed out by GSV (2004b), regression (6) has three important features when compared to other models relating conditional variance and expected return, or to alternative models of predicting conditional variance. First, the return measure on the left-hand side,
R + , and the variables on the right-hand side, ( )
, can be sampled at different frequencies. Second, the polynomial lag parameters, ( )
parameterized to be a function of k, thereby allowing for a longer history without augmenting the number of parameters. Note that the available applications only employ two parameters producing all potential shapes of interests in the weighting schemes.
Third, MIDAS regressions do not exploit an autoregressive scheme, so that ( )
not necessarily related to lags of the left-hand side variable.
There have been two relevant applications of MIDAS regression to financial data. GSV (2004a) shows a significantly positive relation between risk and return in the US stock market at monthly frequencies. They show that their finding is robust in sub-samples and to asymmetric specifications of the variance dynamics. They employ lagged daily squared returns as a measure of variance. In a second empirical exercise, GSV (2004b) consider several MIDAS regression models to predict stock market volatility. The models differ in the specifications of regressors as measures of variances. In particular, they consider squared returns, absolute returns, realized volatility, realized power (the sum of high frequency absolute returns), and return ranges. Moreover, the models differ in the use of daily or intra-daily (five minute) data, and in the length of the past history included in the forecasts. Interestingly, they find that the daily realized power (with 5-minute absolute returns) is the best predictor of future volatility. Ghysels, Santa-Clara, Sinko and Valkanov (2004) make use of this evidence and find that the relationship between conditional mean and conditional variance is positive and significant even at horizons of one, two, and three weeks. Although the proxy of expected returns is known to be noisy at shorter horizons, forecasts of conditional variance are more accurate at shorter horizons. This may explain their positive results. Also, the positive trade-off between risk and return is present using all predictors of variance, and they find very little difference regardless of whether they use squared returns, absolute returns, ranges, or realized power all at daily frequencies. As they point out, this latter result and the evidence reported in their predicting volatility paper taken together suggest that these variables forecast a component of variance that does not receive compensation in expected returns. In any case, it seems that the MIDAS framework is extremely useful for studying the relationship between expected return and risk. In this sense, our paper extends their evidence to alternative equity indices to provide a test of robusteness.
The Risk-Return Trade-off in Europe under a Symmetric MIDAS Specification
In this sub-section, our empirical exercise with five European equity indices test the simple relationship between expected market excess return and conditional variance at monthly frequencies as given by expression (3 
is the weight given to the squared excess return of day t-d, and is given by:
As above, we use the lower case to denote daily returns and the upper case to denote monthly returns. Hence, d t r − are the daily excess return d days before date t. The factor 22 enables variance to be expressed in monthly units assuming that there are typically 22 trading days in a month. The relationship between expected return and risk is tested by estimating equations (8) and (9) simultaneously.
It is important to note that the weights given by (10) are not only positive, which makes the conditional variance necessarily positive as desired, but also add up to one.
Moreover, this functional form may produce a wide and useful variety of shapes assigned to past daily squared returns depending upon the values of the two parameters.
In order to analyze the potential shapes we introduce the quadratic function ( )
the first derivative to zero, we have that
will be either the maximum or minimum of the function depending on the sign of the second derivative. Moreover,
. We analyze four cases represented in Figure 1 . In the first case 0 k 1 < and 0 k 2 > , which implies that with the quadratic variable in the weight function, plays a key role in the weighting scheme since a declining weight is guaranteed as long as 0 k 2 ≤ . It is also important to note that the rate of decline determines how many lags are included in MIDAS regression. Since the parameters are estimated from the data, once the functional form of ( )
is specified, the lag length selection is purely data driven.
This analysis implies that the weights of the MIDAS estimator are well constructed to capture the dynamics of the conditional variance. The more weight is assigned to the distant past, the more persistence is reflected in the variance process. At the same time, the weighting scheme also controls for the amount of data needed to estimate conditional variance. Of course, if the weight function decays slowly, a large number of observations will be employed and the measurement error of the estimation will be low. and γ by nonlinear least squares and the corresponding standard errors are obtained as described by Judge, Griffith, Hill, Lutkepohl and Lee (1985) and Greene (1998). to add up to one. In Figure 2 , we plot the estimated weights of the conditional variance on the lagged daily squared returns for the full sample. It seems clear that the success of MIDAS compared to GARCH lies in the additional statistical power that mixed-data frequency regressions get from the use of daily data in estimating conditional variance. In the variance equation, MIDAS estimates two parameters rather than three as GARCH does and employs many more observations to forecast market variance. At the same time, the shape of the weight function in the GARCH family depends exclusively on β , while MIDAS has a much more flexible functional form for the weights on past squared returns. When directly comparing
GARCH and MIDAS weights, GARCH weights always decay much faster than MIDAS
weights. This is a very important point. The persistence of the estimated GARCH variance process is lower than that of MIDAS 10 .
The Risk-Return Trade-off under Asymmetric MIDAS
It is well known that variance is not only persistent, but also increases more after negative than positive shocks. Recognizing this asymmetric behavior does not help to explain the risk-return relationship under the GARCH framework. In this section, we extend our previous analysis to test the risk-return trade-off under the asymmetric MIDAS proposed by GSV (2004a) . This estimator which incorporates the differential effect of positive and negative shocks in conditional variance is given by: Table 3 reports the estimated coefficients of the relationship between market excess return and risk of equation (8) The results regarding the weight function are also interesting. Table 3 contains the percentages of weights for different day intervals for both negative and positive weights, and Figure 3 plots the weight profiles. In the case of Eurostoxx50 the impact of negative and positive shocks seems to be similar, and the weights are practically the 11 As explained by GSV (2004a), a coefficient θ between zero and two guarantees that the total weights add up to one, since the indicator functions are mutually exclusive and, therefore, each of the negative and positive weights adds up to one. When θ = 1, equal weight is placed on positive and negative shocks. 12 As suggested by Scruggs (1998) , market imperfections such as taxes, transaction costs or preferred habitats might explain the significance of some of the constant terms in the risk-return relationship. with an immediate effect on conditional variance, but it is the negative shock which is more persistent. The United Kingdom has hump-shaped weights for both negative and positive shocks. The weighting coefficient,θ , is always less than one which implies that positive shocks have a greater overall effect on conditional variances for European equity indices than negative shocks do.
The key finding in the asymmetric MIDAS specification is that the persistence of negative and positive shocks may be quite different. This is clearly observed when data for several equity indices are used as in Table 3 and Figure 3 . Models such as those in the GARCH family, which by construction do not allow for differences in the persistence of positive and negative shocks may not be able to adequately capture the dynamics of conditional variance, and therefore may easily fail to obtain a positive riskreturn trade-off 13 .
To further understand the importance of asymmetric effects, the (in-sample) forecasted annualized volatilities for symmetric and asymmetric MIDAS respectively displayed against the realized annualized volatility are plotted in Figures 4 and 5. Although the performance of both MIDAS specifications is quite impressive, it seems clear that asymmetric MIDAS is more successful at capturing periods of extreme volatility. From visual inspection of the conditional volatility process, asymmetric MIDAS produces the best forecasts of realized volatility. 13 Recall that under GARCH positive and negative shocks decay at the same rate given by β.
The Risk-Return Trade-off under Bivariate Symmetric MIDAS
As discussed in the introduction, when the investment opportunity set changes over time, the intertemporal asset pricing model can be written as in equation (2) In this section, we employ excess returns on long-term government bonds from our four countries, and the corresponding equally-weighted bond portfolio return constructed with the same countries as the second variable in a two-factor asset pricing model 14 . The bivariate MIDAS can be written as: 
As in the case of the univariate MIDAS, the bivariate model is estimated by nonlinear least squares. Table 4 contains the results which are somewhat contradictory. The risk aversion coefficient remains positive but significantly different from zero only for two indices, namely Eurostoxx50 and the German DAX index. Overall across countries, there is weak evidence of a positive partial relationship between risk and return. This suggests that the explanatory power of the forecasted variance for returns is not orthogonal to the additional covariance between equity returns and a hedging instrument represented by bond excess returns. At the same time, we may interpret the λ coefficient in the mean equation as significantly different from zero for four out of five indices suggesting that more than one state variable is necessary to fully explain the relationship between risk and return along the lines argued by Scruggs (1998) . Interpreting these results in terms of our objective of distinguishing between the wrong specification of the model and the wrong dynamics for conditional variances, we may conclude that both factors are important in explaining the failure in previous literature to find a positive risk-return trade-off.
However, a closer interpretation of the reported evidence casts doubts on the validity of bond returns as a hedging instrument once the process of conditional variance is determined by the MIDAS variance equations. The coefficient associated with the covariance term in the mean equation has the same sign as the correlation coefficient between equity returns and bond returns. This is disturbing and may suggest that bond returns do not play the hedging instrument role assumed by the model. In principle, we should expect a positive elasticity of marginal utility of wealth with respect to bond returns. Given that marginal utility of wealth and expected returns are inversely related, investors should require a lower market return when the correlation between bonds and equity returns is positive and high. However, in the case of Germany the sign of the estimate of λ indicates that the elasticity of marginal utility of wealth with respect to bond returns is negative to be consistent with the negative correlation between equity and bond returns. The opposite argument applies to Eurostoxx50, France and the United Kingdom.
One potential source of estimating biases may be the assumption of constant correlation between equity and bond returns imposed by the bivariate MIDAS estimation. The evidence reported by Cappiello, Engle and Sheppard (2004) show that both bonds and equities exhibit asymmetry in conditional correlation. Moreover, once the assumption of constant conditional correlation between market returns and bond returns is relaxed, Scruggs and Glabadanidis (2003) 
Conclusions
By using flexible weighting schemes that allow an optimal choice of estimation of the weights on lagged squared returns that produces the necessary persistence in conditional variance and by employing a differential impact on and persistence of negative and positive shocks, this paper finds a positive and significant relationship between expected market excess return and conditional variance on European equity indices.
These results take advantage of the MIDAS regression framework proposed by GSV (2003, 2004a) and extend their key evidence on US data to European data. The MIDAS estimator is also characterized by using data sampled at various frequencies. In this sense, our results confirm that the use of daily data and the flexibility of the MIDAS estimator provide the statistical power necessary to find a significant risk-return tradeoff.
At the same time, there is also some evidence in favor of the two-factor intertemporal capital asset pricing model. Although the results are clearly inconclusive in this respect, it seems that both a wrong specification of the asset pricing model and the wrong dynamics imposed on conditional variance explain the disturbing historical evidence on the relationship between risk and return.
Further research would clearly be welcomed. Asymmetric effects under bivariate MIDAS, the use of alternative hedging instruments in multi-factor asset pricing models under MIDAS dynamics, asymmetric and time-varying correlation effects between equity and bond returns, and counter-cyclical risk aversion coefficients under preferences with habit persistence are candidates for an exciting future research agenda. Table 2 The Risk-Return Trade-off in Europe under Symmetric MIDAS Specification
The table shows estimates of the risk-return trade-off (3) with the symmetric MIDAS estimator of conditional variance given by expressions (9) Table 3 into the weight function (11). The total asymmetric weights, plotted using equation (11) 
