Collectively canalizing Boolean functions by Kadelka, Claus et al.
Collectively canalizing Boolean functions
Claus Kadelka1, Benjamin Keilty2, and Reinhard Laubenbacher3
1Department of Mathematics, Iowa State University, Ames, Iowa 50011
2Department of Mathematics, University of Connecticut, Storrs, CT, 06269
3Laboratory for Systems Medicine, Department of Medicine, University of Florida,
Gainesville, FL 32610
September 1, 2020
Abstract
Boolean networks are frequently used to model biological systems, such as gene regulatory networks.
Canalizing functions have been suggested as suitable update rules for genetic networks and have been
studied rigorously. Mathematically, the biology-inspired concept of canalization means that a single input
can determine the output of a function, irrespective of all the other inputs. Here, we relax this definition
and explore the broader class of collectively canalizing Boolean functions as well as the k-set canalizing
proportion, which is the proportion of sets of k inputs which canalize a Boolean function. We exhibit
how the number and type of these sets influence a function’s behavior and define a new measure for
the canalizing strength of any Boolean function. We further show how the k-set canalizing proportions
connect the concept of canalization and the well-studied concept of the average sensitivity of a Boolean
function.
1 Introduction
Boolean networks represent a simple, intuitive modeling framework, and are frequently used in biology to
obtain qualitative predictions for systems like f.e. gene regulatory networks (GRNs). In a Boolean GRN
model, each gene is either on (i.e., high concentration, expressed) or off (i.e., low concentration, unexpressed)
and time is discretized as well; each gene possesses an update rule, which determines the state of the gene
at the next time step based on the state of the network at the current time step.
Already in the 1940s, Waddington introduced the concept of canalization in developmental biology as
an explanation for the ability of populations to maintain similar, stable phenotypes despite substantial
variability in their genotypes [1]. Kauffman later adapted this idea and introduced canalizing functions as
suitable update rules for Boolean GRN models [2, 3]. A multitude of studies have shown that Boolean
networks governed by canalizing functions exhibit more ordered dynamics than those with random update
rules, resulting e.g. in fewer and shorter network attractors as well as lower sensitivities to perturbations [4,
5, 6, 7, 8, 9, 10].
A canalizing function possesses at least one input variable such that, if this variable takes on a certain
“canalizing” value, then the output value is already determined, regardless of the values of the remaining
input variables. If this variable takes on another value, and there is a second variable with this same
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property, the function is 2-canalizing. If k variables follow this pattern, the function is k-canalizing [11], and
the number of variables that follow this pattern is the canalizing depth of the function [12]. If the canalizing
depth equals the number of inputs (i.e. if all variables follow the described pattern), the function is also
called nested canalizing.
He and Macauley showed that any Boolean function can be written in a unique standard monomial form,
from which the number of Boolean functions with a certain canalizing depth can be easily derived [11].
In addition, explicit formulas for the number of various types of Boolean and multistate canalizing and
nested canalizing functions have also been found [13, 14, 15, 16]. Given the stringency of the definition of
canalization it is not surprising that a random Boolean function in several variables is only rarely canalizing,
let alone nested canalizing. It is thus remarkable that most functions found in published gene regulatory
network models are indeed canalizing or even nested canalizing [17, 18, 19].
While canalizing functions have received lots of attention, less stringent definitions of canalization have
also been considered [20, 21]. Most Boolean functions exhibit some degree of canalization in the sense that
a few variables taking on certain “canalizing” input values frequently suffice to determine the output of a
function, regardless of the values of the remaining input variables. This phenomenon has been first described
and studied by Bassler et al., and has been termed collective canalization [20]. The amount of canalization a
particular Boolean function exhibits is described by the set of numbers Pk, k = 0, 1, . . . , n− 1, which are the
fraction of k-dimensional input sets that are collectively canalizing. Another way to think of these numbers
is as the probability that the output of the Boolean function is already determined if k randomly chosen
inputs are fixed. Reichhardt and Bassler used results from group theory and isomer chemistry to classify all
Boolean functions in n variables based on the set of numbers Pk, k = 0, 1, . . . , n − 1 and parity symmetry
(which describes if a Boolean function is symmetric, antisymmetric or not symmetric about its midpoint,
i.e. if all inputs are flipped), and derived the number of different classes and the size of each class [21].
In this paper, we expand on this early work on collectively canalizing Boolean functions. In Section 2,
we review some concepts frequently used in the analysis of Boolean functions and provide a mathematically
rigorous definition of collective canalization. In Section 3, we investigate the above described set of numbers
Pk, k = 0, 1, . . . , n− 1 and combine these numbers to a single quantity that describes the canalizing strength
of any Boolean function. In Section 4, we provide bounds for the average sensitivity of a Boolean function
in terms of the set of numbers Pk, k = 0, 1, . . . , n − 1 connecting the concepts of average sensitivity and
canalization.
2 Collective canalization
In this section, we review some concepts and definitions, introduce the concept of canalization, and generalize
it to collective canalization following earlier work by Reichhardt and Bassler [21]. Throughout the paper, let
⊕ denote addition modulo 2 when used in a polynomial, and the “exclusive or” (XOR) function when used
in a Boolean logical expression.
Definition 2.1. A Boolean function f(x1, . . . , xn) is essential in the variable xi if there exists an x ∈ {0, 1}n
such that
f(x) 6= f(x⊕ ei),
where ei is the ith unit vector, and ⊕ denotes addition modulo 2.
Definition 2.2. A Boolean function f(x1, . . . , xn) is canalizing if there exists a variable xi, a Boolean
2
function g(x1, . . . , xi−1, xi+1, . . . , xn) and a, b ∈ {0, 1} such that
f(x1, . . . , xn) =
{
b, if xi = a
g(x1, . . . , xi−1, xi+1, . . . , xn), if xi 6= a
In that case, we say that xi canalizes f (to b).
Some authors further require the function g to be non-constant; in this paper, we do not impose this
requirement. This is because when defining collectively canalizing functions, it makes sense to include
constant g, and it is convenient to have our definition of canalizing functions here correspond to the definition
of 1-set canalizing functions in Definition 2.4.
Definition 2.3. [11] A Boolean function f(x1, . . . , xn) is k-canalizing, where 1 ≤ k ≤ n, with respect to the
permutation σ ∈ Sn, inputs a1, . . . , ak and outputs b1, . . . , bk, if
f(x1, . . . , xn) =

b1 xσ(1) = a1,
b2 xσ(1) 6= a1, xσ(2) = a2,
b3 xσ(1) 6= a1, xσ(2) 6= a2, xσ(3) = a3,
...
...
bk xσ(1) 6= a1, . . . , xσ(k−1) 6= ak−1, xσ(k) = ak,
g 6≡ bk xσ(1) 6= a1, . . . , xσ(k−1) 6= ak−1, xσ(k) 6= ak,
where g = g(xσ(k+1), . . . , xσ(n)) is a Boolean function on n − k variables. When g is not canalizing, the
integer k is the canalizing depth of f (as in [12]). An n-canalizing function is also called nested canalizing
function, and we define all Boolean functions to be 0-canalizing.
Definition 2.4. A Boolean function f(x1, . . . , xn) is k-set canalizing, where 0 ≤ k ≤ n, if there exists a
permutation σ ∈ Sn, inputs a1, . . . , ak ∈ {0, 1} and an output b ∈ {0, 1} such that
f(x1, . . . , xn) =
{
b, (xσ(1), . . . , xσ(k)) = (a1, . . . , ak),
g(x1, . . . , xn), otherwise.
In that case, the input set Ck = {(xσ(1), a1), . . . , (xσ(k), ak)} (collectively) canalizes f (to b).
Definition 2.5. For 0 ≤ k ≤ n, the k-set canalizing proportion of a Boolean function f(x1, . . . , xn), denoted
Pk(f), is defined as the proportion of k-sets Ck from Definition 2.4, which collectively canalize f .
Remark 2.6. These definitions imply the following.
(a) A function f is k-set canalizing if and only if Pk(f) > 0.
(b) For any function f(x1, . . . , xn), Pn(f) ≡ 1.
(c) Constant functions are the only 0-set canalizing functions. That is, P0(f) = 0 except when f is a
constant function, in which case P0(f) = 1.
(d) Canalizing functions, as defined in Definition 2.2, are exactly the 1-set canalizing functions.
(e) Consider the n-dimensional Boolean cube Bn, with vertices labeled according to f . Pk(f) is the proba-
bility that any (n− k)-face of Bn is constant.
Example 2.7. The function f(x1, x2, x3, x4) = (x1 ∨ x2) ∧ (x3 ∨ x4) is not canalizing, P1(f) = 0. However,
f is 2-set canalizing because if x1 = 0 and x2 = 0, then f ≡ 0, regardless of the values of x3 and x4.
Thus, {(x1, 0), (x2, 0)} collectively canalizes F to 0. Similarly, {(x3, 0), (x4, 0)} canalizes f to 0, while
{(x1, 1), (x3, 1)}, {(x1, 1), (x4, 1)}, {(x2, 1), (x3, 1)}, {(x2, 1), (x4, 1)} canalizes f to 1. Thus, P2(f) = 624 = 14 .
3
3 Quantifying the canalizing strength of any Boolean function
In this section we investigate the k-set canalizing proportion of various types of functions and use it to
define the canalizing strength of any Boolean function, a measure which we argue more accurately resembles
the biological concept of canalization. We begin by showing that the k-set canalizing proportion can never
decrease in k.
Theorem 3.1. Let f(x1, . . . , xn) be a Boolean function. Then for 1 ≤ k < n,
Pk−1(f) ≤ Pk(f) ≤ 1
2
(1 + Pk−1(f)).
Proof. Let [n] = {1, 2, . . . , n}. Let f(x1, . . . , xn) be a Boolean function, and let Ck be the set of all k-input
sets that collectively canalize f . For an input set C = {(xσ(1), a1), (xσ(2), a2), . . . , (xσ(k−1), ak−1)} with |C| =
k − 1, define an extended input set C∗(σ(k), ak) = {(xσ(1), a1), (xσ(2), a2), . . . , (xσ(k−1), ak−1), (xσ(k), ak)},
where σ(i) 6= σ(j) whenever i 6= j. Further, let PC(f) be the proportion of all possible extended input sets
C∗ which collectively canalize f . Clearly,
Pk(f) = E[PC(f)],
where the expectation is taken uniformly over all possible input sets C with |C| = k − 1.
Case 1, C ∈ Ck−1: If C already collectively canalizes f , then PC(f) = 1.
Case 2, C 6∈ Ck−1: We will consider all 2(n− (k − 1)) extended input sets C∗ and show that PC(f) ≤ 12 .
Case 2a, ∃j ∈ [n]− {σ(1), σ(2), . . . , σ(k − 1)} such that C∗(j, 0) and C∗(j, 1) both collectively canalize f to
the same output: This implies that C already collectively canalizes f but this contradicts C 6∈ Ck−1.
Case 2b, ∃j ∈ [n] − {σ(1), σ(2), . . . , σ(k − 1)} such that C∗(j, 0) and C∗(j, 1) both collectively canalize f
to different output values: This implies that C∗(j, 0) and C∗(j, 1) are the only two choices for C∗ that
collectively canalize f . Since there are n− (k− 1) choices for j and each has two corresponding C∗, we have
PC(f) =
2
2(n−(k−1)) =
1
n−k+1 ≤ 12 .
Case 2c, @j ∈ [n] − {σ(1), σ(2), . . . , σ(k − 1)} such that C∗(j, 0) and C∗(j, 1) both collectively canalize f :
This implies that at most one of the two corresponding C∗ collectively canalizes f , thus PC(f) ≤ 12 .
By definition, P(C ∈ Ck−1) = Pk−1(f). Therefore, conditioning on C ∈ Ck−1 yields
Pk(f) = E[PC(f)]
= P(C ∈ Ck−1)E
[
PC(f)
∣∣ C ∈ Ck−1]+ P(C 6∈ Ck−1)E[PC(f) ∣∣ C 6∈ Ck−1]
= Pk−1(f) · 1 + (1− Pk−1(f))E
[
PC(f)
∣∣ C 6∈ Ck−1]
Thus,
Pk−1(F ) ≤ Pk(F ) ≤ Pk−1(F ) +
(
1− Pk−1(F )
)1
2
=
1
2
(
1 + Pk−1(F )
)
Corollary 3.2. For a constant Boolean function f(x1, . . . , xn), P0(f) = P1(f) = . . . = Pn(f) = 1. If f is
not constant, then Pk(f) ≤ 1− 12k for all 0 ≤ k < n.
Proof. If f(x1, . . . , xn) is constant, then P0(f) = 1 and Pn(f) = 1 by Remark 2.6. Thus, by Theorem 3.1,
P0(f) = P1(f) = . . . = Pn(f) = 1.
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If f(x1, . . . , xn) is not constant, then P0(f) = 0 = 1 − 120 . Proceed by induction and assume that
Pk−1(f) ≤ 1− 12k−1 for some k < n− 1. Then by Theorem 3.1,
Pk(f) ≤ 1
2
(1 + Pk−1(f)) ≤ 1
2
(
1 + 1− 1
2k−1
)
= 1− 1
2k
In fact, we can show that the equality, Pk(f) = 1 − 12k , only holds if f is a special type of canalizing
function. By Thm. 4.5 in [11], any Boolean function can be written in a unique standard monomial form,
which partitions the variables into different layers based on their dominance. Any canalizing variable is in the
first layer. Any variable that “becomes” canalizing when excluding all variables from the first layer is in the
second layer, etc. All remaining variables that never become canalizing are part of the core polynomial. A
Boolean function where all variables “become” eventually canalizing is known as a nested canalizing function
(NCF).
Theorem 3.3. If f(x1, . . . , xn) is a Boolean NCF with exactly one layer, then Pk(f) = 1 − 12k for all
0 ≤ k < n. Further, if for some f(x1, . . . , xn) with n ≥ 3, there exists a k, 0 < k < n such that Pk(f) = 1− 12k ,
then f is a NCF with exactly one layer.
Proof. Let f be a Boolean NCF with exactly one layer. By Thm. 4.5 in [11], there exist α1, . . . , αn, β ∈
{0, 1} such that f can be uniquely written in standard monomial form,
f(x1, . . . , xn) = β +
n∏
i=1
(xi + αi).
Let Ck = {(xσ(1), aσ(1)), (xσ(2), aσ(2)), . . . , (xσ(k), aσ(k))} be a randomly chosen input set of size k, 0 < k < n,
as in Definition 2.4. Then, Ck collectively canalizes f to β if
∏k
i=1(xσ(i) + αi) = 0, i.e. if ασ(i) 6= aσ(i) for
some 1 ≤ i ≤ k. We have P (ασ(i) = aσ(i)) = 12 for all 1 ≤ i ≤ k and thus, due to independence,
Pk(f) = P
(∃i ∈ {1, . . . , k} : ασ(i) 6= aσ(i)) = 1− P (∀i ∈ {1, . . . , k} : ασ(i) = aσ(i)) = 1− 1
2k
.
Further by Remark 2.6, P0(f) = 0 = 1− 120 as f is not constant.
To prove the second part, let f be a Boolean function on n ≥ 3 variables such that Pk(f) = 1 − 12k for
some 0 < k < n. By Theorem 3.1, Pk(f) ≤ 12 (1 + Pk−1(f)). Thus,
1− 1
2k
≤ 1
2
(1 + Pk−1(f))
1− 1
2k−1
≤ Pk−1(f)
However, by Corollary 3.2, Pk−1(f) ≤ 1− 12k−1 , so in fact Pk−1(f) = 1− 12k−1 . Iteratively, we get P1(f) = 12 .
Consider any variable xi. If both xi = 0 and xi = 1 canalize f to the same value, then f is a constant
function and P1(f) = 1, a contradiction. On the other hand, If both xi = 0 and xi = 1 canalize f to different
values then no other variable can canalize f , thus P1(f) =
1
n , contradicting P1(f) =
1
2 for n ≥ 3. Thus, only
xi = 0 or xi = 1 can canalize f for n ≥ 3 and thus P1(f) ≤ 12 .
In order for P1(f) =
1
2 , we need every variable xi to canalize f to the same value b ∈ {0, 1} for exactly
one input ai. Thus, we can express f in standard monomial form (Thm. 4.5 in [11]),
f = b+
n∏
i=1
(xi + a¯i),
5
and deduce that f is an NCF with exactly one layer.
Theorem 3.3 provides maximal values for the k-set canalizing proportion of non-constant functions. The
following example provides minimal values.
Example 3.4. For b ∈ {0, 1}, let f(x1, . . . , xn) = x1 ⊕ x2 ⊕ . . . ⊕ xn ⊕ b be the parity function. Then,
Pk(f) = 0 for all 0 ≤ k < n because in any case knowledge of all inputs is required to determine the output.
Given maximal and minimal values for the k-set canalizing proportion of non-constant functions, we are
now in a position to define a new robustness measure for any Boolean function with n ≥ 2 inputs as a
combination of the k-set canalizing proportions for all k with 0 < k < n.
Definition 3.5. The canalizing strength of a non-constant Boolean function f(x1, . . . , xn) with n ≥ 2 is
defined as
c(f) =
1
n− 1
n−1∑
k=1
2k
2k − 1Pk(f) ∈ [0, 1].
Example 3.6. For b ∈ {0, 1}, let f(x1, . . . , xn) = x1 ⊕ x2 ⊕ . . . ⊕ xn ⊕ b be the parity function as in
Example 3.4. Then, c(f) = 0, highlighting that the output of the parity function can only be determined
when the values of all inputs are known.
On the other hand, if f is a nested canalizing function with exactly one layer, f.e. the AND function
f(x1, . . . , xn) = x1x2 · · ·xn, then with Theorem 3.3,
c(f) =
1
n− 1
n−1∑
k=1
2k
2k − 1(1−
1
2k
)
=
1
n− 1
n−1∑
k=1
1
= 1.
Remark 3.7. The weights in Definition 3.5 are chosen such that (i) c(f) ∈ [0, 1] for any non-constant Boolean
function and (ii) c(f) = 1 for the “most” canalizing functions (NCFs with exactly one layer), irrespective of
n. This results however in c(f) > 1 for constant functions f . Alternatively, one could define the canalizing
strength of a Boolean function as the unweighted average of Pk(f), k = 1, . . . , n − 1. This definition would
ensure that any function (even constant ones) possesses a canalizing strength in [0, 1]. On the other hand,
only Definition 3.5 ensures (i) that the canalizing strength can be compared between functions with varying
numbers of inputs (as the canalizing strength of maximally canalizing functions is fixed at 1), and (ii) that
it can be interpreted as the probability that a randomly chosen subset of inputs determines the output, no
matter the values of all other inputs, where the number of randomly chosen inputs is drawn uniformly from
1 to n − 1. It thus serves as a measure for the closeness to “perfect” canalization (NCF with 1 layer), The
next example highlights how the canalizing strength coincides more closely with the biological concept of
canalization than, for instance, the canalizing depth or a simple binary measure of the presence/absence of
canalizing variables.
Example 3.8. The function f(x1, . . . , x5) = x1 ∧
( ⊕5i=2 xi) is canalizing in x1 (canalizing depth = 1).
We have P1(f) = 0.1, P2(f) = 0.2, P3(f) = 0.3, P4(f) = 0.5, resulting in c(f) ≈ 0.336. On the other
hand, g(x1, . . . , x5) = (x1 + · · · + x5) > 1 is not canalizing (canalizing depth = 0), P1(g) = 0. However,
P2(g) = 0.25, P3(g) = 0.5, P4(g) = 0.75, resulting in c(g) ≈ 0.426, which is larger than the canalizing strength
of the canalizing function f .
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Figure 1: (A) Probability that a random input canalizes a function (E[P1]) for different sampling biases
and different numbers of inputs (n). (B) Expected k-set canalizing proportion (E[Pk]) for different sampling
biases and different values of k ∈ {n− 4, n− 3, n− 2, n− 1}.
This example highlights that functions that are canalizing in the traditional sense (Definition 2.2) may
have a lower canalizing strength than functions not canalizing in the traditional sense. We thus investigated
the distribution of the k-set canalizing proportion and the canalizing strength for different types of functions.
Definition 3.9. (see f.e. [6]) A random Boolean function f(x1, . . . , xn) with bias p can be generated by
flipping a p-biased coin 2n times and accordingly filling in the truth table. The bias is not a property of an
individual Boolean function; rather, it is a property of the probability space of functions selected. Setting
p = 12 yields a uniform distribution on all Boolean functions f : {0, 1}n → {0, 1}.
Theorem 3.10. For a given bias p ∈ (0, 1) and for 0 ≤ k ≤ n, we have
E[Pk(f)] = (1− p)2
n−k
+ p2
n−k
.
In particular, when the expectation is taken uniformly over all f : {0, 1}n → {0, 1} (i.e., in the unbiased
case of p = 12),
E[Pk(f)] =
1
22n−k−1
.
Proof. Let f be a Boolean function in n variables, sampled uniformly at random from the space of
p-biased Boolean functions. By Remark 2.6e, the k-set canalizing proportion, Pk(f), is the probability that
an (n − k)-face of the n-dimensional Boolean cube, with vertices labeled according to f , is constant. Each
(n − k)-face has 2(n−k) vertices and there are two possible constants, 0 and 1, which are taken on with
probability 1− p and p, respectively. Thus,
E[Pk(f)] = (1− p)2
n−k
+ p2
n−k
.
Figure 1 highlights the implications of Theorem 3.10. Unbiased functions (p = 0.5) exhibit the lowest
k-set canalizing proportion and thus the lowest canalizing strength, irrespective of k or the number of inputs,
n. Increased absolute bias leads to increased canalization.
7
0 1 2 3 4
canalizing depth
0.00
0.25
0.50
0.75
1.00
1.25
1.50
ca
na
liz
in
g 
st
re
ng
th
1 2 3 4
Nr symmetry groups
0.00
0.25
0.50
0.75
1.00
1.25
1.50
ca
na
liz
in
g 
st
re
ng
th
Figure 2: Distribution of the canalizing strength for all 22
4
= 65, 536 Boolean functions in n = 4 variables
with a fixed (A) the canalizing depth, (B) number of symmetry groups. Horizontal dark lines depict the
respective maximal, mean and minimal value (top to bottom).
An analysis of all Boolean functions in n = 4 variables revealed that, on average, functions with more
canalizing variables have a higher canalizing strength (Figure 2A). There are, however, strong variations
and this result holds only in the average, as highlighted by Example 3.8. Functions in n = 4 variables with
canalizing depth 3 = n−1 all contain some non-essential variables, which explains their increased canalizing
strength. In addition, functions with higher symmetry levels (that is, fewer symmetry groups) possess,
on average, higher canalizing strengths, again with strong variations (Figure 2B). Note that the “most”
canalizing functions, NCFs with one layer, are all completely symmetric (that is, they have one symmetry
group).
Theorem 3.10 also directly yields the following corollary.
Corollary 3.11. For any bias p ∈ (0, 1), the expected canalizing strength of randomly chosen Boolean
functions approaches 0 as the number of variables increases,
E[c(f)] −→
n→∞ 0.
Proof. By Definition 3.5, Theorem 3.10 and linearity of the expectation, we have
E[c(f)] =
1
n− 1
n−1∑
k=1
2k
2k − 1
(
(1− p)2n−k + p2n−k
)
≤ 1
n− 1
n−1∑
k=1
4 max (1− p, p)2n−k
≤ 4
n− 1
n−1∑
k=1
max (1− p, p)n−k
≤ 4
n− 1
1
1−max (1− p, p) −→n→∞ 0.
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An interesting, related question is the following: We know that the set of all canalizing functions is very
small compared to all Boolean functions. That is,
P
(
P1(f) > 0
∣∣ f : {0, 1}n → {0, 1}) −→
n→∞ 0.
Similarly, we know that all Boolean functions except for the parity function and its conjugate have some
constant edge in their hypercube representation. That is, all but two Boolean functions are (n − 1)-set
canalizing and
P
(
Pn−1(f) > 0
∣∣ f : {0, 1}n → {0, 1}) −→
n→∞ 1.
But what happens “in between”? More precisely: For which k, does
P
(
Pk(f) > 0
∣∣ f : {0, 1}n → {0, 1}) −→
n→∞ 1?
The following, quite intuitive corollary provides some answers.
Corollary 3.12. For any bias p ∈ (0, 1) and any integer k > 0,
lim
n→∞P
(
Pn−k(f) > 0
∣∣ f : {0, 1}n → {0, 1}) 6= 0
while
lim
n→∞P
(
Pk(f) > 0
∣∣ f : {0, 1}n → {0, 1}) = 0.
Proof. By Theorem 3.10,
E[Pn−k(f)] = (1− p)2
k
+ p2
k
> 0,
irrespective of n. This directly yields the first part of the corollary.
To prove the second part, we realize that all possible values of Pk(f) are by definition fractions. There
are 2k
(
n
k
)
different input sets, which contain k out of n variables. Thus, Pk(f) > 0 implies Pk(f) ≥ 1(nk)2k .
Now, assume
lim
n→∞P
(
Pk(f) > 0
∣∣ f : {0, 1}n → {0, 1}) = r 6= 0.
This implies
E[Pk(f)] ≥ r · 1(n
k
)
2k
.
We can express
(
n
k
)
as a polynomial in n with degree k and leading coefficient 1k! , and get
lim
n→∞n
k E[Pk(f)] ≥ lim
n→∞ r ·
nk(
n
k
)
2k
= r · k!
2k
> 0.
However, by Theorem 3.10 we have for any p ∈ (0, 1) that
lim
n→∞n
k E[Pk(f)] = lim
n→∞n
k
(
(1− p)2n−k + p2n−k
)
= 0
by l’Hoˆpital’s rule. This is a contradiction, which completes the proof.
9
4 Canalization and average sensitivity
The average sensitivity, introduced in [22], measures how sensitive the output of a function is to input
changes, and constitutes one of the most studied properties of a Boolean function [15, 6, 23]. Thus far,
average sensitivity and canalization were two distinct concepts. In this section, we derive bounds for the
average sensitivity of a Boolean function in terms of the k-set canalizing proportions, allowing us to connect
these two concepts.
Definition 4.1. The sensitivity of a Boolean function f(x1, . . . , xn) at a vector x ∈ {0, 1}n is defined as the
number of Hamming neighbors of x with a different function value than f(x). That is,
S(f,x) =
n∑
i=1
χ[f(x) 6= f(x⊕ ei)].
Definition 4.2. The average sensitivity of a Boolean function f(x1, . . . , xn) is the expected value of S(f,x).
Assuming a uniform distribution of x,
S(f) = E[S(f,x)] =
1
2n
∑
x∈{0,1}n
n∑
i=1
χ[f(x) 6= f(x⊕ ei)].
Definition 4.3. Assuming a uniform distribution of x, the normalized average sensitivity of a Boolean
function f(x1, . . . , xn) is
s(f) =
1
n
S(f) =
1
n
n∑
i=1
E
[
f(x)⊕ f(x⊕ ei)
]
=
1
n2n
∑
x∈{0,1}n
n∑
i=1
χ[f(x) 6= f(x⊕ ei)].
Often times, including in this section, it is more convenient to consider the normalized average sensitivity,
which can be thought of as the probability that a randomly chosen edge in the n-dimensional hypercube
with vertices labeled according to f is non-constant.
In order to prove the central theorem of this section, we require the following lemma.
Lemma 4.4. For all (x, y) ∈ [0, 1]2, for all n ∈ N and 1 ≤ k ≤ n,
1−
[
n− k
2n
(
(1− x)k + (1− y)k)+ k
2n
(
(1− x)k−1 + (1− y)k−1)] 1k ≥ n− 1
2n
(x+ y) +
1
n
.
Proof. Consider the function f : [0, 1]2 → R defined by
f(x, y) =
n− 1
n
− n− 1
2n
(x+ y)−
[
n− k
2n
(
(1− x)k + (1− y)k)+ k
2n
(
(1− x)k−1 + (1− y)k−1)] 1k
Clearly, Lemma 4.4 is true if and only if f ≥ 0 on [0, 1]2. Write t = 1− x and u = 1− y for readability, and
take the derivative with respect to x:
∂f
∂x
= −n− 1
2n
− 1
k
[
n− k
2n
(
tk + uk
)
+
k
2n
(
tk−1 + uk−1
)] 1k−1(−k(n− k)
2n
tk−1 − k(k − 1)
2n
tk−2
)
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But t ≤ 1 and u ≤ 1, so
∂f
∂x
≤ −n− 1
2n
+
1
k
[
n− k
2n
· 2 + k
2n
· 2
] 1
k−1(k(n− k)
2n
+
k(k − 1)
2n
)
= −n− 1
2n
+
(
n− k
2n
+
k − 1
2n
)
= 0
Since f is symmetric (i.e., f(x, y) = f(y, x)) we also have ∂f∂y ≤ 0. Hence, f is non-increasing in both x and
y, implying f(x, y) ≥ f(1, 1) = 0 for all (x, y) ∈ [0, 1]2.
Theorem 4.5. For any Boolean function f : {0, 1}n → {0, 1}, and for any integer 0 < k ≤ n,
1
2k−1
(1− Pn−k(f)) ≤ s(f) ≤ 1− (Pn−k(f)) 1k .
Proof. We prove the left inequality using a geometric argument. By Remark 2.6, Pk(f) is the probability
that an (n− k)-face of the n-dimensional Boolean cube Bn is constant, where the vertices of Bn are labeled
according to f . Thus, 1−Pn−k(f) is the probability that a k-face is not constant. Similarly, s(f) is exactly
the probability that a 1-face (i.e., an edge) of Bn is not constant. Let H be a k-face of Bn where f is not
constant. Any vertex in H has k edges that are part of H and H possesses k2k−1 total edges. Since f is not
constant on H, there is at least one vertex in H where f takes on a different value. Thus, H possesses at
least k non-constant edges, and by summing over all (constant and non-constant) k-faces we get
s(f) ≥ (1− Pn−k(f)) · k
k2k−1
+ Pn−k(f) · 0
=
1
2k−1
(1− Pn−k(f))
We use induction to prove the right inequality. The n = 1 and n = 2 cases are trivial. Now, assume
s(g) ≤ 1−(P(n−1)−j(g))
1
j for all functions g on n−1 variables and all 0 < j ≤ n−1. Let f : {0, 1}n → {0, 1}
be any function on n variables. We seek to prove that s(f) ≤ 1− (Pn−k(f)) 1k for all k with 0 < k ≤ n.
By definition, the normalized average sensitivity is
s(f) =
1
n
n∑
i=1
E
[
f(x)⊕ f(x⊕ ei)
]
=
1
n
(
E
[
f(x)⊕ f(x⊕ en)
]
+
n−1∑
i=1
E
[
f(x)⊕ f(x⊕ ei)
])
,
where the expectation is taken uniformly over all x ∈ {0, 1}n. Define g0(x1, x2, . . . , xn−1) ≡ f(x1, x2, . . . , xn−1, 0)
and g1(x1, x2, . . . , xn−1) ≡ f(x1, x2, . . . , xn−1, 1). The latter expectation can be separated based on the value
of xn and taken over all x˜ ∈ {0, 1}n−1 such that
s(f) =
1
n
(
E
[
f(x)⊕ f(x⊕ en)
]
+
n−1∑
i=1
1
2
(
E
[
g0(x˜)⊕ g0(x˜⊕ ei)
]
+ E
[
g1(x˜)⊕ g1(x˜⊕ ei)
]))
=
1
n
E
[
f(x)⊕ f(x⊕ en)
]
+
n− 1
2n
s(g0) +
n− 1
2n
s(g1)
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≤ 1
n
+
n− 1
2n
(
s(g0) + s(g1)
)
To calculate Pn−k(f), consider all input sets A with n− k variables. We distinguish two cases:
Case 1, xn ∈ A: This occurs with probability n−kn . For a ∈ {0, 1}, we have xn = a with probability 12 , and
A canalizes f if and only if the n− k − 1 input set A− {xn} canalizes ga.
Case 2, xn 6∈ A: This occurs with probability kn . In this case, A canalizes f if and only if A canalizes both g0
and g1 to the same value. Thus, the proportion of n− k input sets A, which do not include xn but canalize
f is no greater than min(Pn−k(g0), Pn−k(g1)).
Using the induction hypothesis, we thus get
Pn−k(f) ≤ n− k
2n
(Pn−k−1 (g0) + Pn−k−1 (g1)) +
k
n
min (Pn−k (g0) , Pn−k (g1))
=
n− k
2n
(Pn−k−1 (g0) + Pn−k−1 (g1)) +
k
n
min
(
P(n−1)−(k−1) (g0) , P(n−1)−(k−1) (g1)
)
≤ n− k
2n
(
(1− s (g0))k + (1− s (g1))k
)
+
k
n
min
(
(1− s (g0))k−1 , (1− s (g1))k−1
)
≤ n− k
2n
(
(1− s (g0))k + (1− s (g1))k
)
+
k
2n
(
(1− s (g0))k−1 + (1− s (g1))k−1
)
Hence,
1− (Pn−k(f)) 1k ≥ 1−
[
n− k
2n
(
(1− s(g0))k + (1− s(g1))k
)
+
k
2n
(
(1− s(g0))k−1 + (1− s(g1))k−1
)] 1k
≥ n− 1
2n
(s(g0) + s(g1)) +
1
n
, by Lemma 4.4
≥ s(F ),
which concludes the induction.
Theorem 4.5 provides bounds for the average sensitivity of a Boolean function given only some of its
canalizing proportions, or in terms of Graph Theory, given only the proportion of monochromatic higher-
dimensional sides of a Boolean cube, we provide upper and lower bounds for the number of monochromatic
(1-dimensional) edges. Further, the k = 1 case in Theorem 4.5 directly yields the following trivial result,
relating the normalized average sensitivity and the (n− 1)-set canalizing proportion.
Corollary 4.6. s(f) = 1− Pn−1(f) for any Boolean function f : {0, 1}n → {0, 1}.
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