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Abstract
This paper concerns integral varifolds of arbitrary dimension in an
open subset of Euclidean space with its first variation given by either a
Radon measure or a function in some Lebesgue space. Pointwise decay
results for the quadratic tilt-excess are established for those varifolds.
The results are optimal in terms of the dimension of the varifold and the
exponent of the Lebesgue space in most cases, for example if the varifold
is not two-dimensional.
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Introduction
Overview This paper investigates pointwise regularity properties of integral
varifolds satisfying integrability conditions on its generalised mean curvature
where pointwise regularity is measured by the decay of the quadratic tilt-excess.
As classical regularity may fail on a set of positive measure, see Allard [All72,
8.1 (2)] and Brakke [Bra78, 6.1], the notion of tilt-excess decay serves as a weak
measure of regularity suitable for studying regularity near almost every point
of a varifold. In fact, aside from being used as an intermediate step to classical
regularity, see Allard [All72], decay estimates have been employed as a tool for
both perpendicularity of mean curvature in Brakke [Bra78] and locality of mean
curvature in Scha¨tzle [Sch09, Sch04, Sch01].
In the present paper it is established that there is a qualitative change in the
nature of the results obtainable when the Sobolev exponent corresponding to
the integrability exponent of the mean curvature drops below 2. The core of the
proof of the pointwise results relies on the harmonic approximation procedure
introduced by de Giorgi in [DG61] (see also [DG06, p. 231–263]) and Almgren
in [Alm68] and used in the present setting by Allard in [All72] and Brakke in
[Bra78]. Additionally, to obtain the present pointwise results, a new coercive
estimate is proven, the Sobolev Poincare´ type estimates of [Men10a] are adapted
and a new iteration procedure is introduced. The latter may also be used in
studying partial regularity for systems of elliptic partial differential equations.
Known results The notation follows Federer [Fed69] and, concerning vari-
folds, Allard [All72], see Section 1.
Hypotheses. Suppose m and n are positive integers, m < n, 1 ≤ p ≤ ∞, U is an
open subset of Rn, V ∈ IVm(U), ‖δV ‖ is a Radon measure and, if p > 1,
(δV )(g) = −
´
g(z) • h(V ; z) d‖V ‖z whenever g ∈ D(U,Rn),
h(V ; ·) ∈ Lp(‖V ‖ xK,R
n) whenever K is a compact subset of U.
(Hp)
The present research is motivated by the question for which 0 < α ≤ 1 the
given hypotheses imply
lim sup
r→0+
r−α−m/2
(´
U(a,r)×G(n,m)
|S♮ − T♮|
2 dV (z, S)
)1/2
<∞
for V almost all (a, T ) ∈ U ×G(n,m). Brakke has shown that one can take any
0 < α < 1 in case p = 2 and α = 1/2 with “<∞” replaced by “= 0” in case p = 1
in [Bra78, 5.5, 7]. Scha¨tzle [Sch04] has used results on viscosity solutions from
Caffarelli [Caf89] and Trudinger [Tru89] to establish several regularity results,
in particular that if p > m, p ≥ 2 and n−m = 1 then one can take α = 1, see
also Scha¨tzle [Sch01] for a special case. Moreover, Scha¨tzle showed in [Sch09,
Theorem 3.1] that if p = 2 then the key to the general case is to prove existence
of an approximate second order structure of the varifold. Namely, if p = 2 and
there exists a countable collection C of m dimensional submanifolds of Rn of
class 2 with ‖V ‖(U ∼
⋃
C) = 0 then one can take α = 1.
Whereas consideration of varifolds associated to submanifolds of class 2
clearly shows that α = 1 is the largest α possibly having this property, in
case sup{2, p} < m and mpm−p < 2 it can be seen from the examples in [Men09,
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1.2] that one cannot take α > mp2(m−p) . Comparing this to Brakke’s results, little
is known for the case 1 < p < 2 and also in case p = 1 and m > 2 there is a
gap between known positive results for α ≤ 1/2 and known counterexamples for
α > m2(m−1) .
Results of the present paper In case sup{2, p} < m and mpm−p < 2 these
gaps are closed by the following corollary.
10.6 Corollary. Suppose m, n, p, U , and V are as in the preceding hypotheses
(Hp), and either m ∈ {1, 2} and 0 < τ < 1 or sup{2, p} < m and τ =
mp
2(m−p) <
1.
Then
lim sup
r→0+
r−τ−m/2
(´
U(a,r)×G(n,m)
|S♮ − T♮|
2 dV (z, S)
)1/2
<∞
for V almost all (a, T ).
From the afore-mentioned examples it follows that τ cannot be replaced by
any larger number if m > 2, see 10.7. However, using the present result, it will
be shown in [Men10b] that “< ∞” can be replaced by “= 0”, see 10.7. The
corollary is a direct consequence of the following pointwise result.
10.2 Theorem. Suppose m, n, and p are as in the preceding hypotheses (Hp),
Q is a positive integer, 0 < δ ≤ 1, 0 < α ≤ 1, 0 < τ ≤ 1, and
(1) if m = 1 then p = 1 and τ = 1,
(2) if m = 2 then 1 ≤ p < m and p/2 ≤ τ < mp2(m−p) ,
(3) if m > 2 then 1 ≤ p < m and τ = mp2(m−p) .
Then there exist positive, finite numbers ε and Γ with the following property.
If a ∈ Rn, 0 < r < ∞, V ∈ IVm(U(a, r)), V is related to p as in the
preceding hypotheses (Hp), ψ is the measure defined by
ψ = ‖δV ‖ if p = 1 and ψ = |h(V ; ·)|p‖V ‖ if p > 1,
T ∈ G(n,m), ω : R ∩ {t : 0 < t ≤ 1} → R with
ω(t) = tατ if ατ < 1 and ω(t) = t(1 + log(1/t)) if ατ = 1
whenever 0 < t ≤ 1, and 0 < γ ≤ ε,
Θ∗m(‖V ‖, a) ≥ Q − 1 + δ, ‖V ‖U(a, r) ≤ (Q+ 1− δ)α(m)rm,(
r−m
´
|S♮ − T♮|
2 dV (z, S)
)1/2
≤ γ,
‖V ‖(B(a, ̺) ∩ {z :Θm(‖V ‖, z) ≤ Q− 1}) ≤ εα(m)̺m for 0 < ̺ < r,
̺1−m/pψ(B(a, ̺))1/p ≤ γ1/τ (̺/r)α for 0 < ̺ < r,
then Θm(‖V ‖, a) = Q, R = Tanm(‖V ‖, a) ∈ G(n,m) and
(
̺−m
´
U(a,̺)×G(n,m)
|S♮ −R♮|
2 dV (z, S)
)1/2
≤ Γγω(̺/r) whenever 0 < ̺ ≤ r.
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In order to comment on this theorem, assume m > 2.
In case mpm−p = 2, the theorem states that if the first variation, i.e. the mean
curvature if p > 1, expressed in terms of ψ decays with power α < 1 so does
the tilt-excess of the varifold provided essentially that the tilt-excess is initially
small and the density, restricted to the complement of a set with small density at
a, is lower semicontinuous at a. If α = 1, the modulus of continuity ω obtained
is optimal as demonstrated by an example in 10.4, in particular one cannot take
ω(t) = t. Moreover, this sharp result seems not to be obtainable using classical
excess decay methods as will be explained below.
In the case mpm−p < 2, the situation is different. Decay of the mean curvature
with power α implies, under the same assumptions as before, decay of the tilt-
excess with some smaller power ατ with τ = mp2(m−p) . This number τ cannot be
replaced by any larger number, see 10.3.
For comparison one may consider the analogous question replacing integral
varifolds by weakly differentiable functions and variation of mass by variation
of the Dirichlet integral. Therefore suppose u : Rm → Rn−m is weakly differen-
tiable, T is the distributional Laplacian of u, i.e. T ∈ D ′(Rm,Rn−m) is given
by
T (θ) = −
´
Dθ(x) •Du(x) dL mx for θ ∈ D(Rm,Rn−m),
T is representable by integration and, if p > 1, T corresponds to a locally p-th
power summable function. Then one may investigate which decay properties of
(ffl
U(c,̺)|Du(x)− τ |
2 dL mx
)1/2
as ̺ → 0+, where (c, τ) ∈ Rm × Hom(Rm,Rn−m), are implied by decay hy-
potheses on
̺1−m‖T ‖U(c, ̺) if p = 1, ̺1−m/p|f |p;c,̺ if p > 1.
Clearly, the varifold problem behaves less regular than the problem for weakly
differentiable functions as known examples show that a decay hypothesis on ψ
alone is not sufficient to infer decay of the tilt-excess, see 10.5. However, apart
from this the varifold problem behaves equally regular if mpm−p = 2 as the same
decay implications hold and it even behaves more regular if mpm−p < 2 since in
this case decay results are only valid in the varifold case (as Du may not be
locally square summable). In case p = 1 this latter phenomenon was already
apparent from the results of Brakke.
Summarising, the pointwise implications of Theorem 10.2 are essentially
optimal and determine the optimal α for which the answer to the initial question
is in the affirmative if m > 2 and p < 2m/(m+2). Using the estimate 9.5 of the
present paper, the optimal α is determined in case m = 1 or m = 2 and p > 1
or m > 2 and p ≥ 2m/(m+ 2) in [Men10b], see 10.8. This then covers all cases
except (m, p) = (2, 1) where Corollary 10.6 solves the subcase α < 1.
Overview of proof As indicated above the main tool in the pointwise regu-
larity proof is the harmonic approximation procedure introduced by de Giorgi
and Almgren, see [DG61, DG06, Alm68]. It requires the varifold to be weakly
close to a plane with density Q and strongly close to a varifold with density at
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least Q. Initially, the latter condition was phrased as Θm(‖V ‖, z) ≥ Q for ‖V ‖
almost all z ∈ U(a, r) in Allard [All72, §8], however the set of points a not satis-
fying this condition for suitable Q and r may have positive ‖V ‖ measure even if
the hypotheses are satisfied with p = ∞, see Allard [All72, 8.1 (2)] and Brakke
[Bra78, 6.1]. Replacing the condition by the requirement on Θm(‖V ‖, ·) to be
‖V ‖ approximately (lower semi) continuous, Brakke was able to treat almost
all points with p = 2 using an approximation by Almgren’s “Q-valued” func-
tions, i.e. functions with values in QQ(R
n−m), see below. Additionally, Brakke
established a coercive estimate which allowed him to obtain partial results also
for the case p = 1.
Taking this as a starting point, it will be described, firstly, the new ingredient
needed to obtain the optimal modulus of continuity for the case p = 2, secondly,
the new ingredient needed to obtain optimal results in case p < 2 and, thirdly,
how these new ingredients can be implemented within the known framework of
a (partial or pointwise) regularity proof.
Obtaining the optimal modulus of continuity for p = 2 For this
purpose a new iteration procedure is introduced which is now presented in the
simple case of the Laplace operator. Additionally, in Section 8, it is shown
how to implement this method in a model case from partial regularity theory
for second order elliptic systems in divergence form. Suppose c ∈ Rm, u ∈
W1,2(U(c, 1),Rn−m), T ∈ D ′(U(c, 1),Rn−m) is the distributional Laplacian of
u, and assume for some 0 ≤ γ <∞ and 0 < α ≤ 1 that
̺−m/2|T (θ)| ≤ γ̺α|Dθ|2;c,̺
whenever θ ∈ D(U(c, 1),Rn−m) with spt θ ⊂ U(c, ̺) and 0 < ̺ ≤ 1, where
|f |p;c,̺ denotes the seminorm of |f | ∈ Lp(L
m
xU(c, ̺)). Define J = R ∩
{r : 0 < ̺ ≤ 1}, for each ̺ ∈ J choose u̺ : U(c, ̺) → Rn−m harmonic with
boundary values given by u, i.e.
u̺ ∈ E (U(c, ̺),R
n−m) with Lapu̺ = 0,
u− u̺ ∈W
1,2
0 (U(c, ̺),R
n−m),
define φ1 : J → R and φ2 : J ×Hom(Rm,Rn−m)→ R by
φ1(̺) = |D
2u̺|∞;c,̺/2, φ2(̺, σ) = ̺
−m/2|D(u− σ)|2;c,̺
for (̺, σ) ∈ J ×Hom(Rm,Rn−m) and choose σ̺ ∈ Hom(R
m,Rn−m) such that
φ2(̺, σ̺) ≤ φ2(̺, σ) whenever σ ∈ Hom(R
m,Rn−m), ̺ ∈ J.
Using a priori estimates, see [GT01, Theorems 7.26 (ii), 8.10, 9.11], one estimates
φ1(̺/4)− φ1(̺) ≤ |D
2(u̺ − u̺/4)|∞;c,̺/8 ≤ ∆̺
−1−m/2|D(u̺ − u̺/4)|2;c,̺/4
≤ ∆̺−1−m/2
(
|D(u− u̺/4)|2;c,̺/4 + |D(u − u̺)|2;c,̺
)
≤ 2∆γ̺α−1
for some positive, finite number ∆ depending only on n and
φ2(̺, σ̺) ≤ ̺
−m/2
(
|D(u− u̺)|2;c,̺ + |D(u̺ −Du̺(c))|2;c,̺
)
≤ γ̺α +α(m)1/2̺φ1(̺),
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hence obtains the two iteration inequalities
φ1(̺/4) ≤ φ1(̺) + Γγ̺
α−1, φ2(̺, σ̺) ≤ Γ
(
̺φ1(̺) + γ̺
α
)
for ̺ ∈ J where Γ = sup{2∆, 1,α(m)1/2}.
Now, if 0 ≤ γ1 <∞, φ1(̺) ≤ γ1̺α−1 and α < 1 then
φ1(̺/4) ≤ (̺/4)
α−1
(
4α−1γ1 + Γγ
)
≤ γ1(̺/4)
α−1
provided γ1 ≥ (1 − 4α−1)−1Γγ, noting 4α−1 < 1. Similarly, if 0 ≤ γ1 < ∞,
φ1(̺) ≤ γ1(1 + log(1/̺)) and α = 1 then
φ1(̺/4) ≤ γ1(1 + log(4/̺))− (log 4)γ1 + Γγ ≤ γ1(1 + log(4/̺))
provided γ1 ≥ Γγ(log 4)−1. In both cases it has been used crucially that the
factor in front of φ1(̺) in the first iteration inequality is 1. This is the reason for
choosing φ1 rather than φ2 as leading iteration quantity. The decay of φ2(̺, σ̺)
in terms of ̺ then follows.
Classically, an excess decay inequality of type
φ2(λ̺, σλ̺) ≤ Γ1λφ2(̺, σ̺) + Γ2γ̺
α for 0 < λ ≤ 1/2, 0 < ̺ ≤ 1
where 1 ≤ Γi < ∞ for i ∈ {1, 2} is used, see e.g. [Fed69, 5.3.13] or Duzaar
and Steffen [DS02, (5.14)]. Sometimes, Γ2 additionally depends on λ. However,
concerning the case α = 1, the optimal modulus of continuity cannot be deduced
from such an inequality since if 1 < Γ1 < ∞ and 1/e < Γ2 < ∞ then it does
not exclude that φ2(̺, σ̺) may equal γ̺(1 + log(1/̺))
s for some s > 1 with
2s−1 ≤ Γ1 and (2s/e)s ≤ 2Γ2.
Treating the case p < 2 The second new ingredient in the regularity
proof will be described focusing on the case m > 2. In doing so, a quantity of
type
̺−1−m/q
(´
B(a,̺) dist(z − a, T )
q d‖V ‖z
)1/q
for U and V as in the hypotheses with a ∈ Rn, 0 < ̺ < ∞, B(a, ̺) ⊂ U ,
T ∈ G(n,m) and 1 ≤ q <∞ will be referred to as q-height. To derive sharp re-
sults with respect to the integrability of the mean curvature two observations will
be essential. Firstly, the dependence on the mean curvature in Brakke’s coercive
estimate, see [Bra78, 5.5], can be improved at the price of using the q-height with
q = 2mm−2 instead of the 2-height, see 4.14. Secondly, in order to control the q-
height, the Sobolev Poincare´ type estimates of [Men10a] are adapted. However,
a subtlety arises. The mentioned estimates are in full strength only available
for the q-height on the set H of points satisfying a smallness condition on the
mean curvature, see also the discussion in [Men10a, 4.6]. As estimating the q-
height on the complement of H by mean curvature would be insufficient for the
present purpose, the coercive estimate of Brakke has to be improved a second
time by showing the q-height on H , mean curvature and 2-height are actually
sufficient to control the tilt-excess, see 4.10. This is accomplished by construct-
ing a possibly noncontinuous cut-off function with properties reminiscent of a
weakly differentiable function, including a partial integration formula, Sobolev
embedding and approximate differentiability, see 4.7 and 4.8. These properties
are deduced directly from the construction rather than from a general theory.
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Implementation of proof Finally, it will be indicated briefly how the
previously described pieces fit into the well known pattern of a partial reg-
ularity proof. As usual, one assumes the varifold to be close to Q parallel
planes with respect to mass, tilt-excess and first variation. Fixing a suitable
orthogonal coordinate system, one approximates the varifold by a Lipschitzian
QQ(R
n−m) valued function f . Recall that QQ(R
n−m) may be described as the
Q fold product of Rn−m divided by the action of the group of permutations
of {1, . . . , Q}. The accuracy of this approximation is controlled by tilt-excess
and mean curvature. To obtain the comparison functions u̺, one considers the
Dirichlet problem with the linear elliptic system with constant coefficients given
by a suitable linearisation of the nonparametric area integrand and boundary
values given by the “average” g of f . This is somewhat different from the
usual procedure where the comparison functions are often constructed either
within contradiction arguments (see e.g. Allard [All72, 8.16] or Brakke [Bra78,
5.6]) or by an “A-harmonic approximation lemma” which confines the contra-
diction argument to the situation of linear systems with constant coefficients
(see e.g. Simon [Sim83, 21.1] or Duzaar and Steffen [DS02, 3.3]); however see
also Schoen and Simon [SS82] for a different approach. The distributional right
hand side for g − u̺ can be estimated by mean curvature and a small mul-
tiple of the tilt-excess provided a suitable weak norm is employed, namely a
norm dual to the norm mapping a smooth function with compact support to
the L∞(L
m,Hom(Rm,Rn−m)) norm of its derivatives. This only yields small-
ness of g − u̺ in Lebesgue spaces with exponent below
m
m−1 if m > 1, e.g. in
L1(L
m
xU(c, ̺),Rn−m), here c ∈ Rm corresponds to a ∈ Rn, see 9.4 (7).
However, assuming that the set of points with density strictly below Q is small
with respect to ‖V ‖, the graph of g coincides with the varifold on a large set,
hence using interpolation (Section 6) and estimates for the approximation by f
(see Section 5), one can ultimately convert L1(L
m
xU(c, ̺),Rn−m) closeness
of g to an affine function via the coercive estimate to control of the tilt-excess
of the varifold with respect to the corresponding plane. From these estimates
one readily obtains modified versions of the iteration inequalities which – upon
simultaneous iteration – yield the result.
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1 Notation
General The notation follows [Fed69], see the list of symbols on pp. 669–
671 therein. In particular, recall the following maybe less common symbols:
P denoting the positive integers, U(a, r) and B(a, r) denoting respectively the
open and closed ball with centre a and radius r,
⊙i
(V,W ) and
⊙i
V denoting
the vector space of all i linear symmetric functions (forms) mapping V i into W
and R respectively, and the seminorms φ(p) for 1 ≤ p ≤ ∞ corresponding to the
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Lebesgue spaces
φ(p)(f) =
(´
|f |p dφ
)1/p
in case 1 ≤ p <∞,
φ(∞)(f) = inf(R ∩ {t :φ(X ∩ {x : |f(x)| > t}) = 0})
whenever φ measures X , Y is a Banach space, and f : X → Y is φ measurable,
see [Fed69, 2.2.6, 2.8.1, 1.10.1, 2.4.12]. The notation for the Lebesgue seminorms
is particularly convenient when longer expressions replace the measure φ as will
repeatedly be the case in 5.7 (8).
Moreover, the following slight modifications and additions apply. (For the
convenience of the reader in this section for nearly every symbol the appropriate
reference to its definition in [Fed69] is given at its first occurrence.)
One defines f [A] = {y : (x, y) ∈ f for some x ∈ A} whenever f is a relation
and A is a set, see [Kel55, p. 8].
If m,n ∈ P, m ≤ n, T ∈ G(n,m) then T♮ is characterised by, see [Fed69,
2.2.6, 1.6.2, 1.7.4],
T♮ ∈ Hom(R
n,Rn), T♮ = T
∗
♮ , T♮ ◦ T♮ = T♮, imT♮ = T
and T⊥ = kerT♮, see Almgren [Alm00, T.1 (9)] and Allard [All72, 2.3].
Similar to Allard’s definition in [All72, 8.10], the closed cuboid C(T, a, r, h)
is defined by
C(T, a, r, h) = Rn ∩ {z : |T♮(z − a)| ≤ r and |T
⊥
♮ (z − a)| ≤ h}
whenever m,n ∈ P, m < n, T ∈ G(n,m), a ∈ Rn, 0 < r <∞, and 0 < h ≤ ∞.
One abbreviates C(T, a, r,∞) = C(T, a, r). (The symbol C(T, a, r) is used by
Allard in [All72, 8.10] to denote Rn ∩ {z : |T♮(z − a)| < r}.)
Whenever φ measures X , 0 < φ(A) < ∞, Y is a Banach space, and f ∈
L1(φ xA, Y ) the symbol
ffl
A f dφ denotes φ(A)
−1
´
A f dφ, see [Fed69, 2.4.12].
Following Almgren [Alm86, p. 464], whenever n ∈ P the number β(n)
denotes the least positive integer with the following property, see [Fed69, 2.8.14]:
If F is a family of closed balls in Rn with sup{diamS :S ∈ F} <∞ then there
exist disjointed subfamilies F1, . . . , Fβ(n) of F such that, see [Fed69, 2.8.8, 2.8.1],
{z :B(z, r) ∈ F for some 0 < r <∞} ⊂
⋃⋃
{Fi : i = 1, . . . ,β(n)}.
Varifolds The meaning of the symbols Vm, RVm, IVm, ‖V ‖, δV , and ‖δV ‖
will be introduced in accordance with Allard [All72, 3.1, 3.5, 4.2].
Suppose U is an open subset of Rn and the Grassmann manifold G(n,m)
of all m dimensional subspaces is equipped with the usual topology, see [Fed69,
3.2.28 (4)]. An m dimensional varifold V in U is a Radon measure on U ×
G(n,m). The weight ‖V ‖ of V is given by ‖V ‖(A) = V (A × G(n,m)) for
A ⊂ U . The distributional first variation with respect to area of a varifold V is
given by
δV (θ) =
´
Dθ(z) • S♮ dV (z, S) whenever θ ∈ D(U,R
n)
with associated Borel regular measure ‖δV ‖ characterised by
‖δV ‖(Z) = sup{δV (θ) : θ ∈ D(U,Rn) with spt θ ⊂ Z and |g(z)| ≤ 1 for z ∈ U}
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whenever Z is an open subset of U , see [Fed69, 4.1.1, 2.2.3]. If V is an m
dimensional varifold in U and ‖δV ‖ is a Radon measure, the generalised mean
curvature vector of V at z is the unique h(V ; z) ∈ Rn such that
h(V ; z) • v = − lim
r→0+
(δV )(bz,r · v)
‖V ‖B(z, r)
for v ∈ Rn
where bz,r is the characteristic function of B(z, r); hence z ∈ dmnh(V ; ·) if and
only if the above limit exists for every v ∈ Rn. This modifies Allard’s definition
[All72, 4.3] in the spirit of [Fed69, 4.1.7].
An m dimensional varifold V in U is rectifiable if and only if there exist
sequences ci, Ai and Mi such that 0 < ci <∞, Mi are m dimensional subman-
ifolds of class 1, Ai are H
m measurable subsets of Mi and
V (f) =
∑∞
i=1ci
´
Ai
f(z,Tan(Mi, z)) dH
mz for f ∈ K (U ×G(n,m)),
see [Fed69, 3.1.21, 2.5.14, 2.10.2]. In this case 0 < Θm(‖V ‖, z) < ∞ and
Tanm(‖V ‖, z) ∈ G(n,m) for ‖V ‖ almost all z and
V (f) =
´
f(z,Tanm(‖V ‖, z))Θm(‖V ‖, z) dH mz for f ∈ K (U ×G(n,m)),
see [Fed69, 2.10.19, 3.2.16]. A rectifiable varifold is called integral if and only if
Θm(‖V ‖, z) is a positive integer for ‖V ‖ almost all z. The set of all rectifiable
[integral] m dimensional varifolds in U is denoted by RVm(U) [IVm(U)].
As in [Men09, 2.2–2.4] whenever m ∈ P the smallest number with the
following property will be denoted by γ(m): If n ∈ P, m ≤ n, V ∈ RVm(Rn),
‖V ‖(Rn) <∞, and ‖δV ‖(Rn) <∞, then
‖V ‖(Rn ∩ {z :Θm(‖V ‖, z) ≥ 1)}) ≤ γ(m)‖V ‖(Rn)1/m‖δV ‖(Rn).
Note m−1α(m)−1/m ≤ γ(m) <∞.
Weakly differentiable functions and distributions Supposem ∈ P, U is
an open subset of Rm, e1, . . . , em denote the standard base of R
m, Y is a finite
dimensional Hilbert space, k is a nonnegative integer, and u is an Lm xU mea-
surable function with values in Y . Then u is called k times weakly differentiable
in U if and only if
(1) u ∈ L1(Lm xK,Y ) for every compact subset K of U ,
(2) defining T ∈ D ′(U, Y ) by T (θ) =
´
U
θ • u dLm for θ ∈ D(U, Y ), the
distributions DαT corresponding to all α ∈ Ξ(m, i) and i = 0, . . . , k are
representable by integration and the measures ‖DαT ‖ are absolutely con-
tinuous with respect to Lm xU , see [Fed69, 1.9.2, 1.10.1, 2.9.2, 4.1.1,
4.1.5], (α is sometimes called “multi-index of length i”).
In this case for i = 0, . . . , k the Lm xU measurable functions Diu with values
in
⊙i
(Rm, Y ) are characterised by the following two conditions (here and in the
following
⊙i
(Rm, Y ) is equipped with an inner product as in [Fed69, 1.10.6]):
(3) DαT (θ) =
´
U
θ(x) •
〈
eα,Diu(x)
〉
dL mx whenever θ ∈ D(U, Y ) and α ∈
Ξ(m, i) where eα = (e1)
α1⊙· · ·⊙(em)αm is constructed from the standard
base e1, . . . , em of R
m, see [Fed69, 1.9.2, 1.10.1]; in particular Diu is 0
times weakly differentiable in U .
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(4) Diu(a) = limr→0+
ffl
B(a,r)
Diu dLm whenever a ∈ U ; hence a ∈ dmnDiu
if and only if the preceding limit exists.
Also, 1 times weakly differentiable in U is abbreviated to weakly differentiable
in U and D1u to Du. In particular, the symbols Di, D will not be used in the
sense of [Fed69, 1.5.2, 2.9.1, 4.1.6]. Wk,p(U, Y ) denotes the Sobolev space of all
k times weakly differentiable functions in U with values in Y such that Diu ∈
Lp
(
Lm xU,
⊙i(Rm, Y )) whenever i = 0, . . . , k; the corresponding seminorm of
u is given by
∑k
i=0(L
m
xU)(p)(D
iu), see [Fed69, 2.4.12]. Wk,p0 (U, Y ) denotes
the closure of D(U, Y ) in Wk,p(U, Y ). Note that in these definitions neither in
the Sobolev spaces nor in the Lebesgue spaces functions agreeingL m xU almost
everywhere are treated as single elements; instead condition (4) is employed.
If m ∈ P, U is an open subset Rm, Y is a separable Hilbert space,
1 ≤ p ≤ ∞, A is an L m xU measurable set, and u and v are Lm xU mea-
surable functions with values in Y then |u|p;A = (L
m
xA)(p)(u) and, pro-
vided
´
A |u(x) • v(x)| dL
mx < ∞, (u, v)A =
´
A u(x) • v(x) dL
mx. Moreover,
|u|p;a,r = |u|p;U(a,r) and (u, v)a,r = (u, v)U(a,r) whenever a ∈ R
m, 0 < r < ∞
with U(a, r) ⊂ U , see [Fed69, 2.8.1]. These notions extend [Fed69, 5.2.1]. If
additionally, i is a nonpositive integer, 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, 1/p+ 1/q = 1,
T is a real valued linear functional on D(U, Y ), and V is an open subset of U ,
then
|T |i,p;V = supT
[
D(U, Y ) ∩ {θ : |D−iθ|q;U ≤ 1 and spt θ ⊂ V }
]
and |T |i,p;a,r = |T |i,p;U(a,r) whenever a ∈ R
m, 0 < r <∞ with U(a, r) ⊂ U .
Almgren’s multiple valued functions The notation for functions with val-
ues in QQ(R
n−m) for m,n,Q ∈ P with m < n which originate from Almgren’s
work in [Alm00] will be introduced in Section 2 together with basic properties.
A convention Finally, each statement asserting the existence of a positive,
finite number, small (ε) or large (Γ), will give rise to a function depending on the
listed parameters whose “name” is εx.y or Γx.y where x.y denotes the number
of the statement. Occasionally, also λx.y is used similarly.
2 Basic facts for QQ(V ) valued functions
This section provides some basic definitions for QQ(V ) valued functions mainly
taken from Almgren [Alm00] in 2.1, 2.2 and 2.4 and a proposition from [Men10a]
in 2.3. Finally, the first variation for the varifold associated to the “graph” of a
QQ(R
n−m) valued functions is given in 2.5 and 2.6.
2.1 (cf. [Alm00, 1.1 (1) (3), 2.3 (2)]). Suppose Q ∈ P and V is a finite dimen-
sional Euclidean vector space.
QQ(V ) is defined to be the set of all 0 dimensional integral currents R such
that R =
∑Q
i=1[[xi]] for some x1, . . . , xQ ∈ V . A metric G on QQ(V ) is defined
such that
G
(∑Q
i=1[[xi]],
∑Q
i=1[[yi]]
)
= inf
{(∑Q
i=1|xi − yπ(i)|
2
)1/2
:π ∈ P (Q)
}
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whenever x1, . . . , xQ, y1, . . . , yQ ∈ V where P (Q) denotes the set of permuta-
tions of {1, . . . , Q}. The function ηQ : QQ(V )→ V is defined by
ηQ(R) = Q
−1
´
xd‖R‖(x) whenever R ∈ QQ(V ).
If R =
∑Q
i=1[[xi]] for some x1, . . . , xQ ∈ V , then ηQ(R) =
1
Q
∑Q
i=1 xi. LipηQ =
Q−1/2.
Whenever f : X → QQ(V ) one defines
graphQ f = (X × V ) ∩ {(x, v) : v ∈ spt f(x)}
and with g : X → V also f (+) g : X → QQ(V ) by
(f (+) g)(x) = (τ g(x))#(f(x)) whenever x ∈ X.
2.2 (cf. [Alm00, 1.1 (9) (10)]). Suppose m,n,Q ∈ P and m < n.
A function f : Rm → QQ(Rn−m) is called affine if and only if there exist
affine functions fi : R
m → Rn−m, i = 1, . . . , Q such that
f(x) =
∑Q
i=1[[fi(x)]] whenever x ∈ R
m.
f1, . . . , fQ are uniquely determined up to order. Moreover, one defines
|f | =
(∑Q
i=1|Dfi(0)|
2
)1/2
.
Let a ∈ A ⊂ Rm and f : A→ QQ(Rn−m). f is called affinely approximable
at a if and only if a ∈ IntA and there exists an affine function g : Rm →
QQ(R
n−m) such that
lim
x→a
G (f(x), g(x))/|x − a| = 0.
The function g is unique and denoted by Af(a). f is called strongly affinely ap-
proximable at a if and only if Af(a) has the following property: If Af(a)(x) =∑Q
i=1[[gi(x)]] for some affine functions gi : R
m → Rn−m and gi(a) = gj(a) for
some i and j, thenDgi(a) = Dgj(a). The concepts of approximate affine approx-
imability and approximate strong affine approximability are obtained through
omission of the condition a ∈ IntA and replacement of lim by ap lim. The
corresponding affine function is denoted by apAf(a).
2.3. The following proposition, see [Men10a, 2.5, 8], will be used for calculations
involving Lipschitzian QQ(R
n−m) valued functions.
If m,n,Q ∈ P, m < n, A is L m measurable, f : A → QQ(Rn−m) is
Lipschitzian, I is countable, and to each i ∈ I there corresponds a function
fi ⊂ graphQ f with L
m measurable domain and Lip fi ≤ Lip f such that
card{i : fi(x) = y} = Θ
0(‖f(x)‖, y) whenever (x, y) ∈ A×Rn−m,
then f is approximately strongly affinely approximable with
apAf(a)(v) =
∑
i∈I(a)[[fi(x) + 〈v, apDfi(x)〉]] whenever v ∈ R
m
at Lm almost all a ∈ A where I(a) = I ∩ {i :a ∈ dmn apDfi}. Moreover, such
functions fi do exist whenever m, n, Q, A, and f are as above, in particular
graphQ f is countably m rectifiable. If A is open, then apAf may be replaced
by Af .
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2.4 Definition. Suppose m,n,Q ∈ P, m < n, A ⊂ B ⊂ Rm, A is Lm
measurable and f : B → QQ(Rn−m) is Lipschitzian, C1 = dmnapAf , C2 =
dmnAf , and g : B → R and hi : Ci → R for i ∈ {1, 2} are defined by
g(x) = G (f(x), Q[[0]]) for x ∈ B,
h1(x) = | apAf(x)| for x ∈ C1, h2(x) = |Af(x)| for x ∈ C2.
Then one defines for 1 ≤ p ≤ ∞, noting 2.3,
|f |p;A = |g|p;A, | apAf |p;A = |h1|p;A,
|Af |p;A = |h2|p;A if A is open.
Moreover, if U(a, r) ⊂ B for some a ∈ Rm, 0 < r <∞, then
|f |p;a,r = |f |p;U(a,r), | apAf |p;a,r = | apAf |p;U(a,r),
|Af |p;a,r = |Af |p;U(a,r).
2.5. Suppose U is an open subset ofRm, Y is a Banach space and T ∈ D ′(U, Y ).
Then T has a unique extension S to E (U, Y ) ∩ {θ : spt θ ∩ sptT is compact}
characterised by the requirement
S(θ) = S(η) whenever sptT ⊂ Int{x : θ(x) = η(x)}.
The extension will usually be denoted by the same symbol T .
2.6. Suppose m,n,Q ∈ P with m < n.
Following [Fed69, 5.1.9], the projections p ∈ O∗(n,m), q ∈ O∗(n, n−m)
are defined by
p(z) = (z1, . . . , zm), q(z) = (zm+1, . . . , zn)
whenever z = (z1, . . . , zn) ∈ Rn. In case
z = p∗(x) + q∗(y) = (x1, . . . , xm, y1, . . . , yn−m) for x ∈ R
m, y ∈ Rn−m
sometimes (x, y) will be written instead of z, f(x, y) instead of f(z) for functions
f with dmn f ⊂ Rn and G(n,m) instead of G(Rm ×Rn−m,m).
If U is an open subset of Rm, A is an L m measurable subset of U , f :
A → QQ(Rn−m) is Lipschitzian, and fi for i ∈ I are as in 2.3, then defining
V ∈ IVm(p
−1[U ]) by the requirement
‖V ‖(Z) =
´
Z∩p−1[A]
Θ0(‖f(p(z))‖,q(z)) dH mz
for every Borel subset Z of p−1[U ], a simple calculation shows
(δV )(q∗ ◦ θ ◦ p) =
∑
i∈I
´
dmn fi
〈
Dθ(x), DΨ§0(apDfi(x))
〉
dL mx
whenever θ ∈ D(U,Rn−m); here Ψ§0 denotes the nonparametric integrand at 0
associated with the area integrand Ψ, i.e. Ψ§0 : Hom(R
m,Rn−m)→ R with
Ψ§0(σ) =
(∑m
i=0 |
∧
i σ|
2
)1/2
for σ ∈ Hom(Rm,Rn−m),
see [Fed69, 5.1.9], and the convention 2.5 is used.
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3 Some preliminaries
The purpose of this section is to list several known statements for convenient
reference. This includes, in 3.1, some of Almgren’s results on QQ(R
l) val-
ued functions obtained in [Alm00, §1], and, in 3.2–3.14, adaptions of the ap-
proximation techniques of integral varifolds by such functions originating from
Almgren [Alm00, §3] and Brakke [Bra78, §5] carried out by the author in
[Men08, Men09, Men10a].
3.1 Theorem (cf. Almgren [Alm00, 1.1 (6), 1.2 (3), 1.3 (1) (2), 1.4 (3)]). Sup-
pose Q, l ∈ P.
Then there exist P ∈ P and maps ξ : QQ(Rl)→ RPQ and ̺ : RPQ → RPQ
such that
ξ(Q[[0]]) = 0, Lip ξ <∞, ξ is univalent, Lip ξ−1 <∞,
Lip ̺ <∞, ̺ ◦ ̺ = ̺, im ̺ = im ξ,
|D(ξ ◦ f)(x)| ≤ (Lip ξ)|Af(x)| for x ∈ dmnD(ξ ◦ f)
whenever f maps an open subset of Rm into QQ(R
l). In particular, a function
f mapping a subset of Rm into QQ(R
l) admits an extension F : Rm → QQ(Rl)
such that LipF ≤ ΓLip f with Γ = Lip ξ Lip ̺Lip ξ−1.
3.2 Lemma (cf. [Men08, A.7]). Suppose m,n ∈ P, m < n, a ∈ Rn, 0 < r <
∞, V ∈ RVm(U(a, r)), ‖δV ‖ is a Radon measure, Θ
m(‖V ‖, z) ≥ 1 for ‖V ‖
almost all z, a ∈ spt ‖V ‖, and α : {s : 0 < s < r} → R satisfies
α(s) = ‖V ‖B(a, s) whenever 0 < s < r.
Then
γ(m)−1 ≤ α(s)1/m−1(‖δV ‖B(a, s) + α′(s))
for L 1 almost all 0 < s < r.
3.3 Remark. A similar statement can be found in Leonardi and Masnou [LM09,
Proposition 3.1].
3.4 Lemma (cf. [Men09, 2.5]). Supposem,n ∈ P, m < n, a ∈ Rn, 0 < r <∞,
V ∈ RVm(U(a, r)), ‖δV ‖ is a Radon measure, Θ
m(‖V ‖, z) ≥ 1 for ‖V ‖ almost
all z, a ∈ spt ‖V ‖, and
‖δV ‖B(a, s) ≤ (2γ(m))−1‖V ‖(B(a, s))1−1/m whenever 0 < s < r.
Then
‖V ‖B(a, s) ≥ (2mγ(m))−msm whenever 0 < s < r.
3.5 Remark. Both 3.2 and 3.4 are variants of Allard [All72, 8.3]. Moreover, in
view of Allard [All72, 5.5] one could replace RVm by Vm in 3.2 and 3.4.
3.6 Lemma (cf. [Men10a, 3.1]). Suppose m,n ∈ P, m < n, a ∈ Rn, 0 < r <
∞, T ∈ G(n,m), V ∈ IVm(U(a, r)), δV = 0, S = T for V almost all (z, S),
and R(z) = U(a, r) ∩ {ξ : ξ − z ∈ T } for z ∈ Rn.
Then T⊥♮ [spt ‖V ‖] is discrete and closed relative to T
⊥
♮ [U(a, r)] and
Θm(‖V ‖, z) ∈ P and ‖V ‖ xR(z) = Θm(‖V ‖, z)Hm xR(z)
whenever z ∈ spt ‖V ‖.
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3.7 Remark. This is a variant of Almgren [Alm00, 3.6].
3.8 Lemma (cf. [Men10a, 3.2]). Suppose 1 < n ∈ P, 0 < δ ≤ 1, 0 ≤ λ < 1,
and 0 ≤M <∞.
Then there exists a positive, finite number ε with the following property.
If n > m ∈ P, a ∈ Rn, 0 < r <∞, T ∈ G(n,m), V ∈ IVm(U(a, r)) and
‖V ‖U(a, r) ≤Mα(m)rm, ‖δV ‖U(a, r) ≤ ε‖V ‖(U(a, r))1−1/m,
´
|S♮ − T♮| dV (z, S) ≤ ε‖V ‖U(a, r),
‖V ‖B(a, ̺) ≥ δα(m)̺m for 0 < ̺ < r,
then
‖V ‖(U(a, r) ∩ {z : |T♮(z − a)| > λ|z − a|}) ≥ (1 − δ)α(m)r
m.
Proof. Assume M ≥ 1 and take s = λ, d = 0, t = r, and ζ = 0 in [Men10a,
3.2].
3.9 Remark. This is a simple consequence of Allard’s compactness theorem for
integral varifolds, see e.g. [All72, 6.4] or [Sim83, 42.8].
3.10 Lemma (Multilayer monotonicity with variable offset, cf. [Men10a, 3.11]).
Suppose n,Q ∈ P, 0 ≤M <∞, δ > 0, and 0 ≤ s < 1.
Then there exists a positive, finite number ε with the following property.
If n > m ∈ P, Z ⊂ Rn, T ∈ G(n,m), 0 ≤ d <∞, 0 < r <∞, 0 < t <∞,
f : Z → Rn,
|T♮(z1 − z2)| ≤ s|z1 − z2|, |T♮(f(z1)− f(z2))| ≤ s|f(z1)− f(z2)|,
f(z)− z ∈ T ∩B(0, d), d ≤Mt, d+ t ≤ r
for z, z1, z2 ∈ Z, V ∈ IVm
(⋃
{U(z, r) : z ∈ Z}
)
, ‖δV ‖ is a Radon measure,∑
z∈ZΘ
m
∗ (‖V ‖, z) ≥ Q− 1 + δ, ‖V ‖U(z, r) ≤Mα(m)r
m
whenever z ∈ Z ∩ spt ‖V ‖, and
‖δV ‖B(z, ̺) ≤ ε ‖V ‖(B(z, ̺))1−1/m,
´
B(z,̺)×G(n,m)
|S♮ − T♮| dV (ξ, S) ≤ ε ‖V ‖B(z, ̺),
whenever 0 < ̺ < r, z ∈ Z ∩ spt ‖V ‖, then
‖V ‖
(⋃{
U(f(z), t) ∩ {ξ : |T♮(ξ − z)| > s|ξ − z|} : z ∈ Z
})
≥ (Q − δ)α(m)tm.
3.11 Remark. This is an extension of Brakke [Bra78, 5.3].
3.12 Lemma (cf. [Men10a, 3.12]). Suppose m,n,Q ∈ P, m < n, 0 < δ1 ≤ 1,
0 < δ2 ≤ 1, 0 ≤ s < 1, 0 ≤ s0 < 1, 0 ≤ M < ∞, and 0 < λ < 1 is uniquely
defined by the requirement
(1− λ2)m/2 = (1− δ2) +
( (s0)2
1− (s0)2
)m/2
λm.
Then there exists a positive, finite number ε with the following property.
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If Z ⊂ Rn, T ∈ G(n,m), 0 ≤ d <∞, 0 < r <∞, 0 < t <∞, ζ ∈ Rn,
cardT♮[Z] = 1, ζ ∈ T ∩B(0, d), d ≤Mt, d+ t ≤ r,
V ∈ IVm(
⋃
{U(z, r) : z ∈ Z}), ‖δV ‖ is a Radon measure,
Θm(‖V ‖, z) ∈ P for z ∈ Z,∑
z∈ZΘ
m(‖V ‖, z) = Q, ‖V ‖U(z, r) ≤Mα(m)rm for z ∈ Z,
and whenever 0 < ̺ < r, z ∈ Z
‖δV ‖B(z, ̺) ≤ ε ‖V ‖(B(z, ̺))1−1/m,
´
B(z,̺)×G(n,m)
|S♮ − T♮| dV (ξ, S) ≤ ε ‖V ‖B(z, ̺)
satisfying
‖V ‖
(⋃
{ξ ∈ U(z + ζ, t) : |T♮(ξ − z)| > s0|ξ − z|} : z ∈ Z}
)
≤ (Q + 1− δ2)α(m)t
m,
then the following two statements hold:
(1) If 0 < τ ≤ λt, then
‖V ‖
(⋃
{B(z, τ) : z ∈ Z}
)
≤ (Q+ δ1)α(m)τ
m.
(2) If ξ ∈ Rn with dist(ξ, Z) ≤ λt/2 and
‖V ‖B(ξ, ̺) ≥ δ1α(m)̺
m for 0 < ̺ < δ1 dist(ξ, Z),
then for some z ∈ Z
|T♮(ξ − z)| ≥ s|ξ − z|.
3.13 (cf. [Men10a, 3.13]). If m,n ∈ P, m < n, and S, T ∈ G(n,m), then
1− ‖
∧
m(T♮|S)‖
2 ≤ m‖T♮ − S♮‖2.
3.14 Lemma (Approximation by QQ(R
n−m) valued functions, cf. [Men10a,
3.15]). Suppose m,n,Q ∈ P, m < n, 0 < L <∞, 1 ≤M <∞, and 0 < δi ≤ 1
for i ∈ {1, 2, 3, 4, 5} with δ5 ≤ (2γ(m)m)−m/α(m).
Then there exists a positive, finite number ε with the following property.
If 0 < r <∞, 0 < h ≤ ∞, h > 2δ4r, T = imp∗,
U = (Rm ×Rn−m) ∩ {(x, y) : dist((x, y),C(0, r, h, T )) < 2r},
V ∈ IVm(U), ‖δV ‖ is a Radon measure,
(Q − 1 + δ1)α(m)r
m ≤ ‖V ‖(C(0, r, h, T )) ≤ (Q + 1− δ2)α(m)r
m,
‖V ‖(C(0, r, h+ δ4r, T )∼C(0, r, h− 2δ4r, T )) ≤ (1 − δ3)α(m)r
m,
‖V ‖(U) ≤Mα(m)rm,
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0 < δ ≤ ε, B denotes the set of all z ∈ C(0, r, h, T ) with Θ∗m(‖V ‖, z) > 0 such
that
either ‖δV ‖B(z, ̺) > δ ‖V ‖(B(z, ̺))1−1/m for some 0 < ̺ < 2r,
or
´
B(z,̺)×G(n,m)
|S♮ − T♮| dV (ξ, S) > δ ‖V ‖B(z, ̺) for some 0 < ̺ < 2r,
A = C(T, 0, r, h)∼B, A(x) = A ∩ {z :p(z) = x} for x ∈ Rm, X1 is the set of
all x ∈ Rm ∩B(0, r) such that∑
z∈A(x)Θ
m(‖V ‖, z) = Q and Θm(‖V ‖, z) ∈ P ∪ {0} for z ∈ A(x),
X2 is the set of all x ∈ Rm ∩B(0, r) such that∑
z∈A(x)Θ
m(‖V ‖, z) ≤ Q− 1 and Θm(‖V ‖, z) ∈ P ∪ {0} for z ∈ A(x),
N = Rm ∩ B(0, r)∼(X1 ∪ X2), f : X1 → QQ(Rn−m) is characterised by the
requirement
Θm(‖V ‖, z) = Θ0(‖f(x)‖,q(z)) whenever x ∈ X1 and z ∈ A(x),
and H denotes the set of all z ∈ C(0, r, h, T ) such that
‖δV ‖U(z, 2r) ≤ ε ‖V ‖(U(z, 2r))1−1/m,
´
U(z,2r)×G(n,m)
|S♮ − T♮| dV (ξ, S) ≤ ε ‖V ‖U(z, 2r),
‖V ‖B(z, ̺) ≥ δ5α(m)̺
m for 0 < ̺ < 2r,
then the following six statements hold:
(1) L m(N) = 0.
(2) A and B are Borel sets and
q[A ∩ spt ‖V ‖] ⊂ B(0, h− δ4r).
(3) The function f is Lipschitzian with Lip f ≤ L.
(4) For Lm almost all x ∈ X1 the following is true:
(a) The function f is approximately strongly affinely approximable at x.
(b) If (x, y) ∈ graphQ f then
Tanm(‖V ‖, (x, y)) = Tan
(
graphQ apAf(x), (x, y)
)
∈ G(n,m).
(5) If z ∈ H, then |q(z)| ≤ h−δ4r and for x ∈ X1∩B(p(z), λ(5)r) there exists
ξ ∈ A(x) satisfying
Θm(‖V ‖, ξ) ∈ P and
∣∣T⊥♮ (ξ − z)∣∣ ≤ L |T♮(ξ − z)|,
where 0 < λ(5) < 1 depends only on m, δ2, and δ4. Moreover,
A ∩ spt ‖V ‖ ⊂ H and H ∩ p−1[X1] = graphQ f.
(6) (Lm + p#(‖V ‖ xH)) ((ClosX1)∼X1) = 0.
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Proof. Assume r = 1. First, note that the sets Y and Z defined in the last
paragraph of the proof of [Men10a, 3.15 (1) (2)] equal X1 and X2 and are shown
there to satisfy L m(B(0, 1)∼(X ∪ Y )) = 0. Hence part (1) is evident and the
parts (2), (3), (4a), (5), and (6) correspond to parts (2), (1), (7a), (4), and (5) of
[Men10a, 3.15] respectively. Finally, part (4b) is implied by [Men10a, 3.15 (7b)]
in conjunction with the last statement of [Men10a, 3.15 (4)].
3.15 Lemma. Suppose k,m, n ∈ P, m < n, a ∈ Rm, 0 < r < ∞, and
u : U(a, r)→ Rn−m is of class k.
Then
∑k
i=0r
i|Diu|∞;a,r ≤ Γ
(
rk|Dku|∞;a,r + r
−m|u|1;a,r
)
where Γ is a positive, finite number depending only on k and n.
Proof. Assuming r = 1, this is a consequence of Ehring’s lemma, see e.g. [Wlo87,
Theorem I.7.3], and Arzela`’s and Ascoli’s theorem.
3.16 Lemma. Suppose m,n ∈ P, m < n, a ∈ Rm, 0 < r < ∞, and u ∈
W1,2(U(a, r),Rn−m).
Then there exists h ∈ Rn−m with
|u− h|2;a,r ≤ Γr|Du|2;a,r
where Γ is a positive, finite number depending only on n.
Proof. This is Poincare´’s inequality, see e.g. [GT01, (7.45)].
4 A coercive estimate
In the present section two improved versions of Brakke’s coercive estimate in
[Bra78, 5.5] are derived in 4.10 and 4.14. First, some computations for the
catenoid are carried out in 4.2 which are used in 4.13 to rule out a certain gen-
eralisation of the coercive estimate. Then, some basic facts about approximate
differentiability with respect to the weight measure of a varifold are given in 4.5
which are needed to construct a cut-off function in 4.7. Finally, the coercive es-
timate for rectifiable varifolds satisfying a lower bound on the density is proven
in 4.10 and a simpler version for general varifolds is indicated in 4.14.
4.1. Frequently, the following estimates from Allard [All72, 8.9 (5)] will be used:
Suppose m,n ∈ P, m < n, T ∈ G(n,m) and η1, η2 ∈ Hom(S, S
⊥). If
Si = R
n ∩ {z : z + ηi(z) : z ∈ S} for i = 1, 2,
then
‖(S1)♮ − (S2)♮‖ ≤ ‖η1 − η2‖,(
1− ‖(S1)♮ − S♮‖
2
)
‖η1 − η2‖
2 ≤
(
1 + ‖η2‖
2
)
‖(S1)♮ − (S2)♮‖
2.
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4.2 Example. Suppose m = 2, n = 3, and f : R ∩ {t : 1 ≤ t <∞} → R as well
as N , T , and PR are defined by
f(t) = log
(
t+ (t2 − 1)1/2
)
for 1 ≤ t <∞,
N = R3 ∩ {z : |q(z)| = f(|p(z)|)}, T = imp∗,
PR = R
3 ∩ {z : |q(z)| = log(2R)} for 2 ≤ R <∞.
Then there exists a universal, positive, finite number Γ with the following
two properties:
(1)
´
R3∩B(0,R)
| dist(z, PR)|2 d(H 2 xN)z ≤ ΓR2 for 2 ≤ R <∞.
(2)
´
R3∩B(0,R)
|Tan(N, z)♮ − T♮|2 d(H 2 xN)z ≥ Γ−1 logR for 2 ≤ R <∞.
Construction of example. First, note
f ′(t) =
1
t+ (t2 − 1)1/2
·
(
1 +
t
(t2 − 1)1/2
)
for 1 < t <∞,
hence (Γ1)
−1t−1 ≤ f ′(t) ≤ Γ1t−1 for 2 ≤ t < ∞ and some universal, positive,
finite number Γ1, in particular Lip f |R ∩ {s : s ≥ 2} <∞.
To prove (1), one estimates
´
C(T,0,R)∼C(T,0,2) dist(z, PR)
2 d(H 2 xN)z ≤ Γ2(a1 + a2)
where Γ2 is a universal, positive, finite number and
a1 =
´
B(0,R)∼B(0,2)
| log(2R)− log(2|x|)|2 dL 2x,
a2 =
´
B(0,R)∼B(0,2)
| log(2|x|)− f(|x|)|2 dL 2x.
Concerning a1, note
a1 = 2π
´ R
2 | log(t/R)|
2t dL 1t ≤ 2πR2
´ 1
0 | log(t)|
2t dL 1t <∞.
To estimate a2, define h : R ∩ {t : t > 0} → R by h(t) = t1/2 and note for
2 ≤ t <∞
| log(2t)− log(t+ (t2 − 1)1/2)| ≤ Lip(log |R ∩ {s : s ≥ t})|t− (t2 − 1)1/2|
≤ t−1 Lip(h|R ∩ {s : s ≥ (t2 − 1)}) ≤ t−12−1(t2 − 1)−1/2 ≤ 2−1/2t−2,
hence a2 ≤ π
´ R
2 t
−3 dL 1t ≤ π/8. Together, the estimates for a1 and a2 yield
(1). By 4.1, it follows
‖Tan(N, z)♮ − T♮‖ ≤ f
′(|p(z)|) ≤ Γ1|p(z)|
−1
for z ∈ N ∼C(T, 0, 2), hence by 4.1 with S, S1, S2 replaced by T , Tan(N, z), T ,
|Tan(N, z)♮ − T♮| ≥ ‖Tan(N, z)♮ − T♮‖ ≥ f
′(|p(z)|)/2 ≥ (2Γ1)
−1|p(z)|−1
for z ∈ N ∼C(T, 0, 2Γ1). Noting for 2 ≤ R <∞
f(t) ≤ f(R) ≤ 2R for 1 ≤ t ≤ R, N ∩C(T, 0, R) ⊂ R3 ∩B(0, 3R),
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this implies for 2 sup{Γ1, 1} ≤ R <∞ that
´
R3∩B(0,3R)
|Tan(N, z)♮ − T♮|
2 d(H 2 xN)z
≥
´
C(T,0,R)∼C(T,0,2Γ1)
|Tan(N, z)♮ − T♮|
2 d(H 2 xN)z
≥ (2Γ1)
−2
´ R
2Γ1
t−1 dL 1t = (2Γ1)
−2 log(R/(2Γ1)).
Since
´
R3∩B(0,2) |Tan(N, z)♮ − T♮|
2 d(H 2 xN)z > 0, one infers (2).
4.3. The following situation will be studied: m,n ∈ P, m < n, 1 ≤ p ≤ ∞, U
is an open subset of Rn, V ∈ Vm(U), ‖δV ‖ is a Radon measure and, if p > 1,
(δV )(g) = −
´
g(z) • h(V ; z) d‖V ‖(z) whenever g ∈ D(U,Rn),
h(V ; ·) ∈ Lp(‖V ‖ xK,R
n) whenever K is a compact subset of U.
If p <∞ then the measure ψ is defined by
ψ = ‖δV ‖ if p = 1, ψ = |h(V ; ·)|p‖V ‖ if p > 1.
4.4. Suppose m, n, p = 1, U and V are as in 4.3. Then δV ∈ D ′(U,Rn) will be
extended to L1(‖δV ‖,Rn) by continuity with respect to ‖δV ‖(1) and (δV )(g)
will be used to denote this extension for g ∈ L1(‖δV ‖,Rn) as in [Fed69, 4.1.5].
4.5 Lemma. Suppose m,n ∈ P, m ≤ n, U is an open subset of Rn, and
V ∈ RVm(U).
Then the following four statements hold:
(1) If f : U → R is ‖V ‖ measurable and A denotes the set of all z ∈ U
such that f is (‖V ‖,m) approximately differentiable at z, then A is ‖V ‖
measurable and (‖V ‖,m) apDf(z)◦Tanm(‖V ‖, z)♮ depends ‖V ‖ xA mea-
surably on z.
(2) If f : U → R is Lipschitzian, then f is (‖V ‖,m) approximately differen-
tiable at ‖V ‖ almost all z.
(3) If fi : U → R is a sequence of functions converging locally uniformly to
f : U → R and sup{Lip fi : i ∈ P} <∞, then
´
〈g(z), (‖V ‖,m) apDfi(z)〉 d‖V ‖z →
´
〈g(z), (‖V ‖,m) apDf(z)〉 d‖V ‖z
as i → ∞ whenever g ∈ L1(‖V ‖,Rn) with g(z) ∈ Tan
m(‖V ‖, z) for ‖V ‖
almost all z.
(4) If f : U → Rn is a Lipschitzian function with compact support in U and
‖δV ‖ is a Radon measure, then (see 4.4)
δV (f) =
´
S♮ • ((‖V ‖,m) apDf(z) ◦ S♮) dV (z, S).
Proof of (1) and (2). Since ‖V ‖(U ∩ {z :Θ∗m(‖V ‖, z) =∞}) = 0, a set B is
‖V ‖ measurable if and only if B ∩ {z :Θ∗m(‖V ‖, z) > 0} is H m measurable by
[Fed69, 2.10.19 (1) (3)]. Hence (1) and (2) follow from [Fed69, 3.2.17–19, 3.1.4,
2.10.19 (4), 2.9.9].
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Proof of (3). Clearly, the assertion needs only to be verified for elements g of
some subset X of L1(‖V ‖,Rn) whose span is ‖V ‖(1) dense in L1(‖V ‖,R
n) ∩
{g : g(z) ∈ Tanm(‖V ‖, z) for z ∈ U}. Therefore one may first assume ‖V ‖ =
H m xW for some (H m,m) rectifiable and H m measurable subset of U by
[Fed69, 3.2.19, 2.10.19 (4), 2.9.9] and then m = n, ‖V ‖ = Lm by [Fed69,
3.2.17–20, 3.1.5, 2.9.11]. This case can be treated with X = D(Rm,Rm) using
partial integration.
Proof of (4). (3) readily implies (4) by means of convolution.
4.6 Remark. Concerning the possible use of (‖V ‖,m) approximate differentials
for a similar purpose, see Federer [Fed86, §2, p. 415]. Also, an argument similar
to the proof of (3) and (4) is indicated in Hutchinson [Hut90, p. 60].
4.7 Lemma. Suppose m, n, p, U , V , and ψ are as in 4.3, p < m, V ∈
RVm(U), Θ
m(‖V ‖, z) ≥ 1 for ‖V ‖ almost all z, K is a compact subset of U ,
0 < δ ≤ 140 , and H is the set of all z ∈ spt ‖V ‖ such that
‖V ‖B(z, r) ≥ δm(γ(m)m)−mrm whenever 0 < r <∞, B(z, r) ⊂ K.
Then there exists a Baire function f : U → R∩ {t : 0 ≤ t ≤ 1} satisfying for
g ∈ D(U,Rn)
Rn ∩ {z : f(z) 6= 0} ⊂ K, ‖V ‖(U ∩ {z : f(z) 6= 1}∼H) = 0,
f is (‖V ‖,m) approximately differentiable at ‖V ‖ almost all z,
´
S♮ •Dg(z)f(z) dV (z, S) = δV (fg)−
´
〈S♮(g(z)), apDf(z)〉 dV (z, S),
‖V ‖(p)(| apDf |) ≤ δ(400)
m ψ(K)1/p,
‖V ‖(U ∩ {z : f(z) 6= 0}) ≤ Γψ(K)m/(m−p)
(see 4.4) where Γ = ((400)mγ(m)m)mp/(m−p).
Proof. Let B = (U ∼H) ∩ {z :Θm∗ (‖V ‖, z) ≥ 1} and assume B 6= ∅. First, the
following assertion will be shown: Whenever z ∈ B there exists 0 < t <∞ such
that B(z, 10t) ⊂ K and
t−1‖V ‖B(z, 10t))1/p ≤ δ(400)m ψ(B(z, t))1/p,
‖V ‖B(z, 10t) ≤ Γψ(B(z, t))m/(m−p).
For this purpose choose 0 < r <∞ with B(z, r) ⊂ K and
‖V ‖B(z, r) ≤ δm(γ(m)m)−mrm,
let P denote the set of all 0 < t ≤ r such that
‖V ‖B(z, t) ≤ (20δ)m(γ(m)m)−mtm
and Q the set of all 0 < t ≤ r20 such that {s : t ≤ s ≤ 20t} ⊂ P . One notes for
r
20 ≤ s ≤ r
s−m‖V ‖B(z, s) ≤ (20)mr−m‖V ‖B(z, r) ≤ (20δ)m(γ(m)m)−m,
20
hence r20 ∈ Q. Let ̺ = inf Q and note ̺ > 0 since 20δ < 1 and (γ(m)m)
−m ≤
α(m). Clearly, {s : ̺ ≤ s ≤ 20̺} ⊂ P . Also, whenever ̺ ≤ s ≤ 20̺
s−m‖V ‖B(z, s) ≥ (20)−m̺−m‖V ‖B(z, ̺) = δm(γ(m)m)−m
because ̺ ∈ Clos({s : s < ̺}∼P ).
Define α : {s : 0 < s < r} → R and β : {s : 0 < s < r} → R by
α(s) = ‖V ‖B(z, s), β(s) = ψ(B(z, s))1/p
whenever 0 < s < r. Then by 3.2
γ(m)−1 ≤ α(s)1/m−1(‖δV ‖B(z, s) + α′(s))
for L 1 almost all 0 < s < r, hence by Ho¨lder’s inequality
(mγ(m))−1 ≤ α(s)1/m−1/pβ(s) + (α1/m)′(s)
for L 1 almost all 0 < s < r. This inequality implies the existence of ̺ < t < 2̺
satisfying
t−1α(10t)1/p ≤ δ(400)mβ(t);
in fact if this were not the case, then for L 1 almost all ̺ < s < 2̺, recalling
{s, 10s} ⊂ P ,
(γ(m)m)−1 − (α1/m)′(s) < α(s)1/m−1/p(400)−mδ−1s−1α(10s)1/p
≤ (1/2)(γ(m)m)−1,
(20δ)(γ(m)m)−1 ≤ (1/2)(γ(m)m)−1 < (α1/m)′(s),
hence, using α1/m(̺) = (20δ)(γ(m)m)−1̺ and [Fed69, 2.9.19] or [AFP00, 3.29],
one would obtain for ̺ < s < 2̺
α1/m(s) ≥ α1/m(̺) +
´ s
̺
(α1/m)′(t) dL 1t > (20δ)(γ(m)m)−1s, s /∈ P.
The second part of the assertion now follows, noting 10t ≤ 20̺, from
‖V ‖(B(z, 10t))1/p−1/m ≤ t−1δ−1γ(m)m ‖V ‖(B(z, 10t))1/p
≤ (400)mγ(m)mψ(B(z, t))1/p.
By the preceding assertion and Vitali’s covering theorem, see e.g. [Fed69,
2.8.5] or [Sim83, 3.3], there exist a nonempty, countable set I and zi ∈ B,
0 < ti <∞ and ui : U → R for i ∈ I such that
ui(z) = sup{0, 1− dist(z,B(zi, 5ti))/ti} for z ∈ U , i ∈ I,
sptui ⊂ B(zi, 10ti) ⊂ K for i ∈ I,
B(zi, ti) ∩B(zj , tj) = ∅ whenever i, j ∈ I, i 6= j,
‖V ‖(p)(| apDui|) ≤ δ(400)
m ψ(B(zi, ti))
1/p,
‖V ‖B(zi, 10ti) ≤ Γψ(B(zi, ti))
m/(m−p),
B ⊂
⋃
{B(zi, 5ti) : i ∈ I}.
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Define vJ : U → R by
vJ (z) = sup({0} ∪ {uj(z) : j ∈ J}) for z ∈ U
whenever J ⊂ I, and f = vI . Note 0 ≤ f ≤ 1 and
ui(z) = 1 whenever z ∈ B(zi, 5ti), i ∈ I, f(z) = 1 for z ∈ B.
Noting 4.5 (2) and defining g = sup{| apDui| : i ∈ I}, one estimates for J ⊂ I
‖V ‖(p)(g)
p ≤
∑
i∈I‖V ‖(p)(| apDui|)
p
≤ δp(400)mp
∑
i∈Iψ(B(zi, ti)) ≤ δ
p(400)mpψ(K),
‖V ‖(U ∩ {z : f(z) > vJ (z)})
≤
∑
i∈I ∼ J‖V ‖B(zi, 10ti) ≤ Γ
∑
i∈I ∼ Jψ(B(zi, ti))
m/(m−p)
≤ Γ
(∑
i∈I ∼ JψB(zi, ti)
)m/(m−p)
≤ Γψ(K)m/(m−p).
Choose a sequence J(k) with J(k) ⊂ J(k + 1) ⊂ I, cardJ(k) < ∞ for k ∈ P
and
⋃
{J(k) : k ∈ P} = I. Then
‖V ‖
(
U ∩
⋂{
{z : f(z) > vJ(k)(z)} : k ∈ P
})
= 0,
hence f is (‖V ‖,m) approximately differentiable at ‖V ‖ almost all z and
sup{| apDvJ(k)(z)|, | apDf(z)|} ≤ g(z) for ‖V ‖ almost all z,
‖V ‖(p)(| apDvJ(k) − apDf |)→ 0 as k →∞
by [Fed69, 2.10.19 (4)] or [Sim83, 3.5] and 4.5 (1). The integral formula holds
with f replaced by vJ(k) for k ∈ P by 4.5 (4), hence, taking the limit k → ∞,
also for f .
4.8 Remark. The function f cannot be required to be continuous at ‖V ‖ almost
all z. To prove this letmp/(m−p) < η <∞, n = m+1, U = Rn, apply [Men09,
1.2] with α1q1 = α2q2 = η to obtain µ and T and define V by the requirement
‖V ‖ = µ. Take ξ ∈ T with Θm(ψ, ξ) = 0; the existence of such ξ follows from
[Fed69, 2.10.19 (4)] or [Sim83, 3.5] as ψ(T ) = 0. (Alternately, it follows from
the estimates in [Men09, 1.2] that one can take any ξ ∈ T .) Let 0 < r ≤ 1 and
K = B(ξ, 2r). One verifies the existence of ε > 0 depending only on V , δ, η,
and m such that
B(ξ, r) ∩ {z : 0 < dist(z, T ) ≤ ε} ∩H = ∅.
Therefore any such function f would have to satisfy f(z) = 1 for ‖V ‖ almost
all z ∈ T ∩U(ξ, r), hence
‖V ‖(U ∩ {z : f(z) 6= 0}) ≥ α(m)rm
which would be incompatible with the last inequality of 4.7 for small r even if
Γ would be allowed to depend additionally on V and δ.
4.9. If a ≥ 0, b ≥ 0, c > 0 and d > 0 then
inf{atc + bt−d : 0 < t <∞} =
(
(d/c)c/(c+d) + (d/c)−d/(c+d)
)
ad/(c+d)bc/(c+d).
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4.10 Lemma. Suppose m, n, p, U , V , and ψ are as in 4.3, p < m, V ∈
RVm(U), Θ
m(‖V ‖, z) ≥ 1 for ‖V ‖ almost all z, K is a compact subset of U ,
H is the set of all z ∈ spt ‖V ‖ such that
‖V ‖B(z, r) ≥ (40)−m(γ(m)m)−mrm whenever 0 < r <∞, B(z, r) ⊂ K,
φ ∈ D0(U), 0 ≤ φ ≤ 1, sptφ ⊂ K, 1 ≤ q ≤ ∞, 1/p + 1/q ≥ 1, a ∈ Rn,
T ∈ G(n,m), h : U → R with h(z) = dist(z − a, T ) for z ∈ U , and
α = ψ(K)1/p, β =
(´
φ(z)2|S♮ − T♮|
2 dV (z, S)
)1/2
,
γ = (φ2‖V ‖ xH)(q)(h) if q <∞,
γ = sup{h(z) : z ∈ spt ‖V ‖, φ(z) > 0} if q =∞,
ξ = (‖V ‖ xH)(2)(|Dφ|h).
Then
β2 ≤ Γ
(
αmp/(m−p) + (αγ)1/(1/p+1/q)
)
+ (16 + 4m)ξ2
where Γ is a positive, finite number depending only on m, p, and q.
Proof. Assume a = 0, hence h(z) = |T⊥♮ (z)| for z ∈ U . Use 4.7 with δ =
1
40 to
obtain f and define V1, V2 ∈ RVm(U) by
V1(A) =
´ ∗
A
f(z) dV (z, S) for A ⊂ U ×G(n,m)
and V2 = V − V1. Using [Fed69, 2.10.19 (4)] or [Sim83, 3.5], one remarks
f(z) = 1 and apDf(z) = 0 for ‖V ‖ almost all z ∈ U ∼H,
´
φ(z)2|S♮ − T♮|
2 dV1(z, S) ≤ 4mΓ4.7(m, p)α
mp/(m−p),
‖δV2‖ ≤ (1− f)‖δV ‖+ | apDf |‖V ‖, ‖V ‖(p)(| apDf |) ≤ (400)
mα.
Defining g = φ2(T⊥♮ |U), one obtains
´
φ(z)2|S♮ − T♮|
2 dV2(z, S) ≤ 4|(δV2)(g)|+ 16ξ
2
as in [Bra78, 5.5]. If 1/p+ 1/q = 1 then the conclusion is a consequence of the
preceding remarks and Ho¨lder’s inequality. Therefore suppose 1/p + 1/q > 1,
hence p <∞ and q <∞.
Letting 0 < t < ∞, r = 1 − q(1 − 1/p), and defining η : {s : 0 ≤ s < ∞} →
{s : 0 ≤ s ≤ 1} by η(s) = inf{1, ts−r} for 0 ≤ s < ∞, one observes 0 < r ≤ 1
and
0 ≤ sη(s) ≤ ts1−r whenever 0 < s <∞,
|sη′(s)|+ |1− η(s)| ≤ 1 whenever t1/r < s <∞.
Moreover, defining η1 : U → Rn, η2 : U → Rn by
η1(z) = η(|T
⊥
♮ (z)|)T
⊥
♮ (z), η2(z) = (1− η(|T
⊥
♮ (z)|))T
⊥
♮ (z)
whenever z ∈ U ,
Z1 = U ∩
{
z : 0 < h(z) < t1/r
}
, Z2 = U ∩
{
z : t1/r < h(z)
}
,
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one notes η1 + η2 = T
⊥
♮ |U and computes
〈v,Dη2(z)〉 = −η
′(|T⊥♮ (z)|)
T⊥♮ (z) • v
|T⊥♮ (z)|
T⊥♮ (z) + (1− η(|T
⊥
♮ (z)|))T
⊥
♮ (v)
for z ∈ Z2, v ∈ Rn, hence
‖Dη2(z)‖ ≤ 1 for z ∈ Z2
and for z ∈ U
|η1(z)| ≤ th(z)
1−r if r < 1, |η1(z)| ≤ t if r = 1.
Letting g1 = φ
2η1, g2 = φ
2η2, one notes g1 + g2 = g and infers |g1| = φ2|η1|,
‖Dg2(z)‖ ≤ 2φ(z)|Dφ(z)|h(z) + φ
2(z)‖Dη2(z)‖
≤ 2φ2(z) + |Dφ(z)|2h(z)2 ≤ 2φ2(z)t−q/rh(z)q + |Dφ(z)|2h(z)2
for z ∈ Z2. Since Dg2(z) = 0 for z ∈ Z1 and φ, Dφ, and h are continuous,
approximating g1 and g2 by smooth functions yields that |(δV2)(g)| does not
exceed
t‖δV2‖(φ
2h1−r) +m‖V2‖
(
2t−q/rφ2hq + |Dφ|2h2
)
if r < 1,
t‖δV2‖(φ
2) +m‖V2‖
(
2t−qφ2hq + |Dφ|2h2
)
if r = 1,
hence, using Ho¨lder’s inequality and recalling the remarks of the first paragraph,
one obtains
|(δV2)(g)| ≤ t(800)
mαγ1−r + 2mt−q/rγq +mξ2 if r < 1,
|(δV2)(g)| ≤ t(800)
mα+ 2mt−qγq +mξ2 if r = 1.
The conclusion is now a consequence of 4.9.
4.11 Remark. Using the inequality relating arithmetic and geometric means (cf.
[Fed69, 2.4.13]), one obtains for 0 < λ <∞
(αγ)1/(1/p+1/q) ≤ 2(1/p+1/q)−12(1/p+1/q) (α/λ)
2
2(1/p+1/q)−1 + 12(1/p+1/q) (λγ)
2.
Note, concerning the exponent of α, if 1/q = 1/2 − 1/m, then 22(1/p+1/q)−1 =
mp
m−p .
4.12 Remark. The estimate for |(δV2)(g)| is adapted from Brakke [Bra78, 5.5]
where p ∈ {1, 2} and q = 2.
4.13 Remark. One cannot replace h by the distance from two planes parallel
to T , as may be seen from the estimates for the catenoid in 4.2 considering
R → ∞. This behaviour is in contrast to the Sobolev Poincare´ type inequality
in [Men10a, 4.4].
4.14 Lemma. Suppose m, n, p, U , and V are as in 4.3, φ ∈ D0(U), φ ≥ 0,
1 ≤ q ≤ ∞, 1/p + 1/q ≥ 1, a ∈ Rn, T ∈ G(n,m), h : U → R with h(z) =
dist(z − a, T ) for z ∈ U , and
α = ‖δV ‖(φ2) if p = 1, α = (φ2‖V ‖)(p)(h(V ; ·)) if p > 1,
β =
(´
φ(z)2|S♮ − T♮|
2 dV (z, S)
)1/2
, ξ = (‖V ‖)(2)(|Dφ|h),
γ = (φ2‖V ‖)(q)(h) if q <∞, γ = (φ
2‖δV ‖)(∞)(h) if q =∞.
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Then
β2 ≤ Γ(αγ)1/(1/p+1/q) + (16 + 4m)ξ2
where Γ is a positive, finite number depending only on m, p, and q.
Proof. The proof of 4.10 has been designed such that a proof of the present
assertion results when the arguments involving the function f are omitted.
5 Approximation by QQ(R
n−m) valued functions
The purpose of this section is to establish the necessary adaptions and ex-
tensions of the approximation by QQ(R
n−m) valued functions carried out in
[Men10a, 3.15]. This is done in 5.7 (1)–(8) and supplemented by a basic es-
timate concerning the partial differential equation satisfied by the “average”
of the approximating function in 5.7 (9) leaving the estimates more directly re-
lated to the purposes of the present paper to Section 9. The results are based on
those in [Men10a, §3]. To effectively treat measurability questions the concept
of universal measurability is recalled in 5.1–5.5.
5.1 Definition. A subset of a topological space X is called universally measur-
able if and only if it is measurable with respect to every measure φ on X which
has the property that all closed sets are φ measurable.
A function between topological spaces is universally measurable if and only
if every preimage of an open set is universally measurable.
5.2 Remark. Among the basic properties of the concept of universal measura-
bility are the following:
(1) The universally measurable sets form a Borel family containing the Borel
sets. (Note that “Borel family” is termed “σ-algebra” in [Sim83, 1.1] and
“tribe” in [CV77, III, §0].)
(2) The preimage of a Borel set under a universally measurable function is
universally measurable.
(3) The preimage of a universally measurable set under a Borel function is
universally measurable.
(4) If X is a complete separable metric space, A is a Borel subset of X , Y is
a Hausdorff space and f : X → Y is continuous then f [A] is universally
measurable.
(1) is evident and implies (2), (3) is readily verified by means of [Fed69, 2.1.2]
and (4) is a consequence of [Fed69, 2.2.13].
5.3 Example. The following classical example illustrates the use of 5.2 (4) in
the proof of 5.7 (6). There exists a Borel subset A of R2 and an orthogonal
projection f : R2 → R such that f [A] is not a Borel subset of R. A proof may
be obtained by appropriately combining the results in [Fed69, 2.2.9, 11].
5.4 Remark. The present definition can be shown to be a special case of the
concept introduced in [CV77, III.21].
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5.5 Lemma. Suppose X is a complete, separable metric space, Y is a Hausdorff
topological space, f : X → Y is continuous, B is a Borel subset of X, and
g : B → {t : 0 ≤ t ≤ ∞} is a Borel function.
Then h : Y → {t : 0 ≤ t ≤ ∞} defined by
h(y) =
∑
B∩f−1[{y}]
g whenever y ∈ Y
is universally measurable.
Proof. One may adapt [Fed69, 2.10.10, 2.3.2 (4)–(6), 2.3.3] by use of 5.2 (1) (4)
to obtain the conclusion.
5.6 Lemma. Suppose X, Y are normed vector spaces, f : X → Y is of class
1, a ∈ X, 0 < r < ∞, Q ∈ P, xi ∈ B(a, r) for i = 1, . . . , Q, and γ =
Lip(Df |B(a, r)).
Then ∣∣∣∣∣ 1Q
Q∑
i=1
f(xi)− f
(
1
Q
Q∑
i=1
xi
)∣∣∣∣∣ ≤ γr2.
Proof. Let P : X → Y by defined by P (x) = f(a) + 〈x− a,Df(a)〉 for x ∈ X .
Then for x ∈ B(a, r)
|f(x)− P (x)| =
∣∣〈x− a, ´ 10Df(a+ t(x− a))−Df(a) dL 1t〉∣∣ ≤ (γ/2)r2.
Since 1Q
∑Q
i=1 P (xi) = P (Q
−1
∑Q
i=1 xi), this implies the conclusion.
5.7 Lemma. Suppose n,Q ∈ P, 0 < L <∞, 1 ≤M <∞, and 0 < δi ≤ 1 for
i ∈ {1, 2, 3, 4, 5}.
Then there exists a positive, finite number ε with the following property.
If m ∈ P, m < n, 0 < r <∞, 0 < h ≤ ∞, h > 2δ4r, T = imp∗,
U = (Rm ×Rn−m) ∩ {(x, y) : dist((x, y),C(T, 0, r, h)) < 2r},
V ∈ IVm(U), ‖δV ‖ is a Radon measure,
(Q − 1 + δ1)α(m)r
m ≤ ‖V ‖(C(T, 0, r, h)) ≤ (Q + 1− δ2)α(m)r
m,
‖V ‖(C(T, 0, r, h+ δ4r)∼C(T, 0, r, h− 2δ4r)) ≤ (1− δ3)α(m)r
m,
‖V ‖(U) ≤Mα(m)rm,
0 < δ ≤ ε, B denotes the set of all z ∈ C(T, 0, r, h) with Θ∗m(‖V ‖, z) > 0 such
that
either ‖δV ‖B(z, ̺) > δ ‖V ‖(B(z, ̺))1−1/m for some 0 < ̺ < 2r,
or
´
B(z,̺)×G(n,m)|S♮ − T♮| dV (ξ, S) > δ ‖V ‖B(z, ̺) for some 0 < ̺ < 2r,
A = C(T, 0, r, h)∼B, A(x) = A ∩ {z :p(z) = x} for x ∈ Rm, X1 is the set of
all x ∈ Rm ∩B(0, r) such that∑
z∈A(x)Θ
m(‖V ‖, z) = Q and Θm(‖V ‖, z) ∈ P ∪ {0} for z ∈ A(x),
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X2 is the set of all x ∈ Rm ∩B(0, r) such that∑
z∈A(x)Θ
m(‖V ‖, z) ≤ Q− 1 and Θm(‖V ‖, z) ∈ P ∪ {0} for z ∈ A(x),
N = Rm ∩ B(0, r)∼(X1 ∪ X2), and f : X1 → QQ(Rn−m) is characterised by
the requirement
Θm(‖V ‖, z) = Θ0(‖f(x)‖,q(z)) whenever x ∈ X1 and z ∈ A(x),
then the following nine statements hold:
(1) X1 and X2 are universally measurable, and L
m(N) = 0.
(2) A and B are Borel sets and
q[A ∩ spt ‖V ‖] ⊂ B(0, h− δ4r).
(3) p[A ∩ {z :Θm(‖V ‖, z) = Q}] ⊂ X1.
(4) The function f is Lipschitzian with Lip f ≤ L.
(5) For Lm almost all x ∈ X1 the following is true:
(a) The function f is approximately strongly affinely approximable at x.
(b) If (x, y) ∈ graphQ f then
Tanm(‖V ‖, (x, y)) = Tan
(
graphQ apAf(x), (x, y)
)
∈ G(n,m).
(6) If a ∈ C(T, 0, r, h), 0 < ̺ ≤ r − |p(a)|, |q(a)|+ δ4̺ ≤ h, and
Ba,̺ = C(T, a, ̺, δ4̺) ∩B,
Ca,̺ = B(p(a), ̺)∼(X1∼p[Ba,̺]),
Da,̺ = C(T, a, ̺, δ4̺) ∩ p
−1[Ca,̺],
then Ba,̺ is a Borel set and Ca,̺ and Da,̺ are universally measurable.
(7) If a, ̺, Ba,̺, Ca,̺, and Da,̺ are as in (6) and
graphQ f |B(p(a), ̺) ⊂ C(T, a, ̺, δ4̺/2),
‖V ‖(C(T, a, ̺, δ4̺)) ≥ (Q− 1/4)α(m)̺
m,
then
L
m(Ca,̺) + ‖V ‖(Da,̺) ≤ Γ(7) ‖V ‖(Ba,̺)
with Γ(7) = 3 + 2Q+ (12Q+ 6)5
m.
(8) Suppose H denotes the set of all z ∈ C(T, 0, r, h) such that
‖δV ‖U(z, 2r) ≤ ε ‖V ‖(U(z, 2r))1−1/m,
´
U(z,2r)×G(n,m)
|S♮ − T♮| dV (z, S) ≤ ε ‖V ‖U(z, 2r),
‖V ‖B(z, ̺) ≥ δ5α(m)̺
m for 0 < ̺ < 2r.
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Then there exists a positive, finite number ε(8) depending only on m, δ2,
and δ4 with the following property:
If c ∈ Rm ∩U(0, r), 0 < ̺ ≤ r − |c|, Lm(B(c, ̺)∼X1) ≤ ε(8)α(m)̺
m,
∅ 6= P ⊂ C(T,p∗(c), ̺), for every z ∈ P and x ∈ B(c, ̺) there exists y
with (x, y) ∈ P and |y − q(z)| ≤ |x− p(z)|, and d : C(T,p∗(c), ̺, h)→ R
and g : X1 ∩B(c, ̺)→ R are defined by
d(z) = inf{|q(ξ − z)| : ξ ∈ P,p(ξ) = p(z)} for z ∈ C(T,p∗(c), ̺, h),
g(x) = sup{d(x, y) : y ∈ spt f(x)} for x ∈ X1 ∩B(c, ̺),
then Lip d ≤ 21/2, Lip g ≤ 21/2(1 + L), and
(‖V ‖ xH ∩C(T,p∗(c), ̺, h))(q)(d)
≤ Γ(8)Q
(
(L m xB(c, ̺) ∩X1)(q)(g) +L
m(B(c, ̺)∼X1)
1/q+1/m
)
whenever 1 ≤ q ≤ ∞ where Γ(8) is a positive, finite number depending
only on m.
(9) If a, ̺, Ca,̺, Da,̺ are as in (6),
graphQ f |B(p(a), ̺) ⊂ C(T, a, ̺, δ4̺/2),
g : Rm → Rn−m, Lip g < ∞, g|X1 = ηQ ◦ f , τ ∈ Hom(R
m,Rn−m),
θ ∈ D(Rm,Rn−m), η ∈ D0(Rn−m),
spt θ ⊂ U(p(a), ̺), 0 ≤ η(y) ≤ 1 for y ∈ Rn−m,
spt η ⊂ U(q(a), δ4̺), B(q(a), δ4̺/2) ⊂ Int(R
n−m ∩ {y : η(y) = 1}),
and Ψ§ denotes the nonparametric integrand associated to the area inte-
grand Ψ, then∣∣Q´ 〈Dθ(x), DΨ§0(Dg(x))〉 dL mx− (δV )((η ◦ q) · (q∗ ◦ θ ◦ p))∣∣
≤ γ1Qm
1/2 Lip g
´
Ca,̺
|Dθ| dL m
+ γ2
´
Ea,̺ ∼Ca,̺
|Dθ(x)|| apAf(x) (+)(−τ)|2 dL mx
+m1/2
´
Da,̺
|D((η ◦ q) · (q∗ ◦ θ ◦ p))| d‖V ‖
where
γ1 = sup ‖D
2Ψ§0‖[B(0,m
1/2 Lip g)],
γ2 = Lip
(
D2Ψ§0|B(0,m
1/2(L+ 2‖τ‖))
)
,
Ea,̺ = B(p(a), ̺) ∩X1 ∩ {x :Θ
0(‖f(x)‖, g(x)) 6= Q}.
Choice of constants. One can assume 2L ≤ δ4 and δ5 ≤ (2γ(m)m)
−m/α(m)
whenever m ∈ P with m < n.
Choose 0 < s0 < 1, 0 < s < 1 close to 1 satisfying
(s−20 − 1)
1/2 ≤ δ4/2, (s
−2 − 1)1/2 ≤ inf{δ4/4, L}
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and define ε > 0 so small that
1− nε2 ≥ 1/2, (1− nε2)(Q− 1/4) ≥ Q− 1/2
and not larger than the infimum of the following numbers corresponding to
m ∈ P with m < n
ε3.14(m,n,Q, L,M, δ1, δ2, δ3, δ4, δ5), (2γ(m))
−1,
ε3.10(n,Q+ 1,M, inf{δ2/2, (2γ(m)m)
−m/α(m)}, s) ε3.10(n,Q,M, 1/4, s),
ε3.12(m,n, 1, δ2, 0, s0,M).
Clearly, δ satisfies the same inequalities as ε and one can assume r = 1.
Proof of (1) (2) (4) (5). By 3.14 (2), 5.2 (2) and 5.5 the sets X1 and X2 are uni-
versally measurable. Hence the assertion follows from 3.14 (1) (2) (3) (4).
Proof of (3). Let η = inf{δ2/2, (2γ(m)m)−m/α(m)}, consider z ∈ A with
Θm(‖V ‖, z) = Q, Z = A(p(z)), note, using (2), that
U(ξ − p∗(p(z)), 1) ∩ {κ : |T♮(κ− ξ) > s|κ− ξ|} ⊂ C(T, 0, 1, h)
for ξ ∈ A(p(z)) and apply 3.10 with
Q, δ, d, r, t, and f
replaced by Q+ 1, η, 1, 2, 1, and τ−p∗(p(z))|Z
to obtain
∑
ξ∈A(p(z))Θ
m
∗ (‖V ‖, ξ) < Q+ η, hence 3.4 implies (3).
Proof of (6). Recalling (2), the set p[Ba,̺] is universally measurable by 5.2 (4),
hence Ca,̺, Da,̺ are universally measurable sets by (1) and 5.2 (1) (3).
Proof of (7). Let ν denote the Radon measure characterised by
ν(Z) =
´
Z
‖
∧
m(p|S)‖ dV (z, S)
whenever Z is a Borel subset of U , and note
|S♮ − T♮| ≤ ε for V almost all (z, S) ∈ A×G(n,m),
hence 1 − ‖
∧
m(p|S)‖ ≤ 1 − ‖
∧
m(T♮|S)‖
2 ≤ mε2 for those (z, S) by 3.13.
Therefore
(1−mε2) ‖V ‖ xA ≤ ν xA.
This implies the coarea estimate
(1 −mε2) ‖V ‖
(
C(T, a, ̺, δ4̺) ∩ p
−1[W ]
)
≤ ‖V ‖
(
Ba,̺ ∩ p
−1[W ]
)
+QLm(X1 ∩W ) + (Q− 1)L
m(X2 ∩W )
for every subset W of Rm; in fact the estimate holds for every Borel set by the
coarea formula, see e.g. [Fed69, 3.2.22 (3)] or [Sim83, 12.7], and p#(‖V ‖ xBa,̺)
is a Radon measure by [Fed69, 2.2.17]. In particular, taking W = B(p(a), ̺)
yields
(1−mε2)‖V ‖(C(T, a, ̺, δ4̺)) ≤ ‖V ‖(Ba,̺) +Qα(m)̺
m,
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thus one can assume, since 8Q+ 6 ≤ Γ(7), that
‖V ‖(Ba,̺) ≤
1
4α(m)̺
m.
Next, it will be shown that this assumption implies
L
m(X1 ∩B(p(a), ̺)) > 0;
in fact, using the coarea estimate with W = B(p(a), ̺), one obtains
(Q − 1/2)α(m)̺m
≤ (1−mε2)‖V ‖(C(T, a, ̺, δ4̺))
≤ ‖V ‖(Ba,̺) +QL
m(X1 ∩B(p(a), ̺)) + (Q− 1)L
m(X2 ∩B(p(a), ̺))
≤ (Q − 1/2)α(m)̺m +L m(X1 ∩B(p(a), ̺))−
1
4L
m(X2 ∩B(p(a), ̺)),
L
m(X2 ∩B(p(a), ̺)) ≤ 4L
m(X1 ∩B(p(a), ̺)), L
m(X1 ∩B(p(a), ̺)) > 0.
In order to estimate L m(X2∩B(p(a), ̺)), the following assertion will be proven.
If x ∈ X2∩B(p(a), ̺) and Θ
m(L m xRm∼X2, x) = 0, then there exist ζ ∈ Rm
and 0 < t <∞ with
x ∈ B(ζ, t) ⊂ B(p(a), ̺), LmB(ζ, 5t) ≤ 6 · 5m ‖V ‖
(
Ba,̺ ∩ p
−1[B(ζ, t)]
)
.
Since L m(X1 ∩B(p(a), ̺)) > 0, some element B(ζ, t) of the family of balls
{B((1− θ)x + θp(a), θ̺) : 0 < θ ≤ 1}
will satisfy
x ∈ B(ζ, t) ⊂ B(p(a), ̺), 0 < L m(X1 ∩B(ζ, t)) ≤
1
2L
m(X2 ∩B(ζ, t)).
Hence there exists η ∈ X1 ∩U(ζ, t). Noting for ξ ∈ A(η) with Θ
m(‖V ‖, ξ) > 0
U(τp∗(ζ−η)(ξ), t) ⊂ p
−1[B(ζ, t)], ξ ∈ spt f(η) ⊂ B(q(a), δ4̺/2),
(s−2 − 1)1/2|p(κ− ξ)| ≤ δ4t/2 ≤ δ4̺/2 for κ ∈ p
−1[B(ζ, t)],
the inclusion
U(τp∗(ζ−η)(ξ), t) ∩ {κ : |p(κ− ξ)| > s|κ− ξ|} ⊂ C(T, a, ̺, δ4̺) ∩ p
−1[B(ζ, t)]
is valid for such ξ and 3.10 can be applied with
δ, Z, d, r, and f replaced by
1/4, A(η) ∩ {ξ :Θm(‖V ‖, ξ) > 0}, t, 2,
and τp∗(ζ−η)|A(η) ∩ {ξ :Θ
m(‖V ‖, ξ) > 0}
to obtain
(Q − 1/4)α(m)tm ≤ ‖V ‖
(
C(T, a, ̺, δ4̺) ∩ p
−1[B(ζ, t)]
)
.
The coarea estimate with W = B(ζ, t) now implies
(Q − 1/2)α(m)tm − ‖V ‖(Ba,̺ ∩ p
−1[B(ζ, t)])
≤ QLm(X1 ∩B(ζ, t)) + (Q− 1)L
m(X2 ∩B(ζ, t))
= (Q − 1/2)α(m)tm + 12L
m(X1 ∩B(ζ, t))−
1
2L
m(X2 ∩B(ζ, t)),
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hence, recalling L m(X1 ∩B(ζ, t)) ≤
1
2L
m(X2 ∩B(ζ, t)),
2
3L
m(B(ζ, t)) ≤ L m(X2 ∩B(ζ, t)) ≤ 4 ‖V ‖
(
Ba,̺ ∩ p
−1[B(ζ, t)]
)
and the assertion follows.
The assumption of the last assertion is satisfied for L m almost all x ∈
X2∩B(p(a), ̺) by [Fed69, 2.9.11] or [AFP00, 3.65] and Vitali’s covering theorem,
see e.g. [Fed69, 2.8.5] or [Sim83, 3.3], implies
L
m(X2 ∩B(p(a), ̺)) ≤ 6 · 5
m‖V ‖(Ba,̺).
Clearly,
L
m(p[Ba,̺]) ≤ H
m(Ba,̺) ≤ ‖V ‖(Ba,̺).
Since Ca,̺∼N ⊂ (X2 ∩B(p(a), ̺)) ∪ p[Ba,̺], it follows
L
m(Ca,̺) ≤ (1 + 6 · 5
m)‖V ‖(Ba,̺).
Finally, applying the coarea estimate with W = Ca,̺ yields
(1−mε2)‖V ‖(Da,̺) ≤ ‖V ‖(Ba,̺) +QL
m(Ca,̺)
≤ (1 +Q+ 6Q · 5m)‖V ‖(Ba,̺)
and the conclusion follows.
Proof of (8). Choose 0 < λ ≤ 1 such that
λ ≤ inf{λ3.14 (5)(m, δ2, δ4), λ3.12(m, δ2, s0)/2}
and define ε(8) = (1/2)(λ/6)
m ≤ 1.
Suppose z1, z2 ∈ C(T,p
∗(c), ̺, h) and ξ1 ∈ P with p(ξ1) = p(z1). Then
there exists ξ2 ∈ P such that p(ξ2) = z2 and |q(ξ1 − ξ2)| ≤ |p(ξ1 − ξ2)|, hence
|q(ξ2 − z2)| ≤ |q(ξ2 − ξ1)|+ |q(ξ1 − z1)|+ |q(z1 − z2)|
≤ 21/2|z1 − z2|+ |q(ξ1 − z1)|
and Lip d ≤ 21/2.
Suppose x1, x2 ∈ X1 ∩ B(c, ̺), y1 ∈ spt f(x1). Then there exists y2 ∈
spt f(x2) with |y1 − y2| ≤ L|x1 − x2|, hence
d(x1, y1) ≤ 2
1/2|(x1, y1)− (x2, y2)|+ d(x2, y2) ≤ 2
1/2(1 + L)|x1 − x2|+ g(x2)
and Lip g ≤ 21/2(1 + L).
First, the case q < ∞ will be treated. Note A ∩ spt ‖V ‖ ⊂ H and H ∩
p−1[X1] = graphQ f by 3.14 (5), let ψ = ‖V ‖ xH ∩C(T,p
∗(c), ̺, h) and recall
(p#ψ) xX1 ≤ 2(p#(ν xH)) xX1 ≤ 2QL
n
xX1
with ν as in the proof of (7). Using
H ∩C(T,p∗(c), ̺, h) ∩ p−1[X1] ∩ {z : d(z) > γ}
⊂ H ∩ p−1[X1 ∩B(c, ̺) ∩ {x : g(x) > γ}]
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for 0 < γ <∞, one infers
(ψ xp−1[X1])(q)(d) ≤ 2Q(L
m
xX1 ∩B(c, ̺))(q)(g).
Therefore it remains to estimate (ψ xU ∼p−1[X1])(q)(d).
Whenever x ∈ B(c, ̺)∼ClosX1 there exist ζ ∈ R
m, 0 < t ≤ (2ε(8))
1/m̺ =
λ̺/6 such that
x ∈ B(ζ, t) ⊂ B(c, ̺), L m(B(ζ, t) ∩X1) = L
m(B(ζ, t)∼X1)
as may be verified by consideration of the family of closed balls
{B(θc+ (1− θ)x, θ̺) : 0 < θ ≤ (2ε(8))
1/m}.
Therefore Vitali’s covering theorem, see e.g. [Fed69, 2.8.5] or [Sim83, 3.3], yields
a countable set I and ζi ∈ Rm, 0 < ti ≤ λ̺/6 and xi ∈ X1 ∩B(ζi, ti) for each
i ∈ I such that
B(ζi, ti) ⊂ B(c, ̺), L
m(B(ζi, ti) ∩X1) = L
m(B(ζi, ti)∼X1),
B(ζi, ti) ∩B(ζj , tj) = ∅ whenever i, j ∈ I with i 6= j,
B(c, ̺)∼ClosX1 ⊂
⋃
{Ei : i ∈ I} ⊂ B(c, ̺)
where Ei = B(ζi, 5ti) ∩B(c, ̺) for i ∈ I. Let
hi = g(xi), Zi = A(xi) ∩ {ξ :Θ
m(‖V ‖, ξ) ∈ P}
for i ∈ I, J = I ∩ {i :hi ≥ 24ti}, and K = I ∼J .
In view of 3.14 (6) there holds
(ψ xU ∼p−1[X1])(q)(d)
≤ (ψ xp−1[
⋃
{Ej : j ∈ J}])(q)(d) + (ψ xp
−1[
⋃
{Ek : k ∈ K}])(q)(d).
In order to estimate the terms on the right hand side, two observations will be
useful. Firstly, if i ∈ I, z ∈ H ∩C(T,p∗(c), ̺, h) ∩ p−1[Ei], then
d(z) ≤ 24ti + hi;
in fact |p(z) − xi| ≤ 6ti ≤ λ̺ ≤ λ and 3.14 (5) yields a point ξ ∈ Zi with
|q(z − ξ)| ≤ L|p(z − ξ)|, hence
|z − ξ| ≤ (1 + L)|p(z − ξ)| = (1 + L)|p(z)− xi| ≤ 12ti,
d(z) ≤ 21/2|z − ξ|+ d(ξ) ≤ 24ti + hi.
Moreover, since
H ∩C(T,p∗(c), ̺, h) ∩ p−1[Ei] ⊂
⋃
{B(ξ, 12ti) : ξ ∈ Zi},
one may apply 3.12 (1), verifying
U(z − p∗(xi), 1) ∩ {ξ : |p(ξ − z)| > s0|ξ − z|} ⊂ C(T, 0, 1, h)
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whenever z ∈ A(xi) with the help of (2), with
δ1, s, λ, X , d, r, t, ζ, µ, and τ replaced by
1, 0, λ3.12 (1)(m, δ2, s0), Zi, 1, 2, 1, −p
∗(xi), ‖V ‖, and 12ti
to obtain the second observation, namely
ψ
(
p−1[Ei]
)
≤ (Q+ 1)α(m)(12ti)
m whenever i ∈ I.
Now, the first term will be estimated. Note, if j ∈ J , then
d(z) ≤ 2hj whenever z ∈ H ∩C(T,p
∗(c), ̺, h) ∩ p−1[Ej ],
2hj ≤ 3g(x) whenever x ∈ X1 ∩B(ζj , tj),
because
g(x) ≥ g(xj)− 4|xj − x| ≥ hj − 8tj ≥ 2hj/3.
Using this fact and the preceding observations, one estimates with J(γ) = J ∩
{j : 2hj > γ} for 0 < γ <∞
ψ
(
p−1[
⋃
{Ej : j ∈ J}] ∩ {z : d(z) > γ}
)
≤
∑
j∈J(γ)ψ
(
p−1[Ej ]
)
≤
∑
j∈J(γ)(Q + 1)α(m)(12tj)
m
≤ (Q + 1)(12)mL m
(⋃
{B(ζj , tj) : j ∈ J(γ)}
)
≤ 2(Q+ 1)(12)mLm
(⋃
{X1 ∩B(ζj , tj) : j ∈ J(γ)}
)
≤ 2(Q+ 1)(12)mLm(X1 ∩B(c, ̺) ∩ {x : g(x) > γ/3},
hence
(ψ xp−1[
⋃
{Ej : j ∈ J}])(q)(d) ≤ Q(12)
m+1(L m xX1 ∩B(c, ̺))(q)(g).
To estimate the second term, one notes
d(z) < 48tk whenever k ∈ K, z ∈ H ∩C(T,p
∗(c), ̺, h) ∩ p−1[Ek].
Therefore one estimates with K(γ) = K ∩ {k : 48tk > γ} for 0 < γ < ∞ and
u : Rm → R defined by u =
∑
i∈I tibi where bi is the characteristic function of
B(ζi, ti)
ψ
(
p−1[
⋃
{Ek : k ∈ K}] ∩ {z : d(z) > γ}
)
≤
∑
k∈K(γ)ψ
(
p−1[Ek]
)
≤
∑
k∈K(γ)(Q + 1)α(m)(12tk)
m
≤ (Q+ 1)(12)mLm(
⋃
{B(ζk, tk) : k ∈ K(γ)})
≤ (Q+ 1)(12)mLm(Rm ∩ {x :u(x) > γ/(48)}),
hence
(ψ xp−1[
⋃
{Ek : k ∈ K}])(q)(d) ≤ Q(12)
m+2
L
m
(q)(u).
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Combining these two estimates and
L
m(
⋃
{B(ζi, ti) : i ∈ I}) ≤ 2L
m(B(c, ̺)∼X1),
´
|u|q dLm = α(m)−q/m
∑
i∈IL
m(B(ζi, ti))
1+q/m
≤ α(m)−q/m
(∑
i∈IL
m(B(ζi, ti))
)1+q/m
,
(L m)(q)(u) ≤ 4α(m)
−1/m
L
m(B(c, ̺)∼X1)
1/q+1/m,
one obtains the conclusion for q <∞.
The case q =∞ follows by taking the limit q →∞ with the help of [Fed69,
2.4.17].
Proof of (9). Let I, fi be associated to f as in 2.3, and define Ci = dmn fi for
i ∈ I and G = graphQ f . Note
G ∩ p−1[B(p(a), ̺)∼Ca,̺] = G ∩C(T, a, ̺, δ4̺/2)∼p
−1[Ca,̺],
p[Ba,̺] ⊂ Ca,̺, ‖V ‖
(
C(T, a, ̺, δ4̺)∼(G ∪ p
−1[Ca,̺])
)
= 0.
Therefore one computes using 2.6 and recalling that Ca,̺, Da,̺, and, by 5.2 (3),
also p−1[Ca,̺] are universally measurable∑
i∈I
´
Ci∩B(p(a),̺)∼Ca,̺
〈
Dθ(x), DΨ§0(apDfi(x))
〉
dLmx
= δ
(
V x(G ∩ p−1[B(p(a), ̺)∼Ca,̺])×G(n,m)
)
(q∗ ◦ θ ◦ p)
= δ
(
V x(G ∩C(T, a, ̺, δ4̺/2)∼p
−1[Ca,̺])×G(n,m)
)
((η ◦ q) · (q∗ ◦ θ ◦ p))
= δ
(
V x(C(T, a, ̺, δ4̺)∼p
−1[Ca,̺])×G(n,m)
)
((η ◦ q) · (q∗ ◦ θ ◦ p))
= (δV )((η ◦ q) · (q∗ ◦ θ ◦ p))− δ(V x(Da,̺ ×G(n,m)))((η ◦ q) · (q
∗ ◦ θ ◦ p)),
hence
Q
´ 〈
Dθ(x), DΨ§0(Dg(x))
〉
dLmx− (δV )((η ◦ q) · (q∗ ◦ θ ◦ p))
= Q
´
Ca,̺
〈
Dθ(x), DΨ§0(Dg(x))
〉
dL mx
+Q
(´
B(p(a),̺)∼Ca,̺
〈
Dθ(x), DΨ§0(Dg(x))
〉
dL mx
−
1
Q
∑
i∈I
´
Ci∩B(p(a),̺)∼Ca,̺
〈
Dθ(x), DΨ§0(apDfi(x))
〉
dL mx
)
− δ(V x(Da,̺ ×G(n,m)))((η ◦ q) · (q
∗ ◦ θ ◦ p)).
The first summand may be estimated using
DΨ§0(0) = 0, ‖DΨ
§
0(α)‖ ≤ γ1|α| ≤ γ1m
1/2 Lip g
for α ∈ Hom(Rm,Rn−m) with ‖α‖ ≤ Lip g. The second summand can be
treated noting
Dg(x) =
1
Q
∑
i∈I(x)
apDfi(x) where I(x) = I ∩ {i :x ∈ dmnapDfi}
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for Lm almost all x ∈ B(p(a), ̺)∼Ca,̺ and applying 5.6 with
X , Y , f , a, r, and {x1, . . . , xQ}
replaced by Hom(Rm,Rn−m), Hom(Hom(Rm,Rn−m),R), DΨ§0, τ ,
Q−1/2| apAf(x) (+)(−τ)|, and {apDfi(x) : i ∈ I(x)}
for L m almost all x ∈ Ea,̺∼Ca,̺. Finally, the third summand is estimated by
use of
|S♮ • β| ≤ m
1/2|β| for S ∈ G(n,m), β ∈ Hom(Rn,Rn).
5.8 Remark. If a and ̺ are as in (6), a ∈ A, Θm(‖V ‖, a) = Q, 0 < s < 1,
(s−2 − 1)1/2 ≤ δ4, δ ≤ ε3.10(n,Q,M, 1/4, s), then
U(a, ̺) ∩ {ξ : |p(ξ − a)| > s|ξ − a|} ⊂ C(T, a, ̺, δ4̺)
and 3.10 applied with
δ, Z, d, r, t, and f replaced by
1/4, {a}, 0, 2, ̺, and 1{a}
yields
‖V ‖(C(T, a, ̺, δ4̺)) ≥ (Q− 1/4)α(m)̺
m.
Moreover, if additionally L ≤ δ4/2 then (3) implies a ∈ graphQ f and
graphQ f |B(p(a), ̺) ⊂ C(T, a, ̺, δ4̺/2).
6 An interpolation inequality
In this section an interpolation inequality for weakly differentiable functions
defined in a ballU(a, r) with a ∈ Rm, 0 < r <∞ with values in Rn−m is proven
(see 6.3) which states that the Lebesgue seminorm of a function can be controlled
by a small multiple of a suitable Lebesgue seminorm of its weak derivative and
a large multiple of the L1(L
m
xA,Rn−m) seminorm of the function where A is
subset of U(a, r) which is large in L m measure. The possibility to neglect a set
of small Lm measure will be important in Section 9. The proof is accomplished
following essentially the usual lines (see e.g. [GT01, Theorem 7.27]). The case of
Lipschitzian functions with values in QQ(R
n−m) then is a simple consequence
of Almgren’s bi-Lipschitzian embedding of QQ(R
n−m) into RPQ for some P ,
see 6.4.
6.1 Lemma. Suppose m,n ∈ P, 1 ≤ ζ ≤ m < n, either ζ = m = 1 or
ζ < m, q = ∞ if m = 1, q = mζ/(m − ζ) if m > 1, U is an open, bounded,
convex subset of Rm, A is an L m measurable subset of U with Lm(A) > 0,
u ∈W1,1(U,Rn−m) and h =
ffl
A
u dLm.
Then
|u− h|q;U ≤ Γ
(diamU)m
Lm(A)
|Du|ζ;U
where Γ is a positive, finite number depending only on m and ζ.
35
Proof. If ζ = m = 1 then u is L 1 xU(a, r) almost equal to an absolutely
continuous function by [Fed69, 4.5.9 (30), 4.5.16] and the assertion follows from
[Fed69, 2.9.20]; alternately one may use [AFP00, p. 139].
If ζ < m this fact can be obtained by combining the method of [GT01,
Lemma 7.16] with estimates for convolutions, see e.g. O’Neil [O’N63].
6.2. Suppose a, x ∈ Rm, 0 < ̺ ≤ 2r <∞, x ∈ U(a, r) and b = a if |x−a| < ̺/2
and b = x + (̺/2)(a − x)/|a − x| else. Then one readily verifies U(b, ̺/2) ⊂
U(a, r) ∩U(x, ̺).
6.3 Lemma. Suppose m,n ∈ P, 1 ≤ ζ ≤ m < n, either ζ = m = 1 or ζ < m,
q =∞ if m = 1, q = mζ/(m − ζ) if m > 1, 1 ≤ ξ ≤ q, ζ ≤ s ≤ q, 0 < λ < ∞,
a ∈ Rm, 0 < r <∞, u ∈W1,1(U(a, r),Rn−m), A is an L m measurable subset
of U(a, r), and L m(U(a, r)∼A) ≤ λ ≤ (1/2)α(m)rm.
Then
|u|q;a,r ≤ Γλ
1/ζ−1/s|Du|s;a,r + 2
5m+2λ1/q−1/ξ|u|ξ;A
where Γ is a positive, finite number depending only on m and ζ.
Proof. Define ∆1 = Γ6.1(m, ζ)α(m)
−123m+2, ∆2 = 2
m+1 and Γ = 24m+1∆1.
Let ̺ = λ1/mα(m)−1/m21+1/m, note ̺ ≤ 2r and define
E(b, t) = U(a, r) ∩U(b, t) whenever b ∈ Rm, 0 < t <∞.
One estimates, using 6.2,
L
m(E(b, ̺)∼A) ≤ λ = 2−1−mα(m)̺m ≤ Lm(E(b, ̺))/2 ≤ Lm(A ∩ E(b, ̺)),
L
m(E(b, ̺)) ≤ α(m)̺m = 2m+1λ,
whenever b ∈ U(a, r). Therefore one applies 6.1 with hb =
ffl
A∩E(b,̺)
u dLm to
obtain
|u|q;E(b,̺) ≤ Γ6.1(m, ζ)2
2m+1α(m)−1|Du|ζ;E(b,̺) + 2
(m+1)/qλ1/q|hb|
for b ∈ U(a, r). Using Ho¨lder’s inequality, this yields
|u|q;E(b,̺) ≤ ∆1λ
1/ζ−1/s|Du|s;E(b,̺) +∆2λ
1/q−1/ξ|u|ξ;A∩E(b,̺)
for b ∈ U(a, r). If q =∞, the conclusion is now evident.
If q <∞, choosing a maximal set B (with respect to inclusion) such that
B ⊂ U(a, r), {E(b, ̺/2) : b ∈ B} is disjointed,
one notes for x ∈ B and Sx = B ∩ {b :E(b, ̺) ∩ E(x, ̺) 6= ∅}
U(a, r) ⊂
⋃
{E(b, ̺) : b ∈ B}, cardSx ≤ 2
4m;
in fact for the estimate one uses 6.2 to infer
E(b, ̺) ⊂ E(x, 3̺) whenever b ∈ Sx,
(cardSx)α(m)2
−2m̺m ≤
∑
b∈Sx
L
m(E(b, ̺/2))
≤ L m(E(x, 3̺)) ≤ α(m)3m̺m.
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Therefore, as q ≥ sup{s, ξ},
∑
b∈B|Du|
q
s;E(b,̺) ≤
(∑
b∈B|Du|
s
s;E(b,̺)
)q/s
≤
(
24m|Du|s;a,r
)q
,∑
b∈B|u|
q
ξ;A∩E(b,̺) ≤
(∑
b∈B|u|
ξ
ξ;A∩E(b,̺)
)q/ξ
≤
(
24m|u|ξ;A
)q
,
hence one obtains form the estimate of the preceding paragraph
|u|
q
q;a,r ≤ 2
q−1∑
b∈B
((
∆1λ
1/ζ−1/s|Du|s;E(b,̺)
)q
+
(
∆2λ
1/q−1/ξ|u|ξ;A∩E(b,̺)
)q)
≤
(
24m+1∆1λ
1/ζ−1/s|Du|s;a,r
)q
+
(
24m+1∆2λ
1/q−1/ξ|u|ξ;A
)q
.
and the conclusion follows.
6.4 Lemma. Suppose m,n,Q ∈ P, m < n, q = ∞ if m = 1, 2 ≤ q < ∞ if
m = 2, 2 ≤ q ≤ 2m/(m − 2) if m > 2, a ∈ Rm, 0 < r < ∞, f : U(a, r) →
QQ(R
n−m) is Lipschitzian, 0 < η ≤ 1/2, and A is an L m measurable subset
of U(a, r) with Lm(U(a, r)∼A) ≤ ηα(m)rm, then
r−m/q|f |q;a,r ≤ Γ
(
η1/q+1/m−1/2r1−m/2|Af |2;a,r + η
1/q−1r−m|f |1;A
)
where Γ is a positive, finite number depending only on n, Q, and q.
Proof. Suppose P and ξ : QQ(R
n−m) → RPQ are as in 3.1. Define u = ξ ◦ f ,
µ = 1/q+1/m−1/2≥ 0, ν = 1−1/q ≥ 1/2, ζ = 1 if m = 1 and ζ = qm/(m+q)
if m > 1, hence 1 ≤ ζ < m and ζm/(m − ζ) = q if m > 1. From 6.3 applied
with λ, s and ξ replaced by ηα(m)rm, 2, and 1 one obtains
r−m/q|u|q;a,r ≤ ∆
(
ηµr1−m/2|Du|2;a,r + η
−νr−m|u|1;A
)
where ∆ = sup
{
Γ6.3(m, ζ)α(m)
1/ζ−1/2, 25m+2α(m)1/q−1
}
. Since
(Lip ξ)−1|u(x)| ≤ G (f(x), Q[[0]]) ≤ Lip ξ−1 |u(x)| for x ∈ U(a, r),
|Du(x)| ≤ Lip ξ |Af(x)| for x ∈ dmnDu
by 3.1, the conclusion follows.
7 Some estimates concerning linear second or-
der elliptic systems
The purpose of the present section is to gather some standard estimates precisely
in the form needed in Section 9. Proofs are included for the convenience of the
reader.
7.1. The following situation will occur repeatedly: m,n ∈ P, m < n, 0 < c ≤
M <∞, and Υ ∈
⊙2
Hom(Rm,Rn−m) with ‖Υ‖ ≤M is strongly elliptic with
ellipticity bound c, i.e. Υ is an R valued bilinear form on Hom(Rm,Rn−m) with
Υ(σ, τ) ≤M |σ||τ | whenever σ, τ ∈ Hom(Rm,Rn−m) and
´
Υ(Dθ(x), Dθ(x)) − c|Dθ(x)|2 dLmx ≥ 0 whenever θ ∈ D(Rm,Rn−m).
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Following [Fed69, 5.2.11], one associates to any Υ ∈
⊙2Hom(Rm,Rn−m) a
linear function S :
⊙2
(Rm,Rn−m) ∼= (
⊙2
Rm)⊗Rn−m → Rn−m characterised
by
〈(ξ ⊙ ψ)y, S〉 • υ = 〈(ξ y, ψ υ),Υ〉+ 〈(ψ y, ξ υ),Υ〉
whenever ξ, ψ ∈
⊙1
Rm, y, υ ∈ Rn−m; here ξ y ∈ Hom(Rm,Rn−m) is given
by (ξ y)(x) = ξ(x)y for x ∈ Rm. Applying this construction with the area
integrand Ψ to D2Ψ§0(σ) for each σ ∈ Hom(R
m,Rn−m), one obtains a function
C : Hom(Rm,Rn−m)→ Hom
(⊙2(Rm,Rn−m),Rn−m) which satisfies
〈φ,C(σ)〉 =
m∑
i=1
n−m∑
j=1
m∑
k=1
n−m∑
l=1
〈
(Xiυj , Xkυl), D
2Ψ§0(σ)
〉
(φ(ei, ek) • υj)υl
for φ ∈
⊙2(Rm,Rn−m) where e1, . . . , em and X1, . . . , Xm are dual orthonormal
bases of Rm and
⊙1
Rm, and υ1, . . . , υn−m form an orthonormal base ofR
n−m.
Hence whenever U is an open subset ofRm, u ∈W2,1(U,Rn−m) is Lipschitzian,
v ∈ W2,1(U,Rn−m), σ ∈ Hom(Rm,Rn−m), and θ ∈ D(U,Rn−m) one obtains
by partial integration the formulae
−
´
U
〈
Dθ(x), DΨ§0(Du(x))
〉
dL mx =
´
Uθ(x) •
〈
D2u(x), C(Du(x))
〉
dL mx,
−
´
U
〈
Dθ(x) ⊙Dv(x), D2Ψ§0(σ)
〉
dL mx =
´
U
θ(x) •
〈
D2v(x), C(σ)
〉
dL mx,
here ⊙ denotes multiplication in
⊙
∗Hom(R
m,Rn−m), see [Fed69, 1.9.1].
7.2 Lemma. Suppose m, n, c, M , and Υ are as in 7.1, a ∈ Rm, 0 < r < ∞,
v ∈W1,2(U(a, r),Rn−m), T ∈ D ′(U(a, r),Rn−m) with |T |−1,2;a,r <∞.
Then there exists an Lm xU(a, r) almost unique u ∈W1,2(U(a, r),Rn−m)
such that
−
´
U(a,r) 〈Dθ(x) ⊙Du(x),Υ〉 dL
mx = T (θ) for θ ∈ D(U(a, r),Rn−m),
u− v ∈W1,20 (U(a, r),R
n−m).
Moreover, for every affine function P : Rm → Rn−m
|D(u − v)|2;a,r ≤ c
−1
(
M |D(v − P )|2;a,r + |T |−1,2;a,r
)
.
Proof. To prove existence, assume v = 0, let R denote the extension of T to
W1,20 (U(a, r),R
n−m) by continuity and observe that one can take u to be a
minimiser of
1
2
´
U(a,r)
〈Du(x)⊙Du(x),Υ〉 dL mx+R(u)
in W1,20 (U(a, r),R
n−m)
To prove the estimate, assuming P = 0 by possibly replacing u, v, P by
u−P , v−P , 0, one lets θ approximate u− v inW1,20 (U(a, r),R
n−m) to obtain
c|D(u − v)|22;a,r ≤
(
M |D(v − P )|2;a,r + |T |−1,2;a,r
)
|D(u − v)|2;a,r.
The uniqueness follows from the estimate.
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7.3 Remark. If T = 0 then u is L m xU(a, r) almost equal to an analytic Υ
harmonic function by [Fed69, 5.2.5, 6].
7.4 Lemma. Suppose m, n, c, M , Υ, and S are as in 7.1, 0 < α < 1, a ∈ Rm,
0 < r < ∞, u : U(a, r) → Rn−m is of class 2, D2u locally satisfies a Ho¨lder
condition with exponent α, f : U(a, r)→ Rn−m, and S ◦D2u = f .
Then
r−α|D2u|∞;a,r/2 + hα(D
2u|B(a, r/2)) ≤ Γ
(
r−2−α−m|u|1;a,r + hα(f)
)
where Γ is a positive, finite number depending only on n, c, M , and α.
Proof. Interpolating by use of Ehring’s lemma, see e.g. [Wlo87, TheoremI.7.3],
and Arzela`’s and Ascoli’s theorem, it is enough to prove the assertion remaining
when the term r−α|D2u|∞;a,r/2 is omitted.
Considering slightly smaller r, one may assume hα(D
2u) <∞.
Applying [Fed69, 5.2.14] to the partial derivatives of u and using Ehring’s
lemma as above, one infers the existence of a positive, finite number ∆ depending
only on n, c, M , and α such that
hα(D
2u|B(b, s)) ≤ 2−6−mhα(D
2u|B(b, 2s))
+ ∆
(
s−2−α−m|u|1;b,2s + hα(f |B(b, 2s))
)
whenever b ∈ Rm, 0 < s <∞ and B(b, 2s) ⊂ U(a, r).
Defining h : U(a, r)→ R by h(x) = 14 dist(x,R
m∼U(a, r)) for x ∈ U(a, r),
µ = sup
{
h(b)2+α+mhα(D
2u|B(b, h(b))) : b ∈ U(a, r)
}
and noting µ ≤ r2+α+mhα(D2u) <∞, one estimates for b ∈ U(a, r)
hα(D
2u|B(b, h(b))) ≤ 2−6−mhα(D
2u|B(b, 2h(b)))
+ ∆
(
h(b)−2−α−m|u|1;a,r + hα(f)
)
,
|h(b)− h(c)| ≤ (Liph)|b − c| ≤ h(b)/2, h(b) ≤ 2h(c) for c ∈ B(b, 2h(b)),
h(b)2+α+mhα(D
2u|B(b, 2h(b))) ≤ 24+α+mµ,
h(b)2+α+mhα(D
2u|B(b, h(b))) ≤ µ/2 + ∆
(
|u|1;a,r + r
2+α+mhα(f)
)
,
hence
(r/4)2+α+mhα(D
2u|B(a, r/2)) ≤ 25+mµ ≤ 26+m∆
(
|u|1;a,r + r
2+α+mhα(f)
)
and the remaining assertion is evident.
7.5 Remark. Similar absorption procedures can be found for example in [Fed69,
5.2.14] or [GT01, Theorem 9.11].
7.6 Lemma. Suppose m, n, c, M , and Υ are as in 7.1, 2 ≤ p < ∞, a ∈ Rm,
and 0 < r <∞.
Then for every f ∈ Lp(L m xU(a, r),Rn−m) there exists an L m xU(a, r)
almost unique u ∈W1,p0 (U(a, r),R
n−m) such that
−
´
U(a,r)
〈Dθ(x)⊙Du(x),Υ〉 dLmx = (θ, f)a,r for θ ∈ D(U(a, r),R
n−m).
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Moreover, u ∈W2,p(U(a, r),Rn−m) and∑2
i=0r
i−2|Diu|p;a,r ≤ Γ|f |p;a,r
where Γ is a positive, finite number depending only on n, c, M , and p.
Proof. See [Giu03, p. 368-370].
7.7 Remark. The condition p ≥ 2 can, of course, be replaced by p > 1. For
example [Giu03, Theorem 10.15] extends to this case via duality and the esti-
mate of the second order derivatives can be carried out by using the method
of difference quotients starting from a suitably localised version of the theorem
cited.
7.8 Lemma. Suppose m, n, c, M , and Υ are as in 7.1, a ∈ Rm, 0 < r < ∞,
u ∈W1,10 (U(a, r),R
n−m), T ∈ D ′(U(a, r),Rn−m), and
−
´
U(a,r) 〈Dθ(x) ⊙Du(x),Υ〉 dL
mx = T (θ) for θ ∈ D(U(a, r),Rn−m).
Then
|u|1;a,r ≤ Γr|T |−1,1;a,r
where Γ is a positive, finite number depending only on n, c, and M .
Proof. Let p = 2m and q = p/(p− 1) and assume r = 1.
Whenever θ ∈ D(U(a, r),Rn−m) one obtains η ∈W1,p0 (U(a, r),R
n−m) from
7.6 such that with ∆1 = Γ7.6(n, c,M, p)
−
´
U(a,1)
〈Dζ(x) ⊙Dη(x),Υ〉 dLmx = (ζ, θ)a,1 for ζ ∈ D(U(a, 1),R
n−m),∑2
i=0|D
iη|p;a,1 ≤ ∆1|θ|p;a,1,
hence by [GT01, Theorem 7.26 (ii)]
|Dη|∞;a,1 ≤ ∆2
(
|Dη|p;a,1 + |D
2η|p;a,1
)
≤ ∆1∆2|θ|p;a,1
where ∆2 is a positive, finite number depending only on n and p. Approximating
and u by ζi ∈ D(U(a, 1),Rn−m) in W
1,1
0 (U(a, 1),R
n−m) and η by a sequence
ηi ∈ D(U(a, r),Rn−m) such that
ηi → η in W
1,p(U(a, 1),Rn−m) as i→∞, lim
i→∞
|Dηi|∞;a,1 = |Dη|∞;a,1,
one obtains
(θ, u)a,1 = −
´
U(a,1) 〈Dη(x) ⊙Du(x),Υ〉 dL
mx ≤ |T |−1,1;a,1|Dη|∞;a,1.
Therefore (cp. [Fed69, 2.4.16])
|u|1;a,1 ≤ α(m)
1/p|u|q;a,1 ≤ α(m)
1/p∆1∆2|T |−1,1;a,1
and one may take Γ = sup{α(i)1/p∆1∆2 :n > i ∈ P}.
7.9 Remark. If m > 1 the estimate may be sharpened to
sup
{
tL m(U(a, r) ∩ {x : |u(x)| > t})1−1/m : 0 < t <∞
}
≤ Γ|T |−1,1;a,r;
in fact one may follow the same line of arguments with the Lorentz space Lm,1
replacing Lp.
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8 A model case of partial regularity
The present section uses the new iteration technique in the setting of pointwise
decay estimates for the Euler Lagrange differential operator associated to an
integrand satisfying a quadratic growth condition. Its purpose is to indicate
applications in the study of partial regularity for elliptic systems as well as to
outline some of the techniques used in Section 9 in a significantly simpler setting.
However, the results of this section are not needed in the remaining sections.
They depend only on Section 7 and 3.15, 3.16.
8.1. Suppose m,n ∈ P, m < n, 0 < c ≤M <∞, and F : Hom(Rm,Rn−m)→
R is of class 2 such that for σ, τ ∈ Hom(Rm,Rn−m)〈
σ ⊙ σ,D2F (τ)
〉
≥ c|σ|2, ‖D2F (τ)‖ ≤M.
8.2 Lemma. Suppose m, n, c, M , and F are as in 8.1, a ∈ Rm, 0 < r < ∞,
u ∈W1,2(U(a, r),Rn−m), T ∈ D(U(a, r),Rn−m), and
−
´
U(a,r)
〈Dθ(x), DF (Du(x))〉 dL mx = T (θ) for θ ∈ D(U(a, r),Rn−m).
Then there holds for every affine function P : Rm → Rn−m
r−m/2|D(u − P )|2;a,r/2 ≤ Γ
(
r−1−m|u− P |1;a,r + r
−m/2|T |−1,2;a,r
)
where Γ is a positive, finite number depending only on m, n, c, and M .
Proof. Assume r = 1 and abbreviate v = u− P . Observing
−
´
U(a,r) 〈Dθ(x)⊙Dv(x), A(x)〉 dL
mx = T (θ) for θ ∈ D(U(a, 1),Rn−m)
where A(x) =
´ 1
0D
2F (tDu(x) + (1− t)DP (x)) dL 1t,
one may infer, e.g. as in [Fed69, 5.2.3], that
|Dv|2;b,̺ ≤ c
−1/2M1/2̺−1|v|2;b,2̺ + c
−1|T |−1,2;b,2̺
whenever b ∈ Rm, 0 < ̺ <∞ with U(b, 2̺) ⊂ U(a, 1).
From [GT01, Theorem 7.26 (i)] and Ehring’s lemma, see e.g. [Wlo87, The-
orem I.7.3], it follows that for every 0 < κ < ∞ there exists a positive, finite
number ∆ depending only on n and κ such that
̺−1|v|2;b,2̺ ≤ δ|Dv|2;b,2̺ +∆̺
−1−m/2|v|1;b,2̺
whenever b ∈ Rm, 0 < ̺ < ∞ with U(b, 2̺) ⊂ U(a, 1). Therefore one readily
verifies the conclusion by use of Simon’s absorption lemma [Sim97, p. 398].
8.3. If m, n, c, M , and F are as in 8.1 then D2F is uniformly continuous if and
only if there exists Ω : {t : 0 ≤ t <∞} → {t : 0 ≤ t ≤ 2M} such that
Ω is continuous at 0 with Ω(0) = 0, Ω2 is concave,
‖D2F (σ)−D2F (τ)‖ ≤ Ω(|σ − τ |) for σ, τ ∈ Hom(Rm,Rn−m).
Observe that such Ω is nondecreasing and satisfies Ω(st) ≤ s1/2Ω(t) for 1 ≤ s <
∞ and 0 ≤ t <∞.
Moreover, let 0 < α ≤ 1 and define ω : {t : 0 < t ≤ 1} → {t : 0 ≤ t ≤ 1} by
ω(t) = tα if α < 1, ω(t) = t(1 + log(1/t)) if α = 1
whenever 0 < t ≤ 1.
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8.4 Theorem. Suppose m,n ∈ P, m < n, 0 < c ≤M <∞, and 0 < α ≤ 1.
Then there exists a positive, finite number ε with the following property.
If a ∈ Rm, 0 < r <∞, F , Ω, ω are related to m, n, c, M , α as in 8.1 and
8.3, u ∈W1,2(U(a, r),Rn−m), T ∈ D ′(U(a, r),Rn−m), σ ∈ Hom(Rm,Rn−m),
0 ≤ γ <∞, and
Ω(γ) ≤ ε if α < 1, Ω(t) ≤ ε(1 + log(γ/t))−1 for 0 < t ≤ γ if α = 1,
−
´
U(a,r) 〈Dθ(x), DF (Du(x))〉 dL
mx = T (θ) for θ ∈ D(U(a, r),Rn−m),(ffl
U(a,r)|D(u− σ)|
2 dL m
)1/2
≤ γ,
̺−m/2|T |−1,2;a,̺ ≤ γ(̺/r)
α for 0 < ̺ ≤ r,
then a ∈ dmnDu and(ffl
U(a,̺)|D(u −Du(a))|
2 dLm
)1/2
≤ Γω(̺/r)γ for 0 < ̺ ≤ r
where Γ is a positive, finite number depending only on m, n, c, M , and α.
Proof. Define
∆1 = sup{α(m),α(m)
1/2}Γ7.8(n, c,M), ∆2 = 2
m+5(m+ 1)m+2(M/c)m+1,
∆3 = sup{2
4+2m, n(n−m)}Γ7.4(n, c,M, 1/2), ∆4 = 2∆3 sup{∆1, 2
m∆2},
∆5 = α(m)
−1/221+2mΓ8.2(m,n, c,M), ∆6 = ∆5 sup{1 + ∆1,α(m)},
∆7 = Γ7.4(n, c,M, 1/2)
(
∆1(2M + 1) +α(m)Γ3.16(n)
)
.
Moreover, define
∆8 = 1− 4
α−1 if α < 1, ∆8 = log 4 if α = 1,
∆9 = sup{2
m+3∆7, 2∆4∆
−1
8 }, ∆10 = sup{2
m+2, 8∆6},
∆11 = sup{s
1/2(1 + log(1/s)) : 0 < s ≤ 1}, ∆12 =
(
8∆6
(
1 + 2∆
1/2
11
))−1
,
∆13 = inf
{
∆12,
(
∆4(2∆
1/2
11 )(1 + ∆
−1
12 )
)−1
∆8/2
}
,
γ1 = sup{∆9,∆10∆12}, γ2 = ∆
−1
12 γ1, ε = ∆13γ
−1/2
2 ,
∆14 = (1 + 4
−α)−1 if α < 1, ∆14 = (4/3) + (4/9) log 4 if α = 1,
∆15 = γ2∆14, Γ = γ2 + 2
m+1∆15.
Suppose a, r, F , Ω, ω, u, T , σ, and γ satisfy the hypotheses in the body of
the theorem with ε.
Assume r = 1.
Define σ̺ =
ffl
U(a,̺)Du dL
m ∈ Hom(Rm,Rn−m) for 0 < ̺ ≤ 1 and note
´
U(a,̺)|D(u − σ̺)|
2 dL m ≤
´
U(a,̺)|D(u − τ)|
2 dLm
whenever 0 < ̺ ≤ 1 and τ ∈ Hom(Rm,Rn−m). Denote by u̺ the unique
function such that, see 7.2, 7.3,
u̺ ∈ E (U(a, ̺),R
n−m), u− u̺ ∈W
1,2
0 (U(a, ̺),R
n−m),
´
U(a,̺)
〈
Dθ(x) ⊙Du̺(x), D
2F (σ̺)
〉
dLmx = 0 for θ ∈ D(U(a, ̺),Rn−m)
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whenever 0 < ̺ ≤ 1. Define φi : {̺ : 0 < ̺ ≤ 1} → R for i ∈ {1, 2, 3} and
S̺, R̺ ∈ D ′(U(a, ̺),Rn−m) by
φ1(̺) = |D
2u̺|∞;a,̺/2, φ2(̺) = α(m)
−1/2̺−m/2|D(u − σ̺)|2;a,̺,
φ3(̺) = ̺
−m/2|T |−1,2;a,̺,
R̺(θ) = −
´
U(a,̺)
〈
Dθ(x) ⊙D(u − u̺)(x), D
2F (σ̺)
〉
dLmx,
S̺(θ) = −
´
U(a,̺) 〈Dθ(x), DF (Du(x))〉 dL
mx
whenever θ ∈ D(U(a, ̺),Rn−m) and 0 < ̺ ≤ 1. Moreover, define P̺ : Rm →
Rn−m by P̺(x) = u̺(a) +Du̺(x− a) for x ∈ Rm.
Next, the following four inequalities valid for 0 < ̺ ≤ 1 will be established.
̺−1−m|u− u̺|1;a,̺ ≤ ∆1
(
Ω(φ2(̺))φ2(̺) + φ3(̺)
)
, (I)
φ1(̺) ≤ ∆7̺
−1(φ2(̺) + φ3(̺)), (II)
φ1(̺/4) ≤ φ1(̺) + ∆4
(
Ω(φ2(̺))(φ1(̺) + ̺
−1φ2(̺)) + ̺
−1φ3(̺)
)
,
(III)
φ2(̺/4) ≤ ∆6
(
̺φ1(̺) + Ω(φ2(̺))φ2(̺) + φ3(̺)
)
. (IV)
To prove (I), compute for Lm almost all x ∈ U(a, ̺) by means of Taylor’s
formula
DF (Du(x)) = DF (σ̺) + (Du(x)− σ̺) yD
2F (σ̺)
+ (Du(x)− σ̺) y
´ 1
0
D2F (tDu(x) + (1− t)σ̺)−D
2F (σ̺) dL
1t
and observe for θ ∈ D(U(a, ̺),Rn−m)
(S̺ −R̺)(θ) = −
´
U(a,̺) 〈Dθ(x)⊙D(u − σ̺)(x), A(x)〉 dL
mx
where A(x) =
´ 1
0 D
2F (tDu(x) + (1 − t)σ̺)−D
2F (σ̺) dL
1t,
hence, one readily estimates by use Ho¨lder’s inequality and Jensen’s inequality
α(m)−1̺−m|R̺ − S̺|−1,1;a,̺ ≤
ffl
U(a,̺)|D(u − σ̺)|(Ω ◦ |D(u− σ̺)|) dL
m
≤ Ω(φ2(̺))φ2(̺),
̺−m|R̺|−1,1;a,̺ ≤ α(m)Ω(φ2(̺))φ2(̺) +α(m)
1/2φ3(̺)
for 0 < ̺ ≤ 1. Consequently, one infers (I) by 7.8.
To prove (II), note for every affine function Q : Rm → Rn−m
φ1(̺) ≤ Γ7.4(n, c,M, 1/2)̺
−2−m(|u̺ − u|1;a,̺ + |u−Q|1;a,̺)
by 7.4, hence (I) and 3.16 imply (II).
To prove (III), first compute
´
U(a,̺/4)
〈
Dθ(x) ⊙D(u̺ − u̺/4)(x), D
2F (σ̺/4)
〉
dL mx
=
´
U(a,̺/4)
〈
Dθ(x) ⊙Du̺(x), D
2F (σ̺/4)−D
2F (σ̺)
〉
dL mx
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for θ ∈ D(U(a, ̺/4),Rn−m). Therefore, noting
|σ̺/4 − σ̺| ≤ 2
m+1φ2(̺), φ2(̺/4) ≤ 2
mφ2(̺), φ3(̺/4) ≤ 2
mφ3(̺),
̺1/2h1/2(D
2u̺|B(a, ̺/4)) ≤ ∆2φ1(̺)
by [Fed69, 5.2.5], one uses 7.4 and (I) to infer
|D2(u̺ − u̺/4)|∞;a,̺/8
≤ ∆3
(
̺−2−m|u̺ − u̺/4|1;a,̺/4 +Ω(|σ̺/4 − σ̺|)̺
1/2h1/2(D
2u̺|B(a, ̺/4))
)
≤ ∆4
(
Ω(φ2(̺))(φ1(̺) + ̺
−1φ2(̺)) + ̺
−1φ3(̺)
)
and (III) follows.
To prove (IV), apply 8.2 with r, u, T , and P replaced by ̺/2, u|U(a, ̺/2),
S̺/2 and P̺ to infer
φ2(̺/4) ≤ ∆5
(
̺−1−m(|u− u̺|1;a,̺ + |u̺ − P̺|1;a,̺/2) + φ3(̺)
)
and use (I) and Taylor’s formula to verify (IV).
Next, it will be shown
φ1(̺) ≤ γγ1̺
−1ω(̺), φ2(̺) ≤ γγ2ω(̺) (V)
for 0 < ̺ ≤ 1. If 1/4 ≤ ̺ ≤ 1 then (V) holds for ̺ since by (II)
φ1(̺) ≤ 2
m+2∆7(φ2(1) + φ3(1)) ≤ γγ1 ≤ γγ1̺
−1ω(̺),
φ2(̺) ≤ 2
mφ2(1) ≤ γ2
m+2̺α ≤ γγ2ω(̺).
Suppose now (V) holds for some 0 < ̺ ≤ 1. In case α < 1, noting Ω(γγ2) ≤
γ
1/2
2 Ω(γ) ≤ ∆13 ≤ ∆12, (III) and (IV) imply
φ1(̺/4) ≤ γγ1(̺/4)
α−1
(
4α−1 +∆4Ω(γγ2)(1 + ∆
−1
12 ) + ∆4γ
−1
1
)
≤ γγ1(̺/4)
α−1,
φ2(̺/4) ≤ γγ2(̺/4)
α
(
4∆6(2∆12 + γ
−1
2 )
)
≤ γγ2(̺/4)
α.
and (V) holds for ̺/4. In case α = 1, noting
Ω
(
γγ2̺(1 + log(1/̺))
)
≤ (γ2∆11)
1/2Ω
(
γ̺1/2
)
≤ 2∆
1/2
11 ∆13(1 + log(1/̺))
−1 ≤ 2∆
1/2
11 ∆12,
(III) and (IV) imply
φ1(̺/4) ≤ γγ1
(
(1 + log(1/̺))
(
1 + ∆4Ω(γγ2̺(1 + log(1/̺)))(1 + ∆
−1
12 )
)
+∆4γ
−1
1
)
≤ γγ1
(
(1 + log(1/̺)) + 2∆4∆
1/2
11 (1 + ∆
−1
12 )∆13 +∆4∆
−1
9
)
≤ γγ1(1 + log(4/̺)),
φ2(̺/4) ≤ γγ2̺(1 + log(1/̺))∆6
(
∆12 +Ω(γγ2̺(1 + log(1/̺))) + γ
−1
2
)
,
≤ γγ2ω(̺/4)
(
4∆6∆12(1 + 2∆
1/2
11 ) + 4∆6∆
−1
10
)
≤ γγ2ω(̺/4)
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and (V) holds for ̺/4. Hence the assertion follows in both cases.
One readily estimates by use of (V)∑∞
ν=0φ2(4
−ν̺) ≤ ∆15γω(̺) for 0 < ̺ ≤ 1
hence, noting |σ̺ − σs| ≤ 2
m+1φ2(̺) if ̺/4 ≤ s ≤ ̺, one infers the existence of
τ ∈ Hom(Rm,Rn−m) such that
|τ − σ̺| ≤ 2
m+1∆15γω(̺) for 0 < ̺ ≤ 1.
Therefore, noting (V),
(ffl
U(a,̺)
|D(u− τ)|2 dL m
)1/2
≤ Γγω(̺) for 0 < ̺ ≤ 1,
in particular a ∈ dmnDu with τ = Du(a).
8.5 Remark. A similar but simpler argument shows the following proposition:
If n ∈ P and 0 < c ≤ M < ∞ then there exist positive, finite numbers
ε and Γ such that if n > m ∈ P, a ∈ Rm, 0 < r < ∞, A : U(a, r) →⊙2Hom(Rm,Rn−m) is L m xU(a, r) measurable,
‖A(a)‖ ≤M, A(a) is strongly elliptic with ellipticity bound c,
sup{(1 + log(r/|x − a|))‖A(x)−A(a)‖ :x ∈ U(a, r)∼{a}} ≤ ε,
u ∈W1,2(U(a, r),Rn−m), T ∈ D ′(U(a, r),Rn−m), 0 ≤ γ <∞,
´
U(a,r)
〈Dθ(x) ⊙Du(x), A(x)〉 dLmx = T (θ) for θ ∈ D(U(a, r),Rn−m),
̺−m/2|T |−1,2;a,̺ ≤ γ for 0 < ̺ ≤ r
then with σ̺ =
ffl
U(a,̺)
Du dLm
̺−m/2|D(u− σ̺)|2;a,̺ ≤ Γ
(
r−m/2|Du|2;a,r + γ
)
for 0 < ̺ ≤ r.
One may use the example exhibited by Jin, Maz’ya and Van Schaftingen in
[JMVS09, Proposition 1.6] to verify that “≤ ε” cannot be replaced by “≤ M”
even if n−m = 1 and T = 0. Moreover, if F : Hom(Rm,Rn−m) → R is of
class 2, Ω is related to F as in 8.3, 0 < β < 1, 0 < δ < ∞, 1 ≤ ∆ < ∞,
v ∈W2,2(U(a, r),Rn−m), v is of class 1, hβ(Dv) ≤ ∆δr−β , σ = Dv(a),
‖D2F (σ)‖ ≤M, D2F (σ) is strongly elliptic with ellipticity bound c,
Ω(t) ≤ ∆−1/2βε(1 + log(δ/t))−1 for 0 < t ≤ δ,
´
U(a,r) 〈Dθ(x), DF (Dv(x))〉 dL
mx = 0 for θ ∈ D(U(a, r),Rn−m),
then the preceding proposition applies with A, u, T , and γ replaced byD2F ◦Dv,
Div, 0, and 0 whenever i ∈ {1, . . . ,m}.
8.6 Remark. More information and references on the regularity questions for
elliptic systems may be found in the surveys of Mingione [Min06] and Duzaar
and Mingione [DM09]. The latter specifically describes the approximation tech-
niques originating from De Giorgi [DG61] which are used also in the present
paper in modified form.
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9 Estimates concerning the quadratic tilt-excess
The estimates of the present section constitute the core of the proof of the
pointwise regularity theorem, Theorem 10.2, in Section 10. All constructions
are based on the approximation by a QQ(R
n−m) valued function of Section 5.
First, in 9.1 and 9.2 some lower mass bounds are derived by a simple adaption
of [Sim83, 17.7] and a straightforward use of Allard’s compactness theorem for
integral varifolds, see [All72, 6.4] or [Sim83, 42.8]. Then, in 9.3 several auxiliary
estimates concerning the approximation by a QQ(R
n−m) valued function in 5.7
are carried out. In 9.4 the main elliptic estimates are established, see below for
a more detailed description. Finally, a reformulation of a special case of 9.4 (9)
replacing any reference to the specific approximating functions used there by
quantities more tightly connected to the varifold is provided in 9.5 for use in
[Men10b].
Next, an overview of the constructions in 9.4 in comparison to the estimates
(I)–(V) in the proof of the model case 8.4 is given. One considers cylinders
centred at a fixed point a ∈ Rn with projection c ∈ Rm. For any radius ̺
functions u̺ solving a Dirichlet problem in U(c, ̺) for a suitable linear elliptic
system with constant coefficients with the “average” g of the approximating
QQ(R
n−m) valued function f as boundary values are defined. It is readily seen
in 9.4 (6) that φ1(̺) = |D
2u̺|∞;c,̺/2, the leading quantity in the iteration, is
controlled by the tilt-excess of the varifold and mean curvature, compare 8.4 (II).
More importantly, an estimate of |u−g|1;c,̺, compare 8.4 (I), mainly in terms of
mean curvature is established in 9.4 (7) by use of 7.8. Using this estimate, the
iteration inequality for φ1, compare 8.4 (III), follows in 9.4 (8). In order to derive
an iteration inequality for the tilt-excess of the varifold, i.e. controlling the tilt-
excess basically by φ1 and mean curvature, the estimate 9.4 (9) is established.
It asserts that |f (+)(−P )|1;X with P : R
m → Rn−m an affine function and X
a large (with respect to Lm) subset of U(c, ̺/2) together with mean curvature
essentially controls the tilt-excess. Here the coercive estimates of Section 4, the
interpolation procedure of Section 6 and the adaptions of the Sobolev Poincare´
type estimates of [Men10a] in 5.7 (8) are used. Assuming that f agrees with
its “average” g on a large set, for example because the density of the varifold
is at least Q on a large set, the iteration inequality for the tilt-excess, compare
8.4 (IV), is then primarily a consequence of Taylor’s expansion, see 9.4 (10).
Finally, both iteration inequalities are iterated in 9.4 (11) as long as the afore-
mentioned density condition is satisfied on the scales involved, compare 8.4 (V).
As all the preceding estimates only hold under various side conditions which
have to be checked at each iteration step and the interdependence of the various
constants occurring is not entirely straightforward, the iteration procedure is
presented in some detail to ease verification.
Finally, it should be mentioned that the current iteration procedure has to
be carried out within a fixed coordinate systems as differences of functions cor-
responding to different iteration steps have to be computed, see the Introduction
and 9.4 (8). Though this fact does not pose a serious difficulty it nevertheless
contributes significantly to the level of technicality, see for example the definition
of J4 and 9.3 (8).
9.1 Lemma. Suppose m,n ∈ P, m ≤ n, a ∈ Rn, 0 < r < ∞, V ∈
46
Vm(U(a, r)), a ∈ spt ‖V ‖, 1 ≤ p <∞, 0 < α ≤ 1, 0 ≤M <∞, and
‖δV ‖B(a, ̺) ≤M‖V ‖(B(a, ̺))1−1/p̺m/p+α−1r−α for 0 < ̺ < r.
Then (
̺−m‖V ‖U(a, ̺)
)1/p
+Mp−1α−1̺αr−α
is monotone increasing in ̺ for 0 < ̺ < r. In particular, 0 ≤ Θm(‖V ‖, a) <∞.
Proof. Suppose 0 < λ < 1 and φ ∈ E 0(R) with φ′ ≤ 0 and φ(t) = 1 for
−∞ < t ≤ λ and φ(t) = 0 for 1 ≤ t < ∞ and f : R ∩ {̺ : 0 < ̺ < r} → R is
defined by f(̺) = ̺−m
´
φ(̺−1|z − a|) d‖V ‖z for 0 < ̺ < r. Then one obtains
as in [Sim83, 17.7] that
f ′(̺) ≥ ̺−m−1(δV )z
(
φ(̺−1|z − a|)(z − a)
)
≥ −M(̺−m‖V ‖U(z, ̺))1−1/p̺α−1r−α ≥ −M
(
λ−mf(λ−1̺)
)1−1/p
̺α−1r−α
for 0 < ̺ < λr, hence multiplying by p−1f(̺)1/p−1 and integrating yields
f(t)1/p − f(s)1/p ≥ −Mp−1r−α
´ t
s (λ
−mf(̺/λ)/f(̺))1−1/p̺α−1 dL 1̺
for 0 < s < t < λr. Thus, approximating the characteristic function of R ∩
{t : t < 1} by such φ and letting λ tend to 1 implies the conclusion.
9.2 Lemma. Suppose n,Q ∈ P, 0 < α ≤ 1, 1 ≤ p <∞, and 0 < δ ≤ 1.
Then there exists a positive, finite number ε with the following property.
If n > m ∈ P, a ∈ Rn, 0 < r < ∞, U = U(a, r) ∩ {z : |T⊥♮ (z − a)| < δr},
V ∈ IVm(U), ψ is related to V and p as in 4.3, T ∈ G(n,m),
Θ∗m(‖V ‖, a) ≥ Q− 1 + δ,
´
|S♮ − T♮| dV (z, S) ≤ εr
m,
̺1−m/pψ(U ∩B(a, ̺))1/p ≤ ε(̺/r)α whenever 0 < ̺ < r,
then
‖V ‖(U) ≥ (Q− δ)α(m)rm.
Proof. If the lemma were false for some n, Q, α, p, and δ, there would exist a
sequence εi with εi ↓ 0 as i → ∞ and sequences mi, ai, ri, Ui, Vi, ψi, and Ti
showing that ε = εi does not have the asserted property.
One could assume for some m ∈ P, a ∈ Rn, T ∈ G(n,m)
mi = m, ai = a, ri = 1, Ti = T
whenever i ∈ P. Abbreviating U = U(a, 1) ∩ {z : |T⊥♮ (z − a)| < δ} one would
deduce for large i
‖Vi‖(U ∩U(a, ̺)) ≥ (Q− 1 + δ/2)α(m)̺
m whenever 0 < ̺ < δ
from 9.1 in conjunction with Ho¨lder’s inequality. Clearly, also
‖Vi‖(U) ≤ (Q − δ)α(m) for i ∈ P.
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By Allard’s compactness theorem for integral varifolds, see e.g. [All72, 6.4] or
[Sim83, 42.8], possibly passing to a subsequence, there would exist V ∈ IVm(U)
such that δV = 0 and
Vi(f)→ V (f) as i→∞ for f ∈ K (U ×G(n,m)),
S = T for V almost all (z, S) ∈ U ×G(n,m),
hence, noting 3.6,
Θm(‖V ‖, a) ≥ Q, α(m)Q ≤ ‖V ‖(U) ≤ α(m)(Q − δ),
a contradiction.
9.3 Lemma. Suppose the hypotheses of 5.7 are satisfied with h = 3r, i.e. sup-
pose m,n,Q ∈ P, m < n, 0 < L < ∞, 1 ≤ M < ∞, and 0 < δi ≤ 1 for
i ∈ {1, 2, 3, 4, 5}, ε = ε5.7(n,Q,L,M, δ1, δ2, δ3, δ4, δ5), 0 < r <∞, T = imp
∗,
U = (Rm ×Rn−m) ∩ {(x, y) : dist((x, y),C(T, 0, r, 3r)) < 2r},
V ∈ IVm(U), ‖δV ‖ is a Radon measure,
(Q − 1 + δ1)α(m)r
m ≤ ‖V ‖(C(T, 0, r, 3r)) ≤ (Q + 1− δ2)α(m)r
m,
‖V ‖(C(T, 0, r, 3r+ δ4r)∼C(T, 0, r, 3r − 2δ4r)) ≤ (1 − δ3)α(m)r
m,
‖V ‖(U) ≤Mα(m)rm,
0 < δ ≤ ε, B denotes the set of all z ∈ C(T, 0, r, 3r) with Θ∗m(‖V ‖, z) > 0 such
that
either ‖δV ‖B(z, ̺) > δ ‖V ‖(B(z, ̺))1−1/m for some 0 < ̺ < 2r,
or
´
B(z,̺)×G(n,m)
|S♮ − T♮| dV (ξ, S) > δ ‖V ‖B(z, ̺) for some 0 < ̺ < 2r,
A = C(T, 0, r, 3r)∼B, A(x) = A ∩ {z :p(z) = x} for x ∈ Rm, X1 is the set of
all x ∈ Rm ∩B(0, r) such that
∑
z∈A(x)Θ
m(‖V ‖, z) = Q and Θm(‖V ‖, z) ∈ P ∪ {0} for z ∈ A(x),
and f : X1 → QQ(Rn−m) is characterised by the requirement
Θm(‖V ‖, z) = Θ0(‖f(x)‖,q(z)) whenever x ∈ X1 and z ∈ A(x).
Suppose additionally:
(1) Suppose L ≤ δ4/8, δ ≤ inf{1, (2γ(m))
−1}, a ∈ IntC(T, 0, r, 3r), c = p(a),
and 0 < κ <∞.
(2) Suppose F : Rm → QQ(Rn−m) with F |X1 = f and LipF ≤ Γ(2) Lip f
where Γ(2) is a positive, finite number depending only on n−m and Q,
see 3.1. Moreover, let g = ηQ ◦ F .
(3) Suppose either p = m = 1 or 1 ≤ p < m and p, ψ are related to V as in
4.3.
48
(4) Define J = {̺ : 0 < ̺ < ∞} and φ2 : J ×G(n,m)→ R and φ3 : J → R,
φ4 : J → R by
φ2(̺,R) =
(
̺−m
´
(U∩C(T,a,̺,δ4̺))×G(n,m)
|S♮ −R♮|
2 dV (z, S)
)1/2
φ3(̺) = ̺
1−m/pψ(U ∩C(T, a, ̺, δ4̺))
1/p
φ4(̺) = δ
−mp/(m−p)φ3(̺)
mp/(m−p) if m > 1,
φ4(̺) = 0 if m = 1,
whenever ̺ ∈ J , R ∈ G(n,m).1
(5) For 0 < ̺ <∞ suppose T̺ ∈ G(n,m) is defined such that
φ2(̺, T̺) ≤ φ2(̺,R) whenever R ∈ G(n,m).
(6) Define
J0 = J ∩ {̺ : 0 < ̺ ≤ r − |p(a)|, |q(a)| + δ4̺ ≤ 3r},
J1 = J ∩ {̺ :p[T̺] = R
m}
J2 = J ∩ {̺ : ‖δV ‖(U ∩C(T, a, ̺, δ4̺)) ≤ κ̺
m−1},
J3 = J ∩ {̺ :
´
(U∩C(T,a,̺,δ4̺))×G(n,m)
|S♮ − T♮| dV (z, S) ≤ κ̺
m},
J4 = J ∩ {̺ : ̺+ t/δ4 ∈ J2 ∩ J3 for 0 ≤ t < 2r},
J5 = J0 ∩ {̺ : ‖V ‖(C(T, a, ̺, δ4̺/4)) ≥ α(m)(Q− 1/4)̺
m}.
and T̺ = σ̺ ∈ Hom(Rm,Rn−m) for ̺ ∈ J1.
(7) Define Ba,̺, and Ca,̺ for ̺ ∈ J0 as in 5.7 (6), i.e.
Ba,̺ = C(T, a, ̺, δ4̺) ∩B, Ca,̺ = B(p(a), ̺)∼(X1∼p[Ba,̺]),
and H as in 5.7 (8), i.e. H denotes the set of all z ∈ C(T, 0, r, 3r) such
that
‖δV ‖U(z, 2r) ≤ ε ‖V ‖(U(z, 2r))1−1/m,
´
U(z,2r)×G(n,m)|S♮ − T♮| dV (z, S) ≤ ε ‖V ‖U(z, 2r),
‖V ‖B(z, ̺) ≥ δ5α(m)̺
m for 0 < ̺ < 2r.
Then the following six conclusions hold:
(8) There exists a positive finite number ε(8) depending only on m, δ4, and δ
with the following property.
If R ∈ G(n,m), |R♮ − T♮| ≤ δ/2, ̺ ∈ J0 ∩ J4, κ ≤ ε(8), then
̺−m‖V ‖(Ba,̺) ≤ 2
mβ(n)
(
4δ−2φ2(2̺,R)
2 + φ4(2̺)
)
.
Moreover, 4δ−2φ2(2̺,R)
2 may be replaced by δ−1κ.
1The symbol φ1 will denote the leading iteration quantity introduced in 9.4 (3).
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(9) There exists a positive, finite number ε(9) depending only on m, δ4, δ5,
and ε with the following property.
If 8r/δ4 ∈ J2 ∩ J3 and κ ≤ ε(9), then H is the set of all z ∈ C(T, 0, r, 3r)
such that
‖V ‖B(z, t) ≥ δ5α(m)t
m whenever 0 < t < 2r.
(10) If 0 < α ≤ 1 and 0 < δ6 ≤ 1 then there exists a positive, finite number
ε(10) depending only on n, Q, δ4, p, α, and δ6 with the following property.
If Θ∗m(‖V ‖, a) ≥ Q− 1 + δ6, ̺ ∈ J0 ∩ J3, κ ≤ ε(10), and
φ3(t) ≤ ε(10)(t/̺)
α for 0 < t < ̺,
then ̺ ∈ J5.
(11) There exists a positive, finite number ε(11) depending only on n, δ4, and δ
with the following three properties.
(a) If ̺ ∈ J0 ∩ J4, κ ≤ ε(11), and φ4(2̺) ≤ 2
−mβ(n)−1α(m)(1/8), then
‖V ‖(C(T, a, ̺, δ4̺)) ≤ (Q+ 1/2)α(m)̺
m.
(b) If, additionally to the conditions of (11a), ̺ ∈ J5, then
graphQ f |B(c, ̺) ⊂ C(T, a, ̺, δ4̺/2).
(c) If, additionally to the conditions of (11a) and (11b), 0 < λ <∞,
κ ≤ 2−mβ(n)−1α(m)λ(2Γ5.7(7)(Q,m))
−1δ,
φ4(2̺) ≤ 2
−mβ(n)−1α(m)λ(2Γ5.7(7)(Q,m))
−1,
then
L
m(Ca,̺) ≤ λα(m)̺
m.
(12) If ̺ ∈ J4 ∩ J5, κ ≤ inf{ε(8)(m, δ4, δ), ε(11)(n, δ4, δ)}, and
σ ∈ Hom(Rm,Rn−m), ‖σ‖ ≤ n−1/2δ/2, σ = R ∈ G(n,m),
then
̺−m
´
U(c,̺)|AF (x) (+)(−σ)|
2 dL mx ≤ Γ(12)
(
φ2(2̺,R)
2 + φ4(2̺)
)
where Γ(12) is a positive, finite number depending only on n, Q, and δ.
(13) If ̺ ∈ J0 ∩ J1, ̺/8 ≤ s ≤ t ≤ ̺, 0 < λ ≤ 1, and
‖σ̺‖ ≤ n
−1/2/4, φ2(̺, T̺) ≤ λ
1/22−2m−3α(m)1/2,
‖V ‖(C(T, a, s, δ4s)) ≥ λα(m)s
m,
then t ∈ J1 and
‖σ̺ − σt‖ ≤ λ
−1/222m+2α(m)−1/2φ2(̺, T̺).
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Proof of (8). Let
ε(8) = inf
{
(1/2)(4γ(m)m)1−m(δ4)
m−1δ, (4γ(m)m)−m(δ4)
mδ
}
.
Define the sets B′a,̺ and B
′′
a,̺ by
B′a,̺ = Ba,̺ ∩ {z : ‖δV ‖B(z, t) > δ ‖V ‖(B(z, t))
1−1/m for some 0 < t < 2r},
B′′a,̺ = Ba,̺∼B
′
a,̺
and D to be the set of all z ∈ spt ‖V ‖ such that
lim sup
t→0+
‖δV ‖B(z, t)
‖V ‖(B(z, t))1−1/m
> 0.
Note ‖V ‖(D) = 0 by [Fed69, 2.9.5] or [Sim83, 4.7].
First, the following assertion will be shown. If m = 1 then B′a,̺∼D = ∅ and
if m > 1 then for z ∈ B′a,̺∼D there exists 0 < t < δ4̺ such that
‖V ‖B(z, t) ≤ δ−mp/(m−p)ψ(B(z, t))m/(m−p).
For this purpose assume z ∈ B′a,̺∼D and define
t = inf
{
s : ‖δV ‖B(z, s) > δ ‖V ‖(B(z, s))1−1/m
}
.
One infers 0 < t < 2r and
‖δV ‖B(z, t) ≥ δ ‖V ‖(B(z, t))1−1/m ≥ (δ/∆1)t
m−1
by 3.4 where ∆1 = (2γ(m)m)
m−1 since δ ≤ (2γ(m))−1. Noting
̺+ t/δ4 ∈ J2, B(z, t) ⊂ U ∩C(T, a, ̺+ t/δ4, δ4(̺+ t/δ4)),
one obtains
(δ/∆1)t
m−1 ≤ κ(̺+ t/δ4)
m−1, m > 1,
t ≤ (̺+ t/δ4)(κ∆1/δ)
1/(m−1) < (̺+ t/δ4)δ4/2, t < δ4̺.
The assertion now follows from the definition of t in conjunction with Ho¨lder’s
inequality.
The preceding assertion yields
‖V ‖(B′a,̺) = 0 if m = 1,
‖V ‖(B′a,̺) ≤ δ
−mp/(m−p)β(n)ψ(U ∩C(T, a, 2̺, 2δ4̺))
m/(m−p) if m > 1;
in fact if m > 1 there exist countable disjointed families F1, . . . , Fβ(n) of closed
balls such that
B′a,̺∼D ⊂
⋃⋃
{Fi : i = 1, . . . ,β(n)},
‖V ‖(S) ≤ ∆2ψ(S)
m/(m−p), S ⊂ U ∩C(T, a, 2̺, 2δ4̺)
whenever S ∈
⋃
{Fi : i = 1, . . . ,β(n)} where ∆2 = δ−mp/(m−p), hence
‖V ‖(B′a,̺) = ‖V ‖(B
′
a,̺∼D) ≤ ∆2
∑β(n)
i=1
∑
S∈Fi
ψ(S)m/(m−p)
≤ ∆2
∑β(n)
i=1
(∑
S∈Fi
ψ(S)
)m/(m−p)
≤ ∆2β(n)ψ(U ∩C(T, a, 2̺, 2δ4̺))
m/(m−p).
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Next, it will be shown that for z ∈ B′′a,̺ there exists 0 < t ≤ δ4̺ such that
‖V ‖B(z, t) ≤ 4δ−2
´
B(z,t)×G(n,m)|S♮ − R♮|
2 dV (z, S),
‖V ‖B(z, t) < δ−1
´
B(z,t)×G(n,m)|S♮ − T♮| dV (z, S).
In fact, one can take any 0 < t < 2r satisfying the last inequality since this
firstly implies, using 3.4, δ ≤ (2γ(m))−1 and ̺+ t/δ4 ∈ J3,
(2γ(m)m)−mtm ≤ ‖V ‖B(z, t) < δ−1
´
B(z,t)×G(n,m)
|S♮ − T♮| dV (z, S)
≤ δ−1
´
(U∩C(T,a,̺+t/δ4,δ4(̺+t/δ4)))×G(n,m)
|S♮ − T♮| dV (z, S) ≤ (κ/δ)(̺+ t/δ4)
m,
t ≤ (2γ(m)m)(κ/δ)1/m(̺+ t/δ4) ≤ (̺+ t/δ4)δ4/2, t ≤ δ4̺,
and secondly, using |R♮ − T♮| ≤ δ/2 and Ho¨lder’s inequality,
‖V ‖B(z, t) ≤ 2δ−1
´
B(z,t)×G(n,m)|S♮ − R♮| dV (z, S),
‖V ‖B(z, t) ≤ 4δ−2
´
B(z,t)×G(n,m)|S♮ − R♮|
2 dV (z, S).
Since 2̺ ∈ J3 and
B(z, t) ⊂ U ∩C(T, a, 2̺, 2δ4̺) whenever z ∈ B
′′
a,̺, 0 < t ≤ δ4̺,
the assertion implies
‖V ‖(B′′a,̺) ≤ 4δ
−2β(n)
´
(U∩C(T,a,2̺,2δ4̺))×G(n,m)
|S♮ − R♮|
2 dV (z, S),
‖V ‖(B′′a,̺) ≤ β(n)δ
−1κ(2̺)m.
and the conclusion follows.
Proof of (9). Defining
ε(9) = ε inf{4
1−m(δ4)
m−1(δ5α(m))
1−1/m, 4−m(δ4)
mδ5α(m)},
one estimates for z ∈ C(T, 0, r, 3r)
‖δV ‖U(z, 2r) ≤ ‖δV ‖(U ∩C(T, a, 4r, 8r))
≤ κ(8r/δ4)
m−1 ≤ ε
(
δ5α(m)(2r)
m
)1−1/m
,
´
U(z,2r)×G(n,m)
|S♮ − T♮| dV (z, S) ≤
´
(U∩C(T,a,4r,8r))×G(n,m)
|S♮ − T♮| dV (z, S)
≤ κ(8r/δ4)
m ≤ εδ5α(m)(2r)
m
and the conclusion follows.
Proof of (10). Defining ε(10) = (δ4)
nε9.2(n,Q, α, p, inf{δ6, δ4/4}) and noting
ψ(B(a, t) ∩ {z : dist(z − a, T ) < δ4̺/4})
1/p ≤ ψ(C(T, a, t, δ4 inf{t/δ4, ̺/4}))
1/p
≤ ε(10)(t/δ4)
m/p+α−1̺−α ≤ ε(10)(δ4)
−m/ptm/p+α−1̺−α
for 0 < t < ̺, the assertion follows from 9.2 with δ, r replaced by inf{δ6, δ4/4},
̺.
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Proof of (11). Define ε(11) to be the infimum of all numbers
inf
{
2−nβ(n)−1α(i)(1/8)δ, 2−3n−1α(i), ε(8)(i, δ4, δ)
}
corresponding to n > i ∈ P.
If the conclusion of (11b) were not true, one would infer
spt f(x)∼B(q(a), δ4̺/4) 6= ∅,∑
y∈B(q(a),δ4̺/4)∩spt f(x)
Θ0(‖f(x)‖, y) ≤ Q− 1
whenever x ∈ dmn f |B(c, ̺) by (1) and 5.7 (4) and therefore by 5.7 (1) (2) and
the coarea formula, see e.g. [Fed69, 3.2.22 (3)] or [Sim83, 12.7], one would obtain
´
C(T,a,̺,δ4̺/4)∩A
‖
∧
m(p|S)‖ dV (z, S) ≤ (Q − 1)α(m)̺
m,
hence by 3.13 and (8) with R replaced by T , noting ̺ ∈ J4 ⊂ J3,
‖V ‖(C(T, a, ̺, δ4̺/4))− (Q− 1)α(m)̺
m
≤ ‖V ‖(Ba,̺) + 2m
´
C(T,a,̺,δ4̺/4)
|S♮ − T♮| dV (z, S) ≤ (1/2)α(m)̺
m
in contradiction to ̺ ∈ J5.
Using similarly∑
y∈A(x)Θ
0(‖V ‖, (x, y)) ≤ Q for x ∈ X1 ∪X2,
one obtains (11a).
To prove (11c), one estimates with 5.7 (7) and (8) with R replaced by T
L
m(Ca,̺) ≤ Γ5.7(7)(Q,m)‖V ‖(Ba,̺) ≤ λα(m)̺
m.
Proof of (12). Denote by X ′1 the set of all x ∈ X1 such that 5.7 (5) is true for
x and note Lm(X1∼X ′1) = 0. Since
| apAF (x) (+)(−σ)| ≤ (1 + LipF )(Qm)1/2 ≤ (1 + Γ(2)(n−m,Q))(Qm)
1/2
for x ∈ dmn apAF , one may assume
φ4(2̺) ≤ 2
−mβ(n)−1α(m)(1/8).
Next, it will shown with G = graphQ f
B(c, ̺) ∩X ′1 ∩ {x : | apAf(x) (+)(−σ)| > γ}
⊂ p
[
C(T, a, ̺, δ4̺) ∩G ∩ {z : |Tan
m(‖V ‖, z)♮ −R♮| > 2
−1(Qm)−1/2γ}
]
whenever 0 < γ < ∞. In fact, if x is a member of the first set there exist
y ∈ spt f(x) and τ ∈ Hom(Rm,Rn−m) such that
τ = Tanm(‖V ‖, (x, y)), |τ − σ| > Q−1/2γ,
hence, noting ‖σ‖ ≤ 1 and
∥∥Tanm(‖V ‖, (x, y))♮ − T♮∥∥ ≤ ‖τ‖ ≤ L ≤ 1/2 by 4.1,
‖σ − τ‖ ≤ 2
∥∥Tanm(‖V ‖, (x, y))♮ −R♮∥∥
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by 4.1, and the inclusion follows, since (x, y) ∈ C(T, a, ̺, δ4̺) by (11b). There-
fore, since Θm(‖V ‖, z) ≥ 1 for z ∈ G,
‖V ‖(C(T, a, ̺, δ4̺) ∩ {z : |Tan
m(‖V ‖, z)♮ −R♮| > 2
−1(Qm)−1/2γ})
≥ H m(C(T, a, ̺, δ4̺) ∩G ∩ {z : |Tan
m(‖V ‖, z)♮ −R♮| > 2
−1(Qm)−1/2γ})
≥ Lm(B(c, ̺) ∩X1 ∩ {x : | apAf(x) (+)(−σ)| > γ})
and one obtains
̺−m
´
U(c,̺)∩X1
| apAf(x) (+)(−σ)|2 dL m ≤ 2m+2Qmφ2(2̺,R)
2.
Recalling the first paragraph of the proof, and noting
|R♮ − T♮| ≤ n
1/2‖R♮ − T♮‖ ≤ n
1/2‖σ‖ ≤ δ/2
by 4.1 and U(c, ̺)∼X1 ⊂ Ca,̺, the conclusion follows combining (11b), (8) and
5.7 (7).
Proof of (13). Using Ho¨lder’s inequality, one obtains
|(Tt)♮ − (T̺)♮| ≤ ‖V ‖(C(T, a, s, δ4s))
−1/2
(
tm/2φ2(t, Tt) + ̺
m/2φ2(̺, T̺)
)
≤ λ−1/222m+1α(m)−1/2φ2(̺, T̺),
since tm/2φ2(t, Tt) ≤ ̺m/2φ2(̺, T̺). Noting by 4.1
|(Tt)♮ − T♮| ≤ |(Tt)♮ − (T̺)♮|+ |(T̺)♮ − T♮|
≤ λ−1/222m+1α(m)−1/2φ2(̺, T̺) + n
1/2‖σ̺‖ ≤ 1/2,
‖(Tt)♮ − T♮‖ ≤ 1/2, Tt ∩ kerp = {0}, t ∈ J1,
one applies 4.1 with S, S1, S2 replaced by T , T , Tt to infer
‖σt‖
2 ≤ (1 + ‖σt‖
2)‖(Tt)♮ − T♮‖
2,
‖σt‖
2 ≤ ‖(Tt)♮ − T♮‖
2/(1− ‖(Tt)♮ − T♮‖
2) ≤ 2‖(Tt)♮ − T♮‖
2 ≤ 1/2,
Now, 4.1 with S, S1, S2 replaced by T , Tt, T̺ implies
‖σt − σ̺‖ ≤ 2|(Tt)♮ − (T̺)♮|.
9.4 Lemma. Suppose m, n, Q, L, M , δ1, δ2, δ3, δ4, δ5, ε, r, T , U , V , δ, X1,
f , a, c, κ, F , p, ψ, J , φ2, φ3, φ4, T̺, J0, J1, J2, J3, J4, J5, and σ̺ are as in
9.3. Suppose additionally:
(1) Suppose Ψ and C are as in 7.1.
(2) Whenever ̺ ∈ J1 suppose u̺ denotes the unique analytic function in
W1,2(U(c, ̺),Rn−m) such that〈
D2u̺(x), C(σ̺)
〉
= 0 for x ∈ U(c, ̺),
u̺ − g ∈W
1,2
0 (U(c, ̺),R
n−m),
see 7.1–7.3 and [Fed69, 5.1.2, 10].
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(3) Define the function φ1 : J1 → R by φ1(̺) = |D2u̺|∞;c,̺/2 for ̺ ∈ J1.
(4) Suppose 0 < τ ≤ 1 and τ = 1 if m = 1, p/2 ≤ τ < mp2(m−p) if m = 2 and
τ = mp2(m−p) if m > 2.
Then the following seven conclusions hold:
(5) There exists a positive, finite number Γ(5) depending only on n such that
D2Ψ§0(σ) is strongly elliptic with ellipticity bound (Γ(5))
−1,
‖D2Ψ§0(σ)‖ ≤ Γ(5)
whenever σ ∈ Hom(Rm,Rn−m) with ‖σ‖ ≤ 1.
(6) If ̺ ∈ J4 ∩ J5, 2̺ ∈ J0 ∩ J1, ‖σ2̺‖ ≤ n−1/2 inf{δ/2, 1/4}, and
φ2(2̺, T2̺) ≤ 2
−2m−4α(m)1/2,
κ ≤ inf{ε9.3(8)(m, δ4, δ), ε9.3(11)(n, δ4, δ)},
then
φ1(̺) ≤ Γ(6)̺
−1
(
φ2(2̺, T2̺) + φ4(2̺)
1/2
)
where Γ(6) is a positive, finite number depending only on n, Q, and δ.
(7) If ̺ ∈ J1 ∩ J4 ∩ J5, ‖σ̺‖ ≤ 1, 2̺ ∈ J1, ‖σ2̺‖ ≤ n−1/2δ/2,
κ ≤ inf{ε9.3(8)(m, δ4, δ), ε9.3(11)(n, δ4, δ)},
φ4(2̺) ≤ 2
−mβ(n)−1α(m)(1/8),
then
̺−m−1|u̺ − g|1;c,̺ ≤ Γ(7)
(
φ2(2̺, T2̺)
2 + φ3(2̺)
)
where Γ(7) is a positive, finite number depending only on m, n, Q, δ4, δ,
and p.
(8) There exists a positive, finite number ε(8) depending only on n, δ4, and δ
with the following property.
If ̺ ∈ J , 2̺ ∈ J0 ∩ J1, ‖σ2̺‖ ≤ n−1/2δ/4, κ ≤ ε(8), and for s ∈ {̺/4, ̺}
s ∈ J4 ∩ J5, φ4(2s) ≤ 2
−mβ(n)−1α(m)(1/8),
then
φ1(̺/4) ≤ φ1(̺) + Γ(8)
(
φ1(̺)φ2(̺, T̺) + ̺
−1(φ2(2̺, T2̺)
2 + φ3(2̺))
)
where Γ(8) is a positive, finite number depending only on m, n, Q, δ4, δ
and p.
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(9) There exists a positive, finite number ε(9) depending only on m, n, Q, δ2,
ε, δ, and p with the following property.
If δ4 = 1, δ5 = (40)
−m(γ(m)m)−m/α(m), 0 < η < 2−m, P : Rm →
Rn−m is affine, LipP ≤ n−1/2δ/2, R = imD(p∗ + q∗ ◦ P )(0), ̺ ∈ J , X
is an L m measurable subset of U(c, ̺/2) ∩X1,
µ = 1/2 if m = 1, µ = 1/m if m > 1,
̺/2 ∈ J4 ∩ J5, 8r ∈ J2 ∩ J3, ̺ ∈ J1, ‖σ̺‖ ≤ n
−1/2δ/2,
κ ≤ ε(9), φ3(̺) ≤ ε(9), L
m(U(c, ̺/2)∼X) ≤ ηα(m)(̺/2)m,
then for 0 < λ ≤ 1
φ2(̺/4, R) ≤ Γ(9)
((
λ+ φ2(̺, T̺)
2/m
)
φ2(̺, T̺) + (λ+ η
µ)φ2(̺,R)
+ η−1̺−m−1|f (+)(−P )|1;X + λ
−τφ3(̺)
τ
)
where Γ(9) is a positive, finite number depending only on m, n, Q, δ, p,
and τ .
(10) There exists a positive, finite number ε(10) depending only on m, n, Q, δ2,
ε, δ, and p with the following property.
If δ4 = 1, δ5 = (40)
−m(γ(m)m)−m/α(m), 0 < η < 2−m, ̺ ∈ J ,
µ = 1/2 if m = 1, µ = 1/m if m > 1,
{̺/2, ̺} ⊂ J4 ∩ J5, 2̺ ∈ J0 ∩ J1, ‖σ2̺‖ ≤ n
−1/2δ/4,
8r ∈ J2 ∩ J3, κ ≤ ε(10), φ3(2̺) ≤ ε(10),
L
m(U(c, ̺/2)∼{x :Θ0(‖f(x)‖, g(x)) = Q}) ≤ ηα(m)(̺/2)m,
then for 0 < λ ≤ 1
φ2(̺/4, T̺/4) ≤ Γ(10)
((
λ+ ηµ + η−1φ2(2̺, T2̺)
inf{1,2/m}
)
φ2(2̺, T2̺)
+ η−1̺φ1(̺) + (η
−1 + λ−τ )φ3(2̺)
τ
)
where Γ(10) is a positive, finite number depending only on m, n, Q, δ, p,
and τ .
(11) Let δ4 = 1, δ5 = (40)
−m(γ(m)m)−m/α(m), δ = inf{1, ε, (2γ(m))−1},
0 < α ≤ 1, and 0 < δ6 ≤ 1.
Then there positive, finite numbers γi for i ∈ {1, 2, 3} and a positive, finite
number ε(11) both depending only on m, n, Q, L, M , δ1, δ2, δ3, p, τ , α,
and δ6 with the following property.
If a ∈ C(T, 0, r/2, 2r), Θ∗m(‖V ‖, a) ≥ Q− 1 + δ6, 0 < t ≤
r
64 , 0 < γ ≤ 1,
φ2(8r, T ) ≤ ε(11), φ2(8r, T8r) ≤ ε(11)γ,
‖V ‖(C(T, a, ̺, ̺) ∩ {z :Θm(‖V ‖, z) ≤ Q − 1}) ≤ ε(11)α(m)̺
m
whenever t ≤ ̺ ≤ r/8, and
φ3(̺)
τ ≤ γγ3(̺/r)
ατ whenever 0 < ̺ ≤ 8r,
56
then, in case ατ < 1,
̺ ∈ J1 and ̺φ1(̺) ≤ γγ1(̺/r)
ατ for t ≤ ̺ ≤ r/4,
φ2(̺, T̺) ≤ γγ2(̺/r)
ατ for t ≤ ̺ ≤ r
and, in case ατ = 1,
̺ ∈ J1 and ̺φ1(̺) ≤ γγ1(̺/r)(1 + log(r/̺)) for t ≤ ̺ ≤ r/4,
φ2(̺, T̺) ≤ γγ2(̺/r)(1 + log(r/̺)) for t ≤ ̺ ≤ r.
Proof of (5). This follows from [Fed69, 5.1.2, 10].
Proof of (6). Note by 9.3 (13) applied with ̺, s, t, λ replaced by 2̺, ̺, ̺, 1/2
̺ ∈ J1, ‖σ̺‖ ≤ ‖σ2̺‖+ 2
2m+3α(m)−1/2φ2(2̺, T2̺) ≤ 1.
Since u̺−σ2̺ is D
2Ψ§0(σ̺) harmonic, applying [Fed69, 5.2.5] yields, noting (5),
|D2u̺|∞;c,̺/2 ≤ ∆1̺
−1−m/2|D(u̺ − σ2̺)|2;c,̺
where ∆1 = 2
n+5nn+1Γ(5)(n)
n sup{α(i)−1/2 :n > i ∈ P}. Using 7.2, one
obtains
|D(u̺ − σ2̺)|2;c,̺ ≤ |D(u̺ − g)|2;c,̺ + |D(g − σ2̺)|2;c,̺ ≤ ∆2|D(g − σ2̺)|2;c,̺
where ∆2 = 1 + Γ(5)(n)
2. Taking Γ(6) = ∆1∆2Γ9.3(12)(n,Q, δ)
1/2, the conclu-
sion now follows from 9.3 (12) with σ replaced by σ2̺.
Proof of (7). Suppose B, and Ba,t, Ca,t for t ∈ J0 are as in 9.3. Define S,R ∈
D ′(U(c, ̺),Rn−m) by
S(θ) = −
´
U(c,̺)
〈
Dθ(x), DΨ§0(Dg(x))
〉
dL mx,
R(θ) = −
´
U(c,̺)
〈
Dθ(x) ⊙Dg(x), D2Ψ§0(σ̺)
〉
dL mx
whenever θ ∈ D(U(c, ̺),Rn−m). Since u̺ is D2Ψ
§
0(σ̺) harmonic,
|u̺ − g|1;c,̺ ≤ ∆1̺|R|−1,1;c,̺ (VI)
by 7.8 and (5) where ∆1 = Γ7.8(n,Γ(5)(n)
−1,Γ(5)(n)). One computes for x ∈
dmnDg
DΨ§0(Dg(x)) −DΨ
§
0(σ̺)− (Dg(x)− σ̺) yD
2Ψ§0(σ̺)
= (Dg(x)− σ̺) y
´ 1
0D
2Ψ§0(tDg(x) + (1− t)σ̺)−D
2Ψ§0(σ̺) dL
1t,
‖D2Ψ§0(tDg(x) + (1− t)σ̺)−D
2Ψ§0(σ̺)‖
≤ Lip(D2Ψ§0|B(0, γ)) t|Dg(x)− σ̺| for 0 ≤ t ≤ 1
where γ = m1/2 sup{1,Γ(2)(n−m,Q)}, hence, since
´
U(c,̺)
〈Dθ(x), β〉 dL mx = 0
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for θ ∈ D(U(c, ̺),Rn−m) and β ∈ {DΨ§0(σ̺), σ̺ yD
2Ψ§0(σ̺)},
̺−m|S −R|−1,1;c,̺ ≤ ∆2̺
−m
´
U(c,̺)
|Dg(x)− σ̺|
2 dL mx
where ∆2 is a positive, finite number depending only on n and Q. Therefore by
9.3 (12) with σ replaced by σ2̺
̺−m|S −R|−1,1;c,̺ ≤ ∆3
(
φ2(2̺, T2̺)
2 + φ4(2̺)
)
(VII)
where ∆3 = ∆2Γ9.3(12)(n,Q, δ).
Let θ ∈ D(U(c, ̺),Rn−m) with |Dθ|∞;c,̺ ≤ 1 and η ∈ D
0(Rn−m) with
spt η ⊂ U(q(a), δ4̺), B(q(a), δ4̺/2) ⊂ Int(R
n−m ∩ {y : η(y) = 1}),
0 ≤ η(y) ≤ 1, |Dη(y)| ≤ 4(δ4)
−1̺−1 for y ∈ Rn−m.
From 5.7 (9) with τ replaced by σ2̺ one infers with Da,̺ = C(T, a, ̺, δ4̺) ∩
p−1[Ca,̺], noting 9.3 (11b) and |θ|∞;c,̺ ≤ ̺,
|QS(θ) + (δV )((η ◦ q) · (q∗ ◦ θ ◦ p))|
≤ ∆4
(
L
m(Ca,̺) +
´
U(c,̺)|AF (x) (+)(−σ2̺)|
2 dL mx+ ‖V ‖(Da,̺)
)
where ∆4 is a positive, finite number depending only on n, Q, and δ4. By 5.7 (7),
noting 9.3 (11b), and 9.3 (12) with σ replaced by σ2̺
̺−m|QS(θ) + (δV )((η ◦ q) · (q∗ ◦ θ ◦ p))|
≤ ∆4Γ5.7(7)(Q,m)̺
−m‖V ‖(Ba,̺) + ∆4Γ9.3(12)(n,Q, δ)
(
φ2(2̺, T2̺)
2 + φ4(2̺)
)
Therefore one obtains in view of 9.3 (8), since |(T̺)♮−T♮| ≤ n1/2‖(T2̺)♮−T♮‖ ≤
n1/2‖σ2̺‖ ≤ δ/2 by 4.1,
̺−m|QS(θ) + (δV )((η ◦ q) · (q∗ ◦ θ ◦ p))| ≤ ∆5
(
φ2(2̺, T2̺)
2 + φ4(2̺)
)
(VIII)
where ∆5 is a positive, finite number depending only on n, Q, δ4, and δ. Also,
using 9.3 (11a) and Ho¨lder’s inequality, recalling |θ|∞;c,̺ ≤ ̺,
̺−m|(δV )((η ◦ q) · (q∗ ◦ θ ◦ p))| ≤ (α(m)(Q + 1/2))1−1/pφ3(̺). (IX)
Finally, noting
φ3(2̺) = δφ4(2̺)
m−p
mp ≤ δ
(
2−mβ(n)−1α(m)(1/8)
)m−p
mp if m > 1,
φ4(2̺) ≤ ∆6φ3(2̺)
where ∆6 = δ
−1
(
2−mβ(n)−1α(m)(1/8)
)1−m−pmp , the conclusion may be obtained
by combining (VI), (VII), (VIII) and (IX).
Proof of (8). Define ε(8) to be the infimum of all numbers
inf
{
ε9.3(8)(i, δ4, δ), ε9.3(11)(n, δ4, δ), 2
−4n−5n−2α(i)δ2
}
corresponding to n > i ∈ P.
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Noting
φ1(̺/4) ≤ φ1(̺) + |D
2(u̺/4 − u̺)|∞;c,̺/8,
only |D2(u̺/4 − u̺)|∞;c,̺/8 needs to be estimated. Since ̺ < 2r as 2̺ ∈ J0 and
̺ ∈ J4, one notes
2̺ ∈ J3, φ2(2̺, T2̺) ≤ φ2(2̺, T ) ≤ (2m
1/2κ)1/2.
Therefore one may apply 9.3 (13) for each t ∈ {̺/4, ̺/2, ̺} with ̺, s, λ replaced
by 2̺, ̺/4, 1/2 to obtain {̺/4, ̺/2, ̺} ⊂ J1 and
sup{‖σ̺/4‖, ‖σ̺/2‖, ‖σ̺‖} ≤ ‖σ2̺‖+ 2
2m+3α(m)−1/2φ2(2̺, T2̺) ≤ n
−1/2δ/2.
Computing for x ∈ U(c, ̺/4)〈
D2(u̺ − u̺/4)(x), C(σ̺/4)
〉
=
〈
D2u̺(x), C(σ̺/4)− C(σ̺)
〉
,
one infers from 7.4 with c, M , Υ, α, a, r, and u replaced by Γ(5)(n)
−1, Γ(5)(n)
D2Ψ§0(σ̺/4), 1/2, c, ̺/4, and u̺ − u̺/4 that
|D2(u̺ − u̺/4)|∞;c,̺/8
≤ ∆1
(
̺−2−m|u̺ − u̺/4|1;c,̺/4 + ̺
1/2h1/2(D
2u̺|B(c, ̺/4))‖σ̺/4 − σ̺‖
)
where ∆1 is a positive, finite number depending only on n. Since
̺1/2h1/2(D
2u̺|B(c, ̺/4)) ≤ ∆2φ1(̺)
by [Fed69, 5.2.5] and (5) for some positive, finite number ∆2 depending only on
n, the conclusion now follows, noting 9.3 (13), by applying (7) twice, once with
̺ as given and once with ̺ replaced by ̺/4.
Proof of (9). Define q =∞ if m = 1 and q = ( 12τ +
1
2 −
1
p )
−1 if m > 1 and note
2 ≤ q <∞ if m = 2 and q = 2m/(m− 2) if m > 2 and
1/p+ 1/q ≥ 1, τ = (2(1/p+ 1/q)− 1)−1.
With δ4 = 1 and δ5 = (40)
−m(γ(m)m)−m/α(m) define
∆1 = inf
{
ε9.3(8)(m, δ4, δ), ε9.3(9)(m, δ4, δ5, ε), ε9.3(11)(n, δ4, δ),
2−mβ(n)−1α(m)ε5.7(8)(m, δ2, δ4)(2Γ5.7(7)(Q,m))
−1δ
}
,
∆2 = inf
{
1, (2γ(1))−1
}
,
∆3 = inf
{
1, 2−mβ(n)−1α(m) inf{ε5.7(8)(m, δ2, δ4)(2Γ5.7(7)(Q,m))
−1, 1/8}
}
,
ε(9) = inf
{
∆1, 2
−1m−1/2,∆2, δ(∆3)
1/p−1/m
}
, ∆4 = sup{2
mΓ6.4(n,Q, q), 1},
∆5 = sup
{
2Γ6.4(n,Q,∞), 2
mΓ6.4(n,Q, 2), 1
}
, ∆6 = Γ9.3(12)(n,Q, δ)
1/2δ−τ ,
∆7 = sup{QΓ5.7(8)(m), 1}, ∆8 = 2
m+2δ−2β(n),
∆9 = 19/(2
1/2 · 40 + 19), ∆10 = Γ4.14(m, p, q) if m = 1,
∆10 = Γ4.10(m, p, q) if m > 1,
∆11 = 2
m sup
{
2(∆10)
1/2, 2(16 + 4m)1/2|∆9 − 1/4|
−1
}
,
∆12 =
(
4(∆4 +∆5)∆7(∆8)
2δ−τ + 1
)
∆11, Γ(9) = ∆12(2 + ∆6).
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It will be shown that ε(9) and Γ(9) have the asserted property.
Suppose B, A, Ba,t, Ca,t, and H for t ∈ J0 are as in 9.3.
Since ̺/2 ∈ J0 ∩ J4, it follows
̺/2 < 2r, ̺ ∈ J3, φ2(̺, T̺) ≤ φ2(̺, T ) ≤ (2m
1/2κ)1/2.
One therefore obtains
κ ≤ ∆1, φ2(̺, T̺) ≤ 1, φ3(̺) ≤ ∆2, φ4(̺) ≤ ∆3. (I)
Applying 6.4 with a, r, f , and A replaced by c, ̺/2, F (+)(−P )|U(c, ̺/2),
and X , noting 5.7 (4), one obtains
̺−1−m/q|F (+)(−P )|q;c,̺/2
≤ ∆4
(
̺−m/2|A(F (+)(−P ))|2;c,̺/2 + η
1/q−1̺−m−1|f (+)(−P )|1;X
)
.
(II)
Similarly, one obtains
̺−1−m/2|F (+)(−P )|2;c,̺/2
≤ ∆5
(
ηµ̺−m/2|A(F (+)(−P ))|2;c,̺/2 + η
−1̺−m−1|f (+)(−P )|1;X
)
.
(III)
Applying 9.3 (12) applied with ̺, σ replaced by ̺/2, DP (0) yields, noting
φ4(̺) ≤ 1 by (I) and 1/2 ≥ τ(1/p− 1/m),
̺−m/2|A(F (+)(−P ))|2;c,̺/2 ≤ ∆6
(
φ2(̺,R) + φ3(̺)
τ
)
. (IV)
Define d : Rn → R by
d(z) = inf{(|p(z − ξ)|2 + |q(z − ξ)|2)1/2 : ξ ∈ Rn, P (p(ξ)) = q(ξ)}
whenever z ∈ Rn and note, taking ξ = (p∗ + q∗ ◦ P )(p(z)),
d(z) ≤ |P (p(z))− q(z)| for z ∈ Rn.
Hence, defining d5.7(8) and g5.7(8) to be the functions defined in 5.7 (8) under
the names “d” and “g” with
̺, P replaced by ̺/2, C(T,p∗(c), ̺/2) ∩ {z :P (p(z)) = q(z)},
one infers
d|C(T,p∗(c), ̺/2, 3r) ≤ d5.7(8),
g5.7(8)(x) ≤ G (f(x), Q[[P (x)]]) = G ((f (+)(−P ))(x), Q[[0]])
for x ∈ X1 ∩B(c, ̺/2). Therefore 5.7 (8) with ̺, P replaced as in the definition
of d5.7(8) and g5.7(8) yields, noting
L
m(B(c, ̺/2)∼X1) ≤ L
m(Ca,̺/2) ≤ ε5.7(8)(m, δ2, δ4)α(m)(̺/2)
m
by 9.3 (11c) with ̺ replaced by ̺/2 and (I),
(‖V ‖ xH ∩C(T,p∗(c), ̺/2, 3r))(s)(d)
≤ ∆7
(
|F (+)(−P )|s;c,̺/2 +L
m(B(c, ̺/2)∼X1)
1/s+1/m
) (V)
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whenever 1 ≤ s ≤ ∞. Using 5.7 (7) with ̺ replaced by ̺/2 in conjunction with
9.3 (11b) with ̺ replaced by ̺/2, one estimates
L
m(B(c, ̺/2)∼X1) ≤ L
m(Ca,̺/2) ≤ Γ5.7(7)(Q,m)‖V ‖(Ba,̺/2),
hence by 9.3 (8) with ̺ and R replaced by ̺/2 and T̺, noting (I) and |(T̺)♮ −
T♮| ≤ n1/2‖(T̺)♮ − T♮‖ ≤ n1/2‖σ̺‖ ≤ δ/2 by 4.1,
̺−mLm(B(c, ̺/2)∼X1) ≤ ∆8
(
φ2(̺, T̺)
2 + φ4(̺)
)
. (VI)
In order to apply 4.10, first define K = C(T,p∗(c), ̺, ̺) and H4.10 to be
the set defined in 4.10 under the name “H”, i.e. the set of all z ∈ spt ‖V ‖ such
that
‖V ‖B(z, t) ≥ (40)−m(γ(m)m)−mtm whenever 0 < t <∞, B(z, t) ⊂ K.
One infers that
C(T, a, ̺, ̺) ∩ spt ‖V ‖ ⊂ H4.10 if m = 1,
H4.10 ∩C(T, a,∆9̺,∆9̺) ⊂ H ;
in fact the first inclusion follows by 3.4 and (I) whereas concerning the second
inclusion η < 2−m implies by 9.3 (11b) with ̺ replaced by ̺/2 the existence of
ξ ∈ A∩C(T, a, ̺/4, ̺/4) hence, verifying 1/4 < ∆9 < 1/2 and 2
3/2∆9/(1−∆9) ≤
19
20 , one obtains for z ∈ C(T, a,∆9̺,∆9̺), (1 −∆9)̺ < t < 2r
|ξ − z| ≤ 23/2∆9̺ ≤ 2
3/2∆9t/(1−∆9) ≤
19
20 t, B(z, t) ⊃ B(ξ, t/(20)),
‖V ‖B(z, t) ≥ ‖V ‖B(ξ, t/(20)) ≥ (40)−m(γ(m)m)−mtm = δ5α(m)t
m
by 3.4 since δ ≤ (2γ(m))−1 and, noting (I), the inclusion follows from 9.3 (9) as
B(z, (1−∆9)̺) ⊂ K. Choose φ ∈ D0(U) such that
0 ≤ φ(x) ≤ 1 and |Dφ(x)| ≤ 2 · (∆9 − 1/4)
−1̺−1 for x ∈ U,
φ(x) = 1 for x ∈ C(T, a, ̺/4, ̺/4),
sptφ ⊂ C(T, a,∆9̺,∆9̺) ⊂ K ∩ IntC(T, a, ̺/2, ̺/2).
One now applies 4.14 if m = 1 and 4.10 if m > 1 both with a and T replaced
by (p∗ + q∗ ◦ P )(0) and imD(p∗ + q∗ ◦ P )(0) to obtain with αm = 0 if m = 1
and αm = (̺
1−m/pα)
mp
m−p if m > 1
̺−mβ2 ≤ ∆10
(
αm + (̺
1−m/pα̺−1−m/qγ)1/(1/p+1/q)
)
+ (16 + 4m)̺−mξ2;
here α, β, γ, and ξ are as in 4.10 and 4.14 respectively. Noting (αm)
1/2 ≤
φ3(̺)
τ , since φ3(̺) ≤ 1 by (I), and using the inequality relating arithmetic and
geometric means as in 4.11, one infers
φ2(̺/4, R) ≤ ∆11
(
λ̺−1−m/q(‖V ‖ xH ∩C(T,p∗(c), ̺/2, 3r))(q)(d)
+ λ−τφ3(̺)
τ + ̺−1−m/2(‖V ‖ xH ∩C(T,p∗(c), ̺/2, 3r))(2)(d)
)
.
(VII)
Finally, the estimates (II)–(VII) are combined as follows: Firstly,
φ2(̺/4, R) ≤ ∆11λ
−τφ3(̺)
τ
+∆7∆11λ̺
−1−m/q
(
|F (+)(−P )|q;c,̺/2 +L
m(B(c, ̺/2)∼X1)
1/q+1/m
)
+∆7∆11̺
−1−m/2
(
|F (+)(−P )|2;c,̺/2 +L
m(B(c, ̺/2)∼X1)
1/2+1/m
)
61
by (VII) and (V). Then, by (II), (III), and (VI)
φ2(̺/4, R) ≤ ∆11λ
−τφ3(̺)
τ
+∆7∆11(∆4 +∆5)(λ+ η
µ)̺−m/2|A(F (+)(−P ))|2;c,̺/2
+∆7∆11(∆4 +∆5)(η
1/q−1 + η−1)̺−1−m|f (+)(−P )|1;X
+ 2∆7(∆8)
1/q+1/m∆11λ
(
φ2(̺, T̺)
2/q+2/m + φ4(̺)
1/q+1/m
)
+ 2∆7(∆8)
1/2+1/m∆11
(
φ2(̺, T̺)
1+2/m + φ4(̺)
1/2+1/m
)
.
Finally, using φ2(̺, T̺) ≤ 1 and φ4(̺) ≤ 1 by (I), q ≥ 2, and τ ≤
mp
2(m−p) ≤(
1
q +
1
m
)
mp
m−p if m > 1 this simplifies to
φ2(̺/4, R) ≤ ∆12
(
λ−τφ3(̺)
τ +
(
λ+ φ2(̺, T̺)
2/m
)
φ2(̺, T̺)
+ (λ + ηµ)̺−m/2|A(F (+)(−P ))|2;c,̺/2 + η
−1̺−m−1|f (+)(−P )|1;X
)
and the conclusion is a consequence of (IV).
Proof of (10). With δ4 = 1 and δ5 = (40)
−m(γ(m)m)−m/α(m) define
∆1 = inf{ε9.3(8)(m, δ4, δ), ε9.3(11)(n, δ4, δ), ε(9)(m,n,Q, δ2, ε, δ, p)},
∆2 = 6(2mΓ(5)(n))
m+1α(m)−1/2, ∆3 = ∆2
(
Γ(5)(n)
2 + 1
)
,
∆4 = ∆3Γ9.3(12)(n,Q, δ)
1/2,
∆5 = inf
{
2−2m−5α(m)n−1/2δ, (∆4)
−1n−1/2δ/4, 1
}
,
∆6 = inf
{
1, 2−mε(9)(m,n,Q, δ2, ε, δ, p)
}
,
∆7 = inf
{
(∆4)
−2n−1δ22−4, 2−mβ(n)−1α(m)(1/8), 2−m
}
,
ε(10) = inf
{
∆1, 2
−1m−1/2(∆5)
2,∆6, δ(∆7)
1/p−1/m
}
.
Moreover, define
∆8 = Γ(7)(m,n,Q, δ4, δ, p), ∆9 = Γ3.16(n)α(m)
1/2,
∆10 = ∆9Γ9.3(12)(n,Q, δ)
1/2, ∆11 = 2
m+1Γ3.15(2, n),
∆12 = ∆11 sup{α(m),∆8 + 2
m∆10δ
−τ},
∆13 = (Q + 1)
1/2α(m)1/2∆12n
1/2 + 2m, ∆14 = Q
1/2 sup{α(m),∆8},
Γ(10) = Γ(9)(m,n,Q, δ, p, τ)(2
m+1 + 2∆13 +∆14).
It will be shown that ε(10) and Γ(10) have the asserted property.
Since ̺ ∈ J4 and 2̺ ∈ J0, it follows
̺ < 2r, 2̺ ∈ J3, φ2(2̺, T ) ≤ (2m
1/2κ)1/2.
One therefore obtains
κ ≤ ∆1, φ2(2̺, T ) ≤ ∆5, φ3(2̺) ≤ ∆6, φ4(2̺) ≤ ∆7,
̺ ∈ J1, ‖σ̺‖ ≤ n
−1/2δ/2;
(I)
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in fact the first four inequalities are directly implied by the definition of ε(10) and
the last two statements follow from 9.3 (13) applied with ̺, s, t, λ replaced by
2̺, ̺, ̺, 1/2 since φ2(2̺, T2̺) ≤ 2
−2m−5α(m)n−1/2δ by the second inequality.
Define P : Rm → Rn−m by P (x) = u̺(c) + 〈x− c,Du̺(c)〉 for x ∈ Rm.
One verifies
LipP = ‖DP (0)‖ ≤ n−1/2δ/2; (II)
in fact using [Fed69, 5.2.5], 7.2, 9.3 (12) with σ replaced by 0, and (I)
‖DP (0)‖ = ‖Du̺(c)‖ ≤ ∆2̺
−m/2|Du̺|2;c,̺
≤ ∆2̺
−m/2
(
|D(u̺ − g)|2;c,̺ + |Dg|2;c,̺
)
≤ ∆3̺
−m/2|Dg|2;c,̺ ≤ ∆4
(
φ2(2̺, T ) + φ4(2̺)
1/2
)
≤ n−1/2δ/2.
Taylor’s expansion yields
̺−m−1|u̺ − P |1;c,̺/2 ≤ α(m)̺|D
2u̺|∞;c,̺/2. (III)
Noting (I), one obtains from (7) that
̺−m−1|u̺ − g|1;c,̺ ≤ ∆8
(
φ2(2̺, T2̺)
2 + φ3(2̺)
τ
)
. (IV)
By 3.16 with a, r, u replaced by c, ̺/2, (g− σ̺)|U(c, ̺/2) there exists an affine
function R : Rm → Rn−m with DR(0) = σ̺ such that
̺−m−1|g −R|1;c,̺/2 ≤ ∆9̺
−m/2|D(g −R)|2;c,̺/2,
hence by 9.3 (12) with ̺, σ replaced by ̺/2, σ̺, noting (I),
̺−m−1|g −R|1;c,̺/2 ≤ ∆10
(
φ2(̺, T̺) + φ4(̺)
1/2
)
. (V)
Since by 3.15 with k, a, r, u replaced by 2, c, ̺/2, P −R
|DP (0)− σ̺| = |D(P −R)(0)| ≤ ∆11̺
−1−m|P −R|1;c,̺/2
≤ ∆11̺
−1−m
(
|P − u̺|1;c,̺/2 + |u̺ − g|1;c,̺/2 + |g −R|1;c,̺/2
)
,
one obtains from (III)–(V), noting sup{φ2(2̺, T2̺), φ3(2̺), φ4(̺)} ≤ 1 by (I)
and 1/2 ≥ τ(1/p− 1/m),
|DP (0)− σ̺| ≤ ∆12
(
̺φ1(̺) + φ2(2̺, T2̺) + φ3(2̺)
τ
)
,
hence using 9.3 (11a) and 4.1
φ2(̺, S) ≤ ∆13
(
̺φ1(̺) + φ2(2̺, T2̺) + φ3(2̺)
τ
)
(VI)
where S = imD(p∗ + q∗ ◦ P )(0).
Define X = U(c, ̺/2) ∩X1 ∩ {x :Θ
0(‖f(x)‖, g(x)) = Q} and note
|f (+)(−P )|1;X ≤ Q
1/2(|g − u̺|1;c,̺ + |u̺ − P |1;c,̺/2).
Combining this with (III) and (IV) yields
̺−1−m|f (+)(−P )|1;X ≤ ∆14
(
̺φ1(̺) + φ2(2̺, T2̺)
2 + φ3(2̺)
τ
)
.
Therefore noting (I), (II) and 5.7 (1) and applying (9) with R replaced by S,
one obtains in conjunction with (VI) the conclusion.
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Proof of (11). As the assertion does not involve κ it may be restricted to a
specific value. One defines
∆1 = sup{Γ(8)(m,n,Q, δ4, δ, p),Γ(10)(m,n,Q, δ, p, τ), 1},
η = inf
{
(48∆1)
−n, 2−n
}
,
κ = inf
{
ε9.3(8)(m, δ4, δ), ε9.3(10)(n,Q, δ4, p, α, δ6), ε9.3(11)(n, δ4, δ),
ε(8)(n, δ4, δ), 2
−m−2β(n)−1α(m)ηΓ5.7(7)(Q,m)
−1,
ε(10)(m,n,Q, δ2, ε, δ, p)
}
,
∆2 = inf
{
1, 2−mβ(n)−1α(m) inf{η(4Γ5.7(7)(Q,m))
−1, 1/8}
}
,
∆3 = inf
{
2−2m sup{(Q+ 1)α(m), 1}−1κ, 1, ε(10)(m,n,Q, δ2, ε, δ, p),
(∆2)
1/p−1/mδ, 2−9m sup{Mα(m), 1}−1κ
}
,
∆4 = inf
{
(∆3/8)
τ , ε9.3(10)(n,Q, δ4, p, α, δ6)
τ ,(
αpα(m)1/p((Q − 1 + δ6)
1/p − (Q − 1 + δ6/2)
1/p)
)τ}
,
∆5 = inf
{
2−2m(Q+ 1)−1/2α(m)−1/2κ, 2−m−2α(m)1/2
}
,
∆6 = n
−1/2 inf
{
δ/4, 2−m−1 sup{(Q+ 1)α(m), 1}−1∆5
}
,
∆7 = inf
{
n−1/2 inf{δ/2, 1/4},∆6/2
}
,
∆8 = 1− 4
ατ−1 if ατ < 1,
∆8 = log 4 if ατ = 1,
∆9 = inf
{
2−2m−4α(m)1/2, 2−2m−4α(m)1/2(1− 2−ατ )∆6, 2
−m−1∆5, 1,
(3∆1)
−1∆8,
1
576 (∆1)
−2η∆8, (48∆1)
−nηn
}
,
∆10 = Γ(6)(n,Q, δ),
∆11 = inf
{
δτ2−7(∆10)
−1, 124∆8(∆1)
−1
}
,
λ = (48∆1)
−1,
∆12 =
(
24∆1(η
−1 + λ−τ )
)−1
,
γ2 = (e/4)∆9,
γ1 = η(24∆1)
−1γ2,
γ3 = inf{∆4,∆11γ1,∆12γ2},
ε(11) = inf
{
2−8m sup{Mα(m), 1}−1κ, 2−6m−4α(m)1/2,
2−5m−3α(m)1/2∆7, 2
−5m∆5, 2
−4m−7(∆10)
−1γ1, 2
−5m−6γ2, η/2
}
;
here e denotes Euler’s number. It will be shown that γi and ε(11) have the
asserted property.
Suppose Ca,t for t ∈ J0 is as in 9.3.
First, note that
φ3(̺)
τ ≤ γγ3(̺/r)
ατ for 0 < t ≤ 8r (I)
implies, noting γ3 ≤ ∆4,
φ3(̺) ≤ ∆3 and φ4(̺) ≤ ∆2 whenever 0 < ̺ ≤ 8r. (I’)
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Next, some auxiliary assertions will be shown:
R ∩ {̺ : 0 < ̺ ≤ r/2} ⊂ J0, (II)
R ∩ {̺ : r64 ≤ ̺ ≤ r} ⊂ J1, (III)
R ∩ {̺ : r64 ≤ ̺ ≤ 8r} ⊂ J2 ∩ J3, (IV)
R ∩ {̺ : r64 ≤ ̺ ≤ 4r} ⊂ J4, (V)
R ∩ {̺ : r64 ≤ ̺ ≤ r/2} ⊂ J5, (VI)
‖V ‖(C(T, a, ̺, ̺)) ≥ (Q − 1 + δ4/2)α(m)̺
m whenever 0 < ̺ ≤ r/2, (VII)
‖σ̺‖ ≤ ∆7 whenever
r
64 ≤ ̺ ≤ r, (VIII)
Proof of (II). This follows from a ∈ C(T, 0, r/2, 2r).
Proof of (IV). For r64 ≤ ̺ ≤ 8r one computes, using Ho¨lder’s inequality and
(I’),
‖δV ‖(U ∩C(T, a, ̺, ̺)) ≤ ‖V ‖(U)1−1/pψ(U ∩C(T, a, 8r, 8r))1/p
≤ sup{Mα(m), 1}rm−m/p(8r)m/p−1φ3(8r)
≤ ∆3 sup{Mα(m), 1}2
9m( r64 )
m−1 ≤ κ̺m−1,
´
(U∩C(T,a,̺,̺))×G(n,m)
|S♮ − T♮| dV (z, S) ≤ ‖V ‖(U)
1/2(8r)m/2φ2(8r, T )
≤ sup{Mα(m), 1}28mε(11)(
r
64 )
m ≤ κ̺m.
Proof of (V). This follows from (IV).
Proof of (VI). Let r64 ≤ ̺ ≤ r/2. One computes for 0 < t < ̺, (I) and
γ3 ≤ ∆4,
φ3(t) ≤ (∆4)
1/τ (t/r)α ≤ ε9.3(10)(n,Q, δ4, p, α, δ6)(t/̺)
α.
Therefore, noting (II) and (IV), (VI) is implied by 9.3 (10).
Proof of (VII). Applying 9.1 with r, M , ̺ replaced by ̺, (∆4)
1/τ , ̺ in
conjunction with Ho¨lder’s inequality, noting (I) and γ3 ≤ ∆4, yields
(
̺−m‖V ‖(C(T, a, ̺, ̺))
)1/p
≥ ((Q− 1 + δ6)α(m))
1/p − (∆4)
1/τα−1p−1
≥ ((Q− 1 + δ6/2)α(m))
1/p.
Proof of (III) and (VIII). Let r64 ≤ ̺ ≤ r. Using Ho¨lder’s inequality and
̺/2 ≤ inf{̺, r/2} ∈ J5 by (VI), one estimates
‖(T̺)♮ − T♮‖ ≤ ‖V ‖(U ∩C(T, a, ̺, ̺))
−1/2̺m/2
(
φ2(̺, T̺) + φ2(̺, T )
)
≤ α(m)−1/22m/2+3/2φ2(̺, T ) ≤ α(m)
−1/225m+2φ2(8r, T )
≤ α(m)−1/225m+2ε(11) ≤ 1/2,
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hence T̺ ∩ kerp = {0} and ̺ ∈ J1, i.e. (III). Now, 4.1 applied with S, S1, S2
replaced by T , T , T̺ yields
‖σ̺‖
2 ≤ (1 + ‖σ̺‖
2)‖(T̺)♮ − T♮‖
2,
‖σ̺‖
2 ≤ ‖(T̺)♮ − T♮‖
2/(1− ‖(T̺)♮ − T♮‖
2) ≤ 2‖(T̺)♮ − T♮‖
2,
‖σ̺‖ ≤ 2‖(T̺)♮ − T♮‖ ≤ α(m)
−1/225m+3ε(11) ≤ ∆7.
Having shown the auxiliary assertions (II)–(VIII), one chooses j ∈ P such
that r64 < 4
jt ≤ r16 and defines ti = 4
j+1−it whenever i ∈ P, i ≤ j + 1 in order
to show inductively the following assertions whenever i ∈ P, i ≤ j + 1:
R ∩ {̺ : ti ≤ ̺ ≤ r} ⊂ J4 (IX)
R ∩ {̺ : ti ≤ ̺ ≤ r/2} ⊂ J5, (X)
R ∩ {̺ : ti ≤ ̺ ≤ r} ⊂ J1, (XI)
‖σ̺‖ ≤ ∆6 for ti ≤ ̺ ≤ r, (XII)
φ2(̺, T ) ≤ ∆5 for ti ≤ ̺ ≤ r, (XIII)
φ1(̺) ≤ γγ1̺
−1+ατr−ατ whenever ti ≤ ̺ ≤ r/4, ατ < 1,
φ1(̺) ≤ γγ1r
−1(1 + log(r/̺)) whenever ti ≤ ̺ ≤ r/4, ατ = 1,
(XIV)
φ2(̺, T̺) ≤ γγ2(̺/r)
ατ whenever ti ≤ ̺ ≤ r, ατ < 1,
φ2(̺, T̺) ≤ γγ2(̺/r)(1 + log(r/̺)) whenever ti ≤ ̺ ≤ r, ατ = 1.
(XV)
One verifies that (XV)i implies
φ2(̺, T̺) ≤ ∆9(̺/r)
ατ/2 whenever ti ≤ ̺ ≤ r, (XV’)
φ2(̺, T̺) ≤ ∆9(1 + log(r/̺))
−1 whenever ti ≤ ̺ ≤ r, ατ = 1; (XV”)
here and in the remaining proof references to equations involving the inductive
parameter will be supplemented by the value of this parameter as index.
Proof of (IX)1, (X)1 and (XI)1. Since t1 = 4
jt ≥ r64 the assertions follow
from (V), (III) and (VI).
Proof of (XII)1. Since t1 ≥
r
64 and ∆7 ≤ ∆6, this follows from (VIII).
Proof of (XIII)1. For t1 ≤ ̺ ≤ r
φ2(̺, T ) ≤ 2
5mφ2(8r, T ) ≤ 2
5mε(11) ≤ ∆5.
Proof of (XIV)1. Let
r
64 ≤ ̺ ≤ r/4 and note
̺ ∈ J4 ∩ J5 by (V) and (VI), 2̺ ∈ J0 ∩ J1 by (II) and (III),
‖σ2̺‖ ≤ n
−1/2 inf{δ/2, 1/4} by (VIII),
φ2(2̺, T2̺) ≤ 2
4mφ2(8r, T ) ≤ 2
4mε(11) ≤ 2
−2m−4α(m)1/2.
Therefore by (6), using φ4(2̺) ≤ 1 by (I’), 1/2 ≥ τ(1/p − 1/m), (I) and γ3 ≤
∆11γ1,
̺φ1(̺) ≤ ∆10
(
φ2(2̺, T2̺) + φ4(2̺)
1/2
)
≤ ∆10
(
24mφ2(8r, T8r) + δ
−τφ3(2̺)
τ
)
≤ γ∆10
(
24mε(11) + δ
−τ∆11γ1
)
≤ γγ1
1
64 ≤ γγ1(̺/r)
ατ .
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Proof of (XV)1. For
r
64 ≤ ̺ ≤ r one estimates
φ2(̺, T̺) ≤ 2
5mφ2(8r, T8r) ≤ 2
5mε(11)γ ≤ γγ2
1
64 ≤ γγ2(̺/r)
ατ .
Therefore the assertions (IX)1–(XV)1 are proven in the case i = 1. Suppose
now that the assertions (IX)i–(XV)i hold for some i ∈ P with i ≤ j. Note
ti ≤ t1 = 4jt ≤
r
16 . Since ti ∈ J0 ∩ J4 by (II) and (IX)i and
φ4(2ti) ≤ ∆2 ≤ 2
−mβ(n)−1α(m)(1/8)
by (I’), 9.3 (11a) with ̺ replaced by ti implies
‖V ‖(C(T, a, ̺, ̺)) ≤ (Q+ 1)α(m)4m̺m for ti+1 ≤ ̺ ≤ ti. (XVI)
Proof of (IX)i+1, (X)i+1 and (XI)i+1. Let ti+1 ≤ ̺ ≤ ti. Note ̺ ∈ J0 by
(II). One estimates, using Ho¨lder’s inequality, (XVI) and (I’),
‖δV ‖(C(T, a, ̺, ̺)) ≤ ‖V ‖(C(T, a, ̺, ̺))1−1/pψ(C(T, a, ti, ti))
1/p
≤ sup{(Q+ 1)α(m), 1}4m̺m−1∆3 ≤ κ̺
m−1,
hence ̺ ∈ J2. Similarly, using (XIII)i,
´
C(T,a,̺,̺)×G(n,m)|S♮ − T♮| dV (z, S)
≤ ‖V ‖(C(T, a, ̺, ̺))1/2
(´
C(T,a,ti,ti)×G(n,m)
|S♮ − T♮|
2 dV (z, S)
)1/2
≤ (Q + 1)1/2α(m)1/24m̺m∆5 ≤ κ̺
m
and ̺ ∈ J3. Together with (IX)i this implies
R ∩ {s : ti+1 ≤ s < 2r} ⊂ J2 ∩ J3, R ∩ {s : ti+1 ≤ s ≤ r} ⊂ J4,
hence (IX)i+1. One computes for 0 < t < ̺, using (II), (I) and γ3 ≤ ∆4,
φ3(t) ≤ (∆4)
1/τ (t/r)α ≤ ε9.3(10)(n,Q, δ4, p, α, δ6)(t/̺)
α.
Therefore, noting (II) and (IX)i+1, 9.3 (10) implies (X)i+1. To prove ̺ ∈ J1,
one estimates
‖(T̺)♮ − T♮‖ ≤ ‖V ‖(C(T, a, ̺, ̺))
−1/2̺m/2
(
φ2(̺, T̺) + φ2(̺, T )
)
≤ ‖V ‖(C(T, a, ti+1, ti+1))
−1/2(ti)
m/2
(
φ2(ti, Tti) + φ2(ti, T )
)
≤ α(m)−1/22m(∆9 +∆5) ≤ 1/2
by (X)i+1 and (XV’)i, (XIII)i, hence
T̺ ∩ kerp = {0}, ̺ ∈ J1.
Proof of (XII)i+1. Let ti+1 ≤ ̺ ≤ ti and define ̺k = 4
k−1̺ for k ∈ P. Since
̺ ≤ ti ≤ r/4, there exists l ∈ P such that
r
16 < ̺l ≤ r/4. Note
̺k ∈ J1 ∩ J5 for k = 1, . . . , l
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by (XI)i+1 and (X)i+1. Also, by (XII)i,
‖σ̺k‖ ≤ n
−1/2/4 whenever k ∈ P, 2 ≤ k ≤ l
and, by (XV’)i,
φ2(̺k, T̺k) ≤ ∆9 ≤ 2
−2m−4α(m)1/2 whenever k ∈ P, 2 ≤ k ≤ l.
Now, applying 9.3 (13) with ̺, s, t, λ replaced by ̺k, ̺k−1, ̺k−1, 1/2 and using
(XV’)i, one obtains
‖σ̺k−1 − σ̺k‖ ≤ 2
2m+3α(m)−1/2φ2(̺k, T̺k) ≤ 2
2m+3α(m)−1/2∆9(̺k/r)
ατ/2
whenever k ∈ P, 2 ≤ k ≤ l. Therefore by (VIII)
‖σ̺‖ ≤ ‖σ̺l‖+
∑l
k=2‖σ̺k−1 − σ̺k‖
≤ ∆7 + 2
2m+3α(m)−1/2∆9r
−ατ/2∑l
k=2(4
k−1̺)ατ/2
≤ ∆7 + 2
2m+3α(m)−1/2∆9(4
l−1̺/r)ατ/2
∑∞
k=02
−kατ
≤ ∆7 + 2
2m+3α(m)−1/2(1− 2−ατ )−1∆9 ≤ ∆6.
Proof of (XIII)i+1. For ti+1 ≤ ̺ ≤ ti, ̺ ∈ J0 by (II) and
φ2(̺, T ) ≤ φ2(̺, T̺) + ̺
−m/2‖V ‖(C(T, a, ̺, ̺))1/2|T♮ − (T̺)♮|
by Ho¨lder’s inequality. By (XV’)i and (XVI)
φ2(̺, T ) ≤ 2
m∆9 + 2
m sup{(Q+ 1)α(m), 1}|T♮ − (T̺)♮|.
Also by 4.1, noting ̺ ∈ J1 by (XI)i+1 and (XII)i+1,
|T♮ − (T̺)♮| ≤ n
1/2‖T♮ − (T̺)♮‖ ≤ n
1/2‖σ̺‖ ≤ n
1/2∆6,
hence
φ2(̺, T ) ≤ 2
m∆9 + 2
m sup{(Q+ 1)α(m), 1}n1/2∆6 ≤ ∆5.
Proof of (XIV)i+1. Let ti+1 ≤ ̺ ≤ ti. It will be shown that the hypotheses
of (8) are satisfied with ̺ replaced by 4̺; in fact ̺ ≤ t1 ≤
r
16 ,
8̺ ∈ J0 ∩ J1 by (II) and (XI)i, ‖σ8̺‖ ≤ n
−1/2δ/4 by (XII)i,
and for s ∈ {̺, 4̺}
s ∈ J4 ∩ J5 by (IX)i+1 and (X)i+1,
φ4(2s) ≤ 2
−mβ(n)−1α(m)(1/8) by (I’).
Therefore, in case ατ < 1, (8) implies, using (XIV)i, (XV’)i, (XV)i, φ3(8̺) ≤ 1
by (I’), (I) and γ2 = (24∆1)η
−1γ1, γ3 ≤ ∆11γ1,
φ1(̺) ≤ φ1(4̺) + ∆1
(
φ1(4̺)φ2(4̺, T4̺) + ̺
−1(φ2(8̺, T8̺)
2 + φ3(8̺))
)
≤ γ̺−1+ατr−ατ
(
4ατ−1γ1 +∆1∆9γ1 + 8∆1∆9γ2 + 8∆1γ3
)
≤ γγ1̺
−1+ατ r−ατ
(
∆8 +∆1∆9 + 192(∆1)
2η−1∆9 + 8∆1∆11
)
≤ γγ1̺
−1+ατ r−ατ .
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Similarly, in case ατ = 1, (8) implies, using (XIV)i, (XV”)i, (XV)i, (I) and
γ2 = (24∆1)η
−1γ1, γ3 ≤ ∆11γ1,
φ1(̺) ≤ φ1(4̺) + ∆1
(
φ1(4̺)φ2(4̺, T4̺) + ̺
−1(φ2(8̺, T8̺)
2 + φ3(8̺))
)
≤ γr−1
(
(1 + log(r/̺)− log 4)γ1 +∆1∆9γ1 + 8∆1∆9γ2 + 8∆1γ3
)
≤ γγ1r
−1
(
(1 + log(r/̺) −∆8) + ∆1∆9 + 192(∆1)
2η−1∆9 + 8∆1∆11
)
≤ γγ1r
−1(1 + log(r/̺)).
Proof of (XV)i+1. Let ti+1 ≤ ̺ ≤ ti. First, it will be shown that the hy-
potheses of 9.3 (11b) and 9.3 (11c) are satisfied with ̺, λ replaced by 2̺, η/2;
in fact
2̺ ∈ J4 ∩ J5 by (IX)i+1 and (X)i+1,
φ4(4̺) ≤ 2
−mβ(n)−1α(m) inf
{
η(4Γ5.7(7)(Q,m))
−1, 1/8
}
by (I’).
Next, it will be shown that the hypotheses of (10) are satisfied with ̺ replaced
by 4̺; in fact, noting t ≤ ̺ ≤ r16 ,
{2̺, 4̺} ⊂ J4 ∩ J5 by (IX)i+1, and (X)i+1,
8̺ ∈ J0 ∩ J1 by (II) and (XI)i, ‖σ8̺‖ ≤ n
−1/2δ/4 by (XII)i,
8r ∈ J2 ∩ J3 by (IV), φ3(8̺) ≤ ε(10)(m,n,Q, δ2, ε, δ, p) by (I’),
U(c, 2̺)∼{x :Θ0(‖f(x)‖, g(x)) = Q}
⊂ Ca,2̺ ∪ p
[
C(T, a, 2̺, 2̺) ∩ {z :Q > Θm(‖V ‖, z) ∈ P}
]
,
by 9.3 (11b) with ̺ replaced by 2̺, hence
L
m(U(c, 2̺)∼{x :Θ0(‖f(x)‖, g(x)) = Q})
≤ (η/2)α(m)(2̺)m + ε(11)α(m)(2̺)
m ≤ ηα(m)(2̺)m
by 9.3 (11c) with ̺, λ replaced by 2̺, η/2. Therefore, in case ατ < 1, (10)
implies, using (XV’)i, (XV)i, (XIV)i, (I), and γ1 = η(24∆1)
−1γ2, γ3 ≤ ∆12γ2,
φ2(̺, T̺) ≤ ∆1
((
λ+ η1/n + η−1φ2(8̺, T8̺)
inf{1,2/m}
)
φ2(8̺, T8̺)
+ η−14̺φ1(4̺) + (η
−1 + λ−τ )φ3(8̺)
τ
)
≤ γ(̺/r)ατ
(
8∆1
(
λ+ η1/n + η−1(∆9)
1/n
)
γ2
+ 4∆1η
−1γ1 + 8∆1(η
−1 + λ−τ )γ3
)
≤ γ(̺/r)ατ
(
1
6γ2 +
1
6γ2 +
1
6γ2 +
1
6γ2 +
1
3γ2
)
= γγ2(̺/r)
ατ .
Similarly, in case ατ = 1, (10) implies, using (XV’)i, (XV)i, (XIV)i, (I), and
γ1 = η(24∆1)
−1γ2, γ3 ≤ ∆12γ2,
φ2(̺, T̺) ≤ γ(̺/r)(1 + log(r/̺))
(
8∆1
(
λ+ η1/n + η−1(∆9)
1/n
)
γ2
+ 4∆1η
−1γ1 + 8∆1(η
−1 + λ−τ )γ3
)
≤ γγ2(̺/r)(1 + log(r/̺)).
Therefore the assertions (IX)i–(XV)i are verified whenever i ∈ P, i ≤ j+1.
The conclusion now follows from (XI)j+1, (XIV)j+1 and (XV)j+1.
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9.5 Lemma. Supposem,n,Q ∈ P, m < n, either p = m = 1 or 1 < p < m = 2
or 1 ≤ p < m > 2 and mpm−p = 2, 0 < δ ≤ 1, and 1 ≤M <∞.
Then there exist positive, finite numbers ε and Γ with the following property.
If a ∈ Rn, 0 < r < ∞, V ∈ IVm(U(a, 6r)), ψ and p are related to V as in
4.3, T ∈ G(n,m), Z is a ‖V ‖ measurable subset of C(T, a, r, 3r),
(Q− 1/2)α(m)rm ≤ ‖V ‖(C(T, a, r, 3r)) ≤ (Q + 1/2)α(m)rm,
‖V ‖(C(T, a, r, 4r)∼C(T, a, r, r)) ≤ (1/2)α(m)rm,
‖V ‖U(a, 6r) ≤Mα(m)rm, ‖V ‖(C(T, a, r/2, r/2)) ≥ (Q− 1/4)α(m)(r/2)m,
‖V ‖(C(T, a, r, 3r)∼Z) ≤ εα(m)rm,
(´
|S♮ − T♮|
2 dV (z, S)
)1/2
≤ εrm/2,
then (
r−m
´
C(T,a,r/4,r/4)×G(n,m)
|S♮ − T♮|
2 dV (z, S)
)1/2
≤ δ
(
r−m
´
C(T,a,r,r)×G(n,m)
|S♮ − T♮|
2 dV (z, S)
)1/2
+ Γ
(
r−m−1
´
Z
dist(z − a, T ) d‖V ‖z + r1−m/pψ(U(a, 6r))1/p
)
.
Proof. Define
L = 1/8, δ1 = δ2 = δ3 = 1/2, δ4 = 1, δ5 = (40)
−m(γ(m)m)−m/α(m),
∆1 = ε5.7(n,Q,L,M, δ1, δ2, δ3, δ4, δ5), ∆2 = inf
{
1, (2γ(m))−1,∆1
}
,
µ = 1/2 if m = 1, µ = 1/m if m > 1, ∆3 = Γ9.4(9)(m,n,Q,∆2, p, 1),
η = inf
{
δ1/µ(4∆3)
−1/µ, 2−m−1
}
, λ = inf
{
δ(4∆3)
−1, 1
}
,
κ = inf
{
ε9.4(9)(m,n,Q, δ2,∆1,∆2, p), ε9.3(11)(n, δ4,∆2),
2−m−2β(n)−1α(m)ηΓ5.7(7)(Q,m)
−1∆2
}
,
∆4 = inf
{
(Mα(m))−1/22−mκ,α(m)1/22−m−4n−1/2∆2,
(Mα(m))−1/2δm/2(4∆3)
−m/2
}
,
ε = inf
{
∆4, 2
−m−1η
}
,
∆5 = 2
−mβ(n)−1α(m) inf
{
ηΓ5.7(7)(Q,m)
−1/4, 1/8
}
,
∆6 = inf
{
(Mα(m))1/p−121−mκ, ε9.4(9)(m,n,Q, δ2,∆1,∆2, p),
∆2(∆5)
1/p−1/m
}
,
Γ = sup
{
∆3Q
1/2η−1,∆3λ
−1, (4(Q+ 1)α(m)m)1/2(∆6)
−1
}
.
It will be shown that ε and Γ have the asserted property.
Suppose a, r, V , ψ, p, T , and Z satisfy the hypotheses in the body of the
lemma.
By the definition of Γ and
r−m
´
C(T,a,r/4,r/4)×G(n,m)
|S♮ − T♮|
2 dV (z, S) ≤ 4(Q+ 1)α(m)m
one may assume that
r1−m/pψ(U(a, 6r))1/p ≤ ∆6.
Additionally, one may assume that Z is a Borel set and that a = 0, T = imp∗
using isometries and identifying Rn ≃ Rm ×Rn−m.
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Defining A, X1, f , c, φ2, φ3, φ4, T̺, J1, J2, J3, J4, J5, σ̺, and Ca,̺ as in
9.3 and X = U(c, r/2) ∩X1∼p[A∼Z], next, the hypotheses of 9.4 (9) with δ,
P , ̺ replaced by ∆2, 0, r will be verified. The L
m measurability of X is a
consequence of 5.7 (2) and [Fed69, 2.2.13]. One estimates
´
|S♮ − T♮| dV (z, S) ≤ (Mα(m))
1/2rm∆4 ≤ κ(r/2)
m,
‖δV ‖U(a, 6r) ≤ (Mα(m))1−1/prm−1∆6 ≤ κ(r/2)
m−1,
hence r/2 ∈ J4 ∩ J5 and 8r ∈ J2 ∩ J3. Also
‖(Tr)♮ − T♮‖ ≤ ‖V ‖(C(T, a, r/2, r/2))
−1/22φ2(6r, T )(6r)
m/2
≤ 2m+2α(m)−1/2∆4 ≤ 1/2,
Tr ∩ kerp = {0}, r ∈ J1
and, using 4.1 with S, S1, S2 replaced by T , T , Tr,
‖σr‖
2 ≤ (1 + ‖σr‖
2)‖(Tr)♮ − T♮‖
2,
‖σr‖
2 ≤ ‖(Tr)♮ − T♮‖
2/(1− ‖(Tr)♮ − T♮‖
2) ≤ 2‖(Tr)♮ − T♮‖
2,
‖σr‖ ≤ 2‖(Tr)♮ − T♮‖ ≤ 2
m+3α(m)−1/2∆4 ≤ n
−1/2∆2/2.
Noting φ4(r) ≤ ∆5, one infers from 9.3 (11c) with ̺, λ replaced by r/2, η/2 that
L
m(Ca,r/2) ≤ (η/2)α(m)(r/2)
m.
Combining this with
L
m(p[A∼Z]) ≤ H m(A∼Z) ≤ ‖V ‖(C(T, a, r, 3r)∼Z) ≤ (η/2)α(m)(r/2)m,
U(c, r/2)∼X ⊂ Ca,r/2 ∪ p[A∼Z],
one obtains
L
m(U(c, r/2)∼X) ≤ ηα(m)(r/2)m.
Now, applying 9.4 (9) with δ, P , ̺, and τ replaced by ∆2, 0, r, and 1 yields
φ2(r/4, T ) ≤ ∆3
((
λ+ ((Mα(m))1/2∆4)
2/m + (λ+ ηµ)
)
φ2(r, T )
+ η−1r−m−1|f |1;X + λ
−1φ3(r)
)
≤ δφ2(r, T ) + Γ
(
Q−1/2r−m−1|f |1;X + φ3(r)
)
.
Finally, noting
X ∩
{
x :G (f(x), Q[[0]]) > Q1/2γ
}
⊂ p
[
A ∩ Z ∩ {z : dist(z − a, T ) > γ}
]
for 0 < γ <∞, one obtains
Q−1/2|f |1;X ≤
´
Z dist(z − a, T ) d‖V ‖z
and the conclusion follows.
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10 The pointwise regularity theorem
Here, after verifying the hypotheses of the approximation by a QQ(R
n−m) val-
ued function in 10.1, the pointwise regularity theorem is deduced from 9.4 (11)
in 10.2. An example demonstrating the sharpness of the modulus of continuity
obtained in case ατ = 1 and m > 1 is provided in 10.4. Finally, a corollary
concerning almost everywhere decay rates is included in 10.6.
10.1 Lemma. Suppose m,n,Q ∈ P, m < n, either p = m = 1 or 1 ≤ p < m,
0 < α ≤ 1, 1 ≤M <∞, 0 < µ ≤ 1, and 0 < δi ≤ 1 for i ∈ {1, 2}.
Then there exists a positive, finite number ε with the following property.
If a ∈ Rn, 0 < r <∞, V ∈ IVm(U(a, r)), ψ is related to p and V as in 4.3,
T ∈ G(n,m),
∆ = inf
{
µ, (1 +M2)−1/2
(
1− (1 − δ1/2)
1/m(1− δ1/4)
−1/m
)}
,
Θ∗m(‖V ‖, a) ≥ Q − 1 + δ2, ‖V ‖U(a, r) ≤ (Q + 1− δ1)α(m)r
m,
´
|S♮ − T♮| dV (z, S) ≤ εr
m,
̺1−m/pψ(B(a, ̺))1/p ≤ ε(̺/r)α whenever 0 < ̺ < r,
then with s = ∆r
‖V ‖(C(T, a, s,Ms)∼C(T, a, s, δ2s)) ≤ δ2α(m)s
m.
Proof. Define ∆ as in the hypotheses of the body of the lemma, λ =
(
1 −
(∆δ2/4)
2
)1/2
,
∆1 = ε3.8(n, inf{(2γ(m)m)
−m/α(m), δ1/4}, λ, 2(Q+ 1)),
let ε be the infimum of the following five numbers
ε9.2(n,Q, α, p, inf{δ1/3,∆δ2/2}), ((Q+ 1)α(m))
1/p−1(4γ(m)m)1−m∆1,
(4γ(m)m)−m∆1, (2γ(m))
−1, (δ2∆
mα(m)β(n)−1)1/p−1/m(2γ(m))−1
and suppose that m, a, r, V , ψ, T and s satisfy the hypotheses in the body of
the lemma.
First, note by 9.2 with δ replaced by inf{δ1/3,∆δ2/2}
‖V ‖(U(a, r) ∩ {z : |T⊥♮ (z − a)| < δ2s/2}) ≥ α(m)(Q − δ1/3)r
m.
Define A to be set of all z ∈ spt ‖V ‖ such that
‖δV ‖B(z, t) ≤ (2γ(m))−1‖V ‖(B(z, t))1−1/m
whenever 0 < t < ∞ and B(z, t) ⊂ U(a, r). Next, the following assertion will
be proven:
A ∩C(T, a, s,Ms) ⊂ C(T, a, s, δ2s).
For this purpose suppose z ∈ A ∩ spt ‖V ‖ ∩C(T, a, s,Ms) and abbreviate t =
dist(z,Rn∼U(a, r)). Since ∆ < (1 + M2)−1/2, one notes C(T, a, s,Ms) ⊂
U(a, r) and t > 0. From 3.4 one obtains
‖V ‖B(z, ̺) ≥ (2γ(m)m)−m̺m for 0 < ̺ < t.
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Therefore, noting
t ≥ r − (1 +M2)1/2∆r, (t/r)m ≥ (1 − δ1/2)(1− δ1/4)
−1 ≥ 2/3,
‖V ‖U(z, t) ≤ ‖V ‖U(a, r) ≤ (Q+ 1)α(m)rm ≤ 2(Q+ 1)α(m)tm,
‖δV ‖U(z, t) ≤ ‖δV ‖U(a, r) ≤
(
(Q+ 1)α(m)
)1−1/p
εrm−1
≤
(
(Q+ 1)α(m)
)1−1/p
(4γ(m)m)m−1ε‖V ‖(U(z, t))1−1/m
≤ ∆1‖V ‖(U(z, t))
1−1/m,
´
U(z,t)×G(n,m)
|S♮ − T♮| dV (ξ, S) ≤
´
|S♮ − T♮| dV (ξ, S)
≤ εrm ≤ ε(4γ(m)m)m‖V ‖U(z, t) ≤ ∆1‖V ‖U(z, t),
one uses 3.8 with δ, M , a, and r replaced by inf{(2γ(m)m)−m/α(m), δ1/4},
2(Q+ 1), z, and t to infer
‖V ‖(U(z, t) ∩ {ξ : |T♮(ξ − z)| > λ|ξ − z|}) ≥ (1− δ1/4)α(m)t
m
≥ (1− δ1/2)α(m)r
m.
Since ‖V ‖U(a, r) ≤ (Q+1− δ1)α(m)rm, this implies together with the second
paragraph that the intersection of
T⊥♮ [U(z, t) ∩ {ξ : |T♮(ξ − z)| > λ|ξ − z|}] and R
n ∩ {ξ : |T⊥♮ (ξ − a)| < δ2s/2}
cannot be empty. Now, estimating for ξ ∈ U(z, t) with |T♮(ξ − z)| > λ|ξ − z|
|T⊥♮ (ξ − z)| ≤ (1− λ
2)1/2|ξ − z| ≤ 2(1− λ2)1/2r = δ2s/2,
one obtains |T⊥♮ (z − a)| ≤ δ2s and the inclusion follows.
If m = 1 then A = spt ‖V ‖ and the conclusion is evident. Hence suppose
m > 1. The assertion of the preceding paragraph implies with the help of
Besicovitch’s covering theorem and Ho¨lder’s inequality the existence of count-
able disjointed families of closed balls F1, . . . , Fβ(n) such that
spt ‖V ‖ ∩C(T, a, s,Ms)∼C(T, a, s, δ2s) ⊂
⋃⋃
{Fi : i = 1, . . . ,β(n)},
S ⊂ U(a, r), ‖V ‖(S) ≤ ∆2ψ(S)
m/(m−p)
whenever S ∈
⋃
{Fi : i = 1, . . . ,β(n)} where ∆2 = (2γ(m))mp/(m−p), hence
‖V ‖(C(T, a, s,Ms)∼C(T, a, s, δ2s)) ≤ ∆2
∑β(n)
i=1
∑
S∈Fi
ψ(S)m/(m−p)
≤ ∆2
∑β(n)
i=1
(∑
S∈Fi
ψ(S)
)m/(m−p)
≤ ∆2β(n)ψ(U(a, r))
m/(m−p)
≤ (2γ(m)ε)mp/(m−p)β(n)rm ≤ δ2α(m)s
m.
10.2 Theorem. Suppose m,n,Q ∈ P, m < n, either p = m = 1 or 1 ≤ p < m,
0 < δ ≤ 1, 0 < α ≤ 1, 0 < τ ≤ 1, and τ = 1 if m = 1, p/2 ≤ τ < mp2(m−p) if
m = 2 and τ = mp2(m−p) if m > 2.
Then there exist positive, finite numbers ε and Γ with the following property.
If a ∈ Rn, 0 < r < ∞, V ∈ IVm(U(a, r)), p and ψ are related to V as in
4.3, T ∈ G(n,m), ω : R ∩ {t : 0 < t ≤ 1} → R with ω(t) = tατ if ατ < 1 and
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ω(t) = t(1 + log(1/t)) if ατ = 1 whenever 0 < t ≤ 1, and 0 < γ ≤ ε,
Θ∗m(‖V ‖, a) ≥ Q− 1 + δ, ‖V ‖U(a, r) ≤ (Q + 1− δ)α(m)rm,(
r−m
´
|S♮ − T♮|
2 dV (z, S)
)1/2
≤ γ,
‖V ‖(B(a, ̺) ∩ {z :Θm(‖V ‖, z) ≤ Q− 1}) ≤ εα(m)̺m for 0 < ̺ < r,
̺1−m/pψ(B(a, ̺))1/p ≤ γ1/τ (̺/r)α for 0 < ̺ < r,
then Θm(‖V ‖, a) = Q, R = Tanm(‖V ‖, a) ∈ G(n,m) and
(
̺−m
´
U(a,̺)×G(n,m)|S♮ −R♮|
2 dV (z, S)
)1/2
≤ Γγω(̺/r) whenever 0 < ̺ ≤ r.
Proof. Define, noting (γ(m)m)−m ≤ α(m),
∆1 = inf
{
1/6, (17)−1/2
(
1− (1− δ/2)1/m(1− δ/4)−1/m
)}
,
δ1 = δ/2, δ2 = δ/4, δ3 = 1− δ/4, δ4 = 1,
δ5 = (40)
−m(γ(m)m)−m/α(m), δ6 = δ, L = δ4/8, M = (∆1)
−m(Q+ 1),
δ′ = inf
{
1, ε5.7(n,Q,L,M, δ1, δ2, δ3, δ4, δ5), (2γ(m))
−1
}
,
η = inf{1, (Q+ 1− δ/2)1/m(Q+ 1− 3δ/4)−1/m − 1}
and apply 9.4 (11) with δ replaced by δ′ to obtain γi for i ∈ {2, 3}. Define
∆2 = inf
{
(Q+ 1− 3δ/4)1/p − (Q + 1− δ)1/p,
(Q− 1 + δ)1/p − (Q− 1 + δ/2)1/p
}
,
∆3 = inf
{
(∆1)
m/2ε9.4(11)(m,n,Q, L,M, δ1, δ2, δ3, p, τ, α, δ6), γ3
}
,
ε = inf{(αpα(m)1/p∆2)
τ ,
(Q + 1)−1/2α(m)−1/2ε10.1(m,n,Q, p, α, 4, 1/6, δ, inf{η, δ/4}),
ε10.1(m,n,Q, p, α, 4, 1/6, δ, inf{η, δ/4})
τ ,∆3, 1}
and also
∆4 = sup
{
γ2(∆1∆3)
−1, (∆1)
−m/2−1
}
, ∆5 = (1− 2
−ατ )−1 if ατ < 1,
∆5 = 2 + 2 log 2 if ατ = 1, ∆6 = 2
m+2δ−1α(m)−1/2∆4∆5,
Γ = ∆4 + (Q + 1)
1/2α(m)1/2∆6.
Suppose a, r, V , ψ, T , and ω satisfy the hypotheses of the body of the
theorem.
Let s = ∆1r. Applying 9.1 twice with M replaced by ε
τ in conjunction with
Ho¨lder’s inequality, one deduces the mass bounds :
(Q − 1 + δ/2)α(m)̺m ≤ ‖V ‖U(a, ̺) ≤ (Q+ 1− 3δ/4)α(m)̺m
for 0 < ̺ ≤ r. From 10.1 applied with M , µ, δ1, δ2 replaced by 4, 1/6, δ,
inf{η, δ/4} one obtains, noting
´
|S♮−T♮| dV (z, S) ≤ (Q+1)
1/2α(m)1/2εrm by
Ho¨lder’s inequality,
‖V ‖(C(T, a, s, 4s)∼C(T, a, s, ηs)) ≤ (δ/4)α(m)sm.
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Together this implies, noting (1 + η)s ≤ r,
‖V ‖U(a, (1 + η)s) ≤ (Q + 1− 3δ/4)α(m)(1 + η)msm
≤ (Q + 1− δ/2)α(m)sm,
C(T, a, s, 3s) ⊂ (C(T, a, s, 4s)∼C(T, a, s, ηs)) ∪U(a, (1 + η)s)
‖V ‖(C(T, a, s, 3s)) ≤ (Q+ 1− δ/4)α(m)sm,
‖V ‖(C(T, a, s, 3s)) ≥ ‖V ‖U(a, s) ≥ (Q− 1 + δ/2)α(m)sm,
hence, using isometries and identifying Rn ≃ Rm × Rn−m, one may assume
that a = 0, and the hypotheses of 9.3 and 9.4 are satisfied with r, δ replaced by
s, δ′.
Defining φ : (R ∩ {̺ : 0 < ̺ ≤ r})×G(n,m)→ R by
φ(̺,R) =
(
̺−m
´
U(a,̺)×G(n,m)
|S♮ −R♮|
2 dV (z, S)
)1/2
for 0 < ̺ ≤ r, R ∈ G(n,m) and choosing T̺ ∈ G(n,m) such that
φ(̺, T̺) ≤ φ(̺,R) whenever 0 < ̺ ≤ r and R ∈ G(n,m)
and noting ε ≤ ∆3 and ∆1 ≤ 1/4, one obtains from 9.4 (11) with r, δ and γ,
replaced by s, δ′ and γ/∆3 that
φ(̺, T̺) ≤ (γ/∆3)γ2ω(̺/s) for 0 < ̺ ≤ s.
One infers the tilt estimate
φ(̺, T̺) ≤ ∆4γω(̺/r) for 0 < ̺ ≤ r.
Next, it will be shown that a similar estimate holds with T̺ replaced by a
suitable R ∈ G(n,m). Using the lower mass bound, one notes for 0 < ̺/2 ≤
t ≤ ̺ ≤ r
|(T̺)♮ − (Tt)♮| ≤ 2
m+1δ−1α(m)−1/2̺−m/2
(
̺m/2φ(̺, T̺) + t
m/2φ(t, Tt)
)
≤ 2m+2δ−1α(m)−1/2φ(̺, T̺).
This implies inductively for 0 < t ≤ ̺ ≤ r
|(Tt)♮ − (T̺)♮| ≤ 2
m+2δ−1α(m)−1/2
∑∞
ν=0φ(2
−ν̺, T2−ν̺),
hence, noting that the tilt estimate yields∑∞
ν=0φ(2
−ν̺, T2−ν̺) ≤ ∆4γ
∑∞
ν=0(2
−ν̺/r)ατ = ∆4∆5γω(̺/r) if ατ < 1,∑∞
ν=0φ(2
−ν̺, T2−ν̺) ≤ ∆4γ
∑∞
ν=0(2
−ν̺/r)(1 + log(r/̺) + ν log 2)
≤ ∆4γ(̺/r)(1 + log(r/̺))
(
2 + log 2
∑∞
ν=02
−νν
)
= ∆4∆5γω(̺/r)
if ατ = 1, there exists R ∈ G(n,m) with
|R♮ − (T̺)♮| ≤ ∆6γω(̺/r) whenever 0 < ̺ ≤ r.
Combining this with the tilt estimate, one obtains, using the upper mass bound,
φ(̺,R) ≤ φ(̺, T̺) + (Q+ 1)
1/2α(m)1/2∆6γω(̺/r) ≤ Γγω(̺/r) for 0 < ̺ ≤ r.
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Since 0 ≤ Θm(‖V ‖, a) <∞ by 9.1, one now infers from Allard’s compactness
theorem for integral varifolds, see e.g. [All72, 6.4] or [Sim83, 42.8], in conjunction
with, e.g., 3.6 that
̺−m
´
f((z − a)/̺, S) dV (z, S)→ Q
´
R
f(z,R) dH mz as ̺→ 0+
for f ∈ K (Rn×G(n,m)), hence Θm(‖V ‖, a) = Q and R = Tanm(‖V ‖, a).
10.3 Remark. If ατ < 1 and m > 2, then τ cannot be replaced by any larger
number.
An example is provided as follows. Defining η = αpm−p , choosing for each
i ∈ P an m dimensional sphere Mi of radius ̺i = 2−i−ηi−2 with Mi ⊂
U(a, 2−i)∼B(a, 2−i−1), one readily verifies that one may take V ∈ IVm(R
n)
such that ‖V ‖ = QH m xT + H m xM where M =
⋃∞
i=1Mi and r sufficiently
small.
10.4 Remark. In case ατ = 1, m > 1, it can happen that
lim inf
̺→0+
(
̺−m
´
U(a,̺)×G(n,m)
|S♮ −R♮|
2 dV (z, S)
)1/2
ω(̺/r)−1 > 0.
To construct an example, assume n−m = 1, with C = R2 take u : C→ R
of class 1 such that
u
(
reiθ
)
= r2(log r) cos(2θ) for 0 < r <∞, θ ∈ R,
and verify, using the homogeneity of u,
Lapu
(
reiθ
)
= 4 cos(2θ) for 0 < r <∞, θ ∈ R,
|Diu(x)| ≤ Γ|x|2−i(1 + log(1/|x|)) for x ∈ U(0, 1)∼{0}, i ∈ {1, 2}
where Γ is a positive, finite number, hence computing with C as in 7.1, noting
[Fed69, 5.1.9],〈
D2u(x), C(Du(x))
〉
= Lapu(x) +
〈
D2u(x), C(Du(x)) − C(0)
〉
for x ∈ R2∼{0}, one obtains, since Du(0) = 0,〈
D2u,C ◦Du
〉
∈ L∞(L
2
xU(0, 1)),
u|U(0, 1) ∈W2,q(U(0, 1)) for 1 ≤ q <∞.
Choosing g ∈ O∗(m, 2) and defining f = u ◦ g, one may now take V associated
to f as in 2.6 with Q = 1.
10.5 Remark. Considering V1 ∈ IV7(R4 ×R4) and V2 ∈ IV2(C ×C) charac-
terised by
‖V1‖ = H
7
x (R4 ×R4) ∩ {(x, y) : |x|2 = |y|2},
‖V2‖ = H
2
x (C×C) ∩ {(w, z) :w3 = z2}
one may verify the necessity of the hypotheses
r−m
´
|S♮ − T♮|
2 dV (z, S) dV (z, S) ≤ ε,
‖V ‖(B(a, ̺) ∩ {z :Θm(‖V ‖, z) ≤ Q− 1}) ≤ εα(m)̺m for 0 < ̺ < r
even if V corresponds to an absolutely area minimising current, see Bombieri,
de Giorgi and Giusti [BDGG69, Theorem A], [Fed69, 5.4.19], and Allard [All72,
4.8 (4)].
76
10.6 Corollary. Suppose m, n, p, U , and V are as in 4.3, either m ∈ {1, 2}
and 0 < τ < 1 or sup{2, p} < m and τ = mp2(m−p) < 1, and V ∈ IVm(U).
Then
lim sup
r→0+
r−τ−m/2
(´
U(a,r)×G(n,m)
|S♮ − T♮|
2 dV (z, S)
)1/2
<∞
for V almost all (a, T ).
Proof. From [Fed69, 2.9.13, 5] one infers that for ‖V ‖ almost all a ∈ U there
exists Q ∈ P and T ∈ G(n,m) such that for f ∈ K (Rn ×G(n,m))
lim
r→0+
r−m
´
f(r−1(z − a), S) dV (z, S) = Q
´
T f(z, T ) dH
mz,
Θm(‖V ‖ x{z :Θm(‖V ‖, z) ≤ Q− 1}, a) = 0, Θ∗m(ψ, a) <∞,
hence for such a one may apply 10.2 with r sufficiently small and α = 1 to infer
the conclusion.
10.7 Remark. The examples in [Men09, 1.2] with q1 = q2 = 2 and α1 = α2
slightly larger than mpm−p show that τ cannot be replaced by any larger num-
ber provided m > 2. However, using the present result and [Men09, 3.7 (i)],
[Men10b, 3.6], it is shown in [Men10b, 4.2 (1)] that “< ∞” can be replaced by
“= 0”.
10.8 Remark. It is shown in [Men10b, 4.2 (2)] that the conclusion holds with
τ = 1 if m = 1 or m = 2 and p > 1 or m > 2 and p ≥ 2m/(m+ 2) by use of 9.5
and [Men10b, 3.6].
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