is paper is devoted to a lightweight convolutional neural network based on the attention mechanism called the tiny attention network (TANet). e TANet consists of three main parts termed as a reduction module, self-attention operation, and group convolution. e reduction module alleviates information loss caused by the pooling operation. e new parameter-free selfattention operation makes the model to focus on learning important parts of images. e group convolution achieves model compression and multibranch fusion. Using the main parts, the proposed network enables efficient plankton classification on mobile devices. e performance of the proposed network is evaluated on the Plankton dataset collected by Oregon State University's Hatfield Marine Science Center. e results show that TANet outperforms other deep models in speed (31.8 ms per image), size (648 kB, the size of the hard disk space occupied by the model), and accuracy (Top-1 76.5%, Top-5 96.3%).
Introduction
Plankton is an essential component of marine life. Phytoplankton (various drifting plants and bacteria) and zooplankton (animal plankton) are well-known types of plankton. Studying the distribution of plankton has important scientific and ecologic value. In this direction, the first attempt is to collect, identify, and record plankton samples manually. However, the high cost of time and human labors are drawbacks of this method. To alleviate the drawbacks, image-capturing tools, e.g., underwater sensor and cameras, have been utilized by which a large number of plankton videos and images are obtained easily, and the related computer vision technology that helps these multimedia materials to be analyzed has been greatly demanded.
Many traditional computer vision algorithms have been proposed in the plankton classification. Tang et al. [1] used several new shape descriptors and a normalized multilevel dominant eigenvector estimation method to select the best feature set from the binary plankton image, which achieved a 91% accuracy. Li et al. [2] proposed a pairwise nonparametric discriminant analysis for binary plankton image recognition, adding discriminant information to the classifier to achieve a 95.06% accuracy. Although these traditional algorithms can achieve high accuracy in the small dataset (3000 images including 7 different species), they are limited in time and accuracy on a large-scale dataset.
Since 2012, CNN [3] has achieved great success in a variety of visual tasks [4] [5] [6] [7] , which was also introduced in large-scale plankton recognition tasks. Li et al. [8] applied the deep residual network on the Plankton dataset, which is only a simple application. Ouyang et al. [9] proposed a particularly complex CNN framework with pyramid features architecture and compared entropy loss with other baseline models. However, the final accuracy of the proposed method has not been mentioned. On the one hand, for the case of underwater plankton observation, a tiny model is essential for the usage of mobile devices with limited chip storage space and computing power. But, on the other hand, deep models mentioned above are memory intensive and timeconsuming. In addition, the deep convolutional neural network has not been well utilized in the field of underwater plankton recognition which motivated us to revisit plankton classification problem.
In this paper, we propose a new network based on the attention mechanism to address the plankton classification problem for submarine observation. Group convolution was applied into our network in order to tradeoff between representation capability and computational cost. e number of convolution groups not only affects the size and speed of the model but also affects the accuracy of the result. To meet the needs of processing the large-scale plankton dataset, our experiments are based on the Plankton dataset [10] used by the National Data Science Bowl, a data science competition hosted on the Kaggle platform.
is dataset consists of 30336 images, including 121 species of plankton. We find the optimal number of groups by a sequence of experiments. Using the attention mechanism, the network feature extraction capabilities are enhanced. Finally, our model has achieved a top-1 accuracy of 76.5333% and top-5 accuracy of 96.2666% in a small mode size of 648 kB and an inference time of 31.8 ms, which satisfy the need of low storage space and real-time classification on mobile devices. e main contributions of this paper are as follows:
(i) We introduce a reduction module into our network to decrease information loss caused by pooling operation so as to improve the accuracy of the plankton classification task. (ii) e group convolution is considered in the network to achieve model compression and multibranch fusion showing 4.0% improvement of top-1 accuracy when model size is 648 kB. In addition, the process of obtaining the optimal groups of group convolution for the accuracy/size tradeoff is explained in detail. (iii) A parameter-free attention operation is proposed and 1.4% improvement of top-1 accuracy for the 648 kB model size is achieved.
e rest of the paper is organized as follows. Section 2 presents works related to efficient networks and attention mechanism. Section 3 gives the whole network architectures and describes the three main parts of the model: reduction module, group convolution operation, and self-attention module. Section 4 shows the evaluation on plankton dataset and the details of the parameter design exploration. Finally, the paper closes with conclusions in Section 5.
Related Works

Development of Efficient Networks.
To improve the recognition accuracy, deep models become deeper and wider, which requires large chip storage space and computing cost. However, for mobile applications, under the premise that the accuracy is satisfied, a deep model with small size and low running time is necessary. erefore, many researchers have shifted their attention to reduce the model size and improve the model efficiency.
Model compression is one of the methods to realize efficient networks. e singular value decomposition algorithm is used for pretrained models to speed up the test-time evaluation of large convolutional networks in [11] . Network pruning [12] replaces the parameters under a certain threshold with 0 and then tunes them within a few iterations. e channels of CNN models can also be pruned to reduce computation [13] . e deep compression [14] combines network pruning with quantization and Huffman encoding which can compress the model significantly.
In addition to apply the model compression to the pretrained models, we can also design a tiny and efficient network from the primary stage. Researchers [15] [16] [17] [18] use 1 × 1 kernel to limit the input channels of large kernels which reduces model parameters and computational cost. is approach has been widely used in the recent literatures [19, 20] . SqueezeNet [21] reduces parameters and computation significantly while maintaining AlexNet-level accuracy. SENet [22] introduces an architectural unit that boosts performance at slight computation cost. Group convolution can prune the redundant connections by dividing channels into groups. In this direction, some research work has been done, e.g., see [23, 24] .
e so-called MobileNet approach proposed in [25] utilizes the depthwise separable convolutions. is approach gains state-of-the-art results among lightweight models.
Attention Mechanism.
e human perception process [26] shows the significance of the attention mechanism. e mechanism gets the focus area by fast scanning the global picture. e Residual Attention Network introduced in [27] is a convolutional network that adopts the mixed attention mechanism in very deep structure achieving very high classification accuracy in the image classification task. e nonlocal neural network method presented in [28] shows a high performance in the video classification task by the use of the self-attention mechanism. Global context attention is widely used in the semantic segmentation area. DFN [29] embeds the global average pooling branch in the top to extend the U-shape architecture. EncNet [30] introduces an encoding layer with a SENet-like module to capture encoded semantics and predict scaling factors that are conditional on these encoded semantics. Inspired by abovementioned work, we applied the attention mechanism in our work.
Proposed Approach
In this section, we introduce the reduction module and group convolution operation which is meant to reduce the model parameters and improve the efficiency. en, the self-attention module is given to improve the feature learning ability. e entire architectures along with the effectiveness proof of network architecture design come in the end of this section.
Reduction Module.
Pooling operation is indispensable in the image classification task. It makes the network invariant for translation but leads to a serious information loss. Inspired by Inception V3 [17] , we apply the reduction module to avoid the representational bottleneck.
We can concatenate the outputs of two parallel stride 2 blocks (pooling and convolution layer) to replace a simple pooling operation. is process enables down sampling with alleviating information loss and maintaining translation invariance of the network. To keep the number of channels unchanged, we rst use a 1 × 1 convolution to halve the number of channels as shown in Figure 1 .
Images in the Plankton dataset are grayscale images, which contain less color information compared to RGB images (e.g., ImageNet).
erefore, the information loss caused by the pooling operation might bring serious impact on the model accuracy in the plankton classi cation task.
Group Convolution.
Although the model size of SqueezeNet [21] is small, it can be compressed further by deep compression [14] from 4.8 M to 0.47 M. is shows the fact that the deep neural network is extremely sparse.
e standard convolution is a dense convolution, and each convolution kernel convolutes all channels of the feature map. Due to the sparseness of deep networks, we choose to use group convolution instead of standard convolution.
Zhao et al. [31] show that increasing the fusion number of the deeply fused network can improve network performance. Since the deeply fused network integrates the power of multiple branches, a single network can bring the e ect of multimodel fusion. We try to increase the number of branches as shown in Figure 2 (b). Each group in the group convolution is a branch, so we can increase the fusion number by increasing the number of groups as shown in Figure 2 (c).
Group convolution can also improve the network eciency signi cantly. Standard convolutions have the computational cost of
e computational cost depends on the number of input channels M, the kernel size K × K, the feature map size S × S, and the number of output channels N.
Group convolution whose group number is F has the computational cost:
e computational cost of the standard convolutions is the F times the group convolutions:
e group number F is a parameter that can be adjusted. To tradeo between accuracy and computational cost, a series of experiments were designed to explore the optimal value of F. We present it in detail in Section 4.3.
Group convolution has been widely used recently, e.g., in [23] [24] [25] . But the procedure for designing the group number so as to make the model more accurate has not been mentioned concretely. In our work, the process of obtaining the optimal number of groups is given in detail.
Self-Attention Module.
e attention mechanism does not consider every pixel in an image for the classi cation task. Some pixels are useless (background) for recognition, and some pixels are crucial (foreground). erefore, utilizing of the attention mechanism inclines the convolution neural network to note the most critical region of an image.
e general attention mechanism predicts important areas in the feature map to obtain the attention weight by some convolutional layers and then multiply the attention weight by the original feature map. e attention weight has a large value for important parts and small value for other parts so that the network is able to notice the important parts by the attention mechanism operation. e standard attention mechanism needs to add new convolutional layers to learn the weights, but the feature map itself contains the importance information of each pixel. As a case, network pruning [12] replaces the parameters below a certain threshold with 0 directly for the bigger data is more important. Intuitively, areas in feature map with large activation values impact the output more signi cantly which means these pixel values are more important. erefore, we normalize the feature map as the attention weight directly so as to avoid adding parameters which can be considered as self-attention. us, output Y of attention module is modi ed as
where x denotes the input, M(x) is the attention weight, and Y(x) is the output of the main branch.
If y 1 and y 2 represent two of the output data Y(x) and y 1 > y 2 , then we have
Or, equivalently, . w and h represent feature map sizes, and c is the number of feature map channels. "/2" indicates that the convolution or pooling operation has a stride of 2.
e self-attention module expands the gap between data that make it easier to notice the important parts as shown in Figure 3 .
Assembling Architectures and Evaluation.
e nal architecture of tiny attention network is shown in Figure 4(c) . By adding the group convolution (Figure 4(a) ), selfattention module (Figure 4(b) ), and reduction module (Figure 4(c) ) to the network, the accuracy increases correspondingly on the Plankton dataset which proves the effectiveness and reasonableness of the architecture design as shown in Table 1 .
More experiments to prove the e ectiveness of network design are presented in Section 4.1.
Experiments
Experiments on Plankton Dataset.
e Plankton dataset consists of 30,336 grayscale images including 121 kinds of planktons. is dataset is used for the National Data Science Bowl, a data science competition hosted on the Kaggle platform. We took 3037 images as a test set, 3037 images as a validation set, 24,262 images as a training set, and rescaled them to 256 × 256. e images are augmented by rotating and ipping operations to avoid the over tting problem as shown in Figure 5 .
Experiments are based on the ca e [32] framework. e model size indicates the size of the hard disk space actually occupied by the ca e model. Inference time is measured on the NVIDIA GeForce Titan X Pascal 12 GB. All models are trained from scratch on the Plankton dataset.
First, SqueezeNet and DarkNet are both designed for a mobile system. DarkNet and SqueezeNet are classic small networks with high accuracy designed speci cally for hardware with limited memory (e.g., FPGA and mobile system). SqueezeNet achieves AlexNet-level accuracy on ImageNet with 50x fewer parameters. Second, SqueezeNet and DarkNet are well known to be used as backbone for various tasks (e.g., MobileNets and YOLOv3). As a result, SqueezeNet and DarkNet are candidates as tiny models to be compared with TANet.
Compared to DarkNet [19] and SqueezeNet [21] , the TANet is superior in accuracy and speed. e TANet model size is only 648 kB as shown in Table 2 . We deployed TANet on iPhone 6s (32 G), and the actual inference time is only 22.4 ms which fully satis es the need of low storage space and real-time classi cation on mobile devices.
Several classic models (VGG-19 and ResNet-18) were also applied to the Plankton dataset. Similarly, the proposed model shows a comparative performance in both accuracy and speed as shown in Table 3 .
e performance of the VGG-19 model in comparison with other models is not desirable which might be caused by the special trait of the Plankton dataset. ere are two reasons that the Plankton dataset is relatively simple compared to the ImageNet. First, the Plankton dataset contains only 121 classes, which is a small number of categories compared to the 1000 classes of ImageNet. Second, since the Plankton dataset is grayscale images, then it contains less color information in comparison with RGB images. Due to these specialties of the Plankton dataset, the VGG-19 model does not cover very well. Table 2 shows that the number of convolution groups has a signi cant e ect on the model speed, size, and accuracy. By eight groups, the model is relatively balanced in terms of accuracy, speed, and size, so we consider it as the model of TANet. In addition, the e ectiveness of the attention mechanism and multibranch model (group convolution) were demonstrated by additional comparative experiments as shown in Figure 6 . Di erent convolution groups result in di erent sizes of TANet (model 3). For fairness, we transform model 1, i.e., TANet without the attention mechanism and group convolution, and model 2, i.e., TANet without group convolution, to the same size as model 3 by changing the number of channels in model 1 and model 2. e accuracy of model 1 and model 2 decreases as the model size decreases. However, the accuracy of model 2 is always higher than that of model 1. e reason is that model 2 uses the attention mechanism. Speci cally, the use of attention mechanism achieved a 1.4% improvement when the model size is 648 kB, which is a signi cant improvement without adding any parameters.
Although the multibranch model is only a single model, it merges multiple branches from the low layer to the high layer multiple times. us, it has the e ect of multimodel fusion. As shown in Figure 6 , by the increase of the number of convolution group, the size of model 3 decreases rapidly. It achieves a 4.0% improvement of top-1 accuracy when model size is 648 kB for the use of group convolution. 
Model Comparison with Competition Winner.
e data used in our experiments are downloaded from the plankton recognition competition on Kaggle, named National Data Science Bowl. e model ensemble is commonly used to improve accuracy in challenges. For instance, in this competition, the third-ranked team named Poisson Process averaged seventeen models in their nal results. e secondranked team, called the Happy Lantern Festival, also merged at least four models. We reproduced the four models of the Happy Lantern Festival team and compared to our single model. e results are shown in Table 4 .
e performance of these four models mainly depends on the number of parameters because their networks are just a stack of common convolutional layers. In the aspect of accuracy, speed, and model size, the TANet outperforms all of these four networks. 
Parameter Design Exploration.
In the model design, the number of convolution groups is a parameter that can be adjusted. e adjustment not only affects the accuracy but also affects the model size and the efficiency. We did some experiments to find the optimal group value. In Experiment 1, the number of channels for each group of all layers was set to be the same, but the number of groups varies for different layers. On the contrary, in the Experiment 2, the number of channels in each group of different layers was set to be different, and the number of groups was the same. e results of Experiments 1 and 2 are shown in Tables 5 and 6 , respectively.
Two conclusions can be drawn from the results of experiments. First, as shown in Table 6 , when the number of the group is 2, top-1 reaches 77.5666%, which is much higher than the result of without grouping (76.0666%). Group convolution can extract the main features between specific channels and brings the effect of clustering. erefore, grouping channels for convolution not only reduces parameters but also improves network accuracy.
Second, the result of experiment 2 shows that the settings of the network results in a more efficient output. erefore, it can be concluded that using the same number of groups for all layers makes the network more effective. To balance the relationship between accuracy and model size, it seems that the model with the eight groups can be considered as the first candidate for TANet as shown in Table 6 .
Conclusions
In this paper, we proposed a tiny network called TANet based on the self-attention mechanism and group convolution for the plankton classification task.
e reduction module was applied to reduce the information loss caused by pooling operation; and the group convolution to compress the model size. Self-attention was utilized to improve the feature learning ability. e proposed model can be applied to real-time submarine observation efficiently.
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