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Abstract
Given a controllable pair of matrices (A,B) Rosenbrock’s theorem on assignment of
open-loop zeros states that a matrix C may be chosen so that the transfer function matrix
G(s) = C(sIn − A)−1B has prescribed zeros, that is, prescribed numerator polynomials in
its McMillan form. In the same way, Rosenbrock’s theorem on assignment of closed-loop
poles states that a matrix C may be chosen so that the McMillan form of the transfer function
matrix of the closed-loop system has prescribed denominator polynomials.
Following Rosenbrock’s ideas we can prove that given any pair of matrices (A,B), matrices
C and D may be chosen so that the transfer function matrix of the system, G(s) = D +
C(sIn − A)−1B, has prescribed infinite structure.
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A and B n× n and n×m matrices, respectively, Rosenbrock’s theorem on as-
signment of open-loop zeros (see [9, Chapter 5]) deals with the problem of the
existence of an output matrix C, m× n, in order that the transfer function matrix
of the open-loop system
x˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t) (1)
has prescribed finite structure. The transfer function matrix of system (1) is G(s) =
C(sIn − A)−1B and its finite structure is determined by its finite Smith–McMillan
form. We recall that if G(s) is a p × q rational matrix, rankG(s) = r , there are
polynomial unimodular matrices U(s), p × p, and V (s), q × q, such that
U(s)G(s)V (s) = Diag
(
1(s)
ψ1(s)
, . . . ,
r (s)
ψr(s)
, 0p−r,q−r
)
,
where i(s), ψi(s) are monic and coprime polynomials such that 1(s) | · · · | r(s)
and ψr(s) | · · · | ψ1(s). This is the Smith–McMillan form of G(s); the roots of i(s)
are called the zeros of G(s) and the roots of ψi(s) are its poles.
As shown in [9, p. 111] if system (1) is minimal (i.e., controllable and observable)
and 1(s)
ψ1(s)
, . . . ,
m(s)
ψm(s)
are the invariant rational functions of G(s) = C(sIn − A)−1B
then, apart from invariant factors equal to 1, ψm(s) | · · · | ψ1(s) are the invariant
factors of sIn − A and 1(s) | · · · | m(s) are those of the system matrix P(s) =[
sIn − A B
−C 0
]
. This implies that, by changing the output matrix C, only the numer-
ators of the Smith–McMillan form of G(s) may change. The aforesaid Rosenbrock’s
theorem completely determines the possible numerators (and so the zeros) of the
Smith–McMillan form of G(s) for all possible choices of the matrix C. It must be
noticed that since A and B are fixed matrices and the numerators of the Smith–
McMillan form of G(s) are the invariant factors of P(s) =
[
sIn − A B
−C 0
]
, we
are actually dealing with a completion problem: that of characterizing the possible
invariant factors of P(s) for any choice of matrix C.
The aim of this paper is to solve the same problem but now with prescribing the
infinite structure of the transfer function matrix. To be more precise, let us intro-
duce some notation. Let F be an arbitrary field, F[s] the ring of polynomials with
coefficients in F and F(s) the field of fractions over F[s] (i.e., the field of rational
functions). If t (s) = n(s)
q(s)
∈ F(s) where n(s), q(s) ∈ F[s], q(s) /= 0, we consider the
map δ∞(·) : F(s) −→ Z ∪ {+∞} defined via:
δ∞(t (s)) =
{
d(q(s))− d(n(s)), if t (s) /= 0,
+∞, if t (s) = 0,
where d(·) stands for “degree of”. Let Fpr(s) = {t (s) ∈ F(s)/δ∞(t (s))  0} denote
the ring of proper rational functions. It is well-known that this is an euclidean do-
main whose units, u(s), called biproper rational functions, are characterized by the
property δ∞(u(s)) = 0. A matrix B(s) ∈ Fpr(s)m×m is said to be Fpr(s)-unimodular
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or biproper if it is invertible in Fpr(s)m×m or, equivalently, if its determinant is a
biproper rational function. Matrices with entries in Fpr(s) are said to be proper ra-
tional matrices. In particular, if T (s) = [tij (s)] ∈ Fpr(s)p×m with δ∞(tij (s)) > 0 for
all i, j , then T (s) is called strictly proper.
Two rational matrices T1(s), T2(s) ∈ F(s)p×m are said to be equivalent at infinity
if there exist biproper rational matrices B1(s) ∈ Fpr(s)p×p and B2(s) ∈ Fpr(s)m×m
such that T1(s) = B1(s)T2(s)B2(s). Any rational matrix, T (s), is equivalent at infin-
ity to a diagonal matrix [3,11]:
D(s) =
[
Diag (sq1 , sq2 , . . . , sqr ) 0
0 0
]
,
where r = rank T (s) and q1  q2  · · ·  qr , qi ∈ Z. If T (s) is a proper rational
matrix, D(s) is called the Smith form of T (s) at infinity and q1, . . . , qr are non-
positive integers. Otherwise D(s) is called the Smith–McMillan form of T (s) at
infinity. In any case, the rational functions sq1 , sq2 , . . . , sqr are called the invariant
factors at infinity of T (s).
Now we can precisely state the problem that we aim to solve in this paper: Given
matrices A ∈ Fn×n and B ∈ Fn×m and given some non-positive integers q1  q2 
· · ·  qr , find matrices C ∈ Fp×n and D ∈ Fp×m such that the invariant factors at
infinity of G(s) = D + C(sIn − A)−1B are sq1 , sq2 , . . . , sqr .
Notice that D + C(sIn − A)−1B is always a proper rational matrix, and if D = 0
then it is strictly proper.
The above problem is closely related to the one considered in [5, Section X.2] and
[4]. In fact in Theorem 2.2 of [5, Section X.2] the underlying field is F = C and an
observable pair (C,A) is considered (notice that in the above problem the roles of
(A,B) and (C,A) are completely symmetric). Then a parametrization is provided
for all the polynomial matrices L(s) such that L(s)−1 = D + C(sIn − A)−1B, for
some matrices D and B, and L(z0) = E for a given invertible matrix E and a com-
plex number z0 which is not in the spectrum of A. In addition an inequality relating
the structure at infinity of L(s)−1 and the observabilitry indices of (C,A) is proven
to necessarily hold. By means of a completely different approach we shall prove in
this paper that, given a matrix pair (A,B) (not necessarily controllable), a similar
condition is necessary and sufficient for the existence of matrices C and D (with
elements in an arbitrary field) such that G(s) = D + C(sIn − A)−1B has prescribed
infinite structure. The proof of the existence of such matrices C and D is constructive
but no parametrization is provided.
The infinite structure of linear systems has been exhaustively studied and many
authors have showed its importance for many important problems in Control The-
ory (see for example the expository paper [3] or [11, Chapter 3] and the references
therein).
We will show later on (see Lemma 3.2) that our problem can also be reduced to
a completion problem: namely that of characterizing the infinite elementary divisors
of the singular pencil
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P(s) =
[
sIn − A B
−C D
]
when C and D can be arbitrarily chosen. Thus both problems, this one and that
solved by Rosenbrock, are particular cases of a more general problem: that of charac-
terizing the possible Kronecker invariants of the matrix pencil P(s)when pair (A,B)
is given and C and D can be freely chosen. This general problem was actually solved
in [1] when the underlying field F is infinite. In this paper we remove this restriction.
In addition, it must be said that the task of extracting from the relations provided in
[1] the (necessary and sufficient) conditions that the infinite elementary divisors of
G(s) must satisfy in order to ensure the existence of the required matrices C and
D is very difficult (perhaps more difficult than dealing with the problem straight
ahead as we will do here). So we shall follow a strategy similar to the one given by
Rosenbrock. Though the original Rosenbrock’s result is given for matrices of real or
complex numbers, his proof works as well when the underlying field is arbitrary.
2. Additional notation and previous results
A pair (A,B) ∈ Fn×n × Fn×m is controllable if the controllability matrix C(A,
B) = [B AB A2B · · · An−1B] ∈ Fn×(nm) has full rank n (see [2,7]). If a pair
(A,B) ∈ Fn×n × Fn×m is not controllable and rankC(A,B) = n1 < n, then there
always exists a non-singular matrix P ∈ Fn×n such that
PAP−1 =
[
A1 A2
0 A3
]
, PB =
[
B1
0
]
, A1 ∈ Fn1×n1 , B1 ∈ Fn1×m (2)
and (A1, B1) controllable, sometimes called a Kalman decomposition of (A,B).
Let bi be the ith column of B, for 1  i  m. Then C(A,B) can be written as
C(A,B) = [b1 · · · bmAb1 · · ·Abm · · ·An−1b1 · · ·An−1bm] .
We search linearly independent columns of C(A,B) in order from left to right and
rearrange them as
b1, Ab1, . . . , A
µ1−1b1, b2, Ab2, . . . , Aµ2−1b2, . . . , bm,Abm . . . , Aµm−1bm,
where bi is omitted if µi = 0. The controllability indices of the pair (A,B) are the
exponents µ1, . . . , µm after arranging them in non-increasing order.
As seen above, if (A,B) is not controllable it can be decomposed as in (2) so that
the pair (A1, B1) is controllable. Furthermore, the controllability indices of (A,B)
are those of (A1, B1), because C(PAP−1, PB) =
[
C(A1, B1)
0
]
.
Now we introduce feedback equivalence in order to show the Brunovsky ca-
nonical form, which will be used to prove our main result. Two pairs of matrices
(A1, B1), (A2, B2) are feedback equivalent if there exist non-singular matrices P ∈
Fn×n and Q ∈ Fm×m, and a matrix R ∈ Fm×n, such that
[
A1 B1
] = P [A2 B2]
[
P−1 0
R Q
]
.
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The controllability indices are invariant under feedback equivalence.
If (A,B) is controllable and k1  · · ·  km > 0 are the controllability indices,
then (A,B) is feedback equivalent to the pair (AB, BB) where
AB = Diag(L1, . . . , Lm), Li =
[
0 Iki−1
0 0
]
∈ Fki×ki , 1  i  m,
BB =


E1
E2
...
Em

 , Ei =
[
0
eti
]
∈ Fki×m, eti =
(i)
[0, . . . , 0, 1, 0, . . . , 0] ∈ F1×m
The pair (AB, BB) is the Brunovsky canonical form of (A,B).
Considering again the infinite structure of a rational matrix T (s) with sq1 , . . . , sqr
invariant factors at infinity, it can be seen [11] that −∑ki=1 qi is the least δ∞(·)
among the δ∞(·) of all minors of order k of the matrix T (s), 1  k  r .
The subring F[s−1] of F(s)will play an important role in our discussion. Notice that
we can think of F[s−1] as a subring of Fpr(s). In fact, there is a one to one correspond-
ence between the elements of F[s−1] and the elements of Fpr(s) of the form p(s)sq with
d(p(s))  q and gcd(s, p(s)) = 1. We want to consider the elements of this ring as ra-
tional functions and therefore we shall denote the elements of F[s−1] by a(s), b(s), . . .
On the other hand, this ring is isomorphic to F[s] and so it is a principal ideal domain.
If A(s) ∈ F[s−1]p×m then there are F[s−1]-unimodular matrices U(s) and V (s) such
thatU(s)A(s)V (s) is a diagonal matrix: its Smith normal form. The diagonal elements
of this diagonal matrix are the invariant factors ofA(s) and these are rational functions
of the form p(s)/sq with p(s) ∈ F[s], d(p(s))  q and gcd(s, p(s)) = 1.
It must be noticed that the F[s−1]-unimodular matrices are characterized by the
fact that their determinants are constant rational functions and so they are Fpr(s)-
unimodular. This implies, among other things, that if the invariant factors of A(s) ∈
F[s−1]p×m are of the form sq1 , . . . , sqr then these are also its invariant factors at
infinity. Of course, the opposite is not true in general.
We shall make use of the following lemma by Thompson (see [10]).
Lemma 2.1. Let α1, . . . , αk and β1, . . . , βk+1 be elements of a principal ideal
domain such that
β1|α1|β2|α2| · · · |αk|βk+1.
Then if b1 = β1 and bj = β1···βjα1···αj−1 , 2  j  k + 1, the matrix

α1
.
.
. 0
αk
b1 · · · bk bk+1


has βj , for 1  j  k + 1, as invariant factors.
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Now, we give the following definition.
Definition 2.2. Let A(s) ∈ F(s)p×m. We define the valuation of the ith column of
A(s), δi∞(A), as the highest δ∞(·) occurring among the δ∞(·) of all the elements that
are not equal to zero in the ith column of A(s), for 1  i  m. If all the elements in
the ith column are zero we define δi∞(A) = 0.
We continue this section with a lemma by Marques de Sà (see [8]) where the
majorization of n-tuples of non-negative integers appears. Let a = (a1, a2, . . . , an)
and b = (b1, b2, . . . , bn) be two n-tuples of non-negative integers where a1  · · · 
an and b1  · · ·  bn. We say that a is majorized by b, in the sense of Hardy et al.
[6], and we write a ≺ b, if the following inequalities hold:
k∑
i=1
ai 
k∑
i=1
bi, 1  k < n, (3)
n∑
i=1
ai =
n∑
i=1
bi. (4)
Lemma 2.3. Let a1  · · ·  ar , b1  · · ·  br be sequences of non-negative in-
tegers such that
(a1, . . . , ar ) ≺ (b1, . . . , br ).
Then there exists a sequence of non-negative integers c1  · · ·  cr−1 such that
(i) bi  ci  bi+1, 1  i  r − 1,
(ii) (a1, . . . , ar−1) ≺ (c1, . . . , cr−1).
For completeness we give Rosenbrock’s theorem on assignment of open-loop
zeros:
Theorem 2.4. Given a controllable pair of matrices (A,B) ∈ Fn×n × Fn×m such
that rankB = q, let k1  · · ·  kq > 0 = kq+1 = · · · = km be its controllability in-
dices and let ψm(s)| · · · |ψ1(s) be the invariant factors of A where ψm(s) = · · · =
ψu+1(s) = 1, u  q. If there exists a matrix C,m× n, such that (A,C) is observ-
able and the Smith–McMillan form of G(s) = C(sIn − A)−1B is
Diag
(
1(s)
ψ1(s)
, . . . ,
r (s)
ψr (s)
, 0m−r,m−r
)
, where r = rankG(s), then u  r  q and
j∑
i=1
d(i(s)) 
j∑
i=1
(kr−i+1 − 1), j = 1, . . . , r. (5)
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Conversely, for any prescribed monic polynomials 1(s)| · · · |q(s) satisfying (5) for
r = q there exists C,m× n, such that (A,C) is observable and the Smith–McMillan
form of G(s) is Diag
(
1(s)
ψ1(s)
, . . . ,
q (s)
ψq(s)
, 0m−q,m−q
)
.
3. Main result
Theorem 3.1. Let (A,B) ∈ Fn×n × Fn×m be a pair of matrices with controllabil-
ity indices k1  · · ·  kt > 0 = kt+1 = · · · = km. Let q1  · · ·  qr be non-positive
integers. Then there exist matrices C ∈ Fp×n and D ∈ Fp×m such that G(s) = D +
C(sIn − A)−1B has Smith–McMillan form at infinity

sq1
.
.
. 0r,m−r
sqr
0p−r,r 0p−r,m−r

 (6)
if and only if r  min{p,m} and there exists an integer d such that 0  d 
min{r,m− t}, q1 = · · · = qd = 0 and
−
j∑
i=1
qd+i 
j∑
i=1
kr−d−i+1, 1  j  r − d.
We will prove this theorem with the help of some lemmas.
Lemma 3.2. For any matrices A ∈ Fn×n, B ∈ Fn×m, C ∈ Fp×n and D ∈ Fp×m[
sIn − A B
−C D
]
e.i.∼
[
sIn 0
0 D + C(sIn − A)−1B
]
,
where e.i.∼ stands for equivalent at infinity.
Proof.[
In 0
C(sIn − A)−1 Ip
] [
sIn − A B
−C D
] [
In −(sIn − A)−1B
0 Im
]
=
[
sIn − A 0
0 D + C(sIn − A)−1B
]
with
[
In 0
C(sIn − A)−1 Ip
]
and
[
In −(sIn − A)−1B
0 Im
]
biproper matrices. More-
over, sIn − A = sIn(In − s−1A) and det(In − s−1A) = det(sIn−A)det(sIn) , which is a
biproper rational function. Thus, the matrix In − s−1A is a biproper matrix and
sIn − A e.i.∼ sIn. Hence,
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[
sIn − A 0
0 D + C(sIn − A)−1B
]
e.i.∼
[
sIn 0
0 D + C(sIn − A)−1B
]
. 
Lemma 3.3. Under the same conditions of the Theorem 3.1, there exist matrices
C ∈ Fp×n and D ∈ Fp×m such that G(s) = D + C(sIn − A)−1B has Smith–
McMillan form at infinity (6) if and only if there exists (s) = [α1(s), . . . , αt (s),
d1, . . . , dm−t
] ∈ F[s−1]p×m satisfying the following properties:
(i) the elements of column αj (s) are either zeros or of the form s−kj pij (s) ∈ F[s−1],
1  j  t,
(ii) the elements of column dj are in F, 1  j  m− t,
(iii) (s) has Smith–McMillan form at infinity (6).
Proof. Since (A,B) may be not controllable, there exists a non-singular matrix
P ∈ Fn×n such that
P
[
sIn − A B
] [P−1 0
0 Im
]
=
[
sIn1 − A1 −A2 B1
0 sIn2 − A3 0
]
, (7)
where (A1, B1) ∈ Fn1×n1 × Fn1×m is controllable and n1 + n2 = n. The pair (A,B)
has controllability indices k1, . . . , km, hence so has (A1, B1). Then, rankB1 = t and
there exists an invertible matrix R ∈ Fm×m such that B1R = [B ′1 0], with B ′1 ∈ Fn1×t
and rankB ′1 = t . Thus,
[
sIn1 − A1 B1
] [In1 0
0 R
]
= [sIn1 − A1 B ′1 0] . (8)
Let (AB, BB) be the Brunovsky form of (A1, B ′1). So there exist invertible matrices
K1 ∈ Fn1×n1 , K22 ∈ Ft×t and a matrix K21 ∈ Ft×n1 such that
K1
[
sIn1 − A1 B ′1
] [K−11 0
K21 K22
]
= [sIn1 − AB BB] .
Thus,
K1
[
sIn1 − A1 B ′1 0
]K
−1
1 0 0
K21 K22 0
0 0 Im−t


= [sIn1 − AB BB 0] . (9)
For any matrices C ∈ Fp×n and D ∈ Fp×m and using (7)–(9), we have that
[
P 0
0 Ip
] [
sIn − A B
−C D
] [
P−1 0
0 Im
]
=

sIn1 − A1 −A2 B10 sIn2 − A3 0−C1 −C2 D


with [
C1 C2
] = CP−1, C1 ∈ Fp×n1 , C2 ∈ Fp×n2 (10)
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and
[
K1 0
0 Ip
] [
sIn1 − A1 B1−C1 D
] [
In1 0
0 R
]K
−1
1 0 0
K21 K22 0
0 0 Im−t


=
[
sIn1 − AB BB 0
−C1K−11 +D1K21 D1K22 D2
]
,
where[
D1 D2
] = DR, D1 ∈ Fp×t , D2 ∈ Fp×(m−t). (11)
The matrices
[
P 0
0 Ip
]
and
[
P−1 0
0 Im
]
are biproper and
[
sIn − A B
−C D
]
e.i.∼

sIn1 − A1 −A2 B10 sIn2 − A3 0−C1 −C2 D

 . (12)
By the same reason,[
sIn1 − A1 B1−C1 D
]
e.i.∼
[
sIn1 − AB BB 0
−C1K−11 +D1K21 D1K22 D2
]
. (13)
By Lemma 3.2[
sIn − A B
−C D
]
e.i.∼
[
sIn 0
0 D + C(sIn − A)−1B
]
. (14)
Now by Lemma 3.2 applied to the matrices
[
A1 A2
0 A3
]
,
[
B1
0
]
,
[
C1 C2
]
and D in
(12) [
sIn − A B
−C D
]
e.i.∼
[
sIn 0
0 D + C1(sIn1 − A1)−1B1
]
. (15)
So, by (14) and (15),
D + C(sIn − A)−1B e.i.∼ D + C1(sIn1 − A1)−1B1.
By Lemma 3.2 again,[
sIn1 − A1 B1−C1 D
]
e.i.∼
[
sIn1 0
0 D + C1(sIn1 − A1)−1B1
]
and using similar techniques as in Lemma 3.2 for AB , BB , C1K−11 −D1K21 and
D1K22 in (13),[
sIn1 − A1 B1−C1 D
]
e.i.∼
[
sIn1 0 0
0 D1K22 + (C1K−11 −D1K21)(sIn1 − AB)−1BB D2
]
.
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Thus,
D + C(sIn − A)−1B
e.i.∼ [D1K22 + (C1K−11 −D1K21)(sIn1 − AB)−1BB D2] . (16)
Let us see how the matrixD1K22 + (C1K−11 −D1K21)(sIn1 − AB)−1BB looks like:
(sIn1 − AB)−1 = Diagi=1,...,t




1
s
1
s2
· · · 1
ski
0 1
s
· · · 1
ski−1
.
.
.
...
1
s




.
So
(sIn1 − AB)−1BB =


1
sk1
0 · · · 0
1
sk1−1 0 · · · 0
...
...
...
...
1
s
0 · · · 0
0 1
sk2
· · · 0
0 1
sk2−1 · · · 0
...
...
...
...
0 1
s
· · · 0
...
...
.
.
.
...
0 0 · · · 1
skt
0 0 · · · 1
skt−1
...
...
...
...
0 0 · · · 1
s


.
We call
F = C1K−11 −D1K21, (17)
H = D1K22. (18)
Let f1, f2, . . . , fn1 ∈ Fp×1 be the columns of F and h1, h2, . . . , ht ∈ Fp×1 the
columns of H . Then
H + F(sIn1 − AB)−1BB =
[
α1(s) · · · αt (s)
]
with
αi(s) = fk1+···+ki−1+1 + fk1+···+ki−1+2s + · · · + fk1+···+ki s
ki−1 + hiski
ski
αi(s) ∈ F[s−1]p×1 i = 1, . . . , t.
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We write
(s) = [H + F(sIn1 − AB)−1BB D2] = [α1(s) · · · αt (s) D2] .
Then, by (16)–(18), for any matrices C and D
D + C(sIn − A)−1B e.i.∼ (s). (19)
The necessity of the existence of (s) satisfying conditions (i)–(iii) is now obvi-
ous. For the sufficiency, given (s) satisfying (i)–(iii), we can choose F and H such
that H + F(sIn1 − AB)−1BB = [α1(s) · · · αt (s)] and put D2 = [d1 · · · dm−t ].
Then, there exist P , R, K1, K21 and K22 that verify (7)–(9). We call D1 = HK−122 ,
C1 = (F +D1K21)K1. We choose any matrix C2 ∈ Fp×n2 and construct [C1 C2] ∈
Fp×n. We put C = [C1 C2]P . We also construct matrix [D1 D2] ∈ Fp×m and call
D = [D1 D2]R−1. By (19), G(s) has invariant factors at infinity sq1 , . . . , sqr . 
Lemma 3.4. Let q1  · · ·  qr be non-positive integers and λ1  · · ·  λr non-
negative integers such that
−
k∑
i=1
qi 
k∑
i=1
λi k = 1, 2, . . . , r. (20)
Then there exists a sequence of non-negative integers λ′1  · · ·  λ′r such that
(i) λ′i  λi , 1  i  r,
(ii) (λ′r , . . . , λ′1) ≺ (−qr , . . . ,−q1).
Proof. We shall prove this lemma by induction on r . If r = 1 the lemma is trivial
by taking λ′1 = −q1. For r = 2, if λ2  −q2 then λ′1 = −q1, λ′2 = −q2, satisfy con-
ditions (i) and (ii). On the other hand, if λ2 < −q2 we take λ′1 = −q1 − q2 − λ2 and
λ′2 = λ2.
We shall assume the lemma is true up to r − 1. We study two cases:
Case (i): First, we study the case λr  −qr . By the induction hypothesis for r − 1
there exists a sequence of non-negative integers λ′1  · · ·  λ′r−1 such that
λ′i  λi, 1  i  r − 1
and
(λ′r−1, . . . , λ′1) ≺ (−qr−1, . . . ,−q1).
Now taking λ′r = −qr and as λ′r−1  −qr−1  −qr we have that
λ′1  · · ·  λ′r−1  λ′r
satisfy the desired conditions.
Case (ii): Now, we study the other case: λr < −qr . Let j be the highest index,
1  j  r − 1, such that
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r∑
i=j
λi 
r∑
i=j
−qi. (21)
Such an index j always exists by (20) and j /= r .
We take λ′i = λi, j + 1  i  r and λ′j = −
∑r
i=j qi −
∑r
i=j+1 λi . Later on we
will define λ′1, . . . , λ′j−1. Let us show now that λ′j > 0 and λ′j  λj . Using (21)
λ′j = −
r∑
i=j
qi −
r∑
i=j+1
λi = −qj −
r∑
i=j+1
qi −
r∑
i=j+1
λi > −qj  0
and λ′j  λj because λj − λ′j =
∑r
i=j λi +
∑r
i=j qi  0. So the defined sequence
of non-negative integers is in non-decreasing order
λ′j  λj  λj+1 = λ′j+1  λj+2 = λ′j+2  · · ·  λr = λ′r .
Note now that by hypothesis, λ′r < −qr and from (21) it follows that
∑r
i=k λ′i <−∑ri=k qi for j + 1  k  r − 1 with equality for k = j . Then we have the follow-
ing majorization:
(λ′r , . . . , λ′j ) ≺ (−qr , . . . ,−qj ). (22)
If j = 1 we have finished. If j /= 1, we have to define λ′1, . . . , λ′j−1. We are going
to consider two cases:
(a) λ′j  λj−1, (b) λ′j < λj−1.
If λ′j  λj−1, by the induction hypothesis for j − 1 < r , there exists a sequence
of non-negative integers λ′1  · · ·  λ′j−1 such that
λ′i  λi, 1  i  j − 1, (23)
(λ′j−1, . . . , λ′1) ≺ (−qj−1, . . . ,−q1). (24)
Thus, the integers λ′1, . . . , λ′j−1, λ′j , . . . , λ′r satisfy the following conditions: λ′1 
· · ·  λ′j−1  λj−1  λ′j  · · ·  λ′r , λ′i  λi , 1  i  r and by (22) and (24) the
majorization (λ′r , . . . , λ′1) ≺ (−qr , . . . ,−q1) follows straightforwardly.
If λ′j < λj−1 it follows from the majorization (22) that λj−1 > λ′j −qj  −qj−1. Then by the induction hypothesis, as in case (i), for j − 1 < r there
exists a sequence of non-negative integers λ′1  · · ·  λ′j−1 such that
λ′j−1 = −qj−1, (25)
λ′i  λi, 1  i  j − 1, (26)
(λ′j−1, . . . , λ′1) ≺ (−qj−1, . . . ,−q1). (27)
Thus, the integers λ′1, . . . , λ′j−1, λ′j , . . . λ′r satisfy the following conditions: by the
majorization (22) λ′j  −qj and as in (25) we have that λ′j−1 = −qj−1  −qj then
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λ′j−1  λ′j . So λ′1  · · ·  λ′r . Furthermore, λ′i  λi , 1  i  r and by (22) and (27)
the majorization (λ′r , . . . , λ′1) ≺ (−qr , . . . ,−q1) follows. 
Now let q1  · · ·  qr , p1  · · ·  pr−1 be non-positive integers. Then sqi |spi |
sqi+1 in Fpr(s) if and only if qi  pi  qi+1, 1  i  r − 1. We shall have this in
mind for the proof of the following lemma.
Lemma 3.5. Let q1  · · ·  qr be non-positive integers and λ′1  · · ·  λ′r non-
negative integers. If (λ′r , . . . , λ′1)≺ (−qr , . . . ,−q1), then there exists a matrixA(s)∈
F[s−1]r×r such that
(i) δj∞(A) = λ′r+j−1, 1  j  r,
(ii) if we write A(s) = [s−nij pij (s)]1i,jr then nij  λ′r+j−1, 1  i, j  r,
(iii) the invariant factors of A(s) in F[s−1] are sq1 , . . . , sqr .
Proof. We shall prove this lemma by induction on r . If r = 1 the lemma is trivial by
taking A(s) = [sq1]. If r = 2, as (λ′2, λ′1) ≺ (−q2,−q1), by using Lemma 2.3 there
exists a non-positive integer p1 such that q1  p1  q2 and λ′2 = −p1. By using
Lemma 2.1 the matrix
A(s) =
[
sp1 0
sq1 sq1+q2−p1
]
=


1
s
λ′2
0
1
s−q1
1
s
λ′1

 ∈ F[s−1]2×2
has sq1 , sq2 as invariant factors in F[s−1] and (iii) is verified. Since −q1  λ′2, δ1∞
(A) = max{−q1, λ′2} = λ′2 and δ2∞(A) = λ′1, (i) and (ii) also hold.
We shall assume that our claim is true up to r − 1. As (λ′r , . . . , λ′1) ≺ (−qr , . . . ,−q1), by using Lemma 2.3 there exist non-positive integers p1  · · ·  pr−1 such
that
qi  pi  qi+1, 1  i  r − 1, (28)
(λ′r , . . . , λ′2) ≺ (−pr−1, . . . ,−p1). (29)
By using Lemma 2.1 and for
α1(s) = sq1 , αi(s) = s
q1 · · · sqi
sp1 · · · spi−1 , 2  i  r,
the matrix

sp1
.
.
. 0
spr−1
α1(s) · · · αr−1(s) αr(s)

 ∈ F[s−1]r×r
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has sq1 , . . . , sqr as invariant factors in F[s−1]. First
αr(s) = sq1+···+qr−(p1+···pr−1) = 1
sλ
′
1
. (30)
By (29) and the induction hypothesis for r − 1 there exists a matrix A¯(s) ∈
F[s−1](r−1)×(r−1) such that
(i) δj∞(A¯) = λ′r−j+1, 1  j  r − 1, (31)
(ii) if A¯(s) = [s−n¯ij p¯ij (s)]1i,jr−1, then
n¯ij  λ′r−j+1, 1  i, j  r − 1, (32)
(iii) there are F[s−1]-unimodular matrices B¯1(s), B¯2(s) ∈ F[s−1](r−1)×(r−1) such
that A¯(s) = B¯1(s)Diag(sp1 , . . . , spr−1)B¯2(s).
Thus,
[
B¯1(s) 0
0 1
]


sp1
.
.
. 0
spr−1
α1(s) · · · αr−1(s) αr(s)


[
B¯2(s) 0
0 1
]
=
[
A¯(s) 0
c(s) αr(s)
]
(33)
where c(s)= [α1(s), . . . , αr−1(s)] B¯2(s) ∈ F[s−1]1×(r−1). Let γj (s)= s−mj cj (s) ∈
F[s−1] be the j th element of c(s) and dj = δ∞(γj (s)) = mj − d(cj (s)), 1  j 
r − 1. As γj (s) ∈ F[s−1], dj  0, 1  j  r − 1. We distinguish two situations:
• If dj  λ′1, as mj − λ′1 − d(cj (s))  0 then −s−(mj−λ
′
1)cj (s) ∈ F[s−1]. Thus we
add the rth column multiplied by −s−(mj−λ′1)cj (s) to the j th column so we get a
zero in the position (r, j) of the new matrix.
• If dj < λ′1 then λ′1 > 0 and if mj  λ′j we do not change the element γj (s). On
the contrary, if mj > λ′j , we have that λ′1  λ′j < mj = dj + d(cj (s)) < λ′1 +
d(cj (s)). We call t = d(cj (s)) and write γj (s) = s−mj (a0 + a1s + · · · + amj−λ′1
smj−λ′1 + amj−λ′1+1smj−λ
′
1+1 + · · · + at st ). As −s−(mj−λ′1)(a0 + a1s + · · · +
amj−λ′1s
mj−λ′1) ∈ F[s−1] we add the rth column multiplied by this element to
the j th column so we get s−mj (amj−λ′1+1s
mj−λ′1+1 + · · · + at st ) = s−(λ′1−1)
(amj−λ′1+1 + · · · + at st−mj+λ
′
1−1) in the position (r, j) of the new matrix and
the denominator of this element has degree λ′1 − 1 < λ′1  λ′r+1−j .
In any case, these transformations only change some elements in c(s) leaving the
other elements of the matrix in (33) unchanged. The obtained matrix is
A(s) =
[
A¯(s) 0
c¯(s) αr(s)
]
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with c¯(s) ∈ F[s−1]1×(r−1) and the degree of the denominator of the non-zero ele-
ments of its j th column less than or equal to λ′r−j+1. So A(s) ∈ F[s−1]r×r and
(i) δj∞(A) = δj∞(A¯) = λ′r−j+1, 1  j  r − 1 by (31), and δr∞(A) = λ′1 by (30),
(ii) this condition is true by (32) and the above considerations on c¯(s),
(iii) the invariant factors of A(s) in F[s−1] are sq1 , . . . , sqr because the matrices used
in the above transformations are biproper in this ring. 
Lemmas 3.4 and 3.5 together prove the following lemma.
Lemma 3.6. Let q1  · · ·  qr be non-positive integers and λ1  · · ·  λr non-
negative integers. There exists a matrixA(s) = [s−nij pij (s)]1i,jr ∈ F[s−1]r×r such
that nij  λj , 1  i, j  r and its Smith–McMillan form at infinity is Diag(sq1 , . . . ,
sqr ) if and only if
−
k∑
i=1
qi 
k∑
i=1
λi, 1  k  r.
Furthermore, if (λr , . . . , λ1) ≺ (−qr , . . . ,−q1), then A(s) can be constructed so
that δj∞(A) = λj , 1  j  r .
Proof. We first prove the sufficiency. As −∑ki=1 qi ∑ki=1 λi, 1  k  r using
Lemma 3.4, there exist non-negative integers λ′1  · · ·  λ′r such that λ′j  λj , 1 
j  r and (λ′r , . . . , λ′1) ≺ (−qr , . . . ,−q1). So, by Lemma 3.5, there exists a mat-
rixC(s) = [s−mij cij (s)] ∈ F[s−1]r×r such that δj∞(C) = λ′r−j+1, 1  j  r ,mij 
λ′r−j+1, 1  i, j  r and the Smith–McMillan form of C(s) at infinity is Diag(sq1 ,
. . . , sqr ). We call cj (s) the j th column of C(s). Let A(s) =
[
cr(s), cr−1(s), . . . ,
c1(s)]. Thus, A(s) ∈ F[s−1]r×r , if A(s) = [s−nij pij (s)]1i,jr ∈ F[s−1]r×r , as
s−nij pij (s) = s−mi,r−j+1ci,r−j+1(s), then nij  λj and its Smith–McMillan form at
infinity is that of C(s). Moreover, if (λr , . . . , λ1) ≺ (−qr , . . . ,−q1) then δj∞(A) =
δ
r−j+1∞ (C) = λj , 1  j  r .
In order to prove the necessity we recall (see Section 2) that if sq1 , . . . , sqr are the
invariant factors at infinity of A(s) then
−
k∑
i=1
qi = min{δ∞(·) among the δ∞(·) of all minors of order k of A(s)}.
As rankA(s) = r , there exists at least one non-zero element in the first column of
A(s) and, by hypothesis, its δ∞(·) is less than or equal to λ1. Hence,
−q1  λ1.
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Similarly, there exists at least one non-zero minor of order k in the first k columns
of A(s). Moreover, A(s) is in F[s−1]r×r . This is the reason why δ∞(·) of this minor
is less or equal to λ1 + · · · + λk and
−(q1 + · · · + qk)  λ1 + · · · + λk, 1  k  r. 
Now, we can prove Theorem 3.1.
Proof of Theorem 3.1. We start with the sufficiency. By Lemma 3.6, as −∑ji=1
qd+i 
∑j
i=1 kr−d−i+1, 1  j  r − d , there exists a matrix A(s) = [s−nij
pij (s)]1i,jr−d ∈ F[s−1](r−d)×(r−d) such that nij  kr−d−j+1, 1  i, j  r − d ,
and its Smith–McMillan form at infinity is Diag(sqd+1 , . . . , sqr ). We call aj (s) the
j th column of A(s) and A¯(s) = [ar−d(s) ar−d−1(s) · · · a1(s)]. Let
(s) =

 0d,r−d 0d,t−r+d Id 0d,m−t−dA¯(s) 0 0 0
0p−r,r−d 0 0 0

 .
This matrix satisfies conditions (i)–(iii) of Lemma 3.3. Thus there exist C ∈
Fp×n and D ∈ Fp×m such that G(s) = D + C(sIn − A)−1B has invariant factors
at infinity sq1 , . . . , sqr , q1 = · · · = qd = 0.
We prove now the necessity. Assume that there exist matrices C ∈ Fp×n and D ∈
Fp×m such that G(s) = D + C(sIn − A)−1B has as Smith–McMillan form at infin-
ity the matrix in (6). By Lemma 3.3, there exists(s)= [α1(s) · · · αt (s) d1 · · · dm−t ]
∈ F[s−1]p×m satisfying properties (i)–(iii) of Lemma 3.3.
The last property implies that there are r linearly independent columns in (s)
(so r  min{p,m}). Let D2 = [d1 · · · dm−t ] and call d = rankD2, then 0  d 
min{r,m− t}. As was seen in Section 2, −(q1 + · · · + qj ) is the least δ∞(·) among
the δ∞(·) of all minors of order j of (s), 1  j  r . On one hand, (s) is in
F[s−1]p×m, so the δ∞(·) of all the minors are non-negative. On the other hand,
rankD2 = d means that for each j = 1, . . . , d there is at least a non-zero minor
of order j in D2. Thus, −(q1 + · · · + qj ) = 0, 1  j  d and q1 = · · · = qd = 0.
Since rank(s) = r , for j = 1, . . . , r − d ,
rank
[
αr−d−j+1(s) · · · αt (s) d1 · · · dm−t
]
 d + j
because otherwise
rank(s)  rank
[
α1(s) · · · αr−d−j (s)
]
+ rank [αr−d−j+1(s) · · · αt (s) d1 · · · dm−t ]
< r − d − j + d + j = r.
But rankD2 = d . So there are j columns αi1(s), . . . , αij (s) such that ik  r − d −
j + k, for k = 1, 2, . . . , j and rank [αi1(s) · · ·αij (s) d1 · · · dm−t ] = d + j . Then,
the δ∞(·) of any minor of this submatrix is less than or equal to ki1 + · · · + kij 
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kr−d−j+1 + · · · + kr−d . Thus −(q1 + · · · + qd+j )  ki1 + · · · + kij  kr−d−j+1 +· · · + kr−d . 
A simple consequence of Theorem 3.1 is
Corollary 3.7. Let (A,B) ∈ Fn×n × Fn×m be a pair of matrices with controllability
indices k1  · · ·  km  0. Let q1  · · ·  qr be non-positive integers. Then there
exist a matrix C ∈ Fm×n and an invertible matrix D ∈ Fm×m such that G(s) = D +
C(sIn − A)−1B has Smith–McMillan form at infinity

sq1
.
.
. 0r,m−r
sqr
0m−r,r 0m−r,m−r


if and only if r = m and q1 = · · · = qr = 0.
We do not need Theorem 3.1 to prove this corollary because it is a simple con-
sequence of the fact that under those conditions G(s) is Fpr(s)-unimodular and its
invariants factors at infinity are all equal to 1. This result is brought here to show that
Theorem 3.1 is consistent with this trivial case.
As a particular case of Theorem 3.1 we prove condition (2.3) of [5, p. 181] for
arbitrary fields.
Corollary 3.8. Let (A,B) ∈ Fn×n × Fn×m be controllable and let L(s) ∈ F[s]m×m
be a non-singular polynomial matrix. Let the controllability indices of (A,B) be
k1  · · ·  km  0 . If there are matricesC ∈ Fm×n andD ∈ Fm×m such that (C,A)
is observable and L(s)−1 = D + C(sIn − A)−1B has q1  · · ·  qm as the expo-
nents of the invariant factors at infinity then
(k1, . . . , km) ≺ (−qm, . . . ,−q1).
Proof. Let ψm(s), . . . , ψ1(s) ∈ F[s] be the invariant factors of the polynomial mat-
rix L(s). Then, there are unimodular matrices U(s), V (s) ∈ F[s]m×m so that U(s)
L(s)V (s)= Diag(ψm(s), . . . , ψ1(s)). Hence,V (s)−1L(s)−1U(s)−1 = Diag
(
1
ψm(s)
,
. . . , 1
ψ1(s)
)
and 1
ψ1(s)
, . . . , 1
ψm(s)
are the invariant rational functions of L(s)−1. Fur
thermore, L(s)−1 = D + C(sIn − A)−1B, (A,B) is controllable and (C,A) is ob-
servable. So as shown in [9, p. 111], ψm(s), . . . , ψ1(s) are the invariant factors of
sIn − A, apart from invariant factors equal to 1. Thus,
d(det(L(s))) = d(det(sIn − A)) = n. (34)
On the other hand, q1, . . . , qm are the exponents of the invariant factors at in-
finity of L(s)−1. So −qm, . . . ,−q1 are the exponents of the invariant factors at
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infinity of L(s) and det(L(s)) = u(s)s−(qm+···+q1), u(s) a biproper rational function.
Therefore, δ∞(det(L(s))) = δ∞(u(s)s−(qm+···+q1)). Thus,
d(det(L(s))) = −(qm + · · · + q1). (35)
From (34) and (35), we obtain that −(q1 + · · · + qm) = n. Moreover, as (A,B)
is controllable, k1 + · · · + km = n and −(q1 + · · · + qm) = k1 + · · · + km.
Now, as a consequence of Theorem 3.1, −∑ji=1 qi ∑ji=1 km−i+1, 1  j  m.
Therefore, (k1, . . . , km) ≺ (−qm, . . . ,−q1). 
4. Conclusions
In this paper we give the answer to the following question: given a pair of matrices
(A,B), which may not be controllable, can matrices C and D be chosen so that
the transfer function matrix G(s) = D + C(sIn − A)−1B has prescribed structure
at infinity? The result is that there exist such matrices C and D if and only if the
infinite structure of the transfer function satisfies some conditions related only to
the controllability indices of (A,B). This means, among other things, that only the
controllable part of the pair is involved in the solution and the finite structure of
(A,B), that is, its non-controllable part, does not play any role at all.
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