Determining similarities between business process models needs to be resolved in several cases, e.g., when business processes must be merged, configured or integrated; when reusing fragments of process models, etc. Similarity can be tackled at the semantic, structural and/or behavioral levels. In this paper, we are interested in the semantic level similarity between business process models. More specifically, we present a method for detecting semantic relations between activity labels in process models belonging to the same business domain.
INTRODUCTION
Detecting the similarity between BPMs has recently gained interest in the business process management community (Awad et al., 2008) . Similarity was addressed separately either at the semantic, structural or behavioral level of process models. The semantic level of a process model is the description of the meaning of its elements including its activity and event labels.
Comparing business processes at this level is a fundamental step for several model management activities. For example, in a merger scenario, it is necessary when integrating similar business process models into one process (La Rosa, 2010) . In addition, this comparison is needed for managing process model repositories and ensuring the uniqueness of process models (Dijkman, 2011) . Furthermore, multi-national enterprises need a similarity measurement to identify specialized processes of a national branch that no longer comply with the procedures defined in the company reference model (Van Dongen, 2008) .
The aim of this paper is to use a linguistic comparison between activity labels to derive additional semantic relation types such as hyponyms and meronyms. A hyponym is an activity label whose semantics is included within another activity label, its hypernym. A hyponym shares a type-of semantic relation with its hypernym. On the other hand, a meronym activity label denotes a constituent part of another activity label. The detection of such relations between activity labels helps to identify relations between process fragments. Indeed, a process fragment is made up of activities that have semantic relations and control dependency among them. Identifying common fragments between business processes avoids redundancies when merging them. It is also necessary for establishing relations between semantically close process fragments.
In addition to the new semantic relations, the second contribution of this paper is a relation detection method that finds semantic relations among activity labels of process models belonging to the same business domain. This method can be used to extract process fragments that are semantically close and frequently present in the analyzed process models.
In the remainder of this paper, we first give an overall view of our relation detection method. Then, we present its set of decision rules to detect semantic relations among activity labels of process models belonging to the same business domain. Finally, we place the presented work in the context of already proposed approaches. activities use different labels among which there is a semantic relation of equivalence, synonymy, subsumption or part-of. An activity A in one process subsumes an activity B in another process if A represents the same unit of work as B, but includes other units of work as well (Dijkman et al., 2007) . On the other hand, an activity A in one process partly corresponds to an activity B in another process, if A and B partly represent equivalent units of work, but both represent also different units of work.
The semantic relation detection method we propose is composed of two main steps (Figure 1 
Label Refactoring
An activity label captures an action and a business object on which the action is performed. To compare two activity labels, it is preferable that they have the same syntactic pattern, e.g., an action followed by a business object. Unfortunatelly, designers use different styles when labeling activities. Thus, before comparing activity labels, a preliminary step of label refactoring is needed: This step aims at harmonizing the writing styles of the activity labels into the following form:
According to (Leopold and al., 2010) , in practice, label writing styles can be classified into three syntactic patterns: verb-object labels, action-noun labels, and rarely other irregular forms. (Leopold and al., 2010) developed an algorithm to detect the syntactic pattern of an activity label in a BPM. In addition, this work proposes a derivation algorithm to rewrite labels from the action-noun pattern to the verb-object pattern. To refactor the actvity labels into the above action-business object style, we use this derivation algorithm to extract from each label the action and the associated business object. For example, the label 'Creation of invoice' is an actionnoun pattern; after the derivation to the verb-object label, we get the action 'create' and the object 'invoice'. Thus, after the label refactoring step, each activity label can be represented as a couple (a, O), where a is an action and O is a business object. The third irregular syntactic form is rarely found in business process models (1.1%). It concerns frozen forms which can be added as they are to the ontology used for the detection of semantic relations.
Label Semantic Relations Definition
To identify semantic relations between activity labels, we proceed in three steps (Figure 1 ). First, we compare the business objects specified in the labels' object fields; we believe that activities that do not act on the same object cannot be compared. For this business objects comparison, we need a business domain ontology. In our study, we used the eTVSM ontology (Awad, 2008) which offers a reference terminology that defines semantic correspondences between business objects. For example, using eTVSM, we can detect that the business object 'customer order' is a kind of business object 'order'. If two activity labels use the same (or synonym) business objects, we continue with the detection of the semantic relation between their actions. Since we are looking for relations among verbs in general, in this second step, a general-purpose dictionary is sufficient. In our study, we used WordNet to determine semantic relations between actions (i.e., the verbs in the labels).
As illustrated in Figure 1 , once the semantic relations between the business objects and the actions are identified, our semantic relation detection method applies a set of decision rules that we describe next.
DECISION RULES
To detect semantic relations, we need to construct, for each pair of process models belonging to the same business domain, a matrix to compare the activity labels. In a comparison matrix, lines and columns correspond to activity labels of the compared process models. Each element in the comparison matrix represents the semantic relation (synonym, subsumption, part-of, different) according to the decision rules defined below in this section. To detect the semantic relations between activities, our decision rules are based first of all on the comparison of business objects and then continue with the comparison of their associated actions. Given two activities, there are four types of binary semantic relations between them: identity, synonymy, subsumption and part-of. These relations are determined according to the following rules: To illustrate our approach, we consider the two models in Figure 2 describing an ordering process. By applying the above defined decision rules, we obtain the comparison/decision matrix shown in Table 1 . For example, the semantic relation between 'confirm order' and 'validate order' is subsumption. Indeed, after decomposing these activity labels into the verb-object grammatical structure, we obtain 'confirm' and 'validate' as verbs in the action field and 'order' as noun in the business object field. Using the eTVSM ontology, we can detect that these activity labels have the same object 'order'. Then, using WordNet, we find that the action 'validate' subsumes 'confirm'. Therefore, the activity label 'validate order' subsumes the activity label 'confirm order'.
Rule 3 (part-of activities): Let

RELATED WORKS
In the business process management domain, there are many issues and difficulties related to terminology mismatches and the unstructured and isolated knowledge representation in process models. To tackle these weaknesses, several approaches were proposed in the literature. They are based on solutions using domain ontology construction, aggregation techniques or semantic similarity metrics.
Two kinds of ontologies are used to enable the semantic support of modeling BP activities. The sBPMN ontology (semantic Business Process Modeling Notation) represents BPMN process models, featuring basic concepts and attributes for 
standard BPMN elements (Abramowicz et al., 2007) . In (Born et al., 2007) , the authors extended sBPMN to provide for the definition of the states of a business object before and after the execution of corresponding activities and to link objects, states and activities to elements of domain ontologies describing them. With these extensions, the sBPMN ontology can be used as an internal and external format for semantically augmented BPMN process models. The domain ontology covers information concerning domain objects and states which help to model business processes more precisely.
On the other hand, it is common for large organizations to maintain repositories of BPMs in order to document and to improve their operations. To retrieve process models from such BPM repository, a comparison means is required (Dijkman, 2011 ) (Ehrig, 2007 (Van Dongen, 2008) . Based on label similarity, (Dijkman et al., 2011) propose a label matching similarity metric. The metric definition depends on the syntactic or semantic similarity notions or a weighted average of them (Dijkman et al., 2011) . In addition, (Ehrig et al., 2007) also proposed a combined metric that computes similarity degrees between a pair of process element names based on syntactic, linguistic and structural measures. In (Dijkman et al., 2011) and (Ehrig et al., 2007) , the authors use the WordNet dictionary to detect synonymous words.
Furthermore, in the context of company mergers, teams of analysts need to compare similar process models to identify commonalities and differences, and to create a configurable process model that captures a family of process models in an integrated manner (La Rosa et al., 2010) . (La Rosa et al., 2010 ) used a matching score of a mapping between two functions or events based on the similarity between their labels. The matching score depends on syntactic and linguistic similarity measures. In (Dijkman et al., 2011) and (Makni et al., 2011) , the authors use the same mapping functions to calculate the similarity between activity labels based on synonym words.
A significant point in the design of the aggregation operation is activity aggregation. Existing BPM abstraction techniques from the semantics of activities in business process models. In , the authors developed an aggregation technique clustering activities according to their domain semantics. The technique can guide the user during a process model abstraction providing recommendations on related activities. Aggragation of actions requires them to be related by a part-of or meronym relation. This work proposed a metric for comparing activity aggregations and the algorithm for aggregation mining . The metric is applied on a meronymy forest represented by the MIT Process Handbook (Malone et al., 2003) . This latter describes business processes obtained by researchers with the help of business process experts. It represents several business domains such as sales, distribution, and production. The handbook illustrates about 5000 activities with their semantic relations like hyponymy and meronymy.
CONCLUSIONS
The main contributions of this paper are to propose decision rules to detect semantic relations between activity labels and a semantic relations detection method. The proposed method determines semantic relations between activity labels such as subsumption and part-of relation.
We are currently automating the presented method in order to evaluate its advantages and limits. In addition, we will validate our relations detection method by an empirical study on process models to determine its precision rate.
