In this paper we study the limit-point classification of a class of differential operators of form L = Cf='=, (-l)k Dkpk(x) Dk + i Cy='=, (-1)' D'q,(x) Ds, on the interval [ 1, co). We show that usually, but not always, these expressions are limit-point in the non-self-adjoint sense. (The precise definition will be discussed below.) These questions are usually discussed only for formally symmetric differential expressions, but they also have important applications in the non-symmetric case. As motivation for our results, we now briefly discuss one such application.
where pk and qs are Cm real-valued functions on interval [ 1, co) , each pk is non-negative and pN is non-vanishing, let H be the restriction of the maximal operator Tl(L) to the set {fE Q(T,(L)) 1 Dkf(l) = 0, k = 0, l,..., N-1).
Then by using the Hille-Yosida-Phillips Theorem (see [ 17, Chap. X, Sect. 9]), it may be shown that the sufficient and necessary condition for -H to be the generator of a contraction semi-group is that L be limit-point. From this fact, the following conclusion can be proved: Let BVP denote the boundary value problem: Given g in L * [ 1, co) , solve the equation Lf = g in L*[ 1, co), such that Dkf(l) = 0, k = 0, l,..., N-1. If p. is bounded away from zero, then BVP is well-posed if and only if that L be limit-point.
It is easy to verify that the minimal operator T,(L) is J-symmetric and accretive, where J is the usual conjugation operation in L* [ 1, co) (see [8] for the precise definitions of J-symmetric and J-self-adjoint operators; accretiveness means that the numerical range of the operator is on the right half plane). We knew that every J-symmetric operator admits a J-self-adjoint extension (see [ 7, 121) . In [ 131, the J-self-adjoint extensions of the minimal operator, generated by a 2Nth-order ordinary differential expression with complex coefficients, are characterized in terms of boundary conditions. Related to the concept of limit-point, we can prove the following theorem: L is limit-point if and only if T,(L) has a J-self-adjoint extension H with domain of the form g(H) = {fE C?Z(T,(L)) 1 Bk(f) = 0, k = l,..., N}, where B i ,..., B, are a set of linearly independent boundary conditions at point 1 and each B, is a linear combination of f(l), Of(l),..., D'"-'f(1) (we will give a proof of this theorem in Section 3).
Operators of this type are also important in some concrete physical problems (see [3, 131) . One of the examples is the optical model of nuclear physics (see [2, 201) . In the optical model, nuclei are considered as systems of independent particles moving in a certain complex potential created by themselves. So, in one-dimensional case, the Schrodinger operator is of the form -(1/2m) D* + V, + iv,. Here, the real part of the potential produces elastic scattering and the imaginary part corresponds to the effective absorption of the incident nucleon by the nucleus. This is similar to optics, where the interaction of light with matter is described, hence the name optical model. During the last two decades, the success of the optical model was indicated by good agreement between the theoretical data and experimental values, especially in the range of low energies.
In this paper, by using a method of R. M. Kauffman [lo] , a special class of 2Nth-order non-self-adjoint ordinary differential expressions L = CbO (-l)k Dkpk(x) Dk f i Cf+ (-1)' D'q,(x) Ds is investigated, where pk and qs are finite sums of real multiples of real power of x. In Section 1, we list some basic definitions and facts. In Section 2, a counterexample in the fourth-order case is given. Section 3 contains a set of lemmas and the main results are stated in Section 4. At last, in Section 5, a further result is obtained for second-order case. We prove that any second-order ordinary differential operator with these coefficients is limit-point, although there is a large literature on the L*-properties of solutions of Sturm-Liouville operator. But this result cannot be derived from those criteria.
SOME BASIC DEFINITIONS AND FACTS
Here we merely list, for the convenience of the reader, some basic definitions and facts which will be used later. For proofs the reader is referred to Ref. [4, 10, 111. Suppose r is an ordinary differential expression of type 7 when j + k = N -1, Fti = (-1)j aN, so (Fkj) is non-singular. Integrating both sides of the Lagrange's identity on a finite interval yields Green's formula tically zero. r1 will be said to be greater than r2, written r, > r2, if 71 -72 is positive. LEMMA 1.13. Suppose r is an integer with i < r < n, m is a real number, and m # 2k + 1 for any integer 0 < k < r -1. Then for some E > 0, (-l)k Dkx"Dk B (-l)kD x k n-mDk . LEMMA 1.11. Suppose that j and k are non-negative integers with j > k.
Suppose that n and m are real numbers with n > m -2(j -k), and suppose that 1 is a positive integer such that for any non-negative integer r < I -1, n+m#2r+ In the real case, Kauffman [lo] proved that all fourth-order operators with "positive polynomial coeffkients" are limit-point and gave a sixth-order counterexample. But in the complex case, fourth-order counterexamples exist which are not limit-point. These examples also prove that the conditions in our main theorems are necessary. But there are subsequences of {p,, I&l'} and {qO I&l'} that converge to p0 If I* and qO IfI* almost everywhere, respectively, so by Fatou's Lemma, for any A > 1 Thus, pi'*f and qA'*f are in L,(Z) and the conclusion follows from Lemma 1.9. Proof. Assume that k > s and consider two cases:
Since n(k) > 2k, it follows from Lemma 1.13 that there is some q > 0 such that for all 0 <p < 2k, 
Since m(s) > 2s, according to Lemma 1.13, there is some E > 0 such that for all O<p<2s
The condition m(s) -2s > n(k) -2k guarantees x~"'(~)-~~ 9 x2n(k)-4k, so D2sX2m(s)D2S 4 x n(k)+m(s)-rD2k+2s-r 2. In order to deal with the cases 1 Q r < 2k -1, we need to show the following inequalities first: For all 1 < u < 2k,
(1) For k<u<2k, let u=k+p, where O<p<k. For any f in
So we obtain D2kX2Mk)D2k + D2SX2m(S)D2S >> X2n(k)-2k-oD2k-v for all 0 < u < 2k and D2kX2"'k'D2k + D2SX2m(S)D2S g D2k-uX2n(k)-2uD2k-u for all k < u < 2k.
(2) For 1 <u <k -1, let u = k -p, where 1 <p < k -1. We will use finite induction to prove that
for all -2k < v < 2p and for all 1 <u<k-1 or 1 <p(k-1.
(i) In the case p = 1, for any f in Cr,
In (1) we have proved that for all v = 2,3 ,..., k + 1,
So now we only worry about u = 1 and v = 0. For v = 1,
By using the conclusion of (l), we obtain
For u = 0,
Again, by using the conclusion of (l), we obtain
Hence the case p = 1 is true.
(ii) Suppose for all p < r, those inequalities are true. That means
for all -2k < v < 2r and
for all k -r < u < 2k. Now we prove that they are also true for p = I + 1.
Here r + 1 < k -1, so r < k -2.
By the hypothesis of induction,
for all 2 Q u Q k + r + 1, so we only have to treat u = 1 and v = 0. For v= 1,
Let 2r+l-w=2k-o, then a=2k-2r-l+w, since O<w<2r+l and r Q k -2, so CT > k -r. By the hypothesis of induction,
Let 2r+2-w=2k-o, then o=2k-2r-2+w, since Ofw<2r+2 and r < k -2, so o > k -r. For the same reason, we obtain
So those inequalities are also true for p = r + 1, and the induction step is completed.
3. Now, for 1 <r<2k-1 and anyf in CF,
Since 1 < r + v < 2k, it follows from those inequalities in 2 that
The Lemma is proved.
ProoJ Suppose n(k) = m(k) + 6, where 6 is a positive number.
(I) For 1 < r < 2k and any f in CF,
where E is a positive number less than S. Choose q > 0 such that n(k) -q is irrational and n(k) -q > m(k) + E. It follows from Lemma 1.13 that
for some positive E,. By Lemma 1.16,
(II) For 2k + 1 < r < 3k, let r = 2k +p, where 1 <p < k. For any f in
11~ m(k)+S/Z-PDZk-Pf 11.
Choose E such that 0 < E < 6/2 and n(k) -E is irrational. By Lemmas 1.13 and 1.16,
Proof. (I) If 2n(k) # 2t + 1 for any integer 0 < t < r -1, then by Lemma 1.17,
(II) If 2n(k) = 2t, + 1 for some 0 < f, < r -1, then Let r = 2, + U, where v > 1. For any f in CF with suppfc (n, co), by using an inequality in Goldberg [9, Lemma VI.6.11,
So the conclusion follows from these two inequalities. (I) Suppose condition (i) is satisfied and suppose k > s.
1. For 2k<r<2k+s, let r=2k+p, whereO<p<s. For anyfin C?,
Since for all 1 <p < s D2SX2"t(S)D2S + X*m(o)
v=o By using Lemma 3.3,
It follows from Lemma 1.14 that
(II) Suppose condition (ii) is satisfied.
For those terms in which
for all 1 Q r < 3k. 2. For those terms in which k # s and n(k) -2k > 0 and m(s) -2s > 0, by using Lemma 3.1,
for all 1 < r < 2 max(k, s) + min(k, s). 3. For those terms in which k # s and n(k) -2k < 0 and m(s) -2s < 0, we can deal with them as condition (i) is satisfied.
4. For those terms in which k# s and one of n(k) -2k and m(s) -2s is negative, and the other one is non-negative, we handle them as follows:
Suppose n(k) -2k > 0 and m(s) -2s < 0. For the case k > s:
(1) When 2k&r<2k+s, let r=2k+p, where O<p<s. For any f in Corn,
Since we have
by Lemma 1.13 and
for all 1 <p <s by Lemma 3.3, and
by Lemmas 1.13 and 1.16, so
(2) When l<r<2k-1, let r=2k-p, where l,<p<2k-1. For f in CF,
Now, for the case k < s:
( (2) When 1 < r < 2s -1, let r = 2s -p, where 1 <p < 2s -1. For any f in CF,
Putting l-4 together, we obtain (L + l)+ (L + 1) -R $ R. The proof is completed. 
But by Lemma 1.14, (L + I)+ (I, + 1) -R > &PM for some positive E. This is a contradiction.
(II) If ck # 0, to show that xn'k'-jD2k-jfis in L,(I) for all f in domain 7',(L) and all 1 <j < 2k.
1. If 2n(k) # 2t + 1 for all integers 0 < t < j-1, by Lemma 1.13,
the same argument will work. Here M = ~"(~)-jD*~-j. 2. If for some integer 0 < t, <j -1, 2N(k) = 2t, + 1, then just as
Let j L 1, + u, where v > 1. By using the inequality in Goldberg [9, Lemma VI.6.11, we also obtain
The same proof will work for any term in imaginary part. Proof: If 1= 2k, since n(k) -2k < n(r,) -2r, and x"('~)-~"tfE L,(I) by the previous Lemma, the conclusion follows immediately.
We complete the proof by using finite induction backward. Suppose the Lemma is true for I > 2. If f is in CF, then
By Lemmas 3.6 and 1.20, x"(~)-'+~D~~-'+~ and x~(~'-'+~D~~-'+' are relatively bounded with respect to r,(L). According to the hypothesis, there exists a positive 6 such that GQT,(L)) c GQT0(xB~"'k'-'D2k-')).
Select E > 0 such that 2.5 < 6, so x~~x"'~'--[D~~--[ is also relatively bounded with respect to T,,(L). Therefore there exists a constant K such that IIXcxX"Wl+l Dzk-'+!fll G Wfll + ItLfll> for all f in CF. Now, pass from CF to Q(T,,(L)). For any f~ 9(T,,(L)), there is a sequence {f,} in CF such that f, +f and Lf, -+ Lf: By the previous inequality, {x~x"(~)-'+ 'Dzk-"'fn} is a Cauchy sequence, and has a limit g in L,(I).
Obviously, the same argument is valid for imaginary part. range. Let R = x-"Lx" and S = R -L. We want to prove that S is relatively compact with respect to T,(L). It follows from Lemmas 3.7 and 1.22, when condition (i) is satisfied, that S is relatively compact with respect to T,(L). If condition (ii) is satisfied ((iii) is the same), according to Lemmas 3.7 and 1.22, we only need prove that, for each 1 < l< 2r,, there is an E > 0 such that ~~x~('~)-'D*~~-~f is in L,(I) for any f in domain T,,(L). Since T,(L) is separated and m(r2) -2r, < n(O), the argument in Lemma 3.7 may be used here to complete this proof. Now, by using Lemma 1.23, nullity T,(R+) = nullity T,(L+). But R+ = x"L+x-", so if f is in ker T,(R+), then x-"f is in ker T,(L+), and mapping of = x-"f maps ker T,(R ') into ker T,(L '). Since their dimensions are equal, u is onto. Thus, for any f in ker T,(L),? is in ker T,(L +), there is a g in ker T,(R ') such that ug = x-"g =$, so x"f = g is in L,(I). LEMMA 3.9. Suppose L satisfies the conditions described in Lemma 3.8.
If L is limit-point and f is in ker T,(L), then xrDkf is in L,(I) for all nonnegative integers r and k.
Proof. (I) Let R = x"Lx-" and S = R -L. As in the previous Lemma, the range of T,(L) is closed and S is relatively compact with respect to T,,(L). It follows from Lemma 1.23 that g(T,(R)) = g(T,(L)), range T,,(R) is closed, and nullity T,(R ') = nullity T,(L '). Since S+ is the same kind of operator of S, and range T,,(L ') is also closed, so S+ is relatively compact with respect to T,,(L+) and g(T,(R ')) = 9(T,(L +)), also range T,(R ') is closed and nullity T,(R) = nullity T,(L). If L is limit-point, by Lemma 1.8, so is R. Therefore, it follows from Lemma 1.9 that g(T,(R)) differs from D(T,(R)) only by the addition of Cm compact support functions. Since WTcdR)) = ~(Tl@))9 so WTl(R)) = gtTltL))* (II) IffE ker T,(L), then x"fis in L,(I) for any natural number n and g = x"f is in ker T,(R). Then g is in domain T,(L). By Lemma 1.9, g =g, + g,, where g, is in domain T,(L) and g, is a C" compact support function. Since T,-,(L) is separated, x n(N)-kD2N-kg1 is in L,(I) (otherwise, xm(N)-kDzN-kgl is in L,(Z), and the proof is the same) for all k = 0, l,..., 2N, so xn(N)-kDZN-kg is in L,(I).
(III) For any non-negative integer r, x'Df = x'D(x-"g) = x'-"Dgnx r-n-lg. Choose n such that r-n-l (0 and r-n<n(N)-(2N-l), then it follows from (II) that x'Df is in L,(I). This method may be extended to show that x'D*f is in L,(I) and, finally, x'DzNf is in L,(I).
(IV) If f is in ker T,(L), since power function is C" on 1, so it follows from DLf = 0 that D2N' 'f exists and
where M is an operator with order <2N and polynomial coefficients. Since x'Mf is in L,(I) for any non-negative integer r by (III), xrDZN+'f is also in L,(Z) for any r. Continuing this process, we see that the Lemma follows. Suppose g is in ker T,(L), then x'g is in L,(I) for any non-negative integer r. Let g*(x) = Ifs(t) dt. Since JF I g(x)1 dx < 11x-l (I llxgll, the integral a, = IF g(x) dx exists. Then for any positive integer r. Hence x'( g* -a,) is in L,(I) for any nonnegative integer r. After repeating this procedure several times, we obtain an f such that D'f = g and x'(f -p) is in L,(I) for any non-negative integer r, where p is a polynomial of degree I -1. Let h = f -p, then h is in ker T,(M) and x'Dkh is in L,(I) for any 0 < k < Z and any nonnegative integer r. But, according to Lemma 3.9, xrDkg is in L,(I) for any non-negative integers r and k, so xrDkh is also.
(III) Since L is limit-point and range T,(L) is closed,
2N= nullity T,(L) + nullity T,(L+) = 2 nullity T,(L).
Starting from a basis for the L,-solution space of T,(L) g,,..., g,, we construct a set of L,-solutions of M, namely, hl,..., h,, which are clearly linearly independent. So 6 , ,..., 6, are linearly independent in ker T,(M+). For each 5, select a C" function #j supported in [ 1, 2] (I) First, we prove that M, is always limit-point. In this case, nullity T,(M,) < 1, and by Lemma 1.13, T,(M,) has closed range, so by Lemmas 1.6 and 1.7, M, is limit-point. converge to zero as x approaches infinity. Thus, the Lagrange bilinear form off and g corresponding to W also converges to zero as x approaches infinity. By previous Lemma, W is limit-point. It is obvious that R _ w= axn(l)+2a-l~ + bXn(1)+2a-2 + j(CXm(l)t2a-1D + dXm(l)t2a-2).
According to the Lemmas 3.7 and 1.22, R -W is relatively compact with respect to T',(w). By Lemma 1.23, T,,(R) has closed range, and nullity T,(R ' ) = nullity T,( Wt ). So nullity T,(R) + nullity T,(R ' ) = 2 nullity T,(R ' ) = 2 nullity T,( Wt ) (1)3, which we used to prove the limit-point of W, the limit-point of L follows easily. 2. For other cases, the same argument used in previous Lemmas may be used here to prove that -DMD is limit-point.
(II) To show that L = -DMD + c,x"(') f idox"' is limit-point, we need only consider the case where co + do > 0.
1. If co > 0 and n(0) > 0 or do > 0 and m(0) > 0, the range 7',(L) is closed. Since L satisfies the conditions of Lemma 3.8, (cox"(') f idoxm'O')f is in L,(Z) for any f in ker T,(L), and -DMDf is also in L,(Z). Using the same proof that we used in Lemma 3.13, the limit-point of L follows easily.
2. For the other cases, we consider L + 1. Now, range T,(L + 1) is closed. Again the same proof may be used here to show L + 1 is limit-point, and so L is limit-point.
(III) Since L is limit-point, by Lemmas 3.6 and 1.9, T,(L) is separated.
The induction step is completed and the Lemma is proved. Now, we prove the theorem that we mentioned at the beginning. Proof. The necessary part follows from Theorem 4.9 in [13] . Actually, the restriction of the maximal operator T, (L) to the set {fE CP(T,(L)) 1 D"f( 1) = 0, k = 0, l,..., N -1) is an m-accretive J-selfadjoint extension of T,,(L). Now, suppose H is a J-self-adjoint extension of T,,(L) with domain of the form C@(H) = {f E PZ(T,(L)) 1 Bk(f) = 0, k = l,..., N}, where Bi ,..., B, are linearly independent boundary conditions and each B, is a linear combination off(l), Of(l),..., DzN-'f (1). Without losing generality, we can assume that T,,(L) has closed range. Since in this case T,(L) is onto (see [ll, p. 15, Theorem 3.161) and T,(L) is the finite-dimensional linear extension of H, so according to Theorem IV. 1.12 in [9] , H has closed range. But H is J-self-adjoint, H* = JHJ, and J is one-to-one, hence nullity H* = nullity H. Therefore, index H = nullity H -def H = nullity Hnullity H* = 0 and H is a Fredholm operator. By Lemma V.1.5 in [9] 
< N. Then by Lemmas 1.7 and 1.8, L is limit-point. Then the restriction of the maximal operator T,(L) to the set {f E g(T,(L)) 1
Bk(f) = 0, k = l,..., N} is J-selfadjoint.
Proof
The sufficient part follows from the preceding Lemma. Suppose L is limit-point and R is J-symmetric. Let H denote the restriction of T,(L) to the set {fEG(T,(L))IB,(f)=O, k=l,..., N}. Let uf=(f(l), Of(l) ,.,., D'"-!f(l))', S = {of If E g(R)}, and S, = {cry/f E 9(R)}. Obviously, S and S, are N-dimensional subspaces in @2N. Since R is J-symmetric and L is limit-point, for all f and g in g(R), by Lemma 1. Therefore H is J-symmetric. In order to prove H is J-self-adjoin& we only need to show that for any f in G3(H*), f is a member of C@(H). Since T,(L) c H c T,(L), we know that T,,(L+)c H* c T,(L+), so f is in g(T,(L)).
For any h in C@(R), we have
so AufE S', ofE S, , and a?E S. Therefore H is J-self-adjoint. Other cases are similar. Continuing this process, we construct M. According to Lemma 3.14, M is limit-point and T,(M) is separated.
(II) To show there is an E > 0 such that xE(L -M)f is in L,(I) for any f in domain 7',(M).
Since the cases for the real part and the imaginary part of L -M are the same, we only consider a term cD'x'D' in the real part. According to the argument of Lemma 3.6 and noticing that M is the main part of L,, in order to show T(LJ is separated, the only thing we need to prove is (M+ 1)' (M+ 1)4s((Lo+ l)+ W+ W+(L,+ 1)).
1. First, we prove that there is a positive q, such that for any (V) Since T,(L) is separated and L is limit-point, it follows from Lemma 1.9 that T,(L) is separated. The proof is completed. 
A FURTHER RESULT ABOUT THE SECOND-ORDER CASE
We found a counterexample in the fourth-order case. We will prove that in the second-order case all differential expressions of the type we are considering are limit-point. For all the cases that we will consider later, this sort of argument will be used again, so we omit the details and in each case only point out that A4, the main part of L, is limit-point and T,(M) is separated. Finally, by using the same argument that we used in Theorem 4.2, we obtain COROLLARY 5.3. Let L = -Dp,(x) D +po(x) f i(-Dq, (x) D + q,(x)) be a second-order dzfirential expression, where pi(x), pa(x), q,(x), and qo(x) are eventually non-negative and each is a finite sum of real multiples of real powers of x. Then L is limit-point and its maximal opertor is separated.
There is a large literature on the L*-properties of solutions of SturmLiouville operator, but only a few works deal with complex coefficients [ 1, 5, 6, [14] [15] [16] 181 , and Corollary 5.3 cannot be derived from those criteria.
