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Applying perturbation theory to the path-integral representation for the mutual information of
the nonlinear communication channel described by the nonlinear Shro¨dinger equation (NLSE) with
the additive Gaussian noise we analyze the analytical expression for the mutual information at
large signal-to-noise ratio (SNR) and small nonlinearity. We classify all possible corrections to
the mutual information in nonlinearity parameter and demonstrate that all singular in SNR terms
vanish in the final result. Furthermore our analytical result demonstrates that the corrections to
Shannon’s contribution to the mutual information in the leading order in SNR are of order of squared
nonlinearity parameter. We outline the way for the calculation of these corrections in the further
investigations.
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I. INTRODUCTION
The channel capacity is one of the central concepts of
information theory that has its roots in statistical physics
[1]. The capacity introduced by Shannon in his seminal
work [1] gives the maximum rate at which information
can be reliably transmitted through a noisy communica-
tion channel. The channel capacity (in bits per symbol)
is formally defined as a maximum of the mutual informa-
tion IP [X] over the input signal probability distribution
functional (PDF) P [X ]:
C = max
P [X]
IP [X], (1)
under the condition of a fixed average power. The mutual
information IP [X] (in continuous-input, and continuous-
output channel) is expressed through the path-integral
over input X and output Y signals:
IP [X] =
∫
DXDY P [X ]P [Y |X ] log
[P [Y |X ]
Pout[Y ]
]
, (2)
where the output signal PDF Pout[Y ] reads
Pout[Y ] =
∫
DXP [X ]P [Y |X ], (3)
with P [Y |X ] being the conditional probability density,
that is, the probability of receiving output signal Y when
the input signal is X . Both X and Y may be discrete or
continuous. When X is discrete, notation integral overX
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stands for the summation of an under integral function
over its discrete support. Capacity in bits per symbol
multiplied by the rate at which symbols are transmitted
(in symbols per second) gives the error-free information
transmission rate in bits per second.
The above definition (2) exemplifies that chan-
nel capacity has a close link to information en-
tropy [1]. Mutual information is a difference be-
tween the entropy of the output signal H [Y ] =
− ∫ DY Pout[Y ] log [Pout[Y ]] and conditional entropy
H [Y |X ] = − ∫ DXDY P [X ]P [Y |X ] log [P [Y |X ]] (hav-
ing a meaning of a measure of the uncertainty about the
output field Y if the input field X is known). When the
signal and the noise are independent variables and the
received signal Y is the sum of the transmitted signal X
and the noise, then it can be shown explicitly that the
entropy is generated during transmission in noisy chan-
nel: H [Y ] ≥ H [X ]. In this case, the transmission rate is
the entropy of the received signal less the entropy of the
noise. The maximum of the functional (1), i.e. the chan-
nel capacity, can be calculated for such linear channels
with an additive white Gaussian noise (AWGN):
C ∝ log (1 + SNR) , (4)
where SNR is a signal-to-noise power ratio [1].
This seminal theoretical result is the foundation of the
communication theory and it has proven its importance
in a number of practical applications. To some extent,
the Eq. (4) worked so well in so many situations that
some engineers cease to distinguish the general Shannon
expression for capacity (1) and particular result for the
specific linear additive white Gaussian noise channel (4).
However, recent advances in fibre-optic communication
where the channel is nonlinear, as opposed to the linear
AWGN, changed the situation. To increase the channel
2capacity over a certain bandwidth with a given accumu-
lated noise of optical amplifiers, one has to increase the
signal power, see (4). This works in the low SNR limit
but the effect the refraction index’s dependence on light
intensity dramatically changes the propagation proper-
ties of the channel at higher optical signal power. In
other words, the fibre-optic channel is nonlinear. Re-
cent studies have shown that the spectral efficiency (that
is, the number of bits transmitted per second per Hertz
— practical characteristics having the same dimension as
channel capacity) of a fibre-optic channel is limited by the
Kerr nonlinearity. These studies indicated that observ-
able spectral efficiency always turns out to be less than
the Shannon limit of the corresponding linear AWGN
channel (4) [2–10]. It has been observed that the spectral
efficiency of the nonlinear channel decreases with increas-
ing SNR at high enough values of SNR [2–6, 9, 10]. This
analysis certainly provides only a lower bound on channel
capacity and does not prove that the Shannon nonlinear
fibre channel capacity is decreasing with power; see, for
example, discussions in [11–14].
In general, there is a widely spread opinion that non-
linear channel capacity is always less than the capacity of
the corresponding linear AWGN channel for equal SNR.
However, in Ref. [15, 16] the authors note that nonlinear-
ity can be either destructive or constructive. Moreover,
in Ref. [11] it was proved that the capacity of certain
nonlinear channels could not decrease with SNR. The
capacity of nonlinear fibre channels is still an open prob-
lem of great practical and fundamental importance.
In this work, we estimate analytically the first nonzero
correction to the mutual information of the channel de-
scribed by the NLSE with additive Gaussian noise. We
then calculate in the perturbation theory (at large SNR
and small nonlinearity) the conditional probability den-
sity for the NLSE channel by the method developed re-
cently in [18]. Finally, we demonstrate that all singular
in SNR corrections to the mutual information are can-
celled and the resulting correction is of order of squared
nonlinearity parameter.
The article is organized as follows. In the next section
we present the expression for the conditional probabil-
ity density. Then in the presented channel model we
calculate the mutual information and classify all possi-
ble correction to it at large SNR and small nonlinearity
parameter. Finally, we present the main conclusions of
the paper. Details of our calculations are placed in the
Supplementary Materials [21].
II. THE NONLINEAR CHANNEL MODEL AND
CONDITIONAL PROBABILITY
Let us consider the propagation of the signal ψω(z) in
the channel modelled by the NLSE with AWGN, that
we rewrite, for convenience, in the frequency domain, see
[19, 20]:
∂zψω(z)− iβω2ψω(z)− iγ
∫
dω1dω2dω3
(2π)3
×
×δ(ω + ω3 − ω1 − ω2)ψω1(z)ψω2(z)ψ¯ω3(z) = ηω(z) ,(5)
where β is the dispersion coefficient, γ is the Kerr nonlin-
earity coefficient, bar means complex conjugation, ηω(z)
is an additive complex white noise with zero mean and
the correlator 〈ηω(z)η¯ω′(z′)〉η = 2πQδ(z − z′)δ(ω − ω′) ,
where Q is the noise power per unit frequency per unit
length [5, 19]: Pnoise = QLW/2π, here W/(2π) is a fre-
quency bandwidth, and L is the channel length.
It is worth emphasizing that in a nonlinear channel,
transmitted and received signal bandwidths can be dif-
ferent. Therefore, we assume here that in general, the
input X(ω) and output Y (ω) signals may have different
channel bandwidths W and W ′, with W ′ ⊃W .
We introduce the dimensionless parameter γ˜ = PaveγL
which describes the impact of nonlinearity. Here the av-
erage power of the signal X reads
Pave = lim
T→∞
∫
DXP [X ] 1
T
∫
dω
2π
|X(ω)|2 , (6)
where T is the large time interval containing the whole
input signal. It has been shown in Ref. [18] that for
NLSE channel governed by Eq. (5) in the large SNR
limit,
ǫ = 1/SNR = QLW/(2πPave)≪ 1, (7)
the conditional probability density P [Y (ω)|X(ω)] to re-
ceive ψω(L) = Y (ω) given the input signal ψω(0) = X(ω)
can be written as
P [Y (ω)|X(ω)] = exp[−S[Ψω(z)]
Q
] ψ˜ω(L)=0∫
ψ˜ω(0)=0
Dψ˜ exp
[
− 1
Q
{
S[Ψω(z) + ψ˜ω(z)]− S[Ψω(z)]
}]
, (8)
S[ψ] =
L∫
0
dz
∫
dω
2π
∣∣∣∂zψω(z)− iβω2ψω(z)− iγ ∫ dω1dω2dω3
(2π)3
δ(ω + ω3 − ω1 − ω2)ψω1(z)ψω2(z)ψω3(z)
∣∣∣2 . (9)
3Here Ψω(z) is the so-called “classical trajectory” [17] of
the path-integral (8), that is, the extremum function of
the action (9), i.e. δS[Ψ] = 0 — see Eq. (6) in [21], with
the boundary conditions Ψω(0) = X(ω), Ψω(L) = Y (ω).
At small γ˜ we can calculate P [Y (ω)|X(ω)], Eq. (8),
analytically using the perturbation theory developed in
Ref. [18]. There are two types of terms in the ex-
pansion of Eq. (8) in γ˜. The first type of perturba-
tive corrections comes from the expansion of exponent
exp [−S[Ψω(z)]/Q] and has the structure
exp
[
−S[Ψω(z)]
Q
]
≈ exp
[
−S[Ψ
(0)
ω (z)]
Q
]
γ=0
×
(
1 +
∞∑
p=0
∞∑
k=1
αp,k[Ψ
(0)
ω (z)]γ˜
p
(
γ˜
ǫ
)k)
. (10)
Here Ψ
(0)
ω (z) = eiβω
2z
[
zB(ω)/L+X(ω)
]
is the solution
at γ = 0 of the equation δS[Ψ] = 0, see Eqs. (6) and
(8) in [21], with the boundary conditions Ψω(0) = X(ω),
Ψω(L) = Y (ω). Here B(ω) = e
−iβω2LY (ω) −X(ω), and
αp,k[Ψ
(0)
ω (z)] are some constructively defined functionals,
see explicit expressions in [21]. The second type of correc-
tions originates from the expansion of the path-integral
in Eq. (8) and has the form
Λ
(M ′)
QL
(
1 +
∞∑
p=1
∞∑
k=0
γp,k[Ψ
(0)
ω (z)]γ˜
p (γ˜ǫ)
k
)
, (11)
where Λ
(M ′)
QL =
(
δ
piQL
)M ′
is the normalization factor and
γp,k[Ψ
(0)
ω (z)] are some defined functionals, see [21]. Since
the parameter ǫ is assumed to be small, we can use the
quasi-classical approach, and the main contribution to
P [Y |X ] comes from the expansion of exponent Eq. (10).
We substitute the function Ψ(0) to the right-hand side of
Eq. (10), then the obtained result is multiplied by (11)
leading to:
P [Y (ω)|X(ω)] ≈ P (0)[Y (ω)|X(ω)]
(
1 + γ1,0γ˜ +
∞∑
k=1
α0,k
(
γ˜
ǫ
)k
+ γ˜
∞∑
k=1
[α1,k + α0,kγ1,0]
(
γ˜
ǫ
)k)
+
O (γ˜2) , (12)
where
P (0)[Y (ω)|X(ω)] = Λ(M ′)QL exp
[
− 1
QL
∫
W ′
dω
2π
|B(ω)|2
]
.(13)
In Eq. (12) we keep only leading and next-to-leading
order in γ˜ terms for every order in γ˜/ǫ. This means that
the parameter γ˜/ǫ can be of order of unity. We omit the
dependence of functionals αp,k and γp,k on Ψ
(0)
ω (z), but
have it in mind. Now nonlinear corrections to the mutual
information can be calculated.
III. CALCULATION OF THE NONLINEAR
CORRECTIONS TO THE MUTUAL
INFORMATION
To calculate the mutual information, we have to cal-
culate the path-integral (2). In the previous section, we
derived the expression (12) for the conditional probabil-
ity function. Let us introduce a probability function of
input signal P [X(ω)]. In our consideration, the PDF
P [X(ω)] is chosen to be Gaussian in the spectral domain
W and zero in W ′ \W . In discrete form P [X(ω)] reads
P [X(ω)] = Λ
(M)
P
(∏M
i∈W e
− δ
P
|Xi|
2
)∏M ′−M
j∈W ′\W δ(Xj).(14)
where δ(Xj) = δ(ReXj)δ(ImXj) is the δ-function, fre-
quency domain W (W ′) and is divided by M (M ′) grid
spacing δ = W2piM =
W ′
2piM ′ ; Xj = X(ωj). The coefficient
Λ
(M)
P =
(
δ
piP
)M
follows from the normalization condition∫ DXP [X(ω)] = 1. The measure DX in (2), and in (3),
is understood as DX =∏M ′j=1 dReXj dImXj. As follows
from the Nyquist-Shannon-Kotelnikov theorem [22] M
should be chosen greater than TW/2π: the limit T →∞
in Eq. (6) is equivalent to M = TW/2π → ∞ in the
measure. Parameter P in Eq. (14) describes the signal
power per unit of frequency (power spectral density), so
the average signal power (6) is Pave = PW/2π ≫ Pnoise
and the nonlinearity parameter is γ˜ = γPLW/(2π).
First of all, corrections to the mutual information pro-
portional to γ˜ vanish. These corrections to the mutual
information come only from the term γ1,0γ˜ in (12). From
the explicit expression for γ1,0 one can see that after in-
tegration over fields X(ω) and Y (ω) these contributions
vanish as the imaginary part of the real number, see [21].
Further, all corrections of order of (γ˜/ǫ)k to the mutual
information are equal to zero for all k > 0 as well. We
explain this cancellation in [21] by the counting of field
B(ω) = e−iβω
2LY (ω) − X(ω) after the change of inte-
gration variable from Y (ω) to B(ω) in the path-integral
(2). Owing to Eq. (13) the variation scale of B(ω) in the
path-integral is of order of
√
QL. And every field B(ω)
before the exponent yields the suppression factor
√
QL
after the integration over B(ω). The first next-to-leading
in γ˜ singular correction of order of γ˜2/ǫ is equal to zero
after the intricate cancellation of different terms in the
mutual information expression. We present the details
of this cancellation in [21]. Basing on another approach
to the mutual information calculation [24] we can make
a guess that all singular in 1/ǫ corrections (i.e. of order
of γ˜p(γ˜/ǫ)k for k > 0 and p ≥ 0) to the mutual informa-
tion should be equal to zero as well. Roughly speaking
here we can use the same arguments as in the case of
the leading singular corrections (γ˜/ǫ)k. Finally, after all
cancellations we obtain the following expression for the
mutual information:
IP [X] =M log
[
1 +
1
ǫ
]
+O (γ˜2)+O (ǫ) , (15)
4where the first term in the right-hand side is the well-
known Shannon’s result (4) for the linear channel [1], and
the second term is the nonlinear correction to the mutual
information. As a coefficient of O (γ˜2) one has the func-
tion of dimensionless dispersion parameter β˜ = βLW 2.
This function of β˜ should be negative at least for small
dispersion parameter. Indeed for a nondispersive nonlin-
ear optical fibre channel one has the exact in nonlinearity
result [23] with the negative correction:
I
(β=0)
P [X] =M log
[
1 +
1
ǫ
]
− M
2
∞∫
0
dτe−τ log
(
1 +
τ2γ˜2
3
)
=
M log
[
1 +
1
ǫ
]
−M γ˜
2
3
+O(γ˜ 4). (16)
Moreover at large dispersion parameter β˜ the function
in question should be decreasing function approaching to
the Shannon limit: for large dispersion parameter one
can neglect the nonlinear term in NLSE (5) resulting in
the linear channel, see Eq. (4). The exact calculation
of the β˜-dependence of the coefficient before O (γ˜2) in
Eq. (15) is the matter of our further considerations [24].
IV. CONCLUSION
We have described the perturbative method to ob-
tain the analytical expression for the mutual information
IP [X] (2) of the NLSE channel at large SNR = 1/ǫ and
small nonlinearity γ˜ ≪ 1. We have demonstrated that
all singular in ǫ terms in the leading orders (γ˜/ǫ)k and in
the first next-to-leading order γ˜2/ǫ vanish in the expres-
sion for the mutual information IP [X] calculated for the
Gaussian PDF P [X ]. At small nonlinearity γ˜ the first
nonlinear correction to the mutual information is of or-
der of γ˜2, and it is negative at least for small dispersion
parameter β˜ and vanishing for large β˜. Let us stress once
again that we have considered only the mutual informa-
tion IP [X] in the case of a Gaussian input signal PDF
P [X ] rather than the channel capacity (1). However, the
quantity IP [X] is a natural estimate of a low bound on the
channel capacity since it reproduces the Shannon capac-
ity of the linear AWGN channel (4) in the leading order
in γ˜. The ultimate calculation of the corrections of order
of γ˜2 to the mutual information will be the matter of our
future considerations, see [24].
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CONDITIONAL PROBABILITY DENSITY FUNCTION
In Ref.[1] we have shown that in the case 1/ǫ = SNR ≫ 1 the conditional probability density function can be
written in the form:
P [Y (ω)|X(ω)] = e−S[Ψω(z)]/Q
ψ˜ω(L)=0∫
ψ˜ω(0)=0
Dψ˜e−(S[Ψω(z)+ψ˜ω(z)]−S[Ψω(z)])/Q , (1)
where the measure is defined as
Dψ˜ = lim
δ→0
lim
∆→0
( δ
∆πQ
)NM ′ M ′∏
j=1
N−1∏
i=1
dReψ˜i, j dImψ˜i, j ,
here ψ˜i, j = ψ˜ωj (zi) and ∆ =
L
N is the coordinate grid spacing, and δ =
W
2piM =
W ′
2piM ′ is the frequency grid spacing.
The action S[ψ] reads:
S[ψ] =
L∫
0
dz
∫
dω
2π
|L[ψ]|2 , (2)
L[ψ] = L(0)[ψ]− V [ψ] , (3)
L(0)[ψ] = ∂zψω(z)− iβω2ψω(z) , (4)
V [ψ] = iγ
∫
dω1dω2dω3
(2π)2
δ(ω1 + ω2 − ω3 − ω)ψω1(z)ψω2(z)ψ¯ω3(z) . (5)
The function Ψω(z), the “classical trajectory”, is the solution of the equation δS[Ψ] = 0, see Eq. (14) in [2]:(
∂z − iβω2
)2
Ψω(z)−
iγ
∫
dω1dω2dω3
(2π)2
δ(ω1 + ω2 − ω − ω3)
{
4Ψω2(z)Ψ¯ω3(z)
[(
∂z − iβω21
)
Ψω1(z)
]− µ
L
Ψω1(z)Ψω2(z)Ψ¯ω3(z)
}
−
3γ2
∫
dω1dω2dω4dω5dω6
(2π)4
δ(ω1 + ω2 + ω4 − ω5 − ω6 − ω)Ψω1(z)Ψω2(z)Ψω4(z)Ψ¯ω5(z)Ψ¯ω6(z) = 0 , (6)
with the boundary conditions: Ψω(0) = X(ω) , Ψω(L) = Y (ω), and µ = iβL(ω
2 + ω23 − ω21 − ω22). The equation (6)
can be solved using perturbation theory at small γ. We present the solution Ψω(z) in the form:
Ψω(z) =
∞∑
k=0
Ψ(k)ω (z) , (7)
2where Ψ
(k)
ω (z) is the solution of the Eq. (6) of order of γk. For calculations of the mutual information with the precision
O(γ2) we need only first two terms of expansion (7). The solution of Eq.(6) in the leading and next-to-leading order
reads:
Ψ(0)ω (z) = e
iβω2z
[ z
L
B(ω) +X(ω)
]
, (8)
here B(ω) = e−iβω
2LY (ω)−X(ω). The first order correction reads
Ψ(1)ω (z) = iγe
iβω2z
L∫
0
dz′G(z, z′)Fω(z
′), (9)
where G(z, z′) =
z − L
L
z′ + (z′ − z)θ(z′ − z) is the Green function of the ∂2z operator (with the boundary conditions:
Ψ
(1)
ω (0) = Ψ
(1)
ω (L) = 0). In Eq. (9) we have
Fω(z) =
∫
W ′
dω1dω2dω3
(2π)2
δ(ω1 + ω2 − ω3 − ω)e
−µz/L
L
[ z
L
B(ω2) +X(ω2)
]
×
[(
4− µ z
L
)
B(ω1)− µX(ω1)
][ z
L
B(ω3) +X(ω3)
]
.
(10)
The substitution of the solution Ψω(z) in the form (7) to the action (2) results in
S[Ψω(z)] =
∞∑
k=0
S(k)[Ψω(z)] , (11)
where S(k)[Ψω(z)] is the term of order of γ
k of the action (2) expansion in γ. Now we can expand the exponential
prefactor in Eq. (1) and obtain functions αp,k[Ψ
(0)
ω (z)], see Ref. [2], Eq. (9). The expansion of the exponential factor
has the form:
e−S[Ψω(z)]/Q = exp
{
−S
(0)[Ψω(z)]
Q
}1 + ∞∑
k=1
γk
k!
[
∂k
∂γk
exp
{
−
∑∞
p=1 S
(p)[Ψω(z)]
Q
}]
γ=0
 . (12)
Therefore functions α0,k[Ψ
(0)
ω (z)] and α1,k[Ψ
(0)
ω (z)] have the following form:
α0,k[Ψ
(0)
ω (z)] =
(−1)k
k!
(
LW
2πPave
S(1)[Ψω(z)]
γ˜
)k
, (13)
α1,k[Ψ
(0)
ω (z)] =
(−1)k
(k − 1)!(k + 1)!
(
WL
2πPave
)k ∂k+1 [S(2)[Ψω(z)] (S(1)[Ψω(z)])k−1]
∂γ˜k+1
, k ≥ 1 , (14)
where γ˜ = γPLW/(2π), and
S(0)[Ψω(z)] =
L∫
0
dz
∫
dω
2π
∣∣∣L(0)[Ψ(0)ω (z)]∣∣∣2 , (15)
S(1)[Ψω(z)] = 2
L∫
0
dz
∫
W ′
dω
2π
Re
{
L(0)[Ψ(0)ω (z)]V¯ [Ψ(0)ω (z)]
}
= 2
L∫
0
dz
L
∫
W ′
dω
2π
Re
{
eiβω
2zB(ω)V¯ [Ψ(0)ω (z)]
}
, (16)
S(2)[Ψω(z)] =
L∫
0
dz
∫
W ′
dω
2π
[∣∣∣L(0)[Ψ(1)ω (z)]− V [Ψ(0)ω (z)]∣∣∣2 − 2Re{L(0)[Ψ(0)ω (z)]V¯1[Ψ(0)ω (z),Ψ(1)ω (z)]}] . (17)
where V1[Ψ, ψ] is defined below: see Eq. (20). Here in (16) and (17) we have used that
2
∫
dzRe
{
L(0)[Ψ(0)ω (z)]L¯(0)[Ψ(n)ω (z)]
}
= 0 by virtue of the boundary conditions: Ψ
(n)
ω (0) = Ψ
(n)
ω (L) = 0.
3To calculate the path-integral in Eq. (1) we substitute the solution Ψω(z) to the action. Here we are interested in
only leading order in ǫ terms, therefore we keep only quadratic in ψ˜ω(z) term in the difference S[Ψω(z) + ψ˜ω(z)] −
S[Ψω(z)] since terms with higher order in ψ˜ω(z) are suppressed in the parameter ǫ. In the leading order in ǫ the
path-integral can be written in the form:
ψ˜ω(L)=0∫
ψ˜ω(0)=0
Dψ˜e−(S[Ψω(z)+ψ˜ω(z)]−S[Ψω(z)])/Q ≈
ψ˜ω(L)=0∫
ψ˜ω(0)=0
Dψ˜ exp
− 1Q
L∫
0
dz
∫
dω
2π
∣∣∣L(0)[ψ˜]∣∣∣2
 exp
{
−∆S[Ψ, ψ˜]
Q
}
, (18)
where
∆S[Ψ, ψ˜] =
L∫
0
dz
∫
dω
2π
[ ∣∣∣V1[Ψ, ψ˜] + V2[Ψ, ψ˜] + V [ψ˜]∣∣∣2 −
2Re
{
L(0)[ψ˜]V¯1[Ψ, ψ˜] +
(
L[Ψ] + L(0)[ψ˜]
)(
V¯2[Ψ, ψ˜] + V¯ [ψ˜]
)}]
. (19)
When deriving (19) we have used the equation of motion (6).
V1[Ψ, ψ˜] = iγ
∫
dω1dω2dω3
(2π)2
δ(ω1 + ω2 − ω3 − ω)
(
2ψ˜ω1(z)Ψω2(z)Ψ¯ω3(z) +
¯˜ψω3(z)Ψω1(z)Ψω2(z)
)
, (20)
V2[Ψ, ψ˜] = iγ
∫
dω1dω2dω3
(2π)2
δ(ω1 + ω2 − ω3 − ω)
(
2ψ˜ω1(z)Ψω2(z)
¯˜ψω3(z) + ψ˜ω1(z)ψ˜ω2(z)Ψ¯ω3(z)
)
. (21)
The functional γp,0 has the form
γp,0[Ψ
(0)
ω (z)] =
1
P (0)[0, 0]
ψ˜ω(L)=0∫
ψ˜ω(0)=0
Dψ˜ exp
− 1Q
L∫
0
dz
∫
dω
2π
∣∣∣L(0)[ψ˜]∣∣∣2
 1p!
(
∂p
∂γ˜p
exp
{
−∆S˜[Ψ, ψ˜]
Q
})
γ=0
, (22)
where
∆S˜[Ψ, ψ˜] =
L∫
0
dz
∫
dω
2π
[ ∣∣∣V1[Ψ, ψ˜]∣∣∣2 − 2Re{L(0)[ψ˜]V¯1[Ψ, ψ˜] + L[Ψ]V¯2[Ψ, ψ˜]}
]
. (23)
The function P (0)[Y |X ] has the form, see Ref.[1]:
P (0)[Y |X ] = Λ(M ′)QL exp
[
− 1
QL
∫
W ′
dω
2π
|B(ω)|2
]
, (24)
Λ
(M ′)
D =
( δ
πD
)M ′
. (25)
We need only γ1,0 and γ2,0 for our calculation. To calculate these functionals we use method developed in [1].
Direct calculation of γ1,0 gives:
γ1,0
[
Ψ(0)(z)
]
=
2W ′
πLPave
Im
{ L∫
0
dz
z(L− z)
L
∫
W ′
dω
2π
L(0)
[
Ψ(0)ω (z)
]
Ψ¯(0)ω (z)
}
. (26)
4Using Eqs. (13)–(14) and (22) we can write conditional probability density function with accuracy γ˜2 in the form:
P [Y (ω)|X(ω)] ≈ P (0)[Y (ω)|X(ω)]
(
1 + α(1)[Y |X ] + α(2)[Y |X ]
)
, (27)
where we introduce following notations:
α(1)[Y |X ] = α0,1
[
Ψ(0)(z)
] γ˜
ǫ
+ γ1,0
[
Ψ(0)(z)
]
γ˜ , (28)
α(2)[Y |X ] = α0,2
[
Ψ(0)(z)
] γ˜2
ǫ2
+
{
α1,1
[
Ψ(0)(z)
]
+ α0,1
[
Ψ(0)(z)
]
γ1,0
[
Ψ(0)(z)
]} γ˜2
ǫ
+ γ2,0
[
Ψ(0)(z)
]
γ˜2. (29)
We note that from Eq. (13) one has
α0,2
[
Ψ(0)(z)
]
=
(
α0,1
[
Ψ(0)(z)
] )2
/2. (30)
Now we are ready to calculate the mutual information, see Eq. (2) of [2], with accuracy O(γ˜2).
CALCULATION OF THE MUTUAL INFORMATION
To calculate the mutual information
IP [X] =
∫
DXDY P [X ]P [Y |X ] log
[P [Y |X ]
Pout[Y ]
]
, (31)
let us first present the auxiliary correlation functions:
〈B(ω)B(ω′)〉P (0)[Y |X] =
∫
DY P (0)[Y |X ]B(ω)B¯(ω′) = 2πQLδ(ω − ω′), (32)
〈X(ω)X(ω′)〉P [X] =
∫
DXP [X ]X(ω)X(ω′) = 2πPδ(ω − ω′)χW (ω)χW (ω′), (33)
where we’ve used as the integration weights PDF P (0)[Y |X ], see (24), and the input signal PDF P [X ] of the form
P [X(ω)] = Λ
(M)
P
(∏M
i∈W e
− δ
P
|Xi|
2
)∏M ′−M
j∈W ′\W δ(Xj). (34)
see Ref.[2]. Here δ(Xj) = δ(ReXj)δ(ImXj) is the δ-function, frequency domain W (W
′) is divided by M (M ′)
grid spacing δ = W2piM =
W ′
2piM ′ ; Xj = X(ωj). The measure DX reads DX =
∏M ′
j=1 dReXjdImXj , and χW (ω) =
θ(W2 − ω)θ(W2 + ω) stands for the indicator of the (cyclic) frequency domain W in Eq. (33). Equations (32) and
(33) can be easily obtained using discrete form of path-integrals. Since functions P (0)[Y |X ] = P (0)[B] and P [X ] have
Gaussian form, we can use the Wick theorem [4]:
〈B(ω1)〉P (0)[B] = 0 , (35)
〈B(ω1)B(ω2)B(ω3)B(ω4)〉P (0) [B] = 〈B(ω1)B(ω3)〉P (0)[B]〈B(ω2)B(ω4)〉P (0)[B] +
〈B(ω1)B(ω4)〉P (0)[B]〈B(ω2)B(ω3)〉P (0)[B] . (36)
Averaging 〈...〉P [X] has the same properties. Using these properties and Eqs. (32), (33), the calculation of the
mutual information with accuracy O(γ˜2) turns to the simple calculation of the correlation functions. Note, that now
Pave = PW/(2π)≫ Pnoise = QLW/(2π), nonlinearity parameter γ˜ = γLPW/(2π), and SNR = 1/ǫ = P/(QL).
5Cancellation of the leading corrections in 1/ǫ
Let us show that all leading corrections in 1/ǫ, i.e. the corrections of order of (γ˜/ǫ)k, to the mutual information are
equal to zero for all k > 0. To show that, we substitute expression (27) to Eq. (31) and change the integration variables
from Y (ω) to B(ω). The function P (0)[Y (ω)|X(ω)], see Eq. (24), depends only on B(ω) and has a variation scale of
order
√
QL, see Eq. (32), the scale of variation of function P [X(ω)] is P , which obeys the condition P ≫ QL, and
the correction of order of (γ˜/ǫ)k comes from the coefficients α0,k, but these coefficients α0,k are explicitly proportional
to Bk(ω), see Eqs. (13), (16). In what follows all terms with odd powers B(ω) give zero after integration over B(ω),
while terms proportional to even powers Bk(ω) (with equal number of the fields B and conjugated fields B), after
integration over B(ω), contribute proportionally to factor (QL)k ∝ ǫk: additional conjugated fields B come from
V¯ [Ψ
(0)
ω (z)], see Eq. (16). It reduces the power of ǫ in the denominator. Therefore, all corrections to the mutual
information having the form of a power of γ˜/ǫ disappear.
Cancellation of the corrections of order of γ˜
It is easy to see that all corrections to the mutual information of order of γ˜ are equal to zero. These corrections
come from the term γ1,0γ˜ in Eq. (28). Using the explicit expression (26) one can see that this contribution vanishes
after the integration over B(ω) either as the imaginary part of the real number or as the odd power of B(ω).
Cancellation of the sub-leading corrections of order of γ˜2/ǫ
To calculate the corrections connected with channel nonlinearity we substitute the expression (27) to Eq. (31) and
obtain the following expansion with accuracy γ˜2 for the mutual information:
IP [X] ≈
∫
DXDY P [X ]P (0)[Y |X ]
{
log
[
P (0)[Y |X ]
P
(0)
out[Y ]
](
1 + α(1)[Y |X ] + α(2)[Y |X ]
)
+
(α(1)[Y |X ])2 − (β(1)[Y ])2
2
}
,(37)
where α(1)[Y |X ]) is defined in Eq. (28), and
P
(0)
out[Y ] =
∫
DXP [X ]P (0)[Y |X ], (38)
β(1,2)[Y (ω)] =
∫ DXP [X ]P (0)[Y |X ]α(1,2)[Y |X ]
P
(0)
out[Y ]
. (39)
The direct calculation of P
(0)
out[Y ] and β
(1)[Y (ω)] gives
P
(0)
out[Y ] = Λ
(M ′−M)
QL exp
{
− 1
QL
∫
W ′\W
dω
2π
|Y (ω)|2
}
Λ
(M)
P+QL exp
{
− 1
P +QL
∫
W
dω
2π
|Y (ω)|2
}
. (40)
β(1)[Y ] =
2γP
QL(P +QL)
L∫
0
dz
∫
W ′
dωdω1dω2dω3
(2π)3
δ(ω1 + ω2 − ω3 − ω)e
µ(z/L−1)
2i
Y (ω)Y (ω3)Y (ω1)Y (ω2)×
{
χW ′\W (ω)χW (ω1)− χW ′\W (ω1)χW (ω)
} [
χW ′\W (ω2)
z
L
+ χW (ω2)
(
1 +
QL
P +QL
(z/L− 1)
)]
×[
χW ′\W (ω3)
z
L
+ χW (ω3)
(
1 +
QL
P +QL
(z/L− 1)
)]
, (41)
where µ = iβL(ω2 + ω23 − ω21 − ω22), χW (ω) = θ(W2 − ω)θ(W2 + ω), and χW ′\W (ω) = χW ′(ω) − χW (ω). Note that if
W ′ =W then β(1)[Y ] vanishes. We remind that W ′ is auxilary bandwidth containing the bandwidth W where signal
X(ω) is not zero, see Eq. (34).
6The output PDF (40) results in the following pairing on the analogy of Eqs. (32), (33):
〈Y (ω)Y (ω′)〉
P
(0)
out[Y ]
=
∫
DY P (0)out[Y ]Y (ω)Y (ω′) = 2πδ(ω − ω′)
{
QLχW ′\W (ω) + (P +QL)χW (ω)
}
. (42)
We present the expression (37) for the mutual information in the form:
IP [X] = I0 + I1 + I2 + I3 , (43)
here
I0 =M log
[
1 +
P
QL
] ∫
DXDY P [X ]P (0)[Y |X ]
{
1 + α(1)[Y |X ] + α(2)[Y |X ]
}
, (44)
where the logarithm log
[
1 + PQL
]
occurs from the normalization factors (25) in Eqs. (24) and (40).
I1 =
1
2
∫
DXDY P [X ]P (0)[Y |X ]
(
α(1)[Y |X ]
)2
, (45)
I2 =
∫
DXDY P [X ]P (0)[Y |X ]
∫
W ′
dω
2π
( χW (ω)
P +QL
|Y (ω)|2 + χW ′\W (ω)
QL
|Y (ω)|2 − |B(ω)|
2
QL
)
× (46)
{
1 + α(1)[Y |X ] + α(2)[Y |X ]
}
, (47)
I3 = −1
2
∫
DY P (0)out[Y ]
(
β(1)[Y ]
)2
. (48)
Here the terms (44) and (47) come from the term in (37) which is proportional to log
[
P (0)[Y |X ]/P (0)out[Y ]
]
.
For the simplicity of the result presentation we assume that W ′ =W , and therefore β(1)[Y ], see Eq. (41), vanishes.
This assumption kills the contribution I3, see Eq. (48).
The direct calculation of I0 shows that path-integral∫
DXDY P [X ]P (0)[Y |X ]
{
α(1)[Y |X ] + α(2)[Y |X ]
}
= 0 . (49)
It is the consequence of the normalization condition (
∫ DY P [Y |X ] = 1) for the conditional probability function
P [Y |X ]: ∫
DY P [Y |X ] = 1 (50)
and therefore ∫
DY P (0)[Y (ω)|X(ω)]α(1,2)[Y |X ] = 0 . (51)
Thus one has the result
I0 = CSH =M log
[
1 +
P
QL
]
, (52)
which coincides with the classical result for the linear channel capacity CSH (Shannon-Hartley theorem [3]).
Now we proceed to calculate the singular terms (of order of γ˜2/ǫ) in the contribution I1, see Eq. (45). In the
beginning we change the integration variable from Y (ω) to B(ω) = e−iβω
2LY (ω) −X(ω) in the path-integral (45).
Every pairing (32) results in extra Q-suppressed factor. That is why the most singular term of order of γ˜2/ǫ emerges
from one pairing (32) when we retain only the the first term (singular in ǫ) in (28) and take only the linear in B(ω)
part of this term. After the pairing (32) we perform the straightforward integration over X in the path-integral (45)
7using the correlator (33) and Wick theorem. Finally, we present the result of the calculation of the term I1 in the
form:
I1 = 4MG(β˜)
γ˜2
ǫ
+O(γ˜2), (53)
where the function G(β˜) of dimensionless dispersion parameter β˜ = βLW 2 is defined as
G(β˜) = 1 +
1
2β˜2
∫
Ω
dydy1dy2
sin2[β˜(y − y1)(y − y2)]
(y − y1)2(y − y2)2 , (54)
with Ω = [− 12 , 12 ]× [− 12 , 12 ]× [− 12 , 12 ] being a simple cubic region.
The next contribution to IP [X] is I2. When following the singular in ǫ terms we can neglect the first term in
the parenthesis in Eq. (47). We omit the second term in the parenthesis in Eq. (47) as well since in the current
consideration we assume W ′ = W . Now we change the integration variables from Y (ω) to B(ω). And for the third
term in the parenthesis there are two possible pairing of the type (32). The first Q-unsuppressed term (i.e. the term
of order of γ˜2/ǫ) originates from the inner pairing (i.e. integration over B) of |B(ω)|2-term:
1
QL
∫
W ′
dω
2π
〈|B(ω)|2〉P (0)[Y |X] =M ′.
However, for this case α(1,2)[Y |X ] contributions from the brace in Eq. (47) vanish after integration over X owing to
the normalization condition (51). The second Q-unsuppressed term comes from two pairings of the field B(ω) from
the parenthesis with the first part of α(2)[Y |X ] in the brace, see the first term (of order of γ˜2/ǫ2) in Eq. (29). These
pairings, see Eq. (30) and (45), result in the same contributions as in Eq. (53) but with the opposite sign in the
singular term γ˜2/ǫ. And one has with accuracy O(γ˜2):
I2 = −4MG(β˜) γ˜
2
ǫ
+O(γ˜2). (55)
The last component I3 of IP [X] is zero (in considered case W
′ =W ):
I3 = −1
2
∫
DY P (0)out[Y ]
(
β(1)[Y ]
)2
= 0. (56)
Finally, all singular terms of order of γ˜2/ǫ are cancelled, and in the expression for the spectral efficiency (iP [X]) we
obtain Shannon’s logarithm with the corrections O (γ˜2):
iP [X] =
IP [X]
M
≈ log
[
1 +
1
ǫ
]
+O (γ˜2)+O (ǫ) =
log
[
1 + SNR
]
+ SNR2 ×O (γ2L2P 2noise) +O(1/SNR). (57)
Note that the cancellation of the terms of order of γ˜2/ǫ and our result (57) hold true in general case when W ′ ⊃W .
However in this case the cancellation is much more intricate. For example, in this case the term I3, see Eq. (48), does
contribute in the order γ˜2/ǫ. The cancellation takes place within the expression for the output signal entropy H [Y ]
(we remind that IP [X] = H [Y ]−H [Y |X ]) that can be written with γ2 accuracy in the form
H [Y ] =M − log Λ(M)P+QL + (M ′ −M)− log Λ(M
′−M)
QL −∫
DY P (0)out[Y ]
{(
β(1)[Y ] + β(2)[Y ]
) [
− 1
QL
∫
W ′\W
dω
2π
|Y (ω)|2 − 1
P +QL
∫
W
dω
2π
|Y (ω)|2
]
+
β(1)[Y ]2
2
}
. (58)
We checked directly the cancellation of the contributions of order of γ˜2/ǫ in the mutual information in the case when
W ′ ⊃W by the computer algebra methods using the Wick theorem and the correlators (33), (32), and (42).
In our further considerations we will calculate the first nonvanishing corrections to the mutual information of order
of γ˜2, see [5].
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