The prime number theorem for automorphic L-functions for GLm  by Qu, Yan
Journal of Number Theory 122 (2007) 84–99
www.elsevier.com/locate/jnt
The prime number theorem for automorphic
L-functions for GLm
Yan Qu
Department of Mathematics, Shandong University, Jinan, Shandong 250100, China
Received 27 May 2005; revised 18 December 2005
Available online 27 April 2006
Communicated by S.-W. Zhang
Abstract
Let π be irreducible unitary cuspidal representation of GLm(AQ) with m 2, and L(s,π) the L-function
attached to π . The prime counting function ψ(x,π) is studied under the Generalized Riemann Hypothesis
for L(s,π). It is proved that ψ(x,π)  x1/2(log logx)2, except on a set of x of finite logarithmic measure.
Furthermore, the integral mean square of ψ(x,π) is evaluated.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
To each irreducible unitary cuspidal representation π of GLm(AQ), one can attach a global
L-function L(s,π), as in Godement and Jacquet [7], and Jacquet and Shalika [9]. For σ =
s > 1, L(s,π) is defined by products of local factors
L(s,π) =
∏
p<∞
Lp(s,πp), (1.1)
where
Lp(s,πp) =
m∏
j=1
(
1 − απ(p, j)
ps
)−1
;
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Φ(s,π) = L∞(s,π∞)L(s,π),
where
L∞(s,π∞) =
m∏
j=1
ΓR
(
s + μπ(j)
)
is the Archimedean local factor. Here ΓR(s) = π−s/2Γ (s/2), and απ(p, j) and μπ(j), j =
1, . . . ,m, are complex numbers associated with πp and π∞, respectively, according to the Lang-
lands correspondence. The case m = 1 is classical; for m  2, Φ(s,π) is entire and satisfies a
functional equation. It is known that all the non-trivial zeros of Φ(s,π) are in the critical strip
0 σ  1, while the Generalized Riemann Hypothesis (GRH in brief) predicts that they actually
lie on the vertical line σ = 1/2.
To link L(s,π) with primes, we take logarithmic differentiation in (1.1), so that for σ > 1,
d
ds
logL(s,π) = −
∞∑
n=1
Λ(n)aπ(n)
ns
, (1.2)
where Λ(n) is the von Mangoldt function, and
aπ
(
pk
)= ∑
1jm
απ(p, j)
k. (1.3)
The Prime Number Theorem for L(s,π) concerns the asymptotic behavior of the counting func-
tion
ψ(x,π) =
∑
nx
Λ(n)aπ (n),
and a special case of the main theorem in Liu and Ye [11] asserts that
ψ(x,π)  x exp{−c√logx} (1.4)
for some positive constant c, where π is an irreducible unitary cuspidal representation of
GLm(AQ) with m  2. In Iwaniec and Kowalski [8], Theorem 5.13, a prime number theorem
is proved for general L-functions satisfying necessary axioms, from which (1.4) follows as a
consequence.
In this paper we investigate the influence of GRH on ψ(x,π). It is known that, under GRH,
(1.4) can be improved to
ψ(x,π)  x1/2 log2 x, (1.5)
but better results are desirable. For a proof of (1.5), see e.g. Corollary 3.2 in Section 3. In this
direction, we establish the following results.
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Assume GRH for L(s,π). We have
ψ(x,π)  x1/2(log logx)2
for x  2, except on a set E of finite logarithmic measure, i.e.∫
E
dx
x
< ∞.
Theorem 1.2. Let π be as in Theorem 1.1, and assume GRH for L(s,π). Then
X∫
2
ψ2(x,π)
dx
x
 X.
Theorem 1.3. Let π be as in Theorem 1.1, and assume GRH for L(s,π). We have
X∫
2
ψ2(x,π)
dx
x2
= C logX + O{(log logX)4},
where C > 0 is a constant depending on π .
Gallagher [5] was the first to establish a result like Theorem 1.1, in the classical case m = 1
for the Riemann zeta-function. He proved that, under the Riemann Hypothesis for the classical
zeta-function,
ψ(x) :=
∑
nx
Λ(n) = x + O{x1/2(log logx)2}
for x  2, except on a set of finite logarithmic measure, and hence made improvement on the
classical estimate error term O(x1/2 log2 x) of von Koch [20]. In the same paper, Gallagher [5]
also gave short proofs of Cramér’s conditional estimates
X∫
2
(
ψ(x) − x)2 dx
x
 X
and
X∫
2
(
ψ(x) − x)2 dx
x2
∼ C logX,
where C > 0 is an absolute constant [1,2]. Gallagher’s proofs of the above three results make
crucial use of his lemma in [4], which is now named after him.
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function ψ(s,π) attached to irreducible unitary cuspidal representations π of GLm(AQ) with
m 2. Our proofs combine the approach of Gallagher with recent results of Liu and Ye [10,11]
and Liu, Wang, and Ye [12] on the prime number theorem for Rankin–Selberg automorphic
L-functions. We remark that, unlike the classical case, in Theorems 1.1–1.3 we do not have the
main term x. This is because L(s,π) is entire when m 2, while ζ(s) has a simple pole at s = 1
with residue x.
2. Automorphic L-functions
We review briefly some properties of the automorphic L-functions L(s,π) and Φ(s,π),
which we will use for our proofs.
(A1) The Euler product for L(s,π) in (1.1) converges absolutely for σ > 1 (Jacquet and Shalika
[9]).
(A2) The complete L-function Φ(s,π) has an analytic continuation to the whole complex plane
and satisfies the functional equation
Φ(s,π) = ε(s,π)Φ(1 − s, π˜)
with
ε(s,π) = επN1/2−sπ ,
where Nπ  1 is an integer called the conductor of π , επ is the root number satisfying
|επ | = 1, and π˜ is the representation contragredient to π (Shahidi [16–19]).
(A3) Φ(s,π) is entire, and bounded in vertical strips with finite width (Godement and Jacquet
[7], and Jacquet and Shalika [9]).
(A4) Φ(s,π) is of order one (Gelbart and Shahidi [6]).
(A5) Φ(s,π) and L(s,π) are non-zero in the half-plane σ  1 (Jacquet and Shalika [9], and
Shahidi [16]).
(A6) Let N(T ,π) be the number of non-trivial zeros within the rectangular 0 σ  1, |t | T .
Then N(T ,π)  T logT , and N(T + 1,π) − N(T ,π)  logT (Liu and Ye [10, Lemma
4.3], and Iwaniec and Kowalski [8, Theorem 5.8]).
(A7) Bounds toward the Generalized Ramanujan Conjecture (GRC in brief). There is a constant
0 θ < 1/2, such that
∣∣απ(p, j)∣∣ pθ if π is unramified at p,∣∣μπ(j)∣∣ θ if π is unramified at ∞.
By (2.3) in Rudnick and Sarnak [15], θ = 1/2 − 1/(m2 + 1) is acceptable, while GRC
asserts that θ = 0.
Lemma 2.1. We have
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ds
logL(s,π) = C +
∑
ρ
(
1
s − ρ +
1
ρ
)
+
m∑
j=1
1
s + μπ(j)
+
m∑
j=1
∞∑
n=1
(
1
2n + s + μπ(j) −
1
2n
)
,
where C is a constant depending on π . The set of all trivial zeros of L(s,π) is{
μ: μ = −2n − μπ(j), n = 0,1,2, . . . ; j = 1, . . . ,m
}
.
Proof. Since Φ(s,π) is of order one (A4), we have (see e.g. Davenport [3, Chapter 11])
Φ(s,π) = eA+Bs
∏
ρ
(
1 − s
ρ
)
es/ρ,
where A,B are constants depending on π. Taking logarithmic derivative, we get
d
ds
logΦ(s,π) = B +
∑
ρ
(
1
s − ρ +
1
ρ
)
, (2.1)
where we set log 1 = 0. By the definition of Φ(s,π),
d
ds
logΦ(s,π) = d
ds
logL∞(s,π∞) + d
ds
logL(s,π). (2.2)
Applying
d
ds
logΓ (s) = −1
s
− γ −
∞∑
n=1
(
1
n + s −
1
n
)
,
where γ is Euler’s constant, we have
d
ds
logL∞(s,π∞) =
m∑
j=1
d
ds
logπ−(s+μπ (j))/2 +
m∑
j=1
d
ds
logΓ
(
s + μπ(j)
2
)
= −m
2
(logπ + γ ) −
m∑
j=1
1
s + μπ(j)
−
m∑
j=1
∞∑
n=1
(
1
2n + s + μπ(j) −
1
2n
)
.
Inserting this and (2.1) into (2.2), we get the lemma. 
In addition, we will also need C(m), the region defined as the complex plane C with discs
∣∣s − 2n + μπ(j)∣∣< 1 , n 0, 1 j m,8m
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β(0) = 0 and β(m + 1) = 1. Then all β(j) ∈ [0,1], and hence there exist β(j1), β(j2) such that
β(j2) − β(j1) 1/(3m) and there is no β(j) lying between β(j1) and β(j2). It follows that the
strip S0 = {s: β(j1) + 1/(8m) σ  β(j2) − 1/(8m)} is contained in C(m). Consequently, for
all n = 0,−1,−2, . . . , the strips
Sn =
{
s: n + β(j1) + 1/(8m) σ  n + β(j2) − 1/(8m)
} (2.3)
are subsets of C(m).
In [10, §4], Liu and Ye studied the Rankin–Selberg L-function L(s,π × π ′), where π and π ′
are irreducible unitary cuspidal representations of GLm(AQ) and GLm′(AQ), respectively. This
structure of C(m) is a special case of the C(m,m′) in [10, §4]. The following Lemma 2.2(i) and
(ii) are Lemma 4.3(d) and Lemma 4.4 of [10], respectively.
Lemma 2.2.
(i) For |T | > 2, there exists τ with T  τ  T + 1 such that when −2 σ  2,
d
ds
logL(σ ± iτ,π)  log2 |τ |.
(ii) If s is in some strip Sn as in (2.3) with n−2, then
d
ds
logL(s,π)  1.
3. An explicit formula
Theorem 3.1. Let π be an irreducible unitary cuspidal representation of GLm(AQ) with m 2.
Then, for x  2 and T  2,
ψ(x,π) = −
∑
|γ |T
xρ
ρ
+ O
{
min
(
x
T 1/4
,
x1+θ
T 1/2
)
logx
}
+ O(xθ logx),
where θ is as in (A7).
Note that our Theorem 3.1 is unconditional; it requires neither GRH nor GRC.
Explicit formulas of different forms were established by Moreno [13,14]; under GRC, explicit
formulas for general L-functions were proved in (5.53) of Iwaniec and Kowalski [8].
Corollary 3.2. Let π be as in Theorem 3.1, and assume GRH for L(s,π). Then (1.5) holds.
Proof. Theorem 3.1 with T = x2 gives
ψ(x,π) = −
∑ xρ
ρ
+ O(xθ logx).|γ |T
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the formula above, and therefore, by partial summation and (A6),
∑
|γ |T
xρ
ρ
 x1/2
∑
|γ |T
1
|ρ|  x
1/2
{
1 +
T∫
1
1
t
dN(t,π)
}
 x1/2 log2 T .
This proves (1.5). 
The following modified Perron’s formula, which will be needed in the proof of Theorem 3.1,
is Theorem 2.1 in Liu and Ye [11].
Lemma 3.3. Let f (s) =∑∞n=1 cnns be absolutely convergent for σ > σa . Let B(σ) =∑∞n=1 |cn|nσ .
Then, for b > σa, x  2, T  2,
∑
nx
cn = 12πi
b+iT∫
b−iT
f (s)
xs
s
ds + O
{ ∑
x−x/√T<nx+x/√T
|cn|
}
+ O
{
xbB(b)√
T
}
. (3.1)
A key feature of Lemma 3.3 is that individual upper bound for cn does not appear on the right-
hand side, and this makes Theorem 3.1, and hence Theorems 1.1–1.3, independent of GRC.
Lemma 3.4. Let π be an irreducible unitary cuspidal representation of GLm(AQ) with m  2.
Then ∑
nx
Λ(n)
∣∣aπ(n)∣∣2 ∼ x.
This is proved in Lemma 5.2 of Liu, Wang, and Ye [12]. For applications in the following, we
only need the upper bound x, not the full strength of the asymptotic formula.
Proof of Theorem 3.1. In view of (1.1) and (A1), we can apply Lemma 3.3 with σa = 1, b =
1 + 1/ logx, and
f (s) = d
ds
logL(s,π) = −
∞∑
n=1
Λ(n)aπ(n)
ns
.
To estimate the first O-term in (3.1), we let 0 < y  x, and consider
∑
x<nx+y
∣∣Λ(n)aπ(n)∣∣ (logx)
{∑
n2x
Λ(n)
∣∣aπ(n)∣∣2
}1/2{ ∑
x<nx+y
1
}1/2
√x(y + 1) logx.
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∣∣aπ(n)∣∣= ∣∣aπ (pk)∣∣ m∑
j=1
∣∣απ(p, j)∣∣k mpkθ mnθ .
Therefore, trivially,
∑
x<nx+y
∣∣Λ(n)aπ(n)∣∣ xθ (y + 1) logx.
Hence,
∑
x−x/√T<nx+x/√T
∣∣Λ(n)aπ(n)∣∣ min
{√
x
(
x
T 1/2
+ 1
)
, xθ
(
x
T 1/2
+ 1
)}
logx
 min
(
x
T 1/4
,
x1+θ
T 1/2
)
logx + xθ logx. (3.2)
In the last step, we have considered the two cases T  x2 and T > x2 separately. The other
O-term in (3.1) depends on B(σ). For σ > 1, Cauchy’s inequality gives
B(σ) =
∞∑
n=1
|Λ(n)aπ(n)|
nσ

{ ∞∑
n=1
Λ(n)|aπ(n)|2
nσ
}1/2{ ∞∑
n=1
Λ(n)
nσ
}1/2
.
By Lemma 3.4,
∞∑
n=1
Λ(n)|aπ(n)|2
nσ
=
∞∫
1
1
uσ
d
{∑
nu
Λ(n)
∣∣aπ(n)∣∣2
}
 1 +
∞∫
1
du
uσ
 1
σ − 1 .
Similarly,
∞∑
n=1
Λ(n)
nσ
 1
σ − 1 ,
and consequently,
B(σ)  1
σ − 1 .
Therefore, the second O-term in (3.1) is
 x logx√
T
. (3.3)
Inserting (3.3) and (3.2) into (3.1), we get
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nx
Λ(n)aπ (n) = 12πi
b+iT∫
b−iT
{
−L
′
L
(s,π)
}
xs
s
ds
+ O
{
min
(
x
T 1/4
,
x1+θ
T 1/2
)
logx
}
+ O(xθ logx). (3.4)
Next, we shall shift the contour of integration to the left. Choose a with −2 < a < −1 such
that the vertical line σ = a is contained in the strip S−2 ⊂C(m); this is guaranteed by the struc-
ture of C(m). Without loss of generality, let T > 0 be a large number such that T and −T can be
taken as the τ in Lemma 2.2(i). Now we consider the contour C1 ∪ C2 ∪ C3 with
C1: b σ  a, t = −T ;
C2: σ = a, −T  t  T ;
C3: a  σ  b, t = T .
By Lemma 2.1, certain non-trivial zeros ρ = β + iγ and trivial zeros μ = λ + iν of L(s,π), as
well as s = 0 are passed by the shifting of the contour. Computing the residues by Lemma 2.1,
we have
1
2πi
b+iT∫
b−iT
{
−L
′
L
(s,π)
}
xs
s
ds = 1
2πi
(∫
C1
+
∫
C2
+
∫
C3
)
−
∑
|γ |T
xρ
ρ
−
∑
a<−λ<b|ν|T
x−μ
−μ −
L′
L
(0,π). (3.5)
The integral on C1 can be estimated by Lemma 2.2(i) as
∫
C1

b∫
a
log2 T
xσ
T
dσ  x log
2 T
T
,
and the same upper bound also holds for the integral on C3. By Lemma 2.2(ii), then
∫
C2

T∫
−T
xa
|t | + 1 dt  x
a logT .
To bound the contribution from the trivial zeros μ = λ + iν, we apply (A7), so that
∑
a<−λ<b
x−μ
μ
 xθ ,|ν|T
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a < −λ < b, |ν| T . Therefore, (3.5) becomes
1
2πi
b+iT∫
b−iT
{
−L
′
L
(s,π)
}
xs
s
ds = −
∑
|γ |T
xρ
ρ
+ O(xθ )+ O(x log2 T
T
)
.
Theorem 3.1 then follows from this and (3.4). 
4. Proof of Theorem 1.1
The following lemma is necessary for Theorem 1.1.
Lemma 4.1. Assuming GRH for L(s,π), we have
eX∫
X
∣∣∣∣ ∑
T<|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
 log
2 T
T
, (4.1)
for 4 T X2.
To prove Lemma 4.1, we need the following lemma of Gallagher [4].
Lemma 4.2. Let
S(u) =
∑
ν
c(ν)e2πiνu
be absolutely convergent, where the coefficients c(ν) ∈ C, and the frequencies of ν run over an
arbitrary sequence of real numbers. Then
U∫
−U
∣∣S(u)∣∣2 du  1
U2
∞∫
−∞
∣∣∣∣ ∑
x<νx+1/U
c(ν)
∣∣∣∣
2
dx.
Proof of Lemma 4.1. In the integral in (4.1), we change variables x = Xe2πu. By GRH, we
have ρ = 1/2 + iγ , and therefore
eX∫
X
∣∣∣∣ ∑
T<|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
= 2π
1/(2π)∫
0
∣∣∣∣ ∑
T<|γ |X2
Xiγ
ρ
e2πiγ u
∣∣∣∣
2
du

1∫ ∣∣∣∣ ∑
T<|γ |X2
Xiγ
ρ
e2πiγ u
∣∣∣∣
2
du. (4.2)0
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
∞∫
−∞
∣∣∣∣ ∑
T<|γ |X2
t<γt+1
Xiγ
ρ
∣∣∣∣
2
dt 
∞∫
−∞
{ ∑
T<|γ |X2
t<γt+1
1
|ρ|
}2
dt.
In the last integral, t should satisfy either T − 1  t  X2 or −X2 − 1  t  −T . By this and
(A6),
∞∫
−∞
{ ∑
T<|γ |X2
t<γt+1
1
|ρ|
}2
dt 
X2+1∫
T −1
{ ∑
t<γt+1
1
|ρ|
}2
dt

X2+1∫
T −1
log2 t
t2
dt  log
2 T
T
.
This proves the lemma. 
Proof of Theorem 1.1. Let 2  X  x  X, and take T = X2 in the explicit formula (Theo-
rem 3.1). Then
ψ(x,π) = −
∑
|γ |X2
xρ
ρ
+ O(xθ logx). (4.3)
Note that (4.3) holds unconditionally; while on GRH, the sum then runs over the non-trivial zeros
ρ = 1/2 + iγ of L(s,π) with |γ | up to X2.
To prove Theorem 1.1, we split the sum over |γ | at T , with 2 T X2 a parameter that will
be specified later.
First we have
∑
|γ |T
xρ
ρ
 x1/2
∑
|γ |T
1
|ρ|  x
1/2
{
1 +
T∫
1
1
t
dN(t,π)
}
 x1/2 log2 T . (4.4)
This inequality asserts that, if T is small, then the contribution to (4.3) from |γ |  T is also
small.
However, the contribution to (4.3) from T < |γ |X2 is not always small; we shall show that
it is usually small. To this end, define
E(X) =
{
x ∈ [X,eX]:
∣∣∣∣ ∑
2
xρ
ρ
∣∣∣∣ x1/2(log logx)2
}
.T<|γ |X
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(log logX)4
∫
E(X)
dx
x

∫
E(X)
∣∣∣∣ ∑
T<|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
 log
2 T
T
,
and hence ∫
E(X)
dx
x
 log
2 T
T (log logX)4
. (4.5)
Now specify T = logX, and insert (4.4) into (4.3). Then we see from (4.5) that
ψ(x,π)  x1/2(log logx)2
holds on the interval [X,eX] except on the set E(X) of logarithmic measure
 1
T log2 T
.
By choosing X = eT with T = 2,3, . . . , the total logarithmic measure of the exceptional set
E will be

∞∑
T=2
1
T log2 T
< ∞,
and Theorem 1.1 follows. 
5. Mean value estimates of ψ(x,π)
Proof of Theorem 1.2. By the explicit formula (4.3),
eX∫
X
ψ2(x,π)
dx
x2

eX∫
X
∣∣∣∣ ∑
|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
+
eX∫
X
x2θ log2 x
dx
x2
. (5.1)
The last integral is  1. To estimate the next-to-last integral, we take T = 4 in Lemma 4.1,
getting
eX∫
X
∣∣∣∣ ∑
|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
 1 +
eX∫
X
∣∣∣∣ ∑
4<|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
 1. (5.2)
Therefore,
eX∫
ψ2(x,π)
dx
x2
 1, (5.3)X
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eX∫
X
ψ2(x,π)
dx
x
 X.
A splitting-up argument then yields
X∫
2
ψ2(x,π)
dx
x
=
X∫
X/e
ψ2(x,π)
dx
x
+
X/e∫
X/e2
ψ2(x,π)
dx
x
+ · · ·
 X
e
+ X
e2
+ · · ·  X.
This proves Theorem 1.2. 
Proof of Theorem 1.3. We split the integral in Theorem 1.3 at T , getting
X∫
2
ψ2(x,π)
dx
x2
=
T∫
2
ψ2(x,π)
dx
x2
+
X∫
T
ψ2(x,π)
dx
x2
. (5.4)
The first integral on the right-hand side of (5.4) can be estimated by (5.3) as
T∫
2
ψ2(x,π)
dx
x2
 logT . (5.5)
To estimate the last integral in (5.4), we write (4.3) as
ψ(x,π) = −
∑
|γ |T
xρ
ρ
−
∑
T<|γ |X2
xρ
ρ
+ O(xθ logx)
= F + G + H,
say. Consequently, the last integral in (5.4) becomes
X∫
T
ψ2(x,π)
dx
x2
=
X∫
T
(|F |2 + |G|2 + |H |2)dx
x2
+ O
{ X∫
T
(|FG| + |GH | + |FH |)dx
x2
}
. (5.6)
The integral of |F |2 will produce the main term. Actually,
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T
|F |2 dx
x2
=
logX∫
logT
∣∣∣∣ ∑
|γ |T
eiγ u
ρ
∣∣∣∣
2
du
=
logX∫
logT
∣∣∣∣ ∑
|γ |T
∗ eiγ um(ρ)
ρ
∣∣∣∣
2
du,
where the ∗ means that the summation is over distinct zeros, and m(ρ) denotes the multiplicity
of the zero ρ. Expanding the square,
X∫
T
|F |2 dx
x2
=
∑
|γ |T
∗ ∑
|γ ′|T
∗ m(ρ)m(ρ′)
ρρ′
logX∫
logT
eiu(γ−γ ′) du
= log X
T
∑
|γ |T
∗ m2(ρ)
|ρ|2 + O
{ ∑
|γ |,|γ ′|T
γ =γ ′
∗ m(ρ)m(ρ′)
|ρρ′|
}
. (5.7)
By (A6), we have m(ρ)  log |γ | and N(t,π)  t log t , which gives
∑
|γ |>T
∗ m2(ρ)
|ρ|2 
∑
γ>T
∗ log2 γ
γ 2

∞∫
T
log2 t
t2
dN(t,π)  log
3 T
T
.
Therefore, we can write
∑
|γ |T
∗ m2(ρ)
|ρ|2 = C + O
(
log3 T
T
)
, (5.8)
where
C =
∑
γ
∗ m2(ρ)
|ρ|2 =
∑
γ
1
|ρ|2 > 0
is a constant depending on π . Since
∑
|γ |T
∗ m(ρ)
|ρ| =
∑
|γ |T
1
|ρ|  log
2 T , (5.9)
the O-term in (5.7) is bounded by
∑
|γ |,|γ ′|T
γ =γ ′
∗ m(ρ)m(ρ′)
|ρρ′| 
{ ∑
|γ |T
∗ m(ρ)
|ρ|
}2
 log4 T .
The above arguments assert that
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T
|F |2 dx
x2
= C logX + O(log4 T )+ O( log3 T logX
T
)
. (5.10)
To bound the integral of |G|2, we note that
X/en∫
X/en+1
∣∣∣∣ ∑
T<|γ |X2
xρ
ρ
∣∣∣∣
2
dx
x2
 log
2 T
T
by using a proof quite similar to that of Lemma 4.1. Thus, applying the splitting-up method
again,
X∫
T
|G|2 dx
x2
 log
2 T
T
logX. (5.11)
Furthermore,
X∫
T
|H |2 dx
x2

X∫
T
x2θ−2 log2 x dx  T 2θ−1 log2 T . (5.12)
In (5.12), we may take θ = 1/2 − 1/(m2 + 1) by (A7).
Now specify T = log4 X, so that the O-terms in (5.10) are bounded by (log logX)4, and the
upper bounds in (5.11) and (5.12) become log−2 X. Therefore, by Cauchy’s inequality,
X∫
T
(|FG| + |FH | + |GH |)dx
x2

{ X∫
T
|F |2 dx
x2
}1/2{ X∫
T
(|G|2 + |H |2)dx
x2
}1/2
+
{ X∫
T
|G|2 dx
x2
}1/2{ X∫
T
|H |2 dx
x2
}1/2
 (logX)1/2(log−2 X)1/2 + (log−2 X) 1.
Going back to (5.6), we get
X∫
T
ψ2(x,π)
dx
x2
= C logX + O{(log logX)4}.
Theorem 1.3 now follows from this, (5.5), and (5.4). 
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