OVERVIEW OF LINEAR DISCRIMINANT ANALYSIS
We are given a data set that consists of n samples {(x i , y i )} n i=1 , where x i ∈ IR d denotes the d-dimensional input, y i ∈ {1, 2, . . . , k} denotes the corresponding class label, n is the sample size, and k is the number of classes. Let X = [x 1 , x 2 , . . . , x n ] ∈ R d×n be the data matrix and let X j ∈ R d×n j be the data matrix of the jth class, where n j is the sample size of the jth class and k j=1 n j = n. Classical LDA computes a linear transformation G ∈ R d× that maps x i in the d-dimensional space to a vector x L i in the -dimensional space as follows:
In LDA, three scatter matrices, called the within-class, between-class, and total scatter matrices are defined as follows [8] :
T , (1.1)
2)
where c (j) is the centroid of the jth class and c is the global centroid. It can be verified from the definitions that S t = S b + S w [8] . Define three matrices H w , H b , and H t as follows: (1) (e (1) ) T , . . . , X k − c (k) (e (k) ) T ], (1.4) 6) where e (j) and e are vectors of all ones of length n j and n, respectively. Then the three scatter matrices, defined in Eqs. Thus trace(S w ) measures the distance between the data points and their corresponding class centroid, and trace(S b ) captures the distance between the class centroids and the global centroid.
5)
In the lower-dimensional space resulting from the linear transformation G, the scatter matrices become
(1.10)
An optimal transformation G would maximize trace(S L b ) and minimize trace(S L w ) simultaneously, which is equivalent to maximizing trace(S L b ) and minimizing trace(S L t ) simultaneously, since S L t = S L w + S L b . The optimal transformation, G LDA , of LDA is computed by solving the following optimization problem [8, 16] :
It is known that the optimal solution to the optimization problem in Eq. (1.11) can be obtained by solving the following generalized eigenvalue problem [8] :
(1.12)
More specifically, the eigenvectors corresponding to the k − 1 largest eigenvalues form columns of G LDA . When S t is nonsingular, it reduces to the following regular eigenvalue problem:
When S t is singular, the classical LDA formulation discussed above cannot be applied directly. This is known as the singularity or undersampled problem in LDA. In the following discussion, we consider the more general case when S t may be singular. The transformation, G LDA , then consists of the eigenvectors of S + t S b corresponding to the nonzero eigenvalues, where S + t denotes the pseudo-inverse of S t [27] . Note that when S t is nonsingular, S + t equals S −1 t . The above LDA formulation is an extension of the original Fisher linear discriminant analysis (FLDA) [7] , which deals with binary-class problems, that is, k = 2. The optimal transformation, G F , of FLDA is of rank one and is given by [15, 16] (2) ).
(1.14)
Note that G F is invariant of scaling. That is, αG F , for any α / = 0, is also a solution to FLDA.
When the dimensionality of data is larger than the sample size, which is the case for many high-dimensional and low sample size data, all of the three scatter matrices are singular. In recent years, many algorithms have been proposed to deal with this singularity problem. We first review these LDA extensions in the next subsection. To elucidate their commonalities and differences, a general framework is presented in Section 1.3 that unifies many of these algorithms.
Generalizations of LDA
A common way to deal with the singularity problem is to apply an intermediate dimensionality reduction, such as PCA [9] , to reduce the data dimensionality before classical LDA is applied. The algorithm is known as PCA+LDA, or subspace LDA [19, 28] . In this two-stage PCA+LDA algorithm, the discriminant stage is preceded by a dimensionality reduction stage using PCA. The dimensionality, p, of the subspace transformed by PCA is chosen such that the "reduced" total scatter matrix in this subspace is nonsingular, so that classical LDA can be applied. The optimal value of p is commonly estimated through cross-validation.
Regularization techniques can also be applied to deal with the singularity problem of LDA. The algorithm is known as regularized LDA (RLDA) [21] . The key idea is to add a constant μ > 0 to the diagonal elements of S t as S t + μI d , where I d is the identity matrix of size d. It is easy to verify that S t + μI d is positive definite [27] , hence nonsingular. Cross-validation is commonly applied to estimate the optimal value of μ. Note that regularization is also the key to many other learning algorithms including Support Vector Machines (SVM) [29] .
In reference 20, the null space LDA (NLDA) was proposed, where the betweenclass distance is maximized in the null space of the within-class scatter matrix. The singularity problem is thus avoided implicitly. The efficiency of the algorithm can be improved by first removing the null space of the total scatter matrix. It is based on the observation that the null space of the total scatter matrix is the intersection of the null spaces of the between-class and within-class scatter matrices. In contrast, the orthogonal centroid method (OCM) [25] maximizes the between-class distance only and thereby omits the within-class information. The optimal transformation of OCM is given by the top eigenvectors of the between-class scatter matrix S b .
In reference 24, a family of generalized discriminant analysis algorithms were presented. Uncorrelated LDA (ULDA) and orthogonal LDA (OLDA) are two representative algorithms from this family. The features in the reduced space of ULDA are uncorrelated, while the transformation, G, of OLDA has orthonormal columns, that is, G T G = I . The LDA/GSVD algorithm proposed in reference 26, which overcomes the singularity problem via the generalized singular value decomposition (GSVD) [27] , also belongs to this family. Discriminant analysis with an orthogonal transformation has also been studied in reference 30.
A UNIFIED FRAMEWORK FOR GENERALIZED LDA
The LDA extensions discussed in the last section employ different techniques to deal with the singularity problem. In this section, we present a four-step general framework for various generalized LDA algorithms. The presented framework unifies most of the generalized LDA algorithms. The properties of various algorithms as well as their relationships are elucidated from this framework. The unified framework consists of four steps described below: With this four-step procedure, the final transformation is given by either the matrix G from step 3, if the optional orthogonalization step is not applied, or the matrix Q from step 4 if the transformation matrix is required to be orthogonal. In this framework, different transfer functions, , in step 2 lead to different generalized LDA algorithms, as summarized below:
r In PCA+LDA, the intermediate dimensionality reduction stage by PCA keeps the top p eigenvalues of S t ; thus it applies the following linear step function: [24] . The corresponding transfer function is thus given by (λ i ) = λ i , for all i. The same transfer function is used in orthogonal LDA (OLDA). The difference between ULDA and OLDA is that OLDA performs the optional orthogonalization step while it is not applied in ULDA. r In orthogonal centroid method (OCM), the optimal transformation is given by the top eigenvectors of S b [25] . The transfer function is thus given by (λ i ) = 1, for all i. Since the eigenvectors of S b forms an orthonormal set, the optional orthogonalization step is not necessary in OCM.
It has been shown [31] that the regularization in RLDA is effective for nonzero eigenvalues only. Thus, we can apply the following transfer function for RLDA: 
where t = rank(S t ). The transfer functions for different LDA extensions are summarized in Table 1 .1.
In null space LDA (NLDA) [20, 32] , the data are first projected onto the null space of S w , which is then followed by classical LDA. It is not clear which transfer function corresponds to the projection onto the null space of S w . In reference 33, the equivalence relationship between NLDA and OLDA was established under a mild condition
which has been shown to hold for many high-dimensional data. Thus, for highdimensional data, we can use the following transfer function for NLDA: (λ i ) = λ i , for all i.
Analysis
The unified framework from the last section summarizes the commonalities and differences of various LDA-based algorithms. This unification of diverse algorithms into a common framework sheds light on the understanding of the key features of various algorithms as well as their relationship. It is clear from Table 1 .1 that ULDA is reduced to the OCM algorithm [25] when S t is a multiple of the identity matrix. Recent studies on the geometric representation of high-dimensional and small sample size data show that under mild conditions, the covariance matrix S t tends to a scaled identity matrix when the data dimension d tends to infinity with the sample size n fixed [34] . This implies that all the eigenvalues of S t are the same. In other words, the data behave as if the underlying distribution is spherical. In this case, OCM is equivalent to ULDA. This partially explains the effectiveness of OCM when working on high-dimensional data.
We can observe from Table 1 .1 that when the reduced dimensionality, p, in the PCA stage of PCA+LDA is chosen to be the rank of S t -that is, the PCA stage keeps all the information-then the transfer functions for PCA+LDA and ULDA are identical. That is, PCA+LDA is equivalent to ULDA in this case. It can also be observed from Table 1.1 that the transfer function for RLDA equals the one for ULDA when μ = 0. Thus, ULDA can be considered as a special case of both PCA+LDA and RLDA.
It follows from the above discussion that when μ = 0 in RLDA, and p = rank(S t ) in PCA+LDA, they both reduce to ULDA. It has been shown that, under condition C1 in Eq. (1.15), the transformation matrix of ULDA lies in the null space of S w [33] . That is, G T S w = 0. Furthermore, it was shown in reference 31 that if G T S w = 0 holds, then the transformation matrix G maps all data points from the same class to a common vector. This is an extension of the result in reference 32, which assumes that all classes in the data set have the same number of samples. Thus it follows that the ULDA transformation maps all data points from the same class to a common vector, provided that condition C1 is satisfied. This leads to a perfect separation between different classes in the dimensionality-reduced space. However, it may also result in overfitting. RLDA overcomes this limitation by choosing a nonzero regularization value μ, while PCA+LDA overcomes this limitation by setting p < rank(S t ).
The above analysis shows that the regularization in RLDA and the PCA dimensionality reduction in PCA+LDA are expected to alleviate the overfitting problem, provided that appropriate values for μ and p can be estimated. Selecting an optimal value for a parameter such as μ in RLDA and p in PCA+LDA from a given candidate set is called model selection [17] . Existing studies have focused on the estimation from a small candidate set, as it involves expensive matrix computations for each candidate value. However, a large candidate set is desirable in practice to achieve good performance. This has been one of the main reasons for their limited applicability in practice. To overcome this problem, an efficient model selection algorithm for RLDA was proposed in reference 31 and this algorithm can estimate an optimal value for μ from a large number of candidate values efficiently.
A LEAST SQUARES FORMULATION FOR LDA
In this section, we discuss recent developments on connecting LDA to multivariate linear regression (MLR). We first discuss the relationship between linear regression and LDA in the binary-class case. We then present multivariate linear regression with a specific class indicator matrix. This indicator matrix plays a key role in establishing the equivalence relationship between MLR and LDA in the multiclass case.
Linear Regression versus Fisher LDA
Given a data set of two classes, {(x i , y i )} n i=1 , x i ∈ IR d and y i ∈ {−1, 1}, the linear regression model with the class label as the output has the following form: 16) where w ∈ IR d is the weight vector, and b is the bias of the linear model. A popular approach for estimating w and b is to minimize the sum-of-squares error function, called least squares, as follows: 17) where X = [x 1 , x 2 , . . . , x n ] is the data matrix, e is the vector of all ones, and y is the vector of class labels. Assume that both {x i } and {y i } have been centered, that is,
where n 1 and n 2 denote the number of samples from the negative and positive classes, respectively. In this case, the bias term b in Eq. (1.16) becomes zero and we construct a linear model f (x) = x T w by minimizing
It can be shown that the optimal w minimizing the objective function in Eq. (1.18) is given by [16, 17] 
Note that the data matrix X has been centered and thus XX T = nS t and Xy = 2n 1 n 2 n (c (1) − c (2) ). It follows that
where G F is the optimal solution to FLDA in Eq. (1.14). Hence linear regression with the class label as the output is equivalent to Fisher LDA, as the projection in FLDA is invariant of scaling. More details on this equivalence relationship can be found in references 15, 16, and 35.
Relationship Between Multivariate Linear Regression and LDA
In the multiclass case, we are given a data set consisting of n samples {(
, where x i ∈ IR d and y i ∈ {1, 2, . . . , k} denotes the class label of the ith sample and k > 2. To apply the least squares formalism to the multiclass case, the 1-of-k binary coding scheme is usually used to associate a vector-valued class code to each data point [15, 17] . In this coding scheme, the class indicator matrix, denoted as Y 1 ∈ IR n×k , is defined as follows:
It is known that the solution to least squares problem approximates the conditional expectation of the target values given the input [15] . One justification for using the 1-of-k scheme is that, under this coding scheme, the conditional expectation is given by the vector of posterior class probabilities. However, these probabilities are usually approximated rather poorly [15] . There are also some other class indicator matrices considered in the literature. In particular, the indicator matrix Y 2 ∈ IR n×k , defined as 20) has been introduced to extend support vector machines (SVM) for multiclass classification [36] and to generalize the kernel target alignment measure [37] , originally proposed in reference 38.
In multivariate linear regression, a k-tuple of discriminant functions
is considered for each x ∈ IR d . DenoteX = [x 1 , . . . ,x n ] ∈ IR d×n andỸ = Ỹ ij ∈ IR n×k as the centered data matrix X and the centered indicator matrix Y , respectively. That is,
, of the k linear models, f j (x) = x T w j , for j = 1, . . . , k, via the minimization of the following sum-of-squares error function: 1 , then LDA applied to X L is identical to LDA applied toX in the original space. In this case, linear regression is applied as a preprocessing step before the classification and is in general not equivalent to LDA. The second indicator matrix Y 2 has been used in SVM, and the resulting model using Y 2 is also not equivalent to LDA in general. This is also the case for the indicator matrix in reference 39. One natural question is whether there exists a class indicator matrixỸ ∈ IR n×k , with which multivariate linear regression is equivalent to LDA. If this is the case, then LDA can be formulated as a least squares problem in the multiclass case, and the generalizations of least squares can be readily applied to LDA.
In MLR, eachx i is transformed to (Y 3 (ij) ) ij ∈ IR n×k is defined as follows:
where n j is the sample size of the jth class, and n is the total sample size. Note that Y 3 defined above has been centered (in terms of rows), and thusỸ 3 = Y 3 . More importantly, it was shown in reference 40 that, under condition C1 in Eq. (1.15), multivariate linear regression with Y 3 as the class indicator matrix is equivalent to LDA. We outline the main result below and the detailed proof can be found in reference 40 .
Recall that in LDA, the optimal transformation matrix (G LDA ) consists of the top eigenvectors of S 
It can be shown that the transformation matrix G LDA of LDA, which consists of the top eigenvectors of S + t S b , and the projection matrix for MLR that is given in Eq. (1.25) are related as follows [40] :
where is a diagonal matrix and Q is an orthogonal matrix. The K-Nearest-Neighbor (K-NN) algorithm [16] based on the Euclidean distance is commonly applied as the classifier in the dimensionality-reduced space of LDA. If we apply W MLR for dimensionality reduction before K-NN, the matrix W MLR is invariant of an orthogonal transformation, since any orthogonal transformation preserves all pairwise distance. Thus W MLR is essentially equivalent to G LDA , 0 or G LDA , as the removal of zero columns does not change the pairwise distance either. Thus the essential difference between W MLR and G LDA is the diagonal matrix . Interestingly, it was shown in reference 40 that the matrix is an identity matrix under the condition C1 defined in Eq. (1.15) . This implies that multivariate linear regression with Y 3 as the class indicator matrix is equivalent to LDA provided that the condition C1 is satisfied. Thus LDA can be formulated as a least squares problem in the multiclass case. Experimental results in reference 40 show that condition C1 is likely to hold for high-dimensional and undersampled data.
SEMISUPERVISED LDA
Semisupervised learning, which occupies the middle ground between supervised learning (in which all training examples are labeled) and unsupervised learning (in which no labeled data are given), has received considerable attention recently [41] [42] [43] . The least square LDA formulation from the last section results in Laplacianregularized LDA [44] . Furthermore, it naturally leads to semisupervised dimensionality reduction by incorporating the unlabeled data through the graph Laplacian.
Graph Laplacian
Given a data set {x i } n i=1 , a weighted graph can be constructed where each node in the graph corresponds to a data point in the data set. The weight S ij between two nodes x i and x j is commonly defined as follows: 26) where both and σ > 0 are parameters to be specified, and x i ∈ N (x j ) implies that x i is among the nearest neighbors of x j [45] . Let S be the similarity matrix whose (i, j)th entry is S ij . To learn an appropriate representation {z i } n i=1 which preserves locality structure, it is common to minimize the following objective function [45] :
Intuitively, if x i and x j are close to each other in the original space-that is, S ij is large-then z i − z j tends to be small if the objective function in Eq. (1.27) is minimized. Thus the locality structure in the original space is preserved. Define the Laplacian matrix L as L = D − S, where D is a diagonal matrix whose diagonal entries are the column sums of S. That is, D ii = n j=1 S ij . Note that L is symmetric and positive semidefinite. It can be verified that
where Z = [z 1 , . . . , z n ].
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A Regularization Framework for Semisupervised LDA
In semisupervised LDA, information from unlabeled data is incorporated into the formulation via a regularization term defined as in Eq. (1.28) . Mathematically, semisupervised LDA computes an optimal weight matrix W * , which solves the following optimization problem: 29) where γ ≥ 0 is a tuning parameter and Y 3 is the class indicator matrix defined in Eq. (1.24). Since the Laplacian regularizer in Eq. (1.29) does not depend on the label information, the unlabeled data can be readily incorporated into the formulation. Thus the locality structures of both labeled and unlabeled data points are captured through the transformation W. It is clear that W * is given by
(1.30)
EXTENSIONS TO KERNEL-INDUCED FEATURE SPACE
The discussion so far focuses on linear dimensionality reduction and regression. It has been shown that both discriminant analysis and regression can be adapted to nonlinear models by using the kernel trick [46] [47] [48] . Mika et al. [49] extended the Fisher discriminant analysis to its kernel version in the binary-class case. Following the work in reference 50, Baudat and Anouar [51] proposed the generalized discriminant analysis (GDA) algorithm for multiclass problems. The equivalence relationship between kernel discriminant analysis (KDA) and kernel regression has been studied in reference 35 for binary-class problems. The analysis presented in this chapter can be applied to extend this equivalence result to multiclass problems. A symmetric function κ : X × X → R, where X denotes the input space, is called a kernel function if it satisfies the finitely positive semidefinite property [46] . That is, for any x 1 , . . . , x n ∈ X , the kernel Gram matrix K ∈ IR n×n , defined by K ij = κ(x i , x j ), is positive semidefinite. Any kernel function κ implicitly maps the input set X to a high-dimensional (possibly infinite) Hilbert space H κ equipped with the inner product (·, ·) H κ through a mapping φ κ from X to H κ :
In KDA, three scatter matrices are defined in the feature space H κ as follows: 33) where c φ j is the centroid of the jth class and c φ is the global centroid in the feature space. Similar to the linear case, the transformation G of KDA can be computed by solving the following optimization problem:
It follows from the Representer Theorem [47] that columns of G lie in the span of the images of training data in the feature space. That is, 35) for some matrix B ∈ R n×(k−1) , where
is the data matrix in the feature space. Substituting Eq. (1.35) into Eq. (1.34), we can obtain the matrix B by solving the following optimization problem: 36) where
is the kernel matrix. It can be verified that S K b and S K t are the between-class and total scatter matriices, respectively, when each column in K is considered as a data point in the n-dimensional space. It follows from Theorem 5.3 in reference 33 that the condition C1 in Eq. (1.15) is satisfied if all the training data points are linearly independent. Therefore, if the kernel matrix K is nonsingular (hence its columns are linearly independent), then kernel discriminant analysis (KDA) and kernel regression using Y 3 as the class indicator matrix are essentially equivalent. This extends the equivalence result between KDA and kernel regression in the binary-class case, originally proposed in reference 35, to the multiclass setting.
To overcome the singularity problem in kernel discriminant analysis (KDA), a number of techniques have been developed in the literature. Regularization was employed in reference 52. The QR decomposition was employed in reference 51 to avoid the singularity problem by removing the zero eigenvalues. Lu et al. [53, 54] extended the direct LDA (DLDA) algorithm [55] to kernel direct LDA based on the kernel trick. PCA+LDA was discussed in reference 56, and a complete algorithm was proposed to derive discriminant vectors from the null space of the within-class scatter matrix and its orthogonal complement. Recently, similar ideas were extended to the feature space based on kernel PCA [57] .
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Another challenging issue in applying KDA is the selection of an appropriate kernel function. Recall that kernel methods work by embedding the input data into some high-dimensional feature space. The key fact underlying the success of kernel methods is that the embedding into feature space can be determined uniquely by specifying a kernel function that computes the dot product between data points in the feature space. In other words, the kernel function implicitly defines the nonlinear mapping to the feature space and expensive computations in the high-dimensional feature space can be avoided by evaluating the kernel function. Thus one of the central issues in kernel methods is the selection of kernels.
To automate kernel-based learning algorithms, it is desirable to integrate the tuning of kernels into the learning process. This problem has been addressed from different perspectives recently. Lanckriet et al. [58] pioneered the work of multiple kernel learning (MKL) in which the optimal kernel matrix is obtained as a linear combination of prespecified kernel matrices. It was shown [58] that the coefficients in MKL can be determined by solving convex programs in the case of Support Vector Machines (SVM). While most existing work focuses on learning kernels for SVM, Fung et al. [59] proposed to learn kernels for discriminant analysis. Based on ideas from MKL, this problem was reformulated as a semidefinite program (SDP) [60] in reference 61 for binary-class problems.
By optimizing an alternative criterion, an SDP formulation for the KDA kernel learning problem in the multiclass case was proposed in reference 62. To reduce the computational cost of the SDP formulation, an approximate scheme was also developed. Furthermore, it was shown that the regularization parameter for KDA can also be learned automatically in this framework [62] . Although the approximate SDP formulation in reference 62 is scalable in terms of the number of classes, interior point algorithms [63] for solving SDP have an inherently large time complexity and thus it can not be applied to large-scale problems. To improve the efficiency of this formulation, a quadratically constrained quadratic program (QCQP) [63] formulation was proposed in reference 64 and it is more scalable than the SDP formulations.
OTHER LDA EXTENSIONS
Sparsity has recently received much attention for extending existing algorithms to induce sparse solutions [65] [66] [67] . L 1 -norm penalty has been used in regression [68] , known as LASSO, and SVM [69, 70] to achieve model sparsity. Sparsity often leads to easy interpretation and good generalization ability of the resulting model. Sparse Fisher LDA has been proposed in reference 35, for binary-class problems. Based on the equivalence relationship between LDA and MLR, a multiclass sparse LDA formulation was proposed in reference 71 and an entire solution path for LDA was also obtained through the LARS algorithm [72] .
The discussions in this chapter focus on supervised approaches. In the unsupervised setting, LDA can be applied to find the discriminant subspace for clustering, such as K-means clustering. In this case, an iterative algorithm can be derived alternating between clustering and discriminant subspace learning via LDA [73] [74] [75] .
Interestingly, it can be shown that this iterative procedure can be simplified and is essentially equivalent to kernel K-means with a specific kernel Gram matrix [76] .
When the data in question are given as high-order representations such as 2D and 3D images, it is natural to encode them using high-order tensors. Discriminant tensor factorization, which is a two-dimensional extension of LDA, for a collection of twodimensional images has been studied [77] . It was further extended to higher-order tensors in reference 78. However, the computational convergency of these iterative algorithms [77, 78] is not guaranteed. Recently, a novel discriminant tensor factorization procedure with the convergency property was proposed [79] . Other recent extensions on discriminant tensor factorization as well as their applications to image analysis can be found in reference 80.
CONCLUSION
In this chapter, we provide a unified view of various LDA algorithms and discuss recent developments on connecting LDA to multivariate linear regression. We show that MLR with a specific class indicator matrix is equivalent to LDA under a mild condition, which has been shown to hold for many high-dimensional and small sample size data. This implies that LDA reduces to a least squares problem under this condition, and its solution can be obtained by solving a system of liner equations. Based on this equivalence result, we show that LDA can be applied in the semisupervised setting. We further extend the discussion to the kernel-induced feature space and present recent developments on kernel learning. Finally, we discuss several other recent developments on discriminant analysis, including sparse LDA, unsupervised LDA, and tensor LDA.
