Commonly used formulae for standard error (SE) estimates in covariance structure analysis are derived under the assumption of a correctly specified model. In practice, a model is at best only an approximation to the real world. It is important to know whether the estimates of SEs as provided by standard software are consistent when a model is misspecified, and to understand why if not. Bootstrap procedures provide nonparametric estimates of SEs that automatically account for distribution violation. It is also necessary to know whether bootstrap estimates of SEs are consistent. This paper studies the relationship between the bootstrap estimates of SEs and those based on asymptotics. Examples are used to illustrate various versions of asymptotic variance-covariance matrices and their validity. Conditions for the consistency of the bootstrap estimates of SEs are identified and discussed. Numerical examples are provided to illustrate the relationship of different estimates of SEs and covariance matrices.
Introduction
Covariance structure analysis (CSA) plays an important role in classical multivariate analysis, and it has been widely used in the social and behavioural sciences (Bentler & Dudgeon, 1996; Bollen, 2002; MacCallum & Austin, 2000) . An advantage of CSA over conventional statistical methodology (e.g. regression, analysis of variance) is that manifest variables, latent variables as well as measurement errors can be modelled and tested simultaneously. The best-known example is the confirmatory factor AEðuÞ ¼ LFL 0 þ C in which the unknown elements of the factor loading matrix L, the factor covariance matrix F and the unique variance matrix C are the elements of the parameter vector u. Reliable overall test statistics and accurate estimates of standard errors (SEs) for parameter estimates are critical for proper evaluation of CSA models. Various procedures have been developed for such a purpose (Bentler, 1983; Bentler & Dijkstra, 1985; Browne, 1984; Jöreskog, 1969; Kano, Berkane, & Bentler, 1990; Satorra, 1989; Satorra & Bentler, 1994; Shapiro & Browne, 1987; Yuan & Bentler, 1997a , 1997b , 1998 , 1999a . The normal theory based maximum likelihood (ML) is the most widely used method, even though practical data are seldom normally distributed. It is universally accepted that any interesting model is only an approximation to the real world, as reflected by the many fit indices in the output of standard software and their wide use in the applied literature (Amos, EQS, LISREL, Mplus, SAS Calis). However, estimates of SEs ð b SE SEsÞ for the ML estimates (MLEs) as computed in standard software use asymptotic formulae assuming that the CSA model is correct. In addition to those based on asymptotics, the bootstrap generates b SE SEs that take not only the distribution of the data but also the finite sample size into consideration (Bollen & Stine, 1990; Boomsma, 1986; Chatterjee, 1984; Ichikawa & Konishi, 1995; Yung & Bentler, 1996) . Apart from some numerical comparisons by Yung and Bentler (1996) , no study has explored how model misspecification affects the bootstrap b SE SEs. The relation between asymptotic and bootstrap b SE SEs has never been systematically studied in the CSA literature either. In the context of CSA, exact/true SEs of parameter estimates are generally unknown even when data are normally distributed and the population covariance matrix is known. They can only be estimated based on asymptotics or simulation. The most widely used b SE SEs are derived from the inverse of the expected information matrix corresponding to the normal theory ML procedure. They are the default option in most structural equation modelling (SEM) software (e.g. Amos, EQS, LISREL, Mplus, SAS Calis). When data do not follow the assumed normal distribution, a sandwich-type covariance matrix has been proposed to adjust for departure from normality in various contexts of CSA (Arminger & Schoenberg, 1989; Bentler, 1983; Bentler & Dijkstra, 1985; Browne, 1984; Browne & Arminger, 1995; Dijkstra, 1981; Satorra & Bentler, 1994; Shapiro, 1983; Yuan & Bentler, 1997b) . b SE SEs based on the sandwich-type covariance matrix are available in standard statistical software (e.g. EQS). The sandwich-type covariance matrix has also been recommended for obtaining b SE SEs in the econometric literature (Gouriéroux, Monfort, & Trognon, 1984; White, 1982) . However, there are several versions of the sandwich-type covariance matrices, and some do not generate consistent b SE SEs when the model is misspecified. Curran (1994) studied SEs when combining misspecified models with distribution violations. He concluded (p. 188), '[o] verall, the standard errors for the factor loadings and uniquenesses were not affected by misspecification for ML and ML-R.' Curren (1994) used EQS 5.7b in calculating the ML-R b SE SEs, which are based on a sandwich-type covariance matrix corresponding to a correctly specified model (see Bentler, 1995, p. 209 ). We will discuss various versions of covariance matrices and show that, when a model is not correct, some of them, including the ML-R studied by Curran, do not generate consistent b SE SEs. When regularity conditions underlying conventional types of interferences are not satisfied, the bootstrap approach to inference represents a promising alternative (Efron & Tibshirani, 1993; Davison & Hinkley, 1997) . Bootstrap methods have been used to study many aspects of covariance structure models (Beran & Srivastava, 1985; Bollen & Stine, 1993; Yuan, Bentler, & Chan, 2004; Yuan & Hayashi, 2003; Yuan & Marshall, 2004; Yung & Bentler, 1994; Zhang & Boos, 1992 . Chatterjee (1984) , Boomsma (1986) and Bollen and Stine (1990) have applied the bootstrap to covariance structure models to obtain b SE SEs. Yung and Bentler (1996) and bootstrap b SE SEs. We will study and compare different b SE SEs for normal theory MLEs. In Section 2 we review b SE SEs based on asymptotics. Examples will be used to illustrate various estimates of variance-covariance matrices. Some are consistent, some are not. In particular, those provided by standard software that assume correctly specified models are generally not consistent. Section 3 will discuss the relationship between bootstrap b SE SEs and those based on asymptotics. Conditions are provided that ensure the consistency of bootstrap b SE SEs. Numerical examples comparing different estimates of SEs and covariance matrices with practical as well as simulated data are given in Section 4. We conclude with a discussion of issues related to improving b SE SEs in practice.
Expected information, observed information and sandwich-type covariance matrices
For the normal theory based MLE, its asymptotic covariance matrix can be obtained by either inverting the corresponding information matrix or a sandwich-type covariance matrix. We introduce these matrices and discuss their validity when conditions are violated. To make things simple, we start with the simplest case of one variable where the exact SEs are known.
Example 1. Let x 1 , x 2 , : : : , x n be a random sample from a population x with m ¼ EðxÞ and s 2 ¼ VarðxÞ. It is of interest to have a confidence interval for m. Let the null hypothesis be
Assuming x , N(m, s 2 ), the log-likelihood function is
where
The MLE of m ism ¼ x. Standard asymptotics for ML imply (see Ferguson, 1996) 
where L À ! denotes convergence in distribution and v 2 1 is the inverse of the expected information. There are two measures of information, the observed information (Efron & Hinkley, 1978) given by and b ¼ Eðx 2 mÞ
are the skewness and kurtosis 1 of x, respectively. Thus,
It is obvious that
where P À ! denotes convergence in probability. So (3) and (4) are valid only when x , N(m, s 2 ) and H 0 is true. When H 0 is incorrect, not only is the MLE biased, but also the b SE SE based on (3) and (4) overestimates the true SE of the MLE. The b SE SE based on (3) and (4) is not consistent in general when x does not follow N(m, s 2 ). When the model or hypothesis is misspecified, (1) or (3) should be replaced (see White, 1982) by 
and the expectations are with respect to the true distribution of the data or under H a .
Consistent estimators of A and B arê
Because the true distribution of x is generally unknown, the expectations in (6b) are often taken under the null hypothesis H 0 with
The sandwich-type variance based on A 0 and B 0 does not provide correct inference in general.
Thus, the estimator of v 2 SW based onÂ andB iŝ
which is obviously consistent for Varð ffiffiffi n pm Þ. Because
does not depend on unknown parameters, the estimator of v Example 2 continued.
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Without assuming x , N(m, s 2 ),
whereb is an estimator of b. Note that b is not part of the model; there is no MLE for it. We may estimate it by the sample kurtosis without assuming a known m,
23:
UsingÂ 0 andB 0 and x , N(m, s 2 ), the sandwich-type estimator is given bŷ
the same as in (4). Without assuming x , N(m, s 2 ), usingÂ 0 andb for b inB 0 , the sandwich-type variance estimator is given bŷ
Thus, unless m ¼ m 0 , neither of the abovev 2 SW 0 is consistent for Varð ffiffiffi n pŝ 2 Þ according to (5). UsingÂ 0 andb 0 for b inB 0 , we havê
which approaches Varð ffiffiffi n pŝ 2 Þ according to (5). Althoughb is consistent for b when H 0 is misspecified, its use results in a biasedv 2 SW 0 . Ironically, the use of the inconsistent,
which is consistent for Varð ffiffiffi n pŝ 2 Þ in general.
Example 3. Let x 1 , x 2 , : : : , x n be a random sample from a p-variate population x with m ¼ E(x) and CovðxÞ ¼ AE. Here, we wish to model AE with a structure of interest, AE(u).
The null hypothesis can be represented by
for an unknown vector u 0 , and m is a free vector. Assuming x , N(m, AE), the log-likelihood function is We need to introduce some notation to continue this example. For a p £ p symmetric matrix A, let vec(A) be the vector that stacks the columns of A, and vech(A) be the vector that only contains the p Ã ¼ pðp þ 1Þ=2 non-duplicated elements of A by leaving out the elements above the diagonal. Then there exists a p 2 £ p Ã duplication matrix D p (Magnus & Neudecker, 1999, p. 49) such that vecðAÞ ¼ D p vechðAÞ. Let x and S be respectively the sample mean vector and sample covariance matrix, s ¼ vechðSÞ, s ¼ vechðAEÞ, AE ¼ ðs jk Þ, and
We will use a dot on top of a function to denote the first derivative or the gradient and two dots on top of a function to denote the second derivative or the Hessian matrix, for example, _ sðuÞ ¼ ›sðuÞ=›u 0 and € s jk ðuÞ ¼ › 2 s jk ðuÞ=›u›u 0 . We will use diag(A 11 , A 22 ) to denote a block-diagonal matrix and 0 to denote a vector or matrix whose elements are all zeros.
It is obvious thatm ¼ x is the MLE of m. Let the MLE of u beû and g
where I I E is the expected information matrix. With AE 0 ¼ AEðu 0 Þ, s 0 ¼ sðu 0 Þ and W 0 ¼ Wðu 0 Þ, the Appendix provides the detail leading to
whose consistent estimator is obtained when replacing the unknown parameter by the MLE. As in the one-dimensional case, there also exists an observed information matrix, given analytically by
The Appendix contains components of I I O and, when evaluated at the MLEs, the detail leading toÎ
whereAE ¼ AEðûÞ and
withĥ jk being elements of It is obvious thatÎ I E -Î I O . When H 0 holds,û is consistent for u 0 and bothÎ I E andÎ I O converge to I I E as n ! 1. According to (7) or (8) 
is used to compute b SE SEs forû in essentially all SEM software. Unfortunately, H 0 does not hold in general and the data are typically non-normally distributed. For a correctly specified CSA model, b SE SEs based on (9) are consistent when x has the same fourth-order moments as x , N p (m, AE) (Browne, 1984) . Under certain conditions, the b SE SEs based on (9) for a subset ofû are also consistent when x has heterogeneous kurtoses (see Anderson & Amemiya, 1988; Satorra, 1990; Satorra & Bentler, 1994; Shapiro & Browne, 1987; Yuan & Bentler, 1999b) . However, in practice, these conditions cannot be verified. Simulation results indicate that (9) leads to biased b SE SEs when data follow heavy-tailed distributions (Curran, 1994; Yuan & Bentler, 1997b) .
As in the one-variable case, the variance-covariance matrix of ffiffiffi n pû depends on the distribution of x beyond the first-and second-order moments of x. When H 0 does not hold, let u * be the vector that maximizes E½l i ðm; uÞ ¼ 2 1 2 ln jAEðuÞj 2 1 2 tr ½AEAE 21 ðuÞ;
and g Ã ¼ ðm; u Ã Þ. Then (see Gouriéroux et al., 1984; Vuong, 1989; White, 1982) 
with _ l i ðm; uÞ and € l i ðm; uÞ being given explicitly in the Appendix. The above expectations are with respect to the true distribution of x, resulting in
and
Standard errors in covariance structure models 9 D ¼ E{ðx 2 mÞvech 0 ½ðx 2 mÞðx 2 mÞ 0 } and G ¼ Cov{vech½ðx 2 mÞðx 2 mÞ 0 }:
Because AE(u) is of interest, the expectations in (10b) are often taken under H 0 , resulting in
As in the one-dimensional case, D and G are not part of the model, and are usually estimated by their sample counterpartŝ
The asymptotic covariance matrix of ffiffiffi n pû based on A 0 and B 0 is
as was presented in Dijkstra (1981) , Bentler (1983) , Browne (1984) , Bentler and Dijkstra (1985) , Satorra (1989) , Chou, Bentler, and Satorra (1991) , Satorra and Bentler (1994) and Yuan and Bentler (1997b) . Equation (12) is valid only when AE(u) is correctly specified. When H 0 does not hold, we need to have consistent estimators for A and B. These are given byÂ
The matrixB can be simplified tô
BecauseÂ is block-diagonal, a consistent estimator for nCovðûÞ is given bŷ
Notice thatĜ 0 is not consistent for G unless AE(u) is correctly specified. This parallels the result in the one-dimensional case. It is easy to verify that
where s ¼ vech(S). Thus, theV SW in (13) can also be expressed aŝ
whose population counterpart is
Working with a general discrepancy function for CSA, Shapiro (1983) gave a sandwich-type covariance matrix that is equivalent to (15). In the context of mean and covariance structure analysis with misspecified models, a sandwich-type covariance matrix parallel to (14) was provided in Browne and Arminger (1995) . Applying the pseudo-maximum likelihood theory in Gouriéroux et al. (1984) to mean and covariance structure analysis, Arminger and Schoenberg (1989) recommended estimating V SW byÂ andB. To our knowledge, these are the few studies 2 that take the model misspecification into account. However, at present standard software 3 still uses (9) and (12) to compute the b SE SEs forû. It is obvious that the MLEû also minimizes the familiar ML discrepancy function
and u Ã minimizes F ML (AE, AE(u)). Applying the standard asymptotics to (16) leads to the same asymptotic distribution forû as that characterized in (10).
In summary, there are several versions of asymptotic variance-covariance matrices. When either a model is misspecified or data are not normally distributed, the sandwichtype covariance matrix estimator based onÂ andB is still valid for computing b SE SEs of the MLE. Other estimators may not be consistent.
Bootstrap and asymptotics
The examples in the previous section showed that, when a model is misspecified, some covariance matrix estimators based on asymptotics are still consistent and some are not. When the distribution of x i , F(x) is known and x i can be simulated, b SE SEs based on simulation or Monte Carlo are consistent. In contrast with Monte Carlo, which simulates samples from F(x), the bootstrap simulates from an empirical distribution. The covariance matrix AE e of the empirical distribution plays an important role in the bootstrap approach to CSA (Beran & Srivastava, 1985; Bollen & Stine, 1993 The same pseudo-maximum likelihood approach was also applied to mean and covariance structure analysis with missing data by Arminger and Sobel (1990) . 3 With missing data, EQS 6.1 has an option to calculate estimated standard errors parallel to (13).
Standard errors in covariance structure models 11 and to calculate the sample covariance matrices S þ of the bootstrap samples. The bootstrap estimatorû þ will be generated when minimizing F ML (S þ , AE(u)). Repeating this process B times, we obtainû 
Bootstrap b SE SEs are obtained when taking the square root of the diagonal ofV.
It might seem that theV in (18) has little to do with the asymptotic covariance matrices given in the previous section. We will compare the bootstrap with Monte Carlo to better understand (18). In Monte Carlo, the sample x i is simulated from F(x) whose mean m and variance-covariance matrix AE, as well as higher-order moments D and G, are constants. The sample moments directly reflect properties of the population moments of F(x). The bootstrap simulates from the empirical distribution governed by ðx ðeÞ 1 ; x ðeÞ 2 ; : : : ; x ðeÞ n Þ, which is subject to sampling error. Inference in the bootstrap is conditional on the empirical distribution. Specifically, the empirical covariance matrix AE e plays the role of AE; the empirical fourth-order moment matrix e Þ being the counterpart of (11). For the bootstrap b SE SEs to be consistent, we need V eSW to equal to V SW asymptotically. Because we generally do not know AE, u * or G, the identity V eSW ¼ V SW is not likely to hold. Thus, the following conditions will ensure consistent bootstrap b SE SEs:
(i) u Ã e converges in probability to u Ã ; (ii) AE e converges in probability to AE; (iii) G e converges in probability to G as n ! 1. For a small n, the differences among V eSW , nV and V SW can be substantial. The number B also makes a difference. B ¼ 200 is usually large enough according to Efron and Tibshirani (1993, p. 52) . For a given sample, the bootstrap procedure is mainly determined by AE e . We will further discuss the effect of different on AE e bootstrap b SE SEs below.
When AE(u) is correctly specified, u Ã ¼ u 0 ,û is consistent for u 0 and AEðûÞ is consistent for AE. When choosing AE e ¼ AEðûÞ, u Ã e ¼û, AE 1=2 e S 21=2 converges in probability to I, and conditions (i) to (iii) are satisfied. When choosing AE e ¼ S, u Ã e ¼û, the three conditions are also satisfied. So, we can use AE e ¼ S or AE e ¼ AEðûÞ in (17) to generate consistent bootstrap b SE SEs. Of course, when is AE known, we may prefer AE e ¼ AE, although the speed of convergence of V eSW to V SW is the same due to an unknown G. We prefer AE e ¼ AEðûÞ over S because it represents a population for which AE(u) is correct and it is thus easier to get converged solutionsû þ b in bootstrap replications (see Yuan & Hayashi, 2003) .
When AE(u) is misspecified,û is consistent for u * . When choosing AE e ¼ AEðûÞ; only condition (i) is satisfied. When choosing AE e ¼ S, all three conditions are satisfied. So we can only use AE e ¼ S in (17) to generate consistent bootstrap b SE SEs. Of course, when AE is known, we prefer AE e ¼ AE.
Whether AE(u) is correctly specified or not, choosing AE e ¼ S results in u Ã e ¼û and G e ¼Ĝ. Thus, the V eSW in (19) is identical to theV SW in (14). The V SW in (15) is the population sandwich-type covariance matrix corresponding to x i , F(x). The consistent estimator,V SW in (14), is the population sandwich-type covariance matrix corresponding to the empirical distribution (x 1 , x 2 , : : : ,x n ). As n ! 1, the bootstrap b SE SEs based onV approach those based onV SW =n, which approach those based on V SW =n.
The bootstrap procedure discussed above is also called the nonparametric bootstrap. In the parametric bootstrap, one assumes that the original sample comes from a distribution F(x, w), and the form of F is known except for w. ML or another method is used to estimate w. Then Monte Carlo generates samples from Fðx;ŵÞ. The rest is the same as in the nonparametric bootstrap. It is easy to see that the three conditions also apply to the parametric bootstrap. When F is given by N(m, AE) with w ¼ ðm; AEÞ, the parametric bootstrap simulates samples from Nð x; SÞ. We then have u Ã e ¼û and AE e ¼ S, and thus conditions (i) and (ii) are satisfied. But
p , the parametric bootstrap cannot generate consistent b SE SEs forû. To summarize, the sample size n and AE e determine the average discrepancy between V eSW and nV as well as between u Ã e and u Ã , AE e and AE, and G e and G. With a proper AE e , all the discrepancies vanish asymptotically. Regularity conditions for the consistency of bootstrap procedures in a broader context are discussed in Bickel and Freedman (1981) and Beran and Srivastava (1985) .
In an application to real data, Yung and Bentler (1996) noticed that using AE e ¼ AEðûÞ leads to different bootstrap b SE SEs than using AE e ¼ S. They also found that bootstrap b SE SEs using AE e ¼ AEðûÞ are closer to those based on (12) than bootstrap b SE SEs using AE e ¼ S. Actually, bootstrap b SE SEs using AE e ¼ S are consistent with those based on (14) or (15), but are not consistent with those based on (12).
Illustrations
We will compare several estimates of SEs and covariance matrices using one real and eight simulated data sets. We are especially interested in contrasting b SE SEs based on equations (9), (12) and (14) as well as bootstrap b SE SEs based on AE e ¼ AEðûÞ and AE e ¼ S. We choose B ¼ 1;000 in all the resampling schemes below. For two sets of b SE SEs, our comparison is through their squared distance defined by Standard errors in covariance structure models 13
A distance is defined between two covariance matrices similarly.
Example 4. Holzinger and Swineford (1939) provided a data set consisting of ability test scores of seventh-and eighth-grade children from two schools. There are 24 variables and 145 participants in their original report. Jöreskog (1969) used 9 of the 24 variables and studied their correlation structures with the normal theory ML method. We will use the same nine variables for our illustration. They are: visual perception, cubes, lozenges, paragraph comprehension, sentence completion, word meaning, addition, counting dots, and straight-curved capitals. In the original design of Holzinger and Swineford's study, the first three variables were to measure spatial ability, the next three variables were to measure verbal ability and the last three variables were tested with a limited time period to measure a speed factor in performing the tests. Let x be the vector of the nine observed variables; then the confirmatory factor model The normal theory likelihood ratio statistic for model (21) is T ML ¼ 51:187 and is highly significant when referring to x 2 24 . So the model is very likely misspecified. Estimates of SEs or covariance matrices based on the assumption of a correct model structure may not be consistent. Table 1(a) contains the MLEû and five sets of b SE SEs: These are, respectively, b SE SE Inf , based on the expected information matrix corresponding to (9); b SE SE SW 0 , based on the sandwich-type covariance matrix as in (12); b SE SE SW , based on the sandwich-type covariance matrix as in (14) To better contrast the estimates of SEs and covariance matrices, Table 1(b) presents squared distances between the b SE SEs (below the diagonal) and between the corresponding covariance matrices (above the diagonal), as defined in (20). The smallest distance for b SE SEs is between b SE SE SW 0 and b SE SE BS0 ; both are consistent for the SEs ofû when the model is correctly specified. The next smallest distance is between b SE SE SW and b SE SE BS ; both are consistent for the SEs ofû whether the model is correctly specified or not. The other distances are also relatively small, but they are about 10 times greater than the two smallest distances on average, implying that consistent estimators agree with each other better. The largest distance is between b SE SE Inf and b SE SE BS , which is because, in addition to model misspecification, the data set may come from a distribution with heavier tails than that of the corresponding normal distribution. Above the diagonal are the squared distances between the corresponding covariance matrices. Their pattern is similar to that for the b SE SEs.
Example 5. To further compare different estimates of SEs and covariance matrices, we simulated data sets with known population distributions. Three conditions are considered: a correct model versus a misspecified model, a normal distribution versus a non-normal distribution, a sample with a smaller size (n ¼ 200) versus a sample with a larger size (n ¼ 1,000). The model is the same as the confirmatory factor model in (21), which is correct for the population covariance matrix AE ¼ AEðûÞ withû given in Table  1 (a). In the misspecified model, the population covariance matrix AE as given by the sample covariance matrix of Holzinger and Swineford's data set, keeping three decimal places. The normal distribution is created by x ¼ AE 1/2 z with z , N(0, I). The nonnormal distribution is created by x ¼ AE 1=2 z=r, where z ¼ (z 1 , z 2 , : : : , z 9 ) 0 ; z 1 to z 3 are independent, each following ffiffiffiffiffi ffi 12 p {U½0; 1 2 0:5}, with U[0, 1] being the uniform distribution on [0, 1]; z 4 to z 6 are independent, each following the standard normal distribution; z 7 to z 9 are independent, each following (z e 2 1) with z e being the exponential distribution; and r , ffiffiffiffiffiffiffiffiffiffi
It is straightforward to show that such generated x satisfies CovðxÞ ¼ AE. With two levels for each condition, eight data sets are created.
Parallel to Table 1(b), squared distances between estimates of covariance matrices and SEs are given in Table 2 . When data are normally distributed and the model is correctly specified, all the b SE SEs are consistent. The distances in . The distances between estimates of covariance matrices have a similar pattern. At n ¼ 1;000, the absolute distances between estimates of SEs or covariance matrices are smaller, but they give a better contrast for consistency because the effect of sampling errors is smaller.
When data are non-normally distributed and the model is still correct, the squared distances are in 
Conclusion and discussion
Estimates of SEs based on (9) are the default output in essentially all SEM software. They are consistent only when data are normally distributed and the model is correctly specified. In practice, neither of the conditions holds. So the default b SE SEs do not describe the sampling variation in the MLEû properly. As a special option, some software also generates b SE SEs based on (12), which takes care of the violation of the normal distribution assumption but not model misspecification. b SE SEs based on (13) or (14) take both model misspecification and distribution violations into account. We recommend estimating SEs by (13) instead of using (9). The bootstrap b SE SEs by resampling from the raw sample are also consistent. In performing the bootstrap procedure for model testing, one has to transform the sample to satisfy the null hypothesis (Beran & Srivastava, 1985; Bollen & Stine, 1993; Yuan & Hayashi, 2003; Yung & Bentler, 1994) . However, the bootstrap b SE SEs from such a procedure are not consistent for the SEs ofû unless AE(u) is correctly specified. So one needs to perform separate bootstrap procedures for model testing and SE estimation.
The consistency of b SE SE SW or b SE SE BS depends on the existence of G. When G does not exist, b SE SE SW and b SE SE BS may still be close to each other becauseĜ is finite. However, neither of them is consistent for the SEs ofû. In such a situation, one may need to transform the sample using a robust procedure as in Yuan, Chan, and Bentler (2000) . A robust transformation not only generates a more efficientû but also leads to more powerful test statistics Yuan & Hayashi, 2003) .
Although both b SE SE SW and b SE SE BS are consistent, the two may differ greatly, as forl 73 in Table 1 (a). This is because b SE SE BS still contains the effect of a finite sample size or sampling errors, while b SE SE SW relies on asymptotics. When the sample size is not large enough, bootstrap b SE SEs may be more appropriate (Hall, 1992) . However, some convergence issues arise in bootstrap simulation. Our experience indicates that bootstrap b SE SEs based on only converged replications are not reliable. When not all bootstrap replications converge, one may use different seeds in generating bootstrap replications, which is effective in our experience. See Yuan and Hayashi (2003) for more discussion in dealing with divergence in bootstrap testing.
