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ABSTRACT: Computer networks are intended to hold a certain amount of traffic with a suitable level of
network performance. Packets will undergo long queuing delays at congested nodes and perhaps packet
loss if buffers overflow. Traffic management denotes to the set of traffic controls contained by the
network that control traffic flows for the principle of maintaining the usability of the network during
conditions of congestion. Congestion control is the keystone of packet switching networks and it should
prevent the congestion collapse, and to provide the fairness of competing flows and to optimize the
transport performance indexes. In order to progress fairness in networks of high speed, Core-Stateless
Fair Queuing establish a system of open-loop control at the network layer, which set in the label of the
rate of flow arrival onto the packet header at edge routers moreover plunges the packet at core routers on
the basis of rate label if congestion occurs. To work out the oscillation trouble, the Stable Token-Limited
Congestion Control was commenced and there is approximately no packet lost at the congested link.
Keywords: Congestion control, Traffic management, Packet loss, Open-loop control.
I. INTRODUCTION
Even though an equivalence connecting computer
networks and automobile highways is simplistic,
the vision of networks as a type of infrastructure
points out the necessity for traffic control.
Highways have an inadequate capacity which can
be exceeded when numerous people want to travel
at the same time. Vehicles commence to slow down
and back up in a congested area. The backup
spreads if traffic move towards the congested area
earlier than traffic can leave. Packets experience
delays of long queuing at congested nodes and
possibly loss of packet if buffers overflow.
Network performance will get worse if the offered
traffic exceeds the known network capacity. The
set of traffic controls contained by the network
managing traffic flows intended for upholding the
usability of the network throughout conditions of
congestion is referred as Traffic management and
has numerous goals [4]. It attempts to differentiate
different types of traffic and knob each type in the
appropriate way. It responds the onset of jamming.
Transmission Control Protocol is an instance of a
protocol that adapts the rate of TCP sources to keep
away from serious congestion [8]. It seeks to
uphold a satisfactory level of network performance
under heavy traffic situation. In the internet
congestion control of the best-effort service was
originally designed for a cooperative environment.
At terminals it is still mainly dependent on the
transmission control protocol congestion control
algorithms and supplemented with load shedding at
congestion links which is called the Terminal
Dependent Congestion Control case [1]. Packets
may be dropped rather than queued due to finite
resources. For each outgoing link one or added
queues of packets exist at each node of network as
shown in fig1. The Internet rely on packet
switching technologies to transport variable or
uniform blocks of data between nodes and the term
packet will be used to collect information of any
such block.
Fig1: An overview of Packet Loss
II. METHODOLOGY
Present services of IP network provide for the
instantaneous digital transmission of voice, data
and video. These services necessitate protocols of
congestion control and algorithms which can
explain the parameter of packet loss that can be
kept under control. Congestion control is the
foundation of networks of packet switching. It
should put off congestion collapse, make available
fairness to competing flows as well as optimize
indexes of transport performance. Congestion
control of the service of best-effort in the Internet
was initially designed for a supportive environment
[12]. It is still mostly reliant on the control of TCP
congestion algorithm at terminals, supplemented by
means of load shedding at links of congestion and
this representation is known as Terminal
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Dependent Congestion Control. Even though
routers equipped with Active Queue Management
for instance RED can get better transport
performance, they are neither capable to put off
congestion collapse nor make available equality to
competing flows [3]. In order to advance fairness in
networks of high speed, Core-Stateless Fair
Queuing (CSFQ) establish a system of open-loop
control at the network layer, which put in the label
of the rate of flow arrival onto the packet header at
edge routers moreover plunges the packet at core
routers on the basis of rate label if congestion
occurs. Core-Stateless Fair Queuing attains
estimated fair bandwidth allocation between flows
by means of core routers [7]. Edge routers uphold
per flow state; they approximate the incoming rate
of every flow and put in a label into each header of
packet based on this estimate. Core routers uphold
no per flow state; they make use of FIFO packet
scheduling amplified by an algorithm of
probabilistic dropping that makes use of the packet
labels and an approximation of the combined traffic
at the router [2]. In networks with peer to peer
traffic, Core-Stateless Fair Queuing can make
available fairness to competing flows, however
regrettably it is not what end-users and operators
actually wish for. Token-Based Congestion Control
(TBCC) confines the entire token resource utilized
by an end-user as a result, it cannot get hold of
resources of extra bandwidth when TBCC is used
regardless of numerous connections the end-user
has set up [14]. The Self-Verifying Core-Stateless
Fair Queuing attempts to increase Core-Stateless
Fair Queuing across the border of domain. It
accidentally decides on a flow, re-estimates the rate
of flow, and makes sure whether the rate of re-
estimated is reliable with the label on the packets
flow. Consequently Self-Verifying Core-Stateless
Fair Queuing will put a heavy load on the border
router and makes the weighted Core-Stateless Fair
Queuing null and void [5]. Congestion control
architecture Re-feedback aims to provide the fixed
cost to end-users and bulk inter-domain congestion
charging to network operators. Re-feedback not
only demands very high level complexity to
identify the malignant end-user, but also is difficult
to provide the fixed congestion charging to the
inter-domain interconnection with low complexity
[10]. There are three types of inter-domain
interconnection polices, the Internet Exchange
Points, the private peering and the transit. In the
private peering polices, the Sender Keep All
peering arrangements are those in which traffic is
exchanged between two domains without mutual
charge. The congestion control in
telecommunication networks fights with two major
problems that are not totally solved. The first one is
the time-varying delay between the control point
and the traffic sources. The second one is related to
the possibility that the traffic sources do not follow
the feedback signal [3]. By reducing the congestion
on the path the edge router at the source’s edge
point will shape the traffic generated by the source
based on the token number. To examine the
domains in Token-Limited Congestion Control the
inter-domain router restricts the total output token
rate. The output token rate will decrease as the
output token rate exceeds the threshold as the
Token-Limited Congestion Control decreases the
Token-Level of output packets [6] [11].
III. AN OVERVIEW OF STABLE TOKEN-
LIMITED CONGESTION CONTROL:
Token-Limited Congestion Control also uses the
iterative algorithm to estimate the congestion level
of its output link which is similar to Core-Stateless
Fair Queuing in addition to Token-Based
Congestion Control, and requires a long period of
time to reach a stable state which may cause the
traffic to fall into an oscillated process with the bad
parameter [15]. At congestion times many flows
will lose their packets and then, the congestion
level will decrease and the link will be inactive. To
work out the oscillation trouble, the Stable Token-
Limited Congestion Control was commenced
which integrates the algorithms of TLCC in
addition to XCP in general. In Stable Token-
Limited Congestion Control, the rate of output of
the sender is guarded in accordance with the
algorithm of XCP, as a result there is
approximately no packet lost at the congested link.
At the same instance, the edge router distributes all
the resource of access token equally to the
incoming flows. When congestion occurs, the rate
of incoming token augments at the core router, and
subsequently the level of congestion of the
congested link may possibly augment [9].
Consequently Stable Token-Limited Congestion
Control can compute the level of congestion
analytically, assigns network resources in
accordance with the access link, and additionally
carry on the congestion control system steady.
IV. CONCLUSION
In the present days, services of IP network provide
for the instantaneous digital transmission of voice,
data and video and these services necessitate
protocols of congestion control and algorithms
which can explain the parameter of packet loss that
can be kept under control. Core-Stateless Fair
Queuing attains estimated fair bandwidth allocation
between flows by means of core routers. In Stable
Token-Limited Congestion Control when
congestion occurs, the rate of incoming token
augments at the core router, and consequently the
level of congestion of the congested link may
possibly increase.
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