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We study stability properties of a class of piecewise aﬃne systems of ordinary differential
equations arising in the modeling of gene regulatory networks. Our method goes back
to the concept of a Filippov stationary solution (in the narrow sense) to a differential
inclusion corresponding to the system in question. The main result of the paper justiﬁes
a reduction principle in the stability analysis enabling to omit the variables that are not
singular, i.e. that stay away from the discontinuity set of the system. We suggest also “the
ﬁrst approximation method” to study asymptotic stability of stationary solutions based on
calculating the principal part of the system, which is 0-homogeneous rather than linear.
This leads to an eﬃcient algorithm of how to check asymptotic stability without calculating
the eigenvalues of the system’s Jacobian. In Appendix A we discuss and compare two other
concepts of stationary solutions to the system in question.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The regulation of gene expression occurs through networks of regulatory interactions between DNA, RNA, proteins and
small molecules, so-called gene regulatory networks (GRNs). There are different ways of modeling gene regulatory networks.
A class of piecewise aﬃne (PWA) systems of differential equations, originally proposed by Glass and Kauffman [3], is well
suited to qualitative analysis and has been widely used in modeling gene regulatory networks. The variables in these models
stand for concentrations of proteins encoded by genes, while the differential equations describe the regulatory interactions
in the network by means of step functions. The use of step functions is motivated by the presence of thresholds causing
switch-like interactions between genes. The dynamics of the obtained system can be easily described between such thresh-
olds, but the vector ﬁeld for the PWA systems of differential equations is undeﬁned when one of the variables assumes
a threshold value.
In the present work we focus on stability analysis of PWA systems. Equilibria of the PWA systems that lie in regular
domains, i.e. outside the discontinuity set of the right-hand side (called in the sequel singular domains), are always asymp-
totically stable (see e.g. [9]). A method of studying the stability of equilibria in singular domains, i.e. of (singular stationary
point – SSP) was suggested by E. Plahte et al. in [7,9,10]. The crucial step in the approach consisted in replacing the
step functions with continuous response functions, the so-called logoids, which gave the opportunity to linearize the system
around the perturbed stationary point, study stability properties for the perturbed system and then observe that going back
to the step function does not inﬂuence the stability properties of the perturbed Jacobians. Strictly speaking, this method
studies stability properties of stationary points of the perturbed systems, rather than the stability of SSP in the original PWA
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A. Machina, A. Ponosov / J. Math. Anal. Appl. 380 (2011) 736–749 737model. In particular, this may, in principle, cause the situation when the basins of attractions of the perturbed steady states
would shrink into a singleton in the limit, so that the given SSP in fact may become unstable.
On the other hand, the recent works [4,1] exploit another approach to deﬁne and analyze the solutions inside the
singular domains, namely the one based on the Filippov theory [2]. According to this approach the given PWA system is
replaced with a PWA differential inclusion. In order to analyze the dynamics of the system the phase space is divided
into pieces (regular domains) bounded by the threshold hyperplanes and their intersections (singular domains). For any
singular domain a multivalued function can be deﬁned giving a differential inclusion which enables us to deﬁne solutions
and calculate all possible equilibria for the original PWA system, including all SSPs.
The stability analysis for SSP, which is based on the Filippov theory, was ﬁrst considered in the paper [1]. In this pioneer
work the conditions that guarantee stability of the so-called focal sets (i.e. set-valued equilibria in singular domains) were
found and justiﬁed. However, this method offers only limited opportunities in the case when one wants to verify whether
a given SSP is stable or not.
With the present paper we will try to develop the stability analysis of PWA systems in the spirit of the papers [7,9,10],
i.e. we wish to analyze stability properties of a given SSP. On the other hand, our method is based on the Filippov theory, so
that we will study stability properties of SSP itself, and not of its approximations as in [7,9,10]. Thus, our approach cannot
be based on the Jacobians. Instead, we use the so-called 0-homogeneous differential inclusions described in [2]. We suggest
an eﬃcient algorithm to determine stability of a given SSP based on this approach. This algorithm replaces the conventional
analysis of eigenvalues, which in many situations may cause diﬃcult numerical problems.
Compared to the Filippov-like approach from [1], one of the main advantages of the stability analysis suggested by
E. Plahte et al. is the justiﬁcation of the so-called reduction principle. Roughly speaking it means that stability properties of
an SSP are governed by the reduced Jacobian which is just evaluated for the singular part of the system, thus living apart all
the regular variables (i.e. those which are not close to their respective thresholds). This can only be justiﬁed if the response
functions in the model are of the logoid shape [7,8]. A logoid Z˜ i = Σ˜(xi, θi, δ) assumes the values 0 and 1 as long as xi
is outside the δ-neighborhood of the threshold θi . When passing through this neighborhood, the logoid rapidly increases
continuously and monotonically from 0 to 1 thus following the step function. When δ tends to zero, the logoid approaches
this step function.
In our paper we justify this important principle within the PWA model, i.e. without referring to particular smooth
perturbations.
The only case which is not covered by our method, but which is possible to treat with the help of Plahte’s logoid
approach, is the situation of the bouncing ball when the trajectories cross singular domains inﬁnitely many times before they
reach the equilibrium. We conjectured that in the PWA systems describing GRN such a behavior always imply asymptotic
stability of the (only) limit point, but we did not manage to prove this conjecture.
2. Preliminaries
Consider a system of n genes with the gene product concentration x j . The gene products regulate their own production
by Boolean-like regulatory functions. Mestl et al. [7] studied the following model of system of differential equations with
switch-like nonlinearities
x˙ j = f j(x, Z) = F j(Z) − G j(Z)x j, j = 1, . . . ,n, (1)
where x ∈ Xn = Rn+ , Z is an n-dimensional vector of switching functions Zi :R+ → {0,1}, i = 1, . . . ,n (i.e. Zi = Zi(xi)); the
production rate function F j  0 and the relative degradation rate G j > 0 are multilinear polynomials, i.e. aﬃne functions
with respect to each Zi .
Clearly, (1) is a system of differential equations with discontinuous right-hand sides. Our work is aimed to apply the
Filippov theory of differential inclusions (see [2]) to study stability of the stationary points located in the discontinuity set
of the system (1).
According to the assumptions on the functions F and G we have that
0 F j(Z) F j, 0 < σ j  G j(Z) G j, Zi ∈ {0,1}, i, j = 1, . . . ,n, (2)
where F j , G j , σ j are constants. Therefore the dynamical properties of (1) can be analyzed within the n-dimensional phase
space box Ωn = Ω1 × · · · × Ωn , where every Ω j , 1 j  n, is deﬁned as
Ω j = {x j ∈ R+ | 0 x j max j}. (3)
max j is a parameter denoting a maximum concentration for the protein.
The threshold hyperplanes x j = θ j divide Ωn into 2n open, rectangular domains called boxes or regular domains. Thus,
a domain is a box only if there is no j such that x j = θ j , i.e. none of the variables assumes the threshold value. A segment
of a hyperplane of codimension k lying between two adjacent boxes is called a singular domain (or a wall in the case of
codimension 1). A domain is singular only if for at least one j, 1 j  n, it holds that x j = θ j .
A more formalized deﬁnition of boxes and singular domains was suggested in [8]. Let N = {1, . . . ,n}. Let R be an ordered
subset of N , and S the ordered complement N \ R , such that R ∪ S = N and R ∩ S = ∅. The symbols R and S stand for the
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of elements in S) consisting of the singular coordinates of an n-dimensional vector y. A similar description applies to yR .
Deﬁnition 1. Let a Boolean vector B = (B1, . . . , Bn) be given. To B is associated the box B(B) = {x ∈ Ωn | Z(x) = B}.
BR is a Boolean vector of length |R| (|R| is the number of elements in R) consisting of regular coordinates of B .
Deﬁnition 2. Let S = ∅ and BR be given. If S ⊂ N , then a singular domain is given by SD(S, BR) = {x ∈ Ωn | xS = θS ,
ZR(x) = BR}. The order (codimension) of SD(S, BR) is the number σ = |S| of elements in S .
For example, in 4-dimensional space SD({1,3}, [01]) = {x ∈ Ω4 | x1 = θ1, x3 = θ3, x2 < θ2, x4 > θ4}, S = {1,3}, R =
{2,4}, BR = [01] (Z2(x2) = 0, Z4(x4) = 1).
Singular domains of codimension 1, sometimes called walls, can be of three kinds: transparent, black and white.
Let us give a formal deﬁnition of walls and their types.
Deﬁnition 3. A singular domain SD(S, BR), where |S| = 1 (only one variable is singular), is called a wall. We denote
f 0S = f S(xS = θS , ZS = 0) = F S (0, BR) − GS (0, BR)θS and f 1S = f S (xS = θS , ZS = 1) = F S (1, BR) − GS (1, BR)θS . If f 0S f 1S > 0,
the wall SD(S, BR) is said to be transparent. If f 0S > 0 and f 1S < 0, the wall is said to be black. If f 0S < 0 and f 1S > 0, the
wall is said to be white.
Since inside boxes trajectories are well deﬁned, we can also describe walls intuitively:
• If trajectories travel through the wall, then the wall is transparent.
• If trajectories hit the wall from either side, then the wall is black.
• If trajectories depart from the wall on both sides, then the wall is white.
Point attractors in black walls or in an intersection of threshold hyperplanes, are called singular stationary points, abbre-
viated SSP [11].
Deﬁnition 4. (See [2, Chapter 2, §4, 2, deﬁnition a)].) Let SD(S, BR) be a singular domain. For any Boolean vector BS
corresponding to one of the regular domains adjacent to SD(S, BR) and any x ∈ SD(S, BR) put P (BS , x) = (p1, . . . , pn),
pi = Fi(BS , BR) − Gi(BS , BR)xi, i = 1, . . . ,n. (4)
For each x ∈ SD(S, BR) we put
F(x) = co{P (BS , x) ∣∣ BS ∈ {0,1}S},
i.e. P (BS , x) stands for the values of the function F (Z) − G(Z)x, where ZR ≡ BR is ﬁxed and ZS ≡ BS runs through the
set {0,1}S . The number of such points P (BS , x) is 2|S| .
At the continuity points of the function f the set F(x) consists of one point f (x).
A Filippov solution of Eq. (1) is a solution of the inclusion
x˙ ∈ F(x), (5)
with F(x) so constructed.
Note that at the continuity points of the function f a Filippov solution satisﬁes Eq. (1) in the usual sense. Therefore
inside regular domains Filippov solutions coincide with solutions to ordinary differential equations (ODE).
If the point x ∈ SD(S, BR) lies on the boundaries of cross-section of two or several regular domains (boxes) B(BS , BR)
(the number of such boxes k = 2|S|), the set F(x) is a segment, a convex polygon, or a polyhedron with vertices P j(BS , x),
j = 1, . . . ,k, whose coordinates p ji (BS , x), i = 1, . . . ,n, are given by (4).
All the points P j(x), j = 1, . . . ,k, are contained in F(x), but it is not necessary that all of them be vertices. In other
words F(x) = co{P1, . . . , Pk}.
Such a construction of the set F(x) is used in [4]. Consider an alternative deﬁnition of an inclusion describing systems
with discontinuous right-hand sides in the Filippov theory.
Deﬁnition 5. (See [2, Chapter 2, §4, 2, deﬁnition c)].) Consider the system (1). For each discontinuity point x ∈ SD(S, BR) let
Z j(x) ≡ [0,1], j ∈ S , and ZS(x) ≡ [0,1]|S| = [0,1]×[0,1]× · · ·×[0,1]. At the points where Z j(x) is continuous the set Z j(x),
j ∈ S , consists only of one point Z j(x) ∈ {0,1}. Let
F1(x) =
{
F (ZS , BR) − G(ZS , BR)x
}≡ f (x,ZS , BR) (6)
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the sets Z j , j ∈ S , respectively.
The alternative Filippov solutions of the differential equation (1) can be then deﬁned as solutions of the differential
inclusion
x˙ ∈ F2(x),
where F2(x) = coF1(x).
Normally, Deﬁnitions 4 and 5 yield different solution sets. However, it can be shown [6] that for the PWA system (1) one
always has the equality F(x) = F2(x), so that the two above deﬁnitions of a Filippov solution in fact are equivalent in our
case. That is why we will in the sequel use the notation F(x) for the multivalued function corresponding to the right-hand
side of the system (1).
Below, another deﬁnition of solution, namely Filippov solutions in the narrow sense, is given.
Deﬁnition 6. (See [2, Chapter 2, §4, 2, deﬁnition b)].) Filippov solutions of the differential equation (1) can be deﬁned as
solutions of the differential inclusion
x˙ ∈ F1(x),
where F1(x) is given by (6). In what follows, such solutions will be called Filippov solutions in the narrow sense.
Let us recall some basic notation. For two compact nonempty subsets A, B of a metric space put β(A, B) =
supa∈A ρ(a, B). The function α(A, B) = max{β(A, B), β(B, A)} is a metric and is called the Hausdorff metric. A function F(x)
is called β-continuous (or Hausdorff upper semicontinuous) at x if β(F(x′),F(x)) → 0 as x′ → x. A function F(x) is called
β-continuous (or Hausdorff upper semicontinuous) on a domain Ωn if it is β-continuous (or Hausdorff upper semicontinu-
ous) at each point of this domain.
Following [2], we say that a multivalued function G satisﬁes the basic conditions in Ωn if for any x ∈ Ωn the set G
is nonempty, bounded, closed, convex and the function G is β-continuous. It could be shown that for the systems (1)
F(x) = F2(x) and each of these functions satisﬁes basic conditions.
Deﬁnition 7. A point x0 is called a Filippov stationary point of (1) if 0 ∈ F(x0), where F(x) is from Deﬁnition 4.
Deﬁnition 8. If 0 ∈ F1(x0), where F1(x) is given by (6), then we will call x0 a Filippov stationary point in the narrow sense.
3. The Filippov theory and stability in the ﬁrst approximation
Assume that the step functions Zi in (1) are all replaced with sequences of certain smooth response functions (for in-
stance with the logoids), which converge to the step function. Let us note, that in “real-world” processes response functions
are smooth, not discontinuous. The step functions are used in modeling only for the sake of the simpliﬁcation of analysis.
Assume further that any smooth system in the sequence has a stationary point, and the sequence (or a subsequence) of
these stationary points converges to some point P0. In Appendix A it is shown that P0 will be a Filippov stationary so-
lutions to (1) in the narrow sense. This motivates us to disregard other stationary solutions, as those have no biological
interpretation. That is why in this paper we only consider the Filippov stationary solutions in the narrow sense, i.e. those
satisfying Deﬁnition 8. Whether Filippov stationary solutions that are not stationary solutions in the narrow sense have
other interpretation than being a limit of stationary solutions of smooth systems (for example being a limit of more compli-
cated dynamics) is an interesting open question, which is not fully studied in this paper, although some ideas are presented
in Appendix A. Also, stability of the Filippov solutions in the narrow sense is studied with respect to all Filippov solutions
(i.e. not only to Filippov solutions in the narrow sense).
The main result of this section justiﬁes the reduction principle which says that stability of a Filippov stationary solution
in the narrow sense is only determined by the singular variables of the system (1). Moreover, we will show that the singular
part of the inclusion can be replaced with its “ﬁrst approximation” in the sense of homogeneous inclusions of order 0 (or
piecewise constant inclusions, in other words). These two results considerably simplify the stability analysis of the Filippov
stationary solutions in the narrow sense.
Below we consider an arbitrary Filippov stationary point in the narrow sense, which will be denoted by P 0 = (θS , x0R)
and which by this will be assumed to be located in a singular domain SD(S, BR).
After separating regular and singular variables the system (1) can be rewritten as
x˙S = F S(ZS , ZR) − GS(ZS , ZR)xS ,
x˙R = FR(ZS , ZR) − GR(ZS , ZR)xR . (7)
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x˙S = F S
(
hS(xS − θS), BR
)− GS(hS(xS − θS), BR)xS ,
x˙R = FR
(
hS(xS − θS), BR
)− GR(hS(xS − θS), BR)xR , (8)
where hS is a vector of the Heaviside step functions, BR is a Boolean vector.
Let us introduce a new variable y ∈ R|S| by setting
xS − θS = yS ,
which translates the singular coordinates of the SSP P0 to the origin
y˙ S = F S
(
hS(yS), BR
)− GS(hS(yS), BR)(yS + θS),
x˙R = FR
(
hS(yS), BR
)− GR(hS(yS), BR)xR . (9)
For the discontinuous system (9) we denote u = (yS , xR) and consider the corresponding differential inclusion
u˙ ∈ F(u) (10)
with the right-hand side F obtained via Deﬁnition 4. Let FS and FR be the projections of the set F onto the subspace
of the singular and regular coordinates, respectively. Then every solution u = (yS , xR) of the inclusion (10) will satisfy the
system
y˙ S ∈ FS(yS), (11)
x˙R ∈ FR(yS , xR). (12)
The converse does not hold true, in general. For the solutions (yS (t), xR(t)) = (0, xR(t)) lying in SD(S, BR) the func-
tions xR(t) represent solutions of the inclusion
x˙R ∈ F0(xR), F0(xR) = F(yS , xR) ∩ SD(S, BR) where (yS , xR) = (0, xR). (13)
It will be shown later (Section 3.2) that the stability of the singular part of the systems (9) guarantees the stability of
the whole system. Thus, the focus of our study will be put on the singular variables, so that we start with considering the
reduced system
y˙ S = F S
(
hS(yS), BR
)− GS(hS(yS), BR)(yS + θS). (14)
To investigate stability of the zero solution of the system (14) we will replace this system, or more precisely the corre-
sponding differential inclusion, with its “ﬁrst approximation” around the stationary point, which in this particular case will
be a differential inclusion with a homogeneous (of order 0) right-hand side. The latter should capture the local stability
properties of the former, exactly in the same manner as the Jacobian captures the local stability properties of a smooth
system.
3.1. 0-homogeneous inclusions and their stability
Deﬁnition 9. A multivalued function H(z) is called homogeneous of order α if H(cz) ≡ cαH(z) for all c > 0.
The corresponding differential inclusion
z˙ ∈ H(z), H(cz) ≡ cαH(z), c > 0 (15)
will be called homogeneous (of order α) as well.
In what follows we consider homogeneous functions of order 0. We call such functions 0-homogeneous. For instance, any
step function with discontinuity at the origin is 0-homogeneous.
Let us introduce a discontinuous system which stands for the “ﬁrst approximation” to the system (14) around the Filippov
stationary point yS = 0. This system is given by
y˙ S = F S
(
hS(yS), BR
)− GS(hS(yS), BR)θS , (16)
or by the corresponding differential inclusion
y˙ S ∈ HS(yS) (17)
with the right-hand side HS obtained via Deﬁnition 4 (or Deﬁnition 5).
Clearly, the inclusion (17) is 0-homogeneous.
Below we will show that the stability properties of the zero solution of the system (14) can be deduced from the
corresponding stability properties of its 0-homogeneous counterpart. That is why we will now focus on a stability criterium
for the homogeneous inclusions.
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provides a veriﬁable stability condition for 0-homogeneous inclusions with piecewise constant right-hand sides. It could be
applied to differential inclusions in the sense of Deﬁnition 4 or Deﬁnition 5.
Given SD(S, BR), consider further the space Rl (l = |S|  n) of singular coordinates yS . Let SDmp , m = 1, . . . , l − 1;
p = 1, . . . , pm , denote m-dimensional singular domains in Rl that separate the space Rl into regular boxes Blp , p = 1, . . . ,2l ,
with a vertex y = 0.
Theorem 1. Consider the multivalued 0-homogeneous function HS (yS) from (17), which depends on yS in none of the regu-
lar boxes Blp and on none of the singular domains SDmp , i.e., H(yS) = Hmp for y ∈ SDmp , m = 1, . . . , l − 1, p = 1, . . . , pm, and
H(yS) = Hlp for y ∈ Blp , p = 1, . . . ,2l . Let the solutions of the inclusion y˙S ∈ HS (yS) be unable to pass from one singular do-
main SDmp or regular box Blp into another singular domain or regular box inﬁnitely many times. The function yS(t) ≡ 0 is an
asymptotically stable solution if and only if for each SDmp (respectively Blp), none of the vectors from the set Hmp (respectively Hlp)
lie in SDmp (respectively Blp) or on its boundary ∂SDmp (respectively ∂Blp).
Remark 1. If the solutions are able to pass from one singular domain or regular box into another singular domain or regular
box inﬁnitely many times, then the suﬃcient condition of the theorem may not hold true. For example, this is so for a
“bouncing ball” system with off-centered spiral trajectories (an example of a “bouncing ball” system with centered spiral
trajectories for GRNs one can ﬁnd in [6]). In this case stability should be investigated using other methods, for example the
Lyapunov function method. However, it might be possible to prove that “bouncing ball” systems with off-centered spiral
trajectories are unfeasible in GRNs models, but we do not address this problem here.
Remark 2. Note that according to the proof presented in [2, Chapter 3, §15 2], the solutions in the above theorem actually
reach the zero point after a ﬁnite time. This observation will be crucial in the next subsection.
Deﬁnition 10. Let a multivalued function H(z) be 0-homogeneous. We say d0(F ,H) δ for |z| ρ0 if for each ρ ∈ (0,ρ0]
the graph of the function F(ρω) considered as a function of ω, |ω| = 1, is contained in the δ-neighborhood of the graph of
the function H(ω) and F(0) ⊂ H(0)δ . Here H(0)δ stands for the δ-neighborhood of the set H(0).
The next theorem essentially reformulates a result from [2, Theorem 7, Chapter 3, §15 3] in terms that are convenient
for our purposes.
Theorem 2. If the inclusion (17) has an asymptotically stable zero solution, then so does the inclusion (11).
Proof. By [2, Theorem 7, Chapter 3, §15 3], we need to show that there exists δ(ρ) → 0 (ρ → 0) such that for every ﬁxed
ρ  ρ0 we have d0(FS (yS),HS (yS))  δ(ρ) for |yS |  ρ . Here the functions HS (yS), FS (yS) are from (17), (11) respec-
tively. First, let H˜S (yS), F˜S (yS) be the functions deﬁned by (16), (14) with hS(yS) = [0,1]|S| ≡ {hS | 0 hs  1, ∀s ∈ S}, i.e.
HS(yS ) = co H˜S (yS), FS (yS) = co F˜S(yS ).
Following Deﬁnition 10, we ﬁx ρ0 and consider for each ρ ∈ (0,ρ0] the Euclidean distance ρeuc(uS , H˜(ωS )), where
uS ∈ F˜S(ρωS ), |ωS | = 1. We assume ﬁrst that ρωS is a discontinuity point of (14). Let uS ∈ F˜S(ρωS ) correspond to some
huS ∈ [0,1]|S| , i.e.
uS = F S
(
huS(ρωS), BR
)− GS(huS(ρωS), BR)(ρωS + θS) = F˜ uS − G˜uS(ρωS + θS),
where F˜ uS , G˜
u
S are constants. Then the set H˜S (ωS ) contains the point F˜ uS − G˜uSθS . Therefore ρeuc(uS , H˜(ωS )) | − GSρωS |
Gρ|ωS | = Gρ , where G = max j G j . Since uS ∈ F˜S(ρωS ) is arbitrary, F˜S (ρωS ) ⊂ (H˜S (ωS ))Gρ . Due to the properties of a con-
vex set, FS = co F˜S ⊂ co((H˜S )Gρ) = (HS )Gρ . The validity of this embedding for a continuity point ρωS is straightforward.
Thus the graph of the function F(ρω) considered as a function of ω, |ω| = 1, is contained in the δ-neighborhood of the
graph of the function H(ω).
Since FS(0) ≡ HS(0), we put δ(ρ) = Gρ → 0 (ρ → 0) and we have that d0(FS (yS),HS (yS)) δ(ρ) for |yS | ρ . Thus,
by [2, Theorem 7, Chapter 3, §15 3], the statement of the theorem holds true. 
3.2. The reduction principle in stability analysis of Filippov stationary solutions
In this subsection we prove that stability of the singular component of a Filippov stationary solution in the narrow sense
ensures the stability of the other, i.e. regular component. This result justiﬁes the reduction principle for the discontinuous
systems (9). This principle (in other terms) appeared in the papers [7,9,10] as a main simpliﬁcation tool in the stability
analysis of gene regulatory networks.
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y˙ S = F S
(
hS(yS), BR
)− GS(hS(yS), BR)θS ≡ f S(0,hS(yS))= fˆ S(hS(yS)),
x˙R = FR
(
hS(yS), BR
)− GR(hS(yS), BR)xR ≡ f R(xR ,hS(yS)). (18)
Our ﬁrst objective is to justify the reduction principle for the system (18).
We put two requirements on the system in question, which are formulated in terms of the singular part of the system
(inclusion), i.e. for the differential inclusion
y˙ S ∈ co fˆ S(ZS) (19)
with the right-hand side obtained via Deﬁnition 4.
Assumption 1. 0 ∈ co fˆ S (ZS) if and only if 0 ∈ fˆ S (ZS). Moreover, there exists a ﬁnite number of values Z (k)S ∈ [0,1], k =
0,1, . . . ,N , satisfying 0 = fˆ S (Z (k)S ).
This ensures that the zero solution can only be Filippov stationary solution in the narrow sense (as we do not consider
other types of stationary solutions – see the discussion at the beginning of Section 3).
Assumption 2. The inclusion (19) satisﬁes the assumptions of Theorem 1.
This implies that the zero solution y0S = 0 of the reduced system is asymptotically stable.
For the system (18) we consider the corresponding differential inclusion obtained by Deﬁnition 4(
y˙ S
x˙R
)
∈ co
(
fˆ S(ZS)
f R(xR ,ZS)
)
. (20)
The following theorem provides the reduction principle for the discontinuous system (18) and the corresponding differ-
ential inclusion (20).
Theorem 3. Assume that (y0S , x
0
R), where y
0
S = 0 is a Filippov stationary solution in the narrow sense of the inclusion (20). If Assump-
tions 1 and 2 are fulﬁlled, then (y0S , x
0
R) is asymptotically stable.
Proof. By Assumption 2, y0S(t) = 0 is an asymptotically stable solution of (19). According to Remark 1 any solution of (19)
becomes zero after a ﬁnite time T , i.e. yS(t) = 0 = y0S(t) for all t  T . Let us ﬁx any such a solution. The inclusion (20)
becomes then(
0
x˙R
)
∈ co
(
fˆ S(ZS)
f R(xR ,ZS)
)
for t > T , (21)
or in other words, 0 =∑l∈L(t) μl(t) fˆ S(ZlS (t)) and x˙R(t) =∑l∈L(t) μl(t) f R(xR , ZlS (t)) where for any t > T the set of natural
numbers L(t) is ﬁnite, μl(t) 0,
∑
l∈L(t) μl(t) = 1, 0 ZlS (t) 1.
By Assumption 1 the inclusions 0 ∈ co fˆ S (ZS ) and 0 ∈ fˆ S (ZS) are equivalent. In terms of μl(t) and ZlS (t) this means
that there exists a ﬁnite number of values Z (k)S ∈ [0,1], k = 0,1, . . . ,N , and a ﬁnite partition I(k) , k = 0,1, . . . ,N , of the
interval [T ,∞) such that (after a renumbering if necessary) μk(t) = 1 and ZkS (t) = Z (k)S as soon as t ∈ I(k) .
In other words,
F S
(
Z (k)S , BR
)− GS(Z (k)S , BR)θS = 0,
x˙R = FR
(
Z (k)S , BR
)− GR(Z (k)S , BR)xR ,
if t ∈ I(k). (22)
Next we use the piecewise continuous substitution
yR(t) = xR(t) − x(k)R , if t ∈ I(k), t  t,
where x(k)R is such that
FR
(
Z (k)S , BR
)− GR(Z (k)S , BR)x(k)R = 0, if t ∈ I(k).
Then the second equation in (22) can be rewritten as
y˙R = FR
(
Z (k), BR
)− GR(Z (k), BR)x(k) − GR(Z (k), BR)yR = −GR(Z (k), BR)yR .S S R S S
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In other words,∣∣xR(t) − x(k)R ∣∣ Ce−mt, t ∈ I(k), k = 1, . . . ,N. (23)
This holds in particular for the stationary solution (y0S , x
0
R), so that∣∣x0R − x(k)R ∣∣ Ce−mt, t ∈ I(k), k = 1, . . . ,N. (24)
Using (23) and (24) results in the estimate |xR(t) − x0R | 2Ce−mt , t  T , which proves asymptotic stability of the stationary
solution (y0S , x
0
R) to (20). 
Combining Theorem 3 with Theorem 9 [2, Chapter 3, §15] yields the reduction principle for the main system (8).
Theorem 4. Let P0 ∈ SD(S, BR) be a Filippov stationary solution in the narrow sense for the system (8). Under Assumptions 1 and 2
this solution will be locally asymptotically stable.
3.3. Stability of SSPs in black walls
Here we consider an example, where we apply the proposed above method (based mainly on Assumptions 1 and 2) to
study the stability of a differential inclusions. We consider the case of a black wall.
Example 1. Let us show that any Filippov stationary solution P0 = (θs, x0R) located in a black wall SD(s, BR) is locally
asymptotically stable.
Without loss of generality we may assume that x1 = θ1 for the black wall SD(s, BR). In a black wall any Filippov
stationary point is a Filippov stationary point in the narrow sense and therefore Assumption 1 is fulﬁlled. Indeed, in a black
wall only one variable is singular, lets say xk = θk , and since the functions F , G are linear with respect to Zk , we have that
F2(x) = coF1(x) = F1(x).
Following Assumption 2 (and thus Theorem 1) we restrict ourselves to the space of singular variables only, i.e. the x1
axis.
By introducing a new variable
x1 − θ1 = y1,
we get “the ﬁrst approximation” equation for y1
y˙1 = F1
(
h1(y1), BR
)− G1(h1(y1), BR)θ1,
and the corresponding 0-homogeneous differential inclusion y˙1 ∈ H1(y1) with the right-hand side from Deﬁnition 4.
The vertex y1 = 0 separates the y1 axis into two regular boxes B11: {y1 < 0} and B12: {y1 > 0}. Consider H(y) = H11 for
y ∈ B11 , i.e. h(y1) = 0,
H11 = F1(0, B) − G1(0, B)θ1
and H(y) = H12 for y ∈ B12 , i.e. h(y1) = 1,
H12 = F1(1, B) − G1(1, B)θ1.
Since the wall is black, we have the following inequalities
F1(0, B) − G1(0, B)θ1 > 0,
F1(1, B) − G1(1, B)θ1 < 0
indicating that H11 /∈ B11 and H12 /∈ B12 .
By Theorems 1 and 4, the SSP (θ1, x0R) is asymptotically stable.
4. Algorithm for stability analysis of SSPs based on the Filippov theory
As a practical application to Theorem 4 we propose an algorithm for stability analysis of SSPs and consider some exam-
ples, where we apply the proposed algorithm.
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Let hR(xR(0) − θR) = BR .
Step 1 Introduce the new variable y ∈ Rl , l = |S|,
xS − θS = yS
to translate the singular coordinates of P0 to the origin. Write down the following equations for the singular variables
only
y˙ S = F S
(
hS(yS), BR
)− GS(hS(yS), BR)θS . (25)
Step 2 List all the regular domains Blp , p = 1, . . . ,2l and singular m-dimensional domains SDmp , m = 1, . . . , l − 1, p =
1, . . . , pm adjacent to the point yS = 0 in Rl . For example, Blp0 : {y1 > 0, y2 < 0, . . . , yl > 0}, SD2p0 : {y1 = 0, y2 = 0,
y3 > 0, . . . , yl < 0}.
Step 3 For each of the regular domains Blp , p = 1, . . . ,2l , calculate Hlp = F S (Bp, BR) − GS (Bp, BR)θS , where Bp is a
Boolean vector of length |S| = l associated to the regular domain Blp . For example, Hlp0 = F S ([10 . . .1], BR) −
GS ([10 . . .1], BR)θS .
Check the condition Hlp /∈ Blp , which simply means to compare with 0 the coordinates of the vector Hlp . Violation of
this condition implies instability of P0. Otherwise proceed to the next step.
Step 4 For each of the singular domains SDmp , m = 1, . . . , l − 1, p = 1, . . . , pm , consider the set
Hmp = co
{
F S
(
(B)i, BR
)− GS((B)i, BR)θS ∣∣ i = 1,2,3, . . . ,2l−m},
where (B)i , i = 1,2,3, . . . ,2l−m , are the Boolean vectors of length |S| = l associated to all the regular domains in Rl
adjacent to SDmp .
Thus Hmp = {
∑2l−m
i=1 αi(F S ((B)i, BR) − GS ((B)i, BR)θS ) |
∑2l−m
i=1 αi = 1, 0 αi  1}.
For each m = 1, . . . , l − 1, p = 1, . . . , pm check that none of the vectors from the set Hmp lie in SDmp (or in ∂SDmp ).
To do this one will need to solve the following system of linear equations and inequalities⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2l−m∑
i=1
αi
(
F S
(
(B)i, BR
)− GS((B)i, BR)θS)= b, b ∈ SDmp (or b ∈ ∂SDmp ),
2l−m∑
i=1
αi = 1,
0 αi  1
(26)
with the unknown (α1, . . . ,α2l−m ) and (b1, . . . ,bl).
If the solution set of (26) is empty, then the SSP P0 is asymptotically stable. Otherwise it is unstable.
4.1. Examples
Example 2. Consider the following example from [8] (see Fig. 1)
x˙1 = Z1 + Z2 − 2Z1 Z2 − γ1x1,
x˙2 = 1− Z1 Z2 − γ2x2. (27)
This model has two black walls SD(1, [1]) (x1 = θ1, x2 > θ2) and SD(2, [1]) (x2 = θ2, x1 > θ1). The single point x1 = θ1,
x2 = θ2 is the singular domain SD(1,2) of codimension 2. It can be shown that this system possesses two SSPs: (3/2, θ2)
and (θ1, θ2). The point (3/2, θ2) is located in a black wall and is therefore asymptotically stable. Let us investigate the
stability of (θ1, θ2).
We introduce the new variables
x1 − θ1 = y1,
x2 − θ2 = y2,
and consider the following system
y˙1 = h1(y1) + h2(y2) − 2h1(y1)h2(y2) − γ1θ1,
y˙2 = 1− h1(y1)h2(y2) − γ2θ2
and its corresponding 0-homogeneous differential inclusion y˙ ∈ H(y) with the right-hand side from Deﬁnition 4.
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Fig. 2. Some trajectories of (28) for the steep model with q = 0.01. Parameter values: γ1 = 1.5, γ2 = 2.3, θ1 = θ2 = 1.
Following the algorithm we consider in the space of new variable y four 2-dimensional regular boxes B21: {y1 < 0,
y2 < 0}, B22: {y1 > 0, y2 < 0}, B23: {y1 < 0, y2 > 0}, B24: {y1 > 0, y2 > 0} and four 1-dimensional singular domains SD11:
{y1 = 0, y2 > 0}, SD12: {y2 = 0, y1 > 0}, SD13: {y1 = 0, y2 < 0}, SD14: {y2 = 0, y1 < 0}. Then for the regular boxes we have
H21 =
(−0.6
0.1
)
/∈ B21 , H22 =
( 0.4
0.1
)
/∈ B22 , H23 =
( 0.4
0.1
)
/∈ B23 , H24 =
(−0.6
−0.9
)
/∈ B24 .
For singular domains, by Deﬁnition 4, we have H11 = co{
( 0.4−h
0.1−h
) | h ∈ {0,1}} = {α( 0.4
0.1
) + (1 − α)(−0.6−0.9
)
, 0  α  1} =
{H11(α)}. It is easy to check that there does not exist α, 0 α  1, such that H11(α) ∈ SD11.
But for H12 = co{
( 0.4−h
0.1−h
) | h ∈ {0,1}} = {α( 0.4
0.1
) + (1 − α)(−0.6−0.9
)
, 0  α  1} = {H12(α)} there exists α = 0.9 so that
H12(0.9) =
( 0.3
0
) ∈ SD12. Then it follows from Theorem 1 that the SSP (θ1, θ2) is unstable.
Example 3. Consider the system (see Fig. 2)
x˙1 = 1.65− Z1 + 2Z2 − 2Z1 Z2 − γ1x1,
x˙2 = 2.25+ Z1 − Z2 − Z1 Z2 − γ2x2. (28)
This model has three black walls SD(1, [1]) (x1 = θ1, x2 > θ2), SD(2, [1]) (x2 = θ2, x1 > θ1), and SD(1, [0]) (x1 = θ1,
x2 < θ2). The single point P0 = (θ1, θ2) is actually a Filippov stationary point in the narrow sense, i.e. in the sense of
Deﬁnition 8. Let us investigate the stability of (θ1, θ2).
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x1 − θ1 = y1,
x2 − θ2 = y2
and consider the following system
y˙1 = 1.65− h1(y1) + 2h2(y2) − 2h1(y1)h2(y2) − γ1θ1,
y˙2 = 2.25+ h1(y1) − h2(y2) − h1(y1)h2(y2) − γ2θ2
and its corresponding 0-homogeneous differential inclusion y˙ ∈ H(y) with the right-hand side from Deﬁnition 4.
Following the algorithm we consider in the space of new variable y four 2-dimensional regular boxes B21: {y1 < 0,
y2 < 0}, B22: {y1 > 0, y2 < 0}, B23: {y1 < 0, y2 > 0}, B24: {y1 > 0, y2 > 0} and four 1-dimensional singular domains SD11:
{y1 = 0, y2 > 0}, SD12: {y2 = 0, y1 > 0}, SD13: {y1 = 0, y2 < 0}, SD14: {y2 = 0, y1 < 0}. Then for the regular boxes we have
H21 =
( 0.15
−0.05
)
/∈ B21 , H22 =
(−0.85
0.95
)
/∈ B22 , H23 =
( 2.15
−1.05
)
/∈ B23 , H24 =
(−0.85
−1.05
)
/∈ B24 .
For singular domains, by Deﬁnition 4, we have H11 = co{
( 0.15−3h
−1.05
) | h ∈ {0,1}} = {α( 0.15−1.05
)+ (1−α)(−2.85−1.05
)
, 0 α  1} =
{( 3α−2.85−1.05
)
, 0  α  1} = {H11(α)}. It is easy to check that there does not exist α, 0  α  1, such that H11(α) ∈ SD11. For
example using the angle between vectors and the inner product:
(H11(α),d
1
1)
|H11(α)||d11|
= 1, where d11 = (0,d), d > 0.
H12 = co{
(−0.85−h
0.95−2h
) | h ∈ {0,1}} = {α(−0.85
0.95
)+ (1 − α)(−1.85−1.05
)
, 0  α  1} = {H12(α)}. It is easy to check that there does
not exist α, 0 α  1, such that H12(α) ∈ SD12.
H13 = co{
( 0.15−h
−0.05+h
) | h ∈ {0,1}} = {α( 0.15−0.05
)+ (1 − α)(−0.85
0.95
)
, 0  α  1} = {H13(α)}. It is easy to check that there does
not exist α, 0 α  1, such that H13(α) ∈ SD13.
H14 = co{
( 0.15+2h
−0.05−h
) | h ∈ {0,1}} = {α( 0.15−0.05
)+ (1 − α)( 2.15−1.05
)
, 0  α  1} = {H14(α)}. It is easy to check that there does
not exist α, 0 α  1, such that H14(α) ∈ SD14.
Thus, the SSP (θ1, θ2) is locally asymptotically stable.
5. Conclusions
The main results of the paper provide a stability analysis for differential systems with discontinuous right-hand sides
arising from gene regulatory networks. Putting emphasis on the Filippov approach and focusing on singular domains mainly,
we have developed an algorithm enabling to investigate the stability of any given stationary solution which is located in
the discontinuity set of the system. The algorithm is based on the reduction principle which is justiﬁed in the paper
and which relies upon the analysis of only those variables which are close to their respective threshold values (“singular
variables”). The algorithm of checking local asymptotic stability consists in determining the signs of certain parameters of
the given equations, rather than in calculating the eigenvalues of the Jacobian. Therefore, the suggested algorithm seems to
be numerically advantageous. We restricted ourselves to the case of Filippov stationary solutions in the narrow sense (that
are deﬁned without convexifying the right-hand side of the corresponding inclusion), because only these stationary solutions
can be obtained as limits of the stationary solutions to the smooth perturbations of the given discontinuous system.
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Appendix A. Stationary solutions revisited
In the appendix we want to discuss connections of the concept of the Filippov stationary solutions in the narrow sense
with two other deﬁnitions of stationary solutions to the PWA systems.
The deﬁnition below gives a formal description of a singular stationary point (SSP) in the sense of E. Plahte et al. [9].
The response functions in the model are of the logoid shape [7,8]. A logoid Z˜ i = Σ˜(xi, θi,q) assumes the values 0 and 1 as
long as xi is outside the q-neighborhood of the threshold θi . When passing through this neighborhood, the logoid rapidly
increases continuously and monotonically from 0 to 1 thus following the step function. When q tends to zero, the logoid
approaches this step function.
Deﬁnition 11. A point P0 ∈ SD(θS , BR) is called a singular stationary point (SSP) for system (7) Z˜ s = Σ˜(xs, θs,0) (s ∈ S) if
for any set of logoid functions Σ˜(xs, θs,q), s ∈ S , there exists a number ε > 0 and points Pq , where q ∈ (0, ε), such that:
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• Pq → P0 as q → +0 (s ∈ S).
Due to Theorem 4 in [8], this is the case if det(∂ f S/∂ ZS ) = 0 and 0 < Z∗S < 1, where Z∗S is the solution of the stationary
conditions
0 = F S
(
Z∗S , BR
)− GS(Z∗S , BR)θS ,
0 = FR
(
Z∗S , BR
)− GR(Z∗S , BR)x0R . (29)
Theorem 5. Any SSP of Eq. (7) obtained by method of E. Plahte et al. [9,8] is a Filippov stationary point in the narrow sense.
Proof. Since x(t) = xq is the solution of x˙ = F (Z) − G(Z)xq = 0 with a logoid Z˜ i = Σ˜(xi, θi,q), q > 0, this solution converges
uniformly on any interval to a certain solution of the inclusion x˙ ∈ F(x). On the other hand xq → x0 as q → 0 and hence
x0 is the solution of x˙ ∈ F(x) on any interval and therefore for all x. Since x0 is a constant, 0 ∈ F(x0) and x0 is a Filippov
stationary point of Eq. (7). 
The converse in general probably doesn’t hold but still holds for black walls.
Theorem 6. Any Filippov stationary point of Eq. (7) located on a black wall is a SSP in the sense of E. Plahte et al. [8] as well.
Proof. Let x0 ∈ SD(s, BR), s ∈ S , be a Filippov stationary point. Without loss of generality we may assume that x0 ∈
SD(1, BR), and let SD(1, BR) be a black wall. As functions are aﬃne with respect to Z1 the Filippov solution is unique in
the black wall, as there exists only one Z∗1 ∈ [0,1] such that for the Filippov stationary solution x0 we have
0 = F1
(
Z∗1, BR
)− G1(Z∗1, BR)θ1,
0 = FR
(
Z∗1, BR
)− GR(Z∗1, BR)x0R . (30)
Let
∂ F1
∂ Z1
− ∂G1
∂ Z1
θ1 = 0. (31)
This equality holds for a black wall. Then, the implicit function theorem used in [8], gives xq (for suﬃciently small q) such
that
0 = F1(Z1, BR) − G1(Z1, BR)xq1,
0 = FR(Z1, BR) − GR(Z1, BR)xqR (32)
and xq → x0 as q → 0. We have obtained a stationary solution in the sense of E. Plahte et al. 
Let us now consider an example showing that not every Filippov stationary solution is a solution in the narrow sense,
i.e. that the inclusion 0 ∈ F(x) \ F1(x) may have constant solutions x = x∗ .
Example 4. Let
x˙1 = 1.65− Z1 + 2Z2 − 2Z1 Z2 − γ1x1,
x˙2 = 2.25+ Z1 − Z2 − Z1 Z2 − γ2x2. (33)
The parameter values are: γ1 = 1.5, γ2 = 2.5, θ1 = θ2 = 1.
It is straightforward to check that 0 ∈ F(1,1), where
F(x) = co{P00(x), P01(x), P10(x), P11(x)}.
Here P00(x) = ( 1.65−1.5x12.25−2.5x2
)
, P01(x) = ( 3.65−1.5x11.25−2.5x2
)
, P10(x) = ( 0.65−1.5x13.25−2.5x2
)
, P11(x) = ( 0.65−1.5x11.25−2.5x2
)
.
On the other hand, the stationary point (1,1) is not the stationary point in the narrow sense (and hence not SSP in the
sense of E. Plahte et al.), as the system
1.65− Z1 + 2Z2 − 2Z1 Z2 − 1.5 = 0,
2.25+ Z1 − Z2 − Z1 Z2 − 2.5 = 0 (34)
does not have real solutions.
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and therefore not limits of proper stationary solutions of approximating equations. Below we suggest that such solutions
may come from invariant measures of the solution ﬂows of approximating equations. If these measures shrink into the
singleton in the limit, then this limit must belong to the convex hull F of the set F1, but not necessarily to F1 itself.
Theorem 7. Let Aq, q > 0, be the sequence of compact sets that converges in the Hausdorff metric to the point x∗ as q → 0. Suppose
that the set Aq remains invariant with respect to the solution ﬂow U (t, x,q), t  0, x ∈ X, of the system
x˙i = f i(xi,q) = Fi
(
Σ˜(xi, θi,q)
)− Gi(Σ˜(xi, θi,q))xi, i = 1, . . . ,n,
with the logoid functions Σ˜ , i.e.
U (t, Aq,q) ⊂ Aq, ∀t  0, 0 < q < q0.
Then x∗ is a Filippov stationary solution to the differential inclusion (5).
Proof. By the Krylov–Bogolubov theorem (see e.g. [5]), the solution ﬂow U (t, x,q) has an invariant probability measure μq
and μq(Aq) = 1 (0 < q < q0). Due to the convergence of Aq , we can assume that Aq ⊂ A, 0 < q < q0, A is a compact set.
By the deﬁnition of a solution ﬂow, we have that
U (t, x,q) − U (0, x,q) =
t∫
0
f
(
U (s, x,q),q
)
ds.
Integrating this equality with respect to μq , yields, due to U (0, x,q) = x, the following equality:
∫
X
U (t, x,q)μq(dx) −
∫
X
xμq(dx) =
t∫
0
ds
∫
X
f
(
U (s, x,q),q
)
μq(dx). (35)
By the deﬁnition of an invariant measure we get∫
X
g(x)μq(dx) =
∫
X
g
(
U (t, x,q)
)
μq(dx)
for any continuous function g .
Hence choosing g(x) = x in the latter equality gives the left-hand side of (35) which is equal to 0. Therefore if we change,
by Fubini’s theorem, the order of the integration in (35), then we obtain, due to continuity of f (x,q) and the invariance of
the measure μq with respect to U (t, x,q), that
t
∫
X
f (x,q)μq(dx) = 0, 0 < q < q0.
Thus, ∫
X
f (x,q)μq(dx) = 0, 0 < q < q0. (36)
Since the function f (x,q) becomes discontinuous for q = 0, we cannot interchange the limit and the integration in (36).
Therefore we will act in the following way. For any ε > 0 we choose qε such that for 0 < q < qε we have f (x,q) ∈ Fε1 (x),∀x ∈ A, where Fε1 (x) is the ε-neighborhood of F1.
Hence
0 ∈
∫
X
Fε1 (x)μq(dx).
Moreover, since suppμq converges to x∗ , we may assume without loss of generality (by taking a smaller qε if required) that
suppμq ∈ B[x∗, ε] (B[x∗, ε] is the closed ε-vicinity of x∗) for 0 < q < qε . Therefore
0 ∈
∫
B[x∗,ε]
Fε1 (x)μq(dx).
Due to the mean value theorem for multivalued functions (see [2]), there exists xε ∈ B[x∗, ε] such that
0 ∈ coFε(xε).1
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0 ∈ Fε2
(
xε
)
.
Since ε > 0 is arbitrarily small and F1 is upper semicontinuous (see [2]), we conclude that 0 ∈ F2(x∗). This implies that x∗
is a Filippov stationary solution to the differential inclusion (5). The theorem is proved. Let us only remark that it is the
mean value theorem for multivalued functions that yields the convex hull of F1, i.e. F , and not F1 itself. 
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