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Abstract
In this paper, we characterize some operators and matrix transformations in the sequence spaces
sα, s
0
α, s
(c)
α , 
p
α . Moreover, using the Hausdorff measure of noncompactness necessary and sufficient condi-
tions are formulated for a linear operator between the mentioned spaces to be compact. Among other things,
some results of Cohen and Dunford are recovered.
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1. Notations and preliminaries
A Banach space E of complex sequences x = (xn)n1 with the norm ‖ · ‖E is a BK space
if each projection x → xn is continuous. A BK space E is said to have AK, if for every b =
(bn)n1 ∈ E, b =∑∞m=1 bmem (with en = (0, . . . ,1, . . .), 1 being in the nth position). We will
write s for the set of all complex sequences, ∞, c, c0 for the sets of bounded, convergent and
null sequences, respectively. Recall that p , for 1 p < ∞ is the set of sequences x = (xn)n1
such that
∑∞
n=1 |xn|p < ∞. Put now U = {x = (xn)n1 ∈ s: xn = 0 for all n} and U+ = {x =
(xn)n1 ∈ s: xn > 0 for all n}. Using Wilansky’s notations [17], for any given α = (αn)n1 ∈
U+ and p  1 real we have pα = (1/α)−1 ∗ p = {x ∈ s: ∑∞n=1(|xn|/αn)p < ∞}. Define the
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we then have Dαp = pα . In the same way we will define the sets sα = (1/α)−1 ∗ l∞ = {x ∈
s: xn/αn = O(1) (n → ∞)}, s0α = {x ∈ s: xn/αn = o(1) (n → ∞)} and s(c)α = {x ∈ s: xn/αn →
x0α (n → ∞) for some x0α}. If α = (rn)n1, sα , s0α , s(c)α and pα are defined by sr , s0r , s(c)r and pr ,
respectively. When r = 1, we obtain s1 = ∞, s01 = c0, s(c)1 = c and p1 = p . Let us remark that
the spaces sα, s0α, s
(c)
α and pα have been studied by de Malafosse [7–9] and by de Malafosse and
Malkowsky [10], and they find their applications in a number of areas.
In the next lemma we gather some results that we shall use later. We omit the standard proof.
Lemma 1.1. Let α ∈ U+.
(i) The set pα , 1 p < ∞, is a Banach space and has AK with the norm
‖x‖pα = ‖D1/αx‖p =
[ ∞∑
n=1
( |xn|
αn
)p]1/p
.
The projector Pn :pα → pα on the linear span of {e1, . . . , en} satisfies
‖I − Pn‖ = 1.
(ii) The sets sα , s0α and s(c)α are Banach spaces with the norm
‖x‖sα = sup
n1
( |xn|
αn
)
.
(iii) The set s(c)α has a Schauder basis defined by {α, e1, . . . , en, . . .} and every x ∈ s(c)α can be
written as
x = x0αα +
∞∑
m=1
(xm − x0ααm)em,
were limm xm/αm = x0α .
(iv) The projector Pn : s(c)α → s(c)α on the linear span of {α, e1, . . . , en} satisfies
‖I − Pn‖ = 2.
(v) The set s0α has AK and the projector Pn : s0α → s0α on the linear span of {e1, . . . , en} satisfies
‖I − Pn‖ = 1.
Let X and Y be infinite-dimensional complex Banach spaces and denote the set of bounded
linear operators from X into Y by B(X,Y ). Let K(X,Y ) be the set of compact operators from X
to Y . Let X∗ be the dual space of X, and A∗ ∈ B(Y ∗,X∗) the adjoint of A ∈ B(X,Y ). Recall that
if Q is a bounded subset of X, then the Hausdorff measure of noncompactness of Q is denoted
by χ(Q), and
χ(Q) = inf{ > 0: Q has a finite -net in X}.
The function χ is called the Hausdorff measure of noncompactness (ball measure of noncom-
pactness); it was introduced by Goldenstein, Gohberg and Markus [4] in 1957, later studied
by Goldenstein and Markus in 1968, Istraˇt¸esku in 1972 and others. Let us point out that the
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analysis, operator theory, fixed point theory, differential equations, etc. (see, e.g., [1,2,11,12]).
If A ∈ B(X,Y ) the Hausdorff measure of noncompactness of A, denoted by ‖A‖χ , is defined by
‖A‖χ = χ(AK), where K = {x ∈ X: ‖x‖ 1} is the unit ball in X. Thus, A is compact if and
only if ‖A‖χ = 0.
Let A = (anm)n,m1 be an infinite matrix and consider the sequence x = (xn)n1. We will
define the product Ax = (An(x))n1 with An(x) =∑∞m=1 anmxm whenever the series are con-
vergent for all n 1. For any given subsets X, Y of s, we shall say that the operator represented
by the infinite matrix A = (anm)n,m1 maps X into Y that is A ∈ (X,Y ), if: (i) the series defined
by An(x) = ∑∞m=1 anmxm are convergent for all n  1 and for all x ∈ X; (ii) Ax ∈ Y for all
x ∈ X. Let us recall that if X and Y are BK spaces then (X,Y ) ⊂ B(X,Y ).
It is easy to prove the next result.
Lemma 1.2. Let α = (αn)n1, β = (βn)n1 ∈ U+, 1  p,q < ∞, X,Y ∈ {s1, s01 , s(c)1 , p1 , q1},
Xα = DαX and Yβ = DβY . Now,
A ∈ (Xα,Yβ) ⇔ D1/βADα ∈ (X,Y ) (1.1)
and
‖A‖ = ‖D1/βADα‖. (1.2)
Theorem 1.3. Each bounded linear operator A on s(c)α into sβ , s(c)β or s0β determines and is
determined by a matrix of scalars anm,n = 1,2, . . . , m = 0,1,2, . . . , y = Ax, is defined by the
equations
yn = an0x0α +
∞∑
m=1
anmxm, n = 1,2, . . . , (1.3)
where x = (xn) in s(c)α and limn xn/αn = x0α .
The norm of A is defined by
‖A‖ = sup
n1
1
βn
(
|an0| +
∞∑
m=1
|anm|αm
)
. (1.4)
(i) For A ∈ B(s(c)α , sβ) the only condition on the matrix (anm) is that the expression in (1.4) is
finite.
(ii) For A ∈ B(s(c)α , s(c)β ) the additional condition is
lim
n→∞
1
βn
(
an0 +
∞∑
m=1
anmαm
)
= ω (1.5)
and
lim
n→∞
anm
βn
αm = ωm (1.6)
if m = 1,2, . . . .
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lim
n→∞
1
βn
(
an0 +
∞∑
m=1
anmαm
)
= 0 (1.7)
and
lim
n→∞
anm
βn
αm = 0 (1.8)
exists if m = 1,2, . . . .
Proof. By [15, Theorem 4.51-D] and Lemma 1.2. 
By Lemma 1.2 and [6] (see also [5,14,17]) we have the next results.
Theorem 1.4. Let α = (αn)n1, β = (βn)n1 ∈ U+ and let A = (anm)n,m1 be an infinite ma-
trix. Then
(i) A ∈ (1α, sβ) if and only if
‖A‖ = sup
n,m1
(
|anm|αm
βn
)
< ∞. (1.9)
(ii) A ∈ (1α, s0β) if and only if conditions (1.8) and (1.9) hold.
(iii) A ∈ (1α, s(c)β ) if and only if conditions (1.6) and (1.9) hold.
(iv) A ∈ (1α, pβ), 1 p < ∞, if and only if
‖A‖ = sup
m1
αm
( ∞∑
n=1
( |anm|
βn
)p)1/p
< ∞. (1.10)
Theorem 1.5. Let α = (αn)n1, β = (βn)n1 ∈ U+ and let A = (anm)n,m1 be an infinite ma-
trix. Then
(i) A ∈ (sα, sβ) if and only if
‖A‖ = sup
n1
(
1
βn
∞∑
m=1
|anm|αm
)
< ∞. (1.11)
Furthermore, (sα, sβ) = (s(c)α , sβ) = (s0α, sβ).
(ii) A ∈ (s0α, s0β) if and only if (1.8) and (1.11) hold.
(iii) A ∈ (s0α, s(c)β ) if and only if (1.6) and (1.11) hold.
(iv) A ∈ (s(c)α , s(c)β ) if and only if (1.6), (1.11) and (1.12) hold,
lim
n→∞
1
βn
∞∑
m=1
anmαm = ψ. (1.12)
(v) A ∈ (s(c)α , s0)β ) if and only if (1.8), (1.11) and ψ = 0 in (1.12) hold.
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Let us recall the next well-known result of Goldenstein et al. [4, Theorem 1] (see also [1,
1.8.1] or [2, Theorem 6.1.1]).
Theorem 2.1. Let X be a Banach space with a Schauder basis {e1, e2, . . .}, Q be a bounded
subset of X, and Pn :X → X the projector onto the linear span of {e1, e2, . . . , en}. Then
1
a
inf
n
sup
x∈Q
∥∥(I − Pn)x∥∥ χ(Q) inf
n
sup
x∈Q
∥∥(I − Pn)x∥∥, (2.1)
where a = lim supn→∞ ‖I − Pn‖.
Let us remark that Banás and Goebl [2, Theorem 6.1.1] proved that for the function μ(Q) =
lim sup(supx∈Q ‖(I − Pn)x‖), the following inequality holds:
1
a
μ(Q) χ(Q) inf
n
sup
x∈Q
∥∥(I − Pn)x∥∥ μ(Q). (2.2)
Now, in connection with Theorem 1.4, where ωm being defined in Theorem 1.3(ii), we can state
the following result.
Theorem 2.2. Let α = (αn)n1, β = (βn)n1 ∈ U+ and let A = (anm)n,m1 be an infinite ma-
trix.
(i) If A ∈ (1α, pβ), 1 p < ∞, then
‖A‖χ = lim
n→∞ supm1
αm
( ∞∑
k=n+1
( |akm|
βk
)p)1/p
. (2.3)
(ii) If A ∈ (1α, s0β), then
‖A‖χ = lim sup
n→∞
(
sup
m1
|anm|αm
βn
)
. (2.4)
(iii) If A ∈ (1α, s(c)β ), then
1
2
lim sup
n→∞
(
sup
m1
∣∣∣∣anmαmβn − ωm
∣∣∣∣
)
 ‖A‖χ  lim sup
n→∞
(
sup
m1
∣∣∣∣anmαmβn − ωm
∣∣∣∣
)
. (2.5)
(iv) If A ∈ (1α, sβ), then
0 ‖A‖χ  lim sup
n→∞
(
sup
m1
|anm|αm
βn
)
. (2.6)
Proof. (i) Let Pn :pβ → pβ be the projector on the linear span of {e1, . . . , en}. Set B1α = {x ∈ 1α:‖x‖  1}. Then ‖I − Pn‖ = 1, and by the corresponding formulae for χ(Q) (see Theorem 2.1
and (2.2)) and (1.10) we have
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n→∞
sup
x∈B
1α
(∥∥(I − Pn)Ax∥∥)
= lim sup
n→∞
sup
x∈B
1α
(∥∥((I − Pn)A)x∥∥)= lim sup
n→∞
∥∥(I − Pn)A∥∥
= lim sup
n→∞
sup
m1
αm
( ∞∑
k=n+1
( |akm|
βk
)p)1/p
,
and we obtain (2.3).
(ii) Let Pn : s0β → s0β be the projector on the linear span of {e1, . . . , en}. Then ‖I − Pn‖ = 1,
and by Theorem 2.1, (2.2) and (1.9) we have
‖A‖χ = χ(AB1α ) = lim sup
n→∞
sup
x∈B
1α
(∥∥(I − Pn)Ax∥∥)
= lim sup
n→∞
sup
x∈B
1α
(∥∥((I − Pn)A)x∥∥)= lim sup
n→∞
∥∥(I − Pn)A∥∥
= lim sup
n→∞
sup
kn+1,m1
(
|akm|αm
βk
)
,
and we obtain (2.4).
(iii) Suppose that x ∈ 1α . Then An(x) =
∑∞
m=1 anmxm and (An(x)/βn)n1 ∈ c. By Theo-
rem 1.4(iii) where we use (1.6), we get
lim
n→∞
An(x)
βn
= lim
n→∞
∞∑
m=1
anm
βn
xm =
∞∑
m=1
ωm
αm
xm.
Let Pn : s(c)β → s(c)β be the projector as in Lemma 1.1(iv). Then ‖I −Pn‖ = 2 and using (1.9),
sup
x∈B
1α
∥∥(I − Pn)Ax∥∥= sup
x∈B
1α
sup
kn+1
∣∣∣∣∣
∞∑
m=1
(
akm
βk
− ωm
αm
)
xm
∣∣∣∣∣= supkn+1;m1
∣∣∣∣akmαmβk − ωm
∣∣∣∣.
Now, by Theorem 2.1, we obtain (2.5).
(iv) Now define Pn : sβ → sβ by Pn(x) = (x1, x2, . . . , xn,0, . . .), x = (xi) ∈ sβ , n = 1,2, . . . .
It is clear that AB1α ⊂ Pn(AB1α ) + (I − Pn)(AB1α ). Now, by the elementary properties of the
function χ we have for any n,
χ(AB1α
) χ
(
Pn(AB1α
)
)+ χ((I − Pn)(AB1α ))= χ((I − Pn)(AB1α ))
 sup
x∈B
1α
∥∥(I − Pn)Ax∥∥= ∥∥(I − Pn)A∥∥= sup
kn+1,m1
|anm|αm
βn
.
Thus, we obtain (2.6). 
Now as a corollary of the above theorem we have
Corollary 2.3. Let α = (αn)n1, β = (βn)n1 ∈ U+ and let A = (anm)n,m1 be an infinite
matrix.
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A is compact if and only if lim
n→∞ supm1
αm
( ∞∑
k=n+1
( |akm|
βk
)p)1/p
= 0. (2.7)
(ii) If A ∈ (1α, s0β), then
A is compact if and only if lim
n→∞
(
sup
m1
|anm|αm
βn
)
= 0. (2.8)
(iii) If A ∈ (1α, s(c)β ), then
A is compact if and only if lim
n→∞
(
sup
m1
∣∣∣∣anmαmβn − ωm
∣∣∣∣
)
= 0. (2.9)
(iv) If A ∈ (1α, sβ), then
A is compact if lim
n→∞
(
sup
m1
|anm|αm
βn
)
= 0. (2.10)
The following example will show that it is possible for A in (2.10) to be compact in the case
limn→∞(supm1 |anm|αmβn ) > 0, and hence in general in (2.10) we have just “if.”
Example 2.4. Let the matrix A = (anm) be defined by anm = 1 if n = 1 and anm = 0
if n = 1. Then A ∈ (l1, s), Ax = x1e and A is compact operator. Let us remark that
limn→∞ supm1 |anm| = 1.
Concerning the compactness characterization of A ∈ (1α, sβ), we have the next result.
Proposition 2.5. Let α = (αn)n1, β = (βn)n1 ∈ U+ and let A = (anm)n,m1 be an infinite
matrix. Now, if A ∈ (1α, sβ), then
A is compact if and only if
lim
n→∞ sup1in
1
βi
|aij1αj1 − aij2αj2 | = sup
i1
1
βi
|aij1αj1 − aij2αj2 | (2.11)
uniformly in j1 and j2, 1 j1, j2 < ∞.
Proof. Suppose that A is compact. For any integer m, we have αmem ∈ B1α . Thus {A(αmem):
m = 1,2, . . .} is relatively compact subset of sβ . Since A(αmem) = (anmαm)n, we deduce the set
{(anmαm/βn)n1: m = 1,2, . . .} is relatively compact subset of ∞, and by [13, Lemma 4(a)]
we obtain (2.11).
Suppose that (2.11) is true. To prove that A is compact, we have to prove that any sequence
y(k) ∈ A(B1α ) has a convergent subsequence. Now, there exists a sequence x(k) ∈ B1α such that
y(k) = A(x(k)) for each k. By [13, Theorem 5] and (2.11) we conclude that D1/βADα ∈ (1, ∞)
is compact. Thus, y(k)n /βn ∈ ∞ has a convergent subsequence, that is y(k) has a convergent
subsequence. 
Applying Corollary 2.3, Theorem 2.2 and [16, Theorem 19], we have the next result.
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(anm)n,m1 be an infinite matrix. Then
(i) A ∈ (pα, sβ), 1 < p < ∞, if and only if
‖A‖ = sup
n1
1
βn
( ∞∑
m=1
|anmαm|q
)1/q
< ∞. (2.12)
(ii) If A ∈ (pα, sβ), 1 < p < ∞, then
1
2
· lim
m→∞ supn1
1
βn
( ∞∑
k=m
|ankαk|q
)1/q
 ‖A‖χ
 2 · lim
m→∞ supn1
1
βn
( ∞∑
k=m
|ankαk|q
)1/q
. (2.13)
(iii) If A ∈ (pα, sβ), 1 < p < ∞, then A is compact if and only if
lim
m→∞ supn1
1
βn
( ∞∑
k=m
|ankαk|q
)1/q
= 0. (2.14)
(iv) If A ∈ (sα, sβ), then A is compact if and only if
lim
k→∞ supn1
1
βn
∞∑
m=k
|anm|αm = 0. (2.15)
Proof. (i) Let us remark that (pα)∗ = q1/α and (1α)∗ = s1/α , and pα is reflexive. By [15, Ex. 6,
p. 221] the conjugate of operators in B(1β, pα) are represented by transpose matrices. Let A′ =
(amn)n,m1 be the transposed matrix of A. Thus A′ ∈ (11/β, q1/α) if and only if A ∈ (pα, sβ).
Now, by (1.9) we obtain (2.12).
(ii) By [1, Theorem 2.5.1] for any bounded linear operator T on Banach spaces we have
1/2‖T ‖χ  ‖T ∗‖χ  2‖T ‖χ . Now, by [16, Theorem 19] and the proof of the part (i) we
get (2.13).
(iii) Clearly (2.13) implies (2.14).
(iv) Let us remark that by Corollary 2.3(i), [13, Theorem 3 and Corollary on p. 82] follows
(2.15). 
Connected with Theorem 1.3 we can prove the next result.
Theorem 2.7. Let A ∈ B(s(c)α , s(c)β ), ω be as in (1.5) and ωn,n = 1,2, . . . , be as in (1.6). Then
1
2
lim sup
n→∞
(∣∣∣∣∣an0βn − ω +
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣
)
 ‖A‖χ
 lim sup
n→∞
(∣∣∣∣∣an0βn − ω +
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣
)
. (2.16)
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n = 1,2, . . . , (see (1.3)) and limn yn/βn = y0β . Now, by [15, (4.51-11), p. 219], (1.5) and (1.6)
y0β = x0αω +
∞∑
m=1
(
xm
αm
− x0α
)
ωm = x0α
(
ω −
∞∑
m=1
ωm
)
+
∞∑
m=1
xm
αm
ωm.
Let Pn : s(c)β → s(c)β be the projector as in Lemma 1.1(iv). Then ‖I −Pn‖ = 2, and by Theorem 1.3
we have
sup
‖x‖1
∥∥(I − Pn)Ax∥∥
= sup
‖x‖1
sup
kn+1
∣∣∣∣ ykβk − y0β
∣∣∣∣
= sup
‖x‖1
sup
kn+1
∣∣∣∣∣x0α
(
ak0
βk
− ω +
∞∑
m=1
ωm
)
+
∞∑
m=1
(
akm
βk
αm − ωm
)
xm
αm
∣∣∣∣∣
= sup
kn+1
(∣∣∣∣∣ak0βk − ω +
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣akmβk αm − ωm
∣∣∣∣
)
. (2.17)
Now, by Theorem 2.1 and (2.17), we obtain (2.16). 
Corollary 2.8. Let A ∈ B(s(c)α , s(c)β ). Then A is compact if and only if
lim
n→∞
(∣∣∣∣∣an0βn − ω +
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣
)
= 0. (2.18)
Remark 2.9. Let us remark that if A ∈ B(s(c)α , s(c)β ), y = Ax, then y0β = x0α for every choice
of x if and only if ω = 1 and ω1 = ω2 = · · · = 0 (see, e.g., [15]). In the classical case, when
A ∈ (c, c), y = Ax and limyn = limxn, then A is called regular.
Now, by Corollary 2.8 we have
Corollary 2.10. Let A ∈ B(s(c)α , s(c)β ), y = Ax, and y0β = x0α for every choice of x. Then A is
compact if and only if ω = 1 and ω1 = ω2 = · · · = 0 and
lim
n→∞
(∣∣∣∣an0βn − 1
∣∣∣∣+ 1βn
∞∑
m=1
|anm|αm
)
= 0. (2.19)
In the spacial case, when αn = βn = 1, n = 1,2, . . . , Corollary 3.10 implies the next well-
known result of Cohen and Dunford [3, Corollary 3].
Corollary 2.11. Let A ∈ B(c, c) be regular transformation. Then A is compact if and only if
lim
n→∞
(
|an0 − 1| +
∞∑
m=1
|anm|
)
= 0. (2.20)
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‖A‖χ = lim sup
n→∞
1
βn
(
|an0| +
∞∑
m=1
|anm|αm
)
(2.21)
and A is compact if and only if
lim
n→∞
1
βn
(
|an0| +
∞∑
m=1
|anm|αm
)
= 0. (2.22)
Proof. Applying Lemma 1.1(i), Theorems 1.3(ii), (iii), 2.1 and 2.7, we obtain (2.21). Clearly
(2.21) implies (2.22). 
Theorem 2.13. Let A ∈ B(s(c)α , sβ). Then A is compact if and only if
lim
k→∞ supn1
1
βn
∞∑
m=k
|anm|αm = 0. (2.23)
Proof. By Theorem 1.3(i), we have
Ax = x0α(a10, a20, . . .) + Aˆx, x ∈ s(c)α , (2.24)
where Aˆ ∈ (s(c)α , sβ) is defined by Aˆn(x) = ∑∞m=1 anmxm. Since (an0)n1 ∈ sβ , we deduce
Aˇ : s
(c)
α → sβ defined by Aˇx = x0α(a10, a20, . . .) is compact. Thus, A is compact if and only
Aˆ is compact. Now, by Lemma 1.2 and [13, (g), (10), p. 85] we obtain (2.23). 
Now we study compactness properties of matrix transformations connected with Theorem 1.5.
Theorem 2.14. Let α = (αn)n1, β = (βn)n1 ∈ U+ and let A = (anm)n,m1 be an infinite
matrix.
(i) If A ∈ (sα, sβ) = (s(c)α , sβ) = (s0α, sβ), then A is compact if and only if (2.15) is satisfied.
(ii) Let A ∈ (s(c)α , s(c)β ), ψ be as in (1.12) and ωn,n = 1,2, . . . , be as in (1.6). Then
1
2
lim sup
n→∞
(∣∣∣∣∣ψ −
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣
)
 ‖A‖χ  lim sup
n→∞
(∣∣∣∣∣ψ −
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣
)
, (2.25)
and A is compact if and only if
lim
n→∞
(∣∣∣∣∣ψ −
∞∑
m=1
ωm
∣∣∣∣∣+
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣
)
= 0. (2.26)
(iii) If A ∈ (s(c)α , s0β) or A ∈ (s0α, s0β), then
‖A‖χ = lim sup
n→∞
1
βn
∞∑
|anm|αm, (2.27)m=1
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lim
n→∞
1
βn
∞∑
m=1
|anm|αm = 0. (2.28)
(iv) If A ∈ (s0α, s(c)β ), then
1
2
lim sup
n→∞
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣ ‖A‖χ  lim sup
n→∞
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣, (2.29)
and A is compact if and only if
lim
n→∞
∞∑
m=1
∣∣∣∣anmβn αm − ωm
∣∣∣∣= 0. (2.30)
Proof. (i) follows from Theorem 2.6(iv) and the proof of Theorem 2.13 (operator Aˆ) (see also
[13, (b), (f), (g), p. 85]).
(ii) Suppose that x ∈ s(c)α , limm xm/αm = x0α and limn yn/βn = y0β . Now, by [15, (4.51-6),
p. 218] (see also [5, (6), p. 167])
y0β = x0αψ +
∞∑
m=1
(
xm
αm
− x0α
)
ωm = x0α
(
ψ −
∞∑
m=1
ωm
)
+
∞∑
m=1
xm
αm
ωm.
Thus, as in the proof of Theorem 2.7 we obtain (ii).
Let us remark that by Theorem 2.12 we obtain (iii). (iv) follows from (ii). 
3. Examples and applications
In this section we give some examples to illustrate some of the applications of the results given
in the preceding sections. We shall consider the well-known operators C(λ), M(, ξ) and Σ and
estimate the Hausdorff measure of noncompactness of these operators. We find some conditions
when these operators are Fredholm.
Suppose that X,Y are Banach spaces and T ∈ B(X,Y ). Throughout this section N(T ) and
R(T ) will denote respectively the null space and the range space of T . An operator T is Fredholm
if R(T ) is closed, and both dimN(T ) and dimX/R(T ) are finite. The index of Fredholm operator
T is defined by i(T ) = dimN(T ) − dimX/R(T ).
Let us recall that if T ∈ B(X) and ‖T ‖χ < 1, then I − T is Fredholm operator and
i(I − T ) = 0 [4,12].
Let ρ = (ρn)n1, ξ = (ξn)n1 ∈ U and consider the infinite matrix
M(ρ, ξ) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 −ξ1 0 . . . 0
−ρ1 1 −ξ2 0 . . . 0
0 −ρ2 1 −ξ3 0 . . . 0
...
. . .
. . .
0 . . . −ρn 1 −ξn−1 . . . 0
...
. . .
. . .
...
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
We will consider M(ρ, ξ) as operator from s0τ into itself. Then we have the following result.
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sup
n
(
|ρn−1|τn−1
τn
+ |ξn|τn+1
τn
)
< ∞, (3.1)
then M(ρ, ξ) ∈ (s0τ , s0τ ),
∥∥M(ρ, ξ)∥∥= sup
n
(
|ρn−1|τn−1
τn
+ 1 + |ξn|τn+1
τn
)
, (3.2)
∥∥M(ρ, ξ)∥∥
χ
= lim sup
n→∞
(
|ρn−1|τn−1
τn
+ 1 + |ξn|τn+1
τn
)
, (3.3)
∥∥I − M(ρ, ξ)∥∥= sup
n
(
|ρn−1|τn−1
τn
+ |ξn|τn+1
τn
)
, (3.4)
∥∥I − M(ρ, ξ)∥∥
χ
= lim sup
n→∞
(
|ρn−1|τn−1
τn
+ |ξn|τn+1
τn
)
. (3.5)
Proof. (3.2) and (3.4) follow by (3.1) and Theorem 1.5(ii). (3.3) and (3.5) follow by Theo-
rem 2.14(iii). 
Corollary 3.2. Let τ ∈ U+. If
lim sup
n→∞
(
|ρn−1|τn−1
τn
+ |ξn|τn+1
τn
)
< 1, (3.6)
then M(ρ, ξ) ∈ (s0τ , s0τ ), ‖I − M(ρ, ξ)‖χ < 1, M(ρ, ξ) is a Fredholm operator and
i(M(ρ, ξ)) = 0.
Proof. (3.6) implies (3.1). The rest follows by (3.5) and (3.6). 
Theorem 3.3. Let τ ∈ U+. If limn→∞ ρn−1 τn−1τn exists, then Δρ = M(ρ,0) ∈ (s
(c)
τ , s
(c)
τ ),
‖Δρ‖ = sup
n
(
|ρn−1|τn−1
τn
+ 1
)
, (3.7)
1
2
·
(∣∣∣∣ limn→∞ρn−1 τn−1τn + 1
∣∣∣∣+ limn→∞|ρn−1|τn−1τn + 1
)
 ‖Δρ‖χ 
∣∣∣∣ limn→∞ρn−1 τn−1τn + 1
∣∣∣∣+ limn→∞|ρn−1|τn−1τn + 1, (3.8)
‖I − Δρ‖ = sup
n
(
|ρn−1|τn−1
τn
)
, (3.9)
lim
n→∞|ρn−1|
τn−1
τn
 ‖I − Δρ‖χ  2 · lim
n→∞|ρn−1|
τn−1
τn
. (3.10)
Proof. By Theorem 1.5(iv), we obtain (3.7) and (3.9). (3.8) and (3.10) follow by Theo-
rem 2.14(ii). 
Now as a corollary we have the next result.
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(c)
τ , s
(c)
τ ); if in addition
limn |ρn−1| τn−1τn < 1/2, then ‖I − Δρ‖χ < 1, Δρ is a Fredholm operator and i(Δρ) = 0.
Now we will consider the operator Σ = (σnm)n,m1 defined by σnm = 1 for m  n and
σnm = 0 otherwise, and put C(τ) = D1/τΣ . Let us remark that the operator C(τ) is a gener-
alization of the Cesàro operator.
Theorem 3.5. Let τ ∈ U+. If
sup
n1
1
τn
n∑
k=1
τk < ∞, (3.11)
then Σ ∈ (s0τ , s0τ ),
‖Σ‖ = sup
n1
1
τn
n∑
k=1
τk, (3.12)
‖Σ‖χ = lim sup
n→∞
1
τn
n∑
k=1
τk, (3.13)
‖I − Σ‖ = sup
n1
1
τn
n−1∑
k=1
τk, (3.14)
‖I − Σ‖χ = lim sup
n→∞
1
τn
n−1∑
k=1
τk. (3.15)
Proof. Let us remark that (3.11) implies that limn τn = ∞ [8, Proposition 1(iii)]. Now, (3.12) and
(3.14) follow by (3.11) and Theorem 1.5(ii). (3.13) and (3.15) follow by Theorem 2.14(iii). 
Corollary 3.6. Let τ ∈ U+. If
lim sup
n→∞
1
τn
n−1∑
k=1
τk < 1, (3.16)
then Σ ∈ (s0τ , s0τ ), ‖I − Σ‖χ < 1, Σ is a Fredholm operator and i(Σ) = 0.
Proof. (3.16) implies (3.11). The rest follows by (3.15) and (3.16). 
Remark 3.7. Let τ ∈ U+. It can easily be seen that if
sup
n
([
C(τ)τ
]
n
)
< 2, (3.17)
then the inequality (3.16) is satisfied. Furthermore, if τk = rk , r > 0, the inequality (3.17) is
satisfied if and only if r > 2. Indeed we have
∑n−1
k=1 τk/τn = (1 − r1−n)/(r − 1) < 1 if and only
if r1−n = O(1) (n → ∞) and 1/(r − 1) < 1, that is r > 2.
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1
τn
n∑
k=1
τk
)
n
∈ c, (3.18)
then Σ ∈ (s(c)τ , s(c)τ ),
‖Σ‖ = sup
n1
1
τn
n∑
k=1
τk, (3.19)
lim
n→∞
1
τn
n∑
k=1
τk  ‖Σ‖χ  2 · lim
n→∞
1
τn
n∑
k=1
τk, (3.20)
‖I − Σ‖ = sup
n1
1
τn
n−1∑
k=1
τk, (3.21)
lim
n→∞
1
τn
n−1∑
k=1
τk  ‖I − Σ‖χ  2 · lim
n→∞
1
τn
n−1∑
k=1
τk. (3.22)
Proof. Let us remark that (3.18) implies (3.11), and so limn τn = ∞ [8, Proposition 1(iii)]. Thus,
by Theorem 1.5(ii) we obtain Σ ∈ (s(c)τ , s(c)τ ), and the equalities (3.19) and (3.21). Now, (3.20)
and (3.22) follow by Theorem 2.14(ii). 
Corollary 3.9. Let τ ∈ U+. If
lim
n→∞
1
τn
n−1∑
k=1
τk <
1
2
, (3.23)
then Σ ∈ (s(c)τ , s(c)τ ), ‖I − Σ‖χ < 1, Σ is a Fredholm operator and i(Σ) = 0.
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