In many scenarios, a state-space model depends on a parameter which needs to be inferred from data. Using stochastic gradient search and the optimal filter (first-order) derivative, the parameter can be estimated online. To analyze the asymptotic behavior of online methods for parameter estimation in non-linear state-space models, it is necessary to establish results on the existence and stability of the optimal filter higher-order derivatives. The existence and stability properties of these derivatives are studied here. We show that the optimal filter higher-order derivatives exist and forget initial conditions exponentially fast. We also show that the optimal filter higher-order derivatives are geometrically ergodic. The obtained results hold under (relatively) mild conditions and apply to state-space models met in practice.
Introduction
State-space models (also known as continuous-state hidden Markov models) are a powerful and versatile tool for statistical modeling of complex time-series data and stochastic dynamic systems. These models can be viewed as a discrete-time Markov process which can be observed only through noisy measurements of its states. In this context, one of the most important problems is the optimal estimation of the current state given the noisy measurements of the current and previous states. In the statistics and engineering literature, this problem is known as optimal filtering, while the corresponding estimator is called the optimal filter. Due to its (practical and theoretical) importance, optimal filtering has been studied in a number of papers and books (see e.g. [3] , [4] , [9] and references cited therein). However, to the best of our knowledge, the existing results do not address at all the optimal filter higher-order derivatives and their stability properties. The purpose of our results presented here is to fill this gap in the literature on optimal filtering. In many applications, a state-space model depends on a parameter whose value needs to be inferred from data. When the number of data points is large, it is desirable, for the sake of computational efficiency, to infer the parameter recursively (i.e., online). In the maximum likelihood approach, recursive parameter estimation can be performed using stochastic gradient search and the optimal filter (first-order) derivative (see [10] , [15] , [17] ; see also [3] , [9] and references cited therein). In [17] , a link between the asymptotic properties of recursive maximum likelihood estimation (convergence and convergence rate) and the analytical properties of the underlying log-likelihood (higher-order differentiability and analyticity) has been established in the context of finite-state hidden Markov models. In view of the recent results on stochastic gradient search [19] , a similar link is likely to hold for state-space models. However, to apply the results of [19] to recursive maximum likelihood estimation in state-space models, it is necessary to establish results on the higher-order differentiability of the log-likelihood for such models. Since the log-likelihood for any state-space model is a functional of the optimal filter, the analytical properties of such log-likelihood (including the higher order differentiability) are tightly connected to the existence and stability of the optimal filter higher-order derivatives. Hence, one of the first steps in the asymptotic analysis of recursive maximum likelihood estimation in state-space models would be establishing results on the existence and stability properties of these derivatives. Our results presented here are meant to provide a basis for this step.
In order to get a faster convergence rate of recursive maximum likelihood estimation in state-space models, it is desirable to maximize the underlying log-likelihood using the (stochastic) Newton method (instead of stochastic gradient search). As the Newton method relies on the information matrix (i.e., on the Hessian of the log-likelihood), the second-order derivative of the optimal filter is needed to estimate this matrix (for details see [10] , [15] ). Hence, to gain any theoretical insight into the asymptotic behavior of the approach based on the Newton method, it is necessary to establish results on the existence and stability of the optimal filter second-order derivative. These results are meant to be included as a particular case in the analysis carried out here.
In this paper, the optimal filter higher-order derivatives and their existence and stability properties are studied. Under (relatively) mild stability and regularity conditions, we show that these derivatives exist and forget initial conditions exponentially fast. We also show that the optimal filter higher-order derivatives are geometrically ergodic. The obtained results cover (relatively) large class of state-space models met in practice. They are also relevant for several (theoretically and practically) important problems arising in statistical inference, system identification and information theory. E.g., the results presented here are one of the first stepping stones to analyze the asymptotic behavior of recursive maximum likelihood estimation in non-linear state-space modes (see [20] ).
The paper is organized as follows. In Section 2, the existence and stability of the optimal filter higherorder derivatives are studied and the main results are presented. In Section 3, the main results are used to study the analytical properties of log-likelihood for state-space models. An example illustrating the main results is provided in Section 4. In Sections 5 -8, the main results and their corollaries are proved.
Main Results

State-Space Models and Optimal Filter
To specify state-space models and to formulate the problem of optimal filtering, we use the following notation. d x ≥ 1 and d y ≥ 1 are integers. X ⊆ R dx and Y ⊆ R dy are Borel sets. P (x, dx ′ ) is a transition kernel on X . Q(x, dy) is a conditional probability measure on Y given x ∈ X . (Ω, F , P ) is a probability space. {(X n , Y n )} n≥0 is an X × Y-valued stochastic process which is defined on (Ω, F , P ) and satisfies P ((X n+1 , Y n+1 ) ∈ B|X 0:n , Y 0:n ) = I B (x, y)Q(x, dy)P (X n , dx) almost surely for each n ≥ 0 and any Borel set B ⊆ X × Y. In the statistics and engineering literature, stochastic process {(X n , Y n )} n≥0 is called a state-space model. {X n } n≥0 are the (unobservable) model states, while {Y n } n≥0 are the state-observations. Y n can be viewed as a noisy measurement of state X n . States {X n } n≥0 form a Markov chain, while P (x, dx ′ ) is their transition kernel. Conditionally on {X n } n≥0 , state-observations {Y n } n≥0 are mutually independent, while Q(X n , dy) is the conditional distribution of Y n given X 0:n .
In the context of state-space models, one of the most important problems is the estimation of the current state X n given the state-observations Y 1:n . This problem is known as filtering. In the Bayesian approach, the optimal estimation of X n given Y 1:n is based on the (optimal) filtering distribution P (X n ∈ dx n |Y 1:n ). In practice, P (x, dx ′ ) and Q(x, dy) are rarely available, and therefore, the filtering distribution is computed using some approximate (i.e., misspecified) models.
In this paper, we assume that the model {(X n , Y n )} n≥0 can accurately be approximated by a parametric family of state-space models. To define such a family, we rely on the following notation. d ≥ 1 is an integer. Θ ⊂ R d is an open set. P(X ) is the set of probability measures on X . µ(dx) and ν(dy) are measures on X and Y (respectively). p θ (x ′ |x) and q θ (y|x) are functions which map θ ∈ Θ, x, x ′ ∈ X , y ∈ Y to [0, ∞) and satisfy p θ (x ′ |x)µ(dx ′ ) = q θ (y|x)ν(dy) = 1 for all θ ∈ Θ, x ∈ X . With this notation, approximate hidden Markov models can be specified as a family of X × Y-valued stochastic process (X θ,λ n , Y θ,λ n ) n≥0 which are defined on (Ω, F , P ), parameterized by θ ∈ Θ, λ ∈ P(X ) and satisfy
almost surely for each n ≥ 0 and any Borel set B ⊆ X × Y. 1 To explain how the filtering distribution is computed using approximate model (X θ,λ n , Y θ,λ n ) n≥0 , we need the following notation. B(X ) is the collection of Borel-sets in X . r θ (y, x ′ |x) is the function defined by
for θ ∈ Θ, x, x ′ ∈ X , y ∈ Y. r m:n θ,y (x ′ |x) n>m≥0 are the functions recursively defined by
for n > m ≥ 0 and a sequence y = {y n } n≥1 in Y (θ, x, x ′ have the same meaning as in (1)). p m:n θ,y (x|λ) and P m:n θ,y (dx|λ) are the function and the probability measure (respectively) defined by
for B ∈ B(X ), λ ∈ P(X ), n > m ≥ 0 (θ, x, y have the same meaning as in (1), (2)), while P m:n θ,y (λ) is a 'short-hand' notation for P m:n θ,y (dx|λ). Then, it can easily be shown that P m:n θ,y (λ) is the filtering distribution (based on approximate model (X θ,λ n , Y θ,λ n ) n≥0 ), i.e., P 0:n θ,y (B|λ) = P X θ,λ n ∈ B Y θ,λ 1:n = y 1:n for each θ ∈ Θ, B ∈ B(X ), λ ∈ P(X ), n ≥ 1 and any sequence y = {y n } n≥1 in Y. In this context, λ can be interpreted as the initial condition of the filtering distribution P m:n θ,y (λ).
Optimal Filter Higher-Order Derivatives
Let p ≥ 1. Throughout the paper, we assume that p θ (x ′ |x) and q θ (y|x) are p-times differentiable in θ for each θ ∈ Θ, x, x ′ ∈ X , y ∈ Y.
To define the higher-order derivatives of the optimal filter, we use the following notation. N 0 is the set of non-negative integers. For α = (α 1 , . . . , α d ) ∈ N d 0 , θ = (θ 1 , . . . , θ d ) ∈ Θ, notation |α| and ∂ α θ stand for
denotes the multinomial coefficient
1 To evaluate the values of θ for which (X θ,λ n , Y θ,λ n ) n≥0 provides the best approximation to {(Xn, Yn)} n≥0 , we usually rely on the maximum likelihood principle. For further details on maximum likelihood estimation in state-space and hidden Markov models, see [3] , [9] and references cited therein. 0 is the element of N d 0 whose all components are zero. d(p) is the integer defined by
is the number of partial derivatives ∂ α θ of order up to p). M s (X ) is the set of finite signed measures on X (i.e., |λ(B)| < ∞ for each B ∈ B(X ), λ ∈ M s (X )). L(X ) is the set of d(p)-dimensional finite vector measures on X . The components of an element of L(X ) are indexed by multi-indices in N d 0 and ordered lexicographically. More specifically, an element Λ of L(X ) is denoted by
where λ α ∈ M s (X ). 2 λ α is referred to as the component α of Λ. The components of Λ are lexicographically ordered. 3 L 0 (X ) is the set of d(p)-dimensional finite vector measures whose component 0 is a probability measure. 4 For λ ∈ M s (X ), notation λ stands for the total variation norm of λ. For Λ ∈ L(X ), notation Λ stands for the total variation norm of Λ induced by the l ∞ vector norm, i.e.,
for Λ specified in (4) . Besides the previously introduced notation, we rely here on the following notation, too. r α θ,y (x|λ) and s α θ,y (x|Λ) are the functions defined by
(θ, x, y, Λ, α have the same meaning as in (5)). 5 R α θ,y (dx|λ), S α θ,y (dx|Λ) and F α θ,y (dx|Λ) are the elements of M s (X ) defined by
for B ∈ B(X ) (θ, y, λ, Λ, α have the same meaning as in (5)), while R α θ,y (λ), S α θ,y (Λ), F α θ,y (Λ) are a 'shorthand' notation for R α θ,y (dx|λ), S α θ,y (dx|Λ), F α θ,y (dx|Λ) (respectively). R α θ,y (λ) , S α θ,y (Λ) and F α θ,y (Λ) are the functions defined by
(θ, y, λ, Λ, α have the same meaning as in (5)). F θ,y (Λ) is the element of L 0 (X ) defined by
2 Λ can also be defined as a σ-additive function mapping B(X ) to R d(p) . Thus, for each B ∈ B(X ), Λ(B) is a d(p)-dimensional vector and λα(B) is its component.
3 In (4), the component λα precedes the component λ β if and only if α i < β i , α j = β j for some i and each j satisfying 1 ≤ i ≤ d, 1 ≤ j < i, where α = (α 1 , . . . , α d ), β = (β 1 , . . . , β d ). 4 Λ specified in (4) belongs to L 0 (X ) if and only if λ 0 ∈ P(X ), λα ∈ Ms(X ) for α ∈ N d 0 , 1 ≤ |α| ≤ p. 5 Equation (6) is a recursion in |α|. In this recursion, f 0 θ,y (x|Λ) is the initial condition. At iteration k of (6) (1 ≤ k ≤ p), function f α θ,y (x|Λ) is computed for multi-indices α ∈ N d 0 , |α| = k using the results obtained at the previous iterations.
(θ, y, Λ have the same meaning as in (5)). 6 F m:n θ,y (Λ) n≥m≥0 are the elements of L 0 (X ) recursively defined by
for n ≥ m ≥ 0 and a sequence y = {y n } n≥1 in Y (θ, Λ have the same meaning as in (5) 
to be well-defined and uniformly bounded in θ, x, x ′ . Together with Assumption 2.2, Assumption 2.3 ensures the higher-order differentiability of the filtering distribution P m:n θ,y (λ) (see Theorem 2.1, Proposition 7.1 and their proofs). In this or similar form, Assumptions 2.1 -2.3 have been a standard ingredient of many results on the asymptotic properties of the optimal filter and its particle approximations (see e.g., [1] , [5] , [6] [11], [12] ; see also [3] , [4] , [9] and references cited therein). These assumptions have also routinely been used in a number of results on the asymptotic properties of maximum likelihood estimation in state-space and hidden Markov models (see [2] , [8] , [10] , [16] , [17] ; see also [3] , [4] , [9] and references cited therein). Assumptions 2.1 -2.3 hold if X is a compact set and q θ (y|x) is a mixture (in y) of Gaussian, Gamma, logistic, Pareto and/or Wiebull densities. 7 From the theoretical point of view, Assumption 2.1 is restrictive as it (implicitly) requires X to be bounded. However, as shown in Section 4, this assumption covers a (relatively) broad class of state-space models met in practice.
Our results on the existence and stability of the optimal filter higher-order derivatives are presented in the next two theorems. 
for all θ ∈ Θ, x ∈ X , B ∈ B(X ), λ ∈ P(X ), n > m ≥ 1, any multi-index α ∈ N d 0 , |α| ≤ p and any sequence y = {y n } n≥1 in Y. 8 Theorem 2.2 (Forgetting). Let Assumptions 2.1 and 2.2 hold. Then, there exist real numbers τ ∈ (0, 1),
for all θ ∈ Θ, Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y.
Theorems 2.1 and 2.2 are proved in Sections 7 and 5 (respectively). Theorem 2.1 claims that the filtering density p m:n θ,y (x|λ) and the filtering distribution P m:n θ,y (dx|λ) are p times differentiable in θ. It also shows how the filtering density and distribution can be computed recursively using mappings f α θ,y (x|Λ), F θ,y (Λ). On the other side, according to Theorem 2.2, the filtering distribution and its higher-order derivatives forget their initial conditions exponentially fast.
In the rest of the section, we study the ergodicity properties of the optimal filter higher-order derivatives. To do so, we use the following notation. Z is the set defined by
Theorem 2.3 is proved in Section 6. According to this theorem, Markov processes Z θ,Λ n n≥0 and Z θ,Λ n n≥0 are geometrically ergodic. As F 0:n θ,Y (Λ) is a component of Z θ,Λ n n≥0 and Z θ,Λ n n≥0 , the optimal filter and its higher-order derivatives can be considered geometrically ergodic, too.
The optimal filter and its various properties have extensively been studied in the statistics and engineering literature. However, to the best of our knowledge, the existing results do not provide any information about the existence and stability of the optimal filter higher-order derivatives. Theorems 2.1 -2.3 fill this gap in the literature on optimal filtering. More specifically, Theorems 2.1 -2.3 extend the existing results on the optimal filter first-order derivative (in particular those of [7] , [11] and [18] ) to the higher-order derivatives. Further to this, Theorems 2.1 -2.3 are relevant for several (theoretically and practically) important problems arising in statistical inference, system identification and information theory. E.g., in Section 3, we use Theorems 2.1 -2.3 to study the analytical properties of the (average) log-likelihood for state-space models. In [19] , we rely on the same theorems to study the analytical properties of the entropy rate of state-space models. In [20] , we use Theorems 2.1 -2.3 to analyze the asymptotic behavior of recursive maximum likelihood estimation in non-linear state-space models. 10 
Analytical Properties of Log-Likelihood
In this section, the results presented in Section 2 are used to study the higher-order differentiability of the average log-likelihood for state-space models.
In addition to the notation specified in Section 2, the following notation is used here, too. q n θ (y 1:n |λ) is the function defined by
for θ ∈ Θ, y 1 , . . . , y n ∈ Y, λ ∈ P(X ), n ≥ 1. Then, the log-likelihood for state-space model {(X n , Y n )} n≥0 is defined as
for θ ∈ Θ, λ ∈ P(X ), n ≥ 1. To analyze the analytical and asymptotic properties of l n (θ, λ), we use the following assumption (together with the assumptions introduced in Section 2).
2). 10 The recursive maximum likelihood algorithm studied in [20] is based on stochastic gradient search and particle approximations to the optimal filter and its (first-order) derivative. Using Theorems 2.1 -2.3 (together with the results of Section 3 and [19] ), an explicit link between the limit points of this algorithm, the stationary points of the underlying log-likelihood and the number of particles (in the particle approximations to the optimal filter and its derivative) is established in [20] . The link holds under (relatively) mild conditions which do not require the underlying log-likelihood to have any locally strong maximum (which often happens in practice, particularly in the presence of over-parameterization). Without Theorems 2.1 -2.3, such a link would be very difficult (if possible at all) to derive. Assumption 3.1 is related to the conditional measure µ θ (dx|y) and the conditional means of φ(Y n )ψ u (Y n ), ψ v (Y n ) given X n = x. Conditions identical of very similar to Assumption 3.1 are involved in a number of result on the asymptotic properties of maximum likelihood estimation in state-space and hidden Markov models (see [2] , [7] , [8] , [16] , [17] ; see also [3] and references cited therein).
Our results on the higher-order differentiability of (average) log-likelihood for state-space models are provided in the next theorem.
Theorem 3.1. Let Assumptions 2.1 -2.4 and 3.1 hold. Then, there exists a function l : Θ → R which is p times differentiable on Θ and satisfies l(θ) = lim n→∞ l n (θ, λ) for all θ ∈ Θ, λ ∈ P(X ). Theorem 3.1 is proved in Section 7. The theorem claims that the average log-likelihood lim n→∞ l n (θ, λ) is well-defined for each θ ∈ Θ, λ ∈ P(X ). It also claims that the average log-likelihood is independent of λ and p times differentiable in θ.
In the context of statistical inference, various properties of average log-likelihood for state-space and hidden Markov models have been studied in a number of papers (see [2] , [7] , [8] , [16] , [17] ; see also [3] and references cited therein). However, the existing results do not address at all the higher-order differentiability of the average log-likelihood. Theorem 3.1 fills this gap in the literature on statistical inference in statespace and hidden Markov models. Theorem 3.1 is also relevant for asymptotic properties of maximum likelihood estimation in state-space models. E.g., Theorem 3.1 is used in [20] to analyze the recursive maximum likelihood estimation in non-linear state-space models (see the comments at the end of the previous section). The same theorem can also be used to study the higher-order statistical asymptotics for the maximum likelihood estimation in time-series models (for further details on such asympototics, see e.g. [13] , [22] ).
Example
To illustrate the main results and their applicability, we use them to study optimal filtering in the following state-space model:
Here, θ ∈ Θ, λ ∈ P(X ) are the parameters indexing the state-space model (19) (Θ, P(X ) have the same meaning in as in Section 2). A θ (x) and B θ (x) are functions mapping θ ∈ Θ, x ∈ R dx (respectively) to R dx and R dx×dx (d x has the same meaning as in Section 2). C θ (x) and D θ (x) are functions mapping θ ∈ Θ, x ∈ R dx (respectively) to R dy and R dy×dy (d y has the same meaning as in Section 2). X θ,λ 0 is an R dx -valued random variable defined on a probability space (Ω, F , P ) and distributed according to λ. {U n } n≥0 are R dxvalued i.i.d. random variables which are defined on (Ω, F , P ) and have marginal density r(u) with respect to Lebesgue measure. {V n } n≥0 are R dy -valued i.i.d. random variables which are defined on (Ω, F , P ) and have marginal density s(v) with respect to Lebesgue measure. We also assume that X θ,λ 0 , {U n } n≥0 and {V n } n≥0 are (jointly) independent.
Besides the previously introduced notation, the following notation is used here, too.p θ (x ′ |x) andq θ (y|x) are the functions defined bỹ also easy to deduce that p θ (x ′ |x) and q θ (y|x) accurately approximatep θ (x ′ |x) andq θ (y|x) (respectively) when X and Y are sufficiently large (i.e., when balls of a sufficiently large radius can be inscribed in X , Y). p θ (x ′ |x) and q θ (y|x) can be interpreted as truncations ofp θ (x ′ |x) andq θ (y|x) to sets X and Y (i.e., model specified in (20) can be considered as a truncation of model (19) to X , Y). This or similar truncation is involved (implicitly or explicitly) in the implementation of any numerical approximation to the optimal filter for model (19) (including the implementation of particle, unscented or ensemble Kalman filter).
The optimal filter based on the truncated model (20) is studied under the following assumptions.
Assumption 4.1. X and Y are compact sets with a non-empty interior.
Assumptions 4.2 -4.4 cover several classes non-linear state-space models met in practice. E.g., they hold for the stochastic volatility and dynamic probit models. Other models satisfying assumptions 4.2 -4.4 can be found in [3] , [9] (see also references cited therein).
Our results on the optimal filter for model (20) and its higher-order derivatives read as follows. 
Proof of Theorem 2.2
In this section, we use the following notation. τ is the real number defined as
y have the same meaning as in (21)). G α θ,y (Λ) and H α θ,y (Λ) are the elements of M s (X ) defined by
(θ,y,Λ,α have the same meaning as in (21), (22) , while λ 0 ,λ α are the components 0, α of Λ, respectively). (λ,λ) (24) 11 Here and throughout the paper, we rely on the convention that β∈B is zero whenever B = ∅.
for n > m ≥ 0 and a sequence y = {y n } n≥1 in Y (θ, λ,λ have the same meaning as in (21) for n > m ≥ 0 (θ, Λ, α, y have the same meaning as in (21), (22) , (24), while λ 0 , λ α are the components 0, α of Λ, respectively). M α (Λ) is the function defined by
has the same meaning as in (22)). K α (Λ ′ , Λ ′′ ) and L α (Λ ′ , Λ ′′ ) are the functions defined by
for Λ ′ , Λ ′′ ∈ L(X ) (α has the same meaning as in (22)). for n > m ≥ 0 (y has the same meaning as in (24)). L m:n α,y (Λ ′ , Λ ′′ ) and M m:n α,y (Λ) are the functions defined by
for n ≥ m ≥ 0 (Λ, Λ ′ , Λ ′′ , α, y have the same meaning as in (21), (22), (24), (26)).
Using (5) - (8), it is straightforward to verify 12 Combining this with (22), we get
(θ, y, Λ, α have the same meaning as in (28)). 13 Relying on (23), (28), (29), we deduce
for θ ∈ Θ, y ∈ Y, Λ ∈ L 0 (X ), α ∈ N d 0 , |α| ≤ p. 12 Notice that the sum in the second part of (28) is zero when α = 0. Hence, F 0 θ,y (Λ) = S 0 θ,y (Λ). 13 Notice that (5) - (8) 
Proof. Throughout the proof, we rely on the following notation. θ, y are any elements in Θ, Y (respectively). λ, λ ′ , λ ′′ are any elements of P(X ), whileλ,λ ′ ,λ ′′ are any elements in M s (X ). α is any element of N d 0 satisfying |α| ≤ p. C 1 is the real number defined by C 1 = ε −4 (ε is specified in Assumption 2.1).
Owing to Assumption 2.1, we have
On the other side, due to Assumptions 2.1, 2.2, we have
Combining (33), (34), we get
Consequently, we have 
Proof. Throughout the proof, we rely on the following notation. θ, y are any elements in Θ, Y (respectively), while Λ = λ γ :
, |γ| ≤ p are any elements of L 0 (X ). α, β are any elements of N d 0 satisfying β ≤ α, |α| ≤ p. C 2 is the real number defined by C 2 = 2 p C 1 (C 2 is specified in Lemma 5.1).
Owing to Lemma 5.1 and (28), we have
(notice that the binomial coefficients in the above inequality are bounded by 2 |α| ). Due to the same arguments, we have
). Then, (37), (38) directly follow from (41), (42).
Using Lemma 5.1 and (28), we conclude
Relying on the same arguments, we deduce 
for all θ ∈ Θ, Λ ′ , Λ ′′ ∈ L 0 (X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y (τ is defined at the beginning of Section 5).
Proof. Let θ be any element of Θ, while y = {y n } n≥1 is any sequence in Y. Moreover, let
, |β| ≤ p be any elements of L 0 (X ). Using (3), (10), it is straightforward to verify 
for n ≥ m ≥ 0 (notice that (46) is trivially satisfied for m = n). for all θ ∈ Θ, Λ ∈ L 0 (X ), n ≥ m ≥ 0, any multi-index α ∈ N d 0 , |α| ≤ p and any sequence y = {y n } n≥1 in Y (τ is defined at the beginning of Section 5). 15 Proof. Throughout the proof, the following notation is used. θ is any element of Θ, while Λ = λ β : β ∈ N d 0 , |β| ≤ p is any element of L 0 (X ). m is any non-negative integer, while α is any element of N d 0 satisfying |α| ≤ p. y = {y n } n≥1 is any sequence in Y.
We prove (47) by induction in n. Owing to (10), (24), (25), we have Hence, (47) is true when n = m. Now, suppose that (47) holds for some integer n satisfying n ≥ m. As G θ,y (λ,λ) is linear inλ, we then get Comparing this with (10), we get (45). 15 Here and throughout the paper, we rely on the convention that j k=i is zero whenever j < i. 
for n ≥ k > m. 16 Thus, we have Hence, (47) is true for n+1. Then, the lemma directly follows by the principle of mathematical induction. 
for all θ ∈ Θ, Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y (τ is defined at the beginning of Section 5).
Proof. Throughout the proof, the following notation is used. θ is any element of Θ, while y = {y n } n≥1 is any sequence in Y.C 1 ,C 2 ,C 3 are the real numbers defined bỹ 
We prove (48), (49) by the mathematical induction in |α|. When |α| = 0 (i.e., α = 0), Proposition 5.2 implies that (48), (49) are true for all Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n, m ∈ N 0 fulfilling n ≥ m ≥ 0 (notice that F 0,m:n θ,y (Λ) ∈ P(X )). Now, the induction hypothesis is formulated: Suppose that (48), (49) hold for some l ∈ N 0 and all Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n, m ∈ N 0 , α ∈ N d 0 satisfying 0 ≤ l < p, n ≥ m ≥ 0, |α| ≤ l. Then, to show (48), (49) for each Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n, m ∈ N 0 , α ∈ N d 0 satisfying n ≥ m ≥ 0, |α| ≤ p, it is sufficient to demonstrate (48), (49) for any Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n, m ∈ N 0 , α ∈ N d 0 fulfilling n ≥ m ≥ 0, 16 Notice that (10) for n > m ≥ 0, β, γ ∈ N d 0 , γ ≤ β. 17 Similarly, (27) yields
The same arguments also lead to 19 Combining this with (50), (51), (53), we get 
. Notice also |β − γ| + |γ| = |β|. 18 To get the second inequality in (57), set γ, β (respectively) to β, α in (56). To get the last inequality in (57), use (50) and notice that C 2 ≤C 1 . 19 Notice that the number of terms in the sums in (58) never exceeds 2 |β| . Notice also Aγ ≤ A β , 2 |β| C 2 ≤ 2 p−1 C 2 ≤C 1 /2. 
). Due to the same proposition and (25), we have for n > m ≥ 0 (notice that 1/(1 − τ 2 ) ≤C 3 ). Hence, (48) holds for n ≥ m ≥ 0, α ∈ N d 0 , |α| = l + 1 (notice that (48) is trivially satisfied for n = m). Now, (49) is proved. Relying on (52), (54), we deduce 21 Similarly, using Proposition 5.2 and (51), (53), (54), we conclude 
for n > m ≥ 0, β ∈ N d 0 \ {α}, β ≤ α. 22 The same lemma and (64), (65) yield 
(69) 22 To get the second inequality in (66), set γ, β (respectively) to β, α in (64), (65). To get the last inequality in (66), use (50) and notice |α − β| ≥ 1,
23 Notice that the number of terms in the sums in (67) never exceeds 2 |β| . Notice also Aγ ≤ A β , n − m ≥ 1, 4 |β| C 2 C 4 ≤ C 1 τ −2 .
24 Since |β| ≥ 1, |α − β| ≥ 1, (55) implies M m:n β,y (Λ ′ ) ≤ L m:n β,y (Λ ′ , Λ ′′ )/(n − m), M m:n α−β,y (Λ ′′ ) ≤ L m:n α−β,y (Λ ′ , Λ ′′ )/(n − m). 
for n ≥ k > m ≥ 0. 26 Due to the same propositions and (25), we have V α,m:n θ,y
Therefore,
for n ≥ m ≥ 0 (notice that L m:n α,y (Λ ′ , Λ ′′ ) ≥ L α (Λ ′ , Λ ′′ ), A α ≥C 2 1 ≥ 3C 3C3 ). Combining Lemma 5.3 and (70), (71), we get 
for n > m ≥ 0 (notice thatC 3 ≥ 2). Hence, (49) holds for n ≥ m ≥ 0, α ∈ N d 0 , |α| = l + 1 (notice that (48) is trivially satisfied for n = m). Then, the proposition directly follows by the principle of mathematical induction.
Proof of Theorem 2.2. LetC 1 ,C 2 be the real numbers defined byC 1 = max n≥1 τ n−1 n p ,C 2 = max{A α : α ∈ N d 0 , |α| ≤ p}, while K is the real number defined by K =C 1C2 (A α is specified in Proposition 5.3, while τ is defined at the beginning of Section 5). Then, Proposition 5.3 implies for θ ∈ Θ, Λ ∈ L 0 (X ), n > m ≥ 0, α ∈ N d 0 , |α| ≤ p and a sequence y = {y n } n≥1 in Y (notice that Λ ≥ M α (Λ), Λ ≥ 1, Ψ m:n y ≥ 1). The same proposition also yields F α,m:n θ,y
. Consequently, (15) , (16) hold for θ ∈ Θ, Λ, Λ ′ , Λ ′′ ∈ L 0 (X ), n ≥ m ≥ 0, α ∈ N d 0 , |α| ≤ p and a sequence y = {y n } n≥1 in Y (notice that (15) , (16) are trivially satisfied when n = m).
Proof of Theorem 2.3
In this section, we rely on the following notation.Φ θ (x, y, Λ) is the function defined bỹ
for θ ∈ Θ, x ∈ X , y ∈ Y, Λ ∈ L 0 (X ). X and Y denote stochastic processes {X n } n≥1 and {Y n } n≥1 (i.e., X = {X n } n≥1 , Y = {Y n } n≥1 ). G m:n θ,X,Y (Λ) and H m:n θ,X,Y (Λ) are the random functions defined by
for n ≥ m ≥ 0 (θ, Λ have the same meaning as in (73)). A n θ (x, Λ) and B n θ (x, Λ) are the functions defined by 
for n > m ≥ 0 (θ, x, Λ have the same meaning as in (73)). 
for all θ ∈ Θ, λ ∈ P(X ), Λ ∈ L 0 (X ), n ≥ 1 (s is specified in Theorem 2.3, while τ is defined at the beginning of Section 5.3).
Proof. Throughout the proof, the following notation is used. θ, x, y, λ are any elements of Θ, X , Y, P(X ) (respectively), while Λ, Λ ′ , Λ ′′ are any elements of L 0 (X ). y = {y n } n≥1 is any sequence in Y.C 1 ,C 2 are the real numbers defined byC 1 = max n≥1 τ n−1 n 2r ,C 2 = max{A α : α ∈ N 0 , |α| ≤ p (A α is specified in Proposition 5.3).C 3 ,C 4 are the real numbers defined byC 3 = 2 pC p 2 ,C 4 = 2 qC q 2C 3 , while C 5 is the real number defined by C 5 =C 1C4 τ −2 .
Owing to Proposition 5.3, we have
for n ≥ m ≥ 0 (notice that Φ 0:n y ≥ Φ m:n y ≥ Ψ m:n y ). Consequently, we have 
for n ≥ m ≥ 0 (notice that Φ 0:n y ≥ 1). Combining Assumption 2.4 with (75), (76), we get
for n ≥ 1. We also have
Proof. Throughout the proof, the following notation is used. θ, x, y, λ, Λ are any elements of Θ, X , Y, P(X ), L 0 (X ) (respectively).C 1 ,C 2 are the real numbers defined byC 1 = max n≥1 ρ n−1 n,C 2 = L 2 0 (L 0 is specified in Assumption 2.5).
Owing to Assumption 2.5, we have
for n ≥ 0. Due to the same assumption, we have
for n > k ≥ 0. Similarly, we get
for n > k > 1. Let C 6 be the real number defined by C 6 =C 1C2 C 5 K 0 (K 0 , C 5 are specified in Assumption 2.4 and Lemma 6.1). Then, Lemma 6.1 and (77), (79) imply
for n ≥ 1 (notice that τ n n ≤ ρ 3n (n + 1) ≤C 1 ρ 2n ). Consequently, we get
for n > m ≥ 0 (notice that τ n−m δ m (n − m) ≤ ρ 3n (n + 1) ≤C 1 ρ 2n ). On the other side, Lemma 6.1 and (77), (79) yield 
for n ≥ 1. Let C 7 be the real number defined by C 7 =C 1C2 C 5 (C 5 is specified in Lemma 6.1). Relying on Lemma 6.1 and (80), (81), we deduce
for n ≥ 1 (notice that ψ(y) ≥ 1). Using the same arguments, we conclude
for n ≥ 1.
Proof of Theorem 2.3. Throughout the proof, the following notation is used. θ is any element of Θ.
x, x ′ , x ′′ are any elements of X , while y, y ′ , y ′′ are any elements of Y. λ, λ ′ , λ ′′ are any elements of P(X ), while Λ, Λ ′ , Λ ′′ are any elements of L 0 (X ).C 1 is the real number defined byC 1 = max n≥1 ρ n−1 n, whileC 2 , C 3 are the real numbers defined byC 2 = 4C 1 C 6 ,C 3 =C 2 (1 − ρ) −1 (ρ, C 6 are specified in Lemma 6.2). L is the real number defined by L = 4C 3 C 7 L 0 ρ −1 (L 0 , C 7 are specified in Assumption 2.5 and Lemma 6.2). It is straightforward to verify
for n ≥ 1, 27 wherē
It is also easy to show
for n ≥ 0. Combining Lemma 6.2 and (82), we get
for n ≥ 1 (notice that ρ 2n (n + 1) ≤C 1 ρ n ). Then, Lemma 6.2 and (83) imply
for n ≥ 1 (notice that ρ 2n (n + 2) ≤ 2C 1 ρ n ). Let φ θ (x, y, E λ ) be the function defined by
Owing to (85), φ θ (x, y, E λ ) is well-defined and finite. Due to the same inequality, we have
for n ≥ 1. Consequently, (84) yields
Hence, there exists a function φ θ which maps θ to R and satisfies φ θ = φ θ (x, y, E λ ) for each θ ∈ Θ, x ∈ X , y ∈ Y, λ ∈ P(X ). Then, (84), (86) imply
for n ≥ 1 (notice that Λ ≥ 1). Owing to Assumption 2.5, we have
(see also (78)). Due to the same assumption, we have
Then, using what has already been shown in the proof, we conclude that there exists a functionφ θ ∈ R which maps θ to R and satisfies α − e α β − e α Ψ β θ (y, Λ) S α−β θ,y (Λ) (92) (θ, y, Λ have the same meaning as in (91)). 30
28 Owing to (88), (89), Assumption 2.5 holds when Φ θ (x, y, Λ) is replaced byΦ θ (x, y, Λ)/L 0 (notice that ϕ(x, y) ≥ 1). Consequently, Assumption 2.5 and (87) imply that there exists a functionφ θ such that (87) is still true when Φ θ (x, y, Λ), φ θ are replaced withΦ θ (x, y, Λ)/L 0 ,φ θ /L 0 .
29 Notice that H 1:n θ,X,Y (E λ ) does not depend on X 1 , Y 1 , X 2 , Y 2 . 30 Equation (92) is a recursion in |α|. The last two functions in (91) are initial conditions for (92). At iteration k of (92) (1 < k ≤ p), function Ψ α θ (y, Λ) is computed for multi-indices α ∈ N d 0 , |α| = k using the results obtained at the previous iterations.
Owing to Leibniz rule and Assumptions 2.2, 2.3, we have for B ∈ B(X ), n ≥ 1, α ∈ N d 0 , |α| ≤ p (notice that P 0:n θ,y (λ) =P 0,n θ,y (λ)). Using (5), (8), (97), (105), it is straightforward to verify r 0 θ,yn+1 x P 0,n θ,y (λ) = r θ (y n+1 , x|x ′ )v n θ,y (x ′ |λ)µ(dx ′ ) w n θ,y (λ)
,
R 0 θ,yn+1 P 0,n θ,y (λ) = r θ (y n+1 , x ′′ |x ′ )v n θ,y (x ′ |λ)µ(dx ′ )µ(dx ′′ ) w n θ,y (λ)
for n ≥ 1 (notice that P 0:n θ,y (λ) =P 0,n θ,y (λ)). On the other side, Leibniz rule, Assumptions 2. 
for n ≥ 1, α ∈ N d 0 , |α| ≤ p. The same assumptions also yield
Using Lemma A.1 and (99), (108) -(111), we conclude that r 0 θ,yn+1 x P 0,n θ,y (λ) , R 0 θ,yn+1
for n ≥ 0, α ∈ N d 0 , |α| ≤ p. 37 Iterating the last part of (119), we getP n θ,y (λ) = F 0:n θ,y (E λ ) for n ≥ 0 (notice thatP 0 θ,y (λ) = E λ ). Combining this with (107), we deduce that the first two parts of (93) hold for B ∈ B(X ), n ≥ 1, α ∈ N d 0 , |α| ≤ p. Owing to (91), (115), (117), we have ∂ α θ Ψ 0 θ y n+1 ,P n θ,y (λ) = ∂ α θ R 0 θ,yn+1 P 0,n θ,y (λ) R 0 θ,yn+1 P 0,n θ,y (λ) = S α θ,yn+1 P n θ,y (λ) = Ψ α θ y n+1 ,P n θ,y (λ)
for n ≥ 0, α ∈ N d 0 , |α| = 1. Hence, we get ∂ eα θ R 0 θ,yn+1 P 0,n θ,y (λ) = ∂ eα θ Ψ 0 θ y n+1 ,P n θ,y (λ) R 0 θ,yn+1 P 0,n θ,y (λ)
for n ≥ 0, α ∈ N d 0 , |α| ≤ p (notice that |e α | = 1). Therefore, we have (x|λ) is computed for multi-indices α ∈ N d 0 , |α| = k using the results obtained at the previous iterations. Equation (118) can be considered as a particular case of (6). More specifically, we get (118) setting Λ =P n θ,y (λ), y = y n+1 in (6) . Hence, (6) generates the same functions as (118) when Λ =P n θ,y (λ), y = y n+1 . As a direct result of this, we get the first part of (119). Then, the last two parts of (119) follow directly from (7), (9), (105), (106).
Hence, we get Ψ 0 θ (y, Λ ′ ) − Ψ 0 θ (y, Λ ′′ ) = log R 0 θ,y (λ ′ 0 ) R 0 θ,y (λ ′′ 0 )
