Identifying changes in the generative process of sequential data, known as changepoint detection, has become an increasingly important topic for a wide variety of fields. A recently developed approach, which we call EXact Online Bayesian Changepoint Detection (EXO), has shown reasonable results with efficient computation for real time updates. The method is based on a forward recursive message-passing algorithm. However, the detected changepoints from these methods are unstable. We propose a new algorithm called Lagged EXact Online Bayesian Changepoint Detection (LEXO) that improves the accuracy and stability of the detection by incorporating -time lags to the inference. The new algorithm adds a recursive backward step to the forward EXO and has computational complexity linear in the number of added lags. Estimation of parameters associated with regimes is also developed. Simulation studies with three common changepoint models show that the detected changepoints from LEXO are much more stable and parameter estimates from LEXO have considerably lower MSE than EXO. We illustrate applicability of the methods with two real world data examples comparing the EXO and LEXO.
Introduction
Changepoint detection is the process of detecting abrupt changes in the generative process of sequential data. Analysis of this form has been used in many applications including climate change Reeves et al. (2007) , Li and Lund (2012) , robotics Niekum et al. (2015) , and telecommunication Shields et al. (2017) . We consider the case where the data sequence is assumed to be grouped into non-overlapping blocks, as in Barry and Hartigan (1992) , each of which is often called a regime. Each regime is assumed to be generated from a fixed process. Boundaries between two adjacent regimes are called changepoints; the goal of changepoint detection is to determine where these boundaries are located in observations of sequential data. While detecting changepoints, it is also often of interest to estimate the parameters associated with regimes in order to quantify the changes that have occurred.
Changepoint detection methods can be divided into offline and online methods. An offline method, like Killick et al. (2012) , Saatçi et al. (2010) and Maidstone et al. (2017) needs to observe the whole sequence of data before aiming to make an inference about the generative process of the sequence. On the contrary, an online method aims to update the inference at each time point with the newly observed data value from the sequence.
In particular, from a Bayesian viewpoint, online changepoint detection started with the two similar methods developed by Adams and MacKay (2007) and Fearnhead (2006) . The two methods can be inferred directly from the other; more importantly, both methods give exact and online Bayesian posterior inference, hence forth referred to as the EXact Online Bayesian Changepoint Algorithm (EXO). In the past decade, EXO has spawned a wealth of literature developing and expanding on the methodology; examples being particle filters Fearnhead and Liu (2007) , regime classification Ranganathan (2012) , online Thompson sampling Mellor and Shapiro (2013) , and hyperparameter tuning Caron et al. (2012) . EXO is shown to be effective in detecting changepoints in real world examples like in Adams and MacKay (2007) and Fearnhead (2006) .
We propose the Lagged EXact Online Bayesian Changepoint Algorithm (LEXO) that improves the EXO by introducing a time lag into the online inference. Whereas EXO uses the data from time 1 to t to make an inference on the current run length only at time t, our proposed method incorporates a backward inference on the run length at time t − , for any ∈ N. This backward inference has been used extensively in dynamic linear time series models, like Kalman smoothers, and Hidden Markov Model smoothers, see Douc et al. (2014) . As we will illustrate, the main advantage of incorporating this backward inference is to stabilize the inference made by EXO. This stability is important for estimating parameters of regimes; indeed, parameter estimation from LEXO has a considerably smaller MSE than that from EXO. Moreover, we show that LEXO can be computed recursively with computation complexity being linear in the number of lags.
The paper is developed in the following way. In Section 2, we review the theory of EXO and develop the theory for LEXO for the run length. In Section 3, we develop parameter estimation for both EXO and LEXO. In Section 4, we illustrate the performance for the EXO and LEXO via an extensive simulation study for three common changepoint models.
We illustrate the applicability of LEXO in Section 5 with two real data examples and conclude the paper in Section 6.
2 Run-length estimation 2.1 EXO Let stochastic process {X τ (t) } ∞ t=1 be observed sequentially as x t in equally spaced intervals of time, t = 1, 2, . . ., of an unknown length. The realizations of the process form nonoverlapping regimes, where each observation is generated strictly from one regime; denote τ (t) to index each regime, where time t uniquely identifies the regime it was generated from. Further, assume that observations generated within the same regime are iid, and also independent from observations in other regimes; this formulation is known as a product partition model, see Barry and Hartigan (1992) .
For a given regime starting at t * , we assume that
Here, f denotes the probability distribution with regime specific parameter η τ (t * ) . We additionally assume that the underlying distribution does not change with time, only the underlying parameter of the distribution. A changepoint is defined as the starting point for a new regime. The run length at a given time, r t , is defined as the number of steps taken since the last changepoint occurred. Formally, a changepoint occurs at t when τ t = τ t−1 + 1 and the run length at t is r t = t − t * for t ≥ t * , where t * is the latest changepoint before time t.
The EXO algorithm computes the exact posterior distribution for the current run length at each time point, and changepoints are learned from these distributions. This gives a flexible model for a practitioner to make informed decisions about the occurrence of a changepoint at each time point. For instance, if the concentration of the mass of the run length's distribution shifts greatly toward 0 at time t + 1 after being mostly concentrated around the max possible run length at time t, then this would indicate a change in the regime.
Following the same notation as in Adams and MacKay (2007) , we denote r t , x a:b , and
t as the current run length at time t, the set of observations from time a to time b, and the set of observations associated with the regime at time t, respectively. Then, the goal is to find P (r t |x 1:t ) = P (r t , x 1:t ) P (x 1:t ) ,
corresponding to the posterior distribution of the current run length at time t given all the observed data up to time t. As shown in Adams and MacKay (2007) and Fearnhead (2006) , exact posterior inference can be found by noting
Equation (2) defines a forward message passing scheme from θ t−1 to θ t . The likelihood t , and the prior is specified in terms of a hazard function H:
Here,
, and P gap (g) is a prior distribution for the interval between changepoints. As with Adams and MacKay (2007) , this prior distribution is chosen to be the geometric distribution with time scale λ gap . Thus, the hazard function is constant at the prior hazard rate 1/λ gap . Figure 1 illustrates the path of calculation under the given hazard, where, in red, all possible routes to get a run length of 1 at time 4 are shown. The EXO calculation incorporates all of these possible paths, giving the exact probability of reaching that point under every path.
EXO has been incorporated in many places using, for example, Gaussian Processes 5 Knoblauch and Damoulas (2018) and Thompson Sampling Mellor and Shapiro (2013) , but the forward-message passing scheme of EXO is the most convenient when the data is assumed to follow a distribution that belongs to the exponential family with conjugate priors. In such situation, the likelihood in equation (2) is characterized by a finite number of sufficient statistics, which in turn can be calculated incrementally as data arrives. More specifically, exponential family likelihoods have the form
where
and U (x) denotes the sufficient statistics for η. The conjugate prior for η has the form
where χ and ν denote the hyperparameter. So, when conditioned on r t = r, the posterior distribution P (η t |r t = r, x (r t−1 ) t−1 ) has exactly the same form as the prior, but with the new parameter χ 
Lastly, the likelihood P (x t |r t , x (r t−1 ) t−1 ) can be calculated by marginalizing the parameter η τ (t) . Note that, in this updating scheme, if r t = 0 then x t starts a new regime, which implies the likelihood is calculated under the prior value for the hyperparameters. The EXOalgorithm, as developed by Adams and MacKay (2007) , is summarized in the Algorithm 1.
We briefly mention the standard pruning procedure that is often used with EXO, for example Caron et al. (2012) . Often, many of the values of the posterior run length are
Algorithm 1 EXO Algorithm
Initialize:
Update sufficient statistics:
Calculate predictive probabilities:
Calculate growth probabilities:
Calculate changepoint probabilities:
Calculate marginal probabilities:
Normalize:
end for very small. This is especially true after a changepoint happens, where the run length probabilities shift back toward 0. The common tactic to handle this is to force any values less than some threshold, say 10 −5 , to be 0. This methodology often leaves to a massive reduction in calculations and memory, and is easily extended to the LEXO framework below.
LEXO
Note that EXO uses data from time 1 to t to make an inference at time t; hence the algorithm only makes a forward pass. We consider the incorporation of a backward pass for estimating the regime parameters at time t − , i.e r t− and η t− for some ∈ N. We will refer to the methodology as lagged exact online inference with lags (LEXO-). In other words, at each time point in the sequence, we refine the inference made in the past. Our algorithm remains online in the sense that once a new datum is observed the past data need not be reused to update the model. Moreover, the calculations consist of simple operations of already computed values from the EXO calculation, which can be used to give more refined estimates of r t− , and hence η t− over time. EXO. An example backward path to r 4 = 1 is (r 7 , r 6 , r 5 , r 4 ) = (0, 3, 2, 1).
follows a product partition model, LEXOgives exact posterior distributions for the run length for any ∈ N. Moreover, these run length distributions are updated recursively, with the computation complexity O( t).
Proof. We will start with = 1, so the goal is to compute the distribution P (r t−1 |x 1:t ). By the chain rule, we have P (r t−1 |x 1:t ) = rt P (r t−1 |r t , x 1:t )P (r t |x 1:t )
where r t ∈ {0, r t−1 + 1}. The second term in the sum of (3) is computed by EXO at time t. For the first term, if r t = 0, then P (r t−1 = r t − 1|r t , x 1:t ) = 1. If r t = 0, then the chain 8 rule gives
∝ P (x t |r t−1 , r t = 0, x 1:t−1 )P (r t = 0|r t−1 , x 1:t−1 ) × P (r t−1 , x 1:t−1 ) ∝ P (x t |r t = 0, x 1:t−1 )P (r t−1 , x 1:t−1 )
∝ P (r t−1 |x 1:t−1 ), which is exactly the run length distribution computed by EXO at time t − 1. In the above derivation the third proportionality follows because P (r t = 0|r t−1 , x 1:t−1 ) = H, which is a constant. The last proportionality follows because P (x t |r t = 0, x 1:t−1 ) does not depend on x 1:t−1 . Intuitively, if we have a new regime at t, all the past information before that becomes irrelevant. Putting everything together, we have P (r t−1 = r|x 1:t ) = P (r t = r + 1|x 1:t ) + P (r t−1 = r|x 1:t−1 )P (r t = 0|x 1:t )
for r = 0, . . . , t − 1. The above proof shows that the run length distribution at time t − 1 from LEXO-1 is completely determined by the run length distribution at time t − 1 and t from EXO.
Generally, for any ≥ 1 the distribution of run length from LEXO− at time t − is completely determined by the run length distribution at time t − from EXO and the run length distribution at time t − ( − 1) from LEXO-( − 1). Indeed,
where r t− +1 ∈ {0, r t− + 1}. The second term in (4) is obtained from computation of LEXO-( − 1) at time t − + 1. For the first term, if r t− +1 = 0, then P (r t− = r t− +1 − 1|r t− +1 , x 1:t ) = 1. If r t− +1 = 0, then we start a new regime at t − + 1, so P (x (t− +1):t |r t− +1 = 0, x 1:t ) does not depend on r t− . Then we have
which is exactly the EXO algorithm at time t − . Putting everything together, we then have P (r t− = r|x 1:t ) = P (r t− +1 = r + 1|x 1:t ) + P (r t− = r|x 1:t− )P (r t− +1 = 0|x 1:t ), for r = 0, . . . , t − − 1. The above proof also shows that, for any ≥ 1 the distribution of run length from LEXO-algorithm can be computed recursively, starting from EXO. Note that going from lag − 1 to lag requires exactly one computation of complexity O(t), so the entire procedure is O( t).
Parameter Estimation
Another natural question while detecting changepoints is to estimate the parameter η t at each time t. In this section, we consider how to find the posterior distribution of these parameters from LEXO-. First we start with EXO ( = 0),
where the second term P (r t |x 1:t ) is computed from EXO algorithm. For the first term, given r t = r, this is the posterior distribution of η t computed from x (r) t , i.e, as if only r independent observations from the most recent regime are observed.
For LEXO-, the parameter estimate process is more involved. The theorem below specifies that the posterior distribution of η t can be computed recursively.
Theorem 2. Given a sequence of data {x t } ∞ t=1 follows a product partition model, the posterior distribution of η t from LEXO-is a mixture of mixture models and can be computed exactly and recursively for all t and .
Proof. For any lag ≥ 1, we can write
so the posterior distribution of η t− is a mixture of components, P (η t− |r t− , x 1:t ), which are weighted by the posterior distribution of run length from LEXO-. We show below that, each component P (η t− |r t− , x 1:t ) is also a mixture of two other distributions. Indeed, we have
where r t− +1 ∈ {0, r t− + 1}. For the first term in the sum of (6), if r t− +1 = 0 then a new regime begins at t − + 1, which implies η t− is independent of x (t− +1):(t) . Denote
t− indicates that η t− is estimated with more observations after time t − . We then have
which is the parameter estimate from EXO at time t − . If r t− +1 = r t− + 1 > 0 the regime continues and x t− and x t− +1 is from the same regime; this implies
which is the estimate at time t − ( − 1) with −1 more observations. For the second term in the sum of (6), the chain rule gives P (r t− +1 |r t− , x 1:t ) ∝ P (r t− |r t− +1 , x 1:t )P (r t− +1 |x 1:t ).
If r t− +1 = 0, then by the previous argument, P (r t− |r t− +1 = 0, x 1:t ) = P (r t− |x t:t− ). If r t− +1 = 0, then P (r t− = r t− +1 − 1|r t− +1 , x 1:t ) = 1. Therefore, P (r t− +1 = 0|r t− , x 1:t ) ∝ P (r t− |x 1:t− )P (r t− +1 = 0|x 1:t ) α 1 , and P (r t− +1 = r t− + 1|r t− , x 1:t ) ∝ P (r t− +1 = r t− + 1|x 1:t ) α 2 .
Letting α = α 1 /(α 1 + α 2 ), then we now have an explicit form for the distribution of η
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This shows that η ( ) t− is itself a mixture of two distributions: 1) the posterior distribution for η t from EXO at time t − and 2) the posterior distribution for η t− +1 from LEXO-( − 1). Therefore, the distribution of η ( ) t− and P (η t− |x t:t ) can be computed recursively.
Applying the properties of mixture model, we can compute the posterior K th moment of P (η t− |x 1:t ) in the two following stages:
• Stage 2: Compute the posterior moment:
.
Simulation
To demonstrate the effect of incorporating lags into the online framework of EXO, we investigate LEXO for changepoint detection under three different settings -a Normal distributed model with mean shift, a Normal distributed model with precision (inverse variance) shift, and a Poisson distributed model (both mean and variance shift). Formally these settings can be described in the same order as the following:
, 1) where µ 1 = 0 and changes such that µ τ (t) = µ τ (t)−1 + 1.
) where ξ 1 = 16 and changes such that ξ τ (t) = (1/4)ξ τ (t)−1 .
) where λ 1 = 1 and changes such that λ τ (t) = 4 + λ τ (t)−1 .
The Normal mean and precision shift represent common applications of an online streaming scenario. The Poisson setting illustrates a common counting problem that can be difficult to detect due to the increasing variability of the model. An example of each of the three processes can be seen in Figure 2 . For all settings, we impose 5 equally-spaced changepoints; for each setting, 1000 samples were generated. For each sample, we investigate the performance of the run length estimates and the parameter estimates made by EXO and LEXO-, for = 1, . . . , 30. The hyperparameters for the prior were chosen to be non-informative, and the hazard rate was chosen to be H = 1/50. The difference in estimated run length is inspected from the 1000 samples' median of maximum-a-posteriori (MAP) of the posterior distribution of the run length, which is plotted at each time point. This plot illustrates a common choice of determining a changepoint made by practitioners, see Adams and MacKay (2007) . Additionally, the parameter estimates are compared at each time point across simulations by calculating the ratio of posterior MSE of EXO and LEXO. At time t − , given the true parameter η t , the posterior MSE of LEXO− is defined as
Note that, LEXO is performing better than EXO in terms of parameter estimation when the ratio is greater than 1. The average posterior mean across 1000 samples of each parameter is also plotted at each time point.
Regarding the run length distribution of EXO and LEXO, the run length MAP plots can be seen in Figure 3 . From each of the processes, a clear shift can be observed from LEXO, correcting overstepping from EXO's run length MAP. Additionally, the shift converges toward the true changepoint in the process when allowed enough lags to refine the uncertainty in the estimate. It seems evident that LEXO is refining EXO appropriately, 13 not over correcting past where a process changed. Inspecting the parameter estimates also shows clear performance gains from LEXO.
Beginning with the MSE ratio plots, observed in the left column of Figure 4 , a substantial improvement of the estimates is apparent. Each of the three processes show an improvement in terms of the MSE ratio, where it is not uncommon to note more than five times better performance. Noticeably, for the precision shift model, the MSE ratio can be up to 1.5×10 7 for LEXO-30. This can be attributed to more data being incorporated at each point from future points, as well as more concentration around the correct run length in the estimated run length distribution.
Next, the average mean plots are presented in the right column of Figure 4 . The improvement of the parameter estimate is self evident from the plots, where the estimate gets closer and closer to the truth. EXO's estimate of the precision shift model is so poor that it does not completely appear on the plot with reasonable dimensions. However, after just incorporating 5 lags, LEXO begins to closely follow the true changes in the model.
The Poisson setting follows in a similar fashion to the mean shift model. Finally, Table 1 illustrates the average MSE ratio of EXO over some LEXO-at three time points, t = 197, 200, and 220, corresponding to right before, at, and a fair bit after a changepoint. Overall most of the MSE ratios are greater than 1; especially for the normal precision shift model, the ratio is much bigger than 1. This shows considerable benefit of LEXO over EXO. However, right before a changepoint (t = 197) , adding a large number of lags can have a detrimental effect on the performance of the estimates, when the MSE ratio falls below 1. This occurs because a large number of lags include too many points from the next regime. However, the detection of the regime changes does not deteriorate with higher lags. A reasonable solution is to use as higher order a lag as possible for the detection of changepoints, while using a smaller lag for moment calculations. 
which was modeled as a Gaussian distribution with mean 0 with unknown variance. The data on closing price is publicly available through Google Finance. Of specific interest is the change in the volatility of the return; in other words, we focus on estimating the precision (inverse variance) of the underlying Gaussian distribution. This dataset is also analyzed in the Adams and MacKay (2007) paper and is plotted in Figure 5 (top).
We ran EXO and LEXO up to lag = 100 on the data set, with a gamma prior on the precision with shape and rate of 1 and 10 −4 , respectively. The hazard rate was fixed at λ = 1/250. Note: The first two columns give the index where a sudden MAP shift occurs for EXO and LEXO-100, respectively. For EXO, we ignore random jumps that appear to be mistakes from the procedure. The event is the index where the associated even takes place, where if event occurs on a weekend it is put with the Friday of that week.
Coal Mine Disaster Data
This classic dataset gives counts of coal mining accidents that killed at least ten or more 
Conclusion
The introduction of a backward pass into the online changepoint framework brings much needed refinement in the inference. The EXO framework is naturally susceptible to outliers and can take several time points before finding a new regime. We illustrate LEXO-can refine the run length distributions estimated by EXO, including some level of convergence to true changepoints and better parameter estimates. The LEXO framework is an iterative process, allowing for continually updated regime estimates for the practicioneer to use.
Moreover, for high-frequency data sets where many offline methods that rely on Monte Carlo Markov Chain (MCMC) are not scalable, LEXO could be used with reasonable confidence and computational power.
SUPPLEMENTAL MATERIAL
The Supplement Material contains the R code that implements the LEXO algorithm for the three changepoint models can be found in the Github at github.com/lnghiemum/LEXO.
