In-situ magnetic field measurements are of critical importance in understanding how the Sun creates and controls the inner heliosphere. In-flight it is necessary to track the combined slowly-varying spacecraft and magnetometer zero offset -the systematic error in the sensor measurements. For a 3-axis stabilised spacecraft, correction of zero offsets principally relies on the solar wind variance method, a technique that uses Alfvénic rotations in the magnetic field. We present a method to determine a key parameter related to the ambient compressional variance of the signal, which determines the selection criteria for identifying clear Alfvénic rotations. Due to the strong dependence on Alfvénicity, we show how frequently offsets can be calculated using our method at different heliocentric distances, using data from Helios. We compare our method with the previous fixed parameter approach and demonstrate an improvement in the probability of calculating an offset of up to 10%.
INTRODUCTION
The magnetometer payload is crucial to understanding coronal and solar wind acceleration, the heliospheric evolution over solar cycles, and the evolution of magnetic structures such as coronal mass ejections [1] . To obtain reliable scientific data, the magnetometer needs to be calibrated. Every magnetometer has an offset, a systematic bias of the sensor in a null field environment. This can be calibrated on the ground, however after launch this bias will change [2] . In addition to the sensor bias, there will be a magnetic field signal generated by the spacecraft [1] . This combined sensor and spacecraft field zero offset needs to be corrected for in-flight so that the ambient magnetic field can be retrieved [3] . The spacecraft generated magnetic field is superimposed onto the local natural field such that the total field measured by the magnetometer is given by (1) where the index M denotes the measured field, A denotes the ambient field (the natural magnetic field), SC denotes the spacecraft induced field, O denotes the instrument zero offset and N denotes the magnetometer noise [4] . The term B SC consists of two components, a varying AC magnetic field and a residual field offset. In order to obtain the ambient magnetic field B A it is first necessary to calculate the terms B SC and B O from the measured magnetic field data.
The dual magnetometer technique (first discussed by Ness et al. [5] ) is designed to remove the AC component of the induced spacecraft field, assuming that the ambient field is constant over the spatial distance between the two sensors. The ratio between the two sensor field readings will be unity for ambient field changes, and non-unity for spacecraft field changes [4] [6] . However, while the dual magnetometer technique is an effective way to deal with abrupt spacecraft changes, the method is unable to remove slowly varying offsets (typically over a 1 hour timescale), since it cannot distinguish between ambient, sensor and spacecraft field changes over longer timescales [4] . After removing the quickly varying spacecraft field component (typically less than 1 second) we are left with a combined slowly varying residual spacecraft field and sensor offset, which we shall henceforth call the zero offset.
The zero offset can be measured through a rotation of the spacecraft, assuming that the solar wind field magnitude and direction remain constant over the rotation period [3] . If a difference is detected in the measured field magnitude between two or more samples of the same field a vector zero offset is present and can be calculated for spinning spacecraft or spacecraft rolls [7] . For a three-axis stabilised spacecraft or the remaining axis of a spinning spacecraft (perpendicular to the spin plane), the most reliable way to regularly determine zero level offsets is by using pre-existing Alfvénic rotations in the solar wind (the solar wind variance method) [8] . Solar Orbiter, the forthcoming ESA mission to study the Sun, is an example of a satellite that will rely on this technique for zero offset determination [9] . The existence of a sensor offset along an axis creates an artificial field compression in the observed data, even when superimposed upon a pure rotation in the ambient field. Since there will be a correlation between variations in the field along this axis and the magnitude, the offset can be calculated and removed [8] .
However, the ambient field is never purely rotational. Whilst Alfven waves are non-compressive or transverse [10] there will still exist ambient compressions that are observed during a period of high Alfvénicity that should not be attributed to the zero offset. To be certain that real compressions are not mistaken for offsets, it is necessary to ensure that the data period contains sufficient rotational content. Fig. 1 shows an example of an hour of comparatively incompressible rotation compared with an hour accompanied by a significant natural compressive component from the Helios 2 spacecraft. The original Davis and Smith [11] method minimises the variance of the squared magnitude of the measured magnetic field, assuming that the field fluctuations are uncorrelated with changes in the magnitude due to their incompressibility. There have been several variants of this method, all based on the same assumption that solar wind fluctuations are predominantly Alfvénic and therefore transverse [12] [13] . Whilst these methods have been widely used over the last 40 years [2] , Leinweber et al. [8] compared them and concluded that the optimum approach is to use the Davis Smith [11] method, with the addition of a number of checks that are made to ensure that the dataset contains sufficient rotational content before being used to make an offset determination. Such checks are referred to as "selection criteria" in the Leinweber et al. approach [8] .
The Leinweber et al. method requires the specification of multiple parameters, which they do on an empirical basis for particular datasets [8] . However, in order to track varying offsets systematically and with minimal human intervention, we extend the Leinweber et al. procedure [8] by automatically determining a key parameter related to the ambient compressional variance of the signal (which determines the selection criteria for identifying clear rotations). Using data from Helios 2, we show what impact heliocentric distance has on the frequency at which offsets can be calculated using this new method. We demonstrate the improvements of our new method compared with the previous fixed parameter approach.
SOLAR WIND VARIANCE METHOD IMPLEMENTATION
The Leinweber et al. [8] algorithm uses variable window sizes (typically from 5 minutes to 1 hour) to identify non-compressive field rotations within a data period. Each window then passes or fails according to selection criteria that ensure it contains sufficient rotational content. If a window passes all the selection criteria, the data contained within it contribute towards the final offset value. Overlapping windows are tested individually in this way, using a step length on the order of a few seconds. The final offsets are then solved using the Davis Smith [11] method, now using only data with the most rotational and least compressible content, taken from those windows that passed.
For an individual data window the first step is to perform the Davis Smith [11] method to estimate the offsets. The method assumes that the square of the field magnitude is uncorrelated with changes in the field along each component axis. The Davis Smith [11] method looks for any correlation that does exist, by calculating sample covariances, and attributes the correlation to an offset correction. We then apply the three selection criteria, the first of which checks that significant rotations around various non-parallel axes exist -so that offsets can be calculated for all three axes. If this is the case, the estimated offsets are removed from the data and a new magnetic field magnitude is calculated, representing the ambient field. The second selection criterion ensures that the overall field incompressibility is acceptable, while a third more rigorous criterion ensures individual component variations do not strongly correlate with variations in the recalculated field magnitude.
One of the key parameters of the Leinweber et al. [8] algorithm is the minimum compressional standard deviation (MCS). This parameter is employed by the first and third selection criteria. The MCS represents a maximum level of compressive natural field magnitude variation for which the assumption of purely Alfvénic (incompressive) fluctuations is deemed acceptable. Previously MCS has been chosen manually for individual data intervals [8] . In the following section we propose a method of automatically extracting a value for MCS from the dataset itself. This procedure is focussed purely on obtaining a value for MCS that can then be used in the previously described implementation used by Leinweber et al. [8] .
PARAMETERIZING THE MINIMAL COMPRESSIONAL STANDARD DEVIATION
The choice of a value for MCS is a compromise between ensuring that a sufficient number of data windows are passed to allow an offset determination to be made, while keeping the data in each window that passes the selection criteria as incompressible as possible [8] . For any data window, if the recalculated ambient field magnitude (using the initial calculated offsets determined by the Davis-Smith method) varies with a standard deviation greater than the MCS, the window will be considered too compressional and therefore rejected by the algorithm. If the variations are smaller than the MCS, they are considered acceptable and assumed to be Alfvénic. Since the second selection criterion (which does not depend on MCS) rejects windows with high compressibility from the final offset calculation [8] , it is often better to ensure more data windows pass through the first selection process [8] . Accordingly, our method calculates an MCS from the dataset that is large enough to perform an initial offset calculation.
For a given period of data where magnetic field zero offsets need to be calculated our procedure works as follows. Firstly we choose the maximum window size of the Leinweber et al. [8] algorithm (typically 1 hour) from the start of the data period, and then we apply the Davis Smith method [11] to obtain an estimate for the offsets. Since the first selection criterion depends upon MCS -of which we have no prior knowledge -we immediately remove these estimated offsets from each field component to calculate the new field magnitude. Since we are not calculating the final offsets at this stage and are only obtaining a value for MCS, missing the first criterion is acceptable. If the window passes the second selection criterion [8] ensuring incompressibility -we subtract the estimated offsets from the field data and recalculate the field magnitude. We choose the standard deviation of this reconstructed field magnitude to be the trial MCS. Rather than use a new value of MCS for every hour of data, we repeat this procedure for successive hours in a day of data and then choose the median value to be the MCS for each day of data. This avoids contamination of MCS due to sharp magnetic field compressions. The averaging of MCS for a day of data is chosen for calibration analysis convenience, since the data is commonly stored in daily data files.
METHOD IMPLEMENTATION RESULTS
In order to demonstrate the dependence of MCS with varying heliocentric distance, we chose to apply our new method to the 1976 Helios 2 dataset. The procedure generated the parameter MCS for each day of data between DOY 1 (day of year) and DOY 125. During this interval Helios 2 varied in heliocentric distance from 0.3 to 1.0 AU. We compare these MCS values with the daily average of the hourly measured standard deviation of the ambient field magnitude (Fig. 2) .
Figure 2. Variation of magnetic field magnitude and deduced MCS values (1976, DOY 1 to 125, Helios 2). The blue markers represent deduced values for MCS for each day (the median of the hourly calculated MCS values), while the red markers represent the measured standard deviation of the magnetic field magnitude for each day (an average of the measured hourly values, with corresponding variation over each day shown by the error bars).
Not surprisingly the deduced values for MCS scale similarly to the variation in the magnetic field magnitude. However inclusion of compressions in the measured magnitude fluctuations often results in values higher than those our method produces for MCS. This is due to the fact that we only calculate MCS values for windows with sufficient rotational content.
Using our automatically deduced values for MCS in the Leinweber et al. [8] algorithm, we examine the likelihood of calculating an offset over a given time period at different heliocentric distances. As an example, if we are able to obtain an estimate of the offset in seven out of ten one-hour data periods (or any other time period) in a given dataset, we describe the time period as having a calculation rate of 70%. Since Alfvénicity is larger close to the Sun than at 1 AU, we anticipate faster calculation rates at perihelion than aphelion. As fast and slow solar wind streams collide, they merge and interact with one another, forming corotating interaction regions (CIRs) [15] . Closer to the Sun, these CIRs are less prominent, but as they travel towards 1 AU the CIRs develop and become fully processed into a larger interaction region, resulting in a decreased Alfvénicity [14] .
We used our new method to calculate the MCS for each day of data at aphelion and perihelion. Days during aphelion are defined as being between 0.9 and 1.0 AU, while days at perihelion are defined as being between 0.29 and 0.40 AU. The calculated MCS parameter was then used in the Leinweber et al [8] algorithm to calculate zero offsets for time periods from 10 minutes up to 2 hours in 10 minute increments. The data period was stepped forward by 1 hour and the process repeated. We also compared our new method with a fixed parameter approach that keeps MCS constant. For this fixed parameter comparison, at aphelion we chose MCS to have a value of 0.25 nT, which is consistent with the empirically chosen values for MCS at these heliocentric distances by Leinweber et al. [8] . At perihelion we deduced an appropriate fixed value of 1.5 nT for MCS, using an average of the calculated values for MCS shown in Figure 3 between 0.29 and 0.40 AU.
Offset calculation rates comparing aphelion and perihelion are shown in Fig. 3 . The same calculation rate can be achieved more frequently during perihelion than aphelion. On average it takes 40 minutes at perihelion and 1 hour and 40 minutes at aphelion to achieve a calculation rate of 70%. We also find that our new method -which uses a variable MCSdemonstrates an improvement in the calculation rate of 10% at aphelion (beyond a time period of 40 minutes) and 4% at perihelion (beyond a time period of 1 hour), when compared to the use of a fixed value for MCS.
CONCLUSIONS
We have implemented an automated procedure for calculating the MCS from a given dataset, where the MCS is a measure of the minimum acceptable ambient field magnitude variation. Since the method favours incompressible magnetic field variations, and therefore strongly depends upon the Alfvénicity, we have applied our method to varying heliocentric distances. We found that offsets can be calculated significantly more frequently at perihelion than aphelion, due to the full processing of CIRs towards aphelion, which result in a decreasing of Alfvénicity with heliospheric distance. We compared our new method with the previous fixed parameter approach and demonstrated an improvement in the calculation rate of up to 10% at aphelion and 5% at perihelion.
FURTHER WORK
The parameterization of the selection criteria that use MCS has not yet been fully optimised. It is possible that calculation rates could be further improved by using a fraction or multiple of MCS to determine the selection criteria, so long as these changes do not impact the offset accuracy. Other parameters that do not depend on MCS, such as the second selection criterion (a measure of the rotational cleanliness), have also not been optimised. This could be achieved by studying the impact of offset calculation rates for varying values of the second criterion. In order to quantify the impact of variations in MCS and other parameters on offset accuracy, the method demonstrated in this article could be applied to a synthetic solar wind model. Using a synthetic dataset is the only way to be certain of what the correct offset value is and can therefore be used to assess the accuracy of offset determinations.
