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Abstract
The coordination of multi-robot systems is becoming one of the most important areas of
research in robotics, mostly because it is required by numerous complex applications. These
applications range from intelligent transportation systems, search and rescue robots, and
medical robots, to cosmology and astrophysics. The coordination of multi-robot systems is
based upon cooperation. The actions performed by each robot take into account the actions
executed by the others in such a way that the whole system can operate coherently and
efficiently. Regardless of the application, coordination is the key to the successful design and
implementation of multi-robot systems.
The number of robots involved in the aforementioned applications is increasing along with
advances in miniaturization and automation. Consequently, a large number of robots need
to share a workspace. This crowded workspace introduces new challenges into the coor-
dination problem by increasing the risk of collision. To take into account communication
constraints and sensor ranges, robots rely on local information. Therefore, efficient but simple
coordination algorithms are required.
This thesis investigates decentralized approaches based on navigation functions for the coor-
dination of multi-robot systems in crowded workspaces. Decentralization allows robots to rely
on local information, guarantees scalability and enables real-time deployment. Navigation
functions are a special category of potential functions. Their negated gradient vector-field is
attractive towards the goal and repulsive with respect to fixed or moving obstacles to avoid
collision.
In the first part of the thesis, we present the multi-robot coordination problem using navigation
functions in a game-theory based framework. We propose a motion model along with a
control law that leads the robots to a Nash equilibrium. The existence of the Nash equilibrium
enables navigation functions to be exploited for studying, building, and running coordination
frameworks for multi-robot systems.
In the second part, we address the coordination of autonomous vehicles at intersections. A
novel decentralized navigation function is proposed. It guarantees collision-free crossing of
autonomous vehicles modeled as first order dynamic systems. The inertia of the vehicles
is also introduced in the navigation functions to ensure deadlock-free coordination. The
proposed approach does not require adaptation of the road infrastructure and relies upon
onboard vehicles sensor data. Compared with traffic lights and roundabouts, the proposed
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method significantly reduces the travel time and the number of stops, thus decreasing energy
consumption and pollution emission. This provides a strong motivation to pursue efforts
towards the deployment of autonomous vehicles on roads.
In the third part of the thesis, we investigate a coordination framework for a large number
of miniaturized fiber positioner robots. The fiber positioner robots are designed and built
as parts of the next generation of telescopes enabling large spectroscopic surveys. The pro-
posed decentralized framework ensures the collision-free coordination of the fiber positioners
sharing a crowed workspace at the focal plate of the telescope. The dynamical (max speed)
and the mechanical (limited actuation range) constraints of the positioners are taken into
account in the proposed coordination approach, which significantly reduces the time to reach
a new robot configuration, i.e. the positions of the optical fibers, between two successive
observations of the sky.
The results of this thesis offer new opportunities for reactive, local and simple coordination
of multi-robot systems. In particular, the proposed frameworks can be adapted and scaled
up to tackle emerging coordination problems such as unmanned aerial observation and
transportation.
Keywords: Multi-robot systems, Multi-robot coordination, Navigation functions, Game theory,
Intelligent transportation systems, Autonomous vehicles, Astronomical instrumentation,
Fiber-fed spectrographs, Fiber positioner
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Résumé
La coordination des systèmes robotiques multi-agents devient un sujet de recherche de
premier plan dans le domaine de la robotique grâce, principalement, à un large spectre
d’applications possibles. Ces applications incluent notamment les véhicules intelligents,
les robots de recherche et de sauvetage, le domaine médicale ou même la cosmologie et
l’astrophysique. La coordination d’un système robotique multi-agents est réalisée de manière
coopérative. Les actions effectuées par chaque robot dépendent de celles des autres afin
d’avoir un système qui, dans son ensemble, soit capable d’opérer de façon cohérente et
efficace. La coordination est la clé pour réaliser un système robotique multi-agents efficace et
ceci, indépendamment du contexte considéré.
Grâce au progrès réalisé dans le domaine de l’automatique et de la miniaturisation des action-
neurs, un nombre croissant d’agents se retrouve présent dans les domaines susmentionnés et
doivent donc partager l’espace de travail dans lequel ils évoluent. L’augmentation du risque
de collision, consécutif à l’encombrement de cet espace, pose un nouveau défi au niveau de la
coordination. De plus, afin de réduire la communication entre les robots et de considérer la
portée limitée de leurs capteurs, les robots doivent essentiellement dépendre d’informations
présentes localement. De ce fait, il est crucial de disposer d’algorithmes de coordination peu
complexes.
Cette thèse étudie les méthodes décentralisées à base de fonctions de navigation dédiées à la
coordination de systèmes robotiques multi-agents dans un environnement encombré. Cette
décentralisation permet aux robots de se baser sur les informations disponibles localement,
et garantit l’extensibilité de la méthode ainsi que son implémentation en temps réel. Les
fonctions de navigation appartiennent à une catégorie spéciale de fonctions de potentiel. Le
gradient de leur champs vectoriel négatif est attractif en direction de l’objectif et répulsif par
rapport aux risques de collision.
Premièrement, le problème de la coordination d’un système robotique multi-agents est pré-
senté en utilisant des fonctions de navigation basées sur la théorie des jeux. Un modèle de
mouvement combiné à une loi de pilotage, conduisant les robots à l’équilibre de Nash, est
proposé. L’existence de l’équilibre de Nash permet l’emploi des fonctions de navigation dans
le cadre de la coordination des systèmes robotiques multi-agents.
Ensuite, la coordination des véhicules autonomes est abordée dans le contexte des intersec-
tions routières. Cette thèse propose une fonction de navigation décentralisée qui garantit le
croisement en toute sécurité pour des véhicules modélisés comme des systèmes dynamiques
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du premier ordre. L’inclusion de l’inertie des véhicules dans les fonctions de navigation assure
une coordination en toute sécurité. Les fonctions de navigation décentralisées ne nécessitent
pas de changement dans les infrastructures routières et reposent entièrement sur des données
issues des capteurs disponibles à l’intérieur des véhicules. En comparaison avec les feux de
circulation ou les ronds-points, la méthode proposée montre une amélioration significative
en termes de réduction du temps de parcours et de nombre d’arrêts. La diminution de la
consommation d’énergie et des émissions polluantes consécutives au nombre réduit d’arrêts
est une contribution significative au déploiement futur de véhicules autonomes sur les routes.
Finalement, la coordination d’un grand nombre de robots miniatures partageant un espace
confiné est abordée. Ces robots sont utilisés pour le positionnement de fibres optiques ex-
ploitées pour effectuer des observations cosmologiques à grande échelle. La coordination
décentralisée qui est proposée assure le fonctionnement des robots-positionneurs en assurant
l’absence de collision dans l’espace qu’ils partagent. Les robots-positionneurs peuvent se dé-
placer simultanément tout en respectant leurs contraintes dynamique (la vitesse des moteurs)
et mécanique (gamme de l’actionneur). La méthode proposée permet de réduire considéra-
blement le temps de mise en place des robots (et donc de configuration du télescope), ce qui
permet d’accroitre la durée d’observation du ciel pour les astrophysiciens.
Les résultats de cette thèse ouvrent de nouvelles opportunités pour la coordination réactive, lo-
calisée et à faible complexité de systèmes robotiques multi-agents. En particulier, les solutions
proposées peuvent être adaptées pour résoudre de nouveaux problèmes liés à la coordination
dans d’autres contextes comme la supervision ou le transport aérien autonome.
Mots-clés : Systèmes robotiques multi-agents, Coordination, Fonctions de navigation, Théorie
des jeux, Systèmes de transport intelligent, Voiture autonome, Instrumentation astronomique,
robots-positionneurs
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1 Motivation
Overview
W
HY does dynamic coordination of robots matter? This is the question that
we will answer in this chapter. We first define "coordination" in this thesis.
Then, we go through the importance of multi-robot systems and their effective
coordination. The motivation for our choice of coordination frameworks and
algorithms will be discussed. The rational behind the choice of coordination approaches for
the multi-robot systems with unknown number of robots and in a crowded workspaces will be
explained.
1.1 Multi-robot coordination
According to the Merriam Webster dictionary, coordination means the process of organizing
people or groups so that they work together properly and well. When dealing with a group of
robots, the coordination has the same meaning. According to Jacques Farber, coordination of
multi-robot systems is a cooperation in which the actions performed by each robot take into
account the actions executed by the others in such a way that the whole system can operate in
a coherent way with high performance [1].
There are practically two categories of applications that engage more than one robot. First,
the robots that were traditionally manually guided and have been automated. Many intel-
ligent transportation agents such as driverless cars, autonomous underwater vehicles, and
unmanned aerial vehicles belong to this category. The problem of coordination arises in this
category by the objective to automate the single agents. Although in many cases it is feasible
to control a single robot, emulating the coordination that was previously done by human is
still an open problem. Considering this category of applications, the goal is to coordinate the
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robots in order to get better performance and reliability than the manual controllers.
The second category of applications are the ones that are specifically designed to benefit from
the redundancy and scalability of a multi-robot system in comparison with a single robot.
Design, construction and coordination of a group of robots called rovers that explored the
surface of Mars is a successful example of this type of applications [2].
The following two sections explain the real world coordination frameworks studied in this
thesis, where multi-robot coordination is a crucial step to realize an autonomous system.
1.2 Autonomous vehicles at intersection
Nowadays, traffic lights and stop or priority signs assist human drivers to safely cross intersec-
tions. However, in the future, with computers behind the wheel, innovative driver assistance
systems or autopilots have to be designed, bearing in mind that the first license for an au-
tonomous vehicle to legally commute on public roads was issued in May 2012 in the Nevada
state. Nonetheless, the widespread commercial exploitation of these vehicles is only conceiv-
able once coordination problems, such as crossing intersections, can be safely and efficiently
handled. Coordination of the driverless vehicles at intersections is a multi-robot coordination
problem in which the number of vehicles is not known before hand. In addition, to benefit
from the full potential of vehicle-to-vehicle communication and to pass the intersection as
fluently as possible, the vehicles need to move very closely to each other. This means that
the problem of coordination of autonomous vehicles at the intersections is a multi-robot
coordination challenge where the number of robots are unknown and the workspace of the
robots (intersection) is crowded (Figure 1.1).
1.3 Fiber positioner robots
Since 1930 it has been known that our universe is in expansion. But surprisingly, at the turn
of last century astronomers showed that the universe expansion is accelerating [3; 4]. To
explain this acceleration, another dark ingredient was added to the universe composition,
the dark energy [5]. The nature of dark energy has become a key question in cosmology and
fundamental physics, and many dedicated projects using different techniques attempt to
solve this puzzle, and more generally, to provide a model for the cosmological world (e.g.,
curvature, spectral index, neutrinos mass, non-gaussianities) [6; 7; 8].
In particular, massive redshift survey of galaxies and quasars are needed to map the large-scale
structures of the universe [9]. The redshift-distance relation could be understood through the
measurement of Baryonic Acoustic Oscillations (BAO) and putting constraints on the gravity
model through the study of the redshift space distortions (RSD) [10]. As measurement systems,
many projects are planning to use a large number of small planar robots. The robots have
two degrees of freedom and move and place a fiber located at their end-effector. Figure 1.2
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Figure 1.1: Vehicles crossing an intersection will share a workspace that increase the risk of collision.
shows one of these robots built in collaboration between EPFL and Universidad Autónoma
de Madrid (UAM). To get a large map of the universe, a large number of these robots will be
positioned in a focal plane of a telescope in a hexagonal geometric order (Figure 1.3). Each
robot moves from its initial configuration to a final one where it places a fiber on a target.
Multiple robots share the workspace and thousands of them need to be moved simultaneously
to guarantee maximum time for observation.
Figure 1.2: A fiber positioner robot developed in collaboration between EPFL and UAM [11; 12].
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Figure 1.3: Network of 37 fiber positioners with 2DOF robot arms. Large circles, dotted gray circles,
red dots and blue dots denote the first arm, the reachable area of the second arm, the optic fiber and
the target point of each positioner, respectively. Ongoing projects will use up to 5000 robots in their
observations.
1.4 Decentralized navigation functions
The main research question in both the abovementioned frameworks is how to coordinate
robots to reach a goal point while avoiding collisions with their neighbors. The proposed
approach in both cases should be scalable and extendable to a larger-scale problem, either for
larger intersections or larger telescopes. A centralized solution for such a problem would be
practically infeasible and costly, due to the presence of numerous robots. Therefore, among
all the methods found in the literature for coordinating agents, decentralized and reactive
control approaches will be investigated in this thesis.
Inspired by the emergent behaviors among biological agents, methods based on local reactive
control have received great interest [13]. Therefore, artificial potential fields are often exploited
for the coordination of autonomous agents. The main drawback of most of the potential field
approaches is that convergence to the target is not guaranteed due to the presence of spurious
local minima. Navigation functions were introduced [14] to solve this problem and present a
complete exact solution for the coordination problem.
Navigation functions have been used in various robotic and control applications [15]. In these
applications the actuation torque or other inputs (e.g., acceleration and velocity) are derived
6
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from some potential functions that encode relevant information about the environment and
the objective. In the framework of this thesis, the use of navigation functions in a decentralized
scheme is investigated, as it can be implemented in real-time and it also offers flexibility with
regard to adding new heterogeneous robots and changing the problem constraints.
Although navigation functions guarantee collision avoidance and deadlock free motion at the
same time, their long convergence time does not allow to realize the full benefits of a reactive
motion planning method. In both of our coordination frameworks, convergence time is very
important. On the other hand, the higher the probability of collisions among robots, the more
deadlock situations are likely to happen. Our objective in this thesis is first to show that it is
still possible to reach a collision-free and deadlock-free coordination using potential functions
while some of the conditions on being a navigation function according to [14] are relaxed.
We call these potential functions "decentralized navigation functions" as they coordinate the
robots in a decentralized way and ensure collision-free and deadlock-free motion.
For the two proposed coordination frameworks, we will then introduce navigation functions
that could take into account the dynamic constraints of the robots. We will give proofs for
deadlock free motions and show the performance of the robots through simulation.
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2 Alternative Coordination Approaches
Overview
M
ULTI robot coordination techniques are very much dependent on the require-
ments of recent applications. Accordingly, this chapter introduces briefly the
alternative approaches in coordination of multi-robots systems. We review
the highlights of centralized and decentralized control options and examine
their gains and pains for different applications. In addition, we study two different robot
control strategies, deliberative and reactive. The review of the state of the art on decentralized
navigation function and the two applications that we study in this thesis are included in their
related sections.
2.1 Multi robot coordination history
Research in the field of multi robot systems started in the early 80s. Very similar to the single-
robot case at the time, the focus of most of the published articles was on obstacle avoidance.
Figure 2.1 shows the number of articles per year on multi robot coordination according to
Scopus [16]. It clearly shows that research has grown over the previous years, mostly in the
fields of computer science and engineering (Figure 2.2). Applications considering multi robot
systems are very diverse, ranging from manufacturing and construction, medical assistance,
and search and rescue to humanoid soccer games. In these applications, using multi robots
and coordination can lead to faster task completion, increased robustness, higher quality
solutions, and the completion of tasks impossible for single robots. However, introducing
more than one robot at a time can present many challenges to effective coordination. These
challenges include limits on time, energy, computation resources, sensing and computational
capabilities as well as mobility. Therefore, coordination requires overcoming many complex
9
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Figure 2.1: Number of articles on multi robot coordination published each year from 1980 to 2013. The
numbers are approximate and are retrieved from Scopus [16].
challenges, which have been the focus of research in previous years.
The literature on multi robots systems and their coordination methods and challenges is huge
and beyond the scope of this thesis. According to our choice of direction in this field, we
review the deliberative and reactive control methods as well as centralized and decentralized
architecture of coordination. The interested reader is encouraged to read the survey articles
by Farinelli [17], Parker [18], Cao [19] and their coworkers.
2.2 Deliberative versus reactive
For planning a motion, a robot gathers information about its state and its surrounding en-
vironment. This motion plan is then translated to actuator signals that changes the state of
the robot and consequently its environment. The motion plan can be executed only for the
next time step and can only use the information gathered in the current state, or it can be a
sequence of motion which uses the information stored in a historical record. In the literature,
these two extreme motion planning methods are referred as reactive and deliberative methods
[20].
In the deliberative control method, the robot gathers the necessary information on its states,
the environment (for example a map of the place) in addition to the information on the current
states of other robots and their predicted states. Then the robot computes a series of actions
that would optimize a given cost function (risk of collision, energy consumption, time to
destination, etc.). Therefore, a deliberative control method:
• needs complete models of the robot, the environment and the other robots (in case of
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Figure 2.2: Focus of different fields of research on multi robot coordination.
multi-robot applications).
• does not have real-time response because of the time necessary for processing all
gathered data and optimization.
• can perform high-level, intelligent and complex behaviours.
The reactive methods compute the action of the robot using only the information gathered by
sensors at a given time. Hence, a reactive control method:
• is able to run in real-time and on the platforms with constraints on the resources (such
as communication constraints).
• does not need a complete model of the robot and its surrounding.
• is capable of performing lower level tasks (the tasks that could be accomplished using
the sensory data, because the robots do not have a complete representations of the
environment).
2.3 Centralized versus decentralized
Coordination in a system with many robots can be considered as a process during which a
robot selects a course of action from several alternative scenarios. In a multi robot system
decision making can be centralized or decentralized, in accordance with the communication
architecture of the robots.
In a centralized architecture, there is a central control agent that has global information
about the environment as well as information about all robots. In most applications, the
11
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central agent can communicate with all the robots and can be used as a liaison to share the
information between robots. The central control agent could be a computer, or one of the
robot of the system acting as a leader. A centralized architecture:
• has a global view of the environment, hence it can produce globally optimal decisions.
• is an appropriate architecture for most systems with small numbers of robots, but does
not have enough scalability for large teams with more robots.
• has a great dependancy on synchronisation, and therefore is not robust with respect to
dynamic environments or failures in communication.
Many studies with focus on motion planning have introduced solutions in a centralized way
[21; 22; 23; 24]. The main goal of coordination and motion planning can range from formation
[25] to consensus [26] and rendezvous [27].
In a decentralized architecture, there is no central control agent, so all robots are equal and
autonomous with respect to the control and decision-making process. Generally, in contrast
to a centralized architecture, a decentralized architecture:
• can better respond to unknown or changing environments.
• usually has better reliability, flexibility, adaptability and robustness.
• can only reach a suboptimal solution.
Applications mentioned in centralized architecture are also addressed in decentralized fash-
ion, such as formation and consensus [28]. As an example, Feddema and his coworkers [29]
focused on controllability and connection stability for decentralized control of robotic vehi-
cles. They showed a case study of a multi-robot formation control. Many researches focus
on negotiation and auction-based systems for decentralized coordination [30; 31]. Other
interesting applications where robots are coordinated in a decentralized fashion can be found
in [32], [33], and [34].
The state of the art related to motion planning using potential functions, navigation functions
and decentralized navigation functions will be discussed in more depth at the beginning of
Section II, Chapter 4. We will also give a description on the history and highlights of the two
coordination frameworks considered in this thesis.
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Summary
In this chapter, we highlighted alternative research approaches related to coordination
of multi robot systems. The number of coordination methods and their applications
are growing each year. We classified the coordination methods in two dimensions;
deliberative versus reactive, and centralized versus decentralized control. Then, we
summarized the conclusions of related key articles. The pros and cons of the methods
are given in bullet points. The choice of the control method and of the architecture are
directly relevant to the type of application, the number of robots, their communication
capabilities, and even the speed at which the surrounding environment is changing. In
applications with a crowd of robots (like the two coordination frameworks presented in
this thesis), real-time computation and robustness to communication failures are the
most important aspects that need to be considered in the selection of the coordination
approaches.
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3 Scope of the Thesis
Overview
T
HIS thesis focuses on coordination of multi robot systems in crowded workspaces,
and more particularly on the coordination of large number of robots sharing the
same workspace. This chapter describes how this thesis is outlined, along with our
methodologies and contributions.
3.1 Outline
This thesis is organized in six parts, as described below.
Part I - Introduction (Chapters 1, 2, and 3)
Part I gives an introduction to multi-robot systems and coordination problems. The impor-
tance of this field of research and the motivations behind are explained in this part. It includes
a brief state of the art on the coordination solutions, and presents the selected methods. In
addition, this part lists our main objectives and contributions.
Part II - Decentralized navigation functions (Chapters 4 and 5)
This part gives a comprehensive introduction to motion planning using artificial potential
fields and navigation functions along with their strengths and weaknesses on coordinating
robots of Chapter 4. Chapter 5 shows that, by relaxing a general condition previously put on
navigation functions to ensure their convergence, we can design more reactive navigation
functions.
Part III - Coordination of autonomous vehicles at intersections (Chapters 6, 7, 8, and 9)
15
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This part focuses on the first coordination framework that we study in this thesis, the coordi-
nation of autonomous vehicles at intersections. We study the state of the art on autonomous
vehicles, their current state, potential and possible future technologies. We formulate the
crossing of autonomous vehicles as a multi robot coordination problem and propose a decen-
tralized navigation function that guarantees collision and deadlock avoidance. Three different
methods are investigated in this part to show the benefits of using decentralized navigation
functions for collision-free intersection crossing.
Part IV - Coordination of fiber positioner robots (Chapters 10 and 11)
In this part we investigate the coordination of fiber positioner robots in the field of astrophysics
and cosmology. We formulate the coordination challenges of these robots in a crowded
environment (i.e., the telescope focal plate). We then propose a decentralized navigation
function to coordinate the robots while taking into account the mechanical constraints.
Part V - Conclusion (Chapters 12)
Finally, in this part we summarize this thesis and restate the benefits of the proposed coor-
dination methods and their effectiveness in solving the coordination problems in the two
frameworks. We also give an intuitive look at the possible extensions of our work.
3.2 Contributions
Each of the described parts of this thesis contains contributions. To guid the reader, we
summarize the contributions at the end of each chapter. We also briefly gather them together
here.
Part II - Decentralized navigation functions
• In Chapter 5, we show that coordination of robots using decentralized potential func-
tions could be formulated as a normal form game. In the game, the potential functions
could act as an inverse form of a utility function. We show that moving in the gradient
descent direction is a weakly dominated strategy (a Nash equilibruim), which means
that by using that utility function the robots can converge to their goal. We then use
this proof to relax a constraint on potential functions to find more reactive and rapid
robot trajectories. Depending on the application, if we find conditions of deadlock-free
coordination, the potential functions are called navigation functions.
Part III - Coordination of autonomous vehicles at intersections
• In Chapter 7, we propose a decentralized navigation function for vehicles crossing an
intersection. By modeling each autonomous vehicle as a first order dynamic system, the
decentralized navigation function along with the gradient descend control law guarantee
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collision free passing for vehicles. We provide proof for deadlock-free motion of vehicles
crossing an intersection. Beside the possibility to address the acceleration and velocity
constraints, we show that using the inertia of the vehicles can facilitate handling the
deadlock situations in addition to giving indirect priority to heavier vehicles.
• In Chapter 8, we propose a modified version of the decentralized navigation function
method so that it takes into account the desired speed and arrival time to the intersec-
tion. We call it a spatio-temporal navigation function. We provide proofs for collision
and deadlock avoidance. The proposed spatio-temporal navigation function leads to
smoother velocity profiles as the number of vehicles passing the intersection will not
significantly change over time.
• In Chapter 9 we formulate the coordination problem of autonomous vehicles at inter-
sections in a linear-quadratic model predictive control framework (MPC). To the best
of our knowledge, this is the first time that the coordination of autonomous vehicles
at intersections is presented in form of a decentralized MPC. Using a second-order
dynamic model for vehicles, we introduce a quadratic cost function and translate the
collision avoidance problem as a set of linear constraints. The approach takes velocity
and acceleration constraints into account, as well as realistic vehicle communication
models. We showed the practicality of the proposed method for a platoon of vehicles
crossing an intersection.
Part IV - Coordination of fiber positioner robots
• In Chapter 11, we propose a decentralized navigation function that enables to devise
trajectories for 5000 robots whose goals are placing fibers attached to their end-effectors
in a position that corresponds to the location of a galaxy in the telescope focal plane. The
method takes into account the velocity constraints of the two motors of each robot as
well as their mechanical constraints based on their specific design. Fiber positioners that
are packed very closely in a focal plate can move in parallel and in near-minimum time.
We have designed a visual simulation environment that animates the 5000 positioners
for the testing and validation of motion-planning and collision-avoidance algorithms.
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4 Introduction to Navigation Functions
Overview
D
ECENTRALIZED navigation functions (DNF), are a family of potential functions
that were shown to guarantee collision and deadlock avoidance for multi-robot
coordination. In this chapter we start with reviewing motion-planning methods
based on potential functions for a single robot. We then study the extension
of potential functions for coordination of multi-robot systems. Navigation functions belong
to a family of potential functions that can guarantee both collision and deadlock avoidance
by introducing a Lyapunov function. If each robot in a multi-robot system uses an identical
navigation function for motion planning, the function is called a decentralized navigation
function. Finally, we provide an overview of the theoretical and practical advantages and
disadvantages of using decentralized navigation functions.
4.1 Potential Functions
Motion planning using potential functions was first introduced in 1986 by Oussama Khatib,
who used the method to control a PUMA 560 manipulator in real-time [35]. This article
has been cited more than two thousand times when potential function are used for motion
planning in robotic manipulators [36], as well as single [37] or multiple mobile robots [38; 39].
In this Chapter we briefly review the motion planning based on potential functions reviewed
in [40]. For more details and examples, see [40].
A potential function, also known as a potential filed, is a real function φ : Rm → R, which is
differentiable on Rm . If we look at the potential function as energy, its gradient is a force field.
The gradient is a vector5φ(q)=Dφ(q)T = [ ∂φ∂q1 , . . . ,
∂φ
∂qm
]T which points in the direction that
locally maximally increases φ. We use the gradient to define a vector field, which assigns a
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Figure 4.1: The negative charge (destination) attracts the particle (robot) and the positive charges
(obstacle) repels it, resulting in a path shown by the arrows.
vector to every point in the working space.
The potential function approach takes the robot as a particle and moves it according to the
gradient vector field. Viewing the potential fields as electrical potentials field, gradients are
forces on a positive-charged particle (robot) which is attracted to the negative-charged goal
(destination). Obstacles also have positive charges, which forms a repulsive force directing the
robot away from them. The combination of repulsive and attractive forces could direct robot
from the start location to the goal location while avoiding obstacles (Fig. 4.1).
For simplifying the concept, assume that we mainly deal with first-order systems (second-
order and non-holonomic systems will also be studied in this Chapter). In this case the
gradients are velocity vectors. looking at potential functions as gravitational potentials, robots
movement is like following a path downhill by following the negated gradient of the potential
function. Following such a path is the well known gradient descent method
c˙(t )=−5φ(c(t )) (4.1)
where c and c˙denote position and velocity. The robot stops moving when it reaches a point
where the gradient is no longer noticeable. i.e. it has reached a q? where 5φ(q?)= 0. This
point q? is called a critical point of φ. The point q? is either a maximum, a minimum or a
22
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Figure 4.2: Different types of critical point. Top row of graphs show the functions, and the bottom row
shows the gradients of the functions.
saddle point (Fig. 4.2). The second derivative of φ determines the type of critical point. For
real functions, the second derivative is the Hessian matrix

∂2φ
∂q12
· · · ∂2φ∂q1∂qn
...
. . .
...
∂2φ
∂q1∂qn
· · · ∂2φ
∂qn 2
 (4.2)
If the Hessian is nonsingular at q?, the critical point at q? is called non-degenerate, meaning
that the critical point is isolated. A positive-definite Hessian shows that the critical point is a
local minimum. If the Hessian is negative-definite, then the critical point is a local maximum,
otherwise it is a saddle point.
When using the gradient descent method for moving the robot, It is not necessary to compute
the Hessian. The robot stops moving at a local minimum, not at a local maximum or a saddle
point. Since the gradient descent decreases the function φ, the robot cannot arrive at a local
maximum. However, not all the minima are the destination of the robot.
It is worth mentioning that the potential function method has no limitation on the dimension
of the robot workspace. So, unless stated otherwise, algorithms introduced in this chapter
could be used both for mobile robots and robot manipulators.
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4.1.1 Attractive and Repulsive Potential Fields
The intuition behind combining the two attractive and repulsive potential fields is coming
from the electrical potential fields. The goal attracts the robot and the obstacles push it away.
When combining the two behaviors, the robot can reach its goal while avoiding the obstacles.
The attractive and repulsive potentials could be added
φ(q)=φat t (q)+φr ep (q) (4.3)
where φat t and φr ep are respectively the attractive and repulsive potential fields.
The attractive potential
To be an attractive potential field, φat t should satisfy several conditions. φat t should be
monotonically increasing with the distance (d) from the destination of the robot. The most
straight forward choice is a conic function, measuring the distance to the goal, i.e , φ(q) =
ζd(q, qg oal ) where the ζ is the scaling parameter and qg oal is the destination of the robot.
The gradient is 5φ(q) = ζd(q,qg oal ) (q − qg oal ). The gradient points away from the goal with
magnitude ζ at all points of the configuration space except the goal, where it is undefined.
Starting from any point other than the goal, by following the negated gradient, a path is traced
toward the goal.
When numerically implementing this the potential function, gradient descent may experience
rapid oscillations, because of the discontinuity at the origin. That is the reason why a contin-
uous function is more desirable. A quadratic function could be a simple example of such a
function.
φat t = 1
2
ζd 2(q, qg oal ) (4.4)
with gradient
5φat t =5( 1
2
ζd 2(q, qg oal ))=
1
2
ζ5d 2(q, qg oal )= ζ(q −qg oal ) (4.5)
which is a vector at q , points away from qg oal , and has a magnitude proportional to the
distance from q to qg oal . The longer the distance, the larger the magnitude of the vector. This
means, when the robot is far away from the goal, it approaches its goal very quickly. The
robot moves very slowly toward the goal in its vicinity. This property helps the mobile robots,
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because it imposes no oscillation in the vicinity of the goal point.
While the quadratic function behaves properly near the goal point, It results in a very large
velocity when the robot is far from its goal. Therefor, the idea of combing the two quadratic
and conic functions seems promising. The robot will move toward its goal with a constant
velocity if its is further that d?g oal from its goal. The robot switches to the quadratic function
when near the goal (distance less than d?g oal ). The gradient in the boundary (at the point when
the distance is exactly equal to d?g oal ) needs to be defined. Such a field can be defined by
φat t (q)=

1
2ζd
2(q, qg oal ) d(q, qg oal )≤ d?g oal
d?g oalζd(q, qg oal )− 12ζ(d?g oal )2 d(q, qg oal )≥ d?g oal
(4.6)
and in this case we have
5φat t (q)=

1
2ζ(q −qg oal ) d(q, qg oal )≤ d?g oal
d?g oalζ(q−qg oal )
d(q,qg oal )
d(q, qg oal )> d?g oal
(4.7)
To ovoid any jump in the velocity, it is desired that the gradient of the quadratic function is
equal to the gradient of the conic function5φat t (q)= ζ(q −qg oal ) at the boundary.
The repulsive potential
A repulsive potential repels the robot from any obstacle in its workspace. The force and its
magnitude is a function of the distance of the robot with the obstacle (D(q)). The repulsive
force should grow in magnitude if the robot is moving toward an obstacle. Like attractive
potential field, many functions could be chosen as candidates dependent on the application.
Here, we give a classical example of such a function:
φr ep (q)=

1
2η(
1
D(q) − 1Q? )2 D(q)≤Q?
0 D(q)>Q?
(4.8)
where the Q? ∈ R defines the distance the repulsive force is active. If the obstacle is further
than Q? ∈R, it could be ignored. η can is the gain of the repulsive force These scalar values are
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Table 4.1: Gradient descent algorithm for motion planning with artificial potential functions
Gradient descent algorithm
Input: Function φ(q)
output: A sequence of points toward the minimum point
{q(0), q(1), . . . , q(i )}
q(0)= qi ni t i al poi nt
i = 0
repeat until5φq(i )= 0
q(i +1)= q(i )+α(i )5φq(i )
i = i +1
end repeat
usually determined by trial and error.
Gradient descent
In optimization problems, the gradient descent approach is a well-known method. The idea
behind gradient descent is straight forward. In its initial configuration, the robot takes a step
in the direction opposite to the gradient. This gives a new configuration, in which the potential
field has a lower value. The robot repeats the same procedure until it reaches a point that the
gradient is zero (Algorithm in Table 4.1).
In the gradient descent algorithm, the q(i ) is the value of q at the i th iteration. The final path
consist of the sequence of these iterations q(0), q(1), · · · , q(i ). α(i ) is a scalar that determines
the step size in the i th iteration. α(i ) should be selected in a way that the robot avoids sudden
jumps into an obstacle. α(i ) plays an important role in the amount of time it takes to reach the
goal point. In practice it is not always possible to reach a point, where in the gradient is zero
5φ(q(i ))= 0. Therefore, to implement the algorithm in practice, the zero gradient condition
is replaced with a weaker condition ||5φ(q(i ))|| < ².
4.1.2 Local Minima Problem
The gradient descend method guarantees the move toward a minimum point. However, the
reached point could be different from the robot’s goal point. Like many optimization problems
that use the gradient descend method, the local minimum could fail the robot in getting to its
goal point.
Fig. 4.3 shows one of this local minimum situations. The robot is attracted to a goal which is
on the other side of an open box-shaped obstacle. The goal attracts the robot, which guides it
inside the obstacle. At some distance, the obstacle repels the robot out. The robot could reach
a point, where the effect of the obstacle’s repulsive force is equal to the attraction force of the
goal. Mathematically, the robot reaches a q? where5φ(q?)= 0 and q? is not the goal point
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Figure 4.3: Using the potential field method, the robot moves toward the obstacle and stops in a point
where the attractive force from the goal is equal to the repulsive force from the obstacle.
of the robot. The local minimum problem is not limited to concave obstacles (We show a
concave obstacle here to ease the explanation of the local minimum problem). So the potential
function technique is not yet complete for coordination of robots.
There are potential functions other than the attractive/repulsive potential. Many of these
potential functions could be efficiently computed in real-time. Unfortunately, they all have
one problem which is the existence of local minima not corresponding to the destination of
the robot. In general three different approaches tackle the problem of local minima. The first
two approaches use additive random or rotational vector fields to disturb the robot from these
local minima [41] (Fig. 4.4).
In potential function with a randomized path planner (RPP), the robot follows the negative
gradient of a potential function. When the robot gets stuck at a local minimum, it starts a series
of random walk. The random walk method often let the robot get out of the local minimum.
When the robot is out, it will follow the gradient descend direction of the potential function.
The third approach relies on using a potential function that only has one minimum point. In
literature, such a function is called a navigation function.
4.2 Navigation Function
So far, we studied potential field methods and their draw backs. In this subsection we introduce
a family of potential functions that have only one minimum point. This family of potential
functions is called navigation functions [42]. A potential function is called a navigation
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Figure 4.4: Random (a) and Rotational (b) vector fields can be aded to the gradient of the potential
field to get the robot out of a local minimum point.
function if it:
• is smooth
• is uniformly maximal on boundaries of the free space
• has a unique minimum at qg oal in the connected component of the free space that contains
qg oal and
• is Morse.
A Morse function [43] is one whose critical points are all non-degenerate. This means that
critical points are isolated and if a Morse function is used for gradient descent, any random
perturbation will destabilize saddles and maxima.
Theorem 1. (Existence of a navigation function)
If a robot’s destination and the obstacles are in the workspaceF of the robot and the obstacles
do not intersect, then there exists a positive integer N ∈N such that for every k ≥N
ψ= ( λ
k
d
λkd +β
)
1
k (4.9)
is a navigation function onF where λd is an attractive field toward the destination and β is a
repulsive force from obstacles.
The detailed proof of this theorem is provided in [42].
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4.3 Decentralized Navigation Function
In this section, we study the extension of the navigation function method to a multi-robot
case. In practice, robots are supposed to deal not only with dynamically moving obstacle but
also other robots. In 2003, Dimarogonas and his colleagues showed that a modified version
of the navigation function in Theorem 1 could be extended in a decentralized fashion for
coordination of multiple robots. The function is thus called decentralized navigation function
[44].
Consider a system of N robots operating in a single workspaceF ⊂R2. Each robot occupies
a disk R = {q ∈ R2 :∥ q − qi ∥≤ ri where qi ∈ R2 is the center of the disk and ri is the radius
of the robot. The configuration of the robot and its desired destination are respectively
q = [q1, · · · , qN ]T and qd = [qd1, · · · , qd N ]T .
Making the following assumptions:
• Each robot knows the positions of the other robots at each time instant
• Robots do not share their desired destination
• Robots could be fitted in a sphere
• Robots’ workspace is bounded and spherical
a decentralized navigation function ψi is defined as:
ψi = λdi + fi
((λdi + fi )k +Gi )
1
k
(4.10)
The term λdi =∥ qi −qg oal ,i ∥ is the squared distance of the robot i from its destination qg oal ,i .
fi is added to guarantee that ψi attains positive values near the destination point. Gi is the
distance of the robot i from the other robots. The exponent k is a positive scalar.
4.3.1 Holonomic robots with single integrator dynamics
In this section we review the decentralized navigation function method used for the case of
multi-robot systems, in which all robots can be modeled as the holonomic single integrator
system
q˙i = ui (4.11)
Theorem 2. (Decentralized navigation function for robots with a single integrator dynam-
ics)
If a robot’s dynamics is described by the single integrator (4.11), the system is asymptotically
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stabilized with a decentralized navigation function
ψi = (
λkdi + fi
(λdi + fi )k +βi )
1
k
(4.12)
under the control law
ui =Ki ∂ψi
∂qi
, (4.13)
where Ki is a positive gain.
4.3.2 Holonomic robots with double integrator dynamics
In many multi-robot systems, a better dynamic model for the robots is the double integrator
q¨i = v˙i = ui (4.14)
Theorem 3. (Decentralized navigation function for robotswith a double integrator dynam-
ics)
If a robot’s dynamics is described by a double integrator (4.14), the system is asymptotically
stabilized with a decentralized navigation function
ψi = (
λkdi + fi
(λdi + fi )k +βi )
1
k
(4.15)
under the control law
ui =Ki ∂ψi
∂qi
+θi (vi , ∂ψi
∂t
)− gi vi , (4.16)
where Ki , gi are positive gains and
θ(vi ,
∂ψi
∂t
)=− cvi
t anh(∥ vi ∥2)
| ∂ψi
∂t
| (4.17)
and
∂ψi
∂t
=∑
j 6=i
∂ψi
∂q j
q˙ j (4.18)
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Proof. In [45], Dimarogonas and Kyriakopoulos showed that V = ∑
i
Kiψi + 12
∑
i
∥ vi ∥2 is a
Lyapunov function that can guarantee asymptotical stability at the destination point for each
robot.
4.3.3 Nonholonomic robots
Loizou and his colleague extended the decentralized navigation function method to nonholo-
nomic robots [46]. They showed that the same navigation function that is used for double
integrator robot dynamics ( 4.15), with a proper selection of Gi can be used for decentralized
motion panning of multiple nonholonomic robots.
4.4 A comparison between potential fields and navigation functions
Potential field methods are supported by models that describe the flocking of animals [47],
schooling of fish [48], and pedestrian coordination in a crowded area [49] (social potential
fields). If such a method is working in nature, why is the multi-robot coordination problem
not considered as solved?
A mobile robot is supposed to move from its initial position to a destination in an environment
and avoid the collision with obstacles. Figure 4.5 shows the different behavior of the mobile
robot moving from the same start position, using a potential function and a navigation
function. The potential function is the one introduced in previous section:
φ1(q)=φat t (q)+φr ep (q) (4.19)
φat t (q)=

1
2ζd
2(q, qg oal ) d(q, qg oal )≤ d?g oal
d?g oalζd(q, qg oal )− 12ζ(d?g oal )2 d(q, qg oal )≥ d?g oal
(4.20)
φr ep (q)=

1
2η(
1
D(q) − 1Q? )2 D(q)≤Q?
0 D(q)>Q?
(4.21)
A navigation function could be also introduced for a single mobile robot as such:
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Figure 4.5: (A) shows the motion of a robot going from the start point to the goal point and avoiding the
obstacles using a potential field. (B) shows the motion of the robot, with the same obstacle arrangement
and from the same start point to the same goal point. The behavior of the robot using the potential
field is more reactive and local in comparison with the navigation function.
φ2(q)=
d 2(q, qg oal )
(d(q, qg oal )2k +β(q))1/k
(4.22)
β(q)=∏βi (q)βi (q)= d 2(q, qi )− r 2i (4.23)
qi and ri are the position and the radius of the obstacle number i respectively.
Comparing the behavior of the robot in the two figures, we can conclude that the navigation
function does not exhibit the most reactive behavior for motion planning. In addition to
the different tracks, the two methods has a different convergence time, with the navigation
function having a double the convergence time of the potential field. The shorter convergence
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time and less deliberation of the response, motivated us to study the potential fields in the
framework of coordination of robots in crowded workspaces.
In [50], the authors compare the the efficiency and applicability of the navigation function
introduced in 4.10 with those of the potential fields for a RoboCup competition framework.
They conclude that although the navigation functions guarantee the existence of no local
minimum point, to ensure a more reactive behavior for players (specially in front of the players
from the other team), potential fields exhibit a better performance. Therefore, they introduce
a new numerical potential field, that guarantees the safety of the robots as well as their quick
reactions.
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Summary
Potential fields are reactive control methods for motion planning and collision avoid-
ance for both mobile robots and robotic manipulators. A family of potential fields
that have no deadlocks are called navigation functions. Many potential fields give a
more reactive response for motion planning and have shorter convergence time relative
to previously introduced navigation functions. Taking this into account, in the next
chapter we study the potential fields as a normal form game and extract new conditions
for a potential field to be a navigation function.
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Overview
T
HIS chapter presents a game theory approach toward the potential field tech-
nique for the coordination of multi robot systems. Potential functions act as utility
functions for robots to ensure collision avoidance. As the main contribution of
this chapter, the coordination of robots is shown to be achievable by finding the
Nash-equilibrium. In such way, deadlock situations should be handled separately.
5.1 An overview of game theory
Game theory is decision making among independent, rational agents. The agent that plays
the game is called a player. In game theory, the aim is to study the behavior of the players and
predict the outcome of the whole system consisting of many agents when all playing rational.
Game theory has been pursued for over seventy years after publication of "Theory of games
and economic behaviour" by the mathematician John Von Neumann and the economist Oskar
Morgenstern in 1944. Thereafter, different branches of game theory have been introduced.
The main difference between the various branches is the amount of cooperation between the
players. A branch of games where players collaborate, is called a cooperative game [51]. The
subset, in which the players collaborate but each one has a utility function to maximize, is
a type of multi-objective optimization problem [52]. Without collaboration, the players can
choose actions that are in total conflict with other players’ interests. This branch is called
noncooperative games [53]. The most extreme case of conflict of interests is called zero-sum
game, in which a player’s gain of utility is exactly equal to the losses of utility for the other
players.
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A strategy is the behavior of a player in the form of a set of actions. The players determine
their actions based on information on their states. A strategy specified deterministically is
called pure strategy, or if specified with a probability distribution over a set of actions is called
a mixed strategy.
5.1.1 Game theory frameworks for multi-robot coordination
After a very vast exploration in many fields such as economics, politics, and military strategy
planning, game theory made its way towards robotics applications. In 1993 LaValle proposed
the use of game theory as a general formalism for representing, comparing, and providing
insight into solutions to a wide class of robotics problems. His article concluded that game
theory can be applied to problems of multiple robot coordination as well as high-level strategy
planning. Thereafter, game theory has been applied to many multi-robot coordination prob-
lems. The main motivations in presenting the multi-robot coordination problem as a game is
centred on the following points:
• Game theory provides insight into the nature of many coordination problems, and could
suggest solution methods for robotic task [53].
• Game theory provides a solid formulation of trades off [54].
• Competition and conflicts could be formulated by different types of games [55].
• Many types of games rely on the statistical modeling at different levels [56].
A classical example that shows the ability of game theory in finding a feasible solution for
a complicated coordination problem is shown in Figure 5.1. The goal of the example is to
coordinate two mobile robots in a corridor maze. The robots have different goals and initial
locations. Running their individual optimal path, the robots need to occupy the same corridor
at the same time. However, adapting the problem in a game theory framework, the robots can
obtain a solution that is mutually beneficial, although suboptimal for each. The cost function
that could bring a solution for coordination of the two mobile robots in the corridor maze
from any initial locations to arbitrary goals is identical for both robots. The cost function has
two additive terms. The first term is a cost dependent of the stage. Therefore, if the robot
decides to stay or move at each stage, there is cost. The cost of moving is more than that of
staying. The second term is the cost associated by the location of the robot. It becomes higher
if the robot is further from its goal. The costs are precomputed for all the locations in the map
and the situation, in which the two robots occupy the same place is associated with an infinite
cost for both robots.
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Figure 5.1: Illustration of a game-theory based solution for a complicated coordination problem.
5.2 Normal form games
Normal form is one of the basic forms of representing a game with mathematical tools. We
cover this form because it is the one that helps us formulate potential functions as utility
functions. Interested readers could refer to one of many tutorials and books for more details
on different forms of games and their representations, such as [57].
Definition 1 A finite, N-player normal form game is a tuple (N ,A ,u), where
• N is a set of the players
• A =A1×A2 . . .AN , whereAi is the set of action that player i can choose from
• u = (u1,u2, . . . ,uN ), ui is a utility function of the player i for one of the actions
It is impossible to study game theory and miss the most famous game, the prisoners’ dilemma.
We also show this game as an example for normal form game representation. Figure 5.2 shows
a matrix representation of this game where there are two players. Each player has two actions
either to cooperate (C) or to defect (D). The game gets its name from a scenario where two
members of a gang get arrested by the police. If the two remain silent, each will get a one year
in prison each. If one of them betrays the other one, he gets free but puts the other 4 years in
prison. If the two arrested talk, they will each get 2 years in prison.
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Figure 5.2: Normal form presentation of a famous game called prisoners’ dilemma.
When a game is described, we then look for ways to analyse how the players act. A dominant
strategy is one that is known to be selected by a player in game theory.
Definition 2 (Dominant strategy) A strongly dominant strategy sdi is a strategy that brings a
higher payoff to a player than any other strategy, independent of the strategies of the other
players. Mathematically, it could be formulated as: ui (sdi , s−i )> ui (si , s−i ) for all si that si ≤ sdi .
For a weakly dominant strategy, the conditions is ui (sdi , s−i )≥ ui (si , s−i ), where s−i represents
a set of the strategies of all players except player i .
If the players are rational and have no idea about the actions of other players, a dominant
strategy is a fairly good prediction of a player’s behavior.
5.2.1 Nash equilibrium of a normal form game
A question that arises in game theory is that if all players play rationally and follow their best
strategy taking into account the other players strategies, where will the game go? A group of
players is said to be in a Nash equilibrium if each player is making the best decision taking
into account the decisions of all other players.
Definition 3 (Nash equilibrium) A strategy profile is a Nash equilibrium if for all players i
ui (s∗i , s
∗
−i )≥ ui (si , s∗−i )∀si
where s∗−i is a set of strategies chosen by other players.
A Nash Equilibrium gives a strategy profile in which it is not beneficial for any of the players to
change their strategy. The art of game theory is to formulate the games, in a way to calculate
the equilibrium, where most of the time it is not obvious why players would decide to actually
play one.
A game may have zero, one, or more than one Nash equilibria. The case of multiple equilibria
is particularly problematic since it is often not clear which ones the players would end up
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operating on, while only one is the desired of the game designer and typically a globally
optimum point.
5.3 Potential fields in form of normal games
In this section, as the first contribution of this thesis, we show that the potential fields method
in which the robots are modeled via first-order dynamics and follow the gradient descent, is
a normal form game with a Nash equilibrium. In [58] Roozbehani and Gillet introduced a
Hamilton-Jacobi formulation for cooperative control of multi-agent systems. We use their
steps of formulation of a Nash equilibrium in the framework of a Hamilton-Jacobi equation.
We show that viewing the potential functions as utility functions of a normal form game, the
gradient descent drives the robots to the Nash equilibruim.
Definition 4 A set (Ji ) of control inputs for the robot i in this game is a Nash-equilibrium for a
game if
Ji (u∗1 , ...,u
∗
i , ...u
∗
N )≤ Ji (u∗1 , ...,ui , ...u∗N ),∀i
Theorem 4. Existence of Nash equilibrium in coordination by potential functions
The set of inputs (u1, . . . ,uN ), where ui =−ki ∂ψi∂vi , represent a Nash equilibrium for a normal
form game using the following cost function:
Ji =
T∫
0
(uuT +ki∇ψTi ∇ψi )d t i = 1, ..., N (5.1)
Proof. We want to show that the gradient descend method, as the control law of the potential
field, is a weakly dominant strategy for every robot in the game. So, the set of these dominant
strategies will present a Nash-equilibrium for the game. Any local optimal control is weakly
dominant [59], so we need to show that the gradient descend satisfies the local optimality
axiom. We define the Hamiltonian function as follows,
H = uuT +ki∇ψTi ∇ψi +λT u (5.2)
Optimality requires that
λ∗ =−2u∗ (5.3)
which is
λ∗ = 2ki∇ψi (5.4)
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It only remains to show that
λ˙+ ∂H
∂v
= 0 (5.5)
We start from λ∗ = 2ki∇ψi and calculate the derivative of both sides over time. To obtain
λ˙∗ = 2ki∇ψ˙i = 2ki∇2ψi v˙i = 2k2i ∇2ψi∇ψi (5.6)
Using λ˙∗ from equation 5.4:
λ˙∗+ ∂H
∂v
=−2k3i ∇2ψi∇ψi +2ki∇2ψTi ∇ψi (5.7)
Choosing ki = 1 for every i leads to
λ˙∗+ ∂H
∂v
= 0 (5.8)
which satisfies 5.5
Just like conditions for being a navigation function, the Nash equilibrium shows the conver-
gence of robots to a solution and therefore could guarantee collision avoidance. However,
Nash equilibrium is a weaker condition compared with the Lyapunov function that insures the
convergence of the navigation function. This means, using the potential functions, the robots
might end up in an equilibrium rather than the desired convergence point. These points are
the ones known as deadlock situations, very common for potential functions. Therefore, to
guarantee both collision avoidance and deadlock-free motion while using potential fields, we
should ensure the equilibrium is the desired point of the system, according to the application
and the designed potential field. Thereafter, that potential field is called a navigation function.
Summary
In this chapter we presented potential fields as a normal-form game framework for the
first time. Considering a first-order dynamics for the robots, and a gradient descend
method for the control, we show that the potential field brings the robots to the Nash
equilibrium. Decentralized navigation function constraints could be translated to
a weaker set. The Nash equilibrium ensures that the system avoids collisions and
converges to the destination. In the next two parts of this thesis, we elaborate on the
decentralized navigation function approach for the coordination of multi-robot systems
by benefiting from the existence of a Nash equilibrium that guarantees the convergence
of the solution. In the next part, we study the framework for decentralized coordination
of autonomous vehicles at intersections. In part IV, we extend the approach to a
coordination framework of a very recent application of multi-robot systems, the fiber-
feb spectrographs.
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6 Coordination of Autonomous Vehicles
Overview
G
ROUND transportation is evolving into networks of connected mobile robots.
From a user perspective, autonomous vehicles could mean safety, convenience
and continued mobility for the ageing population. From the viewpoint of society,
autonomous driving could help reduce accidents, traffic jams and pollution to
a larger extend. Vehicle manufacturers, military units of research and development, and
academia have led advances through various projects aiming at the realization of driverless
vehicles on urban streets. In this chapter we summarize the leading and main attempts on this
area. Then, we review the recent investigations on the coordination of autonomous vehicles
at intersections, which is the focus of this part of the thesis.
6.1 State of the art on fully autonomous vehicles
Fully autonomous vehicles were considered for long as a fictitious component of our imaginary
future. However, it has been largely shown that the technologies for deployment of fully
autonomous driver systems in real traffic situation potentially exist regarding sensors as well
as algorithms. While a full review of all attempts is not possible due to growing interest in this
field, a few important efforts will be highlighted.
One of the first attempts for deploying fully autonomous vehicles started with two projects.
The first project, partners for advanced transportation technology (PATH) [60], focused on
autonomous vehicles on highways. In PATH, the goal was to design an automated highway
system and find controllers suitable for such a complex system. Over the years, researchers
working on PATH designed and implemented advances in actuator and sensor technologies.
They also contributed on analysis, simulation, and testing of large-scale, hierarchical hybrid
control systems. The second early project in the area of fully autonomous vehicles was hands-
free across America [61]. This project from Carnegie Mellon University integrated and tested
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advance technologies into a vehicle called NAVLAB (same name as the Laboratory working on
it). Unlike PATH, which focused mostly on hybrid control systems for the vehicles, NAVLAB
was pioneering methods of vision, path tracking and obstacle avoidance [62; 63].
More recently, fully autonomous vehicles were focused on three grand challenges sponsored
by US defense advance project agency (DARPA) in 2004, 2005, and 2007. In the first DARPA
grand challenge fifteen out of one hundred and seven registered teams were able to take part
in the final race. The race required vehicles to complete a 142 mile track in less than 10 hours.
At the time, none of the teams could complete more than 5% of the track.
A year and a half later, on the second grand challenge twenty three teams out of the one
hundred ninety five that registered entered the competition. Five teams completed the race, a
track very similar to the one in the first grand challenge. The winner, "Stanley" from Stanford,
completed the track in less than seven hours.
The third grand challenge, also known as urban challenge, introduced two more challenges to
the competition. Vehicles were driving in an urban environment and they needed to comply
with driving rules of California. Only eleven vehicles out of eighty nine were qualified for the
race, six of which completed the track. Carnegie Mellon’s vehicle, "Boss", was the winner [64].
By no means were the DARPA grand challenges the only active movements toward promoting
autonomous vehicles. Before the first grand challenge, De la Fortelle and Parent started the
Cybercars project in Europe [65]. The aim of the Cybercars was not only to act autonomously,
but also to safely drive in areas with pedestrian traffic. Through many years of research at the
European level, key technologies for guidance, collision avoidance, energy management, fleet
management, and friendly user interface were developed and tested. The Cybercars project
was continued by CybrCars-2 and CityMobil projects in 2006.
The prototyped vehicles of the Cybercars project had the capability to travel on existing road
infrastructures, without the need for dedicated guide ways. However, they were designed
for low-demand road traffic. In Cybercar-2 the main focus was to empower the vehicles to
communicate with other vehicles as well as with the infrastructure [66]. The idea was to enable
Cybercars to cooperate on the road through their communication tools [67], and then evaluate
how standard vehicles that could be equipped with communication-based driver assistant
systems could share the same infrastructure with Cybercars. This contributes to answer a key
question of how to open the way to the large scale introduction of fully autonomous driving
while humans are still behind the wheels of the vehicles.
Starting in 2011, Google vehicles [68] drew lots of attention from the public and academia.
The first publicly displayed Google vehicle was a Toyota Prius passenger car equipped with a
multilayer 360o laser scanner that was more expensive than the car itself. The control system
could change the heading and the speed. As of January 2014, Google self-driving cars have
driven more than 200,000 miles autonomously.
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6.2 Coordination of autonomous vehicles
Coordination of autonomous vehicles lies within the broader area of multi-robot coordination
[69], where the goal is to coordinate multiple autonomous robots in a unstructured and un-
known environment either in a modular or a hierarchical approach. However, autonomous
vehicles differ on many aspect from the robots that were the target of the multi-robot coordi-
nation field of research. After all the advances in control and sensor technologies that led to
the realization of different types of autonomous vehicles, many researchers tried to smooth
the way for coordination of these vehicles by studying vehicle-to-vehicle and vehicle-to-
infrastructure communication abilities. They address in particular the coordination between
vehicles running at close ranges, like when platooning or crossing an intersection, based
on wireless local area network technologies [70]. To summarize the essence of research in
communication of vehicles, experts have proven that the direct and wireless vehicle-to-vehicle
and vehicle-to-infrastructure communication is feasible. Many of the important and essential
modules in terms of communication protocols could be found. Those modules are provided
by the IEEE 1609 WAVE framework that guarantees power control to avoid channel congestion
and information dissemination [71].
Still, there are many challenges ahead. First of all, could vehicles that can drive autonomously
and communicate efficiently impact the traffic flow in its bottlenecks? The two bottlenecks,
highways and intersections, are the points of congestion and have high risk of accidents.
Attempts toward using autonomous cars and trucks seem very promising. Not very surpris-
ingly, the common conclusion of the three main platooning projects, SARTRE, iQFleet and
Energy ITS is that platooning trucks are not only feasible but also a way to decrease the energy
consumption and accident risks [72].
SARTRE, a european project started at 2009 [73], envisioned to develop an integrated solution
to drive vehicles in platoons on public roads for the first time. SARTRE defines a platoon
as a group of vehicles that are connected through vehicle-to-vehicle communication. The
lead vehicle is driven manually, and joined vehicles follow the leader automatically on the
same lane. Vehicles can join or leave the platoon dynamically. The information sent via
vehicle-to-vehicle communication is the most vital part of the system, and allows sharing of
local vehicle signals such as their sensor information and speed. This information is used
to coordinate the vehicles in the platoon as individual cars. A platoon of five vehicles at low
speed was conducted on public roads in Spain in 2012 [74].
iQFleet [75], the intelligent real-time fleet control and management, is a collaboration be-
tween the Royal Institute of technology (KTH), the Swedish national road and transportation
research institute, the Swedish transport administration and is partly funded by the Swedish
government. The main goal of the project is to reduce the fuel consumption of heavy loaded
vehicles by driving them in platoons. The vehicles will follow a leader automatically, but
unlike SARTRE, drivers are responsible to keep the vehicles in the lanes. In the first step of
the research vehicles were tested between two Swedish cities, coordinating using their local
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sensor information like radar. In the second phase, vehicle-to-vehicle communication will be
added to decrease the gap between the vehicles. The goal is to provide the leader vehicle with
some information on traffic flow prediction that can help energy saving for the whole platoon.
Energy ITS [76] is a Japanese national project that aims a coordinating autonomous trucks
to save energy and compensate for the lack of experienced drivers in the country. Currently,
a platoon of three trucks dives at the speed of 80km/h with 10m of gap between the trucks.
Along with automation of the trucks, the realization of the project involved putting lane
markers on the road for more precise line detection and lane keeping. They have shown that
platooning can reduce energy consumption by about 15% by only decreasing the aerodynamic
drag.
Many of the research projects that aim at coordinating vehicles in platoons started with a
main goal of energy saving. Along the way, they investigated and advanced in many other
directions, such as vehicle-to-vehicle and vehicle-to-infrastructure communication, vision,
lane detection, dynamic modeling, cyber security issues, and socioeconomic effects of the
autonomous vehicles. The intersection crossing of autonomous vehicles might seem a more
challenging problem in terms of safety and diversity of the crossing scenarios, but one can take
advantages of the shown potentials in platooning vehicles to tackle the intersection problem.
6.2.1 Coordination of autonomous vehicles at intersections
There are generally two different approaches to coordinate autonomous vehicles at inter-
sections. One approach is to design a centralized controller for the intersection where au-
tonomous vehicles are passing. Peter Stone and coworkers [77] investigated the coordination
of autonomous vehicles at an intersection in a centralized framework. Their idea was to re-
place the traffic lights at the intersection with an agent called "the intersection traffic manager".
In their first attempt in 2004, they replaced the traffic lights with an intersection manager
that gives priority to the vehicles to pass the intersection based on a reservation system. Each
vehicle approaching the intersection sends a message to the intersection manager containing
the arrival time to the intersection, the velocity at which the vehicle will arrive, the direction
the vehicle is coming from (it is assumed that all vehicles are driving straight), the vehicle’s
maximum velocity, its maximum and minimum acceleration, and its length and width. The
intersection manager divides the intersection area into small cells, and at each time step
calculates if that cell is occupied by a vehicle. If so, the intersection rejects a new vehicle’s
request to enter the intersection. The vehicles that are not given permission to enter the
intersection at their requested time will decelerate and submit another request at the next
time step. The simulation results showed that the system can perform two to three times
better in terms of average delay of the vehicles at the intersection, compared to a simple traffic
lights system.
The intersection manager was improved by letting the vehicles turn and accelerate at the
intersections [78]. To give more flexibility to the system to handle the normal human-driven
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vehicles, a mode is added to the intersection manager to insure the safe crossing of these cars.
Compatibility with human drivers can clearly facilitate the transition between human drivers
and autonomous vehicles. However, there is a compromise in terms of efficiency because the
intersection is closed to all autonomous vehicles while a human-driven one is crossing [79].
Stone and his colleagues extended their studies beyond the case of an individual intersection
to control a network of interconnected intersections. While observing the minute-by-minute
traffic conditions of all the intersections, they run an A* algorithm to find the best path from
the vehicle’s current location to its destination though the network of the intersections.
Another centralized approach for coordination of autonomous vehicles at intersection was
introduced in the framework of the Cybercar project [65]. Similar to the intersection manager
of Stone’s group, the idea is to have a supervisor at the intersection. In this case, when a vehicle
approaches the intersection, it requests the geometry of the intersection from the supervisor.
According to its velocity, the vehicle builds a reservation request which is sent back to the
supervisor and then the supervisor decides if that request is acceptable. In the case of the
intersection manager, square cells are the parts of the road space to reserve. The smaller
the cells are, the more vehicles could pass the crossroads in a given time period because the
vehicles reserve only the space they need. However, considering the communication load
of the intersection supervisor and the number of vehicles that can enter a large intersection,
Mehani and De la Fortelle introduced a different set of reservation zones that insures the
scalability of their algorithm [80].
To improve the performance of the intersection supervisor in terms of robustness, De la
Fortelle and coworkers introduced a priority graph framework, which is a high-level descrip-
tion of the coordination strategy and embeds the possible collision scenarios [81]. They built
a coordination space whose dimensions are the number of vehicles at the intersection, and
the obstacle regions has a cylindrical structure that represents the vehicles passing over the
time. Under their framework, the intersection supervisor is proven to be collision-free and
deadlock-free. As the reservation algorithm is the critical part of this approach, in [82] they
optimized the intersection supervisor by running a more centralized algorithm to find the
arrival times, instead of accepting arrival requests. Moreover, they solved the collision problem
of their previous work that was happening outside of the intersection. An advanced cruise
control (ACC) was simulated to guarantee collision avoidance out of the intersection. The fact
that all the algorithms that are introduced in this scope are already tested on the cybercars
gives an added value in terms of reliability and robustness.
Articles focused on centralized coordination of autonomous vehicles at intersection are not
limited to the abovementioned lines of research. In [83] the authors solve the collision avoid-
ance problem based on a decomposition of the problem into a continuous optimization part
and a scheduling problem. In [84] the authors designed a system that shows a "green" or
"red" signal on a screen for a semiautonomous or even an autonomous vehicle based on a
sequenced protocol.
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In this thesis, our first aim and key focus is on investigating coordination algorithms that
could take advantage of the autonomy of the vehicles in crossing the intersections without
any change in the infrastructure. This means that each vehicle needs to decide, coordinate,
and control itself in a decentralized fashion. At the same time, a decentralized control method
can benefit from advances on vehicle-to-vehicle communication methods. The decentral-
ized approaches for coordination of autonomous vehicles at intersections started before the
beginning of the current century [85; 86], but they did not grow as much as the idea of replac-
ing traffic lights with some sort of intelligent supervisor at the intersection. In both of the
mentioned papers, collision avoidance is ensured by using an algorithm that allows only one
vehicle to stay in an intersection region. All the vehicles calculate a priority for all including
themselves according to their arrival time to the intersection. When one vehicle finds itself
having the highest rank in the list, it passes the intersection.
Summary
The deployment and the coordination of autonomous vehicles are becoming important
areas of research in intelligent transportation systems. The advances made in different
sensors as well as vehicle-to-vehicle and vehicle-to-infrastructure communications
paves the way toward the realization of driverless vehicles on urban roads. The chal-
lenges toward coordination of autonomous vehicles at intersections rely on the fact
that a large number of vehicles share a common workspace. In the literature, the coordi-
nation problem has been tackled in both centralized and decentralized frameworks. In
this part of the thesis, we focus on decentralized coordination of autonomous vehicles
at intersections. In the next chapter, we propose a novel decentralized navigation
function that guarantees collision-free coordination. We derive the parameters of the
navigation function in a way that vehicles avoid deadlock situations.
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7 Coordination of Autonomous Vehicles
at Intersections Using Decentralized
Navigation Functions *
Overview
I
n this chapter, we propose a multi-robot coordination approach for crossing inter-
sections that takes into account vehicle dynamics as well as realistic communication
constraints. We introduce a decentralized navigation function and combine it with
a sensing model. The proposed method is compared with adaptive traffic lights and
roundabouts in terms of throughput. The simulations show that the proposed approach
results in smoother trajectories when vehicles are crossing a four-way intersection. They also
indicate that by using a decentralized navigation function for coordination, the autonomous
vehicles consume less energy and therefore reduce pollution emission.
7.1 Introduction
Passing an intersection for autonomous vehicles is principally a multi-robot coordination
problem. The number of vehicles could vary for different intersections at different times. In
order to deploy autonomous vehicles in roads without changing the infrastructure at each
intersection, the solution for passing intersection should be independent of the number of
vehicles and exploit vehicle-to-vehicle communication.
In this thesis, we investigate the decentralized navigation function (DNF) method for coordina-
tion of vehicles at intersections. In traditional mobile robotics, the agents are free to use the full
workspace. However, in traffic coordination, additional constraints are imposed on the paths
of the robots. The DNF should be adapted to take into account the fixed-path coordination
of the vehicles, as they can not deviate from the lanes. The propulsive force that results in
* Chapter published partly as ([87; 88]): "Microsimulation Modeling of Coordination of Automated Guided
Vehicles at Intersections," in journal of Transportation Research Record, 2324, p. 119-124, 2012.
and "Decentralized Coordination of Autonomous Vehicles at Intersections," in 18th IFAC world congress,
Milano, Italy, 2011.
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collision avoidance should take into account the limited sensing and communication range
for vehicles. Moreover, like any dynamic system, autonomous vehicles have constraints on
inputs such as acceleration and braking. In addition, there are different constraints according
to traffic regulations such as speed constraints. We should take into account the fact that
autonomous vehicles can not drive reversely on the road entering the intersection.
Taking all the mentioned constrains into account, in this chapter we propose a new DNF that
can guarantee collision free passing for vehicles. We provide proof for deadlock-free motion,
considering dynamic constraints of the vehicles. Adding a new term to the DNF relative to the
inertias of the vehicles, the heavier vehicles get indirect priorities to pass the intersection by
braking less than the lighter vehicles. The indirect priority results in less fuel consumption
and less pollution emission.
7.2 Problem formulation
The considered network consists of a four-road intersection. Each road has one lane in each
direction. The whole system involves N vehicles whose goals are passing the intersection as
fluent as possible. The position of vehicle qi = (xi , yi ) is known as in a global frame attached
to the intersection. In practice, position data could be provided using localization methods for
autonomous vehicles. The path of each vehicle is predefined and could be described by the
path parameter si .
Hence, the location of the vehicle along its path could be calculated from its position in the
global frame using the parametric function qi = fk (si ) corresponding to the path k the vehicle
has chosen for its travel. The motion of each vehicle along its path is modeled using first order
dynamics:
s˙ = 1
mi
ui (7.1)
where ui is the control input and mi is the inertia of the vehicle i . The dynamics proposed
for the vehicles is simple yet quite realistic. First order dynamics has been already used to
describe the behaviors of the vehicles [89].
Each vehicle is controlled using its own navigation function, which is built and updated at each
time step. The main challenge is to find an appropriate navigation function. This navigation
function could be combined with a proper control input such that:
1. Each vehicle can reach its destination
2. Each vehicle avoids collision with other vehicles located in its sensing zone.
3. The motion of the vehicles follows the dynamics given by 7.1.
50
Chapter 7. Coordination of Autonomous Vehicles Using DNF
A circular sensing zone is introduced. Its radius corresponds to a predefined detecting length,
unless there is an obstacle blocking the communication. This zone emulates detection ca-
pabilities of the sensors in autonomous vehicles. It is also considered that vehicles can
communicate with each other when they are located in their respective sensing zone.
It should be emphasized that the main concern of this work is the behavior of the vehicles at
the intersections. Hence, it has been assumed that the desired destinations of the vehicles are
further away from the intersection. Hence, the convergence to a final configuration is not a
critical issue as long as the vehicle has passed the intersection.
7.3 Decentralized control method
The control of each vehicle is based on a navigation function. A navigation function is a
mapping from the workspace of every vehicle to a scalar value. The gradient of the navigation
function would be attractive to its destination and repulsive from other vehicles. Therefore,
an appropriate navigation function could be combined with a proper control law in order
to obtain a trajectory for every vehicle leading to the destination and avoiding collisions.
When vehicles are crossing intersections, we can assume that they drive in preassigned lanes.
Apart from emergency situations, no static obstacle is present on the road. So, the navigation
function of each vehicle should be responsible for two main tasks. First, the vehicle should
cross the intersection and either continue that same road or turn to another one. Second, the
vehicle should avoid collisions with other vehicles. Thus, the navigation function we propose
here is composed of two terms. For vehicle i , the first term is the squared distance of the
vehicle from its destination along its path and attains small values as the vehicle approaches
the goal. For a vehicle passing an intersection, a moving goal along its path will ensure no
deadlock in at crossing. The si ,g oal is moved forward so that the attractive force stays in
the interval of [ fmi n , fmax ]. More details are given in analysis subsection (7.4). The second
term aims at avoiding collision between vehicle i and all other vehicles located in its sensing
zone. This term should be large when vehicle j is close to vehicle i in order to create a strong
repulsive force and avoid collision risks. This function is equal to 1 when the vehicle j is out of
the sensing zone of vehicle i . A navigation function with these characteristics can be written
as:
ψi =λ1(si ,g oal − si )2+λ2
∑
i 6= j
V (i , j )
1
βσ(qi , q j )
(7.2)
λ1 and λ2 are the weight coefficients. V (i , j ) is a matrix of priority coefficients that gives higher
or lower priority to vehicle i over vehicle j so that the vehicle i will change its speed according
to the priorities given to vehicles j . A larger priority coefficient leads to higher acceleration or
deceleration of vehicle i .
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In order to satisfy the specifications on repulsive force from other vehicles we set β(.) as a third
degree polynomial function. The value of this function is close to zero for very short distances
between two vehicles. So, its corresponding term in the navigation function get values near
infinity in order to provide a strong repulsive force. It is equal to 1 when there is no vehicle in
its vicinity.
βσ(qi , q j )=
3(
‖qi−q j‖
σ )
2
−2(‖qi−q j‖σ )
3
if
∥∥qi −q j∥∥≤σ
1 otherwise
(7.3)
To move toward the minimum point of the navigation function, which is the goal point on
the other side of the intersection, we use a standard function minimization tool, the gradient
descent. The input of each vehicle at each time step is the negative of the gradient of the
navigation function:
ui =∇qiψi (7.4)
7.3.1 Sensing and estimation
Sensing conditions for the vehicles are defined in order to consider the sensor observation
constraint. The sensing conditions represent a camera model, which nearly depicts recent
technologies for sensors of vehicles. These technologies in fact replicate the information that
could be gathered by a human driver. Therefore, the comparisons between the autonomous
vehicles with current methods of passing an intersection mainly show the difference in control
strategies. Consequently, differences in information and sensory data would not be an issue.
Figure 7.1 shows the sensing zone of every vehicle as defined in this work. The other vehicles
are taken into account in the navigation function if they are in the sensing zone. Vehicles are
taken into account in the navigation function if they are potentially dangerous. For instance,
vehicle 2 in figure 7.1 is not a potential danger for the vehicle 3, as they are traveling in two
separate directions and lanes. Three conditions are required to emulate the detection and
prediction of vehicles in real world. First, the field of vision of a vehicle is 1.4 radian on both
sides. Any nearby vehicle outside of this zone is invisible. Second, there is no danger of
collision if the heading vector of a nearby vehicle is inside the light green zone (directional
visible zone). Third, if the nearby vehicle is in front of the vehicle (in forced visible zone) it
should be seen in any rate. These three conditions could be expressed, using the distance
vector and heading rotation shown in figure 7.1.
Condition 1: 0≤ δ≤ 1.4 and pi+δ<φ< 2pi
Condition 2: 2pi−1.4≤ δ≤ 2pi and 0<φ<σ−pi
Condition 3: 1.4≤ δ≤ 2pi−1.4 and |d .si nδ| ≤ ddesi r ed
(7.5)
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Figure 7.1: Illustration of a vehicle’s sensing zone. Any other vehicle is considered in the navigation
function if it satisfies three conditions. First, the vehicles should be in the sensing zone in which, two
vehicles can see each other. Second, if there is the probability of collision according to distance and
direction of the vehicles. Third, the other vehicle is close enough to cause a risk of collision.
In this thesis, we use near realistic sensing model but do not enter the estimation phase.
Many estimation techniques exist which has been tailored to different sensing platforms for
autonomous vehicles. Our focus is mostly on motion planning and control of vehicles, and
thus instead of obtaining the distribution of observations, we simply use the perfect sensing
values and add measurement noise in all the simulations.
7.3.2 Priority assignment
All vehicles could be treated equally. However, prioritizing the vehicles could be advantageous.
Giving priorities can help avoid blockades of two crossing vehicles. Relying on the presented
method, all vehicles will avoid collision by braking. Nonetheless, considering the fact that
for passing the intersection the deceleration of one vehicle could be sufficient, one vehicle is
encouraged to brake earlier and give priority to the other, thus avoiding any deadlock.
In order to avoid discrete jumps in the navigation function and to guarantee collision avoid-
ance, the given priority is an indirect one imposed by the matrix V in the equation (7.2) . Here,
we chose V (i , j ) as the ratio between the inertia of vehicle i and vehicle j . The rational behind
using inertias of the vehicles as a priority metric is that heavier vehicles are normally respon-
sible for transportation of more people and goods. Besides, heavier vehicles consume more
energy than lighter ones. Other metrics related to energy consumption or energy deficiencies
could be also integrated in this matrix.
53
Coordination of Autonomous Vehicles at Intersections
7.4 Analysis of the navigation function
In this section we analyse the properties of the proposed navigation function, which could be
used to control each vehicle to reach its desired destination. As previously mentioned, the
main goal is to guarantee the collision avoidance while passing the intersection. The existence
of a global maximum at the situations of collision, where the navigation function is infinity
along with gradient decent method guarantees that vehicles would not approach collision
situations. However, to fulfill the crossing mission we need to guarantee that vehicles would
not fall into a deadlock situation. Deadlocks are situations in which two (or more) vehicles
intercept each other’s motions and are prevented from reaching their goals.
The objective in this section is to identify potential deadlock situations and to investigate
practical solutions to overcome them. Critical points can be identified by analyzing the
gradient of the navigation function introduced in (7.2):
∇qiψi = 2λ1(si − si ,g oal )
∂si
∂qi
−λ2
∑
i 6= j
V (i , j )
βσ(qi , q j )
∂βσ(qi , q j )
∂qi
(7.6)
The first term is the gradient of the attractive potential and shows the distance between current
position of the vehicle and its destination. This term plays an important role because it results
in a smooth trajectory on a predefined lane to reach the destination in absence of other
vehicles. As the main focus is the coordination of the vehicles at intersections, the destination
is changed over time in order to get an invariant attractive force. The second term corresponds
to the gradient of the term associated with propulsive force from other vehicles.
Deadlock avoidance for autonomous vehicles crossing intersections
Given the DNF in equation 7.2 and using the gradient descent method to control the speed of
the vehicles and considering the attractive force of the destination between a minimum value
fmi n and a maximum value fmax , if the elements of the priority matrix satisfy the following
inequality:
V (i , j )
V ( j , i )
< fmi n
fmax
(7.7)
we show that DNF is deadlock free for two vehicles andψdrives the vehicles to their destination
on the other side of the crossing.
The critical points of ψi are obtained when its gradient is set to zero:
if ∇qiψi = 0 then 2λ1(si − si ,g oal )
∂si
∂qi
=λ2
∑
i 6= j
V (i , j )
β2σ(qi , q j )
∂βσ(qi , q j )
∂qi
(7.8)
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If (si − si ,g oal )= 0 and λ2
∑
i 6= j
V (i , j )
β2σ(qi ,q j )
∂βσ(qi ,q j )
∂qi
= 0 (Case 1) the vehicle has reached its destina-
tion.
Hence, from
∂βσ(qi ,q j )
∂qi
= 0 we can say that there is no other vehicle in the sensing zone of
vehicle i . This case is not a critical one and just help in finding the instant of convergence to
the desired destination.
If (si − si ,g oal ) 6= 0 and λ2
∑
i 6= j
V (i , j )
β2σ(qi ,q j )
∂βσ(qi ,q j )
∂qi
6= 0 (Case 2) the first condition implies that the
vehicle i does not reach the desired destination and the second condition implies that there
is at least one other vehicle in its sensing zone. The equality of these two conditions means
that the repulsive force from the other vehicle is exactly equal to the attractive force from the
destination point. Clearly, this equilibrium might not be a desired one. A deadlock happens
when all the vehicles near the intersection stop at the same time and do not start moving for a
considerable amount of time. To pursue the deadlock analysis, we consider the case with two
vehicles near the intersection and then we extend the analysis empirically for a larger number
of vehicles. When the gradient of the potential function is zero for vehicle i , the gradient of
the potential function of vehicle j is:
∇q jψ j = 2λ1(s j − s j ,g oal )
∂s j
∂q j
−λ2
∑
j 6=i
V ( j , i )
β2σ(q j , qi )
∂βσ(q j , qi )
∂q j
(7.9)
The repulsive function, β(.) in equation 7.3 is a function of the distance between two vehicles.
So, the repulsive force sensed by vehicle i caused by vehicle j is exactly equal to the repulsive
force sensed by vehicle j caused by vehicle i :
1
β2σ(q j , qi )
∂βσ(q j , qi )
∂q j
= 1
β2σ(qi , q j )
∂βσ(qi , q j )
∂qi
(7.10)
By combining the two equations 7.9 and 7.10 we have:
∇q jψ j = 2λ1(s j − s j ,g oal )
∂s j
∂q j
−2λ1 V ( j , i )
V (i , j )
(si − si ,g oal )
∂si
∂qi
(7.11)
By actively moving the target point of the vehicles along their path, the attractive force of both
vehicles remain between fmi n and fmax . Therefore, if
V (i , j )
V ( j ,i ) <
fmi n
fmax
the equation 7.10 cannot
get zero value. This means, if vehicle i has stopped before the intersection, vehicle j will not
stop. This assumption is correct if vehicle i stops before the intersection, which puts it out of
the forced visible zone of the vehicle j (See Figure 7.1).
55
Coordination of Autonomous Vehicles at Intersections
Figure 7.2: (a) Four vehicles are passing an intersection. Arrows show the direction of movement for
each vehicle. The four vehicles are represented with four different shapes (circle, square, diamond,
triangle). A given color corresponds to a given simulation instant listed on the left side of the figure.
(b) shows the interval between the time vehicles enter the center of intersection and the time they
successfully solve the intersection problem. This interval corresponds to the time interval between
forth second and eighth second.
7.4.1 Four vehicles crossing an intersection
In this subsection we consider the control of four vehicles entering an intersection using their
navigation functions given in equation 7.2. The vehicles are modeled with first order dynamics.
The effect of taking inertia into account to get a smoother flow for vehicles is also illustrated.
In the simulation, the four vehicles start at the same time from four different positions located
at the same distance of the intersection. Hence, without manoeuvres, all the vehicles are
expected to reach the intersection at the same time. The distance from the intersection is
long enough so that each vehicle can reach its maximal velocity before getting close to the
intersection.
The chosen time-step for the simulation is 20 ms. Values of the parameters in the navigation
function are λ1 = 0.1 and λ2 = 0.035. Figure 7.2 illustrates the motion of the vehicles by
displaying their position at each second. A given shape corresponds to a given vehicle and a
given color corresponds to a given time. The black arrows indicate the direction of motion.
After four seconds, all vehicles enter simultaneously the visibility zone of the others and their
velocities start to change. The vehicle represented with circles (Figure 7.2) is five times heavier
than other three vehicles. Thanks to the chosen navigation function, its velocity does not
change significantly. All other three vehicles have the same weight, though it can be seen that
the vehicle represented by squares keep also almost the same velocity. This is because the two
other vehicles have to decelerate to free the intersection for the heavier vehicle.
Figure 7.3 shows the velocities of the four vehicles before, during and after crossing the
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Figure 7.3: Change of the velocities for four vehicles passing an intersection. The heavier vehicle
(shown in blue) has the least change in velocity than the others.
intersection. As mentioned previously, the velocity of the heavier vehicles does not change
significantly.
7.5 How far is the DNF from a centralized optimal solution?
The goal of this section is to study the performance of the DNF in comparison with a central
optimal solution. We pursue the optimal control strategy by introducing a cost function that
takes the energy into account. The objective is to show whether a decentralized approach that
relies only on local information and on limited computation power can exhibit performances
close to the optimal controller. A standard LQR problem could not be run for a large num-
ber of vehicles because the collision avoidance constraints are non-linear and non-convex.
However, keeping only the four vehicles and repeating the flow of four vehicles toward the
intersection could imitate the best case central optimal controller. To compare the energy
consumption according to the introduced index, we solve the centralized optimal problem
for a certain throughput that allows repeating the flow of the vehicles over and over. How-
ever, this limits the comparison of the two methods to that certain throughput. In order to
compare the throughput of intersection for the two different methods we use an adaptation
of a near optimal method, introduced in [90]. The method provides a general scheme for
collision-free trajectories using a cooperative control law based on optimal control. Avoidance
control laws was presented as a barrier function added to the value function. We extend the
cooperative avoidance control law in [90] to second order dynamics by defining a new barrier
function. We also introduce a Collision Risk Indicator (CRI) to improve total performance
of the multi-vehicle system . Theoretical proofs show the cooperative avoidance control in
general nonlinear model. The centralized optimization is not the target of this thesis and could
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Table 7.1: Simulation parameters used for comparing the efficiency of the autonomous vehicles passing
an intersection either by using a DNF or a centralized optimal controller at the intersection
Simulation parameter Value
λ1 0.1
λ2 0.035
Simulation duration 600 s
Length of the raod 150 m
Types of vehicles 2
Maximum velocity 30 km/h
be focused as a different approach, therefore the details have been presented in appendix A.
7.5.1 Simulation results
We introduce two different criteria for comparing the efficiency of the DNF method with a
centralized optimal solution . The first criterion is the weighted average of energy used by the
vehicles passing through the intersection. Energy consumption corresponds to control signal,
i.e. acceleration and deceleration of the vehicles at the intersection. It is worth mentioning
that it has been considered that vehicles with higher inertia are consuming more energy in
acceleration and deceleration. The energy consumption index is defined as follows:
E¯ = 1
T f N
∑
i
Ji = 1
T f N
∑
i
∫ T f
0
uTi Ri ui (7.12)
In equation 7.12, T f is the duration of the experiment and N is the total number of vehicles
introduced in the system. The control signal is considered zero when the vehicle exits the sys-
tem. The second criterion is the maximum pace at which vehicles could enter the intersection
without generating queues longer than four non-moving vehicles.
The vehicles are created simultaneously and symmetrically in the four directions. Each vehicle
is created at the same distance of the intersection and with their maximum velocity. In such a
way, their initial acceleration has no impact. The vehicle creation rate is 2 vehicles per second
for the first criterion. This means that, every two seconds four vehicles enter the whole system
from the four different directions. The same vehicle generation pattern is applied for both
control strategies.
The creation of vehicles to compute the second criterion is slightly different. In this case,
vehicles are continuously created, providing that there are not more than four vehicles in
a queue to enter the intersection. In other words, every time one vehicle could pass the
intersection successfully, one new vehicle is created in the same direction of the previous one.
This vehicle is created in a distance from the intersection similar to the previous vehicle. By
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Table 7.2: Technical specifications of the two types of vehicles simulated for comparing the efficiency
of the autonomous vehicles passing an intersection either by using a DNF or a centralized optimal
controller at the intersection
Vehicle type Mass [kg ] Max braking [m/s2] Max acceleration [m/s2]
Type 1 1300 80.0 30.47
Type 2 20000 20.9 10.54
Table 7.3: Comparison of three control methods for vehicles passing through an intersection by indices
as mean of energy consumption (MEC) of every vehicle and maximum rate of vehicles entering the
intersection (MRV).
Control method MEC (equation 7.12) MRV
Traffic lights 45.6 1.4
Decentralized controller using DNF 14.14 2.4
Central optimal controller 9.86 2.6
this method of creating the vehicle, we compute the total number of vehicles that could enter
the whole system in 600 seconds and calculate the rate of vehicles entering the intersection per
second. Table 7.1 shows all the specification of the simulation and the DNF. Table 7.2 shows
the technical specifications of the two type of vehicles considered in these sets of simulations.
Table 7.3 shows the comparison of the two different control methods according to the the two
introduced criteria. It can be observed that the proposed navigation function induces energy
consumption between the two other methods. The easily implementable proposed method is
almost three times more efficient than the traffic lights in terms of MEC, while being only 30%
less effective than the centralized method.
7.6 Micro-simulation of autonomous vehicles crossing an intersec-
tion using the DNF
In this section we introduce a new micro-simulation package that allow us to simulate large
number of vehicles during a relatively long period and compare different coordination meth-
ods, including the ones running at the time such as traffic lights and roundabouts. The term
"micro-simulation" refers to a family of simulation tools that study the traffic flow taking into
account the characteristics and features of individual vehicles. This term has been introduced
in comparison with "macro-simulation" where the goal is to study traffic flow as a whole
without considering single vehicle dynamics. Micro-simulators are useful for studies in many
field of intelligent transportation systems (ITS) as they are compatible with new traffic mod-
ules such as vehicle detectors, adaptive traffic signals and ramp metering. In general, micro
simulators use different types of vehicle models and most of them provide car following and
lane keeping strategies. Despite these advantages and capabilities of this family of simulators,
none of them provide a direct access to control individual vehicles. Therefore, we connect
a well-known micro-simulator, AIMSUN, to MATLAB in order to control each vehicle in a
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Figure 7.4: A simulated network in AIMSUN which consists of one junction and eight sections. The
length of each section(street) is 60 meters and every section have a one lane. The simulation videos
could be found:
https://www.youtube.com/watch?v=q68StIdpRGQ and
https://www.youtube.com/watch?v=9g4pt7Pzv10
decentralized manner. The architecture of combining the two software packages using an API
is discussed in the next subsection.
To assess the performance of the DNF for controlling the vehicles crossing an intersection we
simulated the two standard intersection control methods, traffic lights and roundabouts in
addition to the DNF. Details of different scenarios and control of adaptive traffic lights will be
discussed in the subsection dedicated to the results. The simulated intersection consist of one
junction and eight sections, which correspond to 4 two-way streets (Figure 7.4). AIMSUN has
a strong core for animating vehicles and controlling them according to car following models
and defined controls as well.
7.6.1 Simulation environment
In order to make decentralized controllers for autonomous vehicles, the controllers and the
model of communication have been coded in MATLAB. We connected MATLAB and AIMSUN
to each other through an API. If a vehicle enters the network, this vehicle is tracked through
the AIMSUN in order to make it easy to get the information and change the velocity of the
vehicle. In every time step, the information of all vehicles are passed to MATLAB to model the
communication and decentralized controller of the vehicles. The decentralized controller is
programmed as described in section 7.3 and an appropriate control input for every vehicle
is computed. This input is proportional to proper acceleration of the vehicle. The input is
passed to AIMSUN in order to change the velocity and position of each vehicle on that time
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step. Statistical information of vehicles such as their travel time, number and time of stops are
gathered in order to compare different methods. Figure 7.5 shows the flowchart of simulation
and information exchange according to important steps of AIMSUN.
Initialization 
- Pass all static information of 
the network to MATLAB  
Manage 
- Check entering vehicles 
- Pass vehicle information to 
MATLAB 
Post-manage 
- Gather statistical 
information of the vehicles 
Finish AIMSUN 
- Gather statistical 
information of the whole 
network 
MATLAB 
- Compute acceleration of 
every vehicle using the DNF 
Finish 
- Finish the simulation and 
retrieve the statistical 
information 
Figure 7.5: Steps of the simulation according to main steps of AIMSUN. Connection between MATLAB
and AIMSUN is made in initialization step and in every time step when AIMSUN calls Manage module.
7.6.2 Results
The micro-simulation environment let us compare different control methods for crossing an
intersection using detailed performance indices. This helps verifying the performance of the
proposed method and also comparing it with other classical methods of crossing. Classical
methods are those that are currently selected to manage intersections for vehicles controlled
by human drivers, such as traffic lights, give way rules and roundabouts. The intersection
consists of one junction, eight sections which correspond to 4 two-way streets (Figure 7.4).
The length of each street is 200 meters, ending to an isolated intersection at the junction point.
The maximum speed is 50 km/h, like the standard speed limit in urban areas. This speed limit
is considered in the DNF method as well as the methods for comparison.
Traffic lights are a classical way of managing intersections and the most efficient way of control-
ling normal vehicles in terms of liability and controllability. Here, we simulated fully actuated
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traffic lights, using the detectors integrated in all sections. To obtain useful information,
the detectors are located at a long distance from the stop line (100 meters). No pedestrian
pass time is considered to enable comparison with the autonomous approach. Detectors are
working in a locking mode in which they count the number of vehicles passing in red and
yellow intervals. The traffic light controller is designed as a single ring with minimum green
light of 20s and maximum green light of 50s.
Vehicles entering the intersection have all the same inertia and velocity, acceleration and
braking limits. Different levels of traffic have been directed in order to compare the three
intersection control methods. In a low-level traffic situation, vehicles will not make spill backs,
which mean there would not be any vehicle waiting to enter the intersection outside of the
network.
The chosen simulation step is 100 ms. The parameters chosen for the navigation function are
the ones shown in Table 7.1 and Table 7.2.
Sets of simulations have been carried out with vehicles having three choices at intersection.
Vehicles could go straight, turn left or turn right, with the same probability. Simulations have
been carried out for 5 sets, each set for one hour. The three intersection control methods
are compared using performance indices, which are defined in following. These indices are
chosen to show the total performance of the proposed method for the whole intersection, not
just for one vehicle.
Vehicle average speed
This index of performance is the average speed for all vehicles that have left the network. This
is calculated using the mean journey speed for each vehicle and then averaged over the total
number of vehicles that have exited the network.
Number of stops
The number of stops is the mean number of stops of all the vehicles that have left the network
from its exit section.
Vehicle throughput
Vehicle throughput or flow is the number of vehicles per hour that have passed through the
network during the simulation time. It is worth mentioning that the vehicles are counted
when leaving the network via an exit section. This means that if a blockade occurs the flow of
the vehicles would decrease significantly. The average number of cars that should enter the
network could be defined using the O/D matrix of the network.
Fuel consumption
According to the fuel consumption model presented in AIMSUN, every vehicle is either idling,
cruising at a constant speed, accelerating or decelerating. The state of each vehicle is de-
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Table 7.4: The fuel consumption for different phases of a vehicle’s journey.
Vehicle phase Fuel consumption rate
Idling Fi
Decelerating Fd
Speeding up with acceleration a(m/s2) and speed v(m/s) c1+ c2av
Cruising at speed v(m/s) k1(1+ ( v2vm )3)+k2v
Table 7.5: Pollution emission rates for different phases of a vehicle’s journey.
Vehicle phase CO emission rate (g/s) NOx emission rate (g/s)
Idling 0.060 0.0008
Decelerating 0.377 0.0100
Accelerating 0.072 0.0005
Cruising at speed
10 km/h 0.060 0.0006
20 km/h 0.091 0.0006
30 km/h 0.130 0.0017
40 km/h 0.129 0.0022
50 km/h 0.090 0.0042
60 km/h 0.110 0.0050
70 km/h 0.117 0.0058
termined and the model then uses the appropriate relation to compute the fuel consumed
for that state. For idling and decelerating vehicles, the rate is assumed to be constant. Fuel
consumption rate during these four phases is shown in Table 7.4.
According to the UK department of transportation [91], the constants c1,c2,Fi and Fd are
considered as 0.42, 0.26, 0.333 and 0.537 respectively. vm is also the speed at which the fuel
consumption rate is at its minimum value for a vehicle cruising at constant speed. This speed
is 50km/h for cars simulated in this work.
Pollution emission
Pollution emission is also defined in the simulation in four states like that of fuel consumption.
This is done by referring to a look-up table for each pollutant, which gives emissions (g /s) for
every relevant combination of vehicle behavior [91]. The look up table used in this work is
shown in Table 7.5.
Figure 7.6 and 7.7 show the performance indices for the DNF is comparisons with the two
other control methods. The comparison between DNF method and traffic lights shows a
300% of improvement of the network throughput using decentralized control. Although traffic
lights could show better performance with more lanes at the intersection, the structure of the
intersection has to be kept the same for the sake of fairness in comparing the methods.
Regarding the number of stops, the DNF method induces fewer stops, even in a very highly
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Figure 7.6: Simulation results for the three methods of control of intersection. DNF is shown in blue,
actuated traffic lights in red and roundabout in black. For DNF, the error bars are showing the standard
deviation. The horizontal axis shows the total vehicle input to the network.
congested situation, which directly influence the amount of fuel consumption and pollution
emission. Even in low and medium traffic levels, the numbers of stops are less than the two
other methods. This shows the basic idea behind the decentralized method, which propose
smoother trajectories. Smooth passing of intersection may result in a lower average speed
(as seen in Figure 7.6) but by reducing number of stops, decelerations and accelerations it
reduces the fuel consumption and CO2 emission.
The main goal in intersection management using DNFs is to get smoother trajectories for
vehicles. As it could be seen in the comparison of the three methods, there is no significant
difference between the proposed method and roundabout in terms of vehicle throughput and
average speed. On the other hand, number of stops in the proposed method is significantly
less than for the two other methods. This shows that the vehicles have smoother trajectories,
which leads to less fuel consumption (verified in simulation and shown in figure 7.6). Limiting
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Figure 7.7: The pollution emission (CO and NOx) for the three methods of control of intersection. DNF
is shown in blue with error bars showing the standard deviation from mean. Pollution emission with
of adaptive traffic lights and roundabout is shown in red and black respectively. The horizontal axis
shows the total vehicle input to the network.
decelerations and accelerations decreases fuel consumption. As vehicles are mainly cruising
in decentralized navigation method, they consume significantly less energy. In this set of
simulations, the performances with traffic lights are poor compared to the two other methods.
However, the simulated method is an actuated scenario. In fact, traffic lights are not the best
choice for this intersection as every section has only one lane. Adding lanes might increase
the traffic lights performance.
Results are shown in figure 7.7. As we can see the CO emission with the DNF method is less
than that of in roundabout. However it does not show better results in comparison with traffic
lights. These results are not unexpected despite the fact that, in traffic light method, the flow
of vehicles is considerably less than the other methods in high level of traffic. This means
most of the vehicles are idling in the network in this case and emission of NOx is notably less
than cruising. On the other hand, it is not the case with CO emission. Vehicles idling in front
of traffic light are producing the same amount of CO as the vehicles cruising with speed of
10km/h. Considering the low flow of vehicles in traffic lights method, DNF can reduce the
energy consumption and pollution emission for every journey.
7.7 Conclusion
In this chapter we introduced a DNF which could enable autonomous vehicles cross inter-
sections without collisions. This paves the way towards an on-board energy optimization by
investigating the decentralized control of autonomous vehicles at intersections. The proposed
method has been compared with current methods of managing intersections, which are adap-
tive traffic lights and roundabouts. The proposed method shows a significant improvement in
comparison with classic traffic lights from a travel time and stop times point of view. The flow
of the vehicles crossing is also improved simultaneously. With respect to many of the indexes,
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the DNF method is vey near to a roundabout but has a better performance with respect to
number of stops. Therefore,the major improvement is related to the number of stops, which
directly means less energy consumption and less pollution emission. The proposed method
also brings more comfort to passengers as the journey is held in a smoother way.
Identical navigation functions for vehicles could guarantee fairness and optimization for
crossing vehicles. However, when there is a vehicle in a sensing zone of each of these vehicles,
deceleration is inevitable. We have shown in this chapter that the designed navigation function
does not have deadlock point, but for a smooth trajectory one can think of less deceleration.
In the next chapter we will see how we can generate smoother motions with less decelerations
and stops by letting some vehicles accelerate at the intersection.
Summary
Our main contribution in this chapter is the proposition of a novel DNF for vehicles
crossing an intersection. To our best of knowledge, this is the first time that DNF is used
as a coordination framework of vehicles passing an intersection. The DNF guarantees
collision free passing for vehicles. In addition, we provide a sketch of proof for deadlock-
free motion of vehicles crossing an intersection by guaranteeing no deadlock for two
vehicles crossing. Beside the possibility to address the collision and deadlock problems,
we showed that using inertia of the vehicles can facilitate the motion of the vehicles
in addition to giving indirect priorities to heavier vehicles. We provided an API that
can connect a micro-simulator environment like AIMSUN to a controller software like
MATLAB and control each vehicle individually. Vehicles passing the intersection using
DNF, consume three times less energy than vehicles passing the intersections managed
by traffic lights.
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8 Coordination of Autonomous
Vehicles at Intersections
Using Spatio-temporal DNF *
Overview
I
N this chapter we introduce a new decentralized navigation function for coordination of
autonomous vehicles at intersections. The main contribution is a navigation function
designed for vehicles with predefined paths that uses expected time to intersection
for collision avoidance. Because the navigation function uses both the position of
the vehicles and their estimated arrival time at the intersection, we call the approach spatio-
temporal Decentralized Navigation Function (DNF). In such a way, deadlock situations are
avoided. As in the previous Chapter, different inertias of the vehicles are taken into account to
enable on-board energy optimization for crossing. Heavier vehicles that need more energy and
time for acceleration or braking are given an indirect priority at intersections. The proposed
decentralized coordination scheme shows a significant improvement in energy consumption
and in motion smoothness compared with traditional crossing with human drivers.
8.1 Problem formulation
As in the previous chapter, we considered a system composed of N autonomous vehicles. The
goal of each vehicle is to cross an intersection with a minimal nominal speed deviation and
without having any collision with other vehicles.
The position of vehicle i is known as qi = (xi , yi ) in a global frame attached to the intersection.
The path of the vehicle is predefined and is described by the parameter si . Therefore, the
position of the vehicle in the global frame is directly derived from its location along the path
using the parametric function qi = fk (si ) , where k is the index of the chosen path. This
* Chapter published as ([92]): "Fluent coordination of autonomous vehicles at intersections," in IEEE Interna-
tional Conference on Systems, Man, and Cybernetics (SMC), Seoul, SouthKorea, 2012.
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parametric function is an injective function, which means that computing the location of
a vehicle along its path is straightforward knowing its global location. However, unlike the
previous chapter, the motion of each vehicle along its path is modeled using second order
dynamics:
s¨i = ai (8.1)
where ai is the acceleration of the vehicle along the path. The proposed dynamic model is
realistic taking into account the assumption that the vehicles follow predefined paths to reach
their destinations. Additionally, using this dynamic model, it is possible to introduce real-word
acceleration and braking constraints, defined as amax and bmax , respectively.
The speed limit is given by a function vmax = vl i m(si ) of the path parameter such that the
centripetal acceleration in the bends remains below a predetermined value. Hence, the speed
of vehicle along its path si is bounded in the interval [0, vmax ] .
The problem is now to find a decentralized controller that guarantees vehicle safety and high
capacity at intersection under the mentioned real-world constraints related to acceleration,
speed and braking. We introduce a navigation function for each vehicle to enable decentralized
control.
8.2 Spatio-temporal control approach
In the literature, a navigation function is introduced as a smooth mapping from a working
manifold of the vehicles to a scalar, which should be analytic in the workspace of every vehicle
[45]. The gradient of navigation function is attractive to the destination point of the vehicle and
repulsive from other vehicles. So, an appropriate navigation function could be combined with
a proper control law in order to obtain a trajectory for every vehicle leading to the destination
and avoiding collisions. We propose a new navigation, which avoids simultaneous braking of
all vehicles at intersection. In addition, using this DNF significantly improves the applicability
and scalability.
8.2.1 Spatio-temporal DNF
The following navigation function is proposed:
ψi =λ1(vi − vd ,i )2+λ2
∑
i 6= j
β(τi ,τ j , vi ) (8.2)
where vi is the speed of vehicle i along its path and vd ,i is its desired speed. Note that
68
Chapter 8. Crossing an Intersection Using Spatio-temporal DNF
the desired speed is not necessarily the maximum speed. The maximum speed is given
by the traffic regulations while the desired speed could be calculated to minimize vehicle’s
energy consumption along the path considering vehicle related factors. τi and τ j are the
expected time of arrival at the intersection for vehicle i and j respectively. The first term in
the navigation function forces the vehicle to drive at the desired speed while the second term
guarantees the crossing of the intersection without collision with other vehicles. λ1 and λ2 are
the weights for the two terms in the navigation function. The function β is defined as follow:
β(τi ,τ j , vi )=

1
σ log(
σ
τi−τ j )vi 0< τi −τ j <σ
−1
σ log(
−σ
τi−τ j )vi −σ< τi −τ j < 0
0
∣∣τi −τ j ∣∣>σ
(8.3)
where σ is the desired time difference between two vehicles reaching the intersection.
Vehicle will move toward the minimum point of the navigation function. If one vehicle is
the nearest to the intersection the time differences of its arrival with others are negative. So,
according to the β-function given in equation (8.3) it will accelerate and cross the intersection.
On the other hand, the farthest vehicle from intersection will decelerate because the time
difference is always positive. The β-function has non-zero value till the expected time of
arrival for vehicles has the difference larger than σ. Tuning σ depends on the dimension of
the intersection and the maximum speed allowed on the road.
8.2.2 Decentralized control of each autonomous vehicle
As control input, we use the gradient of the navigation function presented in equation (8.2)
and the dynamics of the vehicles defined in equation (8.1)
ui =−∇viψiΨ (8.4)
As the vehicles are moving on their predefined path and the gradient is calculated along the
same path, the control actions are also acting in the expected direction.
8.2.3 Analysis of collision avoidance
In this subsection we discuss the potential of the proposed navigation function to guarantee
collision avoidance at intersections. For this purpose we first consider a situation where two
vehicles are crossing an intersection. We then extend the sketch for a system with a larger num-
ber of vehicles in simulation. Let us consider two vehicles entering an intersection (Fig. 8.1).
Without changing its speed, the first vehicle would reach the middle of the intersection after
time T1, while the expected arrival time for the second vehicle is T2. Without any loss of
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Figure 8.1: Two vehicles arriving at the intersection arround the same time.
generality, we consider a case where T1 > T2. This means, the second vehicles is predicted to
arrive first at the intersection. Therefore, according to β-function in equation (8.3) the first
vehicle will decelerate to guarantee a collision free pass for both vehicles. Collision avoidance
is guaranteed if the first vehicle reaches the intersection at least σ seconds after the second
vehicle. This time difference allows the second vehicle to leave the intersection before the first
vehicle enters.
Collision avoidance conditions for two vehicles crossing an intersection
If the two weighting parameters λ1 and λ2 satisfy the following inequality:
λ2 > σ
l og ( σT1−T2 )
(
1
T2+σ
)v1,max + 1
2
λ1vd1 (8.5)
we can guarantee that the two vehicles passing the intersection will not collide.
To avoid collision in the worst-case scenario the first vehicle has to stop before reaching the
intersection. So we can assume that the first vehicle has t = T2+σ seconds to stop. This time
interval gives a safe margin for the second vehicle to pass.
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The change in the vehicle’s speed during this time interval can be written as:
dV1 =−
∫ T2+σ
0
1
2
λ1(v1(t )− vd1)+λ2
1
σ
log (
σ
τ1(t )−τ2(t )
)d t (8.6)
Both terms is the integral equation (8.6) will change over time. However we can compute an
upper bound for the speed difference.
−
∫ T2+σ
0
1
2
λ1(v1(t )− vd1)d t <−
∫ T2+σ
0
1
2
λ1(0− vd1)d t (8.7)
so
−
∫ T2+σ
0
1
2
λ1(v1(t )− vd1)d t <
1
2
λ1(T2+σ)vd1 (8.8)
for the second term in equation (8.6) that is responsible for collision avoidance we can also
write:
−
∫ T2+σ
0
λ2
1
σ
l og (
σ
τ1(t )−τ2(t )
)d t <−λ2 1
σ
l og (
σ
T2−T1
)(T2+σ) (8.9)
As mentioned, for a safe crossing of the intersection in the most conservative case, the first
vehicle should fully stop before the time needed for the second vehicle to clear the intersection.
If the vehicle starts with a maximum allowed speed, and its final speed is zero, we can write
the speed difference by:
dV1 = 0− v1,max (8.10)
To guarantee the full stop, we can rewrite equation (8.6) as:
v1,max <λ2 1
σ
log (
σ
T1−T2
)(T2+σ)− 1
2
λ1(T2+σ)vd1 (8.11)
So the conditions to guarantee collision avoidance could be rewritten as:
λ2 > σ
log ( σT1−T2 )
(
1
T2+σ
)v1,max + 1
2
λ1vd1 (8.12)
According to equation (8.12), we can tune the two parameters of λ1 and λ2 in order to get a
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Figure 8.2: Change in the speeds of two vehicles at intersection, in order to safely pass the intersection.
One of vehicle can accelerate to clear the intersection for the other one.
safe passing. It is worth mentioning that computing the parameters and using equation (8.12)
does not mean that one of the vehicles stops before the intersection. Because the difference
between expected arrival times is increasing along the path of vehicles, which will lead to less
changes in speed of vehicles. Fig. 8.2 shows the speed of two vehicles crossing the intersection.
A small change in the speed of two vehicles leads to the safe crossing of intersection.
For intersections with more than one vehicle we could give the same reasoning for every
pair of vehicles, and guarantee that the ones decelerating will stop before intersection. Note
that this way of tuning the parameters is the most conservative one that guarantees collision
avoidance at intersection. Thanks to the proposed β-function, vehicles calculate smoother
trajectories that lead to more fluent traffic ( See Fig. 8.2).
8.2.4 Priority assignment
So far, all vehicles have been treated equally. However, based on certain criteria, the crossing
of vehicles can be prioritized. The most obvious criterion is to give priority to heavier vehicles
with higher inertia, thus saving energy. This can be implemented by weighting the β-function
with a factor V (i , j ), which correspond to a matrix of inertia as proposed in the previous
chapter.
ψi =λ1(vi − vdi )2+λ2ΣV (i , j )β(τ1,τ2, vi ) (8.13)
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V (i , j )= mi
m j
(8.14)
where mi and m j are the inertias of vehicles i and j respectively. Weighting the β-function
with matrix of inertia is an indirect way of giving priority. Unlike direct priority assignment, it
does not necessarily force lighter vehicles to decelerate, but it will put more control on them
than on the heavier vehicles. The advantage of giving indirect priority is that it does not violate
safety guarantees.
8.2.5 Information sharing
For constructing the navigation function, each vehicle needs information about itself and also
other vehicles. Every vehicle needs its position, velocity and path. This information could be
easily accessed with the today onboard sensors. Moreover, vehicles should communicate to
get information about expected time of arrival of other vehicles as well as the inertia of other
vehicles.
By keeping the number of messages and the amount of information transmitted to a minimum,
it is possible to put more communication reliability measures in place. Furthermore, each
vehicle, as an autonomous agent, may have privacy concerns, which should be respected.
On the other hand, vehicles can only communicate when they are in distance smaller than
their communication range. A notable advantage of the proposed method is to keep the com-
munication complexity as low as possible as well as to take into account the communication
range of vehicles. These points show that the proposed method is reliable considering the
communication between vehicles.
8.3 Simulation and results
In this section, the performance of the proposed method is evaluated by simulation. The
proposed navigation function is evaluated and compared with three other methods (i.e. inter-
section with traffic lights, centralized control and navigation function in [5]. The effectiveness
of the proposed navigation function in coordinating the crossing of four vehicles is investi-
gated. The convergence is obtained when vehicles leave the intersection without collision.
8.3.1 Four vehicle scenario
First, the control of four vehicles entering an intersection using their navigation functions
given in equation (8.13) is considered (Fig. 8.3). The effect of taking inertia into account to get
a smoother flow for vehicles is also illustrated.
In the simulation, the nominal trajectories of the vehicles are chosen in a way that without
having control collisions will occur. All vehicles entered the area of the intersection at the same
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Figure 8.3: Intersection with four vehicles, the sizes of the triangles presenting the vehicles are propor-
tional to their inertia. So, in this scenario blue vehicle is heavier than the other three. The simulation
videos could be found:
https://www.youtube.com/watch?v=kUUK_oTwt3Y
time. So, the expected time of arrival to the intersection is more or less the same. Vehicles
can communicate in a range corresponding to one third of the length of the road at each side
of intersection. The chosen integration step for the simulation is 50 ms. The values of the
parameters in the navigation function are λ1 = 0.5, λ2 = 0.8 and σ= 4. The desired velocity
for all four vehicles is 50km/h which is equal to 14m/s and the maximum allowed velocity is
60km/h equal to 16m/s.
Fig. 8.4 shows the velocities of the four vehicles before, during and after the crossing at the
intersection. Vehicle number one is five times heavier than the other three vehicles. Thanks
to the chosen navigation function, the velocities of the vehicles do not change significantly.
The change in the velocity of the heavier vehicles is almost negligible. It is important to
underline that, with the chosen navigation function parameters, none of the vehicles have to
stop. Accordingly, the crossing is handled in a very smooth way. The navigation function gives
the opportunity to the vehicles to accelerate at the intersection if they are not driving at their
maximum speed. However, this feature is not mandatory to guarantee collision avoidance.
In the absence of other vehicles, the first term in the navigation function is still present. So,
the vehicles will adjust their speed to reach the desired speed for that part of their paths. The
navigation system of the vehicle can update the desired speed in an outer loop.
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Figure 8.4: Change of velocities for four vehicles passing an intersection. Heavier vehicle shown in red
has lesser change in velocity than others. Vehicle can accelerate to pass the intersection to give place to
other vehicles to enter the intersection.
8.3.2 Energy efficiency
In this subsection, the coordination of autonomous vehicles at intersections using the pro-
posed navigation function is compared to three other control methods. First, the less effective
one with drivers obeying to traffic lights. Second, the most effective one with an optimal
centralized control that relies on a full knowledge of all the vehicles and their environments.
Third, the DNF introduced in the previous chapter. The objective is to show whether this
decentralized approach that relies only on local information and limited computation power
can exhibit performances close to the optimal scenario. For comparing these four scenarios,
the same four-way intersection with one lane of traffic in each direction as considered in the
previous subsection (Fig. 8.3) is simulated.
As first control scenario we simulate traffic lights. There are two traffic lights, which have
been configured such that each vehicle is given a green light for 4 seconds, a yellow one for 1
second, and a red one for 4 second. Although there are qualified works concerning the timing
of the traffic lights in the literature, they cannot be considered here for two main reasons.
First, most of the works have been done for the management of multiple intersections, while
our focus is in solving the problem at a single intersection. Second, vehicles appear in each
direction symmetrically, which very much simplifies the timing problem. As a consequence, a
symmetric timing pattern is selected as mentioned before that minimizes the global energy
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Table 8.1: Technical specifications of the two different types of vehicles in the system according to the
UK department of transport [91].
Vehicle type Mass [kg ] Max deceleration [m/s2] Max acceleration [m/s2]
Type 1 1300 80.0 30.47
Type 2 20000 20.9 10.54
consumption at the intersection.
As the second method, the proposed navigation function is considered with two types of
vehicles with different inertias. 25% of the vehicles are heavier than the others and they are
uniformly distributed in the four direction of the intersection. Table 8.1 gives the specifications
of the two different kinds of vehicles. The elements of the priority matrix introduced in (9)
are supposed to be known. As the vehicles have been modeled using second order dynamics,
their masses are representative of their inertias.
The third scenario corresponds to the method proposed in the appendix A, which is an example
of the application of centralized control approach for coordination. The forth method is the
DNF introduced in the previous chapter.
The four methods are compared according to two different criteria. The first criterion is the
weighted average of the energy used by the vehicles crossing the intersection. The energy
consumption corresponds to the control signal, i.e. the acceleration and the deceleration of
the vehicles at the intersection. The weighting is in a way that the vehicles with higher inertia
are consuming more energy for acceleration and deceleration. The energy consumption index
is defined as follows:
E¯ = 1
T f N
∑
i
Ji =
∑
i
∫ T f
0
uTi Ri ui (8.15)
where in equation (8.15), T f is the duration of the simulation sets and N is the total number of
vehicles introduced in the system. The control signal is considered being zero when a vehicle
exits the system.
The second criterion is the vehicle throughput or flow, which is the number of vehicles per hour
that have passed through the intersection during the simulation time. It is worth mentioning
that the vehicles are counted when leaving the intersection via an exit section. This means
that if a blockade occurs, the flow of the vehicles would decrease significantly. The average
number of vehicles that should enter the intersection is defined using the O/D matrix of the
network.
Table 8.2 shows the comparison of these four different scenarios according to the two different
criteria. It is clear from this table that the presently proposed navigation function reduces
76
Chapter 8. Crossing an Intersection Using Spatio-temporal DNF
Table 8.2: Comparison of four control methods for vehicles passing through an intersection by indexes
as mean of energy consumption of every vehicle and maximum through put of intersection
Control method Energy cost according to
equation (8.15)
Maximum throughput
Traffic lights 45.6 1.43
DNF 14.14 2.38
Spatio-temporal DNF 12.26 2.78
Centralized optimization 9.86 2.59
energy consumption even more than the previous DNF. The proposed method is only 24% less
effective than the centralized one, while being easily implementable. It also allows a higher
throughput as the vehicles have the ability to accelerate to clear the intersections more rapidly.
8.4 Conclusion
In this chapter, we modified the previous DNF proposed in the previous chapter in two ways.
First, the navigation function is introduced as a function of the path. The attractive force is the
one that regulates the speed of the vehicle toward its desired value. Second, the avoidance
force from other vehicles is computed using the expected time of arrival of the vehicle itself
and other vehicles in the communication range of this vehicle. Communication is active in
the bounded sensing region of each individual vehicle. In this work, the navigation function
has been modified in a way to optimize energy consumption taking the inertia of the vehicles
into account. This paves the way towards on-board energy optimization by indirectly giving
priority to heavier vehicles at intersections. The proposed method has been compared with
the two centralized control approaches and a decentralized method proposed previously.
The proposed method not only shows a significant improvement in comparison with the
classic traffic lights from energy point of view, it is also more energy efficient in comparison
with previously introduced navigation function. This reduction in energy consumption is
achieved thanks to the absence of local minima in the new navigation function, which prevents
simultaneous deceleration of both vehicles near the intersection.
Summary
We proposed a spatio-temporal decentralized navigation function for vehicles crossing
an intersection based on their desired speed and arrival time to the intersection. Then,
we provided a sketch of proof to guarantee collision avoidacne. The proposed spatio-
temporal DNF leads to smoother velocity profiles as the order of vehicles passing the
intersection will not change over time. The novel β-function proposed in this work
gives smooth acceleration profiles.
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9 Model Predictive Coordination of
Autonomous Vehicles Crossing Inter-
sections *
Overview
I
n this chapter, the problem of decentralized coordination of autonomous vehicles at
intersections is solved using decentralized model predictive controllers (MPC). The
MPC concept have found wide acceptance in industrial applications as in intelligent
transportation research area. MPC approach has been used in ground traffic manage-
ment applications. MPC is a form of control in which the current control action is obtained by
solving, at each sampling instant, a finite horizon optimal control problem. The solution is
obtained using the current state as the initial state. The optimization produces an optimal
control sequence and the first control in this sequence is applied to the system. In our ap-
proach, every vehicle is solving an optimal control problem taking into account its dynamics,
dynamic constraints and constraints related to collision avoidance. Every vehicle formulates
the collision avoidance constraints using the local information it gathers from the nearby
vehicles. These constraints are formulated using the predicted trajectory of the other vehicles.
In every time step the optimal controller produces the solution for the full horizon of control.
However, the actuators will only use the input of the first step. This framework results in
successfully coordinating autonomous vehicles at intersections in a decentralized fashion
using local information about other vehicles.
9.1 Introduction
Model predictive control (MPC), also known as receding horizon control (RHC) is a family
of control methods well-known for its ability to handle constraints. The concept is straight
forward and applicable. At each sampling instant, the current control action is calculated by
solving an essentially standard optimization problem in a finite horizon using the current
* Chapter published as ([93]): "Model predictive coordination of autonomous vehicles crossing intersections,"
in 16th International IEEE Conference on Intelligent Transport Systems, 2013, The Hague, The Netherlands.
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states as the initial conditions. The optimization will give a sequence of input from which only
the first control is applied to the system and the process is redone at the next sampling instant.
The concept of MPC was first introduced in 1960 and its efficiency in process industry was
shown in 1980s [94]. Since then, many researchers tackled issues such as feasibility of the
online optimization, stability, robustness, and performance of MPC for linear systems [95; 96]
as well as nonlinear systems [97].
MPC was traditionally implemented in a centralized fashion. New concepts such as distributed
and multi-agent MPC were soon introduced mostly for large-scale systems by dividing the
systems into multiple sub-systems. Decentralized MPC was introduced in a way that subsys-
tems exchange information only before and after the decision making process. However, there
is not a complete unanimity in the literature for these definitions. In both decentralized and
distributed MPC, subproblems are solved for sub-systems.
In this chapter we put the decentralized coordination of vehicles at the intersection in a
standard MPC framework. Each vehicle solves an optimization problem minimizing its energy
consumption. The collision avoidance is tackled as constraints for MPC. At each time instant,
each vehicle will solve the optimization problem and apply the first input from the solution
sequence.
9.2 Problem formulation
We consider a system with N vehicles arriving at an intersection. These vehicles are modeled
using second order dynamics. In this work, we consider that each vehicle knows its path,
which means the vehicle can accelerate or decelerate but cannot deviate from the path. So we
can use a second order one-dimensional dynamic model to describe each vehicle.
mi x¨i (t )= ui (t ) (9.1)
where mi is the inertia of the vehicle i (in this case this is the mass because the vehicles are in
a translational move), xi is the position of the vehicle i on its path and ui is the input of the
vehicle. We present the equation of motion using the discrete-time (time step h) state space
presentation.
(
x1i (k+1)
x2i (k+1)
)
=
(
1 h
0 1
)(
x1i (k)
x2i (k)
)
+
(
0.5h2m−1
hm−1
)
u(k) (9.2)
where x1i and x2i are the position and velocity of vehicles i along its path respectively. Now that
we have a dynamic model for every vehicle, we need to select a control strategy to ensure that
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each vehicle will pass the intersection without colliding to the other vehicles by considering
the limits on the acceleration (amax ), deceleration (ami n), and speed (vmax ).
9.3 Model predictive controller
The control strategy that we outline here provides decentralized non-cooperative control
for each vehicle. In order to avoid aggressive reactions and inputs, our new approach uses
predictive controller for each vehicle. To this end, we use an MPC algorithm to compute the
optimal input to drive each vehicle from one side of the intersection to another avoiding
collisions with other vehicles.
The key idea concerning the prediction part can be summarized assuming that at each time
step, each vehicle considers that the situation will not change for all vehicles but itself. This
assumption results to a problem, which can be solved in a decentralized linear quadratic
optimization framework. The vehicles in the neighborhood of the intersection only need to
locally share information about their position, velocity and intended direction (if they are
passing straight or turning left or right) at every time step. With this strategy we will not
converge to the global optimum solution, but the computation time is very quick and the
required communication between the vehicles are reduced.
Every vehicle follows three successive steps to build its own MPC and optimize its velocity
along its path to cross the intersection:
Step 1: Find (measure) the current state of own vehicle and communicate to get states of
nearby vehicles.
Step 2: Perform an optimization on a defined cost function to find the optimal input sequence
for the entire planning window taking into account dynamic constraints and collision avoid-
ance.
Step 3: Implement only the first control action out of the whole sequence of inputs of the
entire planning window.
Now, the challenge is to find a proper cost function that could guarantee a near optimal
trajectory for each vehicle while the dynamic constraints and collision avoidance limits are
satisfied. In the next subsection we describe the cost function and constraints used in MPC of
each vehicle.
9.3.1 Cost function
In this approach we selected a quadratic cost function for each vehicle to ensure optimization
regarding inputs and smoothness of the trajectories. The following cost function is proposed
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Figure 9.1: Constraints related to collision avoidance for vehicles in the same lane.
for vehicle i :
N∑
j=1
qi (vi ,d −x2i ( j ))2+ ri u2i ( j ) (9.3)
where x2i ( j ) is the speed of the vehicle i along its path during the j th time step. vi ,d is the
desired speed of vehicle i on the part of the path that optimization is being done and ui is the
input of the vehicle. The two constants qi and ri are weighting the importance of smoothness
of the trajectory in comparison to the energy used by each vehicle along the optimization
horizon (N ). The first term penalizes the deviation of speed from desired speed. It is worth
noticing that the desired speed could be different from maximum allowed speed of the road.
The second term in the cost function penalizes the control input. The control input is a
reference for energy consumption. Next, the collision avoidance will be integrated to the
optimization problem by adding constraints.
9.3.2 Collision avoidance for crossing vehicles
To avoid collision between vehicles, we use constraints in the optimization problem. The
main reason of handling collision avoidance using constraints rather than putting it in cost
function is that by doing so the total MPC problem remains quadratic with linear constraints.
The constraints to avoid collision is (Figure 9.1):
∣∣di ,N −d j ,N ∣∣≥∆d (9.4)
where di ,N is the distance of vehicle i from intersection predicted in the N th time step. d j ,N
represents the same distance for the vehicle j . ∆d is the minimum distance difference which
guarantees crossing of vehicles without collision. To satisfy the constraint in equation (9.4)
the vehicle i should decide whether to accelerate to pass before the vehicle j with at least
a distance of ∆d or to decelerate and let the other vehicle pass. In order to take a decision,
we introduce a priority assignment method, which gives priority to vehicles nearer to the
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intersection. It is worth mentioning that any type of priority assignment could be combined
with the proposed MPC method.
The predicted arrival time for vehicle i is :
τi =
di ,0
vi (0)
(9.5)
di (0) denotes the distance between the vehicle i and the intersection. The same predicted
arrival time could be calculated for the vehicle j accordingly. Using the predicted arrival times
as a priority index for vehicles, the constraint introduced in equation (9.4) can be rewritten as
a single linear inequality:
{
x1i (N )−x1 j (N )≥∆d τi ≥ τ j
x1 j (N )−x1i (N )≥∆d τi < τ j
(9.6)
Of note is that every vehicle calculates the predicted arrival times for itself and nearby vehicles.
These predicated arrival times are used to evaluate the priorities to pass the intersection.
Given the assumption that vehicles calculate the same arrival time for all the vehicles, they
will converge to the same priority list.Thus, in theory there is no need for a centralized priority
assignment. However, the convergence could take time and the priorities could oscillate in
the middle. To prevent the oscillation and to lower the computation time, we introduce the
soft-constrained MPC in the Section 9.4.
9.3.3 Collision avoidance for vehicles in the same lane
Contrary to collision of crossing vehicles, which can only happen in one point in the intersec-
tion, the vehicles on the same lane have the potential for collision through their whole path.
The constraint is valid for both vehicles in the Figure 9.2.
xi (1)−x j (0)≥∆D (9.7)
Although the constraint should be valid during the whole optimization, we only consider
one-step ahead because implementation of the control input is done only for one step and
simulation will run again in the next step.
9.3.4 Dynamical constraints
We take into account dynamical limits related to acceleration and braking as well as velocity
limits due to the traffic regulations. All these limits could be presented as linear inequality
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Figure 9.2: Initial and predicted positions of two vehicles. The initial positions are used to determine
the priority of vehicles for passing the intersection. The predicted positions are used as constraints for
MPC problem to guarantee collision avoidance.
constraints on input and state variables of each vehicle.
mi ai ,mi n ≤ ui k ≤mi ai ,max ∀i (9.8)
0≤ x2i (k)≤ vmax ∀i (9.9)
The constraint in equation (9.9) makes sure that vehicles neither go beyond speed limit nor
drive backward.
9.4 Soft-constrained MPC
The constraints associated with collision avoidance of crossing vehicles are redundant and
overly conservative for two reasons. First, the constraints need to be satisfied while vehicle
are very near to the intersection, however vehicles could start optimization in a long distance
to the intersection. Second, the constraints are redundant considering the cases with more
than two vehicles involved. To clarify the problem, consider the case with three vehicles
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Figure 9.3: A scenario with three vehicles. This scenario clearly shows the importance of soft constraints
in the MPC problem.
illustrated in Figure 9.3. If the constraint of not having collision is satisfied between the vehicle
i and j and also j and k, there is no need for the constraint between vehicles i and k. We
introduce soft-constrained MPC in order to solve this problem and guarantee the feasible and
fast solution for optimization problem in every time step.
The main idea of soft-constrained MPC is that we allow violation of constraints related to
collision avoidance of crossing vehicle in early stages of simulation for vehicles that are
supposed to pass in the middle of two other vehicles. To ensure that the middle vehicle will
follow a path between the two vehicles, we add a less inflexible term to the cost function.
Hence, in the case of three vehicles (Figure 9.3) vehicles j and k are responsible to satisfy the
collision constraints while the vehicle i can relax the collision constraints related to these
two vehicles. This situation will continue until the constraints for vehicle i would be satisfied
automatically. In scenarios with more vehicles, this rational is still valid which let us modify
the cost function accordingly.
N∑
j=1
qi (vi ,d −x2i ( j ))2+ ri u2i ( j )+pi (x1i (N )−daver ag e ) (9.10)
where pi represents the weight coefficient for the soft constraint and davear g e is the average
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distance between the distance of two other vehicles with the intersection. The concept of soft
constraint in this problem will simply allow the two other vehicles to expand their constraints
and make place for the vehicle in the middle. After few steps, when the constraint of collision
is satisfied for vehicle i , it switches to normal MPC. This transition is smooth because vehicle
i already passed the intersection after the first vehicle and before the third one.
9.5 Crossing in a platoon
With the rapid growth of traffic volume, the problem of crossing intersections for autonomous
vehicles is not only important in urban areas but also, in rural highway intersections. The
idea of driving in platoons in highways is a well-studied domain in intelligent transportation
area [98]. Platooning in highways not only increases the traffic flow by reducing the space
between cars but also decreases the energy consumption by reducing dynamic drag force on
vehicles. In general, the intersection signal timing does not take into account the presence
of platoons in highways. Some studies have been made to integrate the idea of platooning
of vehicles in intersection management by splitting the platoons [65]. Splitting the platoons
at intersections is inevitable while controlling the intersection using traffic lights. As for
autonomous vehicles, solutions could be investigated to keep the platoons while passing
intersections. Moreover, closely passing vehicles can form a platoon before entering the
intersection in order to decrease the computation time for optimization. In this case, the
optimization could be done only for the leader and the followers will stay in the platoon. The
vehicles entering from other directions rather than the platoon, would only deal with a train
of vehicle as a single constraint. There is no need to consider many constraints related to
every vehicle in the platoon. To integrate the concept of platooning for autonomous vehicles
crossing an intersection, we modify the cost function for the vehicles in the platoon assuming
that vehicle i is following vehicle k:
N∑
j=1
qi (vi ,d −x2i ( j ))2+ ri u2i ( j )+ li (x1i ( j )− xˆ1k ( j +1)+d f ol low )2 (9.11)
where pi is the weight coefficient, xˆ1k ( j +1) is the predicted position of the follower in the next
step. This new cost function imposes the follower vehicle to have the same speed as the leader.
The only change in controller of other crossing vehicles is ∆d , which should be increased in
order to give enough space to the platoon to pass. Keeping the same MPC for vehicles in the
platoon facilitates the smooth transition when the platoon splits or one vehicle leaves the
platoon caused by unexpected communication problems.
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Table 9.1: Types, constraints, and parameters of vehicles
Parameters Values
Desired velocity (vd ) 6m/s = 22km/h
Maximum velocity (vmax ) 15m/s = 54km/h
Minimum velocity (vmi n) 0m/s
Mass of cars (mcar ) 1.3e3K g
Mass of lorries (mlor r y ) 8.5e
3K g
Maximum acceleration of cars (amax,car ) 3.47m/s2
Maximum braking of cars (ami n,car ) −10m/s2
Maximum acceleration of lorries (amax,car ) 1.15m/s2
Maximum braking of lorries (amax,car ) −5m/s2
Table 9.2: Control and simulation parameters
Parameters Values
Weight of deviation of the velocity from the desired velocity (q) 1
Weight of acceleration or braking in the cost function (r ) 2
Soft constraint weighting (p) 4
Platooning constraint in the cost function (l ) 1
Optimization time step (h) 500 ms
Optimization steps (N ) 10
Collision avoidance constraint (∆d in equation (9.4)) 25m
Following distance in a platoon (d f ol l ow ) 10m
9.6 Simulation and results
In this section, the performance of the proposed method is evaluated by simulation. First, a
scenario with two vehicles is shown in order to explain the simple model predictive controller.
Then, we show a scenario with three vehicles in a symmetric situation, which could end in
a deadlock using other methods. This scenario is important as it illustrates an example of
switching from normal MPC to a soft-constrained MPC. A scenario with closely traveling
vehicles will show the performance of MPC combined with platooning concept. Finally, A
scenario with more vehicles will present the performance of MPC in normal traffic situation.
The convergence, which is obtained when vehicles leave the intersection without collision will
be shown in all scenarios.
Two different types of vehicles are considered in all the simulation scenarios, normal cars
and lorries. The difference between normal cars and lorries are inertia, the limitations on
acceleration and decelerations. Table 9.1 shows vehicle parameters as well as simulation
parameters. Some parameters such as maximum velocity are road dependent and should be
considered the same for both types of vehicles. Table 9.2 shows simulation parameters such as
cost function weights and collision avoidance distances.
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Figure 9.4: (A) A scenario with two different vehicles (one normal car, one lorry) arriving at the inter-
section at the same time. In order to smoothly pass the intersection one vehicle accelerates while the
other decelerates.
(B) A scenario with three vehicles. First plot shows the speed and the second shows the inputs of
vehicles. The vehicle shows in cyan passes in the middle of two other vehicles. In the sixth step it
switches from soft constraints to normal MPC.
9.6.1 A scenario with two vehicles
Figure 9.4 shows the inputs and the speed profiles of two vehicles arriving at intersection at
the same time. Without imposing control on vehicles collisions are inevitable. In order to
smoothly pass the intersection one of the vehicles need to accelerate to pass before the second
one. The second one decelerates so the change in the velocity will guarantee their safe passing.
The red vehicle is a normal car and blue one is a lorry. The speed profiles show a smoother
trajectory for the heavy lorry that results from its slower dynamics.
9.6.2 Soft-constrained MPC
A scenario with three vehicles entering the intersection from three different directions is the
simplest scenario where soft constrained MPC is used. We show this simple scenario to clearly
illustrate the effect of considering soft constrained MPC in controlling the vehicles. Figure
9.4 (B) shows the input and speed profiles of three vehicles. In the plot related to acceleration
the switch from soft constrained MPC to a normal MPC could be seen in the sixth time step.
However, this switching is smooth in speed profile.
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9.6.3 Platooning vehicles
In this subsection we will show the performance of our method when vehicles arrive at the
intersection in a platoon. As discussed in the previous section the vehicles in a platoon will
change the cost function. We extend MPC with platooning concept not only to allow vehicles
to pass in platoons but also let the vehicles to form platoons right before intersection in order
to pass smoother.
Figure 9.5 shows six vehicles approaching the intersection, three of which are close at the
same lane and could form a platoon. The green vehicle in the figure acts as a leader of the
platoon. The two following vehicles, orange and blue, take higher speed to form a platoon.
After platooning, the two vehicles follow the leader with the constant relative distance.
Figure 9.5: A scenario with six vehicles entering the intersection. Three vehicles (orange, blue, green)
whose speeds are shown in positive, are traveling closely on the same lane. Therefore, they form a
platoon. The two followers, orange and blue, accelerate to catch the leader (green) and after they follow
the same speed profile.
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9.6.4 A scenario with more vehicles
In order to show the convergence of the method with more vehicles crossing the intersection,
we simulate a scenario with ten vehicles passing the intersection. Finding optimized solution
takes more time compared to the scenarios with fewer vehicles. However, it is still possible to
run the optimization in real time because the optimization problem is solved distributed for
each vehicle. The flow of vehicles in this scenario is 2400 veh/hour, which is a normal traffic
flow for an urban intersection. This suggests the practicality of the method since it can be
used at intersections with normal traffic flow. Figure 9.6 shows the velocity and acceleration
profiles of the vehicles.
Figure 9.6: A scenario with more vehicles crossing the intersection. This simulation shows the con-
vergence of the method and optimization problem in normal traffic flow. In order to clearly show the
speed profile of all vehicles in a single plot, we multiply the speed profiles of some vehicles in a negative
sign.
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9.7 Conclusion
In this chapter, we introduced a decentralized model predictive controller framework to solve
the problem of coordination of autonomous vehicles at intersections. This model predictive
controller consists of a quadratic cost function and linear constraints. The quadratic cost func-
tion, assures minimum energy and smoothest trajectories for vehicles. The collision avoidance
is guaranteed using linear constraints and predicted time of arrival at the intersections. In
order to run the optimization in real time the approach is elaborated using soft constraints. In
the framework of this problem, every vehicle is modeled using a second order dynamic. Dy-
namic constraints such as acceleration, deceleration and speed limits are taken into account.
The convergence of the proposed method is shown using simulations for different scenarios.
The proposed method not only assures near optimal solution in a decentralized approach but
also has the capacity to be run in real time for normal urban traffic flow.
Summary
We presented an MPC framework for coordination of autonomous vehicles at inter-
section modeling vehicles with linear second order dynamics. The introduction of the
quadratic cost function and setting collision avoidance as a set of linear constraints
ensures the existence of solution in a linear-quadratic MPC framework. The approach
takes velocity and acceleration constraint into account as well as realistic vehicle com-
munication models. We showed the practicality of the proposed method for platoon of
the vehicles crossing an intersection.
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10 Introduction to Fiber Positioners
Overview
M
assive spectroscopic surveys allow astronomers to measure the redshifts of
distant objects, and in particular to unveil the large-scale structure of the
Universe. In order to improve the surveys compared to what is currently
possible, a paradigm shift in the observation techniques is required. The
currently developing massive parallel measurement systems aim at using mechanical fiber
positioners that will automatically place a fiber in front of a source to be targeted. These
positioners need to be fast (repositioning in ideally less than 30 seconds corresponding to the
readout time of the detectors), should not collide with a nearby one (or we will not be able to
conduct the redshift measurement), and be very accurate (positioning accuracy of less than 5
micron: in order to align most of the distant galaxy light in a 107µm fiber).
10.1 Introduction
In 1998, three astrophysicists - Perlmutter, Schmidt, and Riess- and their teams announced
that not only our universe is expanding but also this expansion is accelerating ([3; 4]). Later,
in 2011 they won the Nobel Laureates in Physics for their discovery. The reintroduction
of Einstein’s cosmological constant to explain this acceleration, although matching all the
cosmological data so far, cannot be understood within the standard theory based on Quantum
Field Theory. So, theoreticians have proposed many alternatives to the cosmological constant.
In particular, the concept of Dark Energy as an invisible fluid that pervades the cosmos is
the widely accepted proposal. Since then, for a large group of scientists, one of the main
challenges in cosmology is to discern the nature of the dark energy. In order to achieve this
goal, different observational techniques have been proposed to tackle the question of the
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geometry and the evolution of the universe. One of the key techniques is the measurement of
the Baryonic Acoustic Oscillations (BAO) in massive spectroscopic surveys.
The very first large-scale spectroscopic survey ([99]) revealed a cosmic web structure with
filaments and voids, and soon after, further investigations questioned the existence of a
cosmological constant ([100]). More recently, following the discovery of the imprint of the
BAO in the sloan digital sky survey (SDSS; [101]), massive spectroscopic surveys have been
developed to measure accurately the evolution of the distance-redshift relation using the
BAO technique. In particular, 1) the WiggleZ redshift survey ([102]) has completed a ∼250,000
redshift survey of star-forming galaxies (at z < 0.8) at the 4m Anglo Australian Telescope (AAT),
2) the Baryonic Oscillation Spectroscopic Survey (BOSS; [103]) will complete a major redshift
survey of 1.4 million galaxy redshift (at z < 0.7) and 160,000 high-redshift Lyman-α quasars
using the SDSS telescope in 2014, and 3) the extended-BOSS survey (2014-2020) will complete
the first BAO survey over the redshift range 0.7 < z < 2.2 on galaxies and quasars using the
SDSS facility.
To go beyond the throughput limits of current surveys, new technologies are being developed
to hasten the future spectroscopic facilities. The way forward is not only to use larger aperture
telescopes, but also to benefit from larger multiplexing. Over the past few years two major
projects have been approved for construction. First, the Primary Focus Spectrograph (PFS), is
a Japanese lead project that aims to develop a 2400-fiber spectrograph on the 8.2 m Subaru
telescope. Second, the Dark Energy Spectroscopic Instrument (DESI)*, a DOE lead project, that
aims to develop a 5000-fiber spectrograph on the Mayall 4m telescope. Other less advanced
projects are also being prepared such as 4MOST and WEAVE.
Spectrographs fed by massive fiber bundles are one of the most advanced and proven meth-
ods compared with multi-slit approach. Various technologies have been proposed for fiber
positioning. For example, in the case of the SDSS spectrograph, fibers are placed manually
into the holes drilled in an aluminum plate. This operation is done during the day time prior
to observations. In the case of the AAT spectrograph, a robot places fibers one at a time at the
target points. This operation is done while another set of fibers are observing. In the case of the
Chinese Large Sky Area Multi-Object Fibre Spectroscopic Telescope (LAMOST; [104]), and the
Japanese Fibre Multi-Object Spectrograph (FMOS; [105]) robotic fiber positioners are placing
in parallel the fibers at the target points just before the observations are conducted. The key
advantage of using robotic positioners is that the fibers could be positioned simultaneously.
So if the robotic system is fast, reconfiguration time could be executed during the observation
overheads (readout time of the detectors and slewing of the telescope).
In the next-generation fibre-fed spectrographs such as DESI, MOONS†, and PFS‡, projects,
small robots are responsible to position the fiber-ends. Figure 10.1 shows a 8mm in diameter
fiber positioner designed and built in collaboration between EPFL and Instituto de Física
* http://desi.lbl.gov
† http://www.roe.ac.uk/ ciras/MOONS/VLT-MOONS.html
‡ http://sumire.ipmu.jp/en/2652
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Figure 10.1: CHESbot, a fiber positioner prototype designed and built by EPFL in Switzerland and
Instituto de Física Teórica, Universidad Autónoma de Madrid in Spain. CHESbot has two rotational
degrees of freedom R1 and R2. Each degree of freedom is actuated by a DC brushless motor.
Teórica, Universidad Autónoma de Madrid in Spain. In order to improve the versatility of
the system and ensure the maximum number of observed galaxies, the robots share working
spaces. All the three mentioned projects will use a robot with two degrees of freedom and
eccentric rotary joints (so called θ−φ design shown in Figure 10.2). Our initial motivation
for taking θ−φ design as an example in this thesis, undertaken as part of DESI project, is to
solve the collision challenge in motion planning of these robots. The proposed method could
directly overcome the collision problem for any robot with two rotary joints that move a single
fiber-end such as for the aforementioned DESI and PFS projects. This work presents a new
motion planning method for the positioner based on Decentralized Navigation Functions
(DNF). The proposed trajectories guarantee collision-free paths for all the fiber-ends. The
motion planning is decentralized in order to be able to extend the solution for large-scale
positioner. In addition, the DNF method could be adopted for other fiber positioning systems
with different geometry patterns in case they have potential risk of collision. At the time of
writing this thesis, three main ongoing projects were directly dealing with the coordination
and collision avoidance problem for fiber positioners [106]. In the following sections, we
describe the aims and specifications of these projects. In the next chapter, we propose a
framework based on the DNF that can coordinate the fiber positioners for all these projects
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Figure 10.2: Schematics of a robot with two degrees of freedom and eccentric rotary joints called θ−φ
design.
and guarantee collision and deadlock avoidance.
10.2 Dark energy spectroscopic instrument
The dark energy spectroscopic instrument (DESI) project is a next-generation ground-based
dark energy experiment to study BAO and RSD with a wide-area (14,000 square degree) [8].
DESI is an international project guided by the Lawrence Berkeley National Laboratory. With
its wide area, DESI will survey tens of millions of galaxies and quasars. The survey is planned
to operate from 2018 through 2022.
DESI will observe a part of the universe with a density larger than 1500 galaxies/deg2. Per-
forming such a deep and wide spectroscopic survey in a five-year period requires a high-tech
spectrograph capable of observing thousands of spectra simultaneously. To achieve this goal,
DESI includes the following components in a currently existing 4-meter optical telescope
(Fig. 10.3):
• Prime focus corrector optics to attain a wide field of view,
• A focal plane with robotic fiber positioners,
• Fiber optics cables,
• Spectrographs,
• A realtime controller and data acquisition systems,
• Data processing pipeline that ingests raw data from the detectors and produces cali-
brated spectra useful for cosmological investigation.
98
Chapter 10. Introduction to Fiber Positioners
Focal Plane with robotic 
fiber positioners  
Prime focus 
corrector 
Fiber optics cables 
Spectrographs 
Figure 10.3: The dark energy spectroscopic instrument mounted on a 4-m telescope. A corrector lens
and the fiber positioner will be installed at the prime focus. The yellow trace is a fiber routing path
from the focal plane to the spectrograph room. Image taken from (http://desi.lbl.gov/cdr)
The host telescope is capable of supporting the prime focus instruments. According to the
lenses’ field of view, the survey duration, and the spectrography quality (signal to noise), the
focal plane needs to accommodate 5000 optical fibers, each with 12 mm workspace. For each
exposure, all the fibers should be reconfigured in less than a minute with the fiber tips placed
with an accuracy of 5µm from a target point. This target point is the projection of a galaxy on
the focal plane. In other word, by putting the fiber in that point, all optical information from
the galaxy could be read with that fiber.
During the exposure time, fibers transport the light from the focal plane to the spectrographs
in the control room approximately 40m away. In order to maximize the survey throughput,
the fibers should be positioned for the next observation while the data is analyzed and stored.
The telescope also slews to a new field at the same time.
The focus of this part of the thesis is motion planning and collision avoidance for the fiber
positioner. Therefore, we view the focal plane with robotic fiber positioners in details in the
next subsection.
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Figure 10.4: Configuration of fiber positioners on a focal plane. Positioners shown as black circles,
form a hexagonal array in order to cover a patrol disc (shown in a dashed gray circle), as versatile as
possible.
10.2.1 Focal plane with robotic fiber positioners
The main concept in the design of the focal plane in DESI is a collection of identical positioners
distributed over a hexagonal array (See Fig. 10.4).
Each positioner is therefore assigned to a single target. If no target is accessible, the positioner
will observe the sky. The positioner could cover the entire focal plane and each moves a fibre
head toward a desired location within the patrol disc of positioner. Because we require that
any point of the focal plane to be accessible by a fiber, there will be regions of the focal plane
where the workspaces of adjacent positioners will overlap. In these overlap zones, there is a
risk of actuator collision. Target assignment and collision avoidance strategies will therefore
be among the challenges in the design of such a massively parallel fibre-fed spectrograph.
10.3 Prime focus spectrograph
The Prime Focus Spectrograph (PFS) [107] is an optical near-infrared multi-fiber spectrograph
with 2400 fibers, each of which is set onto a target position quickly by a fiber positioner using
two-staged rotational motors. It is planned to be mounted on a 8.2-meter telescope called
Subaru at Mauna Kea, Hawaii. The project has been endorsed by the Japanese community
as one of the main future instruments of Subaru . The spectrograph system targets galaxy
surveys, Galactic archaeology, and studies of galaxy/AGN evolution.
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Figure 10.5: Focal plate configuration and a single fiber positioner designed and built for PFS. The
image is taken from (http://sumire.ipmu.jp/pfs/instrumentation.html)
Very similar to DESI, the fiber positioners are distributed in a hexaonal shape with 8-mm
separations from their six adjacent poisitioners each [108] (Figure 10.5). The fiber positioner
is called Cobra. Cobra consists of two-stage piezo-electric rotary motors. This two-motor
rotation provides a total of 9.5 mm-diameter patrol region. The main difference between DESI
and PFS is the use of different electrical motors. PFS uses piezo motors, while DESI benefits
from the state-of-the-art very small (4 mm) DC brushless motors. This difference affects
the electronics that control the positioners. However, the concept of coordination, motion
planning and collision avoidance is very similar for both projects. The final trajectories in the
two project could be different due to different constraints on the velocity and acceleration of
the motors.
10.4 Multi-Object Optical and Near-infrared Spectrograph
The Multi-Object Optical and Near-infrared Spectrograph (MOONS), is a european project
supported by the European Southern Observatory (ESO). The goal of the project is to build
and operate an array of 1000 fiber positioners, to study the galactic structures and galaxy
evolutions [109]. The main difference between MOONS and the two previously mentioned
projects is the range of spectrography. The spectrography range in MOONS is near infrared and
consequently more noisy than the other two projects. Due to the different requirements on the
sky subtraction for bright and faint targets (the noise on the spectrography), the positioners
should be able to act in pairs to perform the cross-beam switching. This means each fiber that
is looking at a galaxy has a partner, which is dedicated to observe the sky with a distance of
few arcsecs. Therefore, the positioners should be coordinated in a way that two positioners
could cover a small area near a galaxy. In MOONS, each positioner needs to cover a patrol
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Figure 10.6: Current design of fiber positioner in MOONS. The robot can reach a distance almost twice
as its radius.
area much larger than its own size, so that it can guarantee the feasibility of operating the
positioners in pairs. Figure 10.6 shows the most updated design of the positioners that fulfils
these requirements. Due to the larger overlap between the working spaces of the positioners,
the coordination and collision avoidance are more challenging compared with that of DESI
and PFS.
10.5 Target assignment
Several strategies can be developed in order to assign targets -galaxies, quasars or stars- to the
end effectors -fiber-ends- of the positioner. The simplest approach is to select randomly for
each positioner any of the targets lying within the corresponding working space (patrol disc).
To achieve an optimal solution, which means that the maximum number of targets is observed
during a certain period of time, the drain algorithm was introduced [110]. The method ensures
the observation of the maximum number of targets in the first few sets of observations. Using
both randomly distributed targets and mock galaxy catalogues, the authors showed that the
number of observed galaxies could be increased by 2 percents in the first set of observations.
In this thesis we assume that target assignment has been effectively done by one of the
mentioned algorithms under three main assumptions. First, each target is assigned to one
positioner only, and each positioner is assigned to one target maximum. Second, the target
assigned to each positioner is always within its patrol disc and hence reachable by the posi-
tioner. The minimum distance between two assigned targets is d . Thus, the focus of the work
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Figure 10.7: Seven fiber positioners of (A) DESI and (B) MOONS. The red dots show the target points of
the positioners. Each fiber positioner is assigned to one of the targets.The longer second arm in the
MOONS fiber positioner increases the risk of collision.
presented here is on the coordination of positioners in motion to avoid collision. We assume
that the target of each positioner is fixed and known to the positioner.
10.6 Collision avoidance
In all the three mentioned ongoing projects, the fiber positioners share patrol discs. Figure 10.7
shows the seven positioners of DESI and MOONS. In MOONS, the risk of collision is even
higher due to the longer length of the second arm. In this subsection, we show why a simple
fold-turn-extend algorithm fails in motion planning of fiber positioners. A simple fold-turn-
extend algorithm could be summarized as follows:
1. Retract R2 to a safe area by the folding the arms
2. Rotate R1 to a position in which the arms can be retracted without collision
3. Retract R2 to a safe area
4. Rotate R1 of all the actuators to their starting positions, at which we can deploy all the
arms without collisions
5. Deploy R2 of the arms
6. Rotate R1 of all positioners to the final positions
7. Deploy R2 to the final position
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The problem with this simple step-by-step algorithm is that in both step 1 and 7, the risk of
collision is present. In the next chapter, Figure 11.6 shows a configuration of the positioners
that can not be solved using this algorithm and needs precise trajectory planning to guarantee
collision avoidance.
Summary
Many international projects in the field of astrophysics are designing very large tele-
scopes that include thousands of fiber positioners. The fiber positioners are tightly
packed in a focal plate of the telescope and share the working space. The direct path
from the initial point of the positioners to their goal points are prone to collision. In
the next chapter, we propose a decentralized framework for coordination of the fiber
positioners based on navigation functions. Although the coordination (calculating the
collision-free trajectories) could be done offline, decentralization, in this framework,
allows us to decrease the complexity of the algorithm (O(N )), which guarantees the
scalability of the approach.
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11 Decentralized Coordination of Fiber
Positioners Using DNF *
Overview
S
ome of the next generation massive spectroscopic survey projects, such as DESI
and PFS, plan to use thousands of fiber positioner robots packed at a focal plane to
quickly move in parallel the fiber-ends from the previous to the next target points.
The most direct trajectories are prone to collision that could damage the robots and
impact the survey operation. We thus present here a motion planning method based on a
novel decentralized navigation function for collision-free coordination of fiber positioners.
The navigation function takes into account the configuration of positioners as well as the
actuator constraints. We provide details for the proof of convergence and collision avoidance.
Decentralization results in linear complexity for the motion planning as well as dependency
of motion duration with respect to the number of positioners. Therefore the coordination
method is scalable for large-scale spectrograph robots. The short in-motion duration of
positioner robots, will thus allow the time dedicated for observation to be maximized.
11.1 Problem formulation
We consider a system composed of N positioner robots. The goal of each robot is to put its
end effector (fiber-end) on an assigned target point. Each positioner is a planar robot with
two degrees of freedom, each moving by a rotational motor (Figure 11.1).
Each positioner robot covers the patrol area (workspace) through two correlated rotations: θ
rotates around the actuator’s main axis, while φ moves the fiber arm tip from the peripheral
circle to the central axis (Figure 11.1). The optical fiber is attached to a ferrule at the arm tip,
* Chapter published as ([12]): "Collision Avoidance in Next-generation Fiber Positioner Robotic Systems for
Large Survey Spectrographs," in Astronomy & Astrophysics Journal, 2014.
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Figure 11.1: A positioner robot with two degrees of freedom. The main disk (black circle) rotates along
its central axis. Its angular position is shown as θi . The arm with the length of l2 rotates around an
eccentric axis (with the distance of l1 from the center) fixed on the main disk and its angular position
is shown as φi . qi b is the position of the robot base fixed to the telescope structure in a global frame
attached to the focal plane. qi is the position of the fiber attached to the robot i in that global frame.
and passes through the center of the actuator and exits by the rear side of the robot.
The forward kinematics of each positioner robot can be described as:(
xi
yi
)
=
(
xi b
yi b
)
+
(
cosθi cos(θi +φi )
si nθi si n(θi +φi )
)(
l1
l2
)
(11.1)
Where the end-effector position of positioner i is qi = (xi , yi ) in a global frame attached to the
focal plane. l1 and l2 are first and second rotation links respectively (Figure 11.1). θ and φ are
angular positions of the two joints of the positioner i . Each positioner is controllable by its
angular velocity, meaning the speed of each of the two motors.
The main challenge is to coordinate the robots in motion to reach a predefined target point
while avoiding collisions. The proposed approach should be expandable to a more large-scale
problems. A centralized solution for such a problem would be practically infeasible and costly
due to the presence of numerous positioners and constraints ([111]). Therefore, among all the
methods found in the literature for coordinating agents, decentralized and reactive control
approaches seem promising.
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Figure 11.2: The target point qi T is the destination of the robot end-effector. The collision detection
envelope with radius of D, is the area where collision avoidance term in the navigation function is
activated. The collision avoidance term in the navigation function ensures that the two positioner
end-effectors will keep a distance larger than d .
11.2 Decentralized Navigation Function
We propose a navigation function ψi for the positioner i in (11.2) which is composed of two
components. The first term, the attractive component, is the squared distance of the end-
effector of positioner robot i from its target point. This term of navigation function attains
small values as the positioner brings the fiber closer to its target point (Figure 11.2). The
second term, the repulsive component, aims at avoiding collisions between positioner i and
the six other positioners located in its vicinity. This term is activated when the two positioner
robots are closer than a distance D, otherwise this term is zero. D defines the radius of a
collision avoidance envelope and d <D defines the radius of the safety region. The closer the
two robots get, the higher values this repulsive term attains. Moving toward the minimum
point of this navigation function will guarantee the minimum distance of d between the
positioners (Figure 11.3). λ1 and λ2 are the two weighting parameters related to the two terms
in the navigation function.
ψi =λ1
∥∥qi −qi T ∥∥2+λ2∑
j 6=i
mi n(0,
∥∥qi −q j∥∥2−D2∥∥qi −q j∥∥2−d 2 ) (11.2)
According to the navigation function presented in (11.2) and the forward kinematics defined
in (11.1), the following control law is proposed:
ui =−∇θiφiψi (qi ) (11.3)
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Figure 11.3: A configuration in which there is a risk of collision between the end-effectors of two robots.
In this configuration the collision avoidance term in the navigation functions of the two robots are
active which means they take values more than zero.
At each step, the robot will move the fiber according to a gradient descent method. It is worth
mentioning that the navigation function is directly a function of the end-effector positions.
In order to obtain the angular velocities of each of two motors, we calculate the gradient
of the navigation function with respect to the angular positions of the links using the chain
derivatives and the forward kinematics in (11.1).
(
ωi 1
ωi 2
)
= ui =−
( ∂ψi
∂xi
∂xi
∂θi
+ ∂ψi∂yi
∂yi
∂θi
∂ψi
∂xi
∂xi
∂φi
+ ∂ψi∂yi
∂yi
∂φi
)
(11.4)
ωi 1 and ωi 2 are the angular velocity of the first and second motor of positioner robot i respec-
tively. There could be two final configurations that result in the same target point. However,
when traveling from a known configuration, reaching to one of those configurations is faster
considering no collision. In this work we assumed that the faster configuration is the goal
configuration.
11.2.1 Algorithm complexity
Table 11.1 describes the motion planning algorithm. In each time step d t , each positioner
robot computes the speed of its two motors knowing its current position and the target point
as well as the position of adjacent robots. In each time step, each positioner calls the module
that computes the gradient of decentralized navigation function (Table 11.2). So, the algorithm
runs in a for loop as many times as the number of positioner robots. On the other hand, the
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Table 11.1: Motion planning algorithm for all positioner robots. T0 and T f are the beginning and end
times of the algorithm respectively. d t is the time step and M is the number of time steps i.e. M = T f −T0d t
Trajectory planning algorithm
Inputs: Initial end-effector position of all the positioners:
Qi ni t = [q1, q2, . . . , qN ]
and target position of all fibers assigned to each positioner:
Qg oal = [q1T , q2T , . . . , qN T ]
outputs: A sequence of motor peed values for each positioner
Ω1 = [ω1(1), . . . ,ω1(M)]
Ω2 = [ω2(1), . . . ,ω2(M)]
...
ΩN = [ωN (1), . . . ,ωN (M)]
m = 0
repeat until∇ψ= 0
for each positioner(i=1:N)
ωi (m)=−∇ψ(qi (m), qi T ,Q(m)) See: Table 11.2
qi (m+1)= qi (m+1)+d t .ωi (m)
m = m + 1
∇ψ=maxi (∇ψ(qi (m), qi T ,Q(m)))
end for
end repeat
inner loop that calculates the gradient of the DNF runs constant times (number of adjacent
positioners = 6). Therefore the complexity of the algorithm will remain O(N), where N is the
number of positioner robots.
Considering the fact that all the robots’ bases are fixed to the focal plane, collisions can occur
locally and chances of collision is only with the certain adjacent robots. Decentralizing motion
planning and trajectory generation takes advantage of limited number of adjacent robots and
the locality of collisions and significantly reduces the complexity of the algorithm to a linear
order. Low complexity of the algorithm guarantees its ease of use in mid-scale and large-scale
robotic telescopes where there are thousands, or tens of thousands of positioners respectively.
11.3 Collision-Free Motion Toward the Equilibrium
The following part provides conditions under which the DNF (11.2) in combination with
the control law (11.3) ensures convergence of robots to their target points. Convergence of
robots means that using this method, practically no blocking will occur even if some complex
manoeuvres are needed in case of intricate initial configurations of the robots (See simulation
example in Figure 11.6).
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Table 11.2: Motion planning algorithm calls this module that calculates gradient of the DNF. This
function gets the current and target position of the robot as well as current position of its adjacent
positioners. The output of the function is the gradient of the DNF.
Gradient of the DNF for the positioner i
Inputs: Current position of the positioner qi ,
target position of the positioner qi T ,
and current position of the neighbor positioners Qnei g hbor ∈Q
outputs: The gradient of the navigation function for positioner i
which is a vector of a two elements G =
(
G1
G2
)
G = 0
G =G+2λ1(qi −qi T )
for each neighbor positioner(j=1:6)
G =G+2λ2 (R
2−r 2)(qi−q j )
(‖qi−q j‖2−r 2)2
end for
Collision avoidance for fiber positioner robots
If the following inequality is satisfied:
λ1
λ2
< 1
R
D
D2−d 2 (11.5)
then the function (11.2) will drive fiber positioners to their desired goals avoiding any deadlock
situation.
When∇θiψ(qi )= 0 It is either in the presence of no other positioner in the vicinity of positioner
i , where
∥∥qi −q j∥∥ ≥ D or there is a risk of collision ∥∥qi −q j∥∥<D with at least one other
positioner. The gradient of the navigation function for both cases is:
∇ψ(qi )=

2λ1(qi −qi T )= 0
∥∥qi −q j∥∥≥D
λ1(qi −qi T )+2λ2
6∑
j=1
(D2−d 2)(qi−q j )
(‖qi−q j‖2−d 2)2
∥∥qi −q j∥∥<D (11.6)
In case when there is no other positioner near the positioner i , ∇θiψ(qi )= 0 means 2λ1(qi −
qi T )= 0, which directly indicates that the positioner robot is in its target point. Otherwise,
there is at least one other positioner in the collision avoidance envelope (D):
∇ψ(qi )=λ1(qi −qi d )+2λ2
6∑
j=1
(D2−d 2)(qi −q j )
(
∥∥qi −q j∥∥2−d 2)2 (11.7)
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The first term in the gradient of the potential field always satisfies the following inequality:
λ1
∥∥qi −qi d∥∥< 2λ1R (11.8)
In addition, the second term in the gradient of the potential field is:
(D2−d 2)‖(qi−q j )‖
(‖qi−q j‖2−d 2)2 >
D
D2−d 2
→λ2
6∑
j=1
(D2−d 2)‖(qi−q j )‖
(‖qi−q j‖2−d 2)2 >λ2
2D
D2−d 2
(11.9)
So, if λ2
2D
D2−d 2 > 2λ1R then there is no point where the gradient of the potential field could
be zero except at the target point. It is worth noticing that, there are two possibilities two
have velocities equal to zero in angular coordination. One possibility is that the velocities are
zero in the (x, y) coordination that is covered in the proof. The other possibility is that the
positioner is in one of its singular configurations such as fully stretched or fully bent second
arm. Technically, in any robotic manipulation, we try to avoid singularities, as the smoothness
of motion and load on the motors are largely affected near singular points. So, we can assure
that, in practice, the algorithm can guarantee deadlock-free motion. This guarantees that
there will be no blocking (also called deadlock) in the method in practice.
11.3.1 Parameter tuning
There are two weighting parameters that can be tuned in the DNF (11.2); λ1 and λ2. Sec-
tion 11.3 gives a condition for tuning this parameters which facilitates convergence of posi-
tioners to their target point. In order to ensure the success of the motion planning algorithm,
the maximum velocity generated should not exceed the maximum velocity feasible for motors.
Lower values of λ1 and λ2 will result in lower values for velocity of motors and increase the
convergence time. For an application in which fast convergence is desirable, the two param-
eters will be tuned to the highest values that still keep maximum generated velocity in the
feasible range. We soft-tuned these two parameters through simulations.
11.4 Simulation Results
In order to study the performance of the motion planning algorithm, we conducted various
sets of simulations for different number of positioners all in hexagonal configuration patterns.
The size of positioners and the share volume between positioners are selected in a way to be
compatible with next-generation spectrograph robots such as the one in DESI (Table 11.3).
Therefore, the overlapping area of the robots are the fiber-ends. In a scenario with different
specifications, the robots may have collision risks with other parts. In these scenarios, the
collision avoidance envelope, D , should be modified in order to cover all collision risks. For
each set of simulations, We selected different numbers of positioners to verify our expectation
111
Coordination of Fiber-fed Robotic Spectrographs
Table 11.3: Specifications of positioner robots (see Figure 11.2 and Figure 11.3)
Parameter Value
R 7 mm
r 5 mm
ferule size 1 mm
arm diameter 2 mm
arm length 3mm
D 4 mm
d 2 mm
Table 11.4: Simulation parameters used for all sets of simulations
Parameter Value
Maximum speed
of the first acuator
30 rpm
Maximum speed
of the second
acuator
20 rpm
λ1 1
λ2 0.05
dt (time steps) 10 ms
Convergence
distance
100 µm
on complexity of the algorithm. In addition, we can extrapolate the simulation time and
motion duration for other number of positioners for larger scales of robotic spectrographs.
For each set we repeated the simulations 100 times. In all sets, initial angular position of the
two motors of each positioner robot and their target point are randomly generated. Table. 11.4
shows simulation parameters. The two weighting parameters in DNF (11.2) should satisfy the
condition presented in Section 11.3. According to positioners’ specifications in Table 11.3, λ1
and λ2 should fit the inequality of
λ1
λ2
< 1R DD2−d 2 . This means λ1 < 72λ2.
As expected, we observe no collision during all sets of simulations (4100 sets). Figure 11.4
and Figure 11.5 show the simulation time and in-motion duration of robots respectively. In-
motion duration is the convergence time needed for all the positioner robots to arrive in their
target points considering constraints on actuator velocities in Table. 11.4. Regarding values for
simulation time, the processor for all simulations is a 3.33 GHz 6-Core Intel Xeon.
As expected , simulation time increases in a near linear manner with the number of positioners.
This enables us to use this method for immediate motion planning for thousands of positioners.
From the results, the amount of time needed to generate collision-free trajectories for 5000
positioners is less than 3 minutes (140 seconds) on today’s typical computers. This amount of
time is very reasonable as it is smaller than the typical exposure time foreseen for the DESI and
PFS experiment, thus allowing to have an interactive planning of the observation. This would
112
Chapter 11. Decentralized Coordination of Fiber Positioners
7   169 547 817 1141 1519 1951 2437 2977 3571 4219 5167
0
50
100
150
Number of positioners 
Si
m
ul
at
io
n 
du
ra
tio
n 
[s
]
Figure 11.4: Mean value simulation duration for sets with different number of positioners. Repeating
sets of simulation, the simulation durations do not significantly vary. The lengths of the error bars are
therefore chose 10 times of the standard deviation at each point.
allow to modify in real time the target list due to many reasons, for example meteorological
disturbances or even the last minute discovered transient targets such as SuperNovae or
Gamma Ray Burst.
The main advantage of the method that derives from the idea of decentralization is that the
motion duration does not change with the number of positioner robots. Decentralization
benefits from the configuration of positioner robots and the fact that collisions could happen
locally and they do not affect the motion of non-neighbor positioners. With realistic actuator
constraints (Table 11.4), as used in simulation sets, we can expect to accomplished the first
run of motion for positioners of a mid-scale robot positioners in less than 2.5 seconds. Such
small duration of time for coordination of all positioners will allow to maximize the duration
of observation and survey efficiency.
So far, in all sets of simulations, we study the performance of our motion planning algorithm
for randomly distributed initial positions and randomly distributed target points. However,
galaxies are not randomly distributed, but clustered. Therefore, in a realistic situation, posi-
tioners will move toward very close targets and consequently start the next set of observation
from a very close position toward other set of target points. Therefore, It is expected that
adjacent positioner robots will need sets of complex maneuvers in order to find a collision-free
path toward their target points. Figure 11.6 shows snap-shots of a simulation set where three
positioners are engaged in a very close space. The motion planning algorithm succeeds in
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Figure 11.5: Mean value and standard deviation of convergence time (seconds) for simulation sets
with different numbers of positioners. Note that the scaling of the x-axis is not linear.
solving the conflict by directly executing the complex maneuvers from DNF and taking posi-
tioner robots to their target points. The main advantage of this method is that these type of
conflicts could be solved in a decentralized manner which significantly decreases simulation
time and motion duration. Therefore, the algorithm is reliable for large number of positioners.
11.5 Profile discretization
Consider v(t) and p(t) general velocity and its corresponding position profile for a motor
respectively (Figure 11.8). p(t) is a continuous nonlinear function, of a single variable t in
an interval [t0, t f ]. To send the minimum data to the motors the goal is to find minimum
number of intervals of constant velocity and send the velocity and its duration to the motors.
To this end, we approximate the position profiles by piecewise linear functions. Consequently,
the velocity profiles will be piecewise constant functions. When approximating the position
profiles, the collision avoidance constraints should be considered.
Piecewise linear functions are used in many applications and therefor various methods have
been introduced in the literature. The main focus of piecewise linearization appears on
optimization problem with a nonlinear cost function [112; 113; 114]. The main goal in many
different applications is to find the number and location of the break points along the function.
In our application, due to collision risk the breaking points play an important role. On the other
hand, lower number of breaking points means less communication cost in the electronics side.
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Figure 11.6: The six boxes (A to F) show six snap shots of the simulation. 1*, 2* and 3* are respectively
the target positions for positioner 1,2 and 3. This three positioners are engaged in a local conflict in
which positioner 1 needs to make space for positioner 2 to pass. positioner 2 can not make room for
positioner 1 because positioner 3 is blocking the way. Positioner 3 needs to pass both positioners to
reach its target point. The small maneuver from positioner 1 that comes directly from DNF moves
this positioner farther from its target point but it makes room for the positioner 2 to pass safely.
When positioner 2 clears the way, positioner 1 starts moving toward its target point and this gives
a safe way to the positioner 3. The simulation videos for DESI and MOONS could be found: https:
//www.youtube.com/watch?v=pxtkRt8j5Ks and https://www.youtube.com/watch?v=rwjR-fOjlZc
Keeping these two constraints in mind, the position profiles are linearized by the following
algorithm:
Step one: the position profile of the first motor is filled with a safety margin. The safety margin
is the projection of the half the distance from the positioner’s fiber end to that of its nearest
adjacent positioner on the angular position of the motors. (Figure 11.9).
Step two: draw a line from t0 to t f on the position profile.
Step three: If the whole line is inside the safety margin, the profile has been linearized with
only one line segment (Figure 11.9 (A)). If the line passes over the safety margin put tn = t0
(Figure 11.9 (B))
Step four: find the mean of the start point (tn) and the final point (t f ), call it tm .
Step five: draw a line from tn to tm on the position profile (Figure 11.9 (C)).
Step six: If the whole line is inside the safety margin, one part of the profile has been linearized
with one line segment. put tn = tm and repeat from step five, else find the mean value of the
points tn and tm and put is as tm and repeat from step five (Figure 11.9 (D)).
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Figure 11.7: Velocity profiles that correspond to the pairs of actuators for positioners 1,2 and 3 in
Figure 11.6. Columns show the velocity profiles for each positioner. The first and second profiles of
each column correspond to the first and second actuator of each positioner respectively. Vertical lines
indicate the moment at which the snapshots of Figure 11.6 were taken.
Step seven: compute the gradient of the line segments, these correspond to the velocity
profiles.
For the second motor, we should take into account the new profile of the first motor. The
safety margin needs to be recalculated. It is worth mentioning that calculating the safety
margin does not add a big computational load, since in each time step during the motion
planning algorithm the distance of each two adjacent positioner is computed. We only need
to store that data to use further for piecewise linearization of position profiles.
Figure 11.10 shows the corresponding position profiles to the velocity profiles shown in
Figure 11.7. By continuing the steps of the proposed discretization algorithm, we will get
piecewise linearized profiles for the motor positions. In such a challenging scenarios with re-
spect to the collision avoidance and discretization, profiles could be linearized with maximum
three segments. Representing each velocity profile with a maximum three segments with
constant value and yet ensuring collision avoidance is a promising step toward realization of
the positioners.
11.6 Conclusion
In the near future fibre-fed spectrograph robots such as the ones envisioned in DESI (5000
fiber positioners) or PFS (2400 fiber positioner) will provide a 3D map of a large portion
of our universe. The main concept which is common between the designs is the use of
small mechanical robot positioners. These robot positioners are responsible for moving the
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Figure 11.8: (A) An example of position profile calculated using DNF for motion planning. (B) A velocity
profile of a motor, corresponding to the position profile in the left. By piecewise linearizing the position
profile, the velocity profile is piecewise constant.
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Figure 11.9: (A) A position profile with the safety margin shown in grey. In the first step, we draw a line
from t0 to t f on the profile. This line is entirely in the safety zone. By changing the position profile from
the continuous curve to the single line, still collision avoidance is guaranteed. (B,C,D) A single line can
not provide a collision free trajectory for the positioner. (C)Therefore, we find a middle point between
t0 and t f as a breaking point. But the line is not still entirely in the safety margin, so we need to repeat
the last step, till we get line segments entirely in the safety margin (D).
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Figure 11.10: Position profiles that correspond to the pairs of actuators for positioners 1,2, and 3
in Figure 11.6. Columns show the position profiles for each positioner and the piecewise linearized
estimation of the profiles. The first and second profiles of each column correspond to the first and
second actuator of each positioner, respectively. Vertical lines indicate the moment at which the
snapshots in Figure 11.6 were taken. Each profile of the six motor can be piecewise linearized using
maximum two breaking points.
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fiber-ends toward their target points where they can observe different sets of objects such
as galaxies, quasars or stars. As the robot positioners share workspace, the key challenge is
designing a motion planning algorithm which guarantees collision avoidance. Our proposed
decentralized method for coordination of positioners is a potential field that ensures collision
avoidance as well as convergence of fiber positioners (no blocking) to their target points.
Simulation results show feasibility of using this method for mid-scale and large scale fiber-fed
spectrograph robots. In-motion duration only lasts 2.5 seconds for any number of positioners.
In addition, the massive spectroscopic projects could take advantage of short simulation time
to compute trajectories and the ability of interactive motion planning of the robots to target
recently discovered transient sources at the last minute. Granting the fact that the initial
motivation of this work came from the collision challenges in DESI project, the proposed
method can be directly applied to PFS project where number of robots is half of DESI. From
simulation results we can predict that the 4800 trajectories of 2400 robots could be generated
with a typical computer in less than one minute and the motion duration would be less than
3 minutes. Moreover, this DNF could be adopted for other fiber positioning systems with
different geometry patterns to avoid collisions.
Our future research directions include the discretization of velocity profiles in order to ensure
the feasibility of a real-time coordination for large number of fiber positioners. In a framework
where a centralized computer communicates with positioners, in order to minimize the
communication time, the motor velocities should be discretized to fit in few bits. Moreover,
we are exploring the connection between motion planning and target assignment in order to
further minimize the in-motion duration of positioners.
Summary
We have provid a decentralized coordination framework for fiber positioenrs. The goal
is to move in parallel and in minimum time all positioners that are initially packed
at a focal plane.We propose a new decentralized navigation function that ensures the
collision avoidance. We provide a sketch of proof for that the framework avoides dead-
locks, using the proposed navigation function. In order to guarantee feasible control
electronics and communication between control center and the fiber positioners, we
proposed a recursive algorithm that gives piecewise linearized profiles for trajectories.
Finally, we present a visual simulation environment for the whole 5000 positioners
for test and validation of target assignment, motion planning and collision avoidance
algorithms.
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12 Conclusion and Outlook
Overview
I
N its fullest form, this dissertation investigated the collision-free coordination of au-
tonomous robots in crowded workspaces. The motivation for this thesis was born from
the fact that many robotic applications are growing fast and involving a large number
of robots. Realizing that the coordination of autonomous robotic systems needs to be
fast, reliable, and dependent of local communication, we studied decentralized solutions. As
frameworks, we investigated two real-world yet challenging and open to be solved coordina-
tion problems. The two problems are from two very different families of robotics applications.
In this chapter we summerize the contributions of this thesis and extend our view over the
outlooks.
12.1 Summary
Our work provided three main contributions. The first contribution concerns the formulation
of coordination, based on decentralized navigation functions (DNF), in the framework of a
normal game. The second contribution is proposing a novel decentralized navigation function
for coordination of autonomous vehicles at intersections. Finally, our third main contribution
is providing collision-free coordination framework for the next-generation spectrogragh sur-
veys that use fiber positioners. These fiber positioners are packed tightly in a focal plate and
share workspaces.
• In the framework of a normal form game, our first major contribution is proving that
coordination of robots using decentralized potential functions (as utility functions), and
gradient descent directions (as the control law) leads the robots to a Nash equilibrium.
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With this proof, the Morse constraints on navigation functions can be relaxed. So, the
resulted trajectories for the robots are more reactive and rapid.
• Our second major contribution addresses coordination of autonomous vehicles at
intersections. We model each autonomous vehicle as a first order dynamic system and
propose a decentralized navigation function that guarantees safe passing for vehicles.
By introducing the inertia of the vehicles into the navigation functions and studying
the vector fields (derivatives of the navigation functions), we derive the conditions on
parameters (wighting parameters of navigation functions), which ensure deadlock-free
coordination. The simulation results show that autonomous vehicles can perform three
times better in terms of throughput at intersections, compared to traffic lights.
• To get an even shorter travel time for vehicles passing an intersection, we propose a new
navigation function that allows the vehicles not only to decelerate but also to accelerate
to avoid collisions. The navigation functions use the desired velocities of the vehicles
and computes the arrival time of the vehicles using their position and current velocity. As
the navigation functions are based on both the predicted arrival times and the positions
of the vehicles, we call them spatio-temporal navigation functions. Without a large affect
on the throughput of the intersection, the spatio-temporal navigation functions allow
some vehicles to accelerate, which subsequently results in lower energy consumption.
• To extend our decentralized approach to a deterministic optimization problem, we ad-
dress the coordination problem of autonomous vehicles at intersections by introducing
a linear- quadratic model predictive control framework. We introduce a second order
dynamic model and propose a quadratic cost function for each vehicle. We formulate
the collision avoidance, as well as velocity and acceleration limits, as a set of linear
constraints. Moreover, we adapt the framework in such a way that vehicles crossing in a
platoon are handled as such and do not need to be considered separately.
• As our final major contribution, we investigate a coordination framework based on
decentralized navigation functions for large number of fiber positioners. The fiber
positioners are tightly packed focal plate. Their direct movement from the initial point
to their goals are prone to collisions, which can damage the fiber positioners. The pro-
posed framework ensures the functionality of fiber positioners of massive spectroscopic
surveys with respect to collision avoidance. Using the proposed navigation function,
fiber positioners move simultaneously and their mechanical constraints such as speed
of the motors and mechanical hard stops have been taken into account. As a secondary
contribution, we developed an animated 2-D environment of the 5000 positioners for
test and validation.
12.2 Outlooks
This work constitutes a first step towards understanding and building a groundwork for
coordination of large number of autonomous robots that act in crowded workspaces. For both
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frameworks tackled in this thesis, several aspects remain to be taken into consideration.
This thesis considers a first-order and second-order models to describe the dynamics of the
robots in the both frameworks. At the core of our groundwork, other dynamic models need to
be integrated in order to present the robots in finer details. We recognize that communication
constraints are more than the range of communication that has been considered in this thesis.
Thus, a very important future step will be the integration of communication models in our
coordination framework. The information shared among the robots, has been considered
with a white noise, however an additional information sharing model can meet many more
realistic constrains. Therefore, the effect of communication and observation topologies on
performance of the decentralized coordination framework could be studied.
In our first coordination framework, the autonomous vehicles at intersections, lack of energy
for electrical vehicles and optimization of acceleration profiles for hybrid vehicles should
be studied. Different profiles of acceleration will result in various driving experience. The
comfort of the passengers related to these profiles could be studied given the acceleration
profiles provided by the decentralized navigation functions. Finally, an adaptation of the
framework for semi-autonomous vehicles would be a fundamentally crucial step in integrating
the autonomous vehicles in the urban roads while the human drivers are still behind the
wheels of vehicles.
In our proposed model predictive controller approach, we guarantee collision avoidance by
adding linear constraints to the optimization problem. We apply the so-called soft constraints
for computing the priorities of the vehicles that enter the intersection. An efficient algorithm
that computes the priorities [81] of the vehicles can be combined with the model predictive
controller approach, in order to reduce the computation time and guarantee the convergence
of model predictive controller in a short period of time.
In the framework of coordination of fiber positioners, the relation between motion planning
and target assignment should be explored in order to further minimize the in-motion duration
of fiber positioners. To accomodate the communication constraints, we have introduced
a recursive piecewise linear approach for discretization of velocity profiles. At the time of
preparation of this thesis, we are adapting the proposed navigation functions, in order to
take into account the larger collision area of the fiber positioners in MOONS. Future research
directions could include optimizing the discretization process to reduce computational efforts.
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A Cooperative coordination of a multi
robot system
Overview
T
HIS appendix presents a cooperative solution for coordinating individual robots
in multi-robot systems. This methodology guarantees collision free manoeuvres
using a barrier function as an avoidance control law. The avoidance control laws
are computed using a new parameter called collision risk indicator that predicts
the risk of collision between two agents in their bounded sensing regions. The proposed
method solves an existing problems of coordination of agents with second order dynamics
while being generally applicable to all other dynamical models.
A.1 Problem formulation
We consider a multi-agent system with a group of N independent agents moving in I ⊂ R2.
The state of an agent i is characterized by a position vector q(t) ∈ R2 and a velocity vector
q˙(t ) ∈R2, for i = 1,2, ..., N . Each agent occupies a dis of radius r with qi ∈ I as its center .Every
agent has access to its global position qi , its velocity q˙i and to the position of the other agents
q j in its sensing region. The other agent’s velocities q˙ j can be derived by the variation of their
position over time. Furthermore, each agent has access to its own target point but does not
have access to the target point of the other agents. The motion of each agent can be described
by a second order system.
q˙i = gi (qi ,ui , t ) (A.1)
q¨i = hi (qi ,ui , t ) (A.2)
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Defining the state vector xTi = [qTi qTi ] the dynamic model in (A.1) and (A.2) can be written
as
x˙i = fi (xi ,ui , t ) (A.3)
Second-order dynamics are of key interest in systems obeying Newtonian mechanics. As the
state vector contains not only position but also velocity of the agents. D
¯
efinition (Distance
between two agents). Consider a full state vector containing positions and velocities as state
variables. The distance separating two agents with state vectors xi and x j is defined as
pi j (xi , x j )
2 = ∥∥qi −q j∥∥2 = (qi −q j )T (qi −q j )= (xi −x j )T W (xi −x j ) (A.4)
Where
W =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 (A.5)
is the position selector matrix. The sensing region as well as the avoidance region are respec-
tively defined for each pair of agents as [115]
Ωi j = {xi , x j ∈R2 : ρi j (xi , x j )≤ r }
Si j = {xi , x j ∈R2 : ρi j (xi , x j )≤R}
(A.6)
Therefore, the overall sensing and avoidance region can be respectively written as
Ω= ⋃
i , j∈N , j 6=i
Ωi j
S = ⋃
i , j∈N , j 6=i
Si j
(A.7)
Furthermore a region
Γi j = {xi , x j ∈R2, xi , x j ∉Ω : r < ρi j (xi , x j )≤ r¯ } (A.8)
is defined as a safety region where two agents i and j , j 6= i are able to detect each other but do
not collide and where r < r¯ ≤R. The main challenge in this step is finding the control inputs
for each agent so that the agent can reach its destination without entering avoidance region.
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A.2 Optimal control
The main objective is to find a control law that minimizes a cost function for each agent of the
following form
Ji =
∫ ∞
0
li (xi ,ui )d t ∀i ∈N (A.9)
These cost functions defines the strategy adopted by every agent to arrive to its destination
point xei ∈R2, and the applied control is split into two intervals [0;τ] and [τ;∞[ so that:
Ji =
∫ τ
0
li (xi ,ui )d t + vi [xi (τ)] ∀i ∈N (A.10)
Where:
vi [xi (τ)]=
∫ ∞
τ
li (xi ,ui ])d t ∀i ∈N (A.11)
According to the maximum principle law the system must behave optimally from τ onwards.
An optimal control law ui = uoi (xi (τ)) is deployed, ensuring that the value function in equation
(A.11) behave optimally.
voi [xi ]=
∫ ∞
τ
li (xi (τ),u
o
i [xi (τ)])dτ ∀i ∈N (A.12)
In order to obtain the optimal control input ui = uoi (xi (τ)) the following expression has to be
minimized:
uoi (xi )=minui (t ){li (xi ,ui )+
∂voi
∂xi
fi (xi ,ui )} ∀i ∈N (A.13)
The Hamiltonian function of the agents can be formulated as follows:
H fi (xi ,
∂vi
∂xi
,ui )= li (xi ,ui )+
∂vi
∂xi
fi (xi ,ui ) ∀i ∈N (A.14)
The optimal value function and the optimal control laws satisfy the hamilton-Jacobi-Bellman
equations:
min
ui (t )
{li (xi ,ui )+
∂vi
∂xi
fi (xi ,ui )}= 0 ∀i ∈N (A.15)
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Which leads to:
li (xi ,u
o
i (xi ))+
∂voi
∂xi
fi (xi ,u
o
i (xi ))= 0 ∀i ∈N (A.16)
The time derivative of the value function is given by:
d voi
d t
= ∂v
o
i
∂xi
fi (xi ,u
o
i (xi ))= li (xi ,uoi (xi )) ∀i ∈N (A.17)
The cost functions li (xi ,uoi (xi )) are positive functions for all xi 6= xei and the time derivative
from equation(A.17) is smaller than zero. So, we can prove the convergence to the destination
points using the Lyapunov theory. The destination points satisfy the equilibrium equations:
fi (x
e
i ,u
o
i (x
e
i ))= 0 ∀i ∈N (A.18)
The main goal of this methodology is not only the convergence to equilibrium points but also
collision avoidance between agents. Therefore we define new barrier functions that allow us
to prove collision-free motion towards the destination point for each agent.
A.3 Literature review
In this subsection we present the relevant results from [115]. In their work, authors have
successfully obtained an optimization scheme for coordination of agents without collision
using a barrier-type functions in equation (A.19). This scheme works properly for agents that
are modeled with first order dynamics.
v ′i j (xi , x j )= (min(0,
∥∥xi −x j∥∥2−R2∥∥xi −x j∥∥2− r 2 ))2 i , j ∈N , i 6= j (A.19)
In order to avoid collisions while the agents converge to their target points, they used the
following function :
v ′i =
N∑
j=1
v ′i j (xi , x j ) ∀i ∈N (A.20)
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Where v ′i i (xi , xi )= voi (xi ), and a Lyapunov function has been chosen as:
v ′(x)=
N∑
i=1
N∑
j=1
v ′i j (xi , x j ) ∀i ∈N (A.21)
In this formulation it is assumed that state vectors represent only the positions of agents. By
minimizing the Hamiltonians the avoidance control laws of the agents are:
uai (xi )=minui (t ){li (xi ,ui )+
∂v ′i
∂xi
fi (xi ,ui )} ∀i ∈N (A.22)
In the following theorem, authors of [115], gave the sufficient conditions to guarantee collision
avoidance for the general nonlinear system.
Theorem 5. If the inequality (A.23) is satisfied, then the setΩ is avoidable for the system (A.3)
with the subsystem control strategies defined in equation (A.22).
proof
N∑
i=1
H fi [xi ,
∂v ′i
∂xi
,uai (x)]−
N∑
i=1
qi [xi ,u
a
i (x)]≤ 0 ∀x ∈ Γ (A.23)
A.4 Barrier function
In this section, we introduce a new factor called Collision Risk Indicator (CRI). This indicator
takes the velocities of the agents into account in the control criteria. We describe the interpre-
tation of this factor as well as its properties. Finally, we formulate a new barrier function the
new collision risk indicator.
Collision Risk Indicator
Definition 1 (collision risk indicator ξ). Consider two agents with their state vectors xi and
x j , i 6= j . Using notation defined in previous section, the collision risk indicator is defined as
follows:
ξ(xi , x j )=
(xi −x j )T V (xi −x j )
ρi j (xi , x j )
(A.24)
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Figure A.1: Geometrical Interpretation of the Collision Risk Indicator: on the open left half plane
collisions have to be avoided (a), and on the closed right half plane there is not a risk of collision (b).
Where V is
V =

0 0 12 0
0 0 0 12
1
2 0 0 0
0 12 0 0
 (A.25)
The idea of the CRI is that there is no risk of collision for agents that are moving apart from each
other. Two relevant scenarios are represented in Figure(??). Case (a) represents the situation
where two agents are moving toward each other and in case (b) two agents are moving apart
from each other. Collision is possible and should be avoided when the product between the
difference of positions and the difference of velocities is negative (case (a)). Otherwise, the risk
of collision is negligible unless one of the agents changes its direction. In quantitative terms,
this is as follows:
(qi −q j )T (q˙i − q˙ j )
{
≥ 0 no collision risk
< 0 collision risk (A.26)
Note that two different configurations can indicate the same collision risk, but their behavior
can be totally different. We can consider that the product of the two vectors (relative velocity
and relative distance) gives the same value in both cases. However in the one case the collision
risk could be much lower because the agents are more separated(larger relative distance) and
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the relative velocity has a smaller value. The second scenario can represent two agents that are
quit close and they are approaching quit fast. To distinguish between these two cases, the CRI
is normalized by the difference of the distance between the two agent. Based on these ideas,
the CRI is constructed using the normalized inner product of relative distance and relative
velocity.
The new barrier function
A new barrier function is defined taking into account the collision risk indicator. the function
defined in equation (A.19) is reformulated as:
vi j (xi , x j )= (min(0,
ρi j (xi , x j )2−R2
ρi j (xi , x j )2− r 2
))2(min(0,αξ(xi , x j )))
2 i , j ∈N , i 6= j (A.27)
Where ξ(xi , x j ) is the collision risk indicator and α > 0 is a scalar tuning parameter. It is
worth noting that the term min(0,αξ(xi , x j )) makes the barrier function identically zero when
ξ(xi , x j )> 0, reflecting a case where there is no risk of collision. On the other hand, the barrier
function is nonzero when ξ(xi , x j )< 0, which is consistent with the assessment of higher risk.
The parameter α is introduced to add an additional degree of freedom. The default value is
α= 1, but it can be modified as needed to magnify or reduce the impact of the collision risk
indicator as long as α> 0 it guarantees collision free movements.
The partial derivative of vi j (xi , x j ) with respect to xi when r < ρi j (xi , x j )<R and ξ(xi , x j )< 0
is given by:
∂vi j (xi ,x j )
∂xi
= 4α
2ξ2(xi ,x j )(R2−r 2)(ρ2i j (xi ,x j )−R2)
(ρ2i j (xi ,x j )−r 2)3
(xi −x j )T W
+4α
2ξ(xi ,x j )
ρi j (xi ,x j )
(
ρ2i j (xi ,x j )−R2
ρ2i j (xi ,x j )−r 2
)2(xi −x j )T V
−4α
2ξ2(xi ,x j )
ρi j (xi ,x j )
(
ρ2i j (xi ,x j )−R2
ρ2i j (xi ,x j )−r 2
)2(xi −x j )T W
:=βi j (xi , x j )
(A.28)
It is worth mentioning that, unlike the [115] the derivative of new barrier function over velocity
of agents is not equal to zero. This is the reason that this barrier function is suitable to be used
with system described by second order dynamics. The derivatives of the new barrier function
with respect to position and velocity is as follows:
∂vi j (xi ,x j )
∂qi
= 4α
2ξ2(xi ,x j )(R2−r 2)(ρ2i j (xi ,x j )−R2)
(ρ2i j (xi ,x j )−r 2)3
(qi −q j )T
+4α
2ξ(xi ,x j )
ρi j (xi ,x j )
(
ρ2i j (xi ,x j )−R2
ρ2i j (xi ,x j )−r 2
)2(q˙i − q˙ j )T
−4α
2ξ2(xi ,x j )
ρi j (xi ,x j )
(
ρ2i j (xi ,x j )−R2
ρ2i j (xi ,x j )−r 2
)2(qi −q j )T
(A.29)
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∂vi j (xi , x j )
∂q˙i
= 2α
2ξ(xi , x j )
ρi j (xi , x j )
(
ρ2i j (xi , x j )−R2
ρ2i j (xi , x j )− r 2
)2(qi −q j )T (A.30)
Theorem 6. The following property is satisfied by xi and x j . Let Ωi j c be the complement of
the avoidance regionΩi j and let the pair of full state vectors xi and x j be in regionΩi j c . If the
relative distance between two agents goes to the boundary limit, then the CRI has to be negative:
lim
ρi j (xi ,x j )→r+
ξ(xi , x j )< 0 (A.31)
Proof. Consider the case where ρi j (xi , x j )> 0. So if ρi j (xi , x j )→ r+, the time derivative of the
relative distance has to be negative.
If ρi j (xi , x j )> 0 and ρi j (xi , x j )→ r+
⇔ ξ(xi , x j )= (qi −q j )T (q˙i − q˙ j )< 0
In the other words, two agents can get closer if and only if collisions have to be avoided.
Otherwise the distance does not decrease and the norm ρi j (xi , x j ) does not go to r+.
dρi j (xi ,x j )
d t < 0⇔ ξ(xi , x j )< 0
and therefore:
lim
ρi j (xi ,x j )→r+
ξ(xi , x j )< 0
A.5 Analysis of collision avoidance
In this section, we give a proof for collision-free motion for a general nonlinear model as well
as for a linear system with quadratic cost.
Collision-free motion toward the equilibrium
The following theorem provides conditions under which the optimal control law including the
proposed barrier function (A.27) ensures collision-free cooperative control motion.
Lemma 1. Let v(x)=∑∑vi j (xi , x j ) where vi j is given in equation (A.27). Then the following
properties hold:
(i) The values of the function v(x) are finite for finite values of its arguments x that are outside
of regionΩ.
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(ii) lim‖xi−x j‖→r+
vi j (xi , x j )→+∞ i , j ∈N , i 6= j
Proof. (i) The function v(x) has finite values for all possible positions outsideΩ if the velocities
are finite. Only finite values for the states x is considered, so the velocities and the CRI is finite
and therefore the function v(x) is finite outside of the regionΩ.
(ii) Consider the case where the collision risk indicator is negative and finite so that collision
has to be avoided. In that case we have:
lim
ρi j (xi ,x j )→r+
(min(0,
ρ2i j (xi , x j )−R2
ρ2i j (xi , x j )− r 2
))2.max(0,−ξ(xi , x j ))→∞ (A.32)
The CRI is supposed to be non-zero in this case, so the value of the function v(x) reaches
infinity when the distance approaches the security region. As the initial positions are supposed
to be outside the security regions the agents will never enter the avoidance discs of other
agents.
Theorem 7. If the following inequality is satisfied:
N∑
i=1
H fi [xi ,
∂vi
∂xi
,uai (x)]−
N∑
i=1
qi [xi ,u
a
i (x)]≤ 0 ∀x ∈ Γ (A.33)
Then the value function v(x) is non-increasing and the set Ω is avoidable for the system x˙ =
f (x,u) with the subsystem control strategies uai (x).
Proof.
d v
d t =
N∑
i=1
N∑
j=1
d vi j
d t =
N∑
i=1
d vi i
d t +
N∑
i=1
∑
j>i
d vi j
d t
=
N∑
i=1
d vi i
d t +
N∑
i=1
∑
j>i
{
∂vi j
∂xi
fi [xi ,uai (x)]+
∂vi j
∂x j
fi [x j ,uaj (x)]}
=
N∑
i=1
d vi i
d t +
N∑
i=1
∑
j>i
∂vi j
∂xi
fi [xi ,uai (x)]+
N∑
i=1
∑
j>1
∂vi j
∂x j
fi [x j ,uaj (x)]
(A.34)
The new value function satisfies this condition:
N∑
i=1
∑
j>i
∂vi j
∂x j
fi [x j ,u
a
j (x)]=
N∑
i=1
∑
j<i
∂vi j
∂xi
fi [x j ,u
a
j (x)] (A.35)
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Therefore the expression in (A.34) can be simplified using the property vi j (xi , x j )= v j i (x j , xi ).
d v
d t =
N∑
i=1
d vi i
d t +
N∑
i=1
∑
j>i
∂vi j
∂xi
fi [xi ,uai (x)]+
N∑
i=1
∑
j>1
∂vi j
∂x j
fi [x j ,uaj (x)]
=
N∑
i=1
∑
j=1
∂vi j
∂xi
fi [xi ,uai (x)]
=
N∑
i=1
∂vi
∂xi
fi [xi ,uai (x)]
=
N∑
i=1
H fi [xi ,
∂vi
∂xi
,uai (x)]−
N∑
i=1
qi [xi ,uai (x)]≤ 0 ∀x ∈ Γ
(A.36)
The time derivative of the function v(x) is non-increasing in the region Γ if and only if
N∑
i=1
H fi [xi ,
∂vi
∂xi
,uai (x)]−
N∑
i=1
qi [xi ,uai (x)]≤ 0.
In order to proof collision-free motion to their equilibrium point xei theorem 3 in [115] is used.
The following expression
N∑
i=1
H fi [xi ,
∂vi
∂xi
,uai (x)]−
N∑
i=1
qi [xi ,uai (x)]≤ 0 has to be verified for all
x 6= xe which guarantees that the agents are able to reach their target points without collision.
The Lyapunov function v(x) is equal to zero only at the equilibrium. The optimal control
laws minimize the cost function along this curve and the condition ( d vd t < 0) guarantees
convergence to the equilibrium using the Lyapunov theory. Collision-free coordination has
been proved previously.
A.6 Linear system with quadratic cost
As the new barrier function satisfies all the properties in Theorem 2., the avoidance control
law could be computed explicitly for the linear time-invariant system that is presented as:
x˙ = Ai xi +Bi ui (A.37)
The quadratic cost for the linear system is:
li (xi ,ui )= 1
2
[(xi −xei )T Qi (xi −xei )+ (ui −uei )T R(ui −uei )] (A.38)
The control law defined in (A.22) could be rewritten for a linear system:
uai (xi )=R−1i B Ti Pi (xi −xei )+uei −R−i 1B Ti (
∑
i 6= j
∂v ′i j
∂xi
T
) (A.39)
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Theorem 8. Let k1 and k2 be positive finite scalars such that k2 6= 0 and let n and m be integers
such that n < m. Then there always exist a scalar tuning parameter α > 0 and a weighting
parameter r such that the inequality:
k1α
n < k2αm 1
r
(A.40)
Proof. We can prove this inequality by dividing the both sides of the inequality by αn .
Theorem 9. Let x˙i = Ai xi +Bi ui be a linear kinematic model of the agent i ∈ N and let
vi j (xi , x j ) be the value function defined in (A.27), then the avoidance control laws in equation
(A.39) guarantees collision-free motion.
Proof. We can rewrite the time derivative of the value function in equation (A.36) using the
avoidance control law as follows:
d v
d t =
N∑
i=1
(
N∑
j=1
∂vi j
∂xi
)Ai xi+
N∑
i=1
(
N∑
j=1
∂vi j
∂xi
)B(uei −R−1i B Ti
∑
j=1
∂vi j
∂xi
T
)
=
N∑
i=1
(
N∑
j=1
∂vi j
∂xi
)Ai xi−
N∑
i=1
(
N∑
j=1
∂vi j
∂xi
)BR−1i B
T
i (
∑
j=1
∂vi j
∂xi
T
)
(A.41)
The control input at the equilibrium uei is equal to zero as described earlier in this work. After
choosing the weighting matrix as Ri =
[
ri ,1 0
0 ri ,2
]
, we rewrite the time derivative of value
function once more:
d v
d t
=
N∑
i=1
N∑
j=1
∂vi j
∂qi
q˙i −
N∑
i=1
[
1
ri ,1
(
N∑
j=1
∂vi j
∂q˙i ,1
)2+ 1
ri ,2
(
N∑
j=1
∂vi j
∂q˙i ,2
)2] (A.42)
In order to guarantee collision free motion, the time-derivative has to be smaller than zero.
This condition can be written as:
N∑
j=1
∂vi j
∂qi
q˙i < [ 1
ri ,1
(
N∑
j=1
∂vi j
∂q˙i ,1
)2+ 1
ri ,2
(
N∑
j=1
∂vi j
∂q˙i ,2
)2] (A.43)
If the equation holds for one agent, then it can be summed up for all the agents and the
condition will still hold. Using Lemma 2 it can be shown that the inequality (A.43) can always
be satisfied with properly chosen parameters.
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