Abstract. Following Lusztig, we investigate constructible characters, leading coefficients and left cells for a finite Coxeter group W in the case of unequal parameters. We obtain explicit results for W of type F 4 , Bn and I 2 (m) (m even) which support Lusztig's conjecture that known results about left cells in the equal parameter case should remain valid in the case of unequal parameters.
Introduction
Consider a finite Coxeter group W with generating set S. Following Lusztig [17] , we wish to study the partition of W into left cells in the multi-parameter case. This means that we are given a function ϕ : W → Γ into an abelian group Γ such that ϕ(w) = ϕ(s 1 ) · · · ϕ(s p ) whenever w = s 1 · · · s p with s i ∈ S is a reduced expression. Furthermore, we assume that there is a total order on Γ which is compatible with the group structure and that ϕ(s) is strictly positive for all s ∈ S. Then the corresponding Iwahori-Hecke algebra H over the group algebra Z[Γ] has a certain distinguished basis and this is used to define a partition of W into left cells. In the case where ϕ is constant, one obtains just the original definition of the Kazhdan-Lusztig basis and left cells introduced in [13] . We recall the definitions in the multi-parameter case and establish some basic relations in Section 2.
Using the a-function arising from the generic degrees of H, one can also define the notions of constructible characters and leading coefficients in complete analogy to the equal parameter case (which is studied in detail by Lusztig [18] and [21] ). This will be worked out in Section 3. In order to determine the leading coefficients, we will introduce in Section 4 the notion of orthogonal representations of Iwahori-Hecke algebras. This will allow us to define leading coefficients of matrix representations (and not only of their characters). We show in Theorem 4.10 and its corollaries that these leading coefficients can be used to detect left cells.
The last three sections are concerned with explicit results. First, in Section 5, we show that Hoefsmit's matrix representations in type B n (or, rather, the variants defined by Ariki-Koike [3] ) actually are orthogonal representations satisfying an additional integrality condition. This turns out to be an efficient tool for determining the leading coefficients in type B n ; see Theorem 5.4. (In a similar way, one can also recover the known results on leading coefficients in type A n using orthogonal representations.) In Sections 6 and 7, we present explicit results on constructible characters, leading coefficients and left cells for the types I 2 (m) and F 4 . These were obtained by explicit computations using the CHEVIE system; see [9] and [24] .
The results we obtain provide some evidence for the conjecture expressed by Lusztig in [17, §7] that known results on left cells in the equal parameter case should continue to hold in the case of unequal parameters. For example, the following results should be true in general:
(1) The constructible characters are precisely the characters afforded by the various left cells of W (see [20] in the equal parameter case). (2) For w ∈ W and χ ∈ Irr(W ) let c w,χ be the corresponding leading coefficient; then we have c w,χ = 0 for some χ ∈ Irr(W ) if and only if w, w −1 are in the same left cell (see [21, 3.5] in the equal parameter case). (3) For any left cell C ⊂ W , there exists a unique element x 0 ∈ C such that the character afforded by C is given by ± χ c x0,χ χ (see [18, 12.2] in the equal parameter case).
(To be more precise, the above references cover the case of finite Weyl groups. The analogous results for the dihedral groups and the types H 3 , H 4 have been checked using explicit computation by Lusztig [16] , Alvis [1] and Alvis-Lusztig [2] .) Note that, according to the classification of finite Coxeter groups, the only types that we have to consider (as far as unequal parameters are concerned) are I 2 (m) (m even), B n (n 2) and F 4 . With one exception, we check that the above statements are true in an "extremal" case of unequal parameters. (This means that we have two independent parameters and the ordering is such that one of them dominates any power of the other.) The exception is the statement in (1) for type B n : we show that the constructible characters are precisely the irreducible characters but we cannot show that the characters afforded by left cells are irreducible. (However, this would follow from the explicit description of the left cells by Iancu [12] . ) We shall use [10] as a reference for general facts about the characters and representations of finite Coxeter groups and Iwahori-Hecke algebras.
Throughout this paper, we shall use the following notation. Let Γ be a free abelian group of finite rank (written multiplicatively) and assume that we are given a total ordering of Γ. This is specified by a multiplicatively closed subset Γ + ⊆ Γ \ {1} such that we have Γ = Γ + {1} Γ − , where
Let {v s | s ∈ S} ⊆ Γ + be a subset such that v s = v t whenever s, t ∈ S are conjugate in W . Then we have a well-defined map ϕ :
Let R ⊆ C be a subring and let A = R[Γ] be the group algebra of Γ over R. Then the elements of A are Laurent polynomials in the free generators of Γ. Given any 0 = f ∈ A, we can write uniquely f = r 0 g 0 + · · · + r n g n where 0 = r i ∈ R and g i ∈ Γ, such that g i g −1 0 ∈ Γ + for all i > 0. (Note that any finite subset of Γ has a unique maximum and a unique minimum.) For short, we will sometimes just write f = r 0 g 0 + higher terms.
Let H be the generic Iwahori-Hecke algebra corresponding to (W, S) with parameters {v given by the rule
here, l : W → N 0 denotes the usual length function on W with respect to S. For any w ∈ W we set v w := v s1 · · · v sp where w = s 1 · · · s p with s i ∈ S is a reduced expression. It will be convenient to introduce the elementsT w = v −1 w T w for w ∈ W . Then we have the following relations:
The algebra H is symmetric with respect to the trace function τ : H → A defined by τ (T 1 ) = 1 and τ (T w ) = 0 for 1 = w ∈ W . We have
On the generalized left cells of W
Assume that we have fixed a total order on Γ as in Section 1. Following Lusztig [17] , we obtain a corresponding Kazhdan-Lusztig basis of H which then gives rise to a partition of W into left cells. (This generalizes the original constructions of Kazhdan-Lusztig [13] .) The aim of this section is to establish some results concerning these left cells which generalize similar results due to Kazhdan-Lusztig [13] and Lusztig [18] in the one-parameter case. See also [25, Chap. 1] for further results on left cells in the multi-parameter case.
The Kazhdan-Lusztig basis.
Let a →ā be the R-algebra automorphism of A which takes g to g −1 for any g ∈ Γ. Let denote the Bruhat-Chevalley order on W . For each pair of elements y w in W , we have a corresponding Laurent polynomial P * y,w ∈ A, as constructed in [17, Prop. 2] ; see also [10, 11.1.11] for a recursive formula for the computation of P * y,w . We have P * w,w = 1 and, if y < w, then P * y,w is an integral linear combination of the elements of Γ − . For each w ∈ W , the corresponding Kazhdan-Lusztig basis element is given by
see [17, §6] . Since C w is a linear combination ofT w and basis elementsT y with y < w, we see that {C w | w ∈ W } is a basis of H. We have the following multiplication rules (see [17, §6] ): for w ∈ W and s ∈ S, we havẽ
where M s z,w ∈ A are determined as in [17, §3] . Note that we have M s z,w = M s z,w . Now recall the following definition from [17, §6] . Let L be the preorder relation on W generated by the relation y L w if there exists some s ∈ S such that C y appears with nonzero coefficient inT s C w (expressed in the C w -basis).
The equivalence relation associated with L will be denoted by ∼ L and the corresponding equivalence classes are called the left cells of W . The following example shows that these notions depend on the chosen total ordering of Γ. 
Left cell representations.
Each left cell C gives rise to a representation of H. This is constructed as follows (see [17, §7] ). Let V C be an A-module with a free A-basis {e w | w ∈ C}. Then the action ofT s (s ∈ S) is given by the multiplication formulas in (2.1), i.e., we havẽ
where we tacitly assume that e z = 0 if z ∈ C. Upon specialization v s → 1 (s ∈ S), we obtain a representation of W which is called the representation carried by C. We denote by χ C the character of that representation of W . As in [18, 5.1.10] , we see that
where τ is the symmetrizing trace defined in Section 1. 
Proof. This is word for word the same as in [19, Lemma 4.5] .
Note that Lusztig actually also proves the converse of the above relation but this requires the positivity properties of the µ-constants occurring in the KazhdanLusztig polynomials in the one-parameter case. (This positivity is no longer satisfied in the unequal parameter case, see the examples in [17] and also Example 2.7 below.)
The following result appears in Lusztig's lecture notes [22, §11] . Note that the argument we give for (b) is different from that in [13, 3.2] (in the equal parameter case). In Example 2.7 below we will see that the M -polynomials do not behave in exactly the same way as the µ-constants in the equal parameter case. Lemma 2.6 (See Kazhdan-Lusztig [13] in the one-parameter case). Let w 0 ∈ W be the longest element. Then we have
for any y, w ∈ W with y w.
(a)
Furthermore, if y, w ∈ W and s ∈ S are such that sy < y < w < sw, then
Proof. The proof of (a) is similar to that in [13] ; we sketch the main ingredients involving the R-polynomials, which are defined as follows. As in [17, §1] , we write for any w ∈ W :T −1
where R * y,w ∈ A.
We have R * w,w = 1 and R * y,w = 0 unless y w. Furthermore, we have the following recursion formula for the computation of the R-polynomials. Let y, w ∈ W and assume that y w, w = 1. If s ∈ S is such that sw < w, then 
Now, in order to prove the identity Q * y,w = P * ww0,yw0 , we must show that
As in [13, 3.1] , let U y,w ∈ A denote the left-hand side of ( * * ). We show by induction on l(w) − l(y) that U y,w = 0 if y < w and U w,w = 1. If y = w, this is clear. Now assume that y < w. By [17, 2.2], we have
We have similar expressions for P * y,z and P * ww0,zw0 . Inserting these expressions into
, we obtain
Using the inductive hypothesis on U u,u , the above expression simplifies to
By ( * ), we have U y,w = U y,w . However, the definition of the polynomials P * y,w
shows that U y,w is a linear combination of elements in Γ − . Since U y,w = U y,w , we conclude that U y,w = 0, as desired. To prove (b), we proceed as follows. For any w ∈ W , we set C w := y w P * y,wT y . Then we have C w = (−1) l(w) j(C w ), where j : H → H is the ring involution defined by j( y a wTy ) = yā y (−1) l(y)T y ; see [17, §6] . We have the following multiplication rules: for any w ∈ W and s ∈ S, we havẽ
Now we claim that (see [18, 5.1.8] in the one-parameter case)
This is seen as follows. By [17, Prop. 3] , we have C w = y w P * y,wT
y −1 for any w ∈ W . This yields
Now, for any w ∈ W , we haveT w0w −1T w =T w0 . Inserting this into the above equation, we obtain
where the second equality holds by (a). Thus, ( †) is proved. Now fix y ∈ W and let s ∈ S. We have l(syw 0 ) = l(w 0 ) − l(sy) and so syw 0 > yw 0 if and only if sy < y. Thus, using the above multiplication rules for the C w -basis, we obtaiñ
A comparison with the multiplication rules in (2.4) yields the desired relation. 
where
Since l(w) − l(y) = 2, the formula in Lemma 2.6 yields M 
where we assume again that e sy = 0 if sy ∈ C. Now compose the above action of H on V C with the A-algebra automorphism γ : Now set e w := (−1) l(w) e ww0 for w ∈ C. Then the action ofT s on the basis {e w | w ∈ C} of V Cw0 is given bỹ
Hence we obtain the same action as that given by ( * ).
Generalized a-invariants and leading coefficients
The aim of this section is to provide a precise definition of the a-invariants and the leading coefficients of characters of finite Coxeter groups for the case of unequal parameters. In the one-parameter case, these notions are due to Lusztig [18] ; some indications as to the general case are given in [17, §7] . Here, we follow the exposition in [10, §9.4] .
We keep all the assumptions of Section 1 but we now make a special choice of the ring R: we take R = R. Let Irr(W ) denote the set of (complex) irreducible characters of W ; each of these characters is afforded by a representation over R. (Note that R is a splitting field for W ; see [10, 6.3.8] ). Furthermore, let K be the field of fractions of A and denote KH := K ⊗ A H. It is known that KH is a split semisimple algebra, which is isomorphic to the group algebra of W over K. Let Irr(KH) be the set of irreducible characters of KH. By Tits' Deformation Theorem, each χ ∈ Irr(W ) determines a unique irreducible characterχ ∈ Irr(KH); for all w ∈ W , we haveχ(T w ) ∈ A and applying the R-algebra homomorphism 
These relations are a consequence of the fact that H is a symmetric algebra with respect to the trace function τ : H → A defined in Section 1.
The following result shows that the Schur elements also arise in connection with left cell representations. Proof. Copying word for word the proof of [18, 5.7 (ii)], we obtain the identity
In order to show that z C ∈ Z(H), we use an argument which is different from that in [18] . We fix a character χ ∈ Irr(W ) and let X :
Furthermore, let χ ∈ Irr(W ) and X : KH → M d (K) be a representation affordinĝ χ; we write X(h) = (x kl (h)) 1 k,l d . If χ = χ , we assume that X = X . Since {C w } and {D w −1 } form a pair of dual bases with respect to the symmetrizing trace τ , the Schur relations for the matrix coefficients of X and X (see (3.1)) imply that
for any 1 k, l d and any 1 i d . Summing over all i ∈ {1, . . . , d } and inserting this into the above expression for z C , we obtain
Thus, we see that X(z C ) is a scalar matrix, where the scalar is as required. Since this holds for all irreducible characters of KH, we conclude that z C is central. If all parameters v s are equal, we write v = v s (s ∈ S). Then the generalized a-invariant is of the form v aχ for some a χ ∈ N 0 ; the integer a χ is precisely the a-invariant introduced by Lusztig [14] . The leading coefficients of the characters of W are essential in understanding the structure of the left cells of W (see [21] for the one-parameter case). They also play a basic role in the representation theory of reductive groups over finite fields; see [18] . 
If m(χ, ψ) = 0, the above expression is an R-linear combination of elements in Γ + ∪ {1}, with constant term 1/r χ if α = α χ and 0 otherwise. It follows that
is an R-linear combination of elements in Γ + ∪ {1}, with constant term
Since all r χ are positive, there are no cancellations in the sum and so the constant term is nonzero. On the other hand, using equation (b) in (3.4) we conclude that
is also a R-linear combination of elements of Γ + ∪ {1}. In particular, this means that 1 + g ψ divides 1 + f in A; it is easy to see that then (1 + f )/(1 + g ψ ) is also of form 1 + h where h is an R-linear combination of elements of Γ + . We conclude that α α ψ and
Thus, the constant term of α −2 (1 + f )/c ψ is 1/r ψ if α = α ψ and 0 otherwise. We have seen above that the constant term must be nonzero. So we conclude that
This implies all the desired statements. In the case of equal parameters, the above definition is due to Lusztig [14] . We say that the chosen total ordering of Γ is saturated if every irreducible character of W occurs with nonzero multiplicity in some constructible character.
There is one case in which the constructible characters are easily seen to be the irreducible characters of W . This is given by the following result. 
m(χ, ψ).
In other words, we have J S I (ψ) ∈ Irr(W ) and ε ⊗ J S I (ψ) ∈ Irr(W ). So ρ must be irreducible. This argument also shows that if the total ordering is saturated, then every irreducible character is constructible. Note, however, that the proof of (c) uses the orthogonality relations for leading coefficients in [18, Cor. 5.8 ] whose proof in turn is based on a property of left cells (see [19, 6.3(c) ]) for which no elementary proof is known and which is only known to hold in the equal parameter case. In Theorem 5.4 below, we obtain an elementary proof of (c).
Orthogonal representations and leading coefficients
We keep the setting of the previous section. We will now introduce so-called "orthogonal" representations of KH; these are analogues of the "orthogonal" representations of finite groups, in the sense of [7, §73A] . We shall use them to define a refinement of the leading coefficients. This refinement will actually allow us to compute the leading coefficients in type A n−1 and B n ; see Section 5.
Recall that A = R[Γ]
and that we have chosen a total ordering of Γ. We define I + ⊂ A to be the set of all f ∈ A such that f = 1 + R-linear combination of elements of Γ + .
Note that I + is multiplicatively closed. Furthermore, every element x ∈ K can be written in the form
where r ∈ R, γ ∈ Γ and f, g ∈ I + ; (a) note that, here, r and γ are uniquely determined. Furthermore, let [7, 73.10] .) Note that if there is an orthogonal representation affordingχ, then we havê
If E is a KH-module affordingχ, the above conditions mean that there exists a symmetric bilinear form ( , ) on E such that the following two conditions hold:
(a') We have (T w .e, e ) = (e,T w −1 .e ) for all w ∈ W and all e, e ∈ E.
(b') There exists an orthogonal basis {v i } of E such that (v i , v i ) ∈ I + for all i.
Our first result shows that orthogonal representations always exist. The proof is a refinement of Lusztig's argument in [15, 1.7] .
Proposition 4.3. Everyχ ∈ Irr(KH) is afforded by an orthogonal representation.
Proof. Letχ ∈ Irr(KH) and consider a representation Y : for any e, e ∈ E.
As in the proof in [15] , it is easily checked that (T s .e, e ) = (e,T s .e ) for all s ∈ S and, hence, (T w .e, e ) = (e,T w −1 .e ) for all w ∈ W . We now proceed in three steps.
Step 1. We claim that (e, e) = 0 for any 0 = e ∈ E. More precisely, we claim that for any 0 = e ∈ E, there exists some a ∈ A such that (ae, ae) ∈ I + . This is seen as follows. Let us write e = i x i e i where x i ∈ K. Multiplying e by a nonzero common multiple of the denominators occurring in the coefficients x i , we can assume that x i ∈ A for all i. Taking a further scalar multiple of e, we can also assume thatT w .e is an A-linear combination of e 1 , . . . , e d for any w ∈ W . Then the defining formula for ( , ) shows that (e, e) is a sum of squares of elements of A, at least one of which is nonzero. Consequently, there exists some b 0 ∈ R, b 0 > 0, and some γ 0 ∈ Γ such that 
t ji e j with t ij ∈ K and t ii = 0.
We proceed by induction on i. First, consider e 1 . By Step 1, there exists some a 1 ∈ A such that (a 1 e 1 , a 1 e 1 ) ∈ I + . Thus, setting v 1 := a 1 e 1 , the desired conditions are satisfied for v 1 . Now let i > 1 and assume that v 1 , . . . , v i−1 have already been constructed. Then (as in the Gram-Schmidt orthogonalisation procedure) we set
Now, by
Step 1, there exists some a i ∈ A such that (a i v i , a i v i ) ∈ I + . Thus, setting v i := a i v i , the required conditions are satisfied for v i .
Step 3. Let T = (t ij ) ∈ M d (K) be the transition matrix between the bases {e i } and {v i }. We define
Then the action ofT w on E is given byT w .v i = j x ji (T w )v j . Now, we have seen in the beginning of the proof that (T w .e, e ) = (e,T w −1 .e ) for any w ∈ W and any e, e ∈ E. Applying this to e = v k , e = v l and the element w
Consequently, X is an orthogonal representation, and it affordsχ since it is equivalent to Y.
We can now define a refinement of the leading coefficients. Recall the definitions of I + and K + from (4.1). We call the elements c ij w,X the leading coefficients of the matrix entries of X.
Proof. Let us fix 1 i, j d. We can write x ij (T w ) = f w /g w with f w ∈ A and g w ∈ I + . By the definition of I + , we have w∈W g w = 1+g, where g is an R-linear combination of elements of Γ + . We also write 1 + g = g w (1 + g w ) where g w is an R-linear combination of elements of Γ + . Now the set
has a unique minimal element, which we denote by α 0 ∈ Γ. Then we can write uniquely
where r w ∈ R; furthermore, there exists some w ∈ W for which r w = 0. Claim.
To prove this, we consider the Schur relations for the matrix coefficients of X:
The condition in Definition 4.2(a) means that
Hence we obtain
MEINOLF GECK
Multiplying the above equation with α 2 0 and inserting ( * ) yields (note that we also In particular, the right-hand side has a nonzero constant term and does not contain any terms in Γ − . Now consider the left-hand side. We can write α 
by Definition 4.2(a). So the above expression equals
and this expression has constant term c 
and, using Remark 4.5, this expression lies in K + and has constant term This yields the desired identity.
Our next aim is to show that orthogonal representations lead to strong results about leading coefficients if an additional integrality condition is satisfied. For this purpose, we need the following definition, which is inspired from Rouquier [23] . 
As a first application we obtain the following result.
Lemma 4.9. Assume thatχ ∈ Irr(KH) is afforded by an orthogonal representation
It remains to observe that any element in K + ∩ O has a constant term in Z. 
Using Remark 4.5, this implies that In the setting of Theorem 4.10 it may be conjectured that, for each fixed j, the set {w(i, j) | 1 j d} actually is a left cell. for some r ∈ Z.
Now, by [3, Remark 3.15] , there is some freedom in the choice of the off-diagonal entries in M , as long as their product has a specified value. We make the following choice. If n = 1, this is clear since W only has 1-dimensional representations. Now assume that n 2 and let W ⊂ W be the parabolic subgroup of type A n−1 or B n−1 generated by s 1 , . . . , s n−2 or t, s 1 , . . . , s n−2 , respectively. By the branching rule (see [10, §6.1] ), the restriction of χ to W is multiplicity-free; let χ 1 , . . . , χ r ∈ Irr(W ) be the irreducible constituents of that restriction. By induction, each χ i is afforded by a representation Y i which is constructed in a similar way as Y. Then, for a suitable numbering, the restriction of Y to KH is the matrix direct sum of Y 1 , . . . , Y r (see [11, 2.2.8] or [3, p. 236] or [10, 10.1.5] ). Now we write B as a
