The automatic attribution of tags in Question & Answering (Q&A) systems like StackExchange can significantly reduce the human effort in tagging as well as improve the consistency among users. Existing approaches typically either rely on Natural Language Processing solely or employ collaborative filtering techniques. In this paper, we attempt to combine the best of both worlds by investigating whether incorporating a personal profile, consisting of a user's history or its social network can significantly improve the predictions of state-of-the-art text-based methods. Our research has found that enriching content-based text features with this personal profile allows to trade-off the precision of predictions for recall and as such improve the "exact match" (predicting the number of tags and the tags themselves correctly) in a multilabel setting from a baseline of 18.2% text-only to 54.3%.
INTRODUCTION
Folksonomies -classification systems where classes and categories are not fixed but eligible to evolve rapidly over time due to contributions of the community -have become a common way in Web 2.0 applications to improve the organisation of an ever increasing amount of unstructured data online. It is different from traditional classification systems like the Dewey Decimal Classification in the sense that so-called "tags" are attributed by all users freely, rather than in a formalized manner by a central authority. A well-known example is "Stack Exchange", a social platform centred around collective intelligence on which users can ask questions in a particular domain of expertise and assign appropriate tags in order for the question to be discovered by other users to answer. Though individual persons are free to choose the tags connected to their post, an interesting phenomenon is the fact that most users generally come to a consensus regarding the used tags.
From this perspective, the task of automatically assigning tags to entities in Q&A systems is situated between document classification and collaborative tagging. Entities and tags are connected through a network of users answering each others questions, a typical domain for collaborative filtering. The number of distinct tags employed, however, is much smaller in these Q&A sites than in "traditional" collaborative tagging systems like Flickr or Del.icio.us [3] .
Traditionally, automatic tagging systems employ either purely content-based methods [9, 15, 10, 12, 13] or collaborative methods [14, 8, 16, 7] . In this paper, the goal is to investigate what the impact is of integrating a user's history to improve purely text-based methods. We will approach the automatic tagging task in Q&A systems as a multi-label document classification problem, in which documents are enriched with the user's personal tag history. This method should allow to combine the strengths of powerful contentbased NLP methods with the knowledge of the crowd.
The structure of this paper is as follows. First, the basic workings of content-based automated tagging are reviewed. Next, an architecture is proposed on how to integrate social aspects into content-based methods. The dataset is discussed and the main findings presented to wrap up with conclusions in section 5.
BACKGROUND
The history of document classification, commonly used to assign tags to a document, dates back to the seventies [5] . One of the fundamental problems encountered in this task is the intrinsic ambiguity in language. A word like "bank", for example, can be interpreted as a "financial institution" as well as "sloping side of a river". Taking into account the context of words is therefore crucial to predict topics of a document and several techniques to represent documents have therefore been proposed, like Bag-of-Words (BoW) and n-gram models. Though these methods have proven their capabilities, these techniques often rely on a clear and wellformulated corpus in order to work.
Topic modelling
Identifying the underlying concepts referred to by words rather than the words themselves, has been found to better model these ambiguities. In 1998 a Topic Detection and Tracking (TDT) pilot study was performed, under the supervision of the Defense Advanced Research Projects Agency (DARPA) and the NIST, to look for possibilities to detect and track events in a stream of broadcast news stories [2] . They concluded that the topic segmentation task was tractable using known technologies in Machine Learning, Natural Language Processing and Information Retrieval. A new domain called "topic modelling" came into existence.
One of the first approaches to model underlying topics rather than the words themselves, was Latent Semantic Analysis (LSA), initially proposed in 1988 by Dumais et al. [6] . Topics are derived from applying Singular Value Decomposition (SVD) on the term-document matrix that indexes the frequency (or TF-IDF) of words in each document. The problem of synonyms and polysemes (words that bare different meanings) are believed to be eliminated by LSA.
Labelled-Latent Dirichlet Allocation
A more modern approach is Latent Dirichlet Allocation, introduced in 2003 [4] , consisting of a generative model in which every document is represented as a mix of different topics, each with their own distribution of words in which both topic and word distributions follow a Dirichlet prior. The distributions are learnt through Bayesian inference and therefore well adapted to small datasets as overfitting can be avoided. Another interesting property of LDA is the fact that it accounts for word disambiguation. A word can occur in different topics, depending on the context, effectively reflecting the different meanings. Labelled-LDA (L-LDA) is an extension of LDA that operates in a supervised setting that attempts to match topic discovery with given tag labels. It was successfully applied in the past on Twitter for profile classification outperforming other methods when training data was limited [11] . In the remainder of our discourse, L-LDA is chosen as a baseline for content-based tagging as it is a very well known method that is commonly applied method for automated tagging. In this paper we will analyse the impact of modelling the correlation between tags and of incorporating personal tag histories in the tagging process.
ARCHITECTURE
The architecture of the automatic tagging system with the proposed adaptations is shown in Fig. 1 and consists of two main parts: (a) an individual supervised L-LDA component, trained to make predictions for each tag and (b) a traditional classifier that combines all these inputs to yield the final multi-class output. As this classifier takes all individual tag predictions as input, it has the capacity to model the relations between tags. Three topologies were compared. The baseline architecture consists of a Binary Relevance multi-label classification based on single-label Labelled-LDA classifiers, one for each tag. This topology is denoted with "LLDA". The number of topics in the model was set equal to the number of tags. Next, a classifier is added that combines all these contributions in order to model correlations between tags (LLDA-TC). Finally, the impact of a user's personal tag profile is investigated (LLDA-TC-PTP). The same multi-label classifier that was used for finding patterns between the individual L-LDA predictions (in the center), is used to incorporate information from the user profile information (bottom). Different kinds of classifiers types were compared (decision tree, Naive Bayes and Support Vector Machines). It was found that Support Vector Machines delivered the best performance.
Tag correlation
In a multi-label classification task (when documents are labelled with more than one tag), tags are often correlated and therefore they can help disambiguation of words and concepts as well. For example, the probability of a tag "bank" meaning financial institution is higher if a document has also been tagged with "money" rather than with "nature". For this reason, a single classifier has been added to account for these correlations.
Personal tag profiles
A similar reasoning can be applied for tags given by one and the same user. It is not unreasonably to assume that users tend to reuse tags when posting questions on the same topics, and that the history of tags can thus improve future predictions. This information, combined with contentbased analysis using topic modelling, could thus potentially improve the recall. For this reason, it is important that the user's tag history and tag correlation are modelled by the same classifier that can capture the correlation between both.
Social tag profiles
As an extra experiment, the effectiveness of "social" profiles was investigated as well. Based upon the tags that other users -the user's peers -gave in reply to a user's question, a profile was constructed containing the (normalized) frequency of tags given in the answers to a user's question. The reasoning behind this approach was the hypothesis that clusters of users tend to discuss the same topics. The results, however, were surprising: against expectations, the accuracy did not improve and in some cases even deteriorated with a few percentage points. A possible explanation for this behaviour is that tag usage is primarily personal, causing the proper tags -even if they are few -to be better predictors
Characteristic Value
# questions 24748 # distinct tags 946 of future tags for a particular user. It seems, however, probable that this conclusion is not valid in other domains where the variety of tags is bigger than in a narrow folksonomy like StackExchange.
DISCUSSION

Dataset
A "real-life" data set from the "Ask Different" Apple-forum on StackExchange (periodically released for academic purposes), was used to validate the effectiveness of our proposed methodology [1] . Table 1 summarizes its main characteristics. A 75%-25% split was used for obtaining a training and test set.
Single-label predictions
Previous work on predicting tags in Stack Exchange done by Stanley & Byrne achieved 65% accuracy using a model that took tag correlations into account [15] . Our two-stage model accomplishes similar results (65.7%) and lifts the accuracy to 73.8% for the top-20 tags when a user's history of tags is included. Table 2 summarizes the impact of the different topologies on the accuracy and exact match measures. The exact match (correct prediction all tags) improved from 18.2% to an impressive 54.3% for the top-20 and 73% for the 15th till 35th most frequently used tags. Though the accuracy does not seem to have been improved in case of "tag correlation", the recall improved from 42.7% to 52.4% on average for the top-20 tags, at the expense of a drop in precision of almost 26% from 93 to 67%. Tags that were previously undetected, are now identified (the classifier being overconfident, predicting tags too often, causing a drop in precision). Though this seems a bad thing at first sight, the increase in recall opens the pathway to better predictions when tag correlation is used in combination with a personal tag profile. Including the history of past used tags during classification has the positive effect of filtering out the incorrectly attributed tags (false positives) generated by the tag correlation. In other words, the negative effect on precision is cancelled by effect of the personal tag profile: 81.9% instead of 67%. The recall climbs up as well to 72.6%. Fig. 2 summarizes these results.
Multi-label classification results
"Rubbish" tags
When considering the distribution of tags, it appears that the mostly used tags do not follow a Zipf distribution. This gives support to our hypothesis that the very top tags are not used to communicate a topic, but rather to attract traffic. To test this hypothesis, the classifier was run on 3 datasets: (1) the top 20 of most used tags, (2) the 8th till 30th most used tags and (3) the top 15-35 as shown in Fig. 3 . The exact match, by far the most strict measure for multi-label classification, increased from 54.3% to a impressive 78%. The fact that the prediction accuracy increases as tags become less common, suggests that the top keywords risk of being "over-used", making them lose semantic meaning.
Scalability
It is important to notice that the methodology does not scale well when the number of tags becomes very large, as the amount of single-label classifiers increases proportionally. This poses no real problem in a StackExchange setting as almost 70% of questions are tagged with the first 20 tags only. In a different setting with virtually infinite tags, a hierarchical approach in which clusters of topics are identified through the presented methodology and individual tags are proposed by means of a collaborative filtering approach may prove a solution.
CONCLUSIONS
In this work, the impact of incorporating personal tag histories when attributing tags to users' posts was investigated. A hybrid method based on document classification (for content-based analysis) and a personal tag profile (leveraging social features like in collaborative filtering) proved to improve the prediction accuracy significantly. Compared to the State-of-the-Art [15] , our model accomplishes similar accuracy of 73.8% for the top-20 tags, compared to 65.7% for a different data set. More importantly, including a user profile, increased the exact match (all tags including the number of tags forecast correctly) considerably from 18.2% to 54.3%.
Interestingly enough, a social tag profile (frequency of tags used by peers) had little or negative effect on accuracy for the considered dataset. A potential explanation is that tag use is highly personal so that even a few tags from the user itself cancel the effect of the social profile. This finding should however be validated on other datasets. Also, it appeared that performance increased (from 54.3% to 78%) when the methodology was tested on less popular tags (15-35th), providing evidence for the "rubbish tag" hypothesis.
