We consider random Schrödinger operators on ℓ 2 (Z d ) when the distribution of single site potentials is α-Hölder continuous (0 < α ≤ 1). In localized regime we study the distribution of eigenfunctions simultaneously in space and energy. In a certain scaling limit we prove limits point are Poisson.
Introduction
The random Schrödinger operators {H ω } ω∈Ω on ℓ 2 (Z d ) is given by
∆ is discrete Laplacian defined by (∆u)(n) = |m−n|=1
The random potential V ω which is the multiplication operator on ℓ 2 (Z d ) by the sequence {ω n } n∈Z d defined by
where {δ n } n∈Z d be the standard basis for ℓ 2 (Z d ) and {ω n } n∈Z d are real valued iid random variables with common probability distribution µ with compact support. We realize ω as (ω n ) n∈Z d on R Z d , B R Z d , P), P = µ construct via Kolmogorov theorem we will refer to this probability space as (Ω, B, P) henceforth. For any B ⊂ R d we consider the orthogonal projection χ B onto ℓ 2 (B ∩ Z d ) and define the matrices for some 0 < s < α ≤ 1 and 0 < γ < ∞. So if the energy E lies in [a, b] we say that E is in localized regime. The condition (b) was established by Aizenman-Mochanov [2] in high disorder when single site distribution is α-Hölder continuous. We refer [2, inequalities (2.10), (3.19) and (3.20) ] for more details.
Before describing our result let start with the following Remark which will help us to understand the formulation of the problem. 
Let {E j } j be the eigen values of H and ψ j be the eigen vector corresponding to eigen value E j . Then
We can describe the location of eigenvectors simultaneously in space and energy in the pure point regime of H ω by a random measure ξ ω on R 1+d defined by
(1.6) where {E j } j are the eigenvalues (repeated according to multiplicity) and ψ j is the eigenvector corresponding to E j . Equivalently we have
In this article we will study the limits of the random measures ξ ω L,λ , define below. We chose λ ∈ [a, b], given (1.4).
where
It was shown by Krishna [22] , Combes-Hislop-Klopp [6] and Combes-GerminetKlein [7] that whenever the single site distribution is uniformly α-Hölder continuous the Integrated density of states (IDS) is also uniformly α-Hölder
For any probability measure µ, set S µ (s) = sup a∈R µ[a, a + s] and define
If µ is α-Hölder continuous with 0 < α ≤ 1 then S µ (s) ≤ Us α for small s > 0 for some constant U. Let ν be the Integrated density of states (IDS). Now define the following fractional derivatives.
Our main result is the following theorem. 
Note that the sequence {L n } n depend on I and λ not on Q. This is because of the following: When the single site distribution has bounded density this type of result is proved by Nakano [26] for continuum Schrödinger operators and by KillipNakano [19] for the lattice case. Our work in this article is more in the line of Killip-Nakano [19] but there are certain differences in the scaling and technique.
Minami, [23] studied the eigenvalue statistics of finite volume approximaton of Anderson Model when the single site distribution has bounded density and showed that the statistics is Poisson. The statistics was shown earlier by Molchanov [24] for one-dimension model. Subsequently the poisson statistics was shown for the trees by Aizenman-Warzel in [3] , recently Poisson statistics for regular graphs was obtained by Geisinger [12] . In a recent result Germinet-Klopp [13] shown the independence of the processes ξ
Recently Kotani-Nakao [21] 
(1.13) {E j } j are the eigen value of H ω Bp(L) and ψ j the corresponding eigenfunction.
Since H ω Bp(L) is a finite matrix, for |I| < ∞ and |Q| < ∞ we have,
We define subset of B p (L) away from the boundary for later use, then we define
where {N L } L is a increasing sequences of positive integer, which will specify later.
In the following whenever we write sum over p, we mean the sum is taken over Γ L .
Preliminaries
We now estimate different type of error in various approximation we do for which the following lemma and Corollary are useful.
Lemma 2.1. For all bounded interval I ⊂ R and any finite volume
2) 
where g is continuous function on R d with compact support and h is of the form
Since linear combination of functions like f are dense in C c (R × R d ), to prove (2.6) it is sufficient to prove for f (as we define above), see [15, Appendix: The Stone-Weierstrass Gavotte] for details. Let supp g = Q ⊂ R d with |Q| < ∞. Now we have
Since the support of g is Q so the support of g L is LQ. From the inequalities (1.16) and (1.17) we see that the support of
many disjoint cubes B p (L). So from (2.8) and (2.9) we have
For n ∈ int(B p (L)) and z ∈ C + , we have well known perturbation formula, using the resolvent estimate,
Now if we use (2.11) in (2.10) we get, following Minami [23] ,
Hence we start the estimate for average of B L in following way
we also have
So using above together with (2.14) in (2.13) we get
Now from Combes-Germinet-Klein [7, A.9] we have for any k > 0
L Imz with Imz > 0 so using S µ (s) ≤ Us α (α-Hölder continuity of µ) we get
Now from (2.12) and (1.15) we have
Now from (2.16) and (2.16) together with (2.12) will give we get
The above convergence together with (2.12) will give the proposition.
Now we want to approximate ξ ω L,λ by the the superposition of independent point processes. So define the point processesη ω p,λ (λ is in localized regime) by following 20) where
Since the linear combination of the functions of type f are dense in
We extend the estimation with (2.21) to (2.10) get the following result. 
Proof:-We have |e −x − e −y | < |x − y| for x, y > 0, then using this together with (2.22) will give (2.25) . Hence the lemma.
3 Proof of the Theorem 1.2.
Here we use the following fact
Now we have from (2.23) and the discussion above (
where R L is given by
The above together with (3.3), (3.2) and (3.1) will give the following
Our assumption is that
Therefore we have, since β 
