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VIIISommario
La modellazione trova molte applicazioni nell’edilizia, come nella diagnosi ener-
getica, nel management di ediﬁci, nel controllo ottimo e nella caratterizzazione
di componenti in loco. Invece di eseguire una modellazione basata su una precisa
descrizione ﬁsica dell’ediﬁcio ` e spesso conveniente impiegare metodi di identiﬁca-
zione, che ricavano il modello da una serie di dati ottenuti da un monitoraggio
dell’ediﬁcio.
Il monitoraggio pu` o essere eseguito facilmente, installando una rete con decine o
centinai di sensori wireless, che forniscono una risoluzione spaziale e temporale
dei dati molto precisa. Si ottiene cos` ı una grande quantit` a di dati, che pu` o ren-
dere il problema di identiﬁcazione del modello diﬃcilmente risolvibile con metodi
PEM, che costituiscono lo stato dell’arte nel settore dell’identiﬁcazione. Inoltre
questi metodi hanno bisogno di intervalli di osservazioni di lunga durata per for-
nire modelli accettabili.
Per eﬀettuare il monitoraggio e il controllo di un ediﬁcio conviene usare un nu-
mero minore di sensori, che possono essere un sottoinsieme dei sensori utilizzati
in fase di modellazione; eseguire la selezione dei sensori pu` o essere per` o un pro-
blema critico. Per questa ragione nella presente tesi sono stati impiegati metodi
di identiﬁcazione non-parametrica che favoriscono modelli sparsi per eseguire la
selezione di sensori e sono adattati a situazioni in cui la durata delle osservazioni
` e ridotta.
Nella prima parte delle simulazioni i metodi di identiﬁcazione sono stati valutati
impiegando diversi studi Monte Carlo, dove per ogni esperimento sono stati ge-
nerati andamenti di ingressi, di rumori e un modello di riferimento sparso e sono
stati calcolati i relativi andamenti delle uscite. Dagli andamenti di ingresso e di
uscita sono stati identiﬁcati modelli impiegando metodi non-parametrici e meto-
di PEM, confrontandone le prestazioni. Per set di dati di dimensioni ridotte con
i metodi non-parametrici si sono ottenuti risultati nettamente migliori di quelli
forniti dai metodi PEM. All’aumentare della dimensione, i risultati dei metodi
PEM si sono avvicinati a quelli dei metodi non-parametrici.Nella seconda parte delle simulazioni i diversi metodi sono stati applicati a dati
ottenuti da un monitoraggio di un ediﬁcio per il terziario esistente, confrontando
ancora le prestazioni dei modelli ottenuti impiegando i diversi metodi di identi-
ﬁcazione. Anche in questo caso i risultati ottenuti con i metodi non-parametrici
sono migliori di quelli raggiunti dai diversi metodi PEM impiegati.
XIntroduzione
Motivazione
L’aumento del prezzo delle risorse energetiche e l’accresciuta sensibilit` a ambien-
tale hanno attratto l’attenzione sulla riduzione dei consumi energetici. A questo
proposito la Commissione Europea si ` e posta gli obiettivi di ridurre il consumo
energetico del 20%, di ridurre la produzione di CO2 del 20% e di fornire il 20%
dell’energia totale da fonti energetiche rinnovabili ﬁno al 2020. In Europa gli ediﬁ-
ci sono i maggiori responsabili del consumo ﬁnale di energia, seguiti dai trasporti,
l’industria e l’agricoltura, come rappresentato in Figura 1 (sinistra). In particola-
re, nel settore edile circa 40% dell’energia primaria ` e usata per la climatizzazione
degli ambienti [1], pi` u del 10% per la produzione di acqua calda sanitaria (in
Figura 1 (destra) ` e riportata la ripartizione del consumo per ediﬁci residenziali):
in questi ausili si trovano le maggiori potenzialit` a di risparmio.
Figura 1 – Ripartizione del consumo energetico nei diversi settori (sinistra) [2] e
ripartizione del consumo energetico per applicazioni nel settore edile residenziale
(destra) [1].Curando l’eﬃcienza energetica nelle fasi di progettazione e di costruzione di
ediﬁci nuovi, ma soprattutto la ristrutturazione energetica di ediﬁci esistenti, si
pu` o ridurre sensibilmente il consumo energetico [3,4]. In entrambi i casi l’otti-
mizzazione del controllo del sistema ediﬁcio-impianto riveste un ruolo determi-
nante per raggiungere speciﬁci obbiettivi prestazionali. ` E dimostrato infatti che
la combinazione di metodi di controllo evoluti, monitoraggio di andamenti ﬁsici
e tecnologie di comunicazione possono migliorare sia il consumo energetico, sia il
comfort [5,6]. Oltre alla progettazione di moderni Building Energy Management
System (BEMS), tale combinazione pu` o servire per la progettazione di strumenti
per la valutazione delle prestazioni energetiche di un ediﬁcio esistente. In questo
contesto la modellazione delle caratteristiche di ediﬁci assume un ruolo cruciale.
Stato dell’arte
In generale, ed in particolare anche nel settore edile, il problema della modella-
zione matematica pu` o essere aﬀrontato seguendo due approcci diﬀerenti, come
spiegato in dettaglio nel capitolo 1: la modellazione in avanti e la modellazione
basata su dati.
La modellazione in avanti si basa su una descrizione dettagliata dell’ediﬁcio come
per esempio delle sue caratteristiche ﬁsiche, degli impianti installati e dei proﬁli
di occupazione, e utilizza metodi di calcolo stazionari e dinamici. I metodi sta-
zionari impiegano misure mediate nel tempo (tipicamente sul mese) e servono a
calcolare il fabbisogno di energia da soddisfare con speciﬁche applicazioni quali
riscaldamento, raﬀrescamento e produzione di acqua calda sanitaria. Questi me-
todi sono di norma impiegati per eseguire la certiﬁcazione energetica [7], per la
diagnosi delle prestazioni energetiche e per la progettazione di impianti. Esistono
norme che speciﬁcano come devono essere applicati tali metodi [8], che costitui-
scono la base di programmi di calcolo che supportano la progettazione energetica
e impiantistica, come ad esempio MC4Suite c   e EdilClima
R  .
Con i metodi dinamici di modellazione in avanti si possono calcolare invece an-
damenti in funzione del tempo delle diverse grandezze di interesse: anche questi
sono di solito usati per simulare il consumo energetico in ediﬁci. Per riuscire a de-
terminare gli andamenti temporali, questi metodi hanno bisogno di dati di input
pi` u dettagliati rispetto ai metodi stazionari: per esempio servono dati meteo con
una precisa risoluzione temporale, deve essere descritto in maniera dettagliata il
comportamento dell’impianto e devono essere speciﬁcate le masse termiche dei
XIIvari componenti di un ediﬁcio. I programmi di calcolo pi` u noti che impiegano
questi metodi sono EnergyPlus
TM e Trnsys c  . Tutti questi programmi sono molto
complessi da usare; sono utilizzabili solo da persone esperte e richiedono molto
tempo per essere accurati. In molti casi gli andamenti simulati sono comunque
diversi da quelli reali per fenomeni non considerati e per l’incertezza associata
all’uso reale dell’ediﬁcio.
Un buon catalogo di programmi di calcolo che impiegano metodi stazionari o
dinamici di modellazione in avanti sono presentati sul sito del Dipartimento del-
l’energia degli Stati Uniti d’America, sezione Eﬃcienza Energetica e Energia Rin-
novabile [9].
Per le diﬃcolt` a associate ai metodi di modellazione in avanti pu` o essere conve-
niente impiegare metodi basati su dati monitorati per ricavare modelli utilizzabili
per la valutazione delle prestazioni energetiche di ediﬁci esistenti [10,11]. Anche
per l’implementazione di BEMS, l’utilizzo di modelli basati su dati assume un
aspetto cruciale. Infatti la capacit` a della predizione di andamenti termici e igro-
metrici di tali modelli pu` o essere utilizzata per esempio per progettare controllori
predittivi, che hanno mostrato avere prestazioni superiori a quelle di controllori
del tipo Proporzionale, Integrale e Derivativo (PID) [5,6]. Un ulteriore ambito
(nel settore edilizio) in cui si utilizzano i metodi basati su dati ` e la diagnosi di
determinate componenti [12,13]. Bisogna sottolineare il fatto che in tutti questi
casi i metodi basati su dati possono essere applicati ovviamente solo su ediﬁci gi` a
esistenti, dato che l’utilizzo di tali metodi ha senso solo se i dati sono ricavati da
un monitoraggio reale.
Nel contesto della modellazione basata su dati nel settore edile, due diverse strut-
ture tecnologiche per il monitoraggio possono essere applicate [14]: sistemi wireless
e sistemi cablati. I sistemi cablati prevedono l’installazione permanente di pochi
sensori in posizioni favorevoli scelte con cura e servono a fornire i dati di mo-
nitoraggio al BEMS. Il sistema wireless invece ` e di solito costituito da un gran
numero di sensori, posizionati spesso in modo quasi-casuale e sono spesso instal-
lati temporaneamente. Rispetto ai sistemi cablati l’installazione di questi sistemi
` e meno costosa e meno dispendiosa poich´ e non intrusiva, proprio per la mancanza
del cablaggio. Tali sistemi wireless sono usati spesso per valutare le prestazioni
energetiche, inoltre spesso supportano la progettazione di BEMS nella fase di
modellazione e la determinazione delle posizioni strategiche per l’installazione di
sensori cablati e ﬁssi. Siccome per sistemi wireless si impiegano di solito un gran
numero di sensori, anche per monitoraggi di breve durata (giorni/settimane) si
XIIIottiene una grande quantit` a di dati, che i metodi di identiﬁcazione devono esse-
re in gradi di gestire. In particolare alcuni metodi eﬀettuano una selezione del
sottoinsieme di sensori che fornisce le maggiori informazioni, fornendo quindi
un’indicazione sulla localizzazione pi` u favorevoli dei sensori.
Gli strumenti pi` u usati nella modellazione basata su dati nel settore edilizio
si basano su modelli Autoregressivo con ingressi esogeni (ARX), Autoregressivo
a media mobile con ingressi esogeni (ARMAX) (ottenuti di solito impiegando
metodi PEM) e reti neurali [5,11,15,16]. Questi tipi di modelli sono per` o diﬃcili
da gestire nel caso si abbia un gran numero di ingressi e uscite in confronto al nu-
mero di dati a disposizione, situazione comune nel caso appena descritto, in cui il
monitoraggio ` e eseguito per qualche giorno/settimana con molti sensori wireless.
Recentemente sono state proposte numerose tecniche di identiﬁcazione che, favo-
rendo modelli sparsi, eﬀettuano la selezione di un sottoinsieme di sensori, adat-
tandosi bene a situazioni in cui il numero di ingressi e uscite (sensori) ` e grande se
paragonato al numero di dati disponibili. Risultati molto promettenti sono stati
raggiunti da Least Absolute Shrinkage and Selection Operator (Lasso) [17], Least
Angle Regression (LAR) [18] e le loro estensioni a gruppi [19]. In [20] ` e stato
sviluppato il metodo SSEH per sistemi Multiple Input Single Output (MISO).
Questo metodo ` e stato confrontato in [20–22] con diverse versioni PEM e con
altri metodi di identiﬁcazione come Group Lasso (GLasso), Group Least Angle
Regression (GLAR) e Multiple Kernel Learning (MKL). Rispetto ad essi SSEH si
` e mostrato pi` u adatto alla condizione di aver un gran numero di ingressi e uscite
in confronto al numero di dati.
A diﬀerenza dei metodi Lasso, LAR e le loro estensioni a gruppi, SSEH adotta
un punto di vista Bayesiano per eseguire una stima non-parametrica delle rispo-
ste impulsive in uno spazio inﬁnito-dimensionale. Questo metodo si basa su un
paradigma sviluppato in [23]: al ﬁne di garantire la condizione di stabilit` a Boun-
ded Input Bounded Output (BIBO), le risposte impulsive sono modellate come
processi Gaussiani che adattano come autocovarianza i cosiddetti stable spline
kernels introdotti in [23] con fattori di scala incogniti e diﬀerenti. A questi fat-
tori di scala si assegnano descrizioni “a priori” di tipo esponenziale (chiamati in
letteratura “iperpriori”) che equivale a includere un termine di penalit` a di tipo
l1 che ` e ben noto favorire la sparsit` a. Una volta che tutti gli iperparametri del
kernel sono noti, le risposte impulsive si ottengono applicando il “Representation
Theorem” [24].
XIVObiettivi
Come gi` a accennato, l’applicazione della modellazione basata su dati a ediﬁci
esistenti ha diversi vantaggi rispetto alla modellazione in avanti e pu` o essere im-
piegata per esempio per la certiﬁcazione energetica, per la progettazione di BEMS
e per eﬀettuare diagnosi di componenti di ediﬁci. Per motivi di costo e di facile
applicazione conviene impiegare sistemi wireless per eseguire il monitoraggio, po-
sizionando un grande numero di sensori, ma eﬀettuandolo solo per qualche giorno.
Ci si trova cos` ı spesso in situazioni in cui si ha un gran numero di ingressi e uscite,
e quindi un grande numero di parametri da stimare, in confronto alla durata dei
dati a disposizione. Occorre quindi individuare un sottoinsieme di sensori capace
di contenere tutte le informazioni utili per un’applicazione successiva. In [20–22] ` e
stato sviluppato il metodo SSEH per sistemi MISO ed ` e stato testato in condizio-
ni simili a quelle richieste, mostrandosi migliore di altri metodi di identiﬁcazione
che attualmente costituiscono lo stato dell’arte.
L’obiettivo della presente tesi ` e di generalizzare inizialmente il metodo SSEH,
sviluppato in [20] per sistemi MISO, a sistemi Multiple Input Multiple Out-
put (MIMO) e di testarlo e confrontarlo con il metodo PEM impiegando diversi
studi Monte Carlo. Successivamente si vuole applicare il metodo SSEH a dati
reali, monitorati in un ediﬁcio esistente, analizzando in particolare la selezione di
sensori eﬀettuata da diverse versioni di SSEH e confrontando ancora i risultati
con quelli ottenuti impiegando il metodo PEM.
Struttura della tesi
La presente tesi si divide fondamentalmente in due parti: una parte teorica com-
prendente i capitoli 1 e 2, e una parte relativa alle simulazioni comprendente i
capitoli da 3 a 6.
In capitolo 1 si riporta una panoramica dei diversi approcci di modellazione che
sono impiegati nel settore edile. In particolare, come esempio dell’approccio di
modellazione in avanti, non considerato pi` u in seguito, ` e presentato brevemente il
programma di simulazione energetica EnergyPlus. Nel capitolo 2 ` e presentata la
teoria dell’identiﬁcazione dei sistemi, descrivendo inizialmente il metodo PEM e
considerando in particolare il problema della selezione della struttura del model-
lo. Di seguito si introduce il metodo non-parametrico SSEH, limitandosi prima a
sistemi MISO e generalizzando poi la trattazione ai sistemi MIMO.
XVSegue la seconda parte pi` u applicativa della tesi. Nel capitolo 3 sono descritte le
impostazioni adoperati nelle diverse simulazioni, spiegando prima il setup degli
studi Monte Carlo, poi il monitoraggio eﬀettuato nell’ediﬁcio e inﬁne le diverse
versioni di SSEH con le diﬀerenti procedure di selezione e di PEM utilizzate nelle
simulazioni. I risultati degli studi Monte Carlo sono riportati in capitolo 4. Ini-
zialmente si evidenzia la dipendenza delle prestazioni dei metodi SSEH e PEM
dalla lunghezza del set di dati e del metodo SSEH dalle lunghezze delle risposte
impulsive. Si mostrano poi le prestazioni di diverse procedure di selezione delle
variabili e selezione di risposte impulsive del metodo SSEH. Nella parte ﬁnale
del capitolo si confrontano diverse versioni dei metodi di identiﬁcazione SSEH e
PEM. In capitolo 5 sono riportati i risultati delle simulazioni eseguite impiegando
i dati monitorati nell’ediﬁcio. Si confrontano ancora i metodi di identiﬁcazione
SSEH e PEM e si mostrano poi le selezioni eﬀettuate da procedure di selezione
delle risposte impulsive. In capitolo 6 si aﬀronta inizialmente l’onere computa-
zionale dei metodo SSEH e PEM e poi si discutono i risultati delle simulazioni
riportate nei capitoli 4 e 5.
Inﬁne si traggono le conclusioni su quanto visto nella presente tesi e si delineano
prospettive su possibili lavori futuri da svolgere.
Notazioni
Di seguito sono spiegate le notazioni utilizzate nella trattazione della presente
tesi.
Il simbolo p( ) denota la funzione di densit` a di probabilit` a di una qualche varia-
bile. Con E[ ] si denota l’aspettazione, mentre ˆ E[ | ] denota il miglior stimatore
lineare, che nel caso Gaussiano coincide con l’aspettazione condizionata. Conˆ   in
generale si denota la stima di una qualche variabile.
Con I si intende, se non diversamente speciﬁcato, la matrice identit` a di dimen-
sione opportuna. Per una qualche matrice A ∈ Rn×m, A[i,j] denota l’elemento di
A nella i-esima riga e j-esima colonna, A′ denota la trasposta della matrice A.
Se A ` e un vettore (che si assume sempre essere un vettore colonna) si usa la no-
tazione A[i] invece di A[i,1] o A[1,j]. Con A[−i] si denota un vettore in cui l’i-esimo
elemento ` e stato soppresso; il simbolo      p denota la norma p di un qualche
vettore; se p = 2 il pedice viene omesso. La notazione l1(Z+) ` e usata per indicare
lo spazio delle sequenze reali a dimensione inﬁnita g := [g1,g2,...]′ per le quali
vale  g 1 :=
 ∞
i=1 |gi| < ∞.
XVIDato un processo stocastico {st}t∈Z+ e un intero T si usano le seguenti notazioni















Per lo speciﬁco istante temporale t = t0, che sar` a usato successivamente, si usano
le notazioni sempliﬁcati s− := s
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Modellazione termica di ediﬁci:
considerazioni teoriche
Con il termine “modello” di un qualche sistema ﬁsico, biologico, economico o
altro si intende una descrizione matematica delle relazioni tra alcune variabili e
propriet` a del sistema. Un modello consiste di tre elementi fondamentali [10]:
1. Variabili di ingresso: Chiamate anche variabili esogene, regressori o va-
riabili indipendenti, agiscono sul sistema. Le variabili di ingresso possono
essere classiﬁcate in variabili controllabili (come per esempio la velocit` a di
rotazione di un ventilatore) e variabili non controllabili dall’utente (come i
dati climatici).
2. Struttura e parametri/propriet` a del sistema: Fornisce una descrizione
ﬁsica del sistema (per esempio la massa termica o le propriet` a meccaniche
di un elemento).
3. Variabili di uscita: Chiamate anche variabili endogene o variabili dipen-
denti, descrivono la reazione del sistema. Variabili di uscita sono per esem-
pio la temperatura all’interno di una stanza o il consumo di energia di un
ediﬁcio.
La modellazione matematica applicata a sistemi ﬁsici si occupa di determinare
uno dei tre elementi quando gli altri due sono noti. Fondamentalmente esistono
due approcci distinti per aﬀrontare questo problema, la modellazione in avanti (o
diretta) e la modellazione all’indietro (basata su dati), e un approccio ibrido che
combina i due metodi [11]. I diﬀerenti metodi sono schematizzati in Figura 1.1. In
letteratura, i modelli ottenuti seguendo l’approccio in avanti sono anche chiamati
di tipo “white-box”, quelli ottenuti seguendo un approccio ibrido “gray-box” e2 1. MODELLAZIONE TERMICA DI EDIFICI: CONSIDERAZIONI TEORICHE
inﬁne quelli ottenuti da una modellazione basata su dati di tipo “black-box”.
Figura 1.1 – Diversi approcci di modellazione: La modellazione in avanti (forward
modeling) necessita di una precisa descrizione delle propriet` a ﬁsiche, degli impianti
installati, degli proﬁli orari di occupazione e di funzionamento delle apparecchiature,
delle condizioni climatiche e altro. Per la modellazione basata su dati (data-driven
modeling) servono andamenti temporali che riescano a descrivere il modello. La
modellazione ibrida (hybrid modeling) ` e una composizione degli altri due metodi: si
usano semplici legami ﬁsici derivando i parametri mancanti da qualche andamento
monitorato (ne serve un numero ridotto rispetto al metodo basato su dati) [11].
Modellazione in avanti L’approccio classico della modellazione in avanti ha
come obiettivo la predizione di qualche variabile di uscita per variabili di ingresso
speciﬁcate e richiede la conoscenza dettagliata della struttura e dei parametri del
sistema. L’aumento della potenza computazionale ha consentito la costruzione di
modelli sempre pi` u complessi, assicurando un’accuratezza accettabile. Il grande
vantaggio di questo approccio sta nel fatto che il sistema non deve esistere ﬁsica-
mente per poter prevedere il suo comportamento. Per questo motivo ` e l’approccio
ideale nella fase di progettazione e di analisi preliminare degli ediﬁci per ottenere
una stima delle prestazioni, in particolare per la modellazione del consumo ener-
getico di un ediﬁcio. In questo caso la modellazione parte da una descrizione ﬁsica
molto dettagliata del sistema e delle componenti di interesse, come la localizzazio-
ne geograﬁca e la geometria dell’ediﬁcio, le caratteristiche ﬁsiche (stratigraﬁe dei
componenti opachi e descrizione dei componenti vetrati), il tipo di impianto per
la climatizzazione Heating Ventilation Air-Conditioning (HVAC), i proﬁli orari di
occupazione e di uso delle apparecchiature. Usando la descrizione ﬁsica e i dati
climatici relativi alla zona in cui ` e situato l’ediﬁcio come variabili di ingresso, si
possono simulare o predire il carico di picco e il consumo istantaneo di energia3
(variabili di uscita), impiegando il modello “white-box”. Esempi di software di
simulazione che si basano su questo approccio sono BLAST, DOE-2, TRNSYS c  
e in particolare EnergyPlus
TM
, che sar` a presentato nella sezione seguente. In Fi-
gura 1.2 ` e illustrato l’ordine in cui i programmi di simulazione energetica lavorano
tipicamente.
Figura 1.2 – Diagramma di ﬂusso eseguito da programmi di simulazione energetica
di ediﬁci impiegando l’approccio in avanti [10].
Modellazione basata su dati In questo approccio, i dati di ingresso e di
uscita, ricavati da misure e quindi noti, determinano una descrizione matemati-
ca cio` e un modello del sistema da cui sono stati rilevati. Di questo modello non
solo i parametri sono sconosciuti, ma spesso pure la struttura (sia la forma che
l’ordine) deve essere determinata dai dati. Il processo di determinazione del mo-
dello (parametri e se sconosciuta anche la struttura) ` e chiamato identiﬁcazione di
modelli del sistema. Al contrario del metodo in avanti, l’approccio all’indietro ` e
rilevante solo se il sistema ` e gi` a esistente e si possono ottenere dati di prestazione
appropriati per l’identiﬁcazione di un modello. Con l’impiego di dati ottenuti da4 1. MODELLAZIONE TERMICA DI EDIFICI: CONSIDERAZIONI TEORICHE
esperimenti speciﬁci, eseguiti con l’obiettivo di eccitare il sistema con una gamma
di situazioni che durante il suo funzionamento normale non si presentano, si ot-
tengono modelli pi` u accurati. Spesso il sistema non permette tali esperimenti e i
modelli devono essere identiﬁcati da dati ottenuti monitorando il funzionamento
standard del sistema, come accade per ediﬁci abitati.
Modelli ottenuti da un processo di identiﬁcazione del sistema sono pi` u semplici
e spesso anche pi` u accurati nella predizione del comportamento del sistema di
modelli ottenuti seguendo un approccio in avanti. L’identiﬁcazione ` e molto usata
in diversi ambiti come la ﬁsica, la biologia, l’ingegneria e l’economia ma non ` e
ancora molto impiegata nell’ambito della progettazione degli ediﬁci [10].
I potenziali settori di applicazione dell’identiﬁcazione di modelli per ediﬁci sono
i seguenti [11]:
• diagnosi energetica: per esempio per correggere i dati di consumo presun-
ti in relazione alle condizioni climatiche correnti o per determinare cer-
te caratteristiche di un ediﬁcio (come il coeﬃciente di perdita del calore
[W/K]);
• management di ediﬁci: i modelli possono condurre alla diagnosi dei compo-
nenti di un ediﬁcio;
• controllo ottimo: i modelli permettono la gestione intelligente e pi` u eﬃcace
degli accumuli termici;
• caratterizzazione di componenti sul posto: i modelli possono determinare
per esempio la trasmittanza termica di un muro esistente;
• sviluppo di modelli sempliﬁcati: l’identiﬁcazione pu` o deﬁnire modelli com-
putazionalmente eﬃcienti. A diﬀerenza degli altri settori sopra elencati,
spesso i modelli sempliﬁcati sono ricavati da modelli ottenuti dall’approccio
in avanti e quindi non basati su ediﬁci esistenti.
Nei seguenti capitoli si presentano metodi di identiﬁcazione studiati per la
predizione e per il controllo del comportamento del sistema: si confrontano il
cosiddetto PEM, che rappresenta lo stato dell’arte in questo ambito, con un nuovo
metodo non parametrico, chiamato SSEH, che esegue una selezione dei dati ed ` e
quindi adatto a situazioni in cui non sono disponibili molti dati in confronto al
numero di parametri da stimare.5
Modellazione ibrida
Questo approccio usa legami ﬁsici semplici tra gli ingressi e le uscite del sistema,
determinando i parametri sconosciuti del modello matematico con l’uso di metodi
di identiﬁcazione. Quindi questo approccio, come l’approccio all’indietro, ` e basato
su dati misurati di sistemi esistenti, ma ha il vantaggio di avere modelli con un si-
gniﬁcato ﬁsico noto e quindi pi` u facili da gestire. Per questo motivo metodi ibridi
sono molto usati nell’ambito del controllo degli impianti di ediﬁci [5,6]. Svantaggi
rispetto ai metodi basati su dati sono che spesso non si conoscono legami facili
tra ingressi e uscite e serve sempre un grande sforzo per ricavarli.
Validazione e test dei modelli Un aspetto importante riguarda la validazione
dei modelli ottenuti tramite i diversi metodi e quindi la validazione dei diversi
approcci di modellazione. Sono state sviluppate tre metodologie fondamentali per
testare l’accuratezza dei programmi di simulazione energetica [25]:
• Validazione empirica: si confrontano i risultati ottenuti da un programma
o un algoritmo con dati monitorati di un ediﬁcio reale, in un laboratorio o
in apposite camere di prova (per esempio celle di test PASLINK [26]).
• Validazione analitica: si confrontano i risultati di una simulazione con i
risultati di una soluzione analitica nota o con metodi di calcolo numerico.
• Test comparativi: Si confronta il programma o l’algoritmo con se stesso e
con altri programmi che sono gi` a stati validati.
Ciascuno di questi metodi presenta svantaggi speciﬁci rispetto agli altri [25]. Il
metodo analitico, per esempio, pu` o essere applicato solo in casi molto semplici di
cui si conosce la soluzione analitica. Il test comparativo non prende in considera-
zione soluzioni reali o misurate. La validazione empirica comporta un alto costo
dovuto al setup sperimentale e, nonostante ci` o, si possono manifestare errori spe-
rimentali che introducono delle incertezze. Per limitarle, spesso si combinano le
diverse metodologie, come nell’esempio illustrato in Figura 1.3. L’interconnessio-
ne tra i diversi metodi di validazione pu` o essere diversa, per esempio anticipando
il test comparativo alla veriﬁca analitica, cos` ı da poter deﬁnire esperimenti pi` u
eﬃcaci.
Esistono anche diversi metodi standardizzati per validare software di simu-
lazione energetica come il BESTest delle National Renewable Energy Laborato-6 1. MODELLAZIONE TERMICA DI EDIFICI: CONSIDERAZIONI TEORICHE
Figura 1.3 – Esempio di una procedura che integra i metodi fondamentali per
ottenere una validazione di programmi di simulazione energetica pi` u accurata [25].
ry (NREL) o lo ASHRAE Standard 104. Lavoro considerevole in questo ambito
` e stato fatto dalla rete DYNASTEE - PASSYS, supportato dalla Commissione
Europea.
1.1 Software di simulazione energetica Energy-
Plus
TM
Uno dei programmi di calcolo pi` u usato per eseguire simulazioni energetiche di
ediﬁci ` e EnergyPlus
TM
[27] ed ` e presentato qui come esempio di programmi di
modellazione in avanti dinamici. EnergyPlus
TM ` e disponibile gratuitamente sul
sito del Dipartimento dell’energia degli Stati Uniti d’America, sezione Eﬃcienza
Energetica e Energia Rinnovabile [28].
EnergyPlus
TM
ha le sue radici nei due programmi di simulazione BLAST e
DOE-2, sviluppati alla ﬁne degli anni ’70 e inizio degli anni ’80. Entrambi si
rivolgono a ingegneri e architetti che vogliano dimensionare impianti HVAC, svi-




ha conservato gli obiettivi dei due programmi precedenti e la pri-
ma versione del programma di simulazione energetica dinamica ` e stata presentata




calcola i carichi di riscaldamento e di raﬀreddamento
determinati da un setpoint di temperatura, il consumo di energia primaria, l’il-
luminamento di zone speciﬁche e altre grandezze legate al funzionamento di un
ediﬁcio. Per dare un’idea delle potenzialit` a di EnergyPlus si elencano qui alcune
caratteristiche:
• Passo di tempo deﬁnibile dall’utente;
• Soluzioni basati sull’equilibrio termico;
• Modello di trasferimento di calore verso il suolo;
• Modello di trasferimento di massa e di calore;
• Modello solare anisotropo;
• Modelli di comfort termico;
• Controllo della luce diurna;
• Sistemi HVAC controllabili in catena chiusa;
• Calcolo delle emissioni inquinanti prodotte dall’ediﬁcio;
• Interfaccia con altri programmi di simulazione;
Per ulteriori dettagli si guardi [27] e la documentazione tecnica di EnergyPlus
TM
disponibile sul sito [28].
Si noti che EnergyPlus
TM
non ha una interfaccia utenti graﬁca; i ﬁle di input,
del tempo e di output sono ﬁle di testo in formato ASCII. Il codice ` e per` o “open
source” ed ` e formattato in modo da consentire a terzi lo sviluppo di interfacce
graﬁche che facilitino l’uso del software di simulazione da parte di persone non
esperte di programmazione. Esempi di interfacce graﬁche sono il Plug-in Open-
Studio per Google SketchUp e DesignBuilder.
EnergyPlus
TM ` e stato validato tramite diversi metodi standardizzati come il
BESTest sviluppato dell’IEA o l’HVAC test sviluppato dall’ASHRAE. Per ulte-




Nel campo dell’identiﬁcazione dei sistemi, si cerca di proporre algoritmi capaci di
costruire in maniera automatica un modello dinamico che descriva l’evoluzione
temporale di qualche variabile di interesse, a partire da una serie di dati osservati.
Come gi` a accennato nel capitolo 1, i dati osservabili si classiﬁcano in ingressi o
variabili esogene, spesso deﬁniti dall’utente e denotati con u(t), e uscite o variabili
endogene, di norma misurabili in istanti discreti e indicate con y(t).
Esistono motivazioni diverse alla base della deﬁnizione del modello di un sistema.
In questa tesi l’interesse ` e incentrato su modelli utili per la predizione o per il
controllo di un sistema esistente. In altre parole, l’obiettivo della tesi ` e sviluppare
algoritmi per costruire modelli che predicano o controllino l’evoluzione futura del-
le variabili del sistema. Questo genere di richiesta fatta al modello impone delle
restrizioni sul tipo di dati che possono essere usati per l’identiﬁcazione.
Ogni modello appartiene a una classe speciﬁca ovvero a un insieme di modelli che
rispondono a determinate caratteristiche, come per esempio la classe dei modelli
lineari, tempo- invarianti e di dimensione ﬁnita. Il problema di identiﬁcazione sta
quindi nello scegliere il miglior modello appartenente ad una certa classe (come
quella appena accennata) avendo a disposizione un set di dati con certe propriet` a
statistiche minime (che riescono a spiegare la scelta di un modello).
Nell’ambito dell’identiﬁcazione dei sistemi, i metodi parametrici, basati sulla mi-
nimizzazione dell’errore di predizione (PEM), sono da lungo tempo lo stato del-
l’arte [29–31]. Il principio sul quale si basano ` e molto semplice ed ` e descritto
nella sezione 2.1. Le propriet` a statistiche di PEM sono note quando ` e ﬁssata la
struttura del modello, appartenente alla classe di modelli suddetta, evento che
raramente si veriﬁca in applicazioni reali. Deve quindi essere risolto un problema10 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
di selezione da un’insieme di strutture potenziali del modello, problema che si
riduce spesso alla selezione di un’ordine appropriato di una funzione di trasferi-
mento o di un modello in spazio di stato, che di norma ` e aﬀrontato impiegando
criteri come Akaike Information Criterion (AIC) e Bayesian Information Crite-
rion (BIC) [32,33]. Se si applica PEM con selezione a dati sperimentali spesso si
ottengono risultati molto scarsi anche se, come noto dalla teoria, l’algoritmo PEM
senza selezione di modello ` e asintoticamente eﬃciente per processi con innovazio-
ne Gaussiana. Questi risultati scarsi si ottengono sopratutto nel caso di sistemi
con un gran numero di parametri in confronto al numero di dati disponibili.
Numerose tecniche di stima nuove, adatte proprio a sistemi con un grande nume-
ro di parametri in confronto al numero di dati disponibili, sono stati proposte di
recente. Risultati molto promettenti sono stati raggiunti da Lasso [17], LAR [18]
e le loro estensioni a gruppi [19]. In questa tesi ` e stato utilizzato il cosiddetto algo-
ritmo SSEH, che a diﬀerenza dei precedenti, adotta il punto di vista Bayesiano per
costruire un predittore lineare ottimo. Il punto di partenza ` e un nuovo paradigma
di identiﬁcazione sviluppato in [23], che esegue una stima non-parametrica delle
risposte impulsive. Invece di assumere a posteriori una struttura della funzione di
trasferimento a dimensione ﬁnita (per esempio di tipo “Box-Jenkins”, ARMAX
o ARX) la risposta impulsiva del sistema ` e cercata in uno spazio a dimensione
inﬁnita. Siccome il problema in questi termini ` e mal posto, si utilizzano i metodi
di regolarizzazione Bayesiana per correggerlo. In particolare, le risposte impulsi-
ve sono modellate come processi Gaussiani che adottano come autocovarianza i
cosiddetti stable spline kernel, comprendenti la condizione di stabilit` a BIBO.
L’approccio SSEH, che ` e stato sviluppato in [20] per sistemi MISO, estende il
paradigma non-parametrico alla costruzione di predittori lineari ottimi per siste-
mi sparsi. Per un sistema con m ingressi e p uscite, si devono stimare (m + p)p
risposte impulsive (dato che il predittore ha come ingressi gli m ingressi del si-
stema pi` u le p uscite passate), che sono modellate come realizzazioni di processi
Gaussiani. Come autocovarianze dei processi Gaussiani si impongono stable spli-
ne kernels con fattori di scala diﬀerenti ed incogniti. A questi fattori di scala si
assegnano degli iperpriori esponenziali con un’ipervarianza comune. La sparsit` a ` e
favorita da una penalit` a l1 sugli iperparametri del kernel, al contrario di GLAR,
dove la sparsit` a ` e favorita considerando la somma delle norme l1 delle singole ri-
sposte impulsive. Una volta selezionati i kernel, le risposte impulsive si ottengono
applicando il “Representer Theorem” [24]. L’algoritmo SSEH per sistemi MISO
` e stato confrontato in [21] con PEM (con selezione di variabili impiegando AIC e
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L’approccio SSEH ` e spiegato in dettaglio nella sezione 2.2, riferendosi prima al
caso MISO e generalizzando poi il procedimento al caso MIMO.
2.1 Considerazioni teoriche relative al PEM
2.1.1 Descrizione del principio di funzionamento di PEM
In questa sezione ` e descritto il principio su cui si basano i metodi parametrici
di minimizzazione dell’errore di predizione (PEM) [29]. Fissata la struttura del
modello M(θ) appartenente a una classe parametrica M = {M(θ); θ ∈ Θ} e date
le sequenze di dati {yt}t=t0,...,N e {ut}t=t0,...,N si esegue il seguente procedimento:
1. Si costruisce un predittore per yt all’istante t−1 per un valore di θ generico.
Questo predittore pu` o essere denotato col simbolo ˆ M(θ) ed ` e una funzione
deterministica dei dati ﬁssando θ. Dal predittore ` e emessa la predizione di
yt in base ai dati misurati
ˆ M(θ) : ({yl}l=t0,...,t−1,{ul}l=t0,...,t−1) → ˆ yt|t−1(θ)
Poich´ e la predizione ˆ yt|t−1(θ) ` e una funzione dei dati, oltre che del parametro
θ, prima di aver i dati di misura pu` o essere pensata come una quantit` a
aleatoria.
2. Al variare di θ si calcolano gli errori di predizione
et(θ) := yt − ˆ yt|t−1(θ), t = t0,...,N
3. Si minimizza rispetto a θ una cifra di merito, che fornisce un’informazione
su quanto bene il predittore (che ` e funzione di θ) predice yt. Esempi di cifre















2, β(N,t) ≥ 0
dove il peso β(N,t) ` e una qualche funzione non negativa, che, se N ` e piccolo,
attribuisce pesi minori agli errori di predizione computi nella fase iniziale,12 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
quando maggiore ` e l’inﬂuenza delle condizioni iniziali stimate in modo ap-
prossimate. Al crescere di N il peso diventa inutile e quindi β(N,t) → 1.
In ogni caso, minimizzando la cifra di merito si ottiene una stima del
parametro θ
ˆ θN = arg min
θ
VN(θ) (2.2)
che ` e la stima PEM del parametro del modello.
4. Come ultimo passo, si prende come stima della varianza dell’innovazione
l’errore quadratico medio residuo dato da (2.1).
Nel caso in cui:
• si possa calcolare il predittore lineare a minima varianza d’errore;
• il modello reale che genera i dati appartenga alla stessa classe di modelli
parametrici M scelti per il PEM;
• i dati soddisﬁno determinate propriet` a come la stazionariet` a e la propriet` a
di persistente eccitazione,
si pu` o dimostrare che per N → ∞ lo stimatore PEM ` e consistente, cio` e che il
parametro stimato ˆ θN converge al parametro vero. Sperimentazioni pratiche di-
mostrano che, se la struttura del modello vero ` e nota e il numero di parametri da
stimare non ` e troppo elevato, per un set di dati di dimensione attorno a 102, si
ottengono gi` a risultati molto soddisfacenti. Per la dimostrazione della consistenza
e per altri risultati teorici interessanti dello stimatore PEM come la distribuzione
asintotica delle stime, si rimanda a [29–31].
Il PEM ` e legato ad altri approccio impiegati nell’identiﬁcazione dei sistemi:
• nel caso di modelli della struttura ARX, l’identiﬁcazione PEM si riduce a
un problema ai minimi quadrati, che pu` o essere risolto esplicitamente. Per
questo l’uso di modelli ARX ` e molto conveniente;
• se si assume che il disturbo ha una distribuzione Gaussiana, allora il PEM
diventa identico al metodo “maximum likelihood” (stimatore di massima
verosimiglianza) deﬁnito da
ˆ θ = arg max
θ
L(θ),
dove L(θ) ` e una funzione di “likelihood”, cio` e una densit` a di probabilit` a
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2.1.2 Determinazione della struttura del modello
Per la determinazione di una appropriata struttura di un modello da dati osser-
vati, in generale sembra che manchino dei risultati soddisfacenti. Un’eccezione ` e
la determinazione dell’ordine per modelli lineari, per la quale esistono vari meto-
di [30]. Un approccio molto usato per determinare un ordine adeguato ` e testare
un certo numero di modelli diversi e scegliere quello che fornisce il risultato pi` u
soddisfacente. In pratica, prima si ﬁssa la struttura del modello, per esempio
ARMAX, ARX o modelli in spazio di stato, poi si aumenta iterativamente l’ordi-
ne del modello e inﬁne si confrontano i risultati dei singoli modelli. Aumentando
l’ordine e quindi usando un numero maggiore di parametri, migliora il “FIT”
(3.1), cio` e la bont` a con la quale il modello riesce a descrivere i dati osservati.
Ad un certo punto l’aumento di ordine non ` e pi` u di nessuna utilit` a, poich´ e al
crescere del numero di parametri aumenta anche la varianza delle stime. Questo
aumento della varianza rende il modello inservibile quando ` e usato su nuovi dati,
non impiegati per l’identiﬁcazione.
Si fa di seguito riferimento al caso di identiﬁcazione PEM, dove la stima del
parametro ˆ θN ` e ottenuta minimizzando la funzione di merito VN(θ) come descritto
dall’equazione (2.2). Se si aumenta il numero di parametri del modello, il minimo
della funzione decresce al variare di θ, perch´ e si aggiungono nuovi gradi di libert` a
al problema di ottimizzazione. Un andamento tipico del minimo della funzione di
merito VN(ˆ θ) all’aumentare dell’ordine del modello ` e riportato in Figura 2.1.
Il confronto tra i modelli pu` o essere visto come un test sulla signiﬁcanza del
decrescere di VN(ˆ θ), eseguito per esempio mediante un “F-test” [11]. Un altro
approccio, che sfrutta comunque lo stesso principio, ` e usare un criterio che dia
informazioni sulla bont` a dei diversi modelli. Un tale criterio penalizza in qualche
maniera il decrescere della funzione VN(ˆ θ) all’aumentare del numero di parametri
del modello. Si seleziona il modello che d` a il minimo valore per questo criterio. Il
criterio pu` o per esempio essere della forma
WN = N logVN(ˆ θ) + γ(N,p),
dove p ` e il numero di parametri da stimare e γ(N,p) ` e il termine aggiuntivo che
penalizza un p grande. Varie scelte per la funzione γ(N,p) sono state proposte
come per esempio:
• AIC ` e determinato della scelta γ(N,p) = 2p [32];14 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE















Figura 2.1 – Tipico andamento di una funzione di merito VN(ˆ θ) all’aumentare
dell’ordine del modello. Questo andamento ` e stato ottenuto usando un modello vero
in spazio di stato del 5◦ ordine, mentre la struttura dei modelli d’identiﬁcazione era
del tipo ARX.
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[34,35]. Questa versione generalizzata di AIC ` e da preferire
nel caso in cui il numero di parametri p ` e piccolo in confronto al numero di
dati osservati N [36];
• BIC ` e dato da γ(N,p) = p   logN.
Oltre alla selezione dell’ordine appropriato, questi metodi sono adatti anche
a determinare ritardi nel modello.
` E importante notare che in condizioni reali spesso non esiste una struttura e
un’ordine del modello “giusto”, ma la struttura e l’ordine scelti dipendono spesso
dalle circostanze nelle quali sono impegnati.
2.2 Considerazioni teoriche relative a SSEH
Il metodo SSEH ` e stato introdotto all’inizio di questo capitolo e qui ` e spiegato
in dettaglio. Inizialmente il problema ` e posto per sistemi MISO, cio` e sistemi che
hanno pi` u ingressi e una sola uscita, seguendo [20,21,37]. Nella parte ﬁnale di
questa sezione si descrive come generalizzare l’approccio a sistemi MIMO.2.2. CONSIDERAZIONI TEORICHE RELATIVE A SSEH 15
2.2.1 Descrizione del problema
Siano {ut}t∈Z e {yt}t∈Z due processi stocastici Gaussiani congiuntamente stazio-
nari, che per il momento abbiano le dimensioni ut ∈ Rm e yt ∈ R. Con un piccolo
abuso di notazione con ut si indica sia una variabile causale (del processo stocasti-
co {ut}t∈Z) che il suo valore campionato. Lo stesso vale per yt. Questi due processi
siano rispettivamente uscita e ingresso di un sistema dinamico tempo-invariante,









da un set di dati misurati {ut,yt}t=1,...,N. In (2.3) fk ∈ R1×m e gk ∈ R sono le
componenti sconosciute delle risposte impulsive e et ` e l’innovazione Gaussiana,
cio` e l’errore di predizione lineare a un passo




























Si noti che et ` e un processo Gaussiano con media zero e si pu` o deﬁnire σ2 :=
Ee2
t la varianza di et. ` E utile deﬁnire la matrice di Toeplitz Ati ∈ RT×∞, i =





t+j−k−1, i = 1,...,m
A
[j,k]
tm+1 := yt+j−k−1, j,k ∈ Z
+
e per t = t0 ` e usata la notazione sempliﬁcata Ai := At0i. Impiegando la matrice











Dalle equazioni (2.4) e (2.6) si pu` o ricavare l’espressione per il futuro ﬁnito














k ] ∈ R1×m, k ∈ Z+ sono i coeﬃcienti
delle risposte impulsive del predittore che sono tenuti a descrivere un sistema16 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
BIBO stable, cio` e h[i] ∈ l1(Z+), i = 1,...,m + 1. Come descritto in sezione 2.1
l’identiﬁcazione nell’ambito PEM pu` o essere vista come la stima di queste rispo-
ste impulsive hk da un insieme ﬁnito di misure di ingressi e uscite. L’assunzione
di non avere il feedback diretto (cio` e f0 = 0) in (2.3) sempliﬁca il problema in
quanto in condizioni deboli garantisce identiﬁcabilit` a. Si noti che il prodotto di
matrici semi-inﬁnite in (2.6) e (2.7) ` e da intendere come il limite di sequenze ﬁ-
nite. Sotto l’assunzione h[i] ∈ l1(Z+) comunque l’operazione di limite ` e ben posta
e si pu` o quindi usare formalmente l’espressione di limite.
Come accennato nell’introduzione di questo capitolo, si considerano situazioni
in cui si ha un gran numero di ingressi m in relazione al numero di misure disponi-
bili e solo alcuni di tali ingressi servono a predire yt. Questo pu` o accadere quando
gli andamenti delle variabili d’uscita sono completamente indipendenti da quelli
di uno speciﬁco ingresso, cio` e quando le due variabili non sono correlate, oppu-
re in situazioni in cui tutte le informazioni utili per predire l’uscita, contenute
nell’andamento di un ingresso, possono essere ottenute da combinazioni di altri
ingressi pi` u ricchi di informazioni. In termini matematici questo signiﬁca che, se
l’ingresso u[i] non serve, si ha  h[i] 1 = 0. Graﬁcamente queste situazioni possono
essere illustrate in un grafo orientato, dove appare un arco diretto nel caso in cui
 h[i] 1  = 0 per i = 1,...,m e appare un cappio nel caso in cui  h[m+1] 1  = 0.
In Figura 2.2 ` e rappresentato per esempio un sistema con  h[1] 1 =  h[5] 1 = 0,
mentre  h[i] 1  = 0 per i ∈ {2,3,4,6}. Questo signiﬁca che per predire yt servono
solo le misure passate di u[2], u[3], u[4] e di y stesso.
In pratica non ` e sempre evidente se un segnale misurato ` e signiﬁcativo per
la predizione di yt. Metodi PEM standard, descritti per esempio in [29–31], non
eﬀettuano alcuna selezione di variabili e stimano l’intero modello usando tutti gli
ingressi. Nelle situazioni di riferimento, in cui si ha un gran numero di ingressi
in confronto alle misure a disposizione, questo pu` o portare a risultati scarsi. Per
questo motivo nel campo della selezione di variabili ` e stata fatta una ricerca molto
vasta. I metodi classici sono descritti per esempio in [38,39], mentre una carrellata
dei metodi pi` u recenti ` e data in [40].
Il metodo di identiﬁcazione trattato in questo elaborato favorisce modelli spar-
si. Dovrebbe quindi essere in grado di identiﬁcare la struttura di una rete, come
per esempio quella in Figura 2.2, stimando tutte le risposte impulsive non nulle
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Figura 2.2 – Rete dinamica che rappresenta l’interazione (causalit` a di Granger)
tra 6 variabili. Gli archi solidi rappresentano le connessioni di una rete dinamica
relativi al nodo yt. Con riferimento all’equazione (2.6) l’assenza degli archi da
u
[i]




k = 0, ∀k ∈ Z+. Si noti la presenza di un
arco entrante in yt che mostra la dipendenza dall’errore a un passo di predizione et.
Considerando invece una variabile u
[i]
t gli archi tratteggiati indicano quali variabili
servono a predire tale speciﬁca variabile [21].
Rapporto di SSEH con altri metodi di identiﬁcazione sparsa
Per introdurre le idee principali alla base degli algoritmi di identiﬁcazione sparsa,
si consideri il problema di ricostruire il parametro φ ∈ Rm nel modello lineare
yi = X
′
iφ + ei, i = 1,...,T (2.8)
dove Xi ∈ Rm sono i T regressori, mentre {ei} ` e rumore Gaussiano a media nulla
e varianza σ2. Nelle sezioni seguenti sar` a spiegato in dettaglio come questi con-
cetti sono usati nel campo dell’identiﬁcazione dei sistemi.
Se il numero m di regressori ` e grande in relazione al numero T di dati a dispo-
sizione, ottenere predittori accurati e stabili e modelli interpretabili diventa un
problema impegnativo. In questo ambito negli ultimi anni ` e stata sviluppata una
ricerca molto vasta, si guardi per esempio [17,39,41,42].
Un lavoro pionieristico in questa direzione ` e il cosiddetto Lasso [17], dove la se-
lezione di regressori ` e eﬀettuata risolvendo un problema della seguente forma:
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dove γ ` e il cosiddetto parametro di regolarizzazione. Nell’ambito Bayesiano ˆ φ pu` o
essere visto come lo stimatore Maximum A Posteriori (MAP)
ˆ φ := arg max
φ
p({yi}|φ)p(φ) (2.10)
dato che φ ` e indipendente dal rumore di misura, imponendo che φ abbia una
densit` a di probabilit` a esponenziale del tipo
p(φ) ∝ e
−ǫ φ 1
e settando γ = 2ǫσ2 in modo che (2.9) e (2.10) si equivalgono.
Recentemente il Lasso ` e stato esteso anche alla stima di modelli con rumore auto-
regressivo e per modelli Vector AutoRegressive with eXogenous inputs (VARX).
Nonostante le buone propriet` a, il Lasso non ` e molto usato nella pratica per la
sua scarsa eﬃcienza computazionale. ` E stato sviluppato l’algoritmo LAR, che
con una piccola modiﬁca pu` o essere visto come una implementazione eﬃciente
del Lasso [18], e la sua versione a gruppi GLAR [19].
Seguendo un approccio Bayesiano la stessa formulazione pu` o essere ottenuta mo-











Si assume poi che anche gli iperparametri λi sono variabili causali con una cer-
ta densit` a di probabilit` a p(λi). Questi iperparametri ˆ λi possono essere stimati
impiegando la marginale di λi (chiamata anche marginal likelihood)
p(λ) =





La stima degli iperparametri pu` o poi essere usata per stimare il modello φ se-
guendo il paradigma empirico di Bayes [43]. Questo approccio forma la base per
l’algoritmo SSEH.
Il problema dell’identiﬁcazione sparsa Il problema di identiﬁcazione qui
considerato consiste nello stimare le risposte impulsive h[i] in (2.7) soggette alla
condizione di stabilit` a h[i] ∈ l1(Z+) per i = 1,...,m + 1. Come accennato in
precedenza, l’interesse ` e incentrato su stimatori adatti a predire y selezionando
in automatica le variabili che portano informazione tra u[1],...,u[m],y. In altre
parole ci si aspetta che alcune risposte impulsive ˆ h[i] saranno nulle. La risolu-
zione di questo problema richiede la stima di variabili raggruppate [19], ma la2.2. CONSIDERAZIONI TEORICHE RELATIVE A SSEH 19
peculiarit` a qui ` e che i gruppi stanno in spazi di dimensione inﬁnita. Questo ` e
simile all’ottenimento di soluzioni sparse del problema lineare, per` o con qualche
complicazione non triviale:
• Nell’identiﬁcazione parametrica, cio` e nel caso in cui le risposte impulsive
siano modellate in classi di modelli a dimensione ﬁnita [29–31], ogni gruppo
di parametri descrive una risposta impulsiva. Restringendosi alla classe di
modelli ARX/FIR si ottiene un algoritmo di selezione di variabili, che pu` o
essere chiamato ARX-GLAR. Nel caso generale di modelli IIR la parame-
trizzazione non ` e lineare e, per stimare l’ordine della classe parametrica che
descrive le risposte impulsive, un’ulteriore problema di selezione di modello
dovrebbe essere aﬀrontato. Per questo qui si preferisce lavorare in ambito
non parametrico come descritto in sezione 2.2.2 in modo che gli h[i] facciano
parte di uno spazio a dimensione inﬁnita.
• I parametri incogniti sono le risposte impulsive modellate come processi
Gaussiani seguendo i principi spiegati in sezione 2.2.2. La formulazione del
problema che seguir` a sar` a simile al multiple kernel learning [44].
2.2.2 Kernels per l’identiﬁcazione di sistemi
Nell’identiﬁcazione parametrica le risposte impulsive h[i] sono parametrizzate in
un dominio di dimensione ﬁnita, per esempio usando modelli ARMAX. Seguendo
questo approccio sorgono due problemi. Il primo problema ` e che bisogna selezio-
nare un modello, cio` e aﬀrontare un problema di stima dell’ordine, che di solito ` e
risolto tramite criteri come AIC o BIC (si guardi [32,33]). Il secondo problema ` e
che in generale la parametrizzazione di un predittore non ` e lineare e quindi spes-
so l’identiﬁcazione richiede la soluzione di un problema di minimizzazione non
lineare e non convesso. Nell’ambito di regressione Gaussiana invece una rispo-
sta impulsiva h[i] ` e considerata una realizzazione di un processo stocastico h. In
particolare questo processo ` e modellato come processo Gaussiano indipendente a
media nulla e con covarianza λ2
iK (vedi [23,45,46]). Il kernel K deﬁnisce un Re-
producing Kernel Hilbert Space (RKHS) HK, al quale appartengono gli stimatori
Bayesiani delle risposte impulsive h[i] (si guardi [24] e Proposizione 4)
ˆ h
[i] = ˆ E[h[i]|{yt,ut}], i = 1,...,m + 1. (2.12)
Dato che la funzione di covarianza (2.17) delle risposte impulsive h[i] ` e propor-
zionale al kernel K, di seguito i termini kernel e covarianza saranno usati come20 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
sinonimi. Nel RKHS ` e deﬁnita una norma    HK che, come sar` a mostrato dopo,
controlla la complessit` a della funzione da ricostruire regolarizzando il processo di
stima.
Deﬁnendo una struttura adeguata di un kernel in un contesto Bayesiano, ` e
possibile incorporare delle informazioni a priori sul processo stocastico. Spesso
queste informazioni a priori sono limitate al fatto che il processo stocastico h, e
possibilmente qualche sua derivata, sono a tempo continuo con energia limitata.
In questo caso un approccio molto usato ` e modellare il processo stocastico come
un integrale multiplo di dimensione j di un rumore bianco Gaussiano. Se il rumore














u per u ≥ 0
0 per u < 0
Nel caso particolare j = 2 si ottiene il cosiddetto “cubic spline kernel”. In Figura
2.3 (sinistra) sono riportati 100 realizzazioni di un processo Gaussiano che ha
un’autocovarianza proporzionale a W2.
Nell’ambito dell’identiﬁcazione di sistemi, si ha l’informazione aggiuntiva sulla
stabilit` a delle risposte impulsive, che non ` e fornita dal kernel deﬁnito in (2.13). In
eﬀetti, come si pu` o vedere da Figura 2.3 (sinistra), la varianza delle realizzazioni
cresce nel tempo. In particolare ` e facile vedere che, se l’autocovarianza di h ` e
proporzionale a Wj, la varianza di una sua realizzazione ` e nulla per t = 0 e
tende all’inﬁnito al crescere di t. Nell’ambito dell’identiﬁcazione dei sistemi invece,
sapendo che il processo stocastico rappresenta una risposta impulsiva stabile, si
vuole avere una varianza ﬁnita per t = 0 che tende a zero al crescere di t. Queste
propriet` a sono assicurate considerando la classe di kernels
Kj(t,τ) = Wj(e
−βt,e
−βτ), t, τ ∈ R
+ (2.14)
dove il carattere β ` e un scalare positivo che regola la velocit` a di decadimento
della varianza [23]. In pratica β sar` a un parametro sconosciuto, che deve essere
stimato dagli dati di misura. Nel caso particolare j = 2 in (2.14) si ottiene il
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La stabilit` a delle risposte impulsive ` e garantita dalla seguente proposizione
[23]:
Proposizione 1. Sia h Gaussiano a media nulla e autocovarianza K2. Allora
con probabilit` a uno le realizzazioni di h sono risposte impulsive continue di siste-
mi dinamici BIBO stabili.
In Figura 2.3 (centro) sono riportati 100 realizzazioni di un processo h con
autocovarianza proporzionale a una stable spline kernel (2.15) con β = 0.4.
Come discusso in [46] spesso i predittori hanno qualche “dinamica veloce”.
Infatti per modelli ARMAX, gli zeri del modello di rumore (se non avvengono delle
cancellazioni) diventano i poli del predittore che sono condivisi da tutte le funzioni
di trasferimento del predittore stesso. Nel caso in cui il modello di rumore ` e di
tipo “low pass”, esso ha gli zeri in alta frequenza che poi diventano i poli in alta
frequenza del predittore. In queste condizioni la varianza a priori (2.15) potrebbe
risultare troppo lenta, il che imporrebbe un bias allo stimatore. ` E quindi utile
arricchire il kernel con una componente parametrica che modella le componenti
ad alta frequenza. Questo pu` o essere fatto modellando le risposte impulsive h[i]
come la convoluzione di un processo Gaussiano indipendente a media nulla e
con autocovarianza data dalla versione campionata di λ2
iK2 con una risposta
impulsiva parametrica r. Qui si fa la restrizione a componenti parametriche r, la
cui zeta-trasformata R(z) ha la seguente forma:
R(z) =
z2
z2 + θ1z + θ2
, θ ∈ Θ ⊂ R
2 (2.16)
dove la regione ammissibile Θ costringe i due poli di R(z) ad appartenere al semi-
cerchio unitario aperto sinistro del piano complesso. Realizzazioni di un processo
con autocovarianza data dalla convoluzione di un stable spline kernel con una
componente parametrica sono riportate in Figura 2.3 (destra), dalla quale si pu` o
osservare il ruolo della componente parametrica.
Si noti che potrebbe essere considerato anche un ordine pi` u alto della parte
parametrica. Questo richiederebbe la risoluzione di un problema di stima dell’or-
dine, ma come discusso in [46] questo porterebbe a una complicazione non neces-
saria, in quanto gi` a usare due poli aggiunge abbastanza ﬂessibilit` a allo stimatore.
Concludendo, l’autocovarianza di ogni risposta impulsiva h[i] del predittore ` e de-
ﬁnita da (2.15) e (2.16) come descritto in sezione 4.3 di [46] ed ` e denotata con22 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
Figura 2.3 – Realizzazioni di un processo stocastico con autocovarianza proporzio-
nale al “standard cubic spline kernel” (sinistra, si guardi [46]), al “stable spline
kernel” (centro) e alla sua versione campionata arricchita con una componente
parametrica con poli −0.5 ± 0.6j (destra) [20].





k ] = λ
2
iK(l,k,θ,β), i = 1,...,m + 1, l,k ∈ N. (2.17)
Si noti che il kernel in (2.17) dipende dagli iperparametri sconosciuto λ1,...,λm+1,θ,β.
Per aumentare la ﬂessibilit` a del modello, i fattori di scala λi possono essere diﬀe-
renti per le diverse risposte impulsive. I fattori relativi a K invece sono condivisi
da tutte le h[i]. Nel capitolo 2.2.3 sar` a deﬁnito un iperparametro causale vettoriale
ζ che raccoglie tutti questi parametri.
2.2.3 Un modello Bayesiano per l’identiﬁcazione di siste-
mi lineari sparsi
La varianza di rumore σ2 sar` a stimata in un passo preliminare usando un modello
ARX come descritto in [47]. Nella descrizione Bayesiana σ2 ` e quindi assunto come
noto. Gli iperparametri β, θ e {λi} invece sono descritti come vettori causali
mutuamente indipendenti con le seguenti propriet` a:
• β ` e data da una densit` a di probabilit` a non informativa in R+;
• θ ha una distribuzione uniforme nell’intervallo Θ che obbliga le due radici
di Pθ(z) a stare nel semicerchio aperto sinistro del piano complessi (2.16);2.2. CONSIDERAZIONI TEORICHE RELATIVE A SSEH 23
Figura 2.4 – Rete Bayesiana che descrive il modello non parametrico per l’identi-
ﬁcazione di sistemi lineari sparsi, dove y−
t = [yt−1,yt−2,...] e, nel modello ridotto,
λ := λ1 = ... = λm + 1 [21].
• ogni λi ` e una variabile causale indipendente con densit` a esponenziale e con
l’inverso della media γ ∈ R+, cio` e:
p(λi) = γe
−γλiχ(λi), i = 1,...,m + 1 (2.18)
con χ(x) la funzione indicatrice con χ(x) = 1 se x ≥ 0 e χ(x) = 0 se x < 0.
Anche il parametro γ ` e interpretato come una variabile causale con una
densit` a di probabilit` a non informativa in R+ ed ` e stimato come descritto al
“passo 2)” sotto.
` E utile deﬁnire un iperparametro vettoriale causale ζ, che raccoglie i parametri
da stimare appena citati:
ζ := [λ1,...,λm+1,θ,β,γ]. (2.19)
Il modello stocastico che descrive l’interazione delle diverse variabili ` e riportato
in Figura 2.4 (sinistra).
Il problema della stima delle risposte impulsive h[i] da dati misurati {yt,ut}
pu` o essere formulato come stimatore a minima varianza (2.12). Dato che in pratica
y− e u− non sono mai completamente noti, bisogna introdurre delle approssima-











































dipende dall’iperparametro ζ. Il secondo ≈ deriva dall’assunzione che il passato
(y−,u−) non contiene informazioni sulle risposte impulsive del predittore e sull’i-
perparametro ζ.
` E ora richiamato un lemma introdotto in [46] che poi servir` a in Proposizione
4 e Proposizione 3:
Lemma 2. Siano i poli di R(z) in (2.16) stabili. Allora, se {yt} e {ut} sono
processi stocastici stazionari, a media nulla e varianza ﬁnita, ogni operatore {Ai}
` e quasi sicuramente continuo in HK.
2.2.4 Stima degli iperparametri e delle risposte impulsive
del predittore
Stima degli iperparametri
Come descritto nella proposizione seguente, l’iperparametro vettoriale ζ ` e stimato
ottimizzando la marginale a posteriori, che ` e la densit` a congiunta di y+, ζ e h[i]
integrato rispetto agli h[i]. La proposizione deriva da semplici cambiamenti delle
densit` a di probabilit` a in gioco e il Lemma 2 garantisce che sia ben posto. Con un
piccolo abuso di notazione ora K ` e un elemento di R∞×∞, cio` e il suo elemento
i-esimo ` e la sequenza K( |i), i ∈ N. La dimostrazione della proposizione ` e simile
a quella della Proposizione 4 in [46] con piccole modiﬁche valide in assenza di
retroazione ed ` e qui omessa.
Proposizione 3. Siano {yt} e {ut} due processi stocastici stazionari a media
nulla e varianza ﬁnita. Allora, assumendo che valgano le condizioni di Lemma 2
e l’approssimazione (2.20), la stima “maximum a posteriori” di ζ dato y+ vale
ˆ ζ = arg min
ζ
J(y
+;ζ), θ ∈ Θ, β > 0, λi ≥ 0, i = 1,...,m + 1 (2.21)2.2. CONSIDERAZIONI TEORICHE RELATIVE A SSEH 25


































λi + const (2.22)





La funzione obiettivo (2.22) ` e una versione Bayesiana di quella legata al mul-
tiple kernel learning [48]. Un termine aggiuntivo ` e 1/2log(det[2πV [y+]]), che
penalizza la complessit` a del modello. Infatti questo termine ` e proporzionale a
{λi}. Il secondo termine in (2.22) 1/2(y+)′(V [y+])−1y+ tiene conto dell’aderenza
dei dati sperimentali e decresce quando {λi} aumenta. Il termine γ
 m+1
i=1 λi ha
l’eﬀetto di includere un’aggiuntiva penalit` a l1 su {λi}.
Una questione cruciale per l’uso pratico sta nel trovare un buon punto di
partenza per il processo di ottimizzazione. Una soluzione molto usata ` e l’impiego
di un modello Bayesiano ridotto (riportati in Figura 2.4 a destra), che porta a una
soluzione sub-ottimale del problema di ottimizzazione. Questo modello consiste
nel ﬁssare λi = λ per i = 1,...,m + 1 comune a tutte le risposte impulsive h[i] e
di rimuovere la penalit` a l1 sugli λi, i = 1,...,m + 1 settando γ a zero. Ottenuta
la stima per λ si impone ˆ γ = 1/ˆ λ che poi a sua volta ` e usato per fare la selezione
delle variabili (impiegando una procedura Bayesiana di forward selection). Questo
descritto pu` o essere ottenuto seguendo la procedura seguente:






+;ζ) − (m + 1)γλ
 
con θ ∈ Θ, β > 0, λ1 = ... = λm+1 = λ ≥ 0;
2. Si denota con I l’insieme degli indici delle variabili selezionate. Si impone
ˆ γ = 1/ˆ λ e si deﬁnisce ¯ ζI := [ ˜ λ1,..., ˜ λm+1, ˆ θ, ˆ β, ˆ γ], dove ˜ λi = ˆ λi se i ∈ I e
˜ λi = 0 altrimenti. Si inizializza I = ∅ e si ripete la seguente procedura:
(a) per j ∈ {1,...,m+1}\I si deﬁnisce Ij := I ∪j e si calcola J(y+; ¯ ζIj);26 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
(b) si seleziona
¯ j := arg max
j∈{1,...,m+1}\I
J(y
+; ¯ ζI¯ j) − J(y
+; ¯ ζI); (2.23)
(c) se J(y+; ¯ ζIj) − J(y+; ¯ ζI) > 0 si pone I := I¯ j e si torna al passo (a);
Altrimenti si esce dalla procedura.
Questo algoritmo cerca, ad ogni ciclo, tra gli indici che non sono ancora stati
incluso nel modello, quello che d` a il maggior miglioramento della funzione obietti-
vo. Se la funzione obiettivo migliora eﬀettivamente (cio` e se J(y+; ¯ ζIj)−J(y+; ¯ ζI) >
0), quell’indice ¯ j ` e incluso e si inizia a cercare il successivo indice da includere.
Altrimenti, cio` e se J(y+; ¯ ζIj) − J(y+; ¯ ζI) ≤ 0, il set degli indici ` e completo e si
esce dalla procedura. L’iperparametro ¯ ζI trovato alla ﬁne della procedura ` e usa-
to come punto di partenza per il problema di ottimizzazione usando il modello
Bayesiano intero. Si noti che a questo punto ci sono due possibili scelte. Una ` e di
non considerare pi` u le variabili che non sono state scelte dalla procedura appena
vista. L’altra ` e di usare ¯ ζI solo come punto di partenza per il problema di otti-
mizzazione, ottimizzando anche i λi che in ¯ ζI erano nulle.
Oltre alla forward selection procedure standard di selezione di variabili, in sta-
tistica ci sono la backward elimination, che parte da un set di variabili pieno e
toglie indici ﬁnch´ e la funzione obiettivo migliora, e la stepwise selection, che ` e una
combinazione degli altri due. Diverse versioni di questi algoritmi saranno spiegate
e confrontate nella parte sperimentale di questo elaborato. Si noti comunque che
esiste una letteratura molto vasta nell’ambito della selezione di variabili, noto
anche sotto il nome di feature selection. ` E stato proposto un gran numero di algo-
ritmi alternativi, che in determinati casi sono vantaggiosi rispetto alle procedure
appena citate [49–51].
Stima delle risposte impulsive di un predittore per ζ ﬁssato
Per un’iperparametro ζ = [λ1,...,λm+1,θ,β,γ] ﬁssato, lo stimatore (2.12) pu` o
essere calcolato come descritto nella seguente proposizione [46]:
Proposizione 4. Nelle stesse assunzioni di Lemma 2, approssimazione (2.20) e
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Si noti che in (2.24) ogni σ2/λ2
i rappresenta un parametro di regolarizzazione
che impone un compromesso tra il ﬁt di yt − ˆ y(t|t − 1) e la regolarit` a di h[i].
Una volta stimate le risposte impulsive del predittore h[i], semplici equazioni pos-
sono essere usate per calcolare le risposte impulsive f e g in (2.3) e quindi il
predittore di k-passi in avanti. Per dettagli si guardi [30].
Osservazione. Si noti che le risposte impulsive h[i] stanno nello spazio a dimensio-
ne inﬁnita HK. Per questioni di implementazioni queste devono essere troncate a
una certa lunghezza t0. Si sottolinea che questo troncamento non comporta nes-
sun errore di bias e, se si hanno a disposizione suﬃcienti risorse computazionali,
si pu` o scegliere t0 suﬃcientemente alto per considerare una lunghezza “adopera-
bile” delle risposte impulsive. La lunghezza “adoperabile” (si guardi [46]) dipende
dall’iperparametro β in (2.15). Si noti infatti che il parametro di regolarizzazione
 h[i] HK obbliga ˆ h[i] a decadere in maniera esponenziale rendendo il troncamento
irrilevante per usi pratici. Ovviamente se h[i] ` e troncato alla lunghezza t0, anche
l’operatore Ai deve essere troncato. Per non appesantire le notazioni ` e stato per` o
scelto di non esplicitare questo troncamento nelle formule.
2.2.5 Generalizzazione a sistemi MIMO
Quanto visto nelle sezioni precedenti per sistemi MISO ` e generalizzato in questa
sezione a sistemi MIMO. Si considerino due processi stocastici Gaussiani con-
giuntamente stazionari {ut}t∈Z e {yt}t∈Z sia ut ∈ Rm e yt ∈ Rp. Questi siano
rispettivamente gli m ingressi e le p uscite (a diﬀerenza di quanto vista in pre-
cedenza, dove si aveva una sola uscita) di un sistema dinamico tempo-invariante








fk ∈ Rp×m e gk ∈ Rp×p sono le componenti sconosciute della risposta impulsiva e
et ∈ Rp×1 ` e l’innovazione Gaussiana deﬁnito da (2.4), cio` e l’errore di predizione28 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE








































con l = 1,...,p. Le sequenze hk ∈ Rp×m+p, k ∈ Z+ sono le risposte impulsive del













t+j−k−1, per i = m + 1,...,m + p
con j,k ∈ Z
+
Come nelle sezioni precedenti, oggetto di interesse sono ancora situazioni in
cui il numero di variabili m+p ` e grande rispetto al numero di dati a disposizione
e alcune variabili sia di ingresso che di uscita non forniscono informazioni per la
predizione di qualche variabile di uscita. In termini matematici questo vuol dire
che, se una qualche variabile i ∈ {1,...,m,m+1,...,m+p} non serve per predire
una qualche variabile d’uscita j ∈ {1,...,p}, si ha h[j,i] = 0. Similmente a quanto
visto per sistemi MISO in Figura 2.2 questo pu` o essere rappresentato graﬁcamen-
te da un grafo orientato, come quello in Figura 2.5. In tale ﬁgura per esempio per
la predizione della uscita y
[1]













t e il proprio passato y
[1]
t non servono. Si noti che l’ingresso u
[3]
t
non contiene informazioni per la predizione di alcuna variabile di uscita.
Come visto nelle sezioni precedenti il metodo di identiﬁcazione qui considerato
` e in grado di identiﬁcare la struttura del sistema, simile a quello di Figura 2.5,
favorendo modelli sparsi. Inoltre sono stimate le risposte impulsive non nulle del
sistema
ˆ h
[i,j] = ˆ E[h[i,j]|{yt,ut}], i = 1,...,p, j = 1,...,m + p. (2.28)
seguendo un approccio non parametrico: le risposte impulsive del predittore h[i,j]






k ] = λ
2
ijK(l,k,θ,β), i = 1,...,p, j = 1,...,m+p, l,k ∈ N. (2.29)
La funzione K : N×N → R ` e il kernel visto in sezione 2.2.2, che deﬁnisce il RKHS,






































Figura 2.5 – Rete dinamica che rappresenta l’interazione (causalit` a di Granger)
tra p = 3 variabili di uscita e m = 4 variabili di ingresso. Gli archi solidi rappre-
sentano una relazione esistente nella predizione tra una variabile di ingresso j e
una variabile di uscita i (in tale casi h
[i,j]
k  = 0) oppure tra una variabili di uscita w
e un’altra variabile di uscita v (in tale casi h
[v,m+w]
k  = 0). Gli archi non riportati
in ﬁgura indicano che la relativa risposta impulsiva ` e nulla. Si noti che possono
esserci situazioni in cui una qualche variabile non inﬂuenza la predizione del si-
stema, come la variabile d’ingresso u
[3]
t in ﬁgura. In graﬁco ` e rappresentato anche
l’inﬂuenza dell’errore di predizione et.
ancora nota la varianza del rumore Σ2 (dato che ` e stimata nell’inizializzazione) e
assumendo che ogni λij sia una variabile causale con distribuzione esponenziale
dato da p(λij) = γe−γλijχ(λij) per i = 1,...,p e j = 1,...,m+p, nel caso MIMO
l’iperparametro vettoriale causale ` e dato da:
ζ := [λ1,1,...,λ1,m+p,...,λp,1,...,λp,m+p,θ,β,γ]. (2.30)
Facendo gli ovvi adattamenti si pu` o impiegare quindi il modello Bayesiano
riportato in Figura 2.4 (sinistra) nel caso di sistemi MIMO: oltre a ut anche yt
e et sono da intendere processi vettoriali, σ2 diventa una covarianza matriciale
Σ (matrice covarianza del processo di innovazione et) e gli m + 1 elementi di
h[i] e di λi si estendono a h[i,j] e λij, dove entrami sono di numerosit` a p(m + p).
Le rimanenti variabili sono invece condivise per tutte le risposte impulsive delle
diverse uscite. Il parametro β, che regola la velocit` a di decrescita del kernel, ` e
scelto in maniera tale da riuscire a modellare la risposta impulsiva h[i,j] con la
dinamica pi` u alta. Cos` ı questo parametro ` e adeguato anche per la modellazione
delle altre risposte impulsive. Il parametro γ individua la densit` a di tutte le λij.
Anche il parametro (vettoriale) θ ` e comune a tutte le risposte impulsive dato che
serve a modellare le dinamiche veloci del predittore, che sono indotte dal modello30 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
di rumore condiviso dalle risposte impulsive.
Il Lemma 2 e l’assunzione (2.20) rimangono validi nel caso MIMO e possono
essere quindi applicati nella seguente proposizione, che ` e l’estensione di Proposi-
zione 3 e descrive come si stima l’iperparametro vettoriale ζ nel caso di sistemi
MIMO. Per dimostrare la seguente proposizione si assume inoltre che et sia un
processo di innovazione Gaussiana a media nulla a variabili scorrelate, cio` e un
processo la cui matrice di covarianza sia una matrice diagonale:
E[ete
′





Proposizione 5. Siano {yt} e {ut} due processi stocastici stazionari a media
nulla e varianza ﬁnita. Allora, assumendo che valgono le condizioni di Lemma 2,
(2.31) e (2.20), la stima “maximum a posteriori” di ζ dato y+ vale
ˆ ζ = arg min
ζ
J(y






θ ∈ Θ, β > 0, λij ≥ 0, i = 1,...,p, j = 1,...,m + p


































λij + const (2.33)






Dimostrazione. Dato che J(y+;ζ) := −logp(y+|,y−,u,ζ), se si riesce a dimo-









si ha che J(y+;ζ) =
 p
i=1 J(y[i]+;ζ). Questo equivale a considerare tutte le uscite
del sistema separatamente, cos` ı da ricondurre il caso MIMO al caso MISO, per il
quale vale la Proposizione 3.2.2. CONSIDERAZIONI TEORICHE RELATIVE A SSEH 31
Inizialmente ` e stato assunto che {ut}t∈Z e {yt}t∈Z siano due processi stocastici












(yt − ˆ yt|t−1)
′Σ






























e quindi la Proposizione 5 risulta dimostrata.
Come nel caso MISO, ` e importante avere un valido punto di partenza per il
problema di ottimizzazione. Un buon metodo ` e usare un modello Bayesiano ridot-
to, simile a quello rappresento in Figura 2.4 (destra) (con le modiﬁche equivalenti
da fare per il modello Bayesiano pieno) ed eseguire una procedura equivalente a
quella nel caso MISO:





+;ζ) − p(m + p)γλ
 
con θ ∈ Θ, β > 0 e λ1,1 = ... = λp,m+p = λ ≥ 0;
2. Si denota con I l’insieme delle coppie di indici (i,j) delle variabili selezio-
nate. Si impone ˆ γ = 1/ˆ λ e si deﬁnisce ¯ ζI := [ ˜ λ1,1,..., ˜ λp,m+p, ˆ θ, ˆ β, ˆ γ], dove
˜ λij = ˆ λij se (i,j) ∈ I e ˜ λij = 0 altrimenti. Si inizializza I = ∅ e si ripete la
seguente procedura:
(a) per l ∈ {1,...,m + p}\I si deﬁnisce Il := I ∪ (i,l) con i = 1,...,p e
si calcola J(y+; ¯ ζIl);
(b) si seleziona
¯ l := arg max
l∈{1,...,m+p}\I
J(y
+; ¯ ζI¯ l) − J(y
+; ¯ ζI); (2.34)
(c) se J(y+; ¯ ζIl) − J(y+; ¯ ζI) > 0 si pone I := I¯ l e si torna al passo (a);
Altrimenti si esce dalla procedura.
Si noti che al passo (a) si aggiungono tutti i p indici relativi ad un ingresso al
set delle variabili selezionate I, cio` e qualora un ingresso sia considerato, ` e utiliz-
zato per predire tutte le variabili di uscita. Nella fase di validazione dell’algoritmo32 2. IDENTIFICAZIONE DI SISTEMI: CONSIDERAZIONI TEORICHE
SSEH questa procedura ` e stata confrontata con altri metodi di identiﬁcazione.
Nella seconda parte della validazione e nella fase di identiﬁcazione termica invece
sono state testate anche altre procedure di selezione, che permettono di indivi-
duare l’insieme delle uscite, per le quali uno speciﬁco ingresso pu` o essere utile
nella fase di predizione. Si riesce cos` ı a individuare la struttura di un sistema
dinamico simile a quello riportato in Figura 2.5.
Una volta stimato l’iperparametro ζ, (facendo gli ovvi adattamenti per potere
usare nel caso MIMO) Proposizione 4 pu` o essere usata per ottenere le stime delle
risposte impulsive h[i,j] con i = 1,...,p e j = 1,...,m + p. Impiegando semplici
formule dalle h[i,j] possono essere dedotte le risposte impulsive del sistema f e g
e quindi anche il predittore a k passi [30].Capitolo 3
Setup sperimentale per la
validazione di SSEH
La validazione dell’approccio di identiﬁcazione SSEH si esegue in due fasi. La pri-
ma fase prevede studi Monte Carlo, durante i quali si eseguono un gran numero di
esperimenti causali e si confrontano i risultati per poter trarre delle informazioni
sulla bont` a dei metodi impiegati: per ogni esperimento si generano in maniera
causale ingresso, rumore e modello di riferimento (sparso) e si calcola l’uscita del
corrispondente modello. Ai dati di ingresso e di uscita si applicano poi i diversi
metodi di identiﬁcazione. Dopo aver eseguito tutti gli esperimenti di uno studio,
si confrontano le prestazioni dei modelli ottenuti dai diversi metodi di identiﬁca-
zione nei vari esperimenti.
Si considerano studi Monte Carlo per valutare l’inﬂuenza del modo in cui sono
generati i dati (correlati o no), la dimensione dei dati, la lunghezza delle risposte
impulsive per l’approccio SSEH e diversi livelli di sparsit` a del modello di riferi-
mento. Mediante lo studio Monte Carlo si confrontano inoltre diversi versioni sia
dell’approccio SSEH che dell’approccio PEM e si confrontano diverse procedure
di selezione delle variabili legate al metodo SSEH.
La seconda fase di validazione prevede di identiﬁcare modelli termodinamici da
dati monitorati in un ediﬁcio esistente. Si confrontano ancora i modelli ottenuti
dall’identiﬁcazione impiegando i diversi approcci in modo da analizzare le pre-
stazioni in situazioni reali. In questo caso si prester` a particolare attenzione alla
selezione dei sensori eseguita dal metodo SSEH.
Il confronto tra i modelli ottenuti impiegando i diversi metodi di identiﬁcazione
` e condotta sulla base dell’indice FITk (a k passi di predizione (3.1)). Questo d` a
valori vicino ad uno se la predizione e l’uscita reale nel test set sono simili e34 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
decresce al diminuire della somiglianza degli due andamenti (potendo assumere
anche valori negativi). Il FITk ` e dato dalla formula
FITk := 1 −
 ytest
t − ˆ ytest
t|t−k 
 ytest




t indica la media delle uscite del set di test {ytest
t }
Ntest
t=1 e ˆ ytest
t|t−k ` e la predi-
zione a k passi di tale uscite usando il modello identiﬁcato.
Per valutare le prestazioni delle procedure di selezione di SSEH negli studi
Monte Carlo si calcolano le percentuali delle risposte impulsive, che sono state
considerate in maniera corretta, separando i dati relativi agli ingressi (cio` e relativi
a h[i,j] per i = 1,...,p e j = 1,...,m) e relative alle uscite (cio` e relativi a h[i,j]
per i = 1,...,p e j = m + 1,...,m + p). Questa scelta ` e frutto dell’osservazione
che, durante le simulazioni, la percentuale di risposte impulsive considerate in
maniera corretta relative agli ingressi diﬀerisce da quella relativa alle uscite. Le
percentuali si ottengono dalla somma del numero di risposte impulsive nulle sia
nel modello di riferimento sia nel modello identiﬁcato, con il numero di risposte
impulsive diverse da zero in entrambi i modelli, diviso il numero totale di risposte
impulsive.
In certi casi invece, della percentuale di risposte impulsive, ` e stata calcolata la
percentuale di ingressi o uscite considerate in maniera corretta, dato che deter-
minate versioni della procedura di selezione (anche quella presentata in sezione
2.2.5) considerano le sole variabili e non le singole risposte impulsive. In questo
caso con “considerato in maniera corretta” si intende che, se un ingresso o il pas-
sato di un’uscita d` a contributo alla predizione del sistema, allora tale variabile
deve essere selezionata dalla procedura di selezione.
Ovviamente non ha senso calcolare questi indici per i modelli ottenuti dalle iden-
tiﬁcazioni utilizzando il metodo PEM che non prevede la possibilit` a di eseguire
la selezione delle variabili.
3.1 Setup degli studi Monte Carlo
Come accennato sono stati eﬀettuati studi Monte Carlo per confrontare diverse
versioni dell’approccio di identiﬁcazione non parametrico SSEH e dell’approccio
parametrico PEM. Le diverse versioni utilizzate sono presentate in sezione 3.3.
In ogni studio Monte Carlo sono stati eﬀettuati 200 esperimenti, per ciascuno dei
quali sono stati generati:3.1. SETUP DEGLI STUDI MONTE CARLO 35
• il modello sparso di riferimento;
• il set dei dati di training;
• il set dei dati di test.
In seguito si applicano i metodi di identiﬁcazione al set di dati di training,
ottenendo un modello diﬀerente per ogni versione considerata. Successivamente,
impiegando i dati del set di test, si calcolano le uscite di ciascun modello. Dalle di-
verse uscite dei modelli identiﬁcati e dall’uscita “vera” del modello di riferimento
del set dei dati di test si possono quindi determinare gli indici FIT. Come ac-
cennato, i diversi FIT forniscono un’informazione sulla bont` a di approssimazione
delle uscite ottenute dai modelli identiﬁcati all’uscita del modello di riferimento.
Confrontando i diversi FIT si possono classiﬁcare le versioni di identiﬁcazione
impiegate. Questo procedimento ` e schematizzato in Figura 3.1.
Figura 3.1 – Schema del procedimento seguito per ciascun esperimento dei diversi
studi Monte Carlo.
Il modello sparso di riferimento Il modello lineare di riferimento nello spazio
di stato di ordine n = 30 (ordine verosimile per sistemi reali) con m = 10 ingressi




xt+1 = Axt + But + Ket
yt = Cxt + et
(3.2)36 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
dove et ` e rumore bianco Gaussiano a media nulla e con varianza E(ete′
t) = 0.04 I
(scelta per avere una SNR accettabile per applicare i diversi processi di identiﬁ-
cazione). Questo modello ` e generato impiegando la funzione drmodel.m di MA-
TLAB
R   che genera in modo casuale un modello a tempo discreto, nello spazio
di stato, della forma: 


xt+1 = Axt + ¯ B¯ ut
yt = Cxt + Dut
(3.3)
poi trasformato per ottenere la forma (3.2). Per questo si annulla la matrice D
e si usa il comando drmodel.m in modo da generare un modello della forma
(3.3) con p uscite e m + p ingressi. Si ottiene cos` ı una matrice ¯ B di dimensione
n×(m+p) che pu` o essere pensata come ¯ B = [B K], con B e K delle dimensioni
opportune. Si noti comunque che deve essere garantiti che il fattore A − KC sia
stabile. Altrimenti la matrice K deve essere sostituita con il guadagno di Kalman
Kkal del sistema, che pu` o essere calcolato impiegando la funzione kalman.m di
MATLAB
R  . Considerando quindi le prime m variabili di ¯ ut come ingressi ut e le
rimanenti p variabili come rumori et il modello ` e della forma (3.2).
Un modello sparso, dove certi ingressi non contribuiscono all’evoluzione del
sistema (equivale a dire che sono nulle certe h[i,j] per i = 1,...,p e per le
j ∈ {1,...,m} relative agli ingressi) si ottiene annullando semplicemente le rela-
tive colonne della matrice B ed ` e chiamato in questa tesi modello con livello di
sparsit` a ridotto. Negli studio Monte Carlo, dove ` e stato usato un tale modello,
ad ogni ciclo sono stati annullate un numero causale di colonne di B compreso
tra 1 e 9, cos` ı che almeno un ingresso non contasse e che almeno un ingresso
contribuisse all’evoluzione del sistema. In questo caso la percentuale di ingressi e
uscite e di risposte impulsive considerate in maniera corretta si equivale.
Negli studi Monte Carlo sono stati usati anche modelli chiamati in questa tesi
modelli con livello di sparsit` a aumentato. Con questo nome si intendono modelli
dove non solo qualche ingresso non contribuisce in alcun modo all’evoluzione del-
l’intero sistema, ma anche qualche altro ingresso contribuisce alla predizione di
solo qualche uscita. Inoltre c’` e la possibilit` a che il passato di qualche uscita non
dia contributo alla predizione oppure ne dia un contributo parziale, contando solo
per la predizione di qualche uscita (non pi` u di tutte). In Figura 2.5 nel capitolo
2 ` e schematizzato l’esempio di un’interazione di un sistema in tale condizioni.
Ottenere un modello con livello di sparsit` a aumentato da un modello generato
mediante il comando drmodel.m non ` e pi` u cos` ı immediato come ottenere un mo-3.1. SETUP DEGLI STUDI MONTE CARLO 37
dello in cui solo qualche ingresso non contribuisce. Per questo nelle simulazioni
si ` e proceduto nel modo seguente: ad ogni ciclo Monte Carlo ` e stato generato
un modello di riferimento random usando drmodel.m (per evitare problemi com-
putazionali, ` e stato controllato se qualche autovalore della matrice del sistema
avesse un valore assoluto maggiore di 0.999 e in tal caso ` e stato generato un nuo-
vo modello usando drmodel.m). ` E poi stato calcolato il predittore di Kalman in
spazio di stato, che ` e stato trasformato in funzione di trasferimento ottenendo i
















dove l’operatore Ati per i = 1,...,m raggruppa il passato degli ingressi e per
i = m + 1,...,m + p raggruppa il passato delle uscite. Questo predittore ` e poi
stato sparsiﬁcato annullando certe risposte impulsive h[i,j] per i ∈ {1,...,p} e per
j ∈ {1,...,m + p}, dove j ∈ {1,...,m} si riferiscono alle risposte impulsive tra
ingressi e predittore e j ∈ {m + 1,...,m + p} alle risposte impulsive tra uscite e
predittore: per gli j ∈ {1,...,m} un set causale di dimensione causale tra uno e
sei ` e stato scelto e tutte le risposte impulsive h[i,j] relative a quel set sono state
annullate (per i = 1,...,p in modo che gli relativi ingressi non danno alcun con-
tributo all’evoluzione del sistema). Delle rimanenti risposte impulsive non nulle
tra ingresso e predizione un numero causale, diverso per ogni i ∈ {1,...,p}, ` e
stato annullato in modo che la predizione di ogni uscita dipende dall’evoluzione di
almeno un ingresso. Per le uscite invece ne sono state selezionate al massimo due
in modo che il loro passato non contribuisce alla predizione di nessuna uscita, cio` e
` e stato scelto un set di dimensione al massimo due tra j ∈ {m+1,...,m+p} per
il quale tutte le h[i,j], i = 1,...,p sono state annullate. Delle rimanenti risposte
impulsive non nulle tra uscite e predizioni, ` e stato annullato un numero causale in
modo che la predizione di ogni uscita dipende almeno da un’altra o di se stessa.
Dopo aver sparsiﬁcato le risposte impulsive del predittore, da queste si pu` o rica-
vare il modello di riferimento nello spazio di stato per generare i dati che per` o,
per la sparsiﬁcazione del predittore, pu` o non essere stabile. Per aggirare questo
problema, ad ogni ciclo di Monte Carlo ` e stato ripetuto il processo di generazione
di un modello, di sparsiﬁcazione del relativo predittore e di ritrasferimento in un
modello ﬁno a che questo non risultava stabile. Sono state necessarie, in media,
cinque ripetizioni di questo processo per ottenere un modello di riferimento sta-
bile.38 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
Il set dei dati di training Dal set dei dati di training si identiﬁcano i mo-
delli impiegando i diversi approcci. Si generano i dati di ingresso ut e di rumore
bianco et di dimensione variabile (per confrontare le prestazione degli algoritmi
di identiﬁcazione in funzione della dimensione dei set di dati) a partire dai quali
sono calcolate le relative uscite yt del modello di riferimento.
Nei diversi studi Monte Carlo che sono stati considerati, cambia il modo di ge-
nerare gli ingressi ut del set di training. Inizialmente si considerano ingressi di
rumore bianco dove le singole componenti sono scorrelate. Per rendere il proble-
ma di selezione pi` u impegnativo si considerano ingressi, che sono sempre bianchi,







t , i = 1,...,m − 1
con {u
[1]
t } un processo bianco che ha varianza unitaria e vt un processo vettoriale
bianco, indipendente da {u
[1]
t } e con varianza E(vtv′
t) = 0.04 I. In questa maniera












valori leggermente superiori a quanto ` e stato controllato sulle misure reali di
temperatura, umidit` a e irraggiamento di un ediﬁcio.
Il set dei dati di test I dati di test servono per validare i diversi modelli
identiﬁcati. Si generano di nuovo l’ingresso ut e il rumore bianco Gaussiano et, di
dimensione Ntest = 1000 dagli quali si calcolano le relative uscite del modello di
riferimento yt. In questo caso u(t) ` e sempre generato come processo bianco con
componenti indipendenti in modo che l’eventuale scelta di una variabile o di una
risposta impulsiva sbagliata della procedura di selezione di SSEH si evidenzia in
maniera pi` u chiara in termini di FITk.
Dopo aver identiﬁcato i modelli impiegando i diversi metodi, si calcolano le uscite
di tali modelli usando gli ingressi e i rumori del test set generati prima. L’uscita
di questi modelli si confrontano poi con le uscite del modello di riferimento sulla
base dell’indice di FITk (3.1) al ﬁne di valutar i metodi di identiﬁcazioni utilizzati.
3.2 Il monitoraggio dell’ediﬁco
Diversamente da quanto visto per gli studi Monte Carlo, in questo caso non si
conosce il modello “vero” di riferimento. La procedura da eseguire per confronta-3.2. IL MONITORAGGIO DELL’EDIFICO 39
re le diverse versioni dei metodi di identiﬁcazione ` e quindi leggermente diversa. I
dati ottenuti dal monitoraggio si suddividono in dati di training e dati di test. Si
eseguono le identiﬁcazioni impiegando le diﬀerenti versioni dei dati di training e
per ciascuna di esse si determina un modello speciﬁco. Per ciascuno di questi si
calcolano le uscite sul set di training e gli indici FIT. Per classiﬁcare le diverse
versioni dei metodi di identiﬁcazione si confrontano poi i diversi FIT ottenuti. Il
procedimento seguito ` e schematizzato in Figura 3.2.
Figura 3.2 – Schema del procedimento seguito per identiﬁcare modelli da dati
ottenuti dal monitoraggio dell’ediﬁcio.
Il monitoraggio ` e stato eseguito nell’ambito del progetto Sistema Integra-
to/distribuito di Monitoraggio Energetico ed Ambientale (SIMEA) [52], ﬁnanzia-
to dalla Regione Veneto, il cui responsabile scientiﬁco ` e prof. Angelo Cenedese
(del Dipartimento di Tecnica e Gestione dei Sistemi Industriale dell’Universit` a
degli Studi di Padova (DTG)). L’obiettivo del progetto SIMEA ` e la realizzazione
e il test di un sistema innovativo di sensori e relativi algoritmi di elaborazione dei
dati, che permetta di eﬀettuare una rilevazione e una valutazione precisa dei prin-
cipali parametri ambientali ed energetici negli ediﬁci. Il progetto mira a produrre
un proﬁlo energetico e operativo degli ediﬁci, con un triplice scopo:
• ai ﬁni della certiﬁcazione (energetica e sanitaria);
• suggerire e implementare delle modiﬁche strutturali agli ambienti e ai ma-
teriali per migliorare le condizioni operative e di comfort;40 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
• incentivare la sensibilit` a sul consumo energetico e l’utilizzo ottimizzato delle
risorse attraverso un controllo automatico intelligente e la possibilit` a di
ricavare informazioni utili alle procedure di manutenzione.
Sono state monitorate due zone dell’ediﬁcio che ospita il laboratorio Ri.Cert.
S.p.A. situato a Monte di Malo in provincia di Vicenza [53]. Si considerano qui solo
i sensori relativi a una zona al primo piano dell’ediﬁcio di circa 150m2, composta
da quattro uﬃci, una sala riunioni e un laboratorio leggero di analisi chimiche.
In questa zona sono state distribuite 19 schede multisensore, la cui locazione ` e
illustrata in Figura 3.3, che comunicano wireless usando lo standard ZigBee con
un PC per la registrazione dei dati.
Figura 3.3 – Localizzazione delle schede multisensore utilizzate per monitorare i
dati impiegati nel test degli algoritmi di identiﬁcazione. Questa zona si trova al
primo piano dell’ediﬁcio del laboratorio Ri.Cert. S.p.A. situato a Monte di Malo
in provincia di Vicenza.
Ogni scheda multisensore usata per il monitoraggio dispone di un micropro-
cessore che pre-elabora i dati ed ` e equipaggiata con quattro sensori standard
di temperatura, umidit` a, irraggiamento e pressione. Inoltre ogni scheda ha tre
possibili estensioni per fare misure per esempio di CO, CO2, fumi, etc. Nelle
identiﬁcazioni per` o sono state utilizzate le sole misure di temperatura, umidit` a e
irraggiamento. Per ulteriori dettagli sulla struttura del sistema di monitoraggio e3.2. IL MONITORAGGIO DELL’EDIFICO 41
sulle apparecchiature impiegate si consulti [54].
I dati utilizzati per testare gli algoritmi di identiﬁcazione sono stati registrati nel
periodo invernale tra il 03.01.2012 e il 20.02.2012. Siccome il sistema di moni-
toraggio ` e stato spento diverse volte per uno o pi` u giorni, il monitoraggio non ` e
continuo e i dati disponibili per le simulazioni sono relativi a registrazioni eseguite
in 28 giorni distribuiti nel periodi di monitoraggio.
Il tempo di campionamento T, con cui sono prese le misure degli sensori della
scheda multisensore, ` e di 10 secondi. Di questi dati il microprocessore calcola la
media ogni 5 minuti e prova a trasmetterli al PC con un ritardo casuale tra 1
e 3 secondi per cercare di evitare collisioni, cio` e per evitare che un’altra scheda
trasmetta nello stesso istante. Se il PC non reagisce con una risposta di “tra-
smissione avvenuta con successo” un altro campione ` e aggiunto alla media e la
scheda multisensore riprova a trasmettere i dati. Se la trasmissione fallisce ancora
l’operazione si ripete altre due volte e se comunque non va a buon ﬁne il dato si
perde e si procede a calcolare la media dei 5 minuti successivi. Per dare un’idea
dell’andamento temporale dei dati, in Figura 3.4 sono illustrati quattro giorni
tipici delle registrazioni.
Dalla Figura 3.4 si vede che alcune registrazioni non presentano un comporta-
mento realistico. C’` e da aspettarsi che questi andamenti non daranno un grosso
contributo negli modelli identiﬁcati; in particolare nei modelli identiﬁcati trami-
te il metodo SSEH si prevede che questi siano scartati dalla procedura di selezione.
Per la procedura, con la quale ` e eﬀettuata la trasmissione, i dati registrati sul
PC non si presentano con un tempo di campionamento T ﬁsso, requisito neces-
sario per poterli utilizzare in un algoritmo di identiﬁcazione. I dati necessitano
quindi di una pre-elaborazione, che li riporti a un passo di campionamento T
costante. Per trasformarli nel formato adeguato per l’utilizzo nell’identiﬁcazione
si ` e eseguito la seguente operazione: ` e stato generato un nuovo vettore temporale
con un tempo di campionamento di T = 6 minuti, in modo da avere 10 campioni
all’ora. Per ogni elemento del vettore temporale sono stati cercate le tre registra-
zioni pi` u vicine (il che ` e possibile perch´ e con ogni dato ` e stato registrato anche
l’istante temporale in cui ` e stato ricevuto) ed ` e stato fatto un’interpolazione con
un polinomio del secondo ordine di questi dati. Dall’interpolazione ` e poi stato
ricavato il valore della funzione nell’istante speciﬁco corrispondente all’elemento
del vettore temporale. Si ottiene cos` ı l’andamento temporale delle misure con42 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH































































Figura 3.4 – Andamenti temporali di quattro giorni tipici delle registrazioni. Si
noti che il sistema ` e stato spento per una notte e che due sensori di umidit` a e due
sensori di irraggiamento non hanno registrato dati realistici.3.2. IL MONITORAGGIO DELL’EDIFICO 43
un tempo di campionamento T ﬁsso e con rumore sovrapposto, in maniera tale
da renderli adeguati al test degli algoritmi di identiﬁcazione. Dato che il rumore
sovrapposto ` e di piccola ampiezza non d` a grossi impatti sull’esito delle identiﬁ-
cazioni. In Figura 3.5 ` e riportato un confronto tra l’andamento di temperatura
registrato e quello ottenuto dopo l’interpolazione.




























Figura 3.5 – Confronto tra l’andamento di una temperatura registrata e l’anda-
mento ottenuto da un’interpolazione del secondo ordine per ottenere un tempo di
campionamento T costante, pari a 6 minuti.
Oltre ai dati monitorati all’interno dell’ediﬁcio, nelle simulazioni sono stati
impegnati anche dati meteo del periodi 03.01.2012 - 20.02.2012. Tali dati meteo
sono stati misurati da una stazione agrometeorologica dell’Agenzia Regionale per
la Prevenzione e Protezione Ambientale del Veneto (ARPAV) [55], situata a Malo.
Per il progetto SIMEA questi dati sono stati messi a disposizione gratuitamen-
te dall’ARPAV, contengono misure di vento (direzione e velocit` a), temperatura,
pressione, umidit` a relativa, pioggia e irraggiamento, e sono disponibili per ogni
ora. Per poter essere utilizzati nell’identiﬁcazione, i dati devono avere un tempo
di campionamento T ﬁsso, uguale per tutti gli andamenti impiegati, anche questi
necessitano di una pre-elaborazione. Questa ` e stata eseguita come per i dati di
misura dell’ediﬁcio, interpolando i dati con polinomi del secondo ordine e valu-
tando tali polinomi negli istanti temporali ﬁssi.44 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
3.3 Metodi di identiﬁcazione considerati
Nelle simulazioni sono state considerate diﬀerenti versioni dell’approccio SSEH e
diﬀerenti versioni dell’approccio PEM classico per modelli in spazio di stato.
La prima versione di SSEH impiega il modello Bayesiano ridotto, le altre due
versioni invece utilizzano il modello Bayesiano intero. Mentre una di queste due
ottimizza tutte le variabili dell’iperparametro, l’altra ottimizza solo quelle rela-
tive alle variabili che sono state selezionate nella fase di inizializzazione. Come
procedura standard di selezione delle variabili si impiega la cosiddetta forward
selection Bayesiana presentata in sezione 2.2.5, la cui versione MISO ` e stata usata
negli articoli [20–22]. Oltre a questa si considerano anche la versione di forward
selection sequenziale e le procedure backward elimination e stepwise selection,
anche queste nelle versioni sequenziali e Bayesiane.
Dell’approccio PEM si considerano due versioni con oracolo (una che dispone
dell’informazione su quali risposte impulsive sono nulle nel modello di riferimento
e l’altra invece no), che hanno accesso al set di test per selezionare l’ordine del
modello. Si considerano poi due versioni che utilizzano l’indice BIC e una che
considera l’indice AICc per la selezione dell’ordine.
Le diverse versioni degli metodi di identiﬁcazione e poi anche delle procedure di
selezione delle variabili per SSEH sono presentate in dettaglio qui di seguito.
3.3.1 Diverse versioni di SSEH e PEM
Si considerano le seguenti versioni dell’approccio SSEH:
1. SSEH sub-ottimo: considera il modello Bayesiano ridotto rappresentato
in Figura 2.4 (destra). Dato che la dimensione del problema di ottimizza-
zione ` e molto ridotta rispetto a quella del modello Bayesiano intero, questa
versione ` e computazionalmente pi` u eﬃciente rispetto alle altre versioni. Lo
svantaggio di usare il modello Bayesiano ridotto ` e che peggiora la ﬂessibi-
lit` a e quindi ci si attendono prestazioni del modello identiﬁcato, in termini
di FIT, peggiori di quelle ottenibili usando il modello Bayesiano intero. Si
vedr` a per` o che le prestazioni di questa versione di SSEH sono comunque
buone in confronto alle altre versioni SSEH e alle versioni PEM.
2. SSEH ottimo: considera il modello Bayesiano intero per avere una ﬂes-
sibilit` a maggiore rispetto al modello ridotto. Come punto di partenza del
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il metodo SSEH sub-ottimo, con λij = 0 nel caso in cui una variabile non
` e considerata e un valore comune λij = λ altrimenti. Si ottimizzano tutti
i valori dell’iperparametro di partenza e quindi anche le variabili che dal
metodo sub-ottimo sono state scartate in questo caso possono inﬂuire nel
modello identiﬁcato. Dopo aver eseguito la procedura di selezione, si annul-
lano le λij inferiori a un certo valore (nelle simulazioni sono state annullate
se risultava λij < e−10), poich´ e ininﬂuenti sul sistema.
3. SSEH ottimo con preselezione: considera il modello Bayesiano intero e
utilizza come punto di partenza l’iperparametro ottenuto dall’identiﬁcazione
con il metodo SSEH sub-ottimo. A diﬀerenza dell’algoritmo SSEH ottimo,
le variabili non selezionate nell’identiﬁcazione SSEH sub-ottima non sono
pi` u considerate dal problema di ottimizzazione. Per questo motivo questa
versione non solo ` e computazionalmente pi` u eﬃciente di SSEH ottimo, ma
siccome devono essere ottimizzate meno variabili ` e atteso un risultato in
generale migliore.
Lo svantaggio ` e che nella fase di inizializzazione pu` o capitare che una certa
variabile non sia considerata, anche se in realt` a contribuisce all’evoluzione
del sistema reale (succede sopratutto se le variabili sono fortemente corre-
late). Mentre la versione SSEH ottima ottimizza tutte le variabili, questa
versione non considera pi` u le variabili non selezionate nella fase di inizializ-
zazione e compie quindi un errore.
Anche in questa versione si annullano le λij che dopo la procedura di se-
lezione risultano inferiori a un determinato valore (nelle simulazioni sono
state annullate se risultava λij < e−10).
Come accennato in sezione 2.2 per scopi implementativi le risposte impulsive
del predittore h[i,j] devono essere troncate ad una certa lunghezza. Per valutare
l’eﬀetto di questo troncamento negli studi Monte Carlo sono state considerate
diverse lunghezze ﬁsse delle risposte impulsive. In pi` u ` e stata stimata una lun-
ghezza adeguata tramite un’identiﬁcazione PEM su modelli di struttura ARX
(che ` e computazionalmente pi` u eﬃciente rispetto ad altre versioni PEM, perch´ e
si riduce a un problema dei minimi quadrati), impiegando l’indice AIC per la
stima dell’ordine.
Dell’approccio PEM si considerano le seguenti versioni:
4. PEM+Oracolo: usa il metodo PEM classico impiegando modelli in spazio
di stato (implementato nella funzione pem.m del System Identiﬁcation Tool-46 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
box di MATLAB
R   [56]), che ha accesso al test set: si seleziona il modello
e quindi l’ordine del modello, che d` a le migliori prestazioni in termini di
FITk (pu` o essere anche diverso per ogni passo di predizione k considerato)
in predizione sul test set.
5. PEM+Oracolo+set: come la versione PEM+Oracolo usa il metodo clas-
sico di identiﬁcazione PEM in spazio di stato e ha accesso ai dati di test per
ricavare l’ordine migliore. Inoltre si cerca di equipaggiare questa versione
con l’informazione di quali risposte impulsive h[i,j] del modello di riferimen-
to sparso sono nulle.
Nel caso in cui i dati sono generati da un modello di riferimento con livello
di sparsit` a ridotto, cio` e che ha solo qualche ingesso che non conta in al-
cun modo nell’evoluzione del sistema (se un certo h[i,j] ` e nullo per qualche
j ∈ {1,...,m+p}, allora ` e nullo per ogni i = 1,...,p), per tener conto nel-
l’identiﬁcazione PEM dell’informazione sulla sparsit` a basta eliminare tali
ingressi superﬂui. Questa versione d` a quindi il risultato migliore ottenibile
utilizzando l’approccio PEM per un tale modello. Nel caso invece, in cui
i dati sono stati generati da un modello con livello di sparsit` a aumentato,
non ` e aﬀatto semplice equipaggiare il metodo PEM con l’informazione sulla
sparsit` a. Il motivo ` e che da PEM sono identiﬁcate le matrici di un modello
in spazio di stato e il legame tra le variabili che non contano nella predizione
di solo qualche altra variabile e queste matrici non sono per niente sempli-
ci. ` E stato scelto per questo di utilizzare la stessa versione usata prima,
non considerando semplicemente gli ingressi che non contribuiscono in al-
cun modo all’evoluzione del sistema. Per tali modelli quindi questa versione
PEM non ` e quella ottimale, in quanto viene trascurata l’informazione delle
h[i,j] nulle non per tutti gli i = 1,...,p, ma ci si avvicina.
Per tenere conto anche delle h[i,j] nulle non per tutti gli i = 1,...,p, ` e sta-
ta provata anche una versione MISO, identiﬁcando il modello relativo solo
ad una speciﬁca uscita e agli ingressi che contano a predirla, non conside-
rando quelli che non contribuiscono alla predizione. Nelle simulazioni si ` e
visto comunque che tale versione ha delle prestazioni inferiori alla versione
PEM+Oracolo (migliori comunque delle versioni PEM che impiegano un
qualche criterio di selezione del modello) dato che si perde l’informazione
sul contributo delle altre uscite del sistema a quella usata per l’identiﬁca-
zione. Siccome l’obiettivo dell’utilizzo delle versione PEM+Oracolo+set ` e
stato valutare le prestazioni ottimali del metodo PEM e questa versione ha
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risultati della presente tesi questa versione non ` e stata riportata.
6. PEM+Oracolo+preselezione: identico alla versione PEM+Oracolo+set,
solo che al posto di usare il set di variabili che contano eﬀettivamente per la
predizione del sistema, si usa il set di variabili selezionati da una procedura
di selezione di SSEH. Questa versione ` e stata utilizzata nelle simulazioni,
nelle quali sono stati impiegati i dati reali monitorati, al posto della ver-
sione PEM+Oracolo+set, perch´ e ovviamente non si conoscono le variabili
superﬂui per la predizione del sistema.
7. PEM+BIC: usa il metodo classico PEM in spazio di stato impiegando
l’indice BIC per la selezione dell’ordine del modello.
8. PEM+BIC+preselezione: come PEM+BIC usa il metodo PEM in spa-
zio di stato equipaggiato con BIC per eﬀettuare la stima dell’ordine del
modello. In pi` u usa le informazioni dalla selezione di variabili del metodo
SSEH sub-ottimo per annullare le risposte impulsive h[i,j] nel modello iden-
tiﬁcato (in contrasto con la versione PEM+Oracolo+set che conosce il set
delle h[i,j], che sono eﬀettivamente nulle nel modello di riferimento).
9. PEM+AICc: usa il metodo PEM classico in spazio di stato equipaggiato
con AICc per eﬀettuare la stima dell’ordine del modello.
Si noti che le versioni Oracolo del metodo PEM non sono di solito applicabili
in condizioni reali. Specialmente se il monitoraggio ` e di breve durata, condizione
studiata in questa tesi, non si ha a disposizione un set di variabili di test. Se la
durata del monitoraggio ` e invece abbastanza lunga, un modo spesso adoperato ` e
di dividere i dati in due parti e di usare una porzione dei dati per eﬀettuare la
selezione dell’ordine. Per` o anche procedendo cos` ı, la versione PEM+Oracolo+set
non ` e impiegabile, dato che non si conosce il set di variabili che danno eﬀettiva-
mente contributo alla predizione del sistema.
Per i modelli di riferimento con livello di sparsit` a ridotto, come ordine massimo
dei modelli identiﬁcati mediante i diversi metodi PEM ` e stato considerato 12.
Questo limite ` e stato scelto perch´ e ordini pi` u alti hanno creato problemi nel caso
di set di dati N a dimensioni ridotte. Il motivo ` e che in tali casi il numero di
parametri da stimare ` e troppo alto in confronto ai dati disponibili e quindi la
procedura PEM non ` e ben deﬁnita. Il limite di 12, che pu` o sembrare piccolo in
confronto all’ordine 30 del modello di riferimento scelto, non ha comportato co-
munque delle limitazioni nelle simulazioni dove sono stati impiegati modelli con
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erano inferiori a tale limite, anche per le dimensioni massime del set di dati con-
siderate.
Per le simulazioni, dove sono stati impiegati invece i modelli di riferimento con li-
vello di sparsit` a aumentato, ` e stato notato che gi` a per N = 300 l’ordine 12 ` e stato
scelto diverse volte e per N = 800 tale limite ` e stato raggiunto quasi sempre. Per
questo motivo, dove nelle simulazioni sono stati impiegati i modelli di riferimento
con livello di sparsit` a aumentato, per N ≥ 300 si ` e scelto di aumentare l’ordine
massimo dei modelli identiﬁcati mediante PEM a 30.
Come accennato in precedenza, per stimare una lunghezza adeguata delle
risposte impulsive ` e stato usata un’altra versione di PEM, della quale per` o non
sono stati riportati le prestazioni in termini di FITk:
10. PEM/ARX+AIC: usa il metodo PEM per modelli ARX e impiega l’in-
dice AIC per selezionare l’ordine adeguato del modello. Per questa versione
l’ordine massimo considerato ` e stato 50. Nel caso in cui il metodo PEM
dava errore per un numero di parametri da stimare troppo alto, l’identiﬁ-
cazione ` e stata arrestata e l’ordine adeguato ` e stato selezionato tra quelli
dove l’identiﬁcazione ` e stata eseguita con successo.
3.3.2 Procedure di selezione delle variabili per SSEH
Nell’ambito della regressione lineare gli algoritmi pi` u usati per fare la selezione
di variabili (in letteratura anche nota come feature selection) sono i procedimen-
ti euristici forward selection, backward elimination e stepwise selection.
Un’altra procedura standard, chiamata all-best selection, seleziona il miglior
set di variabili, considerando tutte gli insiemi possibili. ` E stato proposto un gran
numero di algoritmi alternativi, come procedure di “branch and bound” ed ela-
borazioni della procedure di stepwise selection [49–51,57], che in certi casi sono
vantaggiose rispetto alle procedure standard appena citate.
La procedura di forward selection parte da un insieme di variabili vuoto e valuta
ad ogni passo (impiegando un qualche indice di validazione) se aggiungere o meno
una certa variabile all’insieme delle variabili selezionate ﬁno a considerare tutte
le variabili oppure ﬁno a che non si veriﬁca una qualche condizione di arresto.
Nel caso SSEH questo signiﬁca partire con un iperparamentro con λi,j = 0 per
i = 1,...,p e j = 1,...,m + p e settare un certo λi,j uguale al valore ottenuto
dal problema di ottimizzazione se il valore dalla marginale J(y[i]+;ζ) deﬁnita in
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La procedura di backward elimination invece parte da un insieme in cui tutte le
variabili sono considerate e si procede togliendo delle variabili (nel caso SSEH ci` o
signiﬁca partire con tutti i λi,j uguale al valore ottenuto dal problema di ottimiz-
zazione e valutare se settare a zero un λi,j alla volta).
La terza procedura, detta stepwise selection, ` e una combinazione delle altre due:
si parte con un insieme vuoto e ad ogni passo si valuta se aggiungere una certa
variabile all’insieme delle variabili considerate (come per la forward selection). Se
una certa variabile ` e aggiunta si valuta se qualche altra variabile, gi` a appartenen-
te all’insieme delle variabili selezionate, pu` o essere di nuovo tolta.
Per capire meglio come lavorano le diverse procedure in Figura 3.6 sono illustrati
tutti i possibili stati di un problema con quattro variabili, ordinati per numero
di variabili selezionate (a sinistra nessuna variabile ` e inclusa, a destra tutte le
variabili sono state selezionate). Assumendo che uno di questi stati sia quello
ottimale la procedura di forward selection, aggiungendo ad ogni passo una va-
riabile, si avvicina da sinistra allo stato ottimo come la procedura di stepwise
selection (avendo per` o anche la possibilit` a di tornare successivamente verso sini-
stra togliendo certe variabili). Quella di backward elimination invece procede da
destra verso sinistra togliendo ad ogni passo una variabile dal set di variabili sele-
zionate (chiamato cos` ı con un piccolo abuso di notazione ed ` e in realt` a un set che
include tutte le risposte impulsive h[i,j] relative alle variabili j ∈ {1,...,m + p}
selezionate). La procedura all-best selection inﬁne, considera tutti i sottoinsiemi
di variabili e seleziona quello che d` a le prestazioni migliori.
Da Figura 3.6 sembra che, nel caso in cui esiste un determinato stato otti-
mo, impiegando una qualunque delle tre procedure si arriva comunque allo stato
ottimo. La procedura forward selection ` e pi` u eﬃciente rispetto alla procedura
di backward elimination nel caso in cui poche delle variabili servono a predire
l’evoluzione del sistema (situazione che si presenta spesso nel caso in cui c’` e un
gran numero di variabili e quindi l’eﬃcienza della procedura di selezione ha un
peso sull’eﬃcienza totale dell’algoritmo di identiﬁcazione) e si utilizza un qualche
criterio di arresto della procedura.
Lo svantaggio della procedura di forward selection si presenta per` o nel caso in
cui le variabili sono tra di loro correlate e la selezione ` e eﬀettuata in maniera
sequenziale (si valuta la prima variabile, se d` a un contributo positivo si include la
variabile nel set delle variabili selezionate, altrimenti no; poi si valuta la seconda,
poi la terza e cos` ı via ﬁno all’ultima). Se una qualche variabile non ` e strettamen-
te legata all’evoluzione del sistema, ma ` e correlata con un’altra variabile che ` e50 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
Figura 3.6 – Possibili stati di un problema di selezione delle variabili con quat-
tro variabili ordinati rispetto al numero di elementi selezionate (cerchio bianco per
variabile selezionata e nero per variabile non selezionata) [58]. La procedura di
forward selection valuta i stati da destra a sinistra, la procedura di backward elimi-
nation da sinistra a destra. La procedura di stepwise selection procede inizialmente
verso destra e riconsidera poi gli stati a sinistra.
legata all’evoluzione che segue nella sequenza con cui sono valutate le variabili,
entrambe sono selezionate. Questo ` e per` o un’errore, dato che la seconda variabile
porta tutta l’informazione della prima aggiungendone anche un’altra e quindi la
prima non dovrebbe essere inclusa.
L’analogo del problema appena descritto per la procedura di forward selection non
si presenta nella procedura di backward elimination, dato che una certa variabile
non ` e mai tolta se ` e strettamente legata all’evoluzione di un sistema e quindi non
si presenta l’eventuale problema di doverla aggiungere successivamente. Un altro
approccio per aggirare il problema, ma che nel caso in cui poche variabili servono
per la predizione del sistema pu` o essere computazionalmente pi` u eﬃciente della
procedura di backward elimination, ` e dato dalla procedura di stepwise selection:
ad ogni aggiunta di una qualche variabile si rivalutano tutte le altra variabili gi` a
selezionate. Se tale variabile appena aggiunta porta tutta l’informazione inclusa
in una qualche altra variabile gi` a aggiunta, si toglie di nuovo questa altra varia-
bile.
Per m variabili di ingresso e p variabili di uscita in genere la procedura di stepwi-
se selection ` e comunque computazionalmente pi` u onerosa rispetto alle altre due.
Infatti, mentre le procedure sequenziali di selezione di variabili forward selection
e backwise elimination hanno complessit` a O(m+ p) (si valuta ogni variabile una
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caso peggiore in cui si aggiungono tutte le variabili, ad ogni passo bisogna rivalu-
tare tutte le variabili gi` a aggiunte. La procedura all-best selection ` e la procedura
meno eﬃciente di tutte quelle considerate, dato che deve considerare tutti i pos-
sibili set di variabili e ha quindi complessit` a O((m+p)!). Da tale procedura sono
per` o attese le prestazioni migliori.
Nelle diverse procedure di selezione pu` o anche essere cambiata la sequenza con
cui si valutano le variabili. Invece di valutarle sequenzialmente conviene utilizzare
un qualche criterio, che determina quale tra le variabili d` a il massimo contributo
all’evoluzione del sistema (per le procedure di forward selection) oppure quale
invece ne d` a il minimo (per le procedure di backward elimination). Nel caso del-
l’approccio SSEH come criterio si pu` o usare il delta di variazione della marginale
deﬁnita in (2.33) aggiungendo o togliendo una qualche variabile. Una procedura
che impiega un tale criterio, si indica con il nome “Bayesiana”, dato che si utilizza
l’informazione a priori della entit` a di decrescita della marginale per eﬀettuare la
selezione delle variabili.
Nella procedura di forward selection Bayesiana in confronto a quella sequenzia-
le si parte sempre da un set di variabili selezionate vuoto. Invece di valutare le
variabili sequenzialmente, ad ogni passo a tale set si aggiunge la variabile non
ancora contenente, che provoca il maggior decremento della marginale. Quando
si giunge alla situazione in cui, aggiungendo una qualunque delle variabili (non
ancora selezionate) la marginale non decresce pi` u, al set delle variabili non si
aggiunge pi` u nessuna variabilee la procedura si arresta.
La procedura backward elimination Bayesiana ` e molto simile a quella di forward
selectione Bayesiana, ma parte da un insieme di variabili selezionate contenente
tutte le variabili e toglie ad ogni passo la variabile che d` a il maggior decremento
della marginale (2.33). Questa eliminazione ` e eseguito ﬁno a che, togliendo una
qualunque delle variabili contenute nel set, la marginale non decresce pi` u e si
arresta quindi la procedura avendo trovato il set ﬁnale. Anche la procedura di
stepwise selection ` e simile: partendo da un set di variabili selezionate vuoto, si
aggiunge ad ogni passo quella che d` a il maggior decremento della marginale e si
controlla se tale aggiunta rende superﬂua qualche variabile gi` a contenuta nel set
(controllando se togliendo qualche variabile la marginale decresce ulteriormente),
che pu` o quindi di nuovo essere tolta.
Si noti che la convergenza della procedura stepwise selection Bayesiana non ` e cos` ı
ovvia. Potrebbe capitare un ciclo inﬁnito in cui ciclicamente si aggiungono certe
variabili che poi sono di nuovo tolte. Queste situazioni sono per` o impedite dal52 3. SETUP SPERIMENTALE PER LA VALIDAZIONE DI SSEH
fatto che le variabili si aggiungono oppure si tolgono solo se la marginale decresce
strettamente. ` E quindi garantita la convergenza della procedura stepwise selec-
tion Bayesiana.
La procedura che in questa tesi ` e chiamata, con un piccolo abuso di notazione,
all-best selection Bayesiana non ` e una vera procedura all-best, dato che si impiega
una condizione di arresto. Gli stati che non si sono veriﬁcati prima del veriﬁcarsi
della condizione d’arresto non sono considerati. La procedura all-best selection
Bayesiana parte da un insieme vuoto di variabili selezionate (scelta fatta qui, ma
ugualmente si poteva partire da un’insieme contenente tutte le variabili). Ad ogni
passo, per ogni variabile non contenuta nel set attuale delle variabili selezionate,
si valuta l’eﬀetto dell’inserimento di una variabile e per ogni variabile contenuta
nel set attuale, si valuta l’eﬀetto dell’eliminazione di una variabile. L’operazione
che d` a la maggior decrescita della marginale ` e eﬀettuata. Si continua a togliere
e aggiungere variabili ﬁnch´ e la marginale non decresce pi` u. La convergenza di
questa procedura ` e ancora garantita dalla stretta decrescita della marginale.
In sezione 2.2.5 ` e riportato il deﬂusso dettagliato della procedura forward selec-
tion Bayesiana. Non si riportano i dettagli delle altre procedure, dato che basta
fare le ovvie modiﬁche.
Lo svantaggio accennata prima della procedura forward selection sequenziale, che
si presenta soprattutto se le variabili sono tra di loro correlate, nel caso della
procedura Bayesiana non si presenta pi` u. Il motivo ` e che la procedura Bayesiana
considera prima le variabili che contengono pi` u informazioni. Una variabile che
non contribuisce all’evoluzione del sistema ma ` e correlata ad una che ne contri-
buisce ` e considerata solo successivamente e dato che tutta l’informazione ` e gi` a
contenuta in quella che contribuisce all’evoluzione, l’altra non ` e aggiunta pi` u. Per
questo motivo e dato che la procedura di forward selection nel caso in cui poche
variabili contano (cosa che in casi reali si determina soprattutto se si ha un gran
numero di variabili) ` e computazionalmente pi` u eﬃciente rispetto alla procedura
di backward elimination, come procedura standard di selezione delle variabili per
SSEH si considera la forward selection Bayesiana. La versione MISO di questa
procedura ` e stata usata anche negli articoli [20–22] per confrontare l’approccio
SSEH con altri metodi di identiﬁcazione (parametrici e non-parametrici).
Rispetto alle procedure sequenziali lo svantaggio delle procedure Bayesiane ` e ovvi-
mente la complessit` a computazionale. Come accennato, per m variabili di ingresso
e p variabili di uscita, le procedure di selezione delle variabili forward selection
e backward elimination sequenziali considerano ogni variabile una sola volta e
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hanno invece complessit` a O((m + p)2). Questo perch´ e nel caso peggiore in cui
si aggiungono o tolgono rispettivamente tutte le variabili, ad ogni passo devono
essere calcolate le marginali rispettivamente di ogni variabile non ancora conte-
nente, o gi` a contenuta nel set delle variabili selezionate. Nello stesso modo per
la procedura stepwise selection la complessit` a aumenta da O((m + p)2) nel caso
sequenziale a O((m + p)3) nel caso Bayesiano, e per la procedura all-best selec-
tion da O((m+p)!) nel caso sequenziale a O((m+p) (m+p)!) nel caso Bayesiano.
Procedure di selezione considerate nelle simulazioni Come accennato
diverse volte come procedura di selezione standard si usa la procedura forward
selection Bayesiana, presentata in dettaglio in sezione 2.2.5. Sono stati eseguiti
per` o studi Monte Carlo con lo scopo di confrontare la bont` a di diverse procedure
di selezione, alcune di queste procedure sono state utilizzate poi anche nell’iden-
tiﬁcazione di modelli da dati misurati in ediﬁci.
Nelle simulazioni relative alle procedure di selezione, in una prima fase sono
state considerate procedure che eﬀettuano la selezione di variabili, cio` e procedure
che prevedono solo di annullare tutte (per ogni i = 1,...,p) le risposte impul-
sive del predittore h[i,j], per certi j. Sono state utilizzate le procedure forward
selection, backward elimination e stepwise selection, che eﬀettuano la selezione
valutando le variabili sequenzialmente. Per evidenziare meglio i pregi e i difetti
di queste procedure sequenziali, sono state considerate le versioni che cominciano
a valutare le h[i,j] dagli ingressi (da j = 1) aumentando ad ogni passo la j, e le
versioni che cominciano dalle uscite (da j = m+p) e riducono la j ad ogni passo.
Le procedure si indicano per questo relativamente con “sequenziali in avanti” e
con “sequenziali all’indietro”.
Si noti che nel caso sequenziale la procedura all-best selection non ` e stata utilizza-
ta. Un motivo ` e che le procedure sequenziali sono state considerate in prima linea
per mostrare lo svantaggio della procedura forward selection, che si evidenzia gi` a
nel considerare le altre procedure. Un altro motivo ` e che nel caso sequenziale
la procedura all-best selection ` e computazionalmente molto pi` u onerosa rispetto
alle altre procedura considerate. Si considera per` o la procedura all-best selection
Bayesiana, oltre alle procedure forward selection Bayesiana, backward elimina-
tion Bayesiana e stepwise selection Bayesiana.
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selezione, le procedure considerate eﬀettuano la selezione delle singole risposte
impulsive, cio` e sono in grado di valutare ogni singola risposta impulsiva h[i,j]. Si
ottiene cos` ı l’interconnessione (causalit` a di Granger) tra le variabili di un sistema,
del tipo schematizzato in Figura 2.5. Di queste procedure non si fa un’analisi cos` ı
accurata come per le procedure di selezione delle variabili dato che ovviamente
i risultati di tale procedure si possono trasferire alle procedure di selezione delle
singole risposte impulsive.
La complessit` a computazionale di queste procedure di selezione delle risposte im-
pulsive ` e ovviamente superiore alle procedure di selezione delle variabili, a cui si ` e
fatto riferimento in precedenza, analizzando la complessit` a delle diverse procedu-
re. Mentre prima si ` e visto che la complessit` a ` e funzione di m+p (numero totale
di variabili), per le procedure di selezione delle risposte impulsive la complessit` a
` e funzione di p(m + p) (numero totale di risposte impulsive): mentre per esem-
pio la forward selection sequenziale per la selezione delle variabili ha complessit` a
O(m + p) e quella Bayesiana O((m + p)2), le versioni di selezione delle risposte
impulsive hanno complessit` a O(p(m + p)) e O((p(m + p))2) rispettivamente.
Nella seconda fase sono state usate solo procedure Bayesiane. ` E stato considera-
to la procedura di selezione delle risposte impulsive all-best selection Bayesiana:
partendo da un set di risposte impulsive h[i,j] vuoto, ad ogni passo si calcola per
ogni risposta impulsiva il cambiamento della marginale inserendola o togliendola
(se rispettivamente non ` e, oppure ` e gi` a inclusa) da tale set. Si inserisce o toglie
dal set di risposte impulsive scelte la h[i,j] che d` a la maggior decrescita della mar-
ginale deﬁnita in (2.33), aﬃnch´ e questa non decresce pi` u.
Le altre procedure di selezione delle risposte impulsive considerate sono in pratica
delle estensioni della procedura standard di forward selection Bayesiana:
• FORWARD-AllBest: ` e simile alla procedura all-best selection, ma invece
di partire dal set vuoto di risposte impulsive selezionate, come set iniziale
si usano le variabili selezionati dalla procedura forward selection Bayesiana,
eseguita in un passo preliminare.
• FORWARD-AllBest-Input: esegue la selezione delle variabili impiegan-
do la procedura forward selection Bayesiana, il cui risultato ` e poi usato
come set iniziale di diverse procedure all-best selection: si valutano tutte
le singole risposte impulsive eseguendo m + p procedura all-best selection.
Partendo da j = 1 e aumentandolo ad ogni passo, ciascuna di queste proce-
dure di selezione delle risposte impulsive considera le p risposte impulsive
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• FORWARD-AllBest-Output: esegue come la procedura FORWARD-
AllBest-Input, partendo dal set iniziale di variabili selezionate dalla pro-
cedura forward selection Bayesiana, diverse procedure all-best selection.
In questo caso si eseguono per` o p procedura all-best selection, partendo
da i = 1 e aumentandolo ad ogni passo, considerando le m + p risposte
impulsive h[i,j] relative all’attuale i.
• FORWARD-backward: usa come set iniziale le variabili selezionati dalla
procedura forward selection Bayesiana e valuta se conviene togliere singole
risposte impulsive da tale set impiegando una procedura di selezione delle
risposte impulsive del tipo backward elimination.
Queste estensioni della procedura di selezione standard delle variabili forward
selection Bayesiana sono state considerate perch´ e in problemi di ottimizzazione
non-lineare un criterio cruciale per avere un buon esito ` e l’impiego di un’adegua-
ta condizione iniziale. In confronto alla pura procedura all-best selection, dove
si parte dal set iniziale vuoto, nelle estensioni della procedura forward selection
Bayesiana il set iniziale ` e dato dalle variabili selezionate da tale procedura.
In teoria la procedura forward selection Bayesiana seleziona tutte le variabili che
contribuiscono alla predizione del sistema. Nel caso in cui certe variabili non
contribuiscono alla predizione di tutte le uscite, si possono annullare le relative
risposte impulsive h[i,j] applicando la procedura backward elimination di singole
risposte impulsiva sul set delle variabili scelte dalla forward selection Bayesiana.
Dato che pu` o capitare che una certa variabile d` a un contributo molto ridotto e
solo alla predizione di poche altre variabili, pu` o capitare che tale variabile non ` e
selezionata dalla procedura di forward selection Bayesiana. In tal caso il piccolo
contributo dato dalla variabile ` e eliminato per l’inclusione delle risposte impulsi-
ve relative alle variabili, alle quali quella determinata variabile non contribuisce.
Pu` o quindi essere conveniente rivalutare anche le risposte impulsive non conte-
nute nel relativo set delle variabili selezionate dalla forward selection Bayesiana;
tale procedura di selezione delle variabili ` e stata quindi anticipata alla all-best
selection per selezionare le singole risposte impulsive.
Con le procedure FORWARD-AllBest-Input e FORWARD-AllBest-Output si ` e
cercato di includere nella procedura di selezione un impostazione ﬁsica. Pensan-
do che i dati impiegati per l’identiﬁcazione del modello siano state misurate da
qualche sensore (come nel caso dell’identiﬁcazione di modelli termodinamici di un
ediﬁcio), la forward selection Bayesiana identiﬁca prima i sensori che danno infor-
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si usano come punto iniziale delle procedure di selezione delle risposte impulsi-
ve. La procedura di FORWARD-AllBest-Input (Input nel senso di ingressi per la
predizione delle uscite di un sistema, dati dagli eﬀettivi ingressi e dai passati delle
uscite di tale sistema) valuta per ogni sensore, impiegando una procedura all-best
selection, il suo contributo alla predizione di quale sensore deﬁnito come uscita.
Si noti che si valutano anche le variabili non selezionate dalla forward selection
Bayesiana. La procedura di FORWARD-AllBest-Output (Output per le variabili
di uscita del sistema, che si cercano di predire) invece impiega diverse procedura
all-best selection per valutare sequenzialmente per ogni singolo sensore deﬁnito
come uscita, quale tra tutti i sensori contribuisce alla predizione del relativo sen-
sore di uscita.Capitolo 4
Risultati degli studi Monte Carlo
Si presentano in questo capitolo i risultati ottenuti da diversi studi Monte Carlo,
utilizzati per validare il metodo di identiﬁcazione SSEH e per confrontarlo con il
metodo classico PEM, da lungo lo stato dell’arte nell’ambito dell’identiﬁcazione.
Nella prima parte di questo capitolo si analizzano le inﬂuenze della lunghezza del
set di dati N e della lunghezza delle risposte impulsive (dato che per questioni
computazionali devono essere troncati a una certa lunghezza t0) sulle prestazioni
di SSEH e anche sui metodi PEM. Successivamente, per diversi N e t0 ﬁssati, si
confrontano diversi metodi di selezione per l’algoritmo SSEH. Inﬁne, per i me-
desimi N e t0 ﬁssati, si confrontano le diverse versioni dell’approccio SSEH e
dell’approccio PEM.
L’indice FITk, deﬁnito in capitolo 3, d` a una valutazione della bont` a dell’appros-
simazione di un andamento predetto a k passi a un andamento reale e si calcola
in relazione a una speciﬁca uscita. In questo capitolo ` e stato fatta la scelta arbi-
traria di riportare solo i FITk relativi all’uscita y[2] (quella intermedia, dato che i
modelli sono stati generati con tre uscite), poich´ e per l’alto numero di esperimenti
fatti in ogni studio Monte Carlo, i FITk relativi alle tre uscite sono distribuiti in
maniere equilibrata. Un’alternativa avrebbe potuto essere ovviamente riportare i
FITk relativi a una qualunque altra uscita oppure riportare la media dei FITk
sulle tre uscite.
Di seguito, per confrontare i risultati ottenuti dai diversi metodi di identiﬁcazio-
ne in termini di FITk, si useranno dei “box-plot”, utili in generale per illustrare
la distribuzione statistica di una qualche popolazione di dati. Questi sono sta-
ti generati impiegando il comando boxplot.m di MATLAB R   e rappresentano il
mediano, un rettangolo delimitano dal primo e quarto quartile e i segmenti (“whi-
sker”) che individuano i valori massimi e minimi non compresi gli “outlier” [56].
Anche gli outlier sono a loro volta evidenziati nel box-plot e, nel caso in cui questi58 4. RISULTATI DEGLI STUDI MONTE CARLO
si trovano al di fuori del limite del plot, si usa la notazione “Plus xx”, dove xx
indica il numero di outlier all’esterno del limite.
4.1 Inﬂuenze delle lunghezze del set di dati e
delle risposte impulsive
In questa sezione si analizzano le inﬂuenze della lunghezza del set di dati N e
della lunghezza delle risposte impulsive t0 alle prestazioni del metodo SSEH. Si
considera a tal ﬁne la versione SSEH sub-ottima che, come spiegato in sezione 3.3,
impiega il modello Bayesiano ridotto ed ` e quindi computazionalmente pi` u eﬃcien-
te rispetto alle versioni ottime, che presentano prestazioni leggermente migliori,
come si vedr` a in sezione 4.3. Come lunghezze del set di dati nelle simulazioni so-
no state considerate N ∈ {150,200,300,500,800} e come lunghezze delle risposte
impulsive p ∈ {5,10,30,40}. Come lunghezza delle risposte impulsive ` e stata con-
siderata inoltre la lunghezza adeguata, stimata mediante un identiﬁcazione PEM
di modelli ARX, impiegando l’indice AIC come criterio di selezione del modello
(PEM/ARX+AIC).
Per avere un confronto con l’approccio PEM, in questa sezione si considerano
anche la versione PEM+Oracolo+set e la versione PEM+BIC. Inoltre ` e stato
calcolato, per ogni esperimento, il FITk ottenuto dalla predizione impiegando il
modello di riferimento, che presenta ovviamente il limite superiore raggiungile da
un modello identiﬁcato dai dati e che qui permette un confronto generale sulla
bont` a dei diversi metodi di identiﬁcazione.
I diversi metodi di identiﬁcazione sono stati applicati a dati, ottenuti da modelli
con livello di sparsit` a diﬀerente, utilizzando ingressi non correlati e ingressi cor-
relati, generati come descritto in sezione 3.1.
4.1.1 Ingressi non correlati e modelli con livello di sparsit` a
ridotto
Si riportano qui i risultati degli studi Monte Carlo eseguiti per analizzare l’in-
ﬂuenza di N e di t0 sulle prestazioni dei diversi metodi di identiﬁcazione, nei quali
sono stati generati ingressi scorrelati e modelli con livello di sparsit` a ridotto cos` ı
da avere qualche ingresso che non contribuisce in alcun modo all’evoluzione del4.1. INFLUENZA DI N E DI T0 59
sistema.
Tipicamente l’indice FITk decresce all’aumentare dei passi di predizione k e,
dopo un certo numero di passi, tende a stabilizzarsi. Questo ` e dovuto al fatto
che, all’aumentare di k, il passato dell’uscita contribuisce sempre di meno alla
predizione. In Figura 4.1 sono riportati gli andamenti di mediani dell’indice FITk
in funzione dei passi di predizione k di uno studio Monte Carlo con una lunghezza
del set di dati N = 300, per il modello di riferimento con livello di sparsit` a ridotto
e per modelli identiﬁcati impiegando diversi metodi.























Figura 4.1 – Andamento dei mediani dei FITk al cambiare del passo di predi-
zione k di uno studio Monte Carlo con la lunghezza del set di dati N = 300.
Sono riportati gli andamenti relativi al modello di riferimento sparso e ai modelli
identiﬁcati mediante i metodi PEM+Oracolo+set, PEM+BIC e SSEH subottimo
con diverse lunghezze delle risposte impulsive (t0 ∈ {10,30,40} e t0 stimato da
PEM/ARX+AIC).
La Figura 4.1 mostra che, come c’` e da aspettarsi, all’aumentare dei passi di
predizione di solito l’indice FITk peggiora. Non ` e cos` ı invece per i modelli identi-
ﬁcati impiegando PEM+BIC. Il motivo sta nel fatto che questa versione di PEM,
per un set di dati N ridotto, ha diﬃcolt` a soprattutto a identiﬁcare il modello
di rumore, cio` e i termini gk in equazione (2.26). Infatti tale modello ha eﬀetto
positivo nella predizione solo a pochi passi e peggiora quindi il FITk per piccoli
k. Come si vedr` a di seguito, all’aumentare di N, PEM+BIC riesce a identiﬁcare
meglio anche il modello d’errore e quindi questa versione presenta un andamento
del FITk che decresce all’aumentare dei passi di predizione k, similmente a quan-60 4. RISULTATI DEGLI STUDI MONTE CARLO
to visto in Figura 4.1 per le altre versioni di identiﬁcazione.
Siccome gli andamenti riportati in Figura 4.1 non contengono molta informazio-
ne statistica, si ` e scelto di non riportare tutti gli andamenti per tutti i diversi
N considerati. Nella presentazione degli risultati seguente si ` e scelto invece di
limitarsi agli indici FIT1 e FIT20 (cio` e i FIT relativi alle predizioni a un passo
e a venti passi di predizione) poich´ e con tali due valori ci si pu` o fare un’idea
dell’andamento dell’indice FITk in funzione di k.
In Tabella 4.1 sono riportati i mediani del FIT1 e del FIT20 (riportato in ta-
bella tra parentesi quadre) per studi Monte Carlo considerando diverse lunghezze
del set di dati N, dove per ciascun studio sono stati considerati 200 esperimenti.
I valori di tale tabella sono riportati graﬁcamente nei due graﬁci di Figura 4.2.
Tabella 4.1 – Mediani degli esperimenti degli studi Monte Carlo di FIT1 e di
FIT20 (riportati tra parentesi quadre), considerando diverse lunghezze del set di
dati N, impiegando PEM+Oracolo+set, PEM+BIC e SSEH sub-ottimo con diverse
lunghezze delle risposte impulsive t0 e avendo usato modelli di riferimento con
livello di sparsit` a ridotto per generare i dati. Gli ingressi sono stati generati in modo
da essere scorrelati. Come lunghezze delle risposte impulsive di SSEH sub-ottimo
sono state usate t0 ∈ {10,30,40} e le lunghezze stimate mediante PEM/ARX+AIC,
le cui medie per le diverse N sono riportate nella seconda riga della presente tabella.
FIT1 [FIT20] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 4.63 5.38 6.52 7.72 9.28
Riferimento 0.872 [0.857] 0.873 [0.855] 0.874 [0.856] 0.871 [0.858] 0.872 [0.854]
PEM+Or+set 0.793 [0.779] 0.817 [0.795] 0.839 [0.81] 0.849 [0.82] 0.853 [0.829]
PEM+BIC 0.53 [0.675] 0.632 [0.723] 0.766 [0.774] 0.824 [0.801] 0.843 [0.819]
SSEH t0-ARX 0.807 [0.739] 0.833 [0.75] 0.843 [0.786] 0.854 [0.808] 0.858 [0.825]
SSEH t0 = 10 0.807 [0.746] 0.835 [0.76] 0.844 [0.791] 0.854 [0.812] 0.858 [0.827]
SSEH t0 = 30 0.79 [0.733] 0.825 [0.756] 0.842 [0.788] 0.852 [0.812] 0.857 [0.827]
SSEH t0 = 40 0.78 [0.725] 0.819 [0.754] 0.841 [0.787] 0.853 [0.812] 0.858 [0.827]
Da Tabella 4.1 e dalla relativa Figura 4.2 si vede che, all’aumentare della lun-
ghezza del set di dati N impiegati per l’identiﬁcazione, migliorano le prestazioni
di tutti i metodi di identiﬁcazione impiegati in termini di FITk e si avvicinano
alla prestazione in predizione del modello di riferimento sparso, usato per gene-
rare i dati.
Per quanto riguarda le prestazioni, dalla Figura 4.2 (soprattutto quella relativa4.1. INFLUENZA DI N E DI T0 61














































Figura 4.2 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo in funzione alla
lunghezza del set di dati N, relativo a Tabella 4.1.
al FIT1, sinistra) ´ e immediatamente evidente che l’approccio PEM, nel caso in
cui deve eﬀettuare una selezione dell’ordine e non conosce il set degli ingressi che
non contribuiscono all’evoluzione del sistema (la versione PEM+BIC riportata
nell’immagine), ` e poco eﬃciente quando si ha un numero ridotto di dati a dispo-
sizione. All’aumentare dei dati invece, le prestazioni di tale versione si avvicinano
a quella della versione PEM che ha accesso ai dati di test per la selezione del-
l’ordine e conosce il set di ingressi che non contano nell’evoluzione del sistema
(PEM+Oracolo+set). Le prestazioni di PEM+Oracolo+set sono confrontabili a
quelle delle versioni SSEH sub-ottima.
Dalla Tabella 4.1 si veriﬁca anche quanto accennato prima, relativamente al-
l’andamento dell’indice FITk in funzione dei passi di predizione k della versione
PEM+BIC. Per N ridotti, il modello di rumore non ` e identiﬁcato in maniera
soddisfacente. Infatti ﬁno a N = 300 incluso, i FITk a un passo di predizione
sono inferiori di quelli a venti passi. Per N = 500 e N = 800 invece, anche questi
modelli presentano prestazioni migliori a pochi passi di predizione.
Nella seconda riga di Tabella 4.1 ` e riportata la media delle lunghezze delle rispo-
ste impulsive t0 nei singoli esperimenti degli studi Monte Carlo di SSEH, stimate
mediante il metodo PEM/ARX+AIC. Le prestazioni di SSEH, che impiega tale
stima della lunghezza t0, sono riportate nella sesta riga. Dalla Tabella 4.1 e dalla
relativa Figura 4.2 si vede che le prestazioni del metodo SSEH sub-ottimo non62 4. RISULTATI DEGLI STUDI MONTE CARLO
variano di tanto al cambiare della lunghezza delle risposte impulsive. Si nota per` o
che, per piccole dimensioni del set di dati N, non conviene scegliere lunghezze
delle risposte impulsive troppo lunghe. Questo ` e dovuto al fatto che in realt` a la
lunghezza del set di dati usato per l’identiﬁcazione ` e dato da N − t0 (si guardi
sezione 2.2) e l’aumento della lunghezza delle risposte impulsive t0 comporta una
riduzione dei dati utilizzabili per l’identiﬁcazione. Questo si evidenzia comunque
solo per lunghezze del set di dati N ridotti.
Per valutare l’inﬂuenza della lunghezza del set dei dati N e delle risposte im-
pulsive identiﬁcate con SSEH sono stati riportati i box-plot, rappresentando per
questione di spazio solo quelle relative alle lunghezza dei dati massima (N = 800)
e minima (N = 150) considerate; in Figura 4.3 ` e riportato il box-plot per lo studio
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Figura 4.3 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
del set dei dati N = 150, relativo alla seconda colonna di Tabella 4.1.
Esaminando il box-plot relativo a N = 150 di Figura 4.3 e quello relativo
a N = 800 di Figura 4.4, si confermano le considerazioni fatte a proposito di
Tabella 4.1 e Figura 4.2: all’aumentare della lunghezza del set di dati migliorano
le prestazioni dei modelli identiﬁcati e i FITk si avvicinano a quelli ottenuti con
il modello di riferimento sparso.
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Figura 4.4 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
del set dei dati N = 800, relativo all’ultima colonna di Tabella 4.1.
prestazioni molto inferiori rispetto agli altri metodi di identiﬁcazione considerati,
conducibile alle necessit` a sia di dover selezionare un modello adeguato dai pochi
dati, sia di non conoscere le risposte impulsive nulle. Da Figura 4.3 si vede che
questo comporta, per il metodo PEM+BIC, non solo che il mediano dei FITk sia
inferiore, ma anche che la varianza degli indici sia pi` u alta. Per N = 800 invece le
prestazioni di PEM+BIC si avvicinano a quelle degli altri metodi e ai FITk del
modello di riferimento.
Dalla Figura 4.3 si vede ancora che, per lunghezze di dati ridotte, conviene usa-
re lunghezze delle risposte impulsive dei modelli identiﬁcati tramite SSEH non
troppo lunghe.
Le percentuali delle risposte impulsive considerate in maniera corretta dal
metodo SSEH sub-ottimo sono riportate in Tabella 4.2, separando le risposte im-
pulsive relative agli ingressi da quelle relative alle uscite (riportate tra parentesi
quadre). Si ricorda che in questa sezione, per questioni di tempo di calcolo, del
metodo SSEH si considera solo la versione SSEH sub-ottima che impiega il model-
lo Bayesiano ridotto, e la procedura di selezione delle variabili forward selection
Bayesiano.
Come si vede da Tabella 4.2 la procedura di selezione nel caso di modello64 4. RISULTATI DEGLI STUDI MONTE CARLO
Tabella 4.2 – Percentuali delle risposte impulsive relative agli ingressi e alle uscite
(riportate in tabella tra parentesi quadre) considerate in maniera corretta per i di-
versi studi Monte Carlo, impiegando modelli con livello di sparsit` a ridotto e ingres-
si scorrelati. Nella seconda riga sono riportate le medie delle t0 stimate mediante
PEM/ARX+AIC per i relativi N.
%-in [%-out] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 4.63 5.38 6.52 7.72 9.28
SSEH t0-ARX 99.45 [94] 99.5 [96.16] 99.8 [97.67] 99.9 [98.67] 100 [99.17]
SSEH t0 = 10 98.85 [91.5] 99.3 [94.5] 99.7 [96.83] 99.95 [98.5] 100 [99]
SSEH t0 = 30 97.65 [91] 99.1 [93.83] 99.6 [96.67] 99.95 [98.3] 99.95 [99.5]
SSEH t0 = 40 97.5 [90.5] 98.95 [93.93] 99.55 [96.1] 99.9 [98.3] 99.95 [99.33]
con livello di sparsit` a ridotto e ingressi non correlati funziona bene, soprattutto
per determinare le risposte impulsive nulle relative agli ingressi (cio` e le h[i,j] per
i = 1,...,p e j = 1,...,m). La prestazione della selezione delle h[i,j] relative alle
uscite (cio` e per i = 1,...,p e j = m+1,...,m+p) sono un po’ inferiori, dato che
le uscite sono correlate tra di loro e anche con gli ingressi. Inoltre dalla Tabella
4.2 si nota quanto gi` a visto prima: non conviene usare lunghezze delle risposte
impulsive t0 troppo lunghe, soprattutto per lunghezze del set di dati ridotte, dato
che all’aumentare di t0 si riduce il set di dati eﬀettivamente impiegato per l’iden-
tiﬁcazione.
4.1.2 Ingressi correlati e modelli con livello di sparsit` a
ridotto
Si riportano qui i risultati ottenuti generando il modello ancora con livello di
sparsit` a ridotto, in modo che solo qualche ingresso non contribuisca in alcun mo-
do nell’evoluzione del sistema (qualche h[i,j] = 0 per j ∈ {1,...,m} e per ogni
i = 1,...,p). Qui per` o gli ingressi sono stati generati in modo da essere tra di
loro correlati, come spiegato in sezione 3.1.
In Tabella 4.3 sono riportati i mediani degli indici FIT1 e FIT20 (riportati
tra parentesi quadre) di uno studio Monte Carlo di 200 esperimenti, avendo ge-
nerato gli ingressi in modo correlato. Sono riportati gli indici relativi al modello
di riferimento e a modelli ottenuti impiegando i metodi di identiﬁcazione SSEH
sub-ottimo con diverse lunghezza delle risposte impulsive t0, PEM+Oracolo+set4.1. INFLUENZA DI N E DI T0 65
e PEM+BIC. In Figura 4.5 tali valori sono illustrati graﬁcamente, riportando a
sinistra l’andamento di FIT1 e a destra l’andamento di FIT20 in funzione della
lunghezza del set di dati N.
Tabella 4.3 – Mediani per gli studi Monte Carlo di FIT1 e di FIT20 (riportati
tra parentesi quadre), considerando diverse lunghezze del set di dati N, impiegan-
do PEM+Oracolo+set, PEM+BIC e SSEH sub-ottimo con diverse lunghezze delle
risposte impulsive t0 e avendo usato modelli di riferimento con livello di sparsit` a
ridotto per generare i dati. Gli ingressi sono stati generati in modo da essere corre-
lati. Come lunghezze delle risposte impulsive di SSEH sub-ottimo sono state usate
t0 ∈ {5,10,30,40} e le lunghezze stimate mediante PEM/ARX+AIC, le cui medie
per le diverse N sono riportate nella seconda riga della presente tabella.
FIT1 [FIT20] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 4.47 5.07 6.21 7.25 8.63
Riferimento 0.873 [0.86] 0.874 [0.852] 0.875 [0.859] 0.872 [0.858] 0.872 [0.852]
PEM+Or+set 0.689 [0.658] 0.723 [0.694] 0.771 [0.722] 0.797 [0.766] 0.819 [0.784]
PEM+BIC −0.51 [0.238] −0.08 [0.401] 0.43 [0.538] 0.676 [0.655] 0.751 [0.708]
SSEH t0-ARX 0.683 [0.547] 0.704 [0.623] 0.761 [0.678] 0.782 [0.73] 0.808 [0.761]
SSEH t0 = 10 0.666 [0.556] 0.71 [0.616] 0.765 [0.693] 0.779 [0.735] 0.808 [0.76]
SSEH t0 = 30 0.599 [0.484] 0.686 [0.589] 0.751 [0.678] 0.778 [0.732] 0.807 [0.763]
SSEH t0 = 40 0.574 [0.466] 0.67 [0.573] 0.751 [0.677] 0.776 [0.728] 0.808 [0.764]
Da Tabella 4.3 e relativa Figura 4.5 si possono trarre conclusioni simili a
quelle del caso di ingressi scorrelati: all’aumentare della lunghezza del set di da-
ti N migliorano le prestazioni di tutti i metodi di identiﬁcazione impiegati. Le
prestazioni di PEM+BIC sono molto scarsi per N ridotti, dato che, oltre a iden-
tiﬁcare i parametri, deve scegliere un’ordine del modello adeguato e non conosce
gli ingressi che non contribuiscono all’evoluzione del sistema. PEM+Oracolo+set,
che dispone dell’informazione degli ingressi superﬂui e impiega i dati di test per
la selezione dell’ordine, ha invece prestazioni confrontabili con quelle di SSEH
sub-ottimo. Si osserva inoltre che, all’aumentare della lunghezza delle risposte
impulsive t0 di SSEH, le prestazioni di tale metodo di identiﬁcazione peggiorano.
Come accennato precedentemente questo ` e dovuto al fatto che la dimensione del
set di dati utile per l’identiﬁcazione SSEH si riduce all’aumentare di t0 (si guardi
sezione 2.2).
In confronto al caso di ingressi scorrelati, le prestazioni usando ingressi correlati
sono peggiori. Si nota per` o che, all’aumentare di N, le prestazioni dei due casi si66 4. RISULTATI DEGLI STUDI MONTE CARLO

















































Figura 4.5 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo in funzione alla
lunghezza del set di dati N, relativo a Tabella 4.3.
avvicinano sempre di pi` u per il fatto che sia con ingressi correlati sia con ingressi
scorrelati, i FIT si avvicinano sempre di pi` u a quelli ottimali del modello di riferi-
mento. Questo allineamento delle prestazioni ` e molto evidente per l’identiﬁcazione
PEM+BIC, ma si riconosce anche per gli altri metodi di identiﬁcazione impiegati.
In Figura 4.6 e in Figura 4.7 sono riportati i box-plot dei mediani degli indici
FIT1 e FIT20, rispettivamente per N = 150 e per N = 800 per studi di Mon-
te Carlo, avendo generato modelli con livello di sparsit` a ridotto e ingressi correlati.
Dalle Figure 4.6 e 4.7 si riaﬀermano le considerazioni fatte in precedenza sulle
prestazioni dei diversi metodi di identiﬁcazione al variare di N e di t0. In con-
fronto agli ingressi scorrelati, nel caso di ingressi correlati, si vede che oltre alla
diminuzione dei mediani, anche la varianza degli FIT aumenta. Questo si eviden-
zia soprattutto per l’identiﬁcazione PEM+BIC, dove i FIT, anche per N = 800,
presentano una varianza nettamente maggiore di quelle di altri modelli.
Le prestazioni in termini di percentuale di ingressi e uscite correttamente con-
siderate dalla procedura di selezione (forward selection Bayesiano) di SSEH sono
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Figura 4.6 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
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Figura 4.7 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
del set dei dati N = 800, relativo all’ultima colonna di Tabella 4.3.68 4. RISULTATI DEGLI STUDI MONTE CARLO
Tabella 4.4 – Percentuali delle risposte impulsive relative agli ingressi e alle usci-
te (riportate tra parentesi quadre) considerate in maniera corretta per i diversi
studi Monte Carlo, impiegando modelli con livello di sparsit` a ridotto e ingres-
si correlati. Nella seconda riga sono riportate le medie delle t0 stimate mediante
PEM/ARX+AIC per i relativi N.
%-in [%-out] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 4.47 5.07 6.21 7.25 8.63
SSEH t0-ARX 93.9 [95] 94.75 [96.5] 97.05 [97.83] 97.9 [98.5] 98.4 [99.33]
SSEH t0 = 10 92.4 [92.3] 94.9 [95.17] 97.15 [97.17] 97.8 [99] 98.5 [98.83]
SSEH t0 = 30 90.2 [91.5] 93.85 [93.5] 96.9 [96.33] 97.8 [98.67] 98.5 [98.5]
SSEH t0 = 40 88.85 [90.33] 93.35 [93.5] 96.95 [96.33] 97.45 [98.67] 98.45 [98.5]
Anche nel caso di ingressi correlati, la procedura di selezione mantiene delle
prestazioni buone, seppure leggermente inferiori del caso di ingressi scorrelati.
Come si vede da Tabella 4.4 i risultati migliorano all’aumentare della lunghez-
za del set di dati N, mentre per N ridotti peggiorano anche all’aumentare della
lunghezza delle risposte impulsive t0. Diversamente da quanto visto per ingressi
scorrelati, la percentuale di uscite considerate in maniera corretta ` e in generale
leggermente pi` u alta. Analizzando i dati si ` e visto che, per ingressi non correlati le
uscite hanno coeﬃcienti di correlazione nettamente superiori agli ingressi, men-
tre in questo caso di ingressi correlati le uscite hanno coeﬃcienti di correlazione
inferiori rispetto a quello degli ingressi. Si presume che la percentuale pi` u alta di
uscite considerate in maniera corretta in questo caso sia dovuta proprio al fatto
che le uscite risultano meno correlate degli ingressi.
4.1.3 Ingressi non correlati e modelli con livello di sparsit` a
aumentato
Si riportano qui i risultati dei studi Monte Carlo avendo generato ingressi scor-
relati e modelli con livello di sparsit` a aumentato (si ` e annullato qualche h[i,j] per
ogni i = 1,...,p e in aggiunta qualche h[i,j] per qualche i ∈ {1,...,p}), come
spiegato in sezione 3.1.
Nei paragraﬁ precedenti, nella presentazione dei risultati di studi Monte Carlo
dove sono stati utilizzati modelli con livello di sparsit` a ridotto, si ` e visto come
l’aumento della lunghezza delle risposte impulsive per SSEH t0 inﬂuenza le presta-
zioni. Si ` e scelto per questo di considerare t0 = 5 al posto di t0 = 40, per valutare4.1. INFLUENZA DI N E DI T0 69
le prestazioni di SSEH impiegando una lunghezza delle risposte impulsive ridotta,
spesso inferiore a quella stimata da PEM/ARX+AIC. Nella presentazione dei ri-
sultati impiegando modelli con livello di sparsit` a aumentato si considerano inoltre
entrambe le versioni PEM che hanno accesso al set dei dati di test per eﬀettuare
la selezione dell’ordine, PEM+Oracolo e PEM+Oracolo+set.
Si ricorda che, come spiegato in sezione 3.1, non ` e chiaro come sia possibile usare
l’informazione delle h[i,j] nulle nel modello di riferimento per qualche (non per
tutte) i ∈ {1,...,p} nell’identiﬁcazione PEM. Per questo tale informazione non ` e
considerata nella versione PEM+Oracolo+set, ma ` e utilizzata solo l’informazione
delle h[i,j] = 0 per ogni i = 1,...,p. Anche la versione SSEH sub-ottima con la
procedura forward selection Bayesiana presentata in sezione 2.2.5 e considerata
qui, prevede la sola possibilit` a di annullare tutte le h[i,j] per un determinato j.
Il confronto tra SSEH sub-ottimo e PEM+Oracolo+set, impiegando modelli con
livello di sparsit` a aumentato, ` e quindi equo.
In Tabella 4.5 si riportano i mediani degli indici FIT1 e FIT20 (riportato tra
parentesi quadre) di diversi studi Monte Carlo per valutare l’inﬂuenza di N e
di t0, impiegando ingressi scorrelati e modelli con livello di sparsit` a aumentato.
Questi valori sono riportati graﬁcamente in Figura 4.8, riportando a sinistra i
FIT1 e a destra i FIT20. Nella seconda riga della tabella sono riportati inoltre le
medie per i diversi N dell’ordine stimato mediante PEM/ARX+AIC nei diversi
studi Monte Carlo.
Come nel caso di modelli di riferimento con livello di sparsit` a ridotto, an-
che per modelli di riferimento con livello di sparsit` a aumentato si veriﬁca che,
all’aumentare della lunghezza del set di dati N, migliorano le prestazioni dei di-
versi metodi di identiﬁcazione, come si vede da Tabella 4.5 e dalla relativa Figura
4.8. Per N ridotto impiegando la versione SSEH sub-ottima sono stati ottenuti
prestazioni migliori che impiegando i metodi PEM, anche rispetto alla versione
PEM+Oracolo+set. All’aumentare della lunghezza del set di dati N le presta-
zioni di tutti i metodi si avvicinano e tendono al FITk ottenuto impiegando il
modello di riferimento.
Per quanto riguarda l’inﬂuenza della lunghezza delle risposte impulsive di SSEH
t0 sulle proprie prestazioni, vale ancora che, per N ridotti, non conviene scegliere
t0 troppo alto, dato che si riduce la lunghezza del set di dati eﬀettivamente uti-
lizzabile per l’identiﬁcazione. Da Tabella 4.5 e dalla relativa Figura 4.8 si osserva
per` o anche che, per t0 troppo piccolo, aumentando N, le prestazioni dopo un70 4. RISULTATI DEGLI STUDI MONTE CARLO
Tabella 4.5 – Mediani per gli studi Monte Carlo di FIT1 e di FIT20 (riportati
tra parentesi quadre) considerando diverse lunghezze del set di dati N, impiegan-
do PEM+Oracolo+set, PEM+BIC e SSEH sub-ottimo con diverse lunghezze delle
risposte impulsive t0 e avendo usato modello di riferimento con livello di sparsit` a
aumentato per generare i dati. Gli ingressi sono stati generati in modo da essere
scorrelati. Come lunghezze delle risposte impulsive di SSEH sub-ottimo sono sta-
te usate t0 ∈ {5,10,30} e le lunghezze stimate mediante PEM/ARX+AIC, le cui
medie per le diverse N sono riportate nella seconda riga della presente tabella.
FIT1 [FIT20] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 6.71 8.95 10.58 12.36 13.83
Riferimento 0.985 [0.976] 0.984 [0.975] 0.984 [0.975] 0.985 [0.976] 0.983 [0.975]
PEM+Or+set 0.862 [0.813] 0.916 [0.89] 0.967 [0.952] 0.975 [0.962] 0.978 [0.968]
PEM+Or 0.787 [0.783] 0.897 [0.872] 0.958 [0.943] 0.972 [0.956] 0.976 [0.967]
PEM+BIC 0.532 [0.717] 0.781 [0.8] 0.871 [0.886] 0.944 [0.92] 0.965 [0.947]
SSEH t0-ARX 0.955 [0.895] 0.965 [0.927] 0.973 [0.95] 0.978 [0.961] 0.978 [0.964]
SSEH t0 = 5 0.937 [0.849] 0.941 [0.851] 0.943 [0.876] 0.948 [0.879] 0.949 [0.891]
SSEH t0 = 10 0.956 [0.904] 0.966 [0.927] 0.971 [0.945] 0.976 [0.956] 0.975 [0.956]
SSEH t0 = 30 0.946 [0.876] 0.961 [0.924] 0.973 [0.953] 0.979 [0.964] 0.979 [0.967]



















































Figura 4.8 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo in funzione alla
lunghezza del set di dati N, relativo a Tabella 4.5.4.1. INFLUENZA DI N E DI T0 71
certo istante non migliorano praticamente pi` u. Il motivo ` e che dopo un certo N
i singoli campioni sono identiﬁcati in modo quasi ottimale, senza lasciare grandi
incertezze, e quindi, aumentando ulteriormente N, alle risposte impulsive manca
la ﬂessibilit` a per poter spiegare informazioni aggiuntive.
Confrontando le tre versioni del metodo PEM considerate: PEM+Oracolo+set,
PEM+Oracolo e PEM+BIC, per N piccolo sembra che sia pi` u importante sele-
zionare l’ordine adeguato del modello che conoscere le variabili che eﬀettivamente
servono a predire l’evoluzione del sistema. All’aumentare di N per` o entrambe le
informazioni si ricavano dai dati e le diverse versioni convergono alle stesse pre-
stazioni.
Di seguito sono riportati i box-plot per gli N pi` u estremi considerati negli
studi Monte Carlo, dove sono stati generati ingressi scorrelati e modelli di riferi-
mento con livello di sparsit` a aumentato: in Figura 4.9 ` e riportato il box-plot per





Riferimento PEM+Or+set PEM+Or PEM+BIC SSEH−t0−ARX SSEH−t0=5 SSEH−t0=10 SSEH−t0=30









Riferimento PEM+Or+set PEM+Or PEM+BIC SSEH−t0−ARX SSEH−t0=5 SSEH−t0=10 SSEH−t0=30






Figura 4.9 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
del set dei dati N = 150, relativo alla seconda colonna di Tabella 4.5.
Valutando i box-plot di Figura 4.10 e di Figura 4.9 si veriﬁcano le considerazio-
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Figura 4.10 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
del set dei dati N = 800, relativo all’ultima colonna di Tabella 4.5.
In Tabella 4.6 sono presentati le percentuali degli ingressi e delle uscite (ripor-
tati tra parentesi quadre) considerate in maniera corretta nei diversi studi Monte
Carlo, avendo generato ingressi scorrelati e modelli di riferimento con livello di
sparsit` a aumentato.
Tabella 4.6 – Percentuali degli ingressi e delle uscite (riportate in tabella tra paren-
tesi quadre) considerate in maniera corretta per diversi studi Monte Carlo impie-
gando modelli con livello di sparsit` a aumentato e ingressi scorrelati. Nella seconda
riga sono riportate le medie delle t0 stimate mediante PEM/ARX+AIC per i relativi
N.
%-in [%-out] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 6.71 8.95 10.58 12.36 13.83
SSEH t0-ARX 99.9 [74.83] 100 [72.83] 100 [71.83] 100 [71.67] 100 [70.5]
SSEH t0 = 5 99.75 [74.83] 99.95 [72.83] 100 [71.83] 99.8 [71.67] 100 [70.5]
SSEH t0 = 10 99.9 [74.83] 100 [72.83] 100 [71.83] 100 [71.83] 100 [70.5]
SSEH t0 = 30 99.9 [75] 100 [72.83] 100 [71.83] 100 [72] 100 [70.5]
La Tabella 4.6 non ` e cos` ı espressiva come le relative tabelle nel caso di modelli
di riferimento con livello di sparsit` a ridotto. Mentre la procedura di selezione fun-
ziona molto bene per gli ingressi, la percentuale di uscite considerate in maniera4.1. INFLUENZA DI N E DI T0 73
corretta ` e molto inferiore. Controllando i risultati si ` e visto che, quasi in ogni
esperimento dello studio Monte Carlo, tutte le uscite sono state considerate dalla
procedura di selezione, anche se nel modello di riferimento c’erano delle uscite, il
cui passato non contribuiva alla predizione. Non ` e ben chiaro il motivo per cui
queste percentuali di uscite considerate correttamente sono pi` u scarse di quelle
del caso di modelli di riferimento con livello di sparsit` a ridotto. Un motivo sta
nel fatto che le prestazioni in termini di FITk sono gi` a molto buone e potrebbero
migliorare quindi di poco se la selezione fosse fatta in maniera corretta. Un altra
ragione sta nel fatto che le uscite non sono molto correlate tra di loro e quindi,
dato che l’informazione di una certa uscita non ` e contenuta nelle altre, sono poche
quelle che possono essere eliminate. Analizzando i dati infatti, si ` e trovato che
la media della correlazione lineare delle uscite ` e intorno a 0.5, un valore molto
ridotto rispetto ai 0.985 che si veriﬁca per gli ingressi se sono generati in maniera
correlata.
Esaminando solo le percentuali di ingressi considerati in maniera corretta di Ta-
bella 4.6, le tendenze per N piccolo e t0 = 5 evidenziano come la procedura
funzioni peggio che negli altri casi. La procedura di selezione migliora all’aumen-
tare di t0, ﬁssato N, anche per le percentuali di uscite considerate in maniera
corretta. Queste tendenze sono in accordo con quanto detto in precedenza.
Dalla Tabella 4.6 sembra inoltre che le percentuali di uscite considerate in ma-
niera corretta peggiorino all’aumentare di N. Controllando per` o i risultati si ` e
visto che questa decrescita si ` e sviluppata casualmente annullando le h[i,j] per
j ∈ {m + 1,...,m + p} (le risposte impulsive del predittore relative alle uscite)
negli studi Monte Carlo.
4.1.4 Ingressi correlati e modelli con livello di sparsit` a
aumentato
Si presentano qui i risultati degli studi Monte Carlo con lo scopo di valutare
l’inﬂuenza di N e di t0 sui diversi metodi di identiﬁcazione, generando ingressi
correlati e modelli con livello di sparsit` a aumentato.
In Tabella 4.7 sono riportati i mediani di FIT1 e di FIT20 per i diversi studi
Monte Carlo. In Figura 4.11 tali mediani sono riportati graﬁcamente.
Valgono le stesse considerazioni qualitative fatte nel caso di modelli di rife-
rimenti con livello di sparsit` a aumentato e ingressi scorrelati. Come si vede da74 4. RISULTATI DEGLI STUDI MONTE CARLO
Tabella 4.7 – Mediani per gli studi Monte Carlo di FIT1 e di FIT20 (riportati
tra parentesi quadre), considerando diverse lunghezze del set di dati N, impiegan-
do PEM+Oracolo+set, PEM+Oracolo, PEM+BIC e SSEH sub-ottimo con diverse
lunghezze delle risposte impulsive t0 e avendo usato modello di riferimento con livel-
lo di sparsit` a aumentato per generare i dati. Gli ingressi sono stati generati in modo
da essere correlati. Come lunghezze delle risposte impulsive di SSEH sub-ottimo so-
no state usate t0 ∈ {5,10,30} e le lunghezze stimate mediante PEM/ARX+AIC, le
cui medie per le diverse N sono riportate nella seconda riga della presente tabella.
FIT1 [FIT20] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 6.4 7.92 9.23 10.9 12.19
Riferimento 0.983 [0.975] 0.985 [0.974] 0.984 [0.975] 0.983 [0.976] 0.984 [0.976]
PEM+Or+set 0.818 [0.672] 0.876 [0.807] 0.935 [0.89] 0.952 [0.927] 0.958 [0.94]
PEM+Or 0.591 [0.487] 0.749 [0.676] 0.887 [0.833] 0.929 [0.89] 0.946 [0.92]
PEM+BIC −0.563 [0.282] 0.05 [0.472] 0.709 [0.723] 0.841 [0.8] 0.911 [0.854]
SSEH t0-ARX 0.882 [0.76] 0.917 [0.827] 0.928 [0.86] 0.95 [0.912] 0.963 [0.932]
SSEH t0 = 5 0.858 [0.703] 0.881 [0.731] 0.896 [0.761] 0.911 [0.756] 0.914 [0.803]
SSEH t0 = 10 0.887 [0.78] 0.921 [0.836] 0.928 [0.877] 0.95 [0.909] 0.959 [0.923]
SSEH t0 = 30 0.849 [0.728] 0.906 [0.826] 0.937 [0.887] 0.95 [0.918] 0.963 [0.938]



















































Figura 4.11 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo in funzione
alla lunghezza del set di dati N, relativo a Tabella 4.7.4.1. INFLUENZA DI N E DI T0 75
Tabella 4.7 e dalla relativa Figura 4.11, oltre al fatto che le prestazioni migliorano
all’aumento di N, per lunghezze del set di dati N ridotte, i modelli identiﬁcati
mediante SSEH sub-ottimo producono risultati migliori dei metodi PEM.
Per i modelli identiﬁcati mediante SSEH si veriﬁca ancora che, per N ridotti, non
conviene scegliere la lunghezza delle risposte impulsive t0 eccessiva e che d’altro
canto, per riuscire a sfruttare tutti i dati all’aumentare di N, servono t0 maggiori.
Confrontando i metodi PEM, si veriﬁca ancora che sopratutto per N ridotti l’in-
formazione dell’adeguato ordine del modello incide molto sulle prestazioni. Anche
l’informazione sulle variabili eﬀettivamente impiegate per predire il modello com-
porta un miglioramento delle prestazioni. Aumentando N si osserva comunque
che le prestazioni delle diverse versioni PEM convergono.
Quantitativamente, in confronto al caso di modelli di riferimenti con livello di
sparsit` a aumentato e ingressi scorrelati, le prestazioni delle identiﬁcazioni sono
inferiori, come attesa a causa delle correlazioni degli ingressi.
Le considerazioni appena fatte si osservano anche dai box-plot riportati in
Figura 4.12 per N = 150 e in Figura 4.13 per N = 800. Tali considerazioni pos-
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Figura 4.12 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza






Riferimento PEM+Or+set PEM+Or PEM+BIC SSEH−t0−ARX SSEH−t0=5 SSEH−t0=10 SSEH−t0=30










Riferimento PEM+Or+set PEM+Or PEM+BIC SSEH−t0−ARX SSEH−t0=5 SSEH−t0=10 SSEH−t0=30






Figura 4.13 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo con la lunghezza
del set dei dati N = 800, relativo all’ultima colonna di Tabella 4.7.
In Tabella 4.8 sono riportati le percentuali degli ingressi e delle uscite (ri-
portati tra parentesi quadre) considerati in maniera corretta dalla procedura di
forward selection Bayesiana di SSEH sub-ottimo.
Tabella 4.8 – Percentuali degli ingressi e delle uscite (riportate in tabella tra paren-
tesi quadre) considerate in maniera corretta per diversi studi Monte Carlo impie-
gando modelli con livello di sparsit` a aumentato e ingressi correlati. Nella seconda
riga sono riportate le medie delle t0 stimate mediante PEM/ARX+AIC per i relativi
N.
%-in [%-out] N = 150 N = 200 N = 300 N = 500 N = 800
¯ t0-ARX 6.4 7.92 9.23 10.9 12.19
SSEH t0-ARX 96.3 [71.33] 97.9 [72.5] 98.4 [73.33] 98.9 [71.83] 99.35 [72.67]
SSEH t0 = 5 94.9 [71.5] 96.45 [72.5] 97.75 [73.33] 98.3 [71.83] 99.35 [72.67]
SSEH t0 = 10 96.35 [71.67] 98.05 [72.67] 98.45 [73.5] 98.95 [72] 99.45 [73]
SSEH t0 = 30 95.7 [71.5] 97.85 [72.67] 98.45 [73.5] 98.9 [72.33] 99.25 [73]
Le percentuali di uscite considerate in maniera corretta sono ancora scarse,
come nel caso di modelli con livello di sparsit` a aumentato e ingressi scorrelati. In
quel caso, come atteso e come si vede da Tabella 4.8, le percentuali di ingressi
considerati correttamente era superiore , dato che la selezione ` e pi` u onerosa per4.2. DIVERSE PROCEDURE DI SELEZIONE DI SSEH 77
ingressi correlati. Dalla Tabella si osserva anche chiaramente che tale percentuale
migliora all’aumentare della lunghezza del set di dati N e che, per lunghezze del-
le risposte impulsive inadeguate (troppo corte o troppo lunghe), la percentuale
diminuisce.
4.2 Diverse procedure di selezione di SSEH
In questa sezione si riportano i risultati di studi Monte Carlo svolti per confron-
tare diverse procedure di selezione delle variabili per SSEH.
Per questioni di eﬃcienza computazionale, nelle simulazioni eseguite in questa
sezione, ` e stata considerata solo la versione SSEH sub-ottima. L’inﬂuenza del-
le lunghezze del set di dati N e delle risposte impulsive t0 sulle prestazioni dei
modelli identiﬁcati con SSEH sub-ottimo ` e stata analizzata nella sezione prece-
dente 4.1. In questa sezione si fa riferimento solo a N = 300, lunghezza per la
quale, nei diversi casi considerati in precedenza, sia SSEH sia le diverse versio-
ni di PEM considerate, hanno mostrato prestazioni accettabili. Come lunghezza
delle risposte impulsive nelle simulazioni ` e stata impiegata la stima di t0 adegua-
ta mediante PEM/ARX+AIC, siccome i risultati apparivano buoni conservando
comunque delle lunghezze t0 ridotte.
Come modelli di riferimento nelle simulazioni eseguite in questo capitolo sono
stati considerati sia quelli con livello di sparsit` a ridotto sia quelli con livello di
sparsit` a aumentato. Sono stati utilizzati per` o solo ingressi correlati, per i quali
la selezione ` e pi` u impegnativa che non impiegando ingressi scorrelati, facendo
emergere meglio vantaggi e svantaggi delle diverse procedure di selezione.
Questa sezione ` e divisa in due parti. Nella prima si considerano solo procedure
che eﬀettuano la selezione di variabili, cio` e selezionano j, per i quali si annullano
tutte le h[i,j] (per ogni i = 1,...,p). Lo scopo ` e analizzare le prestazioni delle
procedure forward selection, backward elimination e stepwise selection sia nelle
versioni sequenziali, sia in quelle Bayesiane, e la procedura all-best selection Baye-
siana, presentate in sezione 3.3. Nella seconda parte di questa sezione si illustrano
le procedure che possono selezionare le singole risposte impulsive del predittore
h[i,j], utili soprattutto per modelli con livello di sparsit` a aumentato.78 4. RISULTATI DEGLI STUDI MONTE CARLO
4.2.1 Procedure di selezione di variabili
Si presentano qui gli studi Monte Carlo eseguiti con lo scopo di valutare la bont` a
delle diverse procedure di selezione delle variabili per la predizione di un sistema.
Questo signiﬁca che le procedure considerate sono in grado di annullare per deter-
minati j ∈ {1,...,m + p} le h[i,j] per ogni i = 1,...,p. Le procedure considerate
sono forward selection, backward elimination, stepwise selection e all-best selec-
tion, i cui pregi e difetti sono presentati in sezione 3.3. Si considerano inizialmente
le versioni delle procedure di selezione sequenziali e poi le versioni Bayesiane.
Versioni sequenziali delle procedure di selezione Si considerano qui le
procedure di selezione di variabili sequenziali di forward selection, backward eli-
mination e stepwise selection, per ciascuna sia la versione in avanti sia la versione
all’indietro (si guardi 3.3). Si ricordi che le versioni in avanti valutano prima gli
ingressi e successivamente le uscite, mentre le versioni all’indietro valutano prima
le uscite e poi gli ingressi. Di maggior interesse ` e in realt` a il confronto tra la ver-
sione in avanti e all’indietro della procedura forward selection, mentre sono state
riportate entrambe le versioni per le altre procedure per dovere di completezza.
In Tabella 4.9 sono riportati i mediani di FIT1 e di FIT20 di uno studio Monte
Carlo eseguito per confrontare tali procedure, avendo impiegato modelli di riferi-
mento con livello di sparsit` a ridotto e ingressi scorrelati. Per avere un confronto
si ` e impiegata anche la procedura forward selection Bayesiana e si sono riportati
anche i mediani dei FIT in predizione dei modelli di riferimento. In Figura 4.14
` e riportato il box-plot degli indici FIT relativi alla Tabella 4.9. In Tabella 4.10
sono riportate inoltre le percentuali degli ingressi e uscite selezionate in maniera
corretta delle diverse procedure.
Tabella 4.9 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a ridotto e ingressi correlati, impiegando
diverse procedure di selezione sequenziali. La media delle lunghezze delle risposte
impulsive stimate da PEM/ARX+AIC e impiegate da SSEH sub-ottimo risulta
¯ t0 = 5.98.
RIF FOR-BAY FOR-av FOR-in BAC-av BAC-in STEP-av STEP-in
FIT1 0.876 0.754 0.676 0.679 0.764 0.757 0.757 0.752
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Figura 4.14 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare diverse procedure di selezione sequenziali del metodo di identiﬁcazione
SSEH sub-ottimo, avendo generato modelli di riferimento con livello di sparsit` a
ridotto e ingressi correlati.
Tabella 4.10 – Percentuali degli ingressi e delle uscite considerate in maniera cor-
retta da diverse procedure di selezione sequenziali in uno studio Monte Carlo ge-
nerando modelli di riferimento con livello di sparsit` a ridotto e ingressi correlati.
La media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC e
impiegate da SSEH sub-ottimo risultava ¯ t0 = 9.26.
FOR-av FOR-in BAC-av BAC-in STEP-av STEP-in
% − IN 54.1 61.5 98.4 98.35 98.1 97.2
% − OUT 98.33 99.67 97.5 97 97.5 9580 4. RISULTATI DEGLI STUDI MONTE CARLO
Dalla Tabella 4.9 e dalla relativa Figura 4.14 si nota chiaramente lo svantaggio
in termini di FIT delle procedure sequenziali di forward selection in confronto
alle procedure di backward elimination. In Tabella 4.10 lo svantaggio si mostra
anche in termini di percentuale di variabili selezionate in maniera corretta. Come
accennato in sezione 3.3 questo ` e dovuto al fatto che variabili, che non contri-
buiscono alla predizione del sistema ma che sono valutate prima di variabili con
esse correlate che contribuiscono, sono selezionate erratamente. Che il motivo
delle prestazioni inferiori sia riconducibile a quanto detto, si mostra nel fatto che
la bont` a delle versioni in avanti e all’indietro della forward selection sequenzia-
li cambiano signiﬁcativamente, soprattutto in termini di percentuali di variabili
selezionate in maniera corretta, riportate in Tabella 4.10. Il problema ` e risolto
nella procedura stepwise selection sequenziale, che ` e in pratica una procedura di
forward selection equipaggiata con la possibilit` a di eliminare variabili superﬂue
scelte in precedenza. Infatti, come si nota dalle tabelle e dalla ﬁgura, tale proce-
dura ha prestazioni confrontabili con quelle della procedura sequenziale backward
elimination.
Le prestazioni delle procedure sequenziali backward elimination sono comunque
leggermente superiori a quelle delle procedure sequenziali stepwise selection. Da
un’analisi approfondita dei risultati delle simulazioni sembra che questo sia dovu-
to al fatto che la procedura stepwise selection sequenziale ogni tanto sbaglia, non
selezionando variabili che contribuiscono alla predizione del sistema e somman-
do quindi gli errori della forward selection e della backward elimination. Questo
accade soprattutto nel caso in cui si valutino prima le uscite e successivamente
gli ingressi e per questo le prestazioni della versione all’indietro sono inferiori a
quelle della versione all’avanti.
In Tabella 4.11 sono riportati i mediani di FIT1 e di FIT20 di uno studio
Monte Carlo avendo generato ingressi correlati e modelli di riferimento con li-
vello di sparsit` a aumentato e impiegando le diverse procedure sequenziali. Per
avere un confronto si ` e impiegata anche la procedura forward selection Bayesiana
e sono riportati anche i mediani dei FIT in predizione dei modelli di riferimen-
to. In Figura 4.15 ` e riportato il relativo box-plot degli indici di FIT. In Tabella
4.12 invece sono riportati le percentuali degli ingressi e delle uscite considerate in
maniera corretta dalle procedure sequenziali.
Nel caso dello studio Monte Carlo con modelli di riferimento con livello di
sparsit` a aumentato, la diﬀerenza tra la procedura sequenziali forward selection e4.2. DIVERSE PROCEDURE DI SELEZIONE DI SSEH 81
Tabella 4.11 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a aumentato e ingressi correlati, im-
piegando diverse procedure di selezione sequenziali. La media delle lunghezze delle
risposte impulsive stimate da PEM/ARX+AIC e impiegate da SSEH sub-ottimo
risulta ¯ t0 = 9.26.
RIF FOR-BAY FOR-av FOR-in BAC-av BAC-in STEP-av STEP-in
FIT1 0.983 0.935 0.902 0.906 0.936 0.936 0.936 0.936
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Figura 4.15 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare diverse procedure di selezione sequenziali del metodo di identiﬁcazione
SSEH sub-ottimo, avendo generato modelli di riferimento con livello di sparsit` a
aumentato e ingressi correlati.
Tabella 4.12 – Percentuali degli ingressi e delle uscite considerate in maniera cor-
retta da diverse procedure di selezione sequenziali in uno studio Monte Carlo gene-
rando modelli di riferimento con livello di sparsit` a aumentato e ingressi correlati.
La media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC e
impiegate da SSEH sub-ottimo risulta ¯ t0 = 9.26.
FOR-av FOR-in BAC-av BAC-in STEP-av STEP-in
% − IN 58.85 66.25 99.7 99.7 99.7 99.7
% − OUT 72.83 72.67 72.83 72.83 72.83 72.8382 4. RISULTATI DEGLI STUDI MONTE CARLO
le altre procedure sequenziali si presenta ancora, ma in modo meno evidente che
nel caso di modelli con livello di sparsit` a ridotto. Questo si nota dalle Tabelle 4.11
e 4.12 e dalla Figura 4.15. A diﬀerenza del caso di modelli con livello di sparsit` a
ridotto si vede inoltre che le prestazioni delle procedure sequenziali backward eli-
mination e stepwise selection sono identiche.
Versioni Bayesiane delle procedure di selezione Si presentano qui i risul-
tati delle simulazioni eseguite per confrontare le procedure Bayesiane di selezione
delle variabili: forward selection Bayesiana (la procedura standard impiegata gi` a
in precedenza e presentata in dettaglio in sezione 2.2.5), backward elimination
Bayesiana, stepwise selection Bayesiana e all-best selection Bayesiana. In Tabel-
la 4.13 sono riportati i mediani dei FIT1 e FIT20 di uno studio Monte Carlo
avendo considerato le diverse procedure Bayesiane e avendo generato modelli di
riferimenti con livello di sparsit` a ridotto e ingressi correlati. Il relativo box-plot
` e riportato in Figura 4.16. In Tabella 4.14 sono riportate le percentuali degli
ingressi e delle uscite considerati in maniera corretta dalle diﬀerenti procedure
Bayesiane.
Tabella 4.13 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a ridotto e ingressi correlati, impiegando
diverse procedure di selezione Bayesiane. La media delle lunghezze delle risposte
impulsive stimate da PEM/ARX+AIC e impiegate da SSEH sub-ottimo risulta
¯ t0 = 9.26.
RIFERIMENTO FORWARD BACKWARD STEPWISE ALL-BEST
FIT1 0.871 0.748 0.753 0.754 0.754
FIT20 0.858 0.662 0.667 0.672 0.672
Nel caso delle procedure Bayesiane non si presenta pi` u una grande diﬀerenza
tra la forward selection, la backward elimination e la stepwise selection, come
visto per le procedure sequenziali. Le prestazioni sono infatti solo leggermente
inferiori per la forward selection Bayesiana sia in termini di FIT (come si vede
da Tabella 4.13 e dalla relativa Figura 4.16) sia in termini di percentuali di varia-
bili considerate in maniera corretta (si guardi Figura 4.14). Dalle tabelle e dalla
ﬁgura si vede inoltre che la procedura all-best selection Bayesiana, la cui versione
sequenziale non ` e stata considerata in precedenza, ha prestazioni identiche alla
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Figura 4.16 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare diverse procedure di selezione Bayesiane del metodo di identiﬁcazione
SSEH sub-ottimo, avendo generato modelli di riferimento con livello di sparsit` a
ridotto e ingressi correlati.
Tabella 4.14 – Percentuali degli ingressi e delle uscite considerate in maniera cor-
retta da diverse procedure di selezione Bayesiane in uno studio Monte Carlo ge-
nerando modelli di riferimento con livello di sparsit` a ridotto e ingressi correlati.
La media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC e
impiegate da SSEH sub-ottimo risulta ¯ t0 = 9.26.
FORWARD BACKWARD STEPWISE ALL-BEST
% − IN 96.8 97.8 98.6 98.6
% − OUT 98 98 98 9884 4. RISULTATI DEGLI STUDI MONTE CARLO
all-best selection non ha quindi condotto al vantaggio che ci si aspettava inizial-
mente.
Considerazioni simili a quelle appena fatte per gli studi Monte Carlo in cui
sono stati usati modelli con livello di riferimento ridotto, sono valide anche per
studi che considerando modelli di riferimento con livello di sparsit` a aumentato.
Questo sia per quanto riguarda la diﬀerenza tra le procedure Bayesiane di forward
selection e le procedure di backward elimination e stepwise selection, che nel
caso sequenziale era molto pi` u evidente, sia per quanto riguarda le prestazioni
della procedura all-best selection Bayesiana, che malgrado l’onere computazionale
maggiore ha le stesse prestazioni della stepwise selection Bayesiana.
I mediani dei FIT1 e FIT20 delle simulazioni relative alle procedure Bayesiane
e ai modelli di riferimento con livello di sparsit` a aumentato sono riportati in
Tabella 4.15. In Figura 4.17 ` e illustrato il relativo box-plot e in Tabella 4.16
sono riportate le percentuali delle variabili considerate in maniera corretta dalle
diﬀerenti procedure di selezione Bayesiane.
Tabella 4.15 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a aumentato e ingressi correlati, im-
piegando diverse procedure di selezione Bayesiane. La media delle lunghezze delle
risposte impulsive stimate da PEM/ARX+AIC e impiegate da SSEH sub-ottimo
risulta ¯ t0 = 9.26.
RIFERIMENTO FORWARD BACKWARD STEPWISE ALL-BEST
FIT1 0.983 0.935 0.935 0.935 0.935
FIT20 0.974 0.88 0.881 0.881 0.881
Tabella 4.16 – Percentuali degli ingressi e delle uscite considerate in maniera cor-
retta da diverse procedure di selezione Bayesiane in uno studio Monte Carlo gene-
rando modelli di riferimento con livello di sparsit` a aumentato e ingressi correlati.
La media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC e
impiegate da SSEH sub-ottimo risulta ¯ t0 = 9.26.
FORWARD BACKWARD STEPWISE ALL-BEST
% − IN 99.1 99.9 99.9 99.9
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Figura 4.17 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare diverse procedure di selezione Bayesiane del metodo di identiﬁcazione
SSEH sub-ottimo, avendo generato modelli di riferimento con livello di sparsit` a
aumentato e ingressi correlati.
4.2.2 Procedure di selezione di singole risposte impulsive
Qui si riportano i risultati dei studi Monte Carlo eseguiti per confrontare diverse
procedure di selezione delle riposte impulsive. Mentre le procedure di selezione
di variabili possono annullare per ogni i = 1,...,p le sole risposte impulsive del
predittore h[i,j] per j ∈ {1,...,m+p} relative alle variabili non selezionate, quel-
le di selezione delle risposte impulsive possono annullare singolarmente ogni h[i,j]
per i ∈ {1,...,p} e j ∈ {1,...,m + p}.
Non ` e stata fatta un’analisi cos` ı dettagliata come per le procedure di selezione
delle variabili, perch´ e le considerazioni fatte in quel caso si possono trasferire alle
procedure di selezione delle risposte impulsive. Si considerano qui la procedura
di selezione delle risposte impulsive all best selection e estensioni della procedura
di selezione delle variabili forward selection Bayesiana, presentate in sezione 3.3.
Le procedure sono state applicate solo a dati generati con livello di sparsit` a au-
mentato, perch´ e nel caso di dati generati da modelli con livello di sparsit` a ridotto
le procedure di selezione delle variabili hanno ovviamente prestazioni maggiori
(dato che dispongono dell’informazione che le risposte impulsive relative a una
certa variabile contano congiuntamente).86 4. RISULTATI DEGLI STUDI MONTE CARLO
In Tabella 4.17 sono riportati i mediani di FIT1 e di FIT20 per lo studio
Monte Carlo, avendo generato modelli con livello di sparsit` a aumentato e ingressi
correlati e avendo utilizzato le diverse procedure di selezione delle risposte im-
pulsive presentate in sezione 3.3. In Figura 4.18 sono riportati i box-plot degli
indici FIT relativi a tale studio Monte Carlo e in Tabella 4.18 le percentuali di
risposte impulsive considerate in maniera corretta. Nelle tabelle e in ﬁgura sono
riportati anche i relativi valori per il modello di riferimento sparso e per il modello
identiﬁcato impiegando la procedura forward selection Bayesiana standard.
Tabella 4.17 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a aumentato e ingressi correlati, impie-
gando diverse procedure di selezione di risposte impulsive. La media delle lunghezze
delle risposte impulsive stimate da PEM/ARX+AIC risulta ¯ t0 = 9.23.
Rif FOR ALL-Best FOR-AB FOR-AB-In FOR-AB-Out FOR-bac
FIT1 0.983 0.935 0.937 0.936 0.933 0.936 0.937
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Figura 4.18 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare diverse procedure di selezione di risposte impulsive del metodo di iden-
tiﬁcazione SSEH sub-ottimo, avendo generato modelli di riferimento con livello di
sparsit` a aumentato e ingressi correlati.4.3. CONFRONTO TRA DIVERSI VERSIONI DI SSEH E PEM 87
Tabella 4.18 – Percentuali delle risposte impulsive relative agli ingressi e alle usci-
te considerate in maniera corretta da diverse procedure di selezione di risposte
impulsive in uno studio Monte Carlo generando modelli di riferimento con livello
di sparsit` a aumentato e ingressi correlati. La media delle lunghezze delle risposte
impulsive stimate da PEM/ARX+AIC risulta ¯ t0 = 9.23.
FOR ALL-Best FOR-AB FOR-AB-In FOR-AB-Out FOR-bac
% − IN 74.22 91.76 89.43 89.08 89.43 89.58
% − OUT 51.78 59.17 57.89 56.39 57.89 57.89
Purtroppo, come anche negli altri casi in cui sono stati considerati modelli
con livello di sparsit` a aumentato, anche in questo caso le diﬀerenze tra le diverse
procedure in termini di FIT sono piccole e non ` e quindi immediato confrontare
le diverse procedure di selezione delle risposte impulsive. Le diﬀerenze tra le varia
procedure di selezione si evidenziano in maniera pi` u chiara in termini di percen-
tuali di risposte impulsive considerate correttamente, riportate in Tabella 4.18. Si
vede comunque anche da Tabella 4.17 e da Figura 4.18 che le prestazioni miglio-
rano estendendo la procedura forward selection Bayesiana. Tra queste estensioni
la procedura FORWARD-backward ha dato i risultati migliori ed ` e tra l’altro
la versione computazionalmente pi` u eﬃciente tra tutte le procedure di selezione
delle variabili considerate. Anche la procedura all-best selection, che non impie-
ga come condizione iniziale le variabili scelte dalla forward selection Bayesiana,
ma parte da un’insieme vuoto, ha dato delle prestazioni buone, come si evidenzia
sopratutto dalla percentuale di risposte impulsive considerate in maniera corretta.
4.3 Confronto tra diversi versioni di SSEH e
PEM
Si presentano in questa sezione i risultati di studi Monte Carlo eseguiti per con-
frontare le diverse versioni di identiﬁcazione di SSEH e di PEM citati in sezione
3.3: di SSEH sono state considerate la versione sub-ottima, la versione ottima e
la versione ottima con preselezione. Del metodo PEM invece sono stato conside-
rate due versioni di Oracolo (PEM+Oracolo+set conosce le variabili che danno
contributo all’evoluzione del sistema, PEM+Oracolo invece no), due versioni che
impiegano l’indice BIC (PEM+BIC+preselezione usa solo le variabili selezionate
da SSEH sub-ottimo, PEM+BIC le usa tutte), e la versione che impiega l’indice88 4. RISULTATI DEGLI STUDI MONTE CARLO
AICc per selezionare l’ordine del modello.
Negli studi Monte Carlo come lunghezza del set di dati per l’identiﬁcazione si ` e
usato N = 300, perch´ e in sezione 4.1 si ` e visto che tutti i metodi di identiﬁcazione
per tale lunghezza danno risultati accettabili e perch´ e l’onere computazionale ` e
molto ridotto rispetto a N = 500 o a N = 800. Come lunghezza delle risposte
impulsive per SSEH ` e stato usata la lunghezza stimata da PEM/ARX+AIC, che
in precedenza ha dato buone prestazioni. Gli ingressi nelle simulazioni sono stati
generati solo in modo da essere correlati, dato che tale situazione ` e pi` u vicina
alle condizioni reali e che riportare le simulazioni per entrambi i tipi di ingressi
sarebbe superﬂuo.
Nelle simulazioni presentate qui, come procedura di selezione delle diverse ver-
sioni di SSEH ` e stata impegnata ancora la procedura standard di selezione delle
variabili forward selection Bayesiana. Questa scelta ` e stata fatta per essere coe-
rente con gli articoli [20–22] anche se nella precedente sezione si ` e visto che ha
dato prestazioni leggermente inferiori alle altre procedure Bayesiane considerate.
Soprattutto in termini di FIT la diﬀerenza ` e per` o trascurabile.
Modelli di riferimento con livello di sparsit` a ridotto In Tabella 4.19 sono
riportati i mediani di FIT1 e di FIT20 dello studio Monte Carlo eseguito per con-
frontare le prestazioni delle diverse versioni SSEH e delle diverse versioni PEM,
dove sono stati impegnati modelli di riferimento con livello di sparsit` a ridotto.
In Figura 4.19 sono riportati i box-plot relativi a questo studio Monte Carlo,
dove per questione di leggibilit` a, sono illustrati i risultati relativi alle identiﬁca-
zioni SSEH nel graﬁco sopra e quegli relativi alle identiﬁcazioni PEM nel graﬁco
sotto. Per avere un miglior confronto, nel graﬁco relativo al metodo SSEH sono
riportati anche i box-plot relativi alla versione PEM+Oracolo+set e ai modelli di
riferimento, e nel graﬁco relativo al metodo PEM ` e riportato il box-plot relativo
ai modelli di riferimento. In Tabella 4.20 sono riportati invece le percentuali di
variabili (ingressi e uscite rispettivamente) considerati in maniera corretta dalla
procedura di selezione forward selection, relativi alle diverse versioni di SSEH.
Per le diverse versioni di SSEH la media della lunghezza delle risposte impulsive
stimata da PEM/ARX+AIC risulta ¯ t0 = 6.05.
Per quanto riguarda il confronto tra i metodi di identiﬁcazione PEM e SSEH,
da Tabella 4.19 e da Figura 4.19 si possono trarre conclusioni simili a quanto visto
in sezione 4.1: solo nel caso in cui il metodo PEM ha accesso agli dati di test per4.3. CONFRONTO TRA DIVERSI VERSIONI DI SSEH E PEM 89
Tabella 4.19 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a ridotto e ingressi correlati, impiegando
diverse versioni dei metodi di identiﬁcazione SSEH (sopra) e PEM (sotto). La
media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC risulta
¯ t0 = 6.05.
Riferimento SSEH-sub SSEH-opt SSEH-opt+ps
FIT1 0.874 0.752 0.764 0.772
FIT20 0.856 0.676 0.663 0.688
PEM+Or+set PEM+Or PEM+BIC+ps PEM+BIC PEM+AICc
FIT1 0.769 0.668 0.688 0.423 0.238
FIT20 0.726 0.618 0.663 0.513 0.369
Tabella 4.20 – Percentuali degli ingressi e delle uscite rispettivamente considerate
in maniera corretta da diverse versioni del metodo SSEH in uno studio Monte Carlo
generando modelli di riferimento con livello di sparsit` a aumentato e ingressi corre-
lati. La media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC
risulta ¯ t0 = 6.05.
SSEH-sub SSEH-opt SSEH-opt+ps
% − IN 97.2 91.1 98.55
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Figura 4.19 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare impiegando diverse versioni dei metodi di identiﬁcazione SSEH (sopra)
e PEM (sotto), avendo generato modelli di riferimento con livello di sparsit` a ridotto
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selezionare l’ordine adeguato del modello e conosce il set degli ingressi che hanno
eﬀettivamente inﬂuenza alla predizione del sistema (versione PEM+Oracolo+set),
PEM ha prestazioni leggermente migliori del metodo SSEH. Per tutte le altre ver-
sioni PEM, le versioni SSEH hanno prestazioni nettamente superiori.
Confrontando le diverse versioni PEM si vede che PEM+AICc e PEM+BIC ha
dato le prestazioni pi` u scarse. Questo risultato era atteso, siccome le due versioni
non dispongono dell’informazione di quali variabili contribuiscono eﬀettivamen-
te alla predizione del sistema e devono selezionare l’ordine del modello dai dati.
Equipaggiando il metodo PEM+BIC con l’informazione delle variabili selezionate
dalla versione SSEH sub-ottima (PEM+BIC+preselezione) le prestazioni miglio-
rano nettamente e diventano confrontabili con la versione PEM+Oracolo. Infatti,
come si vede bene da Figura 4.19, i mediani dei FIT di PEM+BIC+preselezione
sono leggermente superiori a quelli di PEM+Oracolo, ma presentano un numero
maggiore di outlier. La versione PEM+Oracolo+set presenta ovviamente le pre-
stazioni migliori di tutte le versioni PEM.
Per quanto riguarda il confronto tra le diverse versioni di SSEH si pu` o dire che
le prestazioni sono buone per ogni versione e quindi molto simili. Partendo dalla
versione SSEH sub-ottima, come previsto, migliorano le prestazioni in termini
di FIT considerando il modello Bayesiano intero (versione SSEH ottimo). Le
prestazioni migliorano ulteriormente impiegando solo le variabili selezionate dal-
la versione SSEH sub-ottima (versione SSEH ottimo con preselezione), dato che
non deve pi` u considerare le variabili scartate prima.
La procedura SSEH ottima ha prestazioni inferiori in termini di percentuale di
variabili selezionate correttamente rispetto alla versione SSEH sub-ottima. Que-
sto si veriﬁca perch´ e, anche se i fattori di scala λij inferiori a e−10 nelle versioni
SSEH ottime sono eliminate a posteriori, pu` o capitare che la procedura di otti-
mizzazione riesca a ﬁssare qualche λij, per i quali la marginale decresce, e che
quindi le relative variabili non sono scartate dalla procedura di selezione. ` E da
aspettarsi che all’aumentare della lunghezza del set di dati N tale situazione si
veriﬁchi raramente. Questo non ` e per` o stato controllato per l’onere computazio-
nale notevole delle versioni SSEH ottime. Si noti che per la versione SSEH ottima
con preselezione tale difetto si somma alle variabili non selezionate nella fase
di inizializzazione. La percentuale di ingressi selezionati in maniera corretta di
tale procedura presenta invece i risultati migliori, anche rispetto alla procedura
sub-ottima. Questo perch´ e nella fase di inizializzazione la procedura di forward
selection Bayesiana tende a selezionare troppe variabili, cio` e seleziona anche va-
riabili che in realt` a sono superﬂue, le quali dopo l’ottimizzazione di SSEH ottima92 4. RISULTATI DEGLI STUDI MONTE CARLO
con preselezione possono essere a volte determinate e quindi scartate dalla pro-
cedura di forward selection Bayesiana. Inoltre non si considerano pi` u le variabili
gi` a scartate correttamente nella fase di inizializzazione.
Modelli di riferimento con livello di sparsit` a aumentato I mediani di
FIT1 e di FIT20 dello studio Monte Carlo eseguito per confrontare le prestazioni
delle diverse versioni SSEH e delle diverse versioni PEM, dove sono stati impe-
gnati modelli di riferimento con livello di sparsit` a aumentato, sono riportati in
Tabella 4.19. In Figura 4.19 sono riportati i relativi box-plot degli indici FIT
e in Tabella 4.20 sono riportate invece le percentuali di ingressi e uscite rispet-
tivamente considerati in maniera corretta dalla procedura di selezione forward
selection. Per le diverse versioni di SSEH la media della lunghezza delle risposte
impulsive stimata da PEM/ARX+AIC risulta ¯ t0 = 9.5.
Tabella 4.21 – Mediani di FIT1 e FIT20 di uno studio Monte Carlo generando
modelli di riferimento con livello di sparsit` a ridotto e ingressi correlati, impiegando
diverse versioni dei metodi di identiﬁcazione SSEH (sopra) e PEM (sotto). La
media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC risulta
¯ t0 = 9.5.
Riferimento SSEH-sub SSEH-opt SSEH-opt+ps
FIT1 0.984 0.939 0.944 0.943
FIT20 0.975 0.873 0.883 0.885
PEM+Or+set PEM+Or PEM+BIC+ps PEM+BIC PEM+AICc
FIT1 0.935 0.893 0.814 0.689 0.674
FIT20 0.879 0.814 0.744 0.667 0.693
Quanto succedeva per modelli di riferimento con livello di sparsit` a ridotto,
si veriﬁca anche in questo caso. Come si vede da Tabella 4.21 e Figura 4.20, le
diverse versioni del metodo SSEH hanno prestazioni confrontabili alla versione
PEM+Oracolo+set mentre le altre versioni PEM hanno prestazioni inferiori.
Per questo tipo di modelli di riferimento, PEM+AICc ha dato prestazioni con-
frontabili a PEM+BIC. La diﬀerenza tra le prestazioni di queste versioni e le
altre versioni del metodo PEM considerate ` e inferiore di quanto si ` e veriﬁcato per
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Figura 4.20 – Box-plot di FIT1 e FIT20 di uno studio Monte Carlo eseguito per
confrontare impiegando diverse versioni dei metodi di identiﬁcazione SSEH (sopra)
e PEM (sotto), avendo generato modelli di riferimento con livello di sparsit` a ridotto
e ingressi correlati.94 4. RISULTATI DEGLI STUDI MONTE CARLO
Tabella 4.22 – Percentuali degli ingressi e delle uscite rispettivamente considerate
in maniera corretta da diverse versioni del metodo SSEH in uno studio Monte Carlo
generando modelli di riferimento con livello di sparsit` a aumentato e ingressi corre-
lati. La media delle lunghezze delle risposte impulsive stimate da PEM/ARX+AIC
risulta ¯ t0 = 9.5.
SSEH-sub SSEH-opt SSEH-opt+ps
% − IN 99 89.45 99.6
% − OUT 72.83 73 73
PEM+BIC+preselezione presenta mediani dei FIT inferiori a quelli della versio-
ne PEM+Oracolo. La versione PEM+Oracolo+preselezione ha dato ovviamente
le prestazioni migliore tra i diversi metodi PEM.
Per quanto riguarda le versioni SSEH, si pu` o dire ancora che le prestazioni in ter-
mini di FIT migliorano considerano il modello Bayesiano intero invece che quello
ridotto, e migliorano ulteriormente ottimizzando solo le λij relative alle varia-
bili selezionate in una fase di inizializzazione (eﬀettuata da parte della versione
SSEH sub-ottima). Valgono anche le considerazioni fatte in precedenza relativa-
mente alle percentuali di ingressi considerati in maniera corretta come si vede
da Tabella 4.22: mentre la percentuale degli ingressi considerati correttamente di
SSEH ottimo peggiora rispetto a quella di SSEH sub-ottimo per una decrescita
errata della marginale, quella di SSEH ottima con preselezione migliora perch´ e
le variabili gi` a scartati correttamente nella fase di inizializzazione non sono pi` u
considerate. Considerando invece le percentuali di uscite considerate in maniera
corretta non si riesce a trarre delle informazioni (come tra l’altro ` e successo an-
che in altre situazioni in cui sono stati considerati i modelli con livello di sparsit` a
aumentato), perch´ e sono state scelte quasi sempre tutte le uscite, anche se in
qualche caso qualcuna non inﬂuenzava l’evoluzione del sistema.Capitolo 5
Risultati dell’identiﬁcazione di
modelli termodinamici
Per testare il metodo non-parametrico SSEH e confrontarlo con il metodo classi-
co PEM nell’identiﬁcazione di modelli termodinamici, questi sono stati applicati
su dati climatici ottenuti dal monitoraggio di un ediﬁcio esistente (descritto in
sezione 3.2). Se non diversamente speciﬁcato, come uscite del modello sono stati
deﬁniti tutti gli andamenti dei sensori di temperatura sulle schede multisensore,
come ingressi invece quelli dei sensori di umidit` a e di irraggiamento e di tutti
i sensori della stazione meteo. In questo capitolo si presentano i risultati delle
identiﬁcazioni.
In questo capitolo, per questioni di complessit` a computazionale, del metodo SSEH
` e stata usata solo la versione sub-ottima. Come conﬁgurazione di riferimento nelle
simulazioni si sono deﬁniti una lunghezza del set di dati N = 500 e un tempo
di campionamento T = 6 minuti. Il metodo PEM/ARX+AICc, usato per stima-
re la lunghezza delle risposti impulsive t0 di SSEH, a diﬀerenza di quanto visto
nel capitolo precedente, non ha prodotto risultati ragionevoli quando applicato
a dati reali, probabilmente a causa di N troppo piccolo. Per questo di seguito
sono stati riportati solo i risultati relativi a 5 passi e a 30 passi, che equivalgono
a t0 = 5   6 = 30 minuti e a t0 = 30   6 = 180 minuti.
Nella prima parte del capitolo si presentano i risultati delle simulazioni eﬀet-
tuate per confrontare i metodi SSEH e PEM. In essa, per SSEH, ` e stata usa-
ta solo la procedura di selezione delle variabili forward selection Bayesiana, che
scarta quindi i sensori che non contengono informazioni utile per la predizione
delle variabili deﬁnite come uscite. Del metodo PEM sono state considerate le
versioni PEM+Oracolo+preselezione, PEM+Oracolo, PEM+BIC+preselezione e
PEM+BIC. Per intuire l’inﬂuenza della lunghezza del set di dati N e del tempo96 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI
di campionamento T ` e stato usato anche N = 250 con T = 6 e T = 12 minuti.
Inoltre per singole uscite ` e stata eﬀettuata anche una selezione “manuale” dei
sensori a cui sono stati applicati i metodi SSEH e PEM.
Nella seconda parte del capitolo sono riportati i risultati delle simulazioni, nelle
quali sono state usate procedure di selezione delle singole risposte impulsive del
metodo SSEH. In questo modo, oltre a scartare i sensori che non contengono al-
cuna informazione utile per la predizione di nessuna uscita, per ogni uscita sono
selezionati solo i sensori utili a predirla. Si evidenzia quindi la struttura del siste-
ma, chiamata causalit` a di Granger, simile a quella riportata in Figura 2.5. Delle
procedure di selezione delle risposte impulsive considerate in sezione 4.2, qui so-
no usate solo le procedure FORWARD-backward e FORWARD-AllBest-Output,
che rispetto alle altre sono computazionalmente pi` u eﬃcienti e hanno dato buoni
risultati.
5.1 Confronto tra SSEH e PEM
In questa sezione si riportano i risultati delle diverse simulazioni eﬀettuate per
confrontare i metodi PEM e SSEH per l’identiﬁcazione di modelli termodinamici.
Come condizione di riferimento sono stati scelti una lunghezza del set di dati
N = 500 e un tempo di campionamento di T = 6 minuti. ` E stata considerata
anche la lunghezza ridotta N = 250 con tempi di campionamento di T = 6 e
di T = 12 minuti. Alla ﬁne si presentano i risultati ottenuti considerando per
l’identiﬁcazione solo un sottoinsieme di sensori.
5.1.1 Conﬁgurazione di riferimento: N = 500 e T = 6 mi-
nuti
Si riportano qui i risultati delle simulazioni eﬀettuate per confrontare i me-
todi SSEH e PEM usando i dati monitorati in un ediﬁcio esistente. Del me-
todo SSEH ` e stata usata la versione sub-ottima con la procedura di selezio-
ne delle variabili forward selection Bayesiana e del metodo PEM le versioni
PEM+Oracolo+preselezione, PEM+Oracolo, PEM+BIC+preselezione e PEM+BIC.
Come conﬁgurazione di riferimento nelle simulazioni ` e stata usata la lunghezza
del set di dati N = 500 con un tempo di campionamento di T = 6 minuti. Per
l’identiﬁcazione SSEH sub-ottima sono state considerate le lunghezze delle rispo-5.1. CONFRONTO TRA SSEH E PEM 97
ste impulsive t0 = 30 minuti e t0 = 180 minuti.
I risultati delle simulazioni per tutti i sensori di temperatura deﬁniti come
uscite con N = 500 e con T = 6 minuti in termini di FIT1 (6 minuti in avanti) e
di FIT20 (120 minuti in avanti) sono riportati in Figura 5.1.
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Figura 5.1 – FIT1 (6 minuti in avanti; sopra) e FIT20 (120 minuti in avanti;
sotto) per i diversi metodi di identiﬁcazione, con N = 500 e T = 6 minuti e
avendo impiegato tutti i sensori di temperatura delle schede multisensore come
uscite. L’asse delle ascisse ` e relativa ai nomi delle schede multisensore distribuite
nell’ediﬁcio e indicati in Figura 5.4.
Da Figura 5.1 si vede che la versione non-parametrica SSEH sub-ottima ha
dato delle prestazioni molto buone rispetto al metodo PEM. Soprattutto a 6 mi-
nuti di predizione gli indici FIT ottenuti da SSEH sub-ottimo sono in generale
superiori a tutti quelli ottenuti dalle diverse versioni PEM. Anche a 120 minuti
le versioni PEM hanno fornito prestazioni inferiori, ad eccezione delle versioni
PEM+Oracolo+preselezione che ha ottenuto prestazioni superiori.
In generale le versioni PEM che usano l’informazione della selezione delle variabili98 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI
eﬀettuata dalla procedura di selezione di SSEH sub-ottimo hanno dato prestazio-
ni nettamente superiori alle versioni PEM, che usano tutti i sensori per predire
l’evoluzione del sistema. Si nota poi che le versioni PEM con Oracolo hanno dato
prestazioni superiori a quelle che eﬀettuano la selezione impiegando l’indice BIC.
Per quanto riguarda la lunghezza delle risposte impulsive t0 di SSEH, da Figu-
ra 5.1 si vede che in generale, a un passo di predizione, la lunghezza maggiore
(t0 = 120 minuti) assicura una prestazione migliore, mentre a venti passi di pre-
dizione la prestazione relativa alla lunghezza t0 = 30 minuti ` e superiore. In ogni
caso i risultati corrispondenti ai due t0 erano confrontabili.
Considerazioni simili si possono trarre dalla Figura 5.2, nella quale sono stati
riportati gli andamenti dell’indice FITk relativi a due sensori di uscita in funzione
dei passi di predizione k per i diversi metodi di identiﬁcazione. ` E stato scelto di
riportare gli indici FITk relativi ai sensori S10 e S25, posti al centro dei rispettivi
locali (si guardi Figura 5.4 oppure Figura 3.3) e non troppo vicini a ventilconvet-
tori, termosifoni o ﬁnestre.












































Figura 5.2 – Andamento dell’indice FIT in funzione dei passi di predizione k per
ciascuno dei metodi di identiﬁcazione testati, con N = 500 e T = 6 minuti e usando
come uscite i sensori di temperatura delle schede multisensore S10 (sinistra) e S25
(destra).
Come si vede anche da Figura 5.2 la versione SSEH ha dato prestazioni buo-
ne in confronto alle versioni PEM. Solo la versione PEM+Oracolo+preselezione
ha fornito prestazioni che in determinati casi sono rivelanti. Per le due diverse5.1. CONFRONTO TRA SSEH E PEM 99
lunghezze di t0, le prestazioni di SSEH sono confrontabili. Si noti che in generale
l’indice FITk decresce all’aumentare dei passi di predizione, ma negli andamenti
ottenuti dalle versioni PEM con Oracolo si presentano delle irregolarit` a. Questo
` e dovuto al fatto che per ogni passo di predizione le versioni Oracolo selezionano
l’ordine del modello pi` u adatto, che pu` o quindi variare. Analizzando i dati otte-
nuti dalle simulazioni si ` e visto che le irregolarit` a negli andamenti dei FITk si
presentano al cambiamento di ordine del modello selezionato dall’Oracolo.
Considerando la singola uscita, le prestazioni dei modelli ottenuti dalle versione
PEM con Oracolo sono di norma inferiori di quelle ottenute dalle relative versioni
PEM che impiegano l’indice BIC per eﬀettuare la selezione. Questo ` e dovuto al
fatto che l’Oracolo seleziona l’ordine migliore per il modello complessivo, e pu` o
quindi capitare che, per singole uscite, l’ordine scelto dia prestazioni inferiori a
quelle ottenibili impiegando un qualche altro ordine.
In Figura 5.3 sono confrontati gli andamenti reali delle temperature dei sen-
sori S10 (sinistra) e S25 (destra) con le predizioni a 6 e a 120 minuti impiegando
il modello identiﬁcato con SSEH sub-ottimo e t0 = 180 minuti. Questo confronto
fornisce un’idea generale del legame tra FIT e bont` a dell’approssimazione della
predizione all’andamento reale.































































Figura 5.3 – Confronto tra gli andamenti reali di temperatura e le predizioni a
un passo e a venti passi per i sensori di temperatura sulle schede multisensore S10
(sinistra) e S25 (destra) impiegando i modelli identiﬁcati con SSEH sub-ottimo con
t0 = 130 minuti e con N = 500 e T = 6 minuti.100 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI
L’approssimazione della predizione a 6 minuti all’andamento reale ` e molto
buona, come si vede da Figura 5.3. In tal caso il FIT1 per i due sensori risulta
tra 0.7 e 0.8. All’aumentare dei passi di predizione il FIT decresce raggiungendo
valori tra 0.1 e 0.2 per 120 minuti, e di conseguenza l’approssimazione peggiora.
Comunque, anche per 120 minuti, l’errore tra predizione e andamento reale ` e in
generale inferiore a 2◦C.
Si noti che, per eseguire le identiﬁcazioni, tutti gli andamenti sono stati nor-
malizzati in modo tali da avere media nulla e varianza unitaria. Per ottenere le
predizioni riportate in Figura 5.3, scalate in maniera corretta, per prima cosa il
modello deve essere denormalizzato utilizzando la varianza dei dati del set di trai-
ning e successivamente, le uscite dello stesso devono essere sommate alla media
dei dati di test, ottenuta in una fase di inizializzazione.
` E stato scritto un piccolo codice per rappresentare graﬁcamente, per una
determinata uscita, i sensori selezionati da una qualunque delle procedure di
selezione del metodo SSEH. Nella rappresentazione sono evidenziati i sensori se-
lezionati per predire almeno una delle uscite e i sensori scartati completamente
dalla procedura di selezione. Inoltre sono rappresentati diversamente i sensori che
nel modello raﬃgurano le uscite dai sensori che raﬃgurano gli ingressi. In Figura
5.4 ` e riportato il graﬁco generato dal codice per l’uscita S10. Si noti che in questo
caso la selezione ottenuta per le altre uscite ` e identica, siccome ` e stata impiegata
la procedura di selezione delle variabili forward selection Bayesiana, che scarta
solo i sensori superﬂui per la predizione dell’intero sistema e non eﬀettuando la
selezione riguardante le singole uscite.
Da Figura 5.4 si vede che per predire il sistema, dalla procedura di selezione
forward selection Bayesiana di SSEH sono state selezionate quasi tutte le uscite,
ovvero quasi tutti i sensori di temperatura delle schede multisensore. Sono stati
selezionati alcuni sensori di irraggiamento e un solo sensore di umidit` a relativa,
mentre nessuna sensore della stazione meteo ` e stato ritenuto utile per la predi-



















































































Figura 5.4 – Selezione dei sensori eﬀettuata dalla procedura di selezione delle va-
riabili forward selection Bayesiana di SSEH sub-ottimo per il sensore S10. Tutti i
sensori rappresentati in Figura come cerchi sono uscite del modello, quelli rappre-
sentati con un rettangolo sono invece gli ingressi. Il sensore, evidenziato in verde,
` e l’uscita alla quale si riferisce la Figura. I sensori colorati sono quelli selezionati
per la predizione di tale uscita, quelli con la cornice nera e spessa sono i sensori
scelti per predire almeno un’uscita e quelli con la cornice grigia e sottile sono invece
i sensori completamente scartati dalla procedura di selezione.
5.1.2 Inﬂuenza della lunghezza del set di dati e del tempo
di campionamento
Si presentano di seguito i risultati ottenuti impiegando due set di dati con una
lunghezza di N = 250 e con tempi di campionamento rispettivamente di T = 6 e
di T = 12 minuti.
Lunghezza ridotta del set di dati Per analizzare l’inﬂuenza della lunghezza
del set di dati, i diversi metodi di identiﬁcazione sono stati applicati a dati con
N = 250, mantenendo il tempo di campionamento a T = 6 minuti. Come uscite
sono state considerate ancora tutti i sensori di temperatura delle schede multi-
sensore e sono state impiegate le stesse versioni dei metodi di identiﬁcazione di
prima. In Figura 5.5 sono riportati i risultati in termini di FIT1 (6 minuti in avan-
ti) e di FIT20 (120 minuti in avanti) delle simulazioni per tutti i sensori d’uscita.102 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI
Si sono tralasciate le corrispettive immagini delle Figure 5.2 e 5.3 poich´ e non vi
sono contenute informazioni utili al confronto dell’inﬂuenza della lunghezza del
set di dati utilizzati. Ugualmente non si riporta la selezione dei sensori poich´ e la
procedura forward selection Bayesiana per N = 250 seleziona un set di sensori
del tutto simile al caso N = 500.
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Figura 5.5 – FIT1 (6 minuti in avanti; sopra) e FIT20 (120 minuti in avanti; sotto)
per i diversi metodi di identiﬁcazione, con N = 250 e T = 6 minuti avendo im-
piegato tutti i sensori di temperatura delle schede multisensore come uscite. L’asse
delle ascisse ` e relativa ai nomi delle schede multisensore distribuite nell’ediﬁcio e
indicati in Figura 5.4.
Anche per il set di dati di lunghezza N = 250 vale che, in generale, aumen-
tando i passi di predizione peggiorano le prestazioni in termini di FITk, come
si vede da Figura 5.5. Il metodo SSEH fornisce prestazioni buone, confronta-
bili con la versione PEM+Oracolo+preselezione. A un passo di predizione, le
versioni PEM+BIC+preselezione e PEM+Oracolo+preselezione hanno raggiun-
to le stesse prestazioni. Analizzando i dati si ` e notato che le due versioni di
PEM hanno scelto lo stesso ordine del modello. A pi` u passi di predizione invece,5.1. CONFRONTO TRA SSEH E PEM 103
la versione PEM+BIC+preselezione ha dato prestazioni in generale inferiori a
PEM+Oracolo+preselezione.
Mentre le prestazioni del metodo SSEH e delle due versioni PEM che eﬀettuano
una preselezione sono solo leggermente inferiori a quanto ottenuto per N = 500,
le prestazioni ottenute dalle versioni PEM, che impiegano tutti i dati per identiﬁ-
care il modello, peggiorano considerevolmente. Questo comportamento ` e evidente
dal confronto di Figura 5.1 con Figura 5.5.
Si noti che, mantenendo il tempo di campionamento T = 6 minuti, anche per
N = 250 sono state ottenute prestazioni confrontabili per le due lunghezze delle
risposte impulsive t0 di SSEH sub-ottimo considerate. Infatti, come si vede da
Figura 5.5, per le diverse uscite, alcuni FITk sono migliori impiegando t0 = 30
minuti, altri sono migliori impiegando t0 = 18 minuti.
Tempo di campionamento T aumentato Per analizzare l’inﬂuenza del tem-
po di campionamento sull’identiﬁcazione di modelli termodinamici del set di dati
di lunghezza N = 500 ` e stato eliminata ogni seconda misura, ottenendo cos` ı un
set di dati di lunghezza N = 250 sullo stesso intervallo temporale, ma con tem-
po di campionamento T = 12 minuti. I risultati in termini di FIT1 (12 minuti
in avanti) e di FIT10 (120 minuti in avanti) per i diversi sensori di uscita sono
rappresentati in Figura 5.6.
L’aumento del tempo di campionamento da T = 6 minuti a T = 12 minuti
ha messo in diﬃcolt` a un po’ tutte le versioni di identiﬁcazione considerate, come
si vede da Figura 5.6. A un passo di predizione (12 minuti) la versione SSEH
sub-ottima con t0 = 60 minuti (t0 = 5 passi) ha dato prestazioni buone, ma
aumentando i passi ha dato prestazioni in generale inferiori al caso di N = 250
e T = 6 minuti (si guardi Figura 5.5). SSEH sub-ottimo con t0 = 360 minuti
(t0 = 30 passi) ha fornito prestazioni pessime, cos` ı come anche le versioni di
PEM, che impiegano l’indice BIC per selezionare l’ordine del modello. La ver-
sione PEM+Oracolo, che impiega tutti i dati per identiﬁcare il modello, ha dato
prestazioni buone in confronto alle altre versioni considerate, soprattutto per il
FIT10.104 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI
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Figura 5.6 – FIT1 (12 minuti in avanti; sopra) e FIT10 (120 minuti in avanti;
sotto) per i diversi metodi di identiﬁcazione, con N = 250 e T = 12 minuti avendo
impiegato tutti i sensori di temperatura delle schede multisensore come uscite. L’as-
se delle ascisse ` e relativa ai nomi delle schede multisensore distribuite nell’ediﬁcio
e indicati in Figura 5.4.
5.1.3 Selezione manuale di sensori
Per non tutti i sensori, sono state fatte delle identiﬁcazioni selezionandone un
sottoinsieme. Questo perch´ e, come accennato pi` u volte (si guardi sezione 2.1), il
metodo PEM non d` a risultati aﬃdabili nel caso in cui il set di dati a disposizione
` e ridotto in confronto al numero di paramenti da identiﬁcare.
In queste simulazioni, per l’identiﬁcazione si ` e considerato un set di dati con
N = 500 e T = 6 minuti. Sono stati considerati due set di dati: uno relativo
alla grande sala riunioni composto dalle schede multisensore S3, S5, S7, S8, S9
e S10 e l’altro relativo ai due uﬃci aﬃancati composto dalle schede multisensore
S18, S19, S21, S23, S24 e S25 (si guardi Figura 5.4). Come uscite del modello
sono stati ﬁssati tutti gli andamenti di temperatura di tale schede. Come ingressi
invece sono stati scelti tutti gli andamenti di umidit` a relativa e irraggiamento
delle schede multisensore e gli andamenti di temperatura, umidit` a relativa e ir-5.1. CONFRONTO TRA SSEH E PEM 105
raggiamento misurati dalla stazione meteo.
In Figura 5.7 sono riportati i risultati in termini di FIT1 (6 minuti in avanti)
e di FIT20 (120 minuti in avanti) delle simulazioni impiegando i due set di dati
rispettivamente.
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Figura 5.7 – FIT1 (6 minuti in avanti; graﬁci sopra) e FIT20 (120 minuti in
avanti; graﬁci sotto) relativi al set di schede multisensore S3, S5, S7, S8, S9 e
S10 (graﬁci a sinistra) e al set di schede multisensore S18, S19, S21, S23, S24 e
S25 (graﬁci a destra) rispettivamente, con N = 500 e T = 6 minuti. L’asse delle
ascisse ` e relativa ai nomi delle schede multisensore indicati in Figura 5.4.
Dalla Figura 5.7 si vede che a un passo di predizione (6 minuti in avanti)
le diverse versioni di identiﬁcazione forniscono prestazioni buone. Le prestazio-
ni delle versioni del metodo PEM che non impiegano la selezione eﬀettuata da
SSEH sub-ottimo sono in generale superiori a quelle ottenute dalla conﬁgurazio-
ne di riferimento (con N = 500, T = 6 minuti e impiegando per l’identiﬁcazione
tutti i sensori disponibili) vista in precedenza. La versione SSEH sub-ottima ha
prestazioni in termini di FIT1 leggermente inferiori rispetto la conﬁgurazione di
riferimento. Le versioni PEM che impiegano la preselezione invece generano FIT1106 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI
leggermente superiori per il set di schede multisensore S3, S5, S7, S8, S9 e S10,
ma soprattutto la versione PEM+BIC+Oracolo ha prestazioni molto inferiori per
il set di schede multisensore S18, S19, S21, S23, S24 e S25.
Aumentando i passi di predizione, il FIT cala fortemente e, come si vede dal con-
fronto di Figura 5.7 con Figura 5.1, il FIT20 ` e in generale inferiore considerando
un sottoinsieme di tutti i sensori. Solo la versione SSEH sub-ottima con t0 = 30
minuti ha prestazioni in termini di FIT20, per il set di schede multisensore S18,
S19, S21, S23, S24 e S25, superiori alla condizione di riferimento.
5.2 Confronto tra diverse procedure di selezione
In questa sezione si riportano i risultati delle simulazioni eseguite per testare
procedure di selezione di singole risposte impulsive. ` E stata considerata la conﬁ-
gurazione di riferimento con N = 500, T = 6 minuti e impiegando tutti i sensori,
usando quelli di temperature delle schede multisensore come uscite e gli altri,
inclusi quelli della stazione meteo, come ingressi. Di SSEH ` e stata impiegata solo
la versione sub-ottima con t0 = 180 minuti, che in sezione 5.1 ha mostrato avere
buone prestazioni. Come procedure di selezione delle singole risposte impulsive so-
no state usate le procedure FORWARD-backward e FORWARD-AllBest-Output
presentate in sezione 3.3 e impiegate anche negli studi Monte Carlo. Le altre
procedure di selezione non sono invece state considerate a causa del loro onere
computazionale. A causa del gran numero di variabili infatti, gi` a la procedura
FORWARD-backward ha impiegato qualche giorno per calcolare il risultato: ` e le-
gittimo attendersi un tempo di calcolo ancora superiore delle altre, in particolare
dalla procedura all-best selection.
In Figura 5.8 sono confrontati i FIT1 (6 minuti in avanti) e i FIT20 (120
minuti in avanti) per tutte le uscite, impiegando le procedure di selezione delle
singole risposte impulsive FORWARD-backward e FORWARD-AllBest-Output.
Nella Figura 5.8 sono riportati anche i FIT1 e i FIT20 impiegando la procedura
di selezione delle variabili forward selection Bayesiana, gi` a viste in Figura 5.1.
Da Figura 5.8 si vede che le tre procedure di selezione considerate hanno for-
nito prestazioni confrontabili. A conferma di ci` o, Figura 5.9 riporta gli andamenti
di FITk in funzione dei passi di predizione k (un passo equivale alla predizione 6
minuti in avanti) per i sensori di uscita S10 e S25: non si pu` o stabilire quale pro-5.2. CONFRONTO TRA DIVERSE PROCEDURE DI SELEZIONE 107




























Figura 5.8 – FIT1 (6 minuti in avanti; sopra) e FIT20 (120 minuti in avanti; sotto)
per i diversi metodi di identiﬁcazione, con N = 500 e T = 6 minuti avendo im-
piegato tutti i sensori di temperatura delle schede multisensore come uscite. L’asse
delle ascisse ` e relativa ai nomi delle schede multisensore distribuite nell’ediﬁcio e
indicati in Figura 5.4.
cedura tra FORWARD-backward e FORWARD-AllBest-Output sia la migliore.
In ogni caso, per poter classiﬁcare le diverse procedure, in Tabella 5.1 sono
riportate le medie di FIT1, FIT15 e FIT30 relative alle diverse procedure di sele-
zione impiegate.
Da Tabella 5.1 si evidenzia quanto si vede in Figura 5.9: le procedure che
eﬀettuano la selezione delle singole risposte impulsive hanno prestazioni miglio-
ri della procedura di selezione delle variabili forward selection Bayesiana. Delle
procedure delle singole risposte impulsive la FORWARD-AllBest-Output ha le
prestazioni migliori a un passo di predizione (6 minuti in avanti) e a trenta passi
(180 minuti in avanti) mentre la FORWARD-backward ha le prestazioni migliori
ai passi intermedi. Si noti comunque che le medie riportate in tabella non sono108 5. RISULTATI DELL’IDENTIFICAZIONE DI MODELLI TERMODINAMICI











































Figura 5.9 – Andamenti dell’indice FIT in funzione dei passi di predizione k per
ciascuna delle procedure di selezione di SSEH, con N = 500 e T = 6 minuti e
usando come uscite i sensori di temperatura delle schede multisensore S10 (sinistra)
e S25 (destra).
Tabella 5.1 – Medie sulle uscite di FIT1, FIT15 e di FIT30, diﬀerenziate per
le procedure di selezione forward selection Bayesiana, FORWARD-backward e
FORWARD-AllBest-Output.
FOR FOR-back FOR-AB-Out
FIT1 0.678 0.695 0.709
FIT15 0.206 0.255 0.228
FIT30 0.1 0.127 0.1315.2. CONFRONTO TRA DIVERSE PROCEDURE DI SELEZIONE 109
signiﬁcative da un punto di vista statistico, perch´ e si riferiscono solo alle 18 uscite
di questo speciﬁco monitoraggio.
Ovviamente, mentre il set di sensori scelti della procedura forward selection
Bayesiana ` e uguale per ogni uscita (si guardi Figura 5.4), per le procedure di
selezione delle singole risposte impulsive il set impiegato per eﬀettuare la predi-
zione cambia per ogni uscita. In Figura 5.10 sono riportate le selezioni relative
ai sensori S10 e S25 eﬀettuate della procedura FORWARD-backward, in Figura
5.11 invece sono riportate le selezioni relative ai sensori S10 e S25 eﬀettuate della
procedura FORWARD-AllBest-Output.
Confrontando le Figura 5.10 e 5.11 si vede che la scelta di sensori eﬀettuata
dalle due procedure di selezione delle singole risposte impulsive ` e molto simile.
Per predire la relativa uscita in entrambi i casi ` e stato scelto solo un piccolo set
di sensori, in generale spazialmente non molto distanti dall’uscita relativa. Si noti
comunque che il numero totale di sensori selezionati per predire il sistema dalla
procedura FORWARD-AllBest-Output ` e molto superiore a quello della procedu-
ra FORWARD-backward. Questo ` e dovuto ovviamente al fatto che la procedura
FORWARD-AllBest-Output, partendo dal set di risposte impulsive selezionate
dalla procedura di selezione delle variabili forward selection Bayesiana, pu` o ag-
giungere, se ritenuto utile, singole risposte impulsive. La procedura FORWARD-
backward invece, partendo dal set selezionato dalla procedura forward selection











































































































































Figura 5.10 – Selezione dei sensori eﬀettuata dalla procedura di selezione delle
singole risposte impulsive FORWARD-backward di SSEH sub-ottimo per il sensore
S10 (sopra) e per il sensore S25 (sotto). Tutti i sensori rappresentati in Figura
come cerchi sono uscite del modello, quelli rappresentati con un rettangolo sono
invece gli ingressi. Il sensore, evidenziato in verde, ` e l’uscita alla quale si riferisce
il graﬁco rispettivo. I sensori colorati sono quelli selezionati per la predizione di tale
uscita, quelli con la cornice nera e spessa sono i sensori scelti per predire almeno
un’uscita e quelli con la cornice grigia e sottile sono invece i sensori completamente





































































































































































Figura 5.11 – Selezione dei sensori eﬀettuata dalla procedura di selezione delle
singole risposte impulsive FORWARD-AllBest-Output di SSEH sub-ottimo per il
sensore S10 (sopra) e per il sensore S25 (sotto). Tutti i sensori rappresentati in
Figura come cerchi sono uscite del modello, quelli rappresentati con un rettangolo
sono invece gli ingressi. Il sensore, evidenziato in verde, ` e l’uscita alla quale si
riferisce il graﬁco rispettivo. I sensori colorati sono quelli selezionati per la pre-
dizione di tale uscita, quelli con la cornice nera e spessa sono i sensori scelti per
predire almeno un’uscita e quelli con la cornice grigia e sottile sono invece i sensori
completamente scartati dalla procedura di selezione.Capitolo 6
Discussione e confronto dei
risultati
In questo capitolo si discutono i risultati presentati nelle sezioni precedenti. Si
analizzano prima i risultati relativi ai diversi studi Monte Carlo considerati e poi
quelli relativi alle identiﬁcazioni eﬀettuate sui dati monitorati in un ediﬁcio esi-
stente.
Nelle sezioni precedenti non sono stati indicati i tempi di calcolo impiegati dai
diversi algoritmi di identiﬁcazione, perch´ e nella programmazione degli algoritmi
che realizzano le diverse versioni SSEH ` e stato tenuto in considerazione solo l’a-
spetto funzionale, non ottimizzando l’aspetto di onere computazionale. Siccome
l’eﬃcienza computazionale ` e per` o una caratteristica molto importante per valu-
tarne l’impiego di un algoritmo in applicazioni reali, nella parte iniziale di questo
capitolo si faranno alcune considerazioni a questo riguardo.
6.1 Considerazioni relative all’eﬃcienza compu-
tazionale
Nella presentazione dei risultati nono sono stati riportati i tempi di calcolo dei
vari algoritmi, perch´ e questo dipende ovviamente da molti fattori. Per esempio,
per eseguire le simulazioni sono stati utilizzati due diﬀerenti computer, uno con
un processore “intel centrino due T5600” e l’altro con un processore “intel core i5-
2540M”: il primo computer ha impiegato pi` u del doppio del tempo per sviluppare
calcoli confrontabili. Dato che il tempo di calcolo ` e un criterio molto importante
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no alcuni confronti tra le diverse versioni di metodi di identiﬁcazione impiegati.
Si noti comunque che i diversi algoritmi SSEH non sono stati ottimizzati in ter-
mini di eﬃcienza computazionale e sono quindi migliorabili. Si noti inoltre che le
complessit` a computazionali in termini di O( ) delle diverse procedure di selezione
di SSEH sono riportati in sezione 3.3. I tempi di calcolo riportati qui sono relativi
al computer con un processore “intel core i5-2540M”, con 4GB di memoria RAM
e avendo impiegato come programma di calcolo MATLAB
R   - versione R2011a.
Studi di Monte Carlo Negli studi Monte Carlo sono stati impiegati m = 10
ingressi e p = 3 uscite. Il tempo di calcolo dell’identiﬁcazione SSEH sub-ottima
dipende fortemente alla lunghezza del set di dati N. Per N = 150 il tempo impie-
gato ` e di 12−18 secondi e crescendo all’aumenta di N, ha impiegato per N = 300
circa 30 − 40 secondi e per N = 800 circa 2 − 3 minuti. Al contrario, il tempo
di calcolo delle diverse versioni di PEM considerate non dipende cos` ı fortemente
da N. Infatti, nel caso in cui l’ordine massimo da considerare era ﬁssato uguale
a 12, si ottenevano tempi di calcolo pari a 30 − 35 secondi per N = 150, 35 − 40
secondi per N = 300 e 60 − 70 secondi per N = 800. Si noti per` o che il tempo
di calcolo dei metodi PEM cresce fortemente aumentando l’ordine massimo da
considerare. Prendendo 30 come ordine massimo, per N = 300 il tempo di calcolo
delle versioni PEM ` e cresciuto ﬁno a 10 − 15 minuti.
La lunghezza delle risposte impulsive t0 di SSEH invece non ha un grosso impat-
to sul tempo di calcolo. Si noti per` o, che aumentando t0, aumenta lo spazio di
memoria necessario per eseguire i calcoli.
Le versioni SSEH ottime sono state considerate solo per N = 300 e hanno
impiegato un tempo di calcolo nettamente superiore alla versione sub-ottima.
Mentre la versione SSEH ottima impiegava circa 10 − 15 minuti, la versione con
preselezione ` e stata pi` u veloce, dipendendo dal numero di variabili eliminate dalla
identiﬁcazione sub-ottima di inizializzazione e quindi non pi` u considerate nella
fase di ottimizzazione. Se solo poche variabili sono state selezionate, il tempo di
calcolo si ` e ridotto anche a 2 − 3 minuti.
Negli studi Monte Carlo, il tempo impiegato dalla procedura di selezione nelle
identiﬁcazioni SSEH ` e solo una piccola quota del tempo complessivo impiegato
dall’identiﬁcazione SSEH. Questo vale sopratutto per le versioni sequenziali di
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lo 1 − 2 secondi. Le versioni Bayesiane di queste procedure impiegavano invece
5−7 secondi. Sia la versione Bayesiana sia la versione sequenziale della procedura
di stepwise selection e sia la versione Bayesiana della procedura all-best selection
hanno richiesto circa 7−9 secondi. Si noti che il tempo di calcolo delle due versio-
ni Bayesiane ` e simile a quello della versione sequenziale stepwise selection anche
se internamente le procedure Bayesiane sono molto pi` u complesse, perch´ e queste
ultime dispongono di un criterio di arresto e devono quindi considerare molte
meno combinazioni di variabili della procedura stepwise selection sequenziale.
Identiﬁcazioni impiegando i dati monitorati Nelle simulazioni impiegan-
do i dati monitorati nell’ediﬁcio esistente, rispetto agli studi Monte Carlo, sono
state usate pi` u variabili di ingressi e di uscite. Infatti, nel monitoraggio sono state
impiegate 18 schede multisensore, ciascuna delle quali registrava dati di tempera-
tura, umidit` a relativa e irraggiamento, e sono stati utilizzati i dati di una stazione
meteo che registrava direzione e velocit` a del vento, temperatura, umidit` a, piog-
gia, irraggiamento e pressione. Al posto di 3 uscite e 10 ingressi, in gran parte
delle simulazioni impiegando i dati monitorati, tutti i sensori di temperatura del-
la schede multisensore sono stati usati come uscite del modello e come ingressi
tutti gli altri, ottenendo quindi in tutto 18 uscite e 43 ingressi. Questo ha fatto
aumentare di molto il tempo di calcolo dei diversi metodi di identiﬁcazione.
Nelle diverse simulazioni con N = 250, la versione SSEH sub-ottima ha impiega-
to circa 20 minuti, le diverse versioni PEM invece 10− 15 minuti impostando 12
come ordine massimo da considerare.
Mentre negli studi Monte Carlo la procedura di selezione aveva poca inﬂuenza sul
tempo totale dell’identiﬁcazione SSEH, in questo caso l’eﬃcienza della procedura
` e il fattore determinante. Questo si ` e mostrato in particolare per N = 500, do-
ve sono stati impiegati la procedura di selezione delle variabili forward selection
Bayesiana e le procedure di selezione delle risposte impulsive FORWARD-AllBest-
Output e FORWARD-backward. L’identiﬁcazione SSEH complessiva impiegando
queste tre procedure di selezione ha richiesto circa 67 ore. Di questo tempo la
procedura di selezione delle variabili forward selection Bayesiana, usata come
procedura di inizializzazione delle due seguenti, ha impiegato circa 50 minuti, la
procedura FORWARD-backward circa 50 ore e la procedura FORWARD-AllBest-
Output circa 16 ore. Eliminando i tempi impiegati dalle procedure di selezione
dal tempo totale, si ricavano circa 25 minuti come tempo impiegato dall’identiﬁ-
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di ottimizzazione 1. nella procedura descritta in sezione 2.2.5).
6.2 Analisi dei risultati degli studi Monte Carlo
Si discutono qui di seguito i risultati ottenuti dai vari studi Monte Carlo, riferen-
dosi alle sezioni di capitolo 4.
Diverse lunghezze del set di dati N e delle risposte impulsive t0 In
sezione 4.1 sono stati riportati i risultati degli studi Monte Carlo, eseguiti per
mostrare l’inﬂuenza della lunghezza del set di dati N sulle prestazioni dei metodi
SSEH e PEM e l’inﬂuenza della lunghezza delle risposte impulsive t0 sulle presta-
zioni di SSEH. In queste simulazioni sono stati utilizzati modelli di riferimento
sia con livello di sparsit` a ridotto sia con livello di sparsit` a aumentato e sono stati
generati ingressi scorrelati e correlati.
Dalle simulazioni si ` e evidenziato chiaramente che, all’aumentare di N, le
prestazioni dei metodi di identiﬁcazione migliorano chiaramente (si guardino per
esempio le Tabelle 4.3 e 4.7, e le relative Figure 4.5 e 4.11). Per lunghezze N
ridotte, la versione PEM+BIC, che deve stimare l’ordine del modello dai dati
e non conosce il set delle variabili che danno eﬀettivamente contributo alla pre-
dizione del sistema, ha dato prestazioni scarse nelle simulazioni . La versione
PEM+Oracolo+set, cio` e la versione di PEM che ha accesso ai dati di test per
selezionare l’ordine del modello migliore e che conosce il set di variabili che ef-
fettivamente contribuiscono alla predizione del sistema, ha ottenuto prestazioni
in generale confrontabili con quelle ottenute impiegando le versioni SSEH sub-
ottime. Particolarmente per modelli di riferimento con livello di sparsit` a aumen-
tato, pure da questa versione PEM i risultati ottenuti per N ridotti sono stati
inferiori a quelli ottenuti con SSEH. Con PEM+Oracolo, che non conosce il set di
variabili che contano, sono state ottenute prestazioni intermedie tra PEM+BIC
e PEM+Oracolo+set. Per N estese si ` e visto che le prestazioni di tutte le diverse
versioni PEM e SSEH si avvicinano e convergono al FITk ottenuto dalla predi-
zione impiegando il modello di riferimento.
Si sottolinea che la versione PEM+BIC ` e utilizzabile in applicazioni reali. Le due
versioni PEM Oracolo invece di solito non lo sono, dato che in applicazioni reali
di solito non si ha un set di dati di test a disposizione e non si conosce il set delle
variabili che contribuiscono alla predizione del sistema. Questo vale in particolare
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interesse di questa tesi. Le versioni con Oracolo infatti sono state considerate con
lo scopo di mostrare le prestazioni migliori ottenibili impiegando metodi PEM.
Per le considerazioni appena fatte si pu` o dire che SSEH ` e un metodo molto valido
in confronto al metodo PEM nel caso in cui la lunghezza del set di dati N ` e ridot-
ta, propriet` a richiesta in questa tesi. Si sottolinea poi che, anche aumentando N,
dall’identiﬁcazione SSEH sono state ottenute prestazioni confrontabili con PEM.
Come si vede per esempio dalle Tabelle 4.4 e 4.8, nei diversi studi Monte Carlo
in generale la procedura di selezione delle variabili forward selection Bayesiana
del metodo SSEH ha portato a risultati molto buoni, che migliorano leggermente
all’aumentare di N. In confronto alle altre, la percentuale di uscite considerate
in maniera corretta, riportata in Tabella 4.8 e ottenuta dalle simulazioni impie-
gando modelli con livello di sparsit` a aumentato ` e notevolmente inferiore. Questo
fenomeno ` e emerso anche nelle sezioni 4.2 e 4.3. Analizzando i risultati si ` e visto
che impiegando modelli con livello di sparsit` a aumentato di norma tutte le usci-
te sono state selezionate dalla procedura, anche se spesso il passato di qualche
uscita non ha dato contributo all’evoluzione del sistema. Non ` e ben chiaro perch´ e
si presenti questo fenomeno; un motivo ` e sicuramente che le uscite del modello
di riferimento non risultano essere molto correlate e ogni uscita contiene quindi
delle informazioni non esprimibili dalla altre. Infatti, analizzando i dati delle si-
mulazioni, si ` e visto che il coeﬃciente di correlazione lineare risultava tra 0.2 e
0.9, valori piccoli in confronto al 0.98 ottenuto per gli ingressi generati in modo
da essere correlati.
Si ritiene che un altro motivo delle basse percentuali di uscite considerate in
maniera corretta sia che i risultati in termini di FITk, sia delle predizioni con i
modelli di riferimento sia con i modelli identiﬁcati, ottenuti impiegando model-
li con livello di sparsit` a aumentato, sono nettamente migliori di quelli ottenuti
impiegando modelli con livello di sparsit` a ridotto. Questo si osserva per esempio
confrontando Tabelle 4.3 con Tabella 4.7. Il fatto di considerare una qualche va-
riabile di uscita in realt` a superﬂua non ha quindi in pratica alcun impatto sulle
prestazioni. Le prestazioni migliori sono dovute sicuramente al fatto che modelli
con livello di sparsit` a aumentato hanno molte risposte impulsive del predittore
nulle e la predizione di una speciﬁca uscita dipende quindi solo da poche altre
variabili. Questo facilita la predizione dell’uscita del modello di riferimento. Pro-
babilmente anche il modo con cui si genera il modello di riferimento con livello
di sparsit` a aumentato contribuisce alle prestazioni alte in termini di FITk: si ge-
nera un modello di riferimento random stabile del quale si calcolano le risposte118 6. DISCUSSIONE E CONFRONTO DEI RISULTATI
impulsive del predittore. Si annullano un certo numero di risposte impulsive del
predittore e si ricalcola il modello che pu` o per` o risultare instabile. In tale caso
si ripete questa procedura. Pu` o essere che tale procedimento elimini proprio i
modelli di riferimento particolarmente diﬃcili da predire.
Come accennato, nelle simulazioni sono stati considerati sia ingressi scorrelati,
sia ingressi correlati. Confrontando i risultati in termini di FITk si vede che, come
atteso, le prestazioni peggiorano impiegando ingressi correlati. Questo si eviden-
zia, per esempio, dal confronto tra Tabella 4.1 e Tabella 4.3. Anche le prestazioni
della selezione delle variabili di SSEH peggiora impiegando ingressi correlati co-
me pu` o essere visto chiaramente dal confronto di Tabella 4.6 con Tabella 4.8. Del
resto, quanto detto prima relativamente al confronto delle prestazioni dei diversi
metodi, vale sia impiegando ingressi correlati sia impiegando ingressi scorrelati.
Per questo motivo e dato che ingressi scorrelati sono meno impegnativi per le
procedure di identiﬁcazione che ingressi correlati, negli studi Monte Carlo succes-
sivi, eseguiti per analizzare le inﬂuenze di N e t0, non sono pi` u stati considerati
ingressi scorrelati.
Per quanto riguarda la lunghezza delle risposte impulsive t0 dei modelli iden-
tiﬁcati con SSEH, dalle diverse simulazioni si ` e visto che, per N ridotto, conviene
sceglierla non troppo lunga (si guardi per esempio Figura 4.5 e Figura 4.11).
Questo ` e dovuto al fatto che il set dei dati eﬀettivamente usato per eseguire le
identiﬁcazioni ` e di lunghezza N −t0 e quindi per N non molto esteso un aumento
di t0 si fa sentire. D’altronde, se N ` e abbastanza esteso, un aumento delle rispo-
ste impulsive comporta una maggior ﬂessibilit` a del modello nello spiegare i dati e
quindi si migliorano le prestazioni in termini di FITk. Per scegliere la lunghezza t0
adeguata, l’impiego del metodo PEM/ARX+AICc ha ottenuto buone prestazioni
nelle simulazioni (si guardino per esempio le Figure 4.5 e 4.11). Per tale motivo,
negli studi Monte Carlo seguente quelli eseguiti per analizzare l’inﬂuenza di N e
t0, quello ` e il metodo usato per scegliere t0.
Si attende che l’indice FITk peggiori all’aumentare dei passi di predizione k
impiegando i modelli ottenuti mediante i diversi metodi di identiﬁcazione, dato
che all’aumentare di k l’inﬂuenza sul sistema del passato delle uscite diminui-
sce. Ad eccezione di PEM+BIC, e solo per N ridotti, questo si ` e veriﬁcato per
tutti i diversi metodi, come si vede per esempio da Tabella 4.1. Il fatto che per
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tale metodo ha diﬃcolt` a a identiﬁcare il modello di rumore per N ridotti. Dato
che la predizione dipende dall’uscita per via del modello di rumore e dato che
questa dipendenza diminuisce all’aumentare dei passi, il FITk ` e inferiore per pic-
coli k. All’aumentare di N il risultato dell’identiﬁcazione del modello di rumore
migliora e con questo i FITk, presentando l’andamento in funzione dei passi di
predizione k atteso.
Confronto tra le diverse procedure di selezione di SSEH In sezione 4.2
si sono confrontate diverse procedure di selezione delle variabili e delle risposte
impulsive di SSEH, impiegando per la loro maggior eﬃcienza la versione SSEH
sub-ottima. Sono stati usati solo ingressi correlati, dato che con tali si formano
situazioni pi` u impegnative per le procedure di selezione e si evidenziano quindi
meglio le diﬀerenze tra le diverse procedure. Per confrontare le procedure di se-
lezione delle variabili, sono stati utilizzati modelli di riferimento sia con livello
di sparsit` a ridotto sia quelli con livello di sparsit` a aumentato, mentre per con-
frontare le procedure di selezione delle risposte impulsive sono stati utilizzati solo
modelli di riferimento con livello di sparsit` a aumentato.
Inizialmente, in sezione 4.2, si sono riportati i risultati relativi alle procedure
di selezione delle variabili sequenziali. Come visto in sezione 3.3 in termini di
O( ) e in sezione 6.1 riportando i tempi di calcolo impiegati eﬀettivamente nelle
simulazioni, rispetto alle procedure Bayesiane queste hanno in generale il grosso
vantaggio di essere computazionalmente molto pi` u eﬃcienti.
Per quanto riguarda il confronto tra le diverse procedure di selezione delle va-
riabili sequenziali, come atteso, con la forward selection sequenziale sono state
ottenute prestazioni inferiori sia in termini di FITk, sia in termini di percentuale
di variabili considerate in maniera corretta (si guardino per esempio le Tabelle 4.9
e 4.10). Come accennato precedentemente, questo ` e dovuto al fatto che variabili
che non danno un contributo alla predizione del sistema, ma che sono considera-
te prima di variabili correlate a esse che ne contribuiscono, sono selezionate per
sbaglio e non possono pi` u essere tolte eliminate. Dato che per le procedure se-
quenziali backwise elimination e stepwise selection tale problema non si presenta,
le prestazioni ottenute con queste procedure sono migliori. Si noti per` o che la
procedura stepwise selection ` e computazionalmente pi` u onerosa rispetto alle al-
tre due, poich´ e deve valutare ogni variabile per pi` u volte e la procedura backwise
elimination sequenziale ` e quindi preferibile.120 6. DISCUSSIONE E CONFRONTO DEI RISULTATI
Un altro modo per aggirare il problema della procedura forward selection se-
quenziale ` e non valutare le variabili sequenzialmente, ma determinare un’ordine
con il quale si valutano le variabili impiegando un criterio Bayesiano. Confron-
tando infatti la procedura forward selection Bayesiana con le altre procedure
Bayesiane, per esempio nelle Tabelle 4.13 e 4.14, si vede che le prestazioni sono
molto simili. Anche se le prestazioni delle procedure Bayesiane stepwise selec-
tion e all-best selection sono leggermente migliori rispetto alle altre due, come
procedura standard ` e stata considerata comunque la procedura forward selection
Bayesiana. Questo perch´ e tale procedura ` e computazionalmente la pi` u eﬃciente
nel caso in cui poche variabili servono a predire un sistema, situazione che si ` e
presentata impiegando i dati monitorati nell’ediﬁcio, e per essere coerente con gli
articoli [20–22], nelle quali ` e stata usata la versione MIMO di questa procedura.
Si noti comunque che le procedure di selezione sequenziali, tranne la procedura
forward selection, hanno presentato prestazioni confrontabili a quelle della pro-
cedure Bayesiane, anche se sono computazionalmente molto pi` u onerose. Questo
si vede per esempio dal confronto tra Tabella 4.9 e Tabella 4.13.
Per quanto riguarda le procedure di selezione delle risposte impulsive, non ` e
stato fatto un confronto cos` ı dettagliato come per le procedure di selezione delle
variabili, dato che i risultati ottenuti per la selezione delle variabili sono trasfe-
ribili a questo caso. Come pura procedura di selezione delle risposte impulsive ` e
stata considerata solo la all-best selection poich´ e da quella si attendono i risul-
tati migliori. Le altre procedure considerate sono combinazioni della procedura
di selezione delle variabili forward selection Bayesiana con diverse procedure di
selezione delle risposte impulsive.
Da Tabella 4.17 e da Tabella 4.18 si vede che i risultati migliori sono stati otte-
nuti dalla pura procedura di selezione delle risposte impulsive all-best selection
Bayesiana, che impiega come stato iniziale il set vuoto di risposte impulsive se-
lezionate. Pi` u sorprendente ` e il fatto che prestazioni inferiori sono stati ottenuti
dalla FORWARD-AllBest, equivalente alla procedura di selezione delle risposte
impulsive all-best selection Bayesiana se non per l’impiego del set selezionato
dalla procedura di selezione delle variabili forward selection Bayesiana come con-
dizione iniziale. La procedura FORWARD-backward, che parte ancora da tale
set e valuta se togliere successivamente singole risposte impulsive, ha ottenuto
risultati intermedi tra le due precedenti.
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mente peggiori di quelli della FORWARD-AllBest-Output, motivo per il quale
quest’ultima ` e stata usata nelle simulazioni con i dati monitorati nell’ediﬁcio. I
risultati ottenuti con queste due procedure sono comunque confrontabili con le
altre procedure che usano come condizione iniziale la selezione eﬀettuata dalla
forward selection Bayesiana delle risposte impulsive. Si noti per` o che queste due
procedure sono computazionalmente pi` u eﬃcienti delle altre versioni all-best, da-
to che devono considerare meno variabili alla volta.
Si noti che impiegando i modelli di riferimento con livello di sparsit` a aumenta-
to si ` e presentato ancora il problema delle percentuali scarse di uscite considerate
in maniera corretta. Questo problema ` e gi` a stato discusso in precedenza, analiz-
zando le inﬂuenze di N e di t0.
Confronto tra le diverse versioni SSEH e PEM Si discutono qui i risul-
tati degli studi Monte Carlo riportati in sezione 4.3, eseguiti per confrontare le
versioni SSEH sub-ottima, ottima e ottima+preselezione (versione ottima, che
ottimizza solo gli iperparametri selezionati dall’identiﬁcazione sub-ottima) e le
versioni PEM+Oracolo+set, PEM+Oracolo, PEM+BIC+preselezione (versione
PEM+BIC che impiega solo gli ingressi selezionati dall’identiﬁcazione SSEH sub-
ottima) PEM+BIC, e PEM+AICC. Per limitare l’onere computazionale, in pre-
cedenza ` e stata considerata solo una selezione e in particolare del metodo SSEH
non sono state considerate le versioni ottime. Come lunghezza del set di dati in
questi studi Monte Carlo ` e stato usato N = 300, sono stati impiegati modelli di
riferimento con livello di sparsit` a aumentato e con livello di sparsit` a ridotto e gli
ingressi sono stati generati in modo da essere correlati. La lunghezza delle risposte
impulsive impiegata per le diverse versioni SSEH ` e stata stimata impiegando l’i-
dentiﬁcazione PEM/ARX+AICC ed ` e stata usata la procedura di selezione delle
variabili forward selection Bayesiana.
Dalle Tabelle 4.19 e 4.21 e dalle Figure 4.19 e 4.20 si vede che negli studi
Monte Carlo, solo la versione PEM+Oracolo+set ha dato risultati confrontabi-
li alle diverse versioni SSEH. Come atteso, del metodo SSEH la versione SSEH
ottima+preselezione ha dato le prestazioni in termini di FITk migliori. Infatti,
solo nel caso in cui la selezione eﬀettuata nella fase di inizializzazione fosse sba-
gliata, da tale versione sarebbero da attendersi prestazioni in termini di FITk
inferiori a SSEH ottimo, ma in ogni caso prestazioni superiori alla versione SSEH122 6. DISCUSSIONE E CONFRONTO DEI RISULTATI
sub-ottima. La versione SSEH sub-ottima ha dato le prestazioni inferiori e la ver-
sione SSEH ottima ha dato prestazioni intermedie tra SSEH sub-ottima e SSEH
ottima+preselezione. Comunque la diﬀerenza tra i FITk risultanti delle diver-
se versioni SSEH ` e molto piccola in confronto ai risultati ottenuti dalle versioni
PEM. Dato l’onere computazionale molto maggiore delle versioni ottime di SSEH,
occorre quindi valutare la convenienza dell’impegno di una di tale versioni o la
versione sub-ottima. Nella presente tesi di solito la scelta ` e stata fatta in base
all’onere computazionale minore, usando quindi la versione sub-ottima.
La procedura di selezione delle variabili forward selection Bayesiana impiegata
nelle diverse versioni SSEH ha dato in generale buoni risultati, come si vede dalle
Tabelle 4.20 e 4.22. L’eccezione ` e ancora la percentuale di uscite considerate in
maniera corretta avendo impiegato modelli di riferimento con livello di sparsit` a
aumentato gi` a discusso in precedenza. Dalle Tabelle si vede inoltre che per la
versione SSEH ottima, la selezione ha dato prestazioni inferiori rispetto alle altre
due. Analizzando i risultati si ` e visto che, in confronto alle altre versioni SSEH,
per quella ottima la procedura di selezione non ` e riuscita a scartare certe variabili.
Il motivo ` e che, pur annullando i fattori di scala λij che dopo la ottimizzazione ri-
sultano essere inferiori a e−10, nella fase di ottimizzazione sono stati trovati certi
λij, per i quali la marginale decresce anche se le relative variabili non contano in
realt` a nella predizione del sistema.
Per quanto riguarda le prestazioni del metodo PEM, anche in questi stu-
di Monte Carlo si ` e veriﬁcato che le prestazioni peggiorano sia non conoscendo
l’ordine del modello corretto sia non conoscendo il set di variabili che danno
contributo alla predizione del sistema. Come si vede infatti dalle Figure 4.19 e
4.20, con PEM+Oracolo+set sono stati ottenuti le prestazioni migliori, seguito
da PEM+Oracolo e PEM+BIC+preselezione. PEM+BIC+preselezione ` e miglio-
re per modelli di riferimento con livello di sparsit` a ridotto, PEM+Oracolo invece
per modelli di riferimento con livello di sparsit` a aumentato. Si noti per` o che
PEM+BIC+preselezione, che esegue la selezione delle variabili impiegando l’al-
goritmo SSEH sub-ottimo, ` e applicabile in condizioni reali mentre le versioni con
Oracolo di solito non lo sono, perch´ e non si ha a disposizione un set di dati di
test.
Da PEM+BIC e PEM+AICc sono stati ottenuti i risultati peggiori di tutte le
versioni PEM considerate. Mentre le prestazioni di PEM+BIC sono migliori ri-
spetto a PEM+AICc impiegando modelli di riferimento con livello di sparsit` a
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due versioni hanno ottenuto risultati confrontabili. L’identiﬁcazione PEM riesce
a spiegare modelli di ordine superiore per modelli di riferimento con livello di
sparsit` a aumentato che per modelli di riferimento con livello di sparsit` a ridotto.
Infatti l’ordine selezionato da PEM+Oracolo valeva in media 19 per modelli di
riferimento con livello di sparsit` a ridotto e 6 per modelli di riferimento con livello
di sparsit` a aumentato. Questo, connesso al fatto che l’impiego dell’indice AICc
tende a stimare ordini del modello superiori che l’impiego dell’indice BIC [36], ` e
il motivo delle prestazioni diﬀerenti di PEM+BIC e PEM+AICc, per diversi tipi
di modelli di riferimento.
6.3 Analisi dei risultati delle identiﬁcazioni su
dati reali
Si discutono in questa sezione i risultati riportati in capitolo 5, ottenuti identiﬁ-
cando modelli termodinamici con l’impiego di diverse versioni di SSEH e di PEM.
Si noti che in queste simulazioni come condizione di riferimento ` e stato usata una
lunghezza del set di dati N = 500 e un tempo di campionamento T = 6 minuti,
considerando tutti i sensori di temperatura delle schede multisensore come usci-
te e tutti gli altri sensori, inclusi quelli della stazione meteo, come ingressi del
modello.
Confronto tra le diverse versioni SSEH e PEM Si discutono qui i risultati
delle simulazioni eseguite per confrontare i metodi SSEH e PEM. Oltre alla con-
ﬁgurazione di riferimento, sono stati usati due set di dati con lunghezza ridotta
N = 250 e tempo di campionamento rispettivamente T = 6 e T = 12 minuti.
Nel primo caso, rispetto alla conﬁgurazione di riferimento, i dati considerati si
riferiscono solo alla met` a dell’intervallo temporale. Nel secondo caso si riferiscono
allo stesso intervallo temporale della conﬁgurazione di riferimento, ma presentano
un tempo di campionamento doppio.
Nelle simulazioni, del metodo SSEH ` e stata impiegata solo la versione SSEH sub-
ottima con t0 = 5 passi (per T = 6 minuti t0 = 30 minuti) e t0 = 30 passi
(per T = 6 minuti t0 = 180 minuti), per questioni di onere computazionale, e
del metodo PEM sono state considerate le versioni PEM+Oracolo+preselezione,
PEM+Oracolo, PEM+BIC+preselezione e PEM+BIC.124 6. DISCUSSIONE E CONFRONTO DEI RISULTATI
Da Figura 5.1, ma anche dalle Figure 5.5 e 5.6 si nota che le prestazioni a 20
passi di predizione sono nettamente inferiori di quelle a un passo. La diﬀerenza ` e
superiore a quanto si ` e veriﬁcato per gli studi Monte Carlo (si guardi per esem-
pio Figura 4.5). La ragione ` e riconducibile al fatto che i predittori dei modelli
termodinamici dipendono fortemente dalle uscite del modello, mentre gli ingressi
hanno un ruolo secondario. A conferma di ci` o, per esempio nella conﬁgurazione
di riferimento, dalla procedura di selezione sono stati selezionati molti pi` u sensori
di uscita che sensori di ingresso (si guardi Figura 5.4).
Impiegando un tempo di campionamento T = 6 minuti, dalle Figura 5.1 e
5.5 si vede che il metodo SSEH ha dato prestazioni molto buone in confronto al
metodo PEM. Soprattutto a un passo di predizione, i FIT1 ottenuti dalle ver-
sioni SSEH sub-ottima con diversi t0 sono migliori di quelli ottenuti dai diversi
metodi PEM. Gli indici FIT20, cio` e per la predizione a 180 minuti, ottenuti dalla
versione PEM+Oracolo+preselezione risultano spesso superiori rispetto a quelli
ottenuti da SSEH sub-ottimo. Si ricorda per` o che le versioni PEM con Oracolo
non sono di solito applicabili in situazioni reali, specialmente se il set di dati ` e a
dimensione ridotta, siccome non si ha a disposizione un set di dati di test.
In generale del metodo PEM le versioni che eﬀettuano la preselezione impiegando
i risultati di SSEH sub-ottimo raggiungono prestazioni migliori delle versioni che
impiegano tutti i sensori. Sempre per T = 6 minuti, la diﬀerenza tra le presta-
zioni ` e pi` u evidente per N = 250, ma si nota chiaramente anche per N = 500 (si
confrontino Figura 5.1 con Figura 5.5). Considerando i risultati degli studi Monte
Carlo, tale risultato ` e dovuto alla lunghezza del set di dati N comunque ridotta
in entrambi i casi, in confronto al numero di parametri da stimare dalle versioni
PEM che non impiegano la preselezione. ` E legittimo attendersi che aumentando
N, le prestazioni delle versioni con e senza preselezioni convergano, assunzione
non veriﬁcata per questioni di onere computazionale.
Dalle Figura 5.1 e 5.5 si vede inoltre che, per singole uscite, le prestazioni otte-
nute delle versioni PEM, che impiegano l’indice BIC per selezionare l’ordine del
modello, sono superiori a quelle delle versioni PEM con Oracolo. In apparenza
questo pu` o sembrare strano poich´ e l’Oracolo ha accesso ai dati di test e seleziona
per ogni passo di predizione l’ordine che d` a i risultati migliori. In realt` a, siccome
la selezione ` e eﬀettuata considerando i risultati dell’intero sistema, e pu` o capitare
che esista un’ordine migliore per singole uscite diverso da quello globale.
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sono molto inferiori a quelle ottenute con T = 6 minuti, anche confrontando i
risultati con la stessa lunghezza di dati (N = 250; si confrontino Figura 5.5 con
Figura 5.6). Le prestazioni di qualche uscita della versione PEM+Oracolo sono
migliori per T = 12 minuti che per T = 6 minuti, ma per tutte le altre versioni
le prestazioni ottenute per T = 12 minuti sono molto inferiori. Uno dei motivi,
ma non quello principale, ` e che l’indice FIT1 per T = 6 minuti si riferisce alla
predizione 6 minuti in avanti, mentre per T = 12 minuti si riferisce ovviamente
alla predizione 12 minuti in avanti, cio` e predice il doppio del tempo di prima.
Per questo in Figura 5.6 invece di riportare il FIT20 ` e stato riportato il FIT10,
in modo che questo si riferisca alla predizione 120 minuti in avanti, come nelle
relative Figure con T = 6 minuti.
Si assume che il motivo principale delle prestazioni peggiori dei metodi di iden-
tiﬁcazione per T = 12 minuti di quelle per T = 6 minuti risieda nel fatto che le
dinamiche degli andamenti termici non siano pi` u modellabili da modelli con un
tempo di campionamento di T = 12 minuti.
Come si vede da Figura 5.6 le prestazioni di SSEH sub-ottimo con t0 = 60 minuti
(t0 = 5 passi) sono nettamente migliori a quelle con t0 = 360 minuti (t0 = 30
passi). Negli studi Monte Carlo si ` e visto che conviene scegliere lunghezze delle
risposte impulsive t0 non troppo estese per lunghezze del set di dati N ridotti
dato che aumentando t0 si riduce la lunghezza del set di dati eﬀettivamente uti-
lizzati per l’identiﬁcazione. In questo caso la ragione deve essere diversa poich´ e
altrimenti le prestazioni inferiori per t0 = 30 passi dovrebbero veriﬁcarsi anche nel
caso N = 250 e T = 6 minuti. In questo caso, con l’impiego di t0 troppo esteso,
si introducono degli errori, dovuti soprattutto a incertezze nell’identiﬁcazione dei
campioni delle risposte impulsive sopra una certa lunghezza, che comportano un
peggioramento delle prestazioni in termini di FIT.
Confrontando Figura 5.1 con Figura 5.7 si vede, soprattutto a un passo di
predizione, che impiegando una selezione manuale dei sensori le prestazioni otte-
nute da PEM senza preselezione migliorano considerevolmente rispetto a quelle
relative all’impiego di tutti i sensori. Le prestazioni delle versioni PEM che im-
piegano la preselezione e della versione SSEH sub-ottimo invece sono migliori nel
caso in cui si utilizzano tutti i sensori, come si evidenzia soprattutto confrontando
i FIT20 delle due Figure. Questo mostra che la selezione delle variabili eﬀettuata
dalla procedura forward selection Bayesiana del metodo SSEH ha delle buone
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Confronto tra procedure di selezione di singole risposte impulsive In
sezione 5.2 sono stati riportati i risultati delle simulazioni impiegando la versione
SSEH sub-ottima con t0 = 180 minuti. Come procedure di selezione di SSEH
sono state impiegate le procedure di selezione delle singole risposte impulsive
FORWARD-backward e FORWARD-AllBest-Output, poi confrontate con la pro-
cedura di selezione delle variabili forward selection Bayesiana. Nelle simulazioni
` e stata adottata la conﬁgurazione di riferimento con N = 500, T = 6 minuti im-
piegando tutti i sensori di temperatura delle schede multisensore come uscite del
modello e i rimanenti sensori, inclusi quelli della stazione meteo, come ingressi.
Non sono state usate le altre procedure di selezione per questioni di onere com-
putazionale. Qui si discutono i risultati ottenuti da tali simulazioni.
Come gi` a accennato in precedenza e dalle Figura 5.8 e 5.9 ` e diﬃcile determi-
nare quale tra le tre procedure di selezione considerate dia la miglior prestazioni
in termini di FIT. Da Tabella 5.1, nella quale sono riportate le medie dei FIT
riportati in Figura 5.8, si pu` o dire che le procedure di selezione delle singole ri-
sposte impulsive forniscono prestazioni migliori della procedura di selezione delle
variabili. Questo ` e dovuto al fatto che tutte le variabili selezionate dalla forward
selection Bayesiana sono impiegate per predite ogni singola uscita, anche se spes-
so alcuni andamenti sono superﬂui per predire determinate uscite e introducono
quindi degli errori nella predizione. Il vantaggio della procedura di selezione delle
variabili ` e comunque la maggiore eﬃcienza computazionale, come visto in sezione
6.1.
Da Tabella 5.1 si vede che la FORWARD-AllBest-Output ha dato prestazioni
migliori a un passo di predizione e a molti passi (30), mentre dalla FORWARD-
backward sono state ottenute prestazioni migliori a un numero di passi interme-
dio (15). Si ricorda che le medie riportate in tale Tabella non sono signiﬁcati-
ve da un punto di vista statistico, dato che si riferiscono solo alle 18 uscite e
sono disponibili solo i dati di un monitoraggio. Ci si pu` o comunque attendere
che, in generale, FORWARD-AllBest-Output raggiunga prestazioni migliori di
FORWARD-backward. Entrambe usano come condizione iniziale il set ottenuto
dalla procedura di selezione delle variabili forward selection Bayesiana. Mentre
per` o la FORWARD-AllBest-Output valuta per ogni uscita quale sensore, anche
tra quelli non selezionati in precedenza, pu` o contribuire alla predizione di tale
uscita, la FORWARD-backward non pu` o aggiungere delle singole risposte impul-
sive non selezionate in precedenza. La procedura FORWARD-backward non pu` o
quindi recuperare informazioni utili, che nella fase di inizializzazioni sono state6.3. ANALISI DEI RISULTATI DELLE IDENTIFICAZIONI SU DATI REALI 127
considerate superﬂue per il sistema nella sua globalit` a e non per la singola uscita.
Quanto atteso dalle prestazioni delle diverse procedure di selezione si ` e veriﬁ-
cato nelle simulazioni, per esempio per le uscite S10 e S25 (si confrontino le
Figure 5.4, 5.10 e 5.11). Considerando la selezione del sensore S25, dalla proce-
dura di selezione delle variabili, usata come inizializzazione delle altre due, sono
stati eliminati tutti i sensori della scheda multisensore S25. Mentre questi sen-
sori non possono quindi essere selezionati dalla FORWARD-backward, proprio
il sensore di temperatura della scheda S25, che in questo caso ` e l’uscita stes-
sa, ` e stato aggiunto dalla procedura FORWARD-AllBest-Output per predire se
stesso. Considerando la selezione del sensore S10 invece, al set di partenza dal-
la FORWARD-AllBest-Output ` e stata aggiunta la misura di irraggiamento della
scheda S8. Per questo motivo, come si vede da Figura 5.9, impiegando la proce-
dura FORWARD-AllBest-Output sono stati ottenuti risultati in termini di FIT
spesso migliori che non impiegando la procedura FORWARD-backward.
Guardando le Figure 5.10 e 5.11 si pu` o dire in generale che dalle procedure di
selezione delle singole risposte impulsive sono state ottenute selezioni ﬁsicamente
ben interpretabili. Infatti, per predire gli andamenti di temperature, sono state
scelte poche altre misure di temperature, spazialmente vicine all’uscita sotto esa-
me. Inoltre, analizzando i dati, si ` e visto che spesso ` e stato anche considerato
qualche sensore di irraggiamento e di umidit` a. Confrontando le due Figure si ve-
de che il set di sensori selezionato ` e simile, un’altra dimostrazione del fatto che
le procedure di selezione hanno buone propriet` a. Lo svantaggio della procedura
FORWARD-AllBest-Output ` e il numero di sensori selezionati molto maggiore ri-
spetto alle altre procedure, come si vede ancora dal confronto delle Figura 5.4,
5.10 e 5.11. Questo aspetto ` e importante soprattutto nel caso in cui si voglia eﬀet-
tuare una selezione di sensori wireless per ottenere indicazioni sul posizionamento
pi` u favorevoli per l’installazione di una rete di sensori cablati. Si noti che a tale
proposito potrebbe essere utile che la procedura di selezione in qualche maniera
tenesse conto del fatto che i tre sensori sulle schede multisensore sono ﬁsicamente
legati. Questo sarebbe facilmente implementabile eﬀettuando una selezione preli-
minare che, similmente all’inizializzazione fatta per la FORWARD-backward e la
FORWARD-AllBest-Output, valuta per ogni scheda multisensore se selezionare i
tre sensori o meno.Conclusioni
Nel settore edile, modelli matematici sono impiegati in diverse applicazioni. Si
` e visto che la modellazione basata su dati, chiamata anche identiﬁcazione dei
modelli, oﬀre diversi vantaggi rispetto la modellazione in avanti. Anche i meto-
di che costituiscono lo stato dell’arte dell’identiﬁcazione di sistemi spesso non
raggiungono risultati accettabili, in particolare se si ha un gran numero di sen-
sori in confronto alla lunghezza di dati. Questa situazione si veriﬁca per esempio
eseguendo un monitoraggio di breve durata con un gran numero di sensori wi-
reless. L’obiettivo di questa tesi ` e stato quindi testare metodi di identiﬁcazione
non-parametrica, dai quali sono da attendersi prestazioni migliori al veriﬁcar-
si delle predette condizioni, e confrontabili con metodi PEM che costituiscono lo
stato dell’arte attuale dell’identiﬁcazione e sono spesso impiegati nel settore edile.
In questa tesi, nella parte iniziale sono stati presentati brevemente i diver-
si approcci di modellazione applicati al settore edile. Successivamente ` e stata
presentata la teoria dei metodi di identiﬁcazione usati nelle simulazioni: sono sta-
ti descritti dapprima i metodi PEM, considerando in particolare il problema di
selezione dell’ordine del modello, e successivamente ` e stato descritto il metodo
non-parametrico SSEH. Tale metodo ` e gi` a stato sviluppato per sistemi MISO e
nella tesi ` e stato spiegato anche come possa essere generalizzato al caso di sistemi
MIMO. Con questo si ` e conclusa la parte teorica della tesi.
Nelle simulazioni sono state impiegate diverse versioni sia del metodo SSEH,
con diverse procedure di selezione, sia del metodo PEM. Questi metodi sono stati
confrontati dapprima in diversi studi Monte Carlo e successivamente identiﬁcando
modelli da dati monitorati in un ediﬁcio esistente. Nella parte relativa alle simu-
lazioni della presente tesi, inizialmente sono state descritte le diverse versioni dei
metodi di identiﬁcazione e il setup degli studi Monte Carlo e del monitoraggio
eﬀettuato nell’ediﬁcio. Poi sono stati riportati i risultati dei studi Monte Carlo e
successivamente i risultati ottenuti dalle identiﬁcazioni impiegando i dati moni-130 CONCLUSIONI
torati. Inﬁne sono stati discussi i risultati ottenuti dalle varie simulazioni.
Sia negli studi Monte Carlo sia dalle identiﬁcazioni impiegando i dati reali
sono stati ottenuti risultati molto buoni dalle diverse versioni del metodo SSEH
in confronto a quelli ottenuti dal metodo PEM. Infatti, nelle simulazioni eseguite,
per lunghezze ridotte del set di dati, solo le versioni PEM che dispongono del-
l’informazione sulle variabili che servono a predire il sistema e che selezionano
l’ordine migliore del modello accedendo al set dei dati di test hanno ottenuti ri-
sultati confrontabili alle versioni SSEH. Si noti che tali versioni PEM non sono
applicabili in situazioni reali poich´ e di solito non si dispone di un set di dati di
test e non si conosce il sottoinsieme delle variabili che contribuiscono alla pre-
dizione del sistema. Le altre versioni PEM hanno raggiunto prestazioni spesso
molto peggiori. Aumentando la lunghezza del set di dati, le simulazioni eﬀettuate
hanno mostrato risultati equiparabili per le diverse versioni di SSEH e PEM.
In particolare, le diverse procedure di selezione del metodo SSEH impiegate hanno
mostrato di avere delle buone propriet` a. Negli studi Monte Carlo la percentuale
di variabili o risposte impulsive considerate in maniera corretta ` e risultata molto
alta. Nelle identiﬁcazioni che utilizzano i dati reali, la selezione dei sensori si ` e
rivelata ﬁsicamente ben interpretabile.
Come accennato nella tesi, sviluppando gli algoritmi che implementano le di-
verse versioni SSEH si ` e considerato il tempo di calcolo. Questo ` e un aspetto
importante da valutare in prossimi studi, siccome il tempo richiesto ` e stato con-
siderevole e uno dei criteri per la scelta di un metodo di identiﬁcazione ` e anche
l’onere computazionale.
Si ritiene che gli studi Monte Carlo riportati nella presente tesi siano abbastanza
completi, mentre il lavoro relativo alle identiﬁcazioni impiegando dati reali po-
trebbe essere approfondito. A tale proposito, sarebbe molto interessante testare
gli algoritmi impiegando dati ottenuti da altri monitoraggi, includendo per esem-
pio anche dati sui consumi energetici, o dati relativi a settori diversi da quello
edile. Al ﬁne di confrontare gli approcci di modellazione basata su dati e modella-
zione in avanti nel settore edile, inizialmente c’era l’idea di confrontare i modelli
ottenuti dai metodi di identiﬁcazione con modelli ottenuti impiegando programmi
di simulazione energetica. Questo aspetto non ` e stato purtroppo sviluppato per
questioni organizzative e rimane un lavoro per il futuro.Bibliograﬁa
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