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2 O.K. SHEINMAN
1. Introduction
S:intro
In 1987, the soliton theory investigations led Krichever and Novikov [12, 13,
14] to the new fundamental notion in the Lie algebra theory. They introduced
the two-dimensional algebraic-geometrical counterpart of the celebrated Vira-
soro and Kac-Moody algebras. Their definition is based on the well-known
in soliton theory type of algebraic-geometrical data, namely Riemann surfaces
with punctures and fixed (jets of) coordinates in their neighborhoods. In case
of two punctures (the only one considered by them) this enabled them to intro-
duce an almost graded structure, distinguish a unique local central extension
among the variety of others and, finally, develop the secondary quantization
formalism (mathematically, construct modules generated by vacuum vectors).
The Krichever-Novikov algebras contain affine Kac-Moody and Virasoro alge-
bras as a subclass. This distinguish them among other (and later) approaches
to generalization of the current algebras on two dimensions.
Krichever-Novikov algebras have numerous relations to the fundamental
problems of geometry, analysis and mathematical physics. The problem of
classification of their co-adjoint orbits turns out to be a version of the Riemann-
Hilbert problem [28, 29, 31]. In essential, these orbits are classified by the
monodromy representations of fundamental group of the corresponding (punc-
tured) Riemann surface. All known representations of those algebras are pa-
rameterized (again, ”in essential”) by the holomorphic vector bundles on the
Riemann surface [30]. Thus, for the Krichever-Novikov algebras, there exists
the correspondence between orbits and representations (originally proposed as
a general principle by A.A.Kirillov). As an essential part, this correspondence
includes the well-known correspondence between monodromy representations
and holomorphic bundles. It is interesting that, for Krichever-Novikov alge-
bras, the correspondence between orbits and representations has also the form
of global geometric Langlands correspondence, i.e. the correspondence between
representations of the fundamental group of the Riemann surface of a function
field (function algebra, in our case) and of the matrix Lie algebra over this
field (affine Krichever-Novikov algebra). Below, we try to demonstrate these
relations. We also show that the the well-known Hitchin integrals appear as
co-adjoint invariants of Krichever-Novikov algebras [31], and their quantiza-
tion is closely related to the casimir-type operators which we call semi-casimirs
[32, 33].
There is a fundamental relation, based on the Kodaira-Spencer theory, be-
tween the Krichever-Novikov algebras and the moduli spaces of Riemann sur-
faces with punctures. This relation is as follows [27]: the tangent space to
the moduli space of Riemann surfaces with an arbitrary number of punctures
and arbitrary orders of fixed jets of local coordinates at punctures is isomor-
phic to the direct sum of certain homogeneous subspaces of Krichever-Novikov
Virasoro-type algebra (see [10] for the 1-puncture situation (respectively, the
Virasoro algebra), and [12, 5] for the 2-puncture situation).
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In turn, the relations between Krichever-Novikov algebras and the moduli
spaces of Riemann surfaces provide us with a basis for certain applications in
Conformal Field Theory [27, 26] which we do not concern in this publication,
except for the application to the Hitchin integrals.
The present paper is a survey of the current state of the theory of Krichever-
Novikov algebras, their invariants, representations and some applications, in-
cluding recent results.
2. The algebras of Krichever-Novikov type
S:kzkn
Let Σ be a compact Riemann surface of genus g, or in terms of algebraic
geometry, a smooth projective curve over C respectively. Let
I = (P1, . . . , PN), N ≥ 1
be a tuple of ordered, distinct points (“marked points”, “punctures”) on Σ,
P∞ a distinguished point on Σ different from Pi for every i, and A = I∪{P∞}.
The points in I are called the in-points, and the point P∞ the out-point. The
more general case of an arbitrary finite set of out-points is considered in [19],
[22].
SS:algs
2.1. The Lie algebras A, g, L, D1 and D1
g
. Let A := A(Σ, I, P∞) be the
associative algebra of meromorphic functions on Σ which are regular except at
the points P ∈ A. Let g be a complex finite-dimensional reductive Lie algebra.
Then
E:curalg (2.1) g = g⊗C A
is called the Krichever-Novikov current algebra [12, 28]. The Lie bracket on g
is given by the relations
E:curr (2.2) [x⊗ A, y ⊗ B] = [x, y]⊗AB.
We will often suppress the symbol ⊗ in our notation.
Let L denote the Lie algebra of meromorphic vector fields on Σ which are
allowed to have poles only at the points P ∈ A [12, 13, 14].
For the Riemann sphere (g = 0) with quasi-global coordinate z, I = {0}
and P∞ = ∞, A is the algebra of Laurent polynomials, the current algebra g
is the loop algebra, and L is the Witt algebra.
The algebra L operates on the elements of A by the (Lie) derivative. This
allows to define the Lie algebra of differential operators D1 of degree ≤ 1 as
their semi-direct sum. As a vector space, D1 = A ⊕ L. The Lie structure is
defined by
(2.3) [(g, e), (h, f)] := (e.h− f .g, [e, f ]), g, h ∈ A, e, f ∈ L.
Here e.f denotes the (Lie) derivative.
Similarly, we define the Lie algebra D1
g
. As a vector space, D1
g
= g⊕L. The
Lie structure on g, L is as above, and additionally
E:comm (2.4) [e, x⊗ A] := −[x ⊗A, e] := x⊗ (e.A).
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In particular, for g = gl(1) one obtains D1
g
= D1 as a special case.
SS:mforms
2.2. Meromorphic forms of weight λ and Krichever-Novikov duality.
Let K be the canonical line bundle. For every λ ∈ Z we consider the bundle
Kλ := K⊗λ. Here we use the usual convention: K0 = O is the trivial bundle,
and K−1 = K∗ is the holomorphic tangent line bundle. Indeed, after fixing a
theta characteristics, i.e. a bundle S with S⊗2 = K, it is possible to consider
λ ∈ 1
2
Z. Denote by Fλ the (infinite-dimensional) vector space of global mero-
morphic sections of Kλ which are holomorphic on Σ \ A. The elements of Fλ
are called (meromorphic) forms or tensors of weight λ.
The cases of a special interest are as follows: functions (λ = 0), vector fields
(λ = −1), 1-forms (λ = 1), and quadratic differentials (λ = 2). The space of
functions is already denoted by A, and the space of vector fields by L.
Denote by CS any cycle homologous to a small circle surrounding P∞. Fol-
lowing [12], we refer to any CS as to a separating cycle. The notion of separat-
ing cycle is introduced by Krichever and Novikov and closely related to their
conceptions of locality and almost-grading.
D:knpair Definition 2.1. The Krichever-Novikov pairing (KN pairing) is the pairing
between Fλ and F1−λ given by
E:knpair (2.5)
Fλ × F1−λ → C,
〈f, g〉 :=
1
2pii
∫
CS
f ⊗ g =
∑
P∈I
resP (f ⊗ g) = − resP∞(f ⊗ g),
where CS is any separating cycle.
The last equality follows from the residue theorem. Observe that in (2.5)
the integral does not depend on the separating cycle chosen.
SS:knb
2.3. Krichever-Novikov bases. In [12], Krichever and Novikov introduced
special bases for the spaces of meromorphic tensors on Riemann surfaces with
two marked points. For g = 0 the Krichever-Novikov bases coincide with
the Laurent bases. The multi-point generalization of these bases is given in
[19, 22] (see also [17]). We define here the Krichever-Novikov type bases for the
tensors of an arbitrary weight λ on Riemann surfaces with N marked points
as introduced in [19, 22].
For fixed λ and for every n ∈ Z, and p = 1, . . . , N we exhibit a certain
element fλn,p ∈ F
λ. The basis elements are chosen in such a way that they
fulfill the duality relation
E:edu (2.6) 〈fλn,p, f
1−λ
m,r 〉 = δ
m
−n · δ
r
p
with respect to the KN pairing (2.5). In particular, this implies that the KN
pairing is non-degenerate. Additionally, the elements fulfill
E:ordfn (2.7) ordPi(f
λ
n,p) = (n + 1− λ)− δ
p
i , i = 1, . . . , N.
The recipe for choosing the order at the point P∞ is such that up to a scalar
multiplication there is a unique such element which also fulfills (2.6). After
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choosing local coordinates zp at the points Pp the scalar can be fixed by re-
quiring
(2.8) fλn,p(zp) = z
n−λ
p (1 +O(zp)) (dzp)
λ , p = 1, . . . , N.
To give an impression about requirement at P∞ let us consider the case g ≥ 2,
λ 6= 0, 1 and a generic choice for the points in A (or g = 0 without any
restriction). Then we require
E:ordi (2.9) ordP∞(f
λ
n,p) = −N · (n+ 1− λ) + (2λ− 1)(g − 1) .
By Riemann-Roch type arguments, it is shown in [20] that there exists only
one such element.
Explicit expressions for the basis elements fλn,p in terms of rational functions
(g = 0), the Weierstraß functions (g = 1), prime forms and theta functions
(g ≥ 1) are given in [12], [21], [16], [23]. For g = 0 and g = 1, such expressions
can be found also in [27, §§2,7]. One can see from the explicit expressions
that the basis elements “analytically” depend on the complex structure of the
Riemann surface.
For the following cases we introduce a special notation:
E:econc (2.10) An,p := f
0
n,p, en,p := f
−1
n,p, ω
n,p := f 1−n,p, Ω
n,p := f 2−n,p .
For g = 0 and N = 1 the basis elements (2.10) coincide with the standard
generators of the Laurent polynomials, the Witt algebra and their dual spaces,
respectively. For g ≥ 1 and N = 1 these elements coincide, up to a shift of
index, with those given by Krichever and Novikov [12, 13, 14].
SS:ags
2.4. Almost graded structure, triangular decompositions. For g = 0
and N = 1 the Lie algebras introduced in Section 2.1 are graded. A grading is
a necessary tool for developing their structure theory and the theory of their
highest weight representations. For the higher genus case (and for the multi-
point situation for g = 0) there is no grading. It is a fundamental observation
due to Krichever and Novikov [12, 13, 14] that a weaker concept, an almost
grading, is sufficient to develop a suitable structure and representation theory
in this more general context.
An (associative or Lie) algebra is called almost-graded if it admits a direct
decomposition as a vector space V =
⊕
n∈Z Vn , where (1) dimVn <∞ and
(2) there are constants R and S such that
E:eaga (2.11) Vn · Vm ⊆
n+m+S⊕
h=n+m−R
Vh, ∀n,m ∈ Z .
The elements of Vn are called homogeneous elements of degree n. Let V =
⊕n∈ZVn be an almost-graded algebra and M an V-module. The module M
is called an almost-graded V-module if it admits a direct decomposition as a
vector space M =
⊕
m∈ZMm , where (1) dimMm < ∞ and (2) there are
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constants T and U such that
E:eagm (2.12) Vn .Mm ⊆
n+m+U⊕
h=n+m−T
Mh, ∀n,m ∈ Z .
The elements of Mn are called homogeneous elements of degree n.
For the space Fλ of Section 2.2, its homogeneous degree n subspace Fλn is
defined as the subspace generated by the elements fλn,p, p = 1, . . . , N . Then
Fλ =
⊕
n∈ZF
λ
n .
P:almgrad Proposition 2.2. [19, 22] With respect to the introduced degree, the vector
field algebra L, the function algebra A, and the differential operator algebra
D1 are almost-graded and the Fλ are almost-graded modules over them.
For particular algebras, the almost graded structure has a more special de-
scription.
Proposition 2.3. [19, 22] There exist constants K,L,M ∈ N such that forP:struct
all n,m ∈ Z
E:struct (2.13)
An,p · Am,r = δ
r
p An+m,p +
n+m+K∑
h=n+m+1
N∑
s=1
α
(h,s)
(n,p),(m,r)Ah,s ,
[en,p, em,r] = δ
r
p (m− n) en+m,p +
n+m+L∑
h=n+m+1
N∑
s=1
γ
(h,s)
(n,p),(m,r)eh,s ,
en,p .Am,r = δ
r
pmAn+m,p +
n+m+M∑
h=n+m+1
N∑
s=1
β
(h,s)
(n,p),(m,r)Ah,s ,
with suitable coefficients α
(h,s)
(n,p),(m,r), β
(h,s)
(n,p),(m,r), γ
(h,s)
(n,p),(m,r) ∈ C.
The constants K,L andM depend on the genus g and the number of points
N . Explicit expressions can be found in [27, §2].
As a vector space, the algebra A can be decomposed as follows:
E:edeca (2.14)
A = A+ ⊕A(0) ⊕A−,
A+ := 〈An,p | n ≥ 1, p = 1, . . . , N〉, A− := 〈An,p | n ≤ −K − 1, p = 1, . . . , N〉 ,
A(0) := 〈An,p | −K ≤ n ≤ 0, p = 1, . . . , N〉 .
and the Lie algebra L as follows:
E:edecv (2.15)
L = L+ ⊕ L(0) ⊕L−,
L+ := 〈en,p | n ≥ 1, p = 1, . . . , N〉, L− := 〈en,p | n ≤ −L− 1, p = 1, . . . , N〉 ,
L(0) := 〈en,p | −L ≤ n ≤ 0, p = 1, . . . , N〉 .
We call (2.14), (2.15) the triangular decompositions. In a similar way we obtain
a triangular decomposition of D1.
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Due to the almost-grading the subspaces A± and L± are subalgebras but
the subspaces A(0), and L(0), in general, are not. We use the term critical strip
for the latters.
Observe that A+ and L+ can be described as the algebra of functions (re-
spectively, vector fields) having a zero of, at least, order one (respectively, two)
at the points Pi, i = 1, . . . , N . These algebras can be enlarged by adding all
elements which are regular at all Pi’s (these are {A0,p, p = 1, . . . , N} , respec-
tively {e0,p, e−1,p, i = 1, . . . , N} ). We denote the enlarged algebras by A
∗
+,
resp. by L∗+.
On the other hand A− and L− could also be enlarged such that they contain
all elements which are regular at P∞. This is explained in detail in [27]. We
obtain A∗− and L
∗
− respectively. For every p ∈ N0, let L
(p)
− be the subalgebra
of vector fields of order ≥ p + 1 at the point P∞, and A
(p)
− be the subalgebra
of functions of order ≥ p at the point P∞. We obtain a decomposition
(2.16)
L = L+ ⊕L
(p)
(0) ⊕L
(p)
− , for p ≥ 0 and A = A+ ⊕A
(p)
(0) ⊕A
(p)
− , for p ≥ 1,
with “critical strips” L
(p)
(0) and A
(p)
(0), which are only subspaces. The case of
p = 1 is of particular interest. We call L
(1)
(0) the reduced critical strip. For g ≥ 2
its dimension is equal to
E:dimcs (2.17) dimL
(1)
(0) = N +N + (3g − 3) + 1 + 1 = 2N + 3g − 1 .
On the right hand side, the first two terms correspond to L0 and L−1. The
intermediate term comes from the vector fields in the basis which have poles
at the Pi, i = 1, . . . , N and P∞. The 1+1 corresponds to the basis vector fields
with exact order zero (one) at P∞.
On the higher genus current algebra g, the almost-grading is introduced by
setting deg(x⊗ An,p) := n. As above, we obtain a triangular decomposition
E:espcur (2.18) g = g+ ⊕ g(0) ⊕ g−, with gβ = g⊗Aβ, β ∈ {−, (0),+} ,
In particular, g± are subalgebras. The corresponding is true for the enlarged
subalgebras. Among them, greg := g
(1)
− = g⊗A
(1)
− is of special importance. It
is called the regular subalgebra.
The finite-dimensional Lie algebra g can be naturally considered as a sub-
algebra of g. It is a subspace of g0. To see this, make use of the relation
1 =
∑N
p=1A0,p [27, Lemma 2.6].
SS:cocyc
2.5. Local central extensions. Let V be a Lie algebra and γ a 2-cocycle on
V, i.e. an antisymmetric bilinear form obeying
E:cocycle (2.19) γ([f, g], h) + γ([g, h], f) + γ([h, f ], g) = 0, ∀f, g, h ∈ V.
Given γ, we can define a Lie algebra structure on V̂ = V ⊕ Ct by
(2.20) [f, g ]ˆ := [f, g] + γ(f, g) · t, [t, V̂ ]ˆ = 0
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where t is a formal central generator. Up to equivalence, central extensions
are classified by the elements of H2(V,C), the second Lie algebra cohomology
space with values in the trivial module C. In particular, two cocycles γ1, γ2
define equivalent central extensions if and only if there exist a linear form φ
on V such that
(2.21) γ1(f, g) = γ2(f, g) + φ([f, g]).
D:local Definition 2.4. Let V =
⊕
n∈Z Vn be an almost-graded Lie algebra. A cocy-
cle γ for V is called local (with respect to the almost-grading) if there exist
M1,M2 ∈ Z with
E:local (2.22) ∀n,m ∈ Z : γ(Vn,Vm) 6= 0 =⇒ M2 ≤ n+m ≤M1.
Assuming deg(t) = 0, the central extension V̂ is almost-graded if and only if
it is given by a local cocycle γ. In this case we call V̂ an almost-graded central
extension or a local central extension.
For g = 0 the description of 2-cocycles is due to I.Gelfand-D.Fuchs, V.Kac,
E.Arbarello-C.DeConcini-V.Kac-C.Procesi. For g > 0 the problem admits
a direct generalization, namely, the problem of description of the universal
central extensions. For different Lie algebras on Riemann surfaces such de-
scription is given by I.Frenkel, E.Frenkel, P.Etingof, Ch.Kassel, M.Bremner,
D.Millionschikov. As it is mentioned above, only local central extensions en-
able one to develop the highest weight (physically, the secondary quantization)
formalism. The problem of classification of the local central extensions reduces
to the description of local 2-cocycles. This problem originates in the work of
I.Krichever and S.Novikov [12] where the authors introduced what we call be-
low the geometric cocycles for A and L and, for L, outlined the proof of the
1-dimensionality of the space of local cocycles.
The full classification of the local cocycles for g and D1
g
with a reductive g,
including full proofs, is given by M.Schlichenmaier [24, 18]. For the Lie algebras
of Section 2, he has proven that any local 2-cocycle is cohomologous to a linear
combination of the basic geometric cocycles. Below, we give the full list of them.
The more precise result of [24, 18] for the Lie algebra g is as follows: any local 2-
cocycle is cohomologous to an L-invariant one, and the latter is geometric (by
definition, a cocycle γ on g is L-invariant if γ(x(e.A), yB) = γ(x(A), y(e.B))
for any e ∈ L, x, y ∈ g, A,B ∈ A).
The list of basic geometric cocycles is as follows:
— for A [12]:
E:fung (2.23) γ(A)(g, h) :=
1
2pii
∫
CS
gdh;
— for L [12]:
E:ecva (2.24) γ(L)(e, f) :=
1
2pii
∫
CS
(
1
2
(e˜′′′f˜ − e˜f˜ ′′′)− R · (e˜′f˜ − e˜f˜ ′)
)
dz
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where e = e˜ d
dz
and f = f˜ d
dz
are the local representations of the involved
vector fields, R be a global holomorphic projective connection (see [12, 27]
for details). A different choice of the projective connection (even if we allow
meromorphic projective connections with poles only at the points in A) yields
a cohomologous cocycle, hence an equivalent central extension;
— for D1: (2.23) (2.24) and the following mixing cocycle
E:mixg (2.25) γ(m)(e, g) := −γ(m)(g, e) :=
1
2pii
∫
CS
(e˜ · g′′ + T · (e˜ · g′)) dz
where T is an affine connection (see detailes in [22], [32], [24]) which is holo-
morphic outside A and has at most a pole of order one at P∞. Again, the
cohomology class does not depend on the chosen affine connection;
— for g:
E:coaff (2.26) γ(g)(x⊗ f, y ⊗ g) = α(x, y)γ(A)(g, h)
where x, y ∈ g, f, g ∈ A, α is a bilinear form. We give here the full list
of basic geometric cocycles only for g = sl(n) and g = gl(n). In the first
case, it consists from only one cocycle of the form (2.26) corresponding to the
(Cartan-Killing) form α(x, y) = tr(ad x · ad y). In the second case, there are
two independent cocycles corresponding to α1(x, y) = tr(xy) and α2(x, y) =
tr(x)tr(y), respectively;
— for D1
g
, g = gl(n):
γ(m,g)(e, x⊗ g) = tr(x)γ(m)(e, g)
where again x ∈ g, e ∈ L, g ∈ A. Hence, γ(m,g) for g = sl(n). The absence of
mixing cocycles in semi-simple case was observed already in [32].
For the estimation of boundaries of locality and other details we refer to
[24, 18].
SS:affine
2.6. Affine algebras. Now we are in position to define affine Krichever-
Novikov algebras. Let g be a reductive finite-dimensional Lie algebra. By
affine Krichever-Novikov algebra we mean the central extension of g given by
a cocycle of the form (2.26).
Thus, as a linear space, an affine Krichever-Novikov algebra is ĝ = g⊗A⊕Ct,
and the Lie bracket is given by
E:eaff (2.27) [x⊗ f, y ⊗ g] = [x, y]⊗ (fg) + α(x, y) · γ(A)(f, g) · t, [ t, ĝ] = 0 ,
where γ(A) is given by (2.23), x, y ∈ g, f, g ∈ A, t is a formal central generator.
Certainly, ĝ depends on the bilinear form α. For g = sl(n) and g = gl(n) we
take α(x, y) = tr(xy).
The cocycle defining the central extension is local, hence ĝ is almost-graded
(we set deg t := 0 and deg( ̂x⊗ An,p) := n). Again we obtain a triangular
decomposition
E:espaff (2.28) ĝ = ĝ+ ⊕ ĝ(0) ⊕ ĝ− with ĝ± ∼= g± and ĝ(0) = g(0) ⊕ C · t .
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The corresponding is true for the enlarged algebras. Among them,
ĝreg := ĝ
(1)
− = g
(1)
− = g⊗A
(1)
− , ĝ
∗,ext
+ = g
∗
+ ⊕ C t = (g⊗A
∗
+)⊕ C t .
are of special interest.
3. Orbits and invariants
S:orb
In this section, following the lines of [28, 29, 31], we give a description of
the co-adjoint orbits and invariants of an affine Krichever-Novikov algebra ĝ.
For simplicity, we consider the case of the Riemann surface with two marked
points. Thus, ĝ = g⊗CA⊕Ct where A = A(Σ, P±), Σ is a compact algebraic
curve over C with two marked points P± (genusΣ > 0), A(Σ, P±) stays for
the algebra of meromorphic functions on Σ which are regular out the points
P±, g is a complex reductive Lie algebra.
Let ω be a meromorphic g∗-valued 1-form on Σ regular outside the points
P±, b ∈ C. We identify the dual space ĝ
∗ with the space of operators of the
form bd+ω which take the sections of the l-dimensional trivial bundle on Σ to
the sections of the tensor product of the same bundle by K. Here, d denotes
the differential on Σ.
Consider the mappings Σ→ exp g holomorphic outside P±. Such mappings,
with the operation of a point-wise multiplication, form the group which we
denote G. We call G the current group, and its elements the group currents.
The current group acts on the elements of ĝ∗ by gauge transformations: ω 7→
gωg−1 − b · dg · g−1, b 7→ b. We want to describe the space of orbits of this
action. Since we made no assumption on the behavior of the group currents
at P±, in general, ĝ
∗ is not invariant with respect to the gauge action. There
are two ways out. The first is to consider orbits in some bigger space. It is an
interesting question what space it should be. Our conjecture is that this is a
space of matrix Backer-Achiezer functions. Here, we choose another approach.
By orbit we mean the intersection of the true orbit with ĝ∗.
T:orbs Theorem 3.1. [28, 29] The space of orbits in generic position which are in
an invariant affine hyperplane b = const (b 6= 0) in ĝ∗ is in a one-to-one
correspondence with the space of equivalence classes of representations τ :
pi1(Σ\P±) → exp g such that τ(γ) is a semisimple element (where γ is a ho-
motopy class of the separating contour CS, see Section 2.3).
We call τ the monodromy representation of pi1(Σ\P±). The correspondence
between the orbits and the monodromy representations is established as follows
[28, 29]: each element bd+ ω ∈ ĝ∗ is assigned with the monodromy equation
E:monoe (3.1) (bd + ω)g = 0,
and, further on, with the monodromy representation of this equation. For
gauge equivalent elements, this procedure results in the equivalent monodromy
representations and vise verse.
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To complete the classification of the orbits (at least, in a generic position),
we should check that any monodromy representation (of a certain class) cor-
responds to some equation of the form (3.1), i.e. resolve the Riemann-Hilbert
problem. Under assumption of semi-simplicity of τ(γ), this problem can be
resolved which follows from the results of [1], see also [2, Proposition 1.5.2].
Define co-adjoint invariants of ĝ as such functions on ĝ∗ that are constant
on the co-adjoint orbits, hence can be pushed down to the orbit space. It is
our next step to construct a full system of independent co-adjoint invariants.
We will do it for g = gl(n).
Following [2], each monodromy representation coupled with a set of highest
weights of g assigned to the marked points can be associated with a smooth
vector bundle on Σ and a flat logarithmic (see below for the definition) con-
nection ∇ on this bundle. We interpret this as an assignment of a bundle
(and a connection) to each co-adjoint orbit of ĝ. It is our conjecture that the
additional parameters (highest weights) correspond to the above mentioned
hypothetical extension of the dual space g∗.
Going over to the construction of the invariants, take an arbitrary dominant
weight λ+ = (λ1, . . . , λn) (λ1 ≥ λ2 ≥ . . . ≥ λn) at the point P+ and a dominant
weight λ− of the form (∗, 0, . . . , 0) or (0, . . . , 0, ∗) at the point P−. Denote by
Bλ+,λ−,τ the corresponding vector bundle on Σ. In accordance with [2], the
weight λ− of such form is uniquely determined by the triple consisting of λ+,
τ and the degree of the bundle. Let us require the degree to be equal to gn,
(g = genus(Σ), n = rank g), then we can suppress λ− in the notation of the
bundle and write it down as Bλ,τ where λ = λ+.
According to the Donaldson theorem [4, 7], ∇ is gauge equivalent to the
connection of the form d + A + φ + φ∗ where (A, φ) is a solution to the self-
duality equations d′′Aφ = 0, F (A) + [φ, φ
∗] = 0, F (A) is the curvature of the
connection A, ∗ is the Hermitian conjugation (for g = gl(n) ), d+A = d′A+d
′′
A
is the standard notation for a connection in complex coordinates, and the
form of the connection A has no singularities at the marked points. Define the
complex structure on Bλ,τ by means of the d
′′
A as a ∂-operator. According to
[7], the bundle Bλ,τ with this complex structure is a holomorphic bundle on Σ
(in particular this implies φ ∈ Ω1,0(Σ\P±), φ
∗ ∈ Ω0,1(Σ\P±), hence, both these
forms can be retrieved from the canonical form of the connection). The just
constructed holomorphic bundle Bλ,τ has the rank n and the degree gn. We
assume that Bλ,τ is generic in sense of [11] (see also [30]), hence the space of
its meromorphic sections which are holomorphic out the marked points P± is
isomorphic to the space F of meromorphic vector-functions f = (f1, . . . , fl)
T
on the same Riemann surface which are holomorphic out the points P± and
the divisor D = Σgni=1γi of degree gn, have at most simple poles at the points of
the latter and satisfy the following relations
(resγi fj)αik = (resγi fk)αij , i = 1, . . . , gl, j = 1, . . . , l,
where αik are constants. The points of the divisor D and the numbers αik are
called the Tjurin parameters of the bundle.
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Our goal is to find the invariants of the gauge action on ĝ∗. To this end,
first, take λ = 0. A self-dual pair A, φ has the well-known invariants called
Hitchin integrals [6], namely the coefficients of the expansion of trφk over the
basis holomorphic tensors of weight k, k = 1, . . . , n. For g = gl(n), it follows
from [6] that their number is equal to n2(g − 1) + 1. Provided the value of τ
on the class of the separating contour is nontrivial, φ, generically, has simple
poles at the points P±. The space of such forms has the dimension n
2(g + 1)
(the contribution of holomorphic forms is equal to n2g, and n2 is contributed
by residues of φ at P±, taking into account the relation resP+ φ+ resP− φ = 0),
hence, any such form is determined by n2(g + 1) invariants.
To obtain these invariants, the basis holomorphic tensors should be supple-
mented with tensors that have poles up to the order n2 at P±. The number of
independent main parts of such tensors is 2n2 (n weights, n orders of poles and
two points). Thus, we have 2n2 singular basis elements in addition to regular
ones, which gives, a’priori, n2(g−1)+1+2n2 = n2(g+1)+1 integrals in total.
The tensor trφk has non-trivial projections on (singular) basic tensors of weight
k and order ≤ k. This gives 2k integrals for each k. To obtain some non-trivial
projections on the basis tensors of weight k and orders k + 1, . . . , n, we take
the expansions of trAmφ
k, m = −g − n + k, . . . ,−g − 1, 1, . . . , n − k. These
Am’s have orders 1, . . . , n − k at P±. They span the subspace of dimension
2(n− k) which gives 2(n− k) additional (singular) integrals. In total, we have
2n singular integrals for any k = 1, . . . , n, thus, 2n2 integrals in addition to the
regular (Hitchin) integrals. Observe that in the original Hitchin situation (only
holomorphic tensors are considered) we should introduce only global holomor-
phic functions (i.e. constants), thus obtain no new integrals. By the same
reason, for k = n all integrals come from trφn. Since resP+ φ+resP− φ = 0, the
coefficients in the terms of degree n of the Laurent expansions of the tensor
trφn at the marked points either are equal or differ by a sign (depending on
parity of n). By this, one parameter is eliminated. Thus, we obtain n2(g + 1)
generalized Hitchin invariants.
One more set of invariants, which depend (via the holomorphic structure)
on the component A of the self-dual pair, is the tuple of above introduced
Tjurin parameters of the bundle B0,τ [34, 11]. There is n
2(g − 1) + 1 inde-
pendent ones among them. In addition, there is one ”trivial” invariant b (see
above). In total, we have constructed 2n2g + 2 independent invariants. As it
is easy to show, this number equals to the dimension of the orbit space. Thus
the generalized Hitchin invariants and the Tjurin invariants form the the full
family of independent invariants of the gauge action on ĝ∗.
4. Representations of Krichever-Novikov algebras
S:kzrep
Let B be a holomorphic vector bundle on Σ, ∇ a meromorphic connection
on B, τ an irreducible representation of g. For this section, our goal is to
assign each triple (B,∇, τ) with a wedge representation of D1
g
and investigate
the properties of this representation as a ĝ-module.
KRICHEVER-NOVIKOV ALGEBRAS October 31, 2018 13
SS:knbb
4.1. Krichever–Novikov bases for the holomorphic vector bundles.
Actually, these are the bases in the function space F (see Section 3) which is
isomorphic to the space of meromorphic sections of B. The bases in question
where introduced in [15] (for N = 1) and then applied to the construction of
wedge (or fermion) representations in [30]. Here, combining the approaches of
[15] and Section 2.3 (going back to [20, 21]) we introduce these bases for an
arbitrary N .
From now on, let n stay for the degree of the Krichever-Novikov basis element
(to be defined below), l stay for the rank of g and r stay for the rank of B.
For any tryple of integers n ∈ Z, j = 0, 1, . . . r − 1 and p = 1, . . . , N , let
ψn,j,p = (ψ
i
n,j,p) be a vector function (i = 0, 1, . . . , r − 1) in F . This function
is specified by its asymptotic behavior at the points of A which is assumed to
be as follows:
E:bas1 (4.1) ψin,j,p(zq) = z
n+1−δp,q
q (ξ
i
npqj +O(zq))
where zq is a local coordinate at Pq, q ∈ {1, . . . , N}, δp,q is the Kronecker
symbol, ξnpqj are the complex numbers such that ξ
i
nppi = 1, ξ
i
nppj = 0, i > j;
E:bas2 (4.2) ψin,j,p(z∞) = z
−nN−N+1
∞ (ξ
i
np∞j +O(z∞))
where ξinp∞j = 0, i < j.
For a given n, the space spanned by vector-valued functions ψn,j,p is referred
to as the space of degree n functions.
P:2.2 Proposition 4.1. 1. There exists a unique vector-valued function ψn,j,p sat-
isfying conditions (4.1) and (4.2).
2. For a given n, the dimension of the space spanned by the vector-valued
functions ψn,j,p is equal to rN .
Proof. Introduce the divisor Dn,p = D + nPp + Σq 6=p(n + 1)Pq + (−nN −
N + 1)P∞, hence deg Dn,p = deg D = −rg. Let (Dn,p) denote the space of
(scalar-valued) meromorphic functions with a divisor not less than Dn,p, then
dim(Dn,p) = rg − g + 1. For the analogous space of functions taking values in
an r-dimensional vector space (denote it by (Dn,p)r), we have dim (Dn,p)r =
r(rg − g + 1). Such functions in F satisfy the (r − 1)gr Tjurin relations.
Therefore, dim ((Dn,p)r ∩ F) = r(gr − g + 1)− (r − 1)gr = r.
Observe that ψn,j,p ∈ (Dn,p)r ∩ F for any j. For a given j, this function is
distinguished in (Dn,p)r by exactly r (normalizing) conditions on matrices ξ.
Thus, ψn,j,p is uniquely defined and the assertion 1 is proven.
Further on, observe that, for a given n, the space of all degree n functions
in F is exactly a direct sum of its subspaces (Dn,p)r ∩F , p = 1, . . . , N . Hence,
its dimension equals to rN . 
SS:ferm
4.2. Fermion representations.
In this paragraph, we briefly outline the construction of a fermion D1
g
-
module. It was introduced in [30, 32] for the two-point situation (N = 1).
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For the multi-point situation considered here, the exposition is similar up to a
different definition of Krichever-Novikov basis (Section 4.1).
Let B be a rank r degree rg holomorphic vector bundle on Σ, ∇ a mero-
morphic connection on B having simple poles at most at the points of A
(hence, logarithmic — see Section 3), τ an irreducible representation of g in
the finite-dimensional vector space Vτ . Let Γ = Γ(B) denote the space of
meromorphic sections of B holomorphic except at P1, . . . , PN , P∞. Introduce
ΓB,τ := Γ(B)⊗ Vτ .
Define a D1
g
-action on ΓB,τ as follows:
— g-action: for any x ∈ g, A ∈ A, s ∈ Γ(B), v ∈ Vτ
E:gbact (4.3) (x⊗ A)(s⊗ v) = (A · s)⊗ τ(x)v;
— L-action: for any e ∈ L, s ∈ Γ(B), v ∈ Vτ
E:lac (4.4) e(s⊗ v) = ∇es⊗ v.
Proposition 4.2. Relations (4.3), (4.4) define a Lie algebra representation of
D1
g
in ΓB,τ .
Proof. For the g the claim is directly verified using (4.3).
By assumption, ∇ is meromorphic, hence, flat. By flatness, ∇[e,f ] = [∇e,∇f ]
for all e, f ∈ L. Hence, ∇ defines a representation of L in Γ(B).
By definition of a connection, for any s ∈ Γ(B), e ∈ L and A ∈ A, we have
∇e(As) = (e.A)s + A∇es where e.A is the Lie derivative. Hence, [∇e, A] =
e.A, i.e. the mapping e + A→ ∇e + A gives rise to a representation of D
1 in
Γ(B). 
Choose a Krichever-Novikov base {ψn,p,j} in Γ(B) (see Section 4.1) and a
weight base {va|1 ≤ a ≤ dimVτ} in Vτ . Introduce ψn,p,j,a = ψn,p,j ⊗ va. Enu-
merate the elements ψn,p,j,a linearly in the ascending lexicographical order of
the quadruples (n, p, j, a). We write down ψM = ψn,p,j,a if M =M(n, p, j, a) ∈
Z is the number of the quadruple (n, p, j, a). Introduce the degree of ψM by
degψM :=M .
L:agda Proposition 4.3. With respect to the just introduced degree, ΓF,τ is an almost-
graded D1
g
-module.
For the two-point situation (N = 1) the proof is given in [30, 32]). In case
of general N the proof is similar.
Now we are in position to do the final step of the construction, namely, to
introduce the fermion space corresponding to the pair (B, τ) and define the
D1
g
-action in this space.
Consider the vector space HF,τ generated over C by the formal expressions
(semi-infinite wedge monomials) of the form Φ = ψN0 ∧ ψN1 ∧ . . . where the
ψNi are the above introduced basis elements of ΓF,τ , the indices are strictly
increasing, i.e. N0 < N1 < . . ., and Nk = k + m for a suitable m and all
sufficiently large k. The integer m depends on the monomial and following [9]
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is called its charge. For a monomial Φ of charge m, the degree of Φ is defined
as follows:
E:mdeg (4.5) deg Φ =
∞∑
k=0
(Nk − k −m).
Observe that there is an arbitrariness in the enumeration of the ψn,p,j,a’s for
a fixed n; the just defined degree of a monomial does not depend on this
arbitrariness.
The monomials without requirement N0 < N1 < . . . are also considered.
It is assumed that they are antisymmetric with respect to the order of their
wedge co-multipliers.
We want to extend the action of D1
g
on ΓB,τ to an action in HF,τ . To this
end, introduce the Lie algebra a∞ of the infinite matrices with “finitely many
diagonals” and assign each element of D1
g
with the matrix of its operator in
Γ(B) with respect to the basis ψM . Thus, we have obtained the embedding
of D1
g
into a∞. Then we use the standard representation of a∞ in HF,τ due
to V.Kac (for example, see [9]). The last step is absolutely standard and was
used in similar situations in [13, 14, 22]. We follow here the lines of [30, 32].
In turn, the construction due to V.Kac consists of two main steps, namely
applying the “Leibnitz rule” and the “regularization” if the result is not well-
defined. The latter gives rise to a representation of some central extension D̂1
g
of the D1
g
. Restrict the cocycle of this central extension to g and denote so
obtained cocycle by γ.
cokac Proposition 4.4. For g = gl(l) and any x, y ∈ g, f, g ∈ A
γ(xf, yg) = α · tr (xy)γ(A)(f, g)
(compare to (2.27), (2.23)) where α ∈ C.
The proof is the same as for Kac-Moody algebras [9, p.97, relation (9.16)].
Let H
(m)
F,τ be the subspace of HF,τ generated by the semi-infinite monomials
of charge m. These subspaces are invariant under the action of D̂1
g
. Hence,
for every m the space H
(m)
F,τ itself is a D̂
1
g
-module, and HF,τ =
⊕
m∈ZH
(m)
F,τ as
D̂1g-module.
P:fermalm Proposition 4.5. Let H
(m)
F,τ be the submodule of HF,τ of charge m.
(a) With respect to the degree (4.5), the homogeneous subspaces (H
(m)
F,τ )k of
degree k are finite-dimensional. If k > 0 then (H
(m)
F,τ )k = 0.
(b) The cocycle γ for D1
g
defined by the projective representation is local.
(c) The H
(m)
F,τ is an almost-graded D̂
1
g
-module.
For N = 1 the Proposition 4.5 is proven in [30, 32]. For the general case we
refer to [26].
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4.3. Sugawara representation.
Let ĝ be an affine algebra. A ĝ-module V is called admissible if any element
of V is annihilated by all elements of ĝ+ of a sufficiently high degree.
Any admissible ĝ-module can be canonically turned into an L̂-module by
the Sugawara construction. The corresponding representation of L̂ is called a
Sugawara representation. For the conventional presentation of Sugawara con-
struction for Kac-Moody algebras, see [9]. A generalization onto the Krichever-
Novikov algebras is given in [13, 3, 25, 27].
Going over to the Sugawara construction, consider an admissible ĝ-module
V such that the central element t operates as a multiplication by a scalar c
(which is called a level of the representation).
For any u ∈ g, A ∈ A denote by u(A) the representation operator of
u ⊗ A. Chose a basis ui, i = 1, . . . , dim g of g and the corresponding dual
basis ui, i = 1, . . . , dim g with respect to the (fixed in advance) invariant
non-degenerate belinear form (..|..). We also denote u(An,p) by u(n, p) and∑
i ui(n, p)u
i(m, q) by u(n, p)u(m, q) for short.
Define the higher genus Sugawara operator (also called Segal operator or
energy-momentum tensor) by
E:suga (4.6) T (P ) :=
1
2
∑
n,m
∑
p,s
:u(n, p)u(m, s): ωn,p(P )ωm,s(P ) .
where : .... : denotes some normal ordering, ωn,p is the basis in the space of
the 1-forms on Σ introduced in Section 2.3. Here, the summation indices n,m
run over Z, and p, s over {1, . . . , N}. The precise form of the normal ordering
is of no importance here. For example, take the following “standard normal
ordering” (x, y ∈ g)
E:normst (4.7) :x(n, p)y(m, r): :=
{
x(n, p)y(m, r), n ≤ m
y(m, r)x(n, p), n > m
(for the discussion of normal orderings in case g > 0 see [13, 27]).
The expression T (P ) is considered as a formal series of quadratic differentials
on Sigma with operator-valued coefficients. Expanding it over the basis Ωk,r
of the quadratic differentials (Section 2.3) we obtain
E:sugb (4.8) T (P ) =
∑
k
∑
r
Lk,r · Ω
k,r(P ) ,
with
E:sugc (4.9)
Lk,r =
1
2pii
∫
CS
T (P )ek,r(P ) =
1
2
∑
n,m
∑
p,s
:u(n, p)u(m, s): l
(n,p)(m,s)
(k,r) ,
where l
(n,p)(m,s)
(k,r) :=
1
2pii
∫
CS
ωn,p(P )ωm,s(P )ek,r(P ) .
A’priori, the operators Lk,r are infinite double sums. But for given k and m,
the coefficient l
(n,p)(m,s)
(k,r) will be non-zero only for finitely many n. This can
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be seen by checking the residues of the elements appearing under the integral.
After applying the remaining infinite sum to a fixed element v ∈ V , by the
normal ordering and admissibility of the representation only finitely many of
the operators will operate non-trivially on this element.
T:suga Theorem 4.6. [25] Let g be a finite dimensional either abelian or simple Lie
algebra and 2k be the eigenvalue of its Casimir operator in the adjoint represen-
tation. Let V be an admissible almost-graded ĝ-module of level c. If c+ k 6= 0
then the rescaled modes
E:sugm (4.10) L∗k,r =
−1
2(c+ k)
∑
n,m
∑
p,s
:u(n, p)u(m, s): l
(n,p)(m,s)
(k,r) ,
of the Sugawara operator are well-defined operators on V and define an admis-
sible representation of L̂.
P:sugalm Proposition 4.7. [27] The V is an almost-graded L̂-module under the Sug-
awara action.
We call the L∗k,r, resp. the Lk,r the Sugawara operators too. For e =∑
n,p an,pen,p ∈ L (an,p ∈ C) we set T [e] =
∑
n,p an,pL
∗
n,p and obtain the repre-
sentation T of L̂. It is called the Sugawara representation of the Lie algebra L
corresponding to the given admissible representation V of ĝ.
By the Krichever-Novikov duality the Sugawara operator T [e] assigned to
the vector field e ∈ L can be given as
E:suge (4.11) T [e] =
−1
c+ k
·
1
2pii
∫
CS
T (P )e(P ).
The following proposition expresses a fundamental property of the Sugawara
representation.
P:fund Proposition 4.8. For any reductive g, x ∈ g, A ∈ A, e ∈ L we have
E:frel (4.12) [T [e], x(A)] = x(e.A).
Proof. In case of a semi-simple or abelian g, we refer to [25, 27] for a proof.
Here, we give the proof for g = gl(l) which is only considered below. Actually,
this is a general proof in case of reductive g.
In our case, g = g0 ⊕ g1 where g0 is the center of g consisting of diagonal
matrices and g1 = sl(l). Further on, g = g0 ⊕ g1. Denote by x0(A), x1(A) the
restrictions of the representation x(A) onto g0, g1, respectively. For x = x0+x1,
x0 ∈ g0, x1 ∈ g1 we can write x(A) = x0(A) + x1(A) without any conflict of
notation. Moreover, for any A,B ∈ A, x0(A) and x1(B) commute because
[x0(A), x1(B)] = [x0, x1]AB + tr(x0x1)c · id = 0.
Let Tk, k = 0, 1 be the Sugawara representation corresponding to the repre-
sentation xk of ĝk. Define
T = T0 + T1
(in our case, this is equivalent to the definition [8], [9, Rem. 10.2/10.3]). Since
operators of the representations T0 are expressed via x0(A)’s and operators
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of T1 via x1(A)’s, T0 and T1 commute, hence T is a representation of L̂ and,
moreover, for any x0 ∈ g0, x1 ∈ g1, A,B ∈ A, e ∈ L
[T0[e], x1(A)] = [T1[e], x0(B)] = 0.
For simple and abelian g, the (4.12) is proven in [25] (see also [27]). Hence,
[T0[e], x0(A)] = x0(e.A), [T1[e], x1(A)] = x1(e.A).
Finally, we have
[T [e], x(A)] = [T0[e] + T1[e], x0(A) + x1(A)] = [T0[e], x0(A)] + [T1[e], x1(A)]
= x0(e.A) + x1(e.A) = x(e.A).

5. Casimirs, semi-casimirs, Hitchin integrals
S:cas
Casimir operators (casimirs, laplacians) are the most important invariant
operators of Lie algebras. They are closely related to all applications of Lie
algebras and their representations including integrable systems, the theory
of special functions, and many others. Description of casimirs is one of the
central problems of the representation theory. The second order casimirs are
of special interest in all these questions. In what follows, “casimir” always
means “second order casimir”.
Following the lines of [32], we classify here the casimirs for Krichever-Novikov
algebras in case N = 1 and g = gl(r) (g = sl(r)). We introduce the more
general operators which we call semi-casimirs, investigate their relation to the
moduli space of Riemann surfaces and interpret them as a quantization of the
Hitchin intefrals. We delay the case N > 1 for the future publication [26].
5.1. Classification of casimirs.
Let V be any admissible representation of D̂1g . Its restriction to ĝ is an
admissible representation of the latter.
Let ê denote the operator of representation of an e ∈ L, and T [e] be the
Sugawara operator of e as introduced above. Consider operators of the form
∆e := ê− T [e].
In the following, we consider also the completed vector field algebra L con-
sisting of the infinite sums of the form
E:form (5.1) e =
∞∑
n=n0
anen, an ∈ C.
where, for N = 1, {en = en,1} is the Krichever-Novikov base in L; similarly
{An = An,1} is the Krichever-Novikov base in A. By admissibility, for any
fixed vector v both ê v and T [e] v are well-defined elements of V even if e is of
the form (5.1).
Let A˜− ⊂ A be the subspace spanned by all Ak, k < 0.
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D:semicas Definition 5.1.
(a) We call an operator of the form ∆e a casimir if [∆e, x(A)] = 0 for any
A ∈ A and x ∈ g.
(b) We call an operator of the form ∆e a semi-casimir if [∆e, x(A)] = 0 for
any A ∈ A˜− and x ∈ g.
P:eact Proposition 5.2. Let g = gl(r) and V be an admissible almost-graded D̂1
g
-
module such that the restriction of its cocycle on g is L-invariant. Then for
any x ∈ gl(r) and e ∈ L
E:comm2 (5.2) [∆e, x(A)] = λ(x)γ
(m)(e, A) · id,
where γ(m) is given by (2.25) and λ(x) = r−1tr(x).
The Proposition 5.2 was first formulated in [32] under different assumption
on cocycles. The requirement of L-invariance (see Section 2.5) is proposed by
M.Schlichenmaier.
Proof. Since V is an admissible almost-graded D̂1
g
-module, its cocycle is local.
By the classification of local L-invariant cocycles (Section 2.5) we have
E:comm1 (5.3) [ê, x(A)] = x(e.A) + λ(x)γ(m)(e, A) · id.
Applying the Proposition 4.8 completes the proof. 
It follows from the Proposition 5.2 that for any x ∈ sl(r) (and A ∈ A)
[∆e, xA] = 0. Thus, the cocycle γ
(m) is the only obstacle for ∆e to be a
casimir; ∆(e) is a casimir if and only if
E:sys (5.4) γ(m)(Ak, e) = 0, for any k ∈ Z.
Replacing here e by its expression (5.1), obtain the following linear system of
equations on the coefficients {an}:
E:syse (5.5)
∑
m≥m0
amγ
(m)(A−k, em) = 0, for all k ∈ Z, k 6= 0.
The further investigation of casimirs is based on the fact that the system (5.5)
is triangular and, for its diagonal elements, in a generic situation, we have
γ(A−k, ek) 6= 0, for any k ∈ Z, k 6= 0. Since the equation for k = 0 is missing,
we obtain the 1-dimensional space of solutions {an} where an = 0, n < 0
and an express via a0, n > 0. This way, the description of casimirs can be
completed in case of the fermion modules. We formulate here only a final
result and refer to [32] for the proofs.
Theorem 5.3. For any fermion representation such that its cocycle γ satisfies
the above condition of genericity, and any connection ∇ (involved via (4.4)),
there exists exactly one (up to a scalar factor) casimir. The corresponding
vector field has a simple zero at P+.
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SS:sscm
5.2. Semi-casimirs, coinvariants, moduli spaces.
Observe that for a vector field e giving a semi-casimir one has the system of
linear equations similar to (5.5) but only for k > 0:
E:con2s (5.6) γ(A−k, e) = 0, for any k ∈ Z, k > 0.
Thus, the coefficients am with m ≤ 0 turn out to be independent and all the
others express via them. Let L˜− ⊂ L be the subspace spanned by {ek : k ≤ 0}.
Introduce the map Γ: L˜− 7→ L as follows: take e ∈ L˜− and represent it in
the form (5.1); then substitute the corresponding am (m ≤ 0) into (5.6) and
calculate am, m > 0. Denote by Γ(e) the vector field which corresponds to the
full set of am’s.
L:dss Lemma 5.4. [32] The space of semi-casimirs coincides with ∆(Γ(L˜−)). It is
spanned by the elements ∆(Γ(ek)), where k ≤ 0. It is isomorphic to L− as a
linear space.
Denote the subalgebra ĝreg introduced in Section 2.6 by gr, for short, and
call it the regular subalgebra. The space of co-invariants of gr is defined as a
quotient space V/U(gr)V .
The semi-casimirs are defined in such way that they commute with U(gr),
hence they are well-defined on the space of coinvariants of the subalgebra gr.
For e ∈ L˜−, let ∆(e) be the operator induced by ∆(Γ(e)) on coinvariants.
The map ∆ is defined on L˜− and by Lemma 5.4 its image is the space C
s
2 of
semi-casimirs considered as operators on the space of coinvariants.
Our next step is to show that only a finite number of basis semi-casimirs are
nonzero on coinvariants and, for a proper moduli space of Riemann surfaces,
establish the correspondence between its tangent space and the space of semi-
casimirs (considered on coinvariants).
L:kern Lemma 5.5. [32] For a fermion representation V there exists such p ∈ Z+
that L
(p)
− ⊆ ker∆.
Proof. It is proven in course of the proof of [32, Lemma 4.9] that such p ∈ Z
exists that ∆(e)V ⊆ U(gr)V for any e ∈ L
(p)
− . Actually, we need the same for
∆(Γ(e)). Here, we only want to complete the proof of [32, Lemma 4.9] with
this correction.
Let V (q) ⊂ V denote the subspace generated by all elements of degree less
or equal to q. In fact, it is proven in course of the proof of [32, Lemma 4.9]
that for any q ∈ Z such p exists that ∆(e)V ⊆ V (q) for any e ∈ L
(p)
− . Let U−
be the subspace of the universal enveloping algebra of ĝ generated by the basis
elements of the non-positive degree. Choose such q that U−V
(q) ⊆ U(gr)V .
Take an arbitrary e ∈ L
(p)
− . Observe that Γ(e) = e + e+ where e+ ∈ L+.
For any v ∈ V , we have v = uv0 where u ∈ U− and v0 is the vacuum vector.
Further on, ∆(e + e+) is a semi-casimir, hence ∆(e + e+)v = u∆(e + e+)v0.
By [32, Lemmas 3.2, 3.4], ∆(e+)v0 = 0, hence u∆(e + e+)v0 = u∆(e)v0.
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Since ∆(e)v0 ⊆ V
(q) and uV (q) ⊆ U(gr)V , we have u∆(e)v0 ⊆ U(gr)V , hence
∆(Γ(e))v ∈ U(gr)V . 
Let M
(p)
g,2 be the moduli space of curves of genus g with two marked points
P±, fixed 1-jet of local coordinate at P+ and fixed p-jet of local coordinate
at P−. There is a canonical mapping θ : L 7→ TΣM
(p)
g,2 which goes back
to [10] and is based on the Kodaira-Spencer theory. The cohomological and
geometrical versions of this mapping are given in [27] and [5], respectively (see
Introduction).
Let θ˜ denote the restriction of θ onto the subspace L˜−. Let V be a fermion
representation of D̂1
g
and γV be its cocycle. Let also C
s
2 = C
s
2(V ) denote the
second order semi-casimirs of ĝ in the representation V . We assume semi-
casimirs to be restricted onto coinvariants. The following theorem establishes
a natural mapping of the tangent space at Σ ∈M
(p−1)
g,2 onto the space of semi-
casimirs in the coinvariants on Σ considered as a punctured Riemann surface.
T:mod Theorem 5.6. [32] Take p as in Lemma 5.5.
1◦. The mapping θ˜ : L˜− 7→ TΣM
(p−1)
g,2 is surjective and ker θ˜ = L
(p)
− .
2◦. For such V that γV (A−k, ek) 6= 0 for any k ∈ Z+, the mapping∆: L˜− 7→
Cs2(V ) is surjective and L
(p)
− ⊆ ker∆.
3◦. The mapping ∆ ◦ θ˜−1 : TΣM
(p−1)
g,2 7→ C
s
2(V ) is well-defined and surjec-
tive.
5.3. Quantization of the second order Hitchin integrals. In this section,
we show how the semi-casimirs appear in course of operator quantization of
the second order Hitchin integrals. We do not give any mathematical setting
the problem of quantization here. We only show what happens if one follows
some conventional recipes.
Let φ is a Higgs field (mathematically, an arbitrary g-valued Krichever-
Novikov 1-form on the Riemann surface in question) and {Ωi} is a base of the
cotangent space to M
(p−1)
g,2 realized as a certain space of Krichever-Novikov
quadratic differentials. We introduce the second order Hitchin integrals χi’s
by the expansion trφ2 =
∑
χiΩ
i. Observe that this is only a part of generalized
second order Hitchin integrals of Section 3, namely the part which contains no
additional functional factors.
As a first step of quantization, we replace φ by its operator, thus we obtain
the current I which is an arbitrary Krichever-Novikov 1-form (on the Rie-
mann surface) having values in the representation operators of ĝ. Therefore,
I =
∑
ukω
k where ωk are the basis Krichever-Novikov 1-forms, uk are the
operator-valued coefficients (k ∈ Z). Further on, the φ2 should be replaced by
:I2:. By definition of the Wess-Zumino-Witten-Novikov theory, tr :I2: exactly
equals to the energy-momentum tensor T (introduced by (4.6)). The trace
remains to be ”finite-dimensional”, like in the classic situation, which means
that it is linear over the function algebra A. The expansion T =
∑
LiΩ
i (cf.
(4.8)) is the quantum analog of the above expansion trφ2 =
∑
χiΩ
i. We will
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consider the normalized form −T (ei) of an operator Li (see Section 4.3). What
is usually being done to compensate a normal ordering, is adding certain car-
tanian elements to the normal ordered quantity. For example, for Kac-Moody
algebras the vector field e0 = z
∂
∂z
is considered and ê0 is being added which
leads to the casimir ẑ ∂
∂z
− T (z ∂
∂z
). Applying this idea to an arbitrary ei, we
come to the operators of the form ∆i = êi − T (ei). Since there is only a
finite number of (independent) Hitchin integrals and the infinite set of ∆i’s,
we formulate a selection rule for them. First, we propose to consider certain
linear combinations of ∆i’s, namely those which are semi-casimirs. Thus, we
replace ei by Γ(ei) (where Γ is introduced in Section 5.2). Since there is no
canonical choice for the base {Ωi}, the replacement ei by Γ(ei) can be achieved
by adjustment of this base. Second, we select only those semi-casimirs which
induce nontrivial operators on conformal blocks. Thus, for each i we consider
∆(Γ(ei)) as a quantization of χi. Then by Theorem 4.2 we obtain the natural
mapping of the χi’s to the ∆(Γ(ei))’s.
Since the classic Hitchin integrals are in involution, the corresponding quan-
tum quantities must commute, at least, up to a scalar. Let us show that this
holds for our quantization of Hitchin integrals.
Proposition 5.7. In the space of a fermion representation, for any e, f ∈ L,
[∆(e),∆(f)] = λ(e, f) · id
where λ is a bilinear form on L.
Proof. For any u ∈ g, A ∈ A we have
[[∆(e),∆(f)], u(A)] =[[∆(e), u(A)],∆(f)] + [∆(e), [∆(f), u(A)]
=[(tru)γ(e, A) · id,∆(f)] + [∆(f), (tru)γ(f, A) · id]
=0.
where γ is a mixing cocycle. Thus, [∆(e),∆(f)] is an automorphism of the
ĝ-module. For modules with a unique highest vector (for example, the fermion
modules) all endomorphisms are scalar operators. 
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