In web applications, for efficient use of bandwidth and storage requirement, images are compressed with lossy techniques. Quality of images degrades due to the compression artifacts. Transmission channels also contribute in degradation by adding noise. Image quality assessment plays a vital role to address this issue. In majority of cases, reference image remains unavailable for the assessment. Thus, No-Reference quality assessment techniques are widely used. In this paper, machine learning based hybrid approach for NR quality assessment is proposed. Blockiness based parameters, other statistical parameters and NSS based features are provided as input to the feed forward neural network. The back propagation training algorithm predicts a quality score. This score is correlated with differential mean opinion score (DMOS). Here, input can be images of any type from best to worst quality, and the approach used exploits the nonlinearity in the behaviors of parameters. It has been noticed that the predicted score correlates well with the DMOS with 93% accuracy. The above parameters are also used as input to Support Vector Machine for classification. The observed accuracy of this classifier is 89%.
INTRODUCTION
In today's world of internet, huge amount of data is transmitted over communication networks of all kind. Images and videos share a considerable volume of this digital data. Efficient use of transmission channel bandwidth and storage will always remain a major concern, whatever kind of data is being stored, transmitted and reproduced. To make this possible, images and videos are compressed using lossy and lossless techniques.
Image compressions, such as lossy, result in quality degradation of an image as it introduces various artifacts such as blockiness, ringing and blurring. Channel noise also contributes to the quality degradation. Image Quality Assessment (IQA) thus plays a vital role in the evaluation of various image processing algorithms and systems. IQA is one of the critical and challenging issues in the area of image and video processing.
There are many processes like image acquisition, storage, retrieval, watermarking, authentication, enhancement, compression and synthesis where quantification of image quality is needed [1] . Image quality evaluation is carried out in two approaches: subjective and objective.
In the Subjective approach, experts and non-experts rate the image quality and the score is obtained by taking mean of total subjects ratings. Since the humans are ultimate receivers in many image processing applications, Mean Opinion Score is extensively accepted for IQA. Although the subjective evaluation Mean Opinion Score (MOS) is reliable, it is slow, inconvenient and time consuming [2] . Many times, Differential MOS (DMOS) is also used where difference of reference and test is rated in the range of 0 to 100. For example, if the difference in rating is very small the score is close to zero [3] .
Objective evaluation, which is supposed to correlate with Subjective assessment, estimates perceived image quality through use of various computational models. Objective image quality assessment is categorized into Full Reference (FR), Reduced Reference (RR) and No Reference (NR) [4] . In FR, the quality of degraded image is assessed with the reference which is original or pristine image. The FR based quality metrics are mainly used in assessing the performance of different compression schemes. The normally used FR measures are peak signal to noise ratio (PSNR), image fidelity (IF), correlation coefficient (CC), and structural content (SC) [3] [4] . Though PSNR is simple and widely accepted, it is also criticized for not being associated with image quality measurement in some image processing algorithms [2] [6] . HVS based assessment metric, called as Mean Structural Similarity Index Metrics (MSSIM), is used to overcome this drawback. MSSIM is developed with the fact that the structural content in an image changes according to degradation. It takes luminance, contrast and structural content in terms of image statistics into account [2] [6] .
In RR, instead of original image, certain features of an image are extracted and used to compute the quality of reconstructed images. These features are normally used for image repair or impairment [7] . The wavelet coefficients of deformed images are calculated and fitted with Gaussian scale mixture (GSM) distributions to define a feature. Difference between scaled entropies of wavelet coefficients of original and deformed images is computed [8] . In another approach, which uses structural similarity, statistical features are extracted from multiscale, multi-orientation divisive normalization transform. The quality measure is developed by pursuing the concept of SSIM for FR [9] .
There are plenty of applications in which reference images or features cannot be made available for assessment. For example, the images stored in digital camera are JPEG compressed by internal CODEC or compressed images transmitted over social media. The quality assessment of such images falls under NR category. Such assessments are done well by human cognition. For large amount of images, the assessment can be automated using machine learning approach [10] [11] [12] . The basic idea in NR image quality is the exploration of information fidelity or quantification of loss of information due to distortion/degradation process (compression, noise etc).
Existing NR algorithms mainly follow three trends -(1) Distortion specific approach -Presents kinds of distortions such as blockiness, ringing, blur, Just Noticeable Distortion (JND), contrast etc, (2) Feature extraction and machine learning approach -Training based prediction models or use of classifiers like Support Vector Machine (SVM), Artificial Neural Network (ANN) to determine the quality score. (3) Natural scene statistics (NSS) approach -There is assumption that natural images are a subset of the complete set of possible images. The distance between the distorted images and the subset of natural images is computed. Idea behind this approach is to determine how the statistics of images is affected by introducing distortions in them [13] . Moorthy and Bovik defined the statistical description of distorted images in distortion specific signature. In this algorithm, authors computed likelihood of each distortion in image and applied Multiclass Support Vector Machine (SVM) with radial-basis function kernel classifier to categorize test image into defined distortions [14] .
From literature review, it is observed that above approaches handle individual distortion. Images may contain combination of distortions. Quality of an image cannot be assessed by considering any individual artifact as image may have any other or combination of blur, blockiness and ringing artifacts. There is need to define generalized framework. This paper presents the machine learning based hybrid approach as a new technique for IQA. Parameters from above three approaches are used in combination to determine score accurately, and images of quality from high to low are used as input. The LIVE dataset having all variants of distortions along with original images are used for complete training and testing. The accuracy of prediction obtained is around 90%. Results of this prediction model are also compared with Support Vector Machine (SVM). The accuracy obtained by this classifier is 89%. [15] addressed the blocking artifacts by estimating the activities in images using following two factors: (1) Average absolute difference between in-block image samples and (2) Zero-crossing rate. The relational predictor evaluates the image quality score on the scale of 0 to 10 and only used for JPEG images. S. Suresh et al. [11] presented neural network based classifier using extreme machine learning algorithm for IQA. Estimation of quality is done as the functional relationship between HVS based features and MOS. In this paper, four blockiness based parameters of JPEG images namely Edge Length, Edge Amplitude, Background activity, and Background luminance are calculated. Extreme machine learning classifier computes the quality score. These features are strong enough to address only blockiness. The accuracy of classifier is 70% for testing JPEG images. Other artifacts like white noise are not handled. More features are needed to be defined to handle these types of artifacts.
Z. M. Parvez Sazzad et al. [16] proposed computation of spatial features for JPEG2000 images based on the fact that human beings are very sensitive to edge information. The presented NR metric is defined using edge information and pixel distortion based features. Pixel distortion for a central pixel is evaluated as Standard Deviation (SD) that is calculated inside 5×5 neighborhood pixels. The SD is also calculated for all central pixels in the image. Another pixel distortion feature is defined as an absolute difference between neighborhoods of 5×5 block with every pixel as a center. Edge information is calculated as zero-crossing (ZC) rate which is computed row wise and column wise for the image. Another feature is histogram-based edge measure which is computed with and without edge preserving filter. Since the human visual system and the physical features of an image exhibits non-linear properties, the predictor based on Particle Swarm Optimization is used to anticipate the quality score. Authors tested the predictor with their own dataset compressed with six compression ratios and obtained accuracy of 93%. The predictor is also tested with Texas LIVE dataset and claimed same accuracy. Results obtained are only for JPEG2000 images. P. Gastaldo et al. [10] proposed NR technique using non-parametric features. Practically, natural images are complex and difficult to analyze at global level. Objective features of an image are thus computed block by block. The proposed features are categorized in three groups, namely (1) First order histogram of image blocks, (2) Co-occurrence matrix and (3) Frequency-based representation. Estimation of quality score is done using circular back propagation model. Images are preprocessed using contrast enhancement followed by feature extraction. The reported accuracy is 86%.
R. Ferzil et al. [17] proposed the perceptual-based sharpness/blurriness metric. In this metric Just Noticeable Blur (JNB) concept is incorporated in probability summation predictor. On the basis of the probability of blur detection, the blurriness in an image is quantified. Probability summation model is used for blur estimation. Accuracy for Gaussian blur with blur variance ranging from 0.8 to 2.4 is 93% and 83% for JPEG. This metric address JPEG and Gaussian blur images; whereas it does not test high blur variance images.
L. Liang et al. [18] presented better approach to explore potential artifacts present in an image. Gradient profiles along strong edges are modeled. Statistical information on these profiles is used to determine the presence of artifacts in an image. Accuracy obtained is 94% with LIVE JPEG2000, 92% for LIVE Gblur and 86% for TID dataset. Only the blur and ringing artifacts that are present in JPEG2000 are considered. S. Suthaharan [19] made use of blocking artifacts which determines the perceptibility of distortion which measured in terms of undistorted edges and blocking artifacts in the image. Quality score is determined by the parameterized mathematical model. This approach worked well only for LIVE JPEG images with accuracy of 92%. H. Liu et al. [20] measured the ringing artifacts in images. In his proposed work, NR metric is developed based on two-step approach. In the first step, the ringing detection method is defined, and in second step ringing annoyance is quantified. NR metric is tested for JPEG and JPEG2000 images with accuracy of 80% and 85% respectively. Some models demonstrated special features like local spatial and spectral entropies [21] .
Above literature is related to specific distortions. Some researchers concentrated their work on the features that are based on Discrete Cosine Transform (DCT) statistics. M. A. Saad et al. [13] presented an excellent methodology to define the quality index that is free from any particular type of distortion. IQA is done by monitoring the information of local DCT coefficients. Authors extracted two HVS based features from an image, viz the structure and contrast. The probabilistic prediction model is proposed for determination of quality score prediction which resulted in 79% accuracy.
T. Brandao et al. [22] presented a novel approach to estimate the original DCT coefficients of an image from its quantized values available at decoder. To achieve this estimation, two techniques are used. The relationship between distribution parameter at adjoining DCT frequencies is estimated by linear prediction scheme. The predicted results are combined with maximum likelihood (ML) parameter estimation. For NR image quality assessment, the algorithm computed PSNR estimation. The mathematical model based on Laplacian parameter estimation is used to evaluate the PSNR of the image. This technique works well for LIVE JPEG images with accuracy of 97%. Results are based on parameter estimation. G. Zhai et al. [23] developed an algorithm to evaluate noticeable blockiness for block-based DCT images. The variations on block boundaries are computed and then converted into the block discontinuity map. Luminance variation and texture masking is applied to the blocks. All block maps are combined by applying a nonlinear operator which produces overall masking map. Lastly, integration of these maps is the discontinuity map that results in Noticeable Blockiness Map (NBM). This map is used for IQA. Accuracy is noted to be 96% for JPEG images only.
In the third trend, Natural Scene Statistics (NSS) is used. In NSS, undistorted images lie in a subset of the entire set of possible images. The distance between the distorted image and subset of natural images is determined to monitor the change in the statistics of an image as an effect of distortions.
H. Sheikh et al. [24] proposed NR metric using statistical model of natural images in the Wavelet domain. They evaluated the Wavelet coefficient of natural images in a given subband and their relationship with other wavelet coefficients across scales and orientations. Each subband vector is nonlinearly transformed and linearly combined. Linear predicate predicts the quality score. Around 93% accuracy is achieved for JPEG2000 images. It is observed that, spatial details and texture over the image affects the performance of algorithm. A. K. Moorthy and A. C. Bovik [14] presented two stage framework for NR image quality assessment based on NSS concept. In the first step, image distortion classification based on NSS modification is computed, followed by quality assessment. Five types of distortion are addressed viz JPEG, JPEG2000, white noise (WN), Gaussian Blur, and Fast Fading. Multiclass Support Vector Machine (SVM) with radial basis function kernel classifier classifies a test image into one of the above mention distortions with 82% accuracy for LIVE dataset.
M. J. Chen et al. [25] have given good insight into the natural scenes statistics. They defined reliable features for quality assessment through multi-resolution decomposition method. Natural scene statistics features are extracted from the gradient histogram. They used a Support Vector Machine (SVM) classifier. Using LIVE Gblur, 96% image accuracy is obtained. Great efforts has been put forth in this area by developing renowned algorithms like DIIVINE index, BLINDS-II, C-DIIVINE BRISQUE [26] [27][28] [29] . Islam et al. [30] defined the NSS model contrast distorted images using moments and entropy features. Authors [31] extracted features from log-histogram of curvelet coefficient values and the energy distribution of both orientation and scale. Zhou et al. [32] worked with noise, blur and blockiness. Quality prediction is the weighted sum of modified wavelet medium estimation, count of edge pixels points and characteristics of image pixel. The computational cost and design of the suitable threshold function, which explores special characteristics of curvelet, can be applied in area of edge detection.
The work done so far was focused on specific distortion types and images. The parameters were developed for the IQA of specific image types such as JPEG, JPEG2000, blurry, etc. Thus, IQA was restricted for specific type of images only. If automated IQA framework is required to be developed, it should assess all types of images having combination of different distortions and also images of good quality. Applications dealing with image processing use compressed images. Compression introduces blocking and ringing artifacts. To address these artifacts, blockiness based parameters are needed to be extracted. Other artifacts like noise and blurriness can also be present in images. These artifacts can be handled through statistical parameters. Web applications are supposed to handle natural images along with other images. These images possess different types of statistics which change due to distortions. This change is obtained using NSS based parameters. In this paper, we propose a framework which takes into account the features developed so far and applies the multilayered backpropagation artificial neural network based prediction model to estimate the image quality score. The network is trained with these features as inputs and DMOS as target.
FEATURE EXTRACTION
For image quality assessment of the gray images, we have considered blockiness, second ordered statistical parameters and NSS based parameters. Details of the parameters are described below. Blockiness-based parameters address blocking artifacts where statistical parameters handle blurring effect and to some extent noise. Frequency based parameters able to handle artifacts generated as effect quantization. NSS based parameters are used to identify the artifacts in natural images.
Blockiness-based Parameters
JPEG images are used in many web-based applications. Compression introduces blocking, ringing and blurring artifacts in an image. To identify blocking artifacts, Z. Wang et al. [15] proposed parameters which are evaluated based on pixel variations across rows and columns.
Following expression represents the image. 
 
The features are computed row wise and column wise.
a. The average difference across block boundaries is calculated to obtain blockiness as,
b. Image signal activity is calculated as two factors. First factor, average absolute difference between in-block image samples is calculated as
c. The other factor, zero crossing rate(ZC) is calculated as 
The value of bl ranges from 0.50 to 91.91, avg ranges from 0.51 to 91.48 and zc ranges from 0.0007 to 0.65. These values are ranges as per the amount of distortion present in the images. bl increases with increase in blockiness while avg and zc decreases from original to worst.
Statistical Parameters:
P. Gastaldo et al. [10] proposed parameters to model textual characteristics. The features are described as statistical information of an image such as gray value distribution, spatial orientation information and frequency energy distribution. In the proposed work, images are preprocessed before feature extraction. On the other hand, in our proposal parameters are extracted without preprocessing. In image processing, applications distortion quantification needs to be done without preprocessing as it can help in reducing the time complexity of algorithms. Also, preprocessing of images can lead to the wrong prediction about distortion quantification. 
Where, µ and σ represents mean and standard deviation respectively. Its values range from -9.92 to 262.66 b. Energy Subband Ratio Measure: As depicted in Fig. 1 , DCT coefficients are represented increasingly in higher redial spatial function from top-left corner to bottom-right corner. We defined three frequency bands. The average energy is square of deviation. In frequency, band x it is defined as
The ratio is defined as difference between the average energy in frequency band x and average energy up to frequency band x to sum of these measures. Fig. 4 and Fig 5 shows the deviation in second order statistical and NSS based parameters for images with white noise and fast fading distortion types, respectively. If the framework is required to be proposed, it should consider all images, varying from original to distorted, for determination of score. Model based approach leads to wrong prediction due to model tuning parameters. In the model based approach, though MOS shows that quality of images is good, predictor predicts bad quality. From data analysis, it is observed that the nature of extracted features is nonlinear. In order to overcome this, we are proposing neural network based modeling as ANN is a good solution to establish linear relationship between nonlinear feature values and DMOS [34] [35] . Bagade et al. [34] [35] proposed blocking and frequency domain statistical features in their earlier work with 95% accuracy for JPEG images. They concluded that sometimes, quality score predicted by mathematical predictors do not correlate with MOS which leads to incorrect prediction. To characterize the nonlinear relationship between extracted features and MOS, the machine learning approach is used. Fig. 6 depicts the methodology of experimentation. In the hybrid approach, blocking artifacts are computed using blocking parameters. Second order statistical parameters model textual characteristics. Features are described as correlation between gray scales and spatial energy distribution. NSS based parameters are computed to model natural scene statistics. These parameters are DCT based parameters and computed for each block of size 5×5. All the extracted features form feature vectors. The back-propagation neural network is trained with the feature vector. During training, the DMOS is used as a target to the network. ANN depicts nonlinear and complex relation among the features from feature vector and DMOS. The trained neural network computes the quality score for a test image.
Proposed framework uses multilayer feedforward network with back-propagation learning algorithm. The network comprises an input layer with twenty input neurons and a hidden layer with nine neurons. Logarithmic sigmoid transfer function is used for hidden neurons. Subsequently, an output layer neuron has linear transfer function. The nonlinear transfer functions of neurons permit the network to gain knowledge of nonlinear and linear correlation between the input and the output.
In neural network, output depends on initialization of the weights. In each run, the decision boundaries change with the initial weights. Indirect nature of discrimination function in ANN is unable to handle the boundary conditions. In SVM, decision boundaries are determined to minimize classification error for training as well as testing data. SVM has high generalization ability due to the capability of maximizing margins. SVM is more robust than ANN. To check the sturdiness of framework we also tested prediction with SVM.
Training of SVM is done through feature vectors. The vectors are categorized in four classes, namely best, good, average, and worst. Trained SVM predicts the class for test vectors. This model is also tested for TID2008 [37] dataset which comprises of 25 original images and its four distortion variants viz. JPEG, JPEG2000, Gaussian blur, and White Noise. 18 original images with its four distortion variants are used to train the ANN and SVM. 7 original images with its distortion variants are used to test the classifiers. Image size and intensity of the image inputted to this framework is used as mentioned in the dataset. This framework works with any image size and intensity. Memory storage requirement is limited to the available physical memory.
RESULTS
In the first experiment, quality score is calculated by network and compared with DMOS. MATLAB version 7.11.0(R2010b) is used. 
CONCLUSION
Images usually have combination of distortions than specific individual distortion. Considering blockiness, statistical and NSS based parameters, quality assessment is done irrespective of image type and distortions. Original and distorted images are given as input to the system and neural network is trained using DMOS as a target. It is observed that predicted score of 93% images are correlated with its DMOS. As various parameters are used to find out different types of distortions, image specific parameters are better used in combination with neural networks. This is possible due to the characteristics of neural network to evaluate nonlinear relationship between extracted features and DMOS. These parameters are tested with SVM and observed accuracy is 89%. SVM is performing well with all the distortions. In case of Fast Fading images, its performance is found slightly lower. To improve the accuracy, NSS based and other features are needed to be extracted. Other classifiers can be used to attain better accuracy. The study of neuro-fuzzy classifier for robustness will be the focus for our future work.
