Abstract. workflow is a group of dependent tasks, and it has become a development trend to run its own workflow application in the paid cloud computing resource market. Resource planning is to plan the required resources from different cloud resource providers, different resource types and prices according to the user budget or the deadline of operation. Based on the test data of CloudCmp, this model compares different application types with resource providers according to different policies and establishes templates. With this template, a single task of workflow is firstly initialized, and then the entire workflow is optimized by using the critical path, so as to achieve the target of set running time limit at a small cost.
Introduction
The cloud computing environment provides users with a low-cost, on-demand computing model. Workflow is a group of dependent tasks. It is convenient to build workflow applications based on computing resources, software resources, storage resources and network resources provided by cloud computing environment. Resource planning is to select low cost and few resources from different vendors and different types of cloud resources to achieve user goals according to user budget or task deadline.
The paper [1] [2] have proposed the optimization of resource price and execution time. The data selection strategies for data-intensive applications has been studied in [3] [4] . The energy consumption on the workflow execution node is different for the scheduling of power perception, and how to achieve the goal of least energy consumption for workflow execution [5] [6],. Workflow scheduling research is to optimize the performance of workflow execution by making full use of existing resources. The goal of resource planning in a cloud environment is to maintain a reasonable price based on meeting an execution time or Deadline target. An important issue in workflow scheduling optimization or capacity planning is how to initialize, based on historical performance data, the running time of an individual task in its initial state.
Workflow tasks are associated with computational costs, with nodes representing computational costs (for example, the number of instructions required) and edges representing communication costs (the number of bytes to be transmitted). Assumption: two interdependent tasks are scheduled to run on the same host with zero communication overhead. Eliminate overestimation, improve system utilization and reduce overall resource prices. The initialization determines the legitimate scheduling time range of each task, according to the performance test data to select different resource task allocation, detailed workflow task allocation, and calculate the required time and cost. The above steps were performed at different resource providers, and the final selection met the time or budget constraints. The main goal of the resource scale proposed in this paper is to complete with the minimum cost of resources while ensuring the deadline [9] [10].
The Principles of Model
(1) Larger tasks have higher priority, because smaller TSLOT tasks have greater flexibility.
(2) If multiple tasks run in the same Time Slot, independent tasks are more likely to be scheduled in the same Time Slot.
(3) If the child nodes of the node task are more than the ancestor nodes, the task should be scheduled as soon as possible.
The increased length reduces the number of hosts required for workflow execution. Since activities on the critical path have the greatest impact on the execution time of the entire workflow, the other is that the data transfer time can be ignored when the task to be executed is located on the same resource.
The Problem Description
A workflow application can be defined as a directed acyclic graph ( , , )
, usually associated with a specified computational cost.
Generally, it is the number of instructions, price or execution time required. According to the number of instructions and the computing power of each price resource, the required time can be obtained. Figure 1 is an example of a workflow, a diagram of eight nodes, where node 1 is the start node and nodes 2 and 3 must be executed after node 1. Node 8 must execute after all tasks have completed.
, represents a collection of cloud resource providers.
, is a collection of resource types that a cloud resource provider can provide. T can start after all of its parent tasks have completed. TD i s the latest completion time of all sub-node tasks. Within the scope of meeting user requirements, the later the task is completed, the slower resources can be selected and the lower the cost.
TF represents the latest completion time of the entire workflow. TSLOT is the duration range of each task that can be scheduled. THigh, represents the length of the longest executable path from the start node to a task node, which is equal to the length of the longest path from the start node to the task node minus its own weight value. Obviously, theTHigh value of the starting node is 0, and the value of the remaining nodes can be calculated according to formula (3) . BHigh represents the length of the longest 24 executable path from a node to the end node exit T , the end node BHigh is 0, and the BHigh of remaining nodes can be calculated according to equation (4) The communication overhead is assumed to be fixed.
(2) DAG initialization to predict task execution time and data transmission time of all nodes. In this paper, CloudCmp test data is used as a benchmark to predict the performance of a single workflow task. [12] (3) To calculate the value of THigh and BHigh for each node. 
Model Usage Examples
The number from N1 to N8 represents the number of the node. First, refer to the performance template. According to [11] [12]historical load data, the type of workflow can be determined, the value of a single node can be determined, and the entire workflow can be initialized according to the resource selection strategy. The following number represents the time the task needs to run on this node, with a deadline of 30 time units. First, to calculate the value of THigh and BHigh is show in Table 1 .
The earliest execution time EST, the latest execution time TD and the available TSLOT of each task are calculated as the basis for resource allocation, and the results are shown in table 2. The final task execution order is (N1, N7, N2, N3, N4, N6, N8), which can meet the deadline.
Summary
For the workflow application of users to run in the cloud environment, facing different resource providers, different virtual machine resource types and different prices, the first realistic problem is what type and how many resources are needed, that is, resource planning problem. In this chapter, workflow resource planning model TBRPS based on template mechanism and critical path is proposed. Based on the test data of CloudCmp, this model compares different application types with resource providers according to different policies and establishes templates. With this template, a single task of workflow is firstly initialized, and then the entire workflow is optimized by using the critical path, so as to achieve the target of set running time limit at a small cost.
