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The tempered Lefschetz thimble method [14] is a parallel-tempering algorithm to solve the sign
problem in Monte Carlo simulations. It uses the flow time of the antiholomorphic gradient flow
as a tempering parameter and is expected to tame both the sign and multimodal problems simul-
taneously. In this letter, we further develop the algorithm so that the expectation values can be
estimated precisely with a criterion ensuring global equilibrium and the sufficiency of the sample
size. The key is the use of the fact that the expectation values should be the same for all replicas due
to Cauchy’s theorem. To demonstrate that this algorithm works well, we apply it to the quantum
Monte Carlo simulation of the Hubbard model away from half-filling on a two-dimensional lattice
of small size, and show that the numerical results agree nicely with exact values.
I. INTRODUCTION
The sign problem is one of the major obstacles when
performing numerical calculations in various fields of
physics. Typical examples include finite density QCD
[1], quantum Monte Carlo calculations of quantum sta-
tistical systems [2–4], and the numerical simulations of
real-time quantum field theories.
There have been two major approaches to solving the
sign problem. One is the complex Langevin method [5],
and the other is a class of algorithms utilizing the Lef-
schetz thimbles [6–15]. Each has its own advantage and
disadvantage. The former is advantageous in that it is
relatively fast with computational cost O(N) (N : the de-
grees of freedom), but it suffers from the so-called wrong
convergence problem [16–19]. The latter is generally free
from the wrong convergence problem if only a single
thimble is relevant in evaluating the expectation values
of physical observables of interest. The disadvantage is
its expensive numerical cost, which is O(N3) because of
the need to calculate the Jacobian determinant. When
multiple thimbles are relevant, one needs to take care of
the multimodality of the distribution. The tempered Lef-
schetz thimble method (TLTM) was thus proposed in [14]
to tame both the sign and multimodal problems simul-
taneously by tempering the system with the tempering
parameter set to the flow time of the antiholomorphic
gradient flow (see also [15] for a similar idea).
In this letter, we further develop the TLTM, proposing
an algorithm which allows the precise estimation of ex-
pectation values with a criterion ensuring global equilib-
rium and the sufficiency of the sample size. The key is the
use of the fact that the expectation values should be the
same for all flow times. To demonstrate that this method
works well, we apply it to the quantum Monte Carlo
∗ fukuma@gauge.scphys.kyoto-u.ac.jp
† nobu.m@gauge.scphys.kyoto-u.ac.jp
‡ umeda@gauge.scphys.kyoto-u.ac.jp
simulation of the Hubbard model away from half-filling,
which has been known to suffer from the sign problem
even for lattices of small size [3, 20]. We consider a two-
dimensional periodic square lattice of sizeNs = 2×2 with
the inverse temperature decomposed to Nt = 5 pieces.
We show that the TLTM gives results that agree nicely
with exact values.
II. TEMPERED LEFSCHETZ THIMBLE
METHOD
Let x = (xi) ∈ RN be a real N -dimensional dynamical
variable with action S(x) which may take complex values.
Our main concern is to estimate the expectation values
〈O(x)〉S ≡
∫
RN
dx e−S(x)O(x)∫
RN
dx e−S(x)
. (1)
We assume that e−S(z) and e−S(z)O(z) are entire func-
tions over CN when x is complexified to z = (zi) ∈ CN .
Then, due to Cauchy’s theorem for higher dimensions,
the right-hand side does not change under continuous de-
formations of the integration region as long as the bound-
ary at infinity is kept fixed so that the integrals converge.
The sign problem will get reduced if ImS(z) is almost
constant on the new integration region.
In [11–15] such a deformation x → zt(x) (t ≥ 0) is
made according to the antiholomorphic gradient flow:
z˙it = [∂iS(zt)]
∗, zit=0 = x
i. (2)
Equation (1) can then be rewritten as
〈O(x)〉S =
∫
Σt
dz e−S(z)O(z)∫
Σt
dz e−S(z)
(Σt ≡ zt(RN )), (3)
which can be further rewritten as a ratio of reweighted
integrals over RN by using the Jacobian matrix Jt(x) ≡
2(
∂zit(x)/∂x
j
)
[11]:
〈O(x)〉S =
∫
RN
dx detJt(x) e
−S(zt(x))O(zt(x))∫
RN
dx detJt(x) e−S(zt(x))
=
〈
eiθt(x)O(zt(x))
〉
Sefft〈
eiθt(x)
〉
Sefft
. (4)
Here, Sefft (x) and θt(x) are defined by
e−S
eff
t (x) ≡ e−ReS(zt(x)) | detJt(x)|, (5)
eiθt(x) ≡ e−i ImS(zt(x)) ei arg detJt(x), (6)
and Jt(x) obeys the following differential equation [11]
(see also footnote 2 of [14]):
J˙t = [H(zt(x)) · Jt]∗, Jt=0 = 1 (7)
with H(z) ≡ (∂i∂jS(z)). Under the flow (2), the ac-
tion changes as (d/dt)S(zt(x)) =
∣∣∂iS(zt(x))∣∣2 ≥ 0, and
thus ReS(zt(x)) increases except at the critical points z∗
(∂iS(z∗) = 0), while ImS(zt(x)) is kept constant. In par-
ticular, in the limit t→∞, the deformed region will ap-
proach a union ofN -dimensional submanifolds (Lefschetz
thimbles) on each of which ImS(z) is constant, and thus
the sign problem is expected to disappear there (except
for the global sign problem in principle feasible that is
caused by phase cancellations among different thimbles).
However, in the Monte Carlo calculation one cannot take
the t → ∞ limit naively, because the potential barri-
ers between different thimbles become infinitely high so
that the whole configuration space cannot be explored
sufficiently. This multimodality of distribution makes
the Monte Carlo calculation impractical, especially when
contributions from more than one thimble are relevant
to estimating expectation values. A key proposal in [12]
is to use a finite value of flow time that is large enough
to avoid the sign problem but simultaneously is not too
large so that the exploration in the configuration space is
still possible. However, it is a difficult task to find such
value of flow time in a systematic way, as we will mention
at the end of this letter.
The TLTM [14] is a tempering algorithm that uses the
flow time as a tempering parameter. There, the global
relaxation of the multimodal distribution is prompted by
enabling configurations in different modes to easily com-
municate through transitions in ensembles at lower flow
times. Among other possible tempering algorithms, the
parallel tempering algorithm [21, 22] (also known as the
replica exchange MCMC method; see [23] for a review)
is adopted in the TLTM [14] because it does not need to
introduce the probability weight factors of ensembles at
various flow times and because most of relevant steps can
be done in parallel processes.
In the TLTM (see Appendix A for the summary of the
algorithm), we first fix the maximum flow time T which
should be sufficiently large such that the sign problem
is reduced there. A possible criterion is that (the ab-
solute value of) the phase average |〈eiθT (x)〉Seff
T
| is O(1)
in the absence of tempering. This process can be car-
ried out by a test run with small statistics. We then
enlarge the configuration space from RN = {x} to the
set of A+ 1 replicas, (RN )A+1 = {(x0, x1, . . . , xA)}. We
assign to replicas a (a = 0, 1, . . . , A) the flow times ta
with t0 = 0 < t1 < · · · < tA = T . The action at replica
a, Seffta (xa), is obtained by solving (2) and (7) with its
own initial conditions zit=0 = x
i
a, Jt=0 = 1. We set up
an irreducible, aperiodic Markov chain for the enlarged
configuration space such that the probability distribu-
tion for {(x0, x1, . . . , xA)} eventually approach the equi-
librium distribution proportional to
∏
a
exp[−Seffta (xa)]. (8)
This can be realized by combining (a) the Metropolis al-
gorithm in the x direction at each fixed flow time and (b)
the swap of configurations at two adjacent replicas. Each
of the steps (a) and (b) can be done in parallel processes.
After the system is well relaxed to global equilibrium, we
evaluate the expectation value at flow time ta [see (4)]
by retrieving the subsample {x(k)a }k=1,2,...,Nsamp from the
total sample {(x(k)0 , x(k)1 , . . . , x(k)A )}k=1,2,...,Nsamp :
〈
eiθta (x)O(zta(x))
〉
Seffta〈
eiθta (x)
〉
Seffta
≈
∑Nsamp
k=1 exp[iθta(x
(k)
a )]O(zta (x(k)a ))∑Nsamp
k=1 exp[iθta(x
(k)
a )]
≡ O¯a. (9)
The original proposal in [14] is to use (9) at the maximum
flow time, O¯a=A, as an estimate of 〈O〉S .
Recall here that the left-hand side of (9) is indepen-
dent of a due to Cauchy’s theorem, and thus the ra-
tio O¯a should yield the same value within the statisti-
cal error margin if the system is well in global equilib-
rium. In practice, this is not true for lower a due to
the sign problem, where the estimate of phase average,∣∣eiθta ∣∣ ≡ ∣∣(1/Nsamp)∑k eiθta (x(k)a )∣∣, can be smaller than
its statistical error (≃ 1/√2Nsamp; the value for the uni-
form distribution of phases). In this case, the statistical
error of the ratio O¯a cannot be trusted, which means that
such O¯a should not be used as an estimate of 〈O〉S .
Based on the observation above, we now propose an
algorithm which allows a precise estimation of 〈O〉S with
a criterion ensuring global equilibrium and the suffi-
ciency of the sample size. First, we continue the sam-
pling until we find some range of a (to be denoted by
a = amin, . . . , amax(= A)) in which
∣∣eiθta ∣∣ are well above
1/
√
2Nsamp and O¯a take the same value within the statis-
tical error margin. We will require that the 1σ intervals
around
∣∣eiθta ∣∣ be above 3/√2Nsamp. Then, we estimate
〈O〉S by using the χ2 fit for {O¯a}a=amin,...,amax with a
3constant function of a. Global equilibrium and the suf-
ficiency of the sample size are checked by looking at the
optimized χ2/DOF = χ2/(amax − amin).
We close this section with a few comments. First, in
the TLTM a sufficient overlap of the distributions at ad-
jacent replicas is expected as long as the spacings of flow
times are not too large. This is because the distributions
at different a’s (∝ exp[−Seffta (x)]) have the peaks at the
same points in RN that flow to critical points in CN . This
is in sharp contrast with the situation in other tempered
systems, where the distribution often changes rapidly as
a function of the tempering parameter so that an enough
overlap cannot be achieved for realistically meaningful
small spacings. Second, the optimal form of ta is a lin-
ear function of a when flowed configurations are close to
a critical point. This is because the optimal choice for
the overall coefficients in tempering algorithms is expo-
nential (see, e.g., [24, 25]) and because the real part of
the action grows exponentially in flow time near critical
points. Finally, the computational cost in the TLTM is
expected to be O(N3−4) due to the increase caused by
the tempering algorithm (which will be O(N0−1)). Note
that this growth of computational cost can be compen-
sated by increasing the number of parallel processes.
III. APPLICATION TO THE HUBBARD
MODEL AWAY FROM HALF-FILLING
Let Λ = {x} be a d-dimensional lattice with Ns lat-
tice points. The Hubbard model describes nonrelativistic
lattice fermions of spin one-half, and is defined by the
Hamiltonian (including the chemical potential)
H = − κ
∑
x,y
∑
σ
Kxy c
†
x,σcy,σ − µ
∑
x
(nx,↑ + nx,↓ − 1)
+ U
∑
x
(nx,↑ − 1/2) (nx,↓ − 1/2). (10)
Here, cx,σ and c
†
x,σ are the annihilation and creation
operators on site x ∈ Λ with spin σ (=↑, ↓) that obey
the anticommutation relations {cx,σ, c†y,τ} = δxy δστ and
{cx,σ, cy,τ} = {c†x,σ, c†y,τ} = 0, and nx,σ ≡ c†x,σcx,σ. Kxy
is the adjacency matrix that takes a nonvanishing value
(≡ 1) only for nearest neighbors, and we assume the
lattice to be bipartite. κ (> 0) is the hopping param-
eter, µ is the chemical potential, and U (> 0) represents
the strength of the on-site repulsive potential. We have
shifted nx,σ as nx,σ → nx,σ − 1/2 so that µ = 0 corre-
sponds to the half-filling state,
∑
σ〈nx,σ − 1/2〉 = 0.
We approximate the grand partition function tr e−βH
by using the Trotter decomposition with equal spacing
ǫ (β = Ntǫ), and rewrite it as a path integral over
a Gaussian Hubbard-Stratonovich variable φ = (φℓ,x).
Then the expectation value of the number density n ≡
(1/Ns)
∑
x
(nx,↑+nx,↓−1) is expressed as (see Appendix
B for the derivation)
〈n〉S ≡
∫
[dφ] e−S[φ] n[φ]∫
[dφ] e−S[φ]
(
[dφ] ≡
∏
ℓ,x
dφℓ,x
)
(11)
with
e−S[φ] ≡ e−(1/2)
∑
ℓ,x
φ2ℓ,x detMa[φ] detMb[φ], (12)
Ma/b[φ] ≡ 1 + e±βµ
∏
ℓ
eǫκK e± i
√
ǫUφℓ , (13)
n[φ] ≡ (i
√
ǫUNs)
−1 ∑
x
φℓ=0,x. (14)
We now apply the TLTM to the Hubbard model on a
two-dimensional periodic square lattice of size 2×2 (thus
Ns = 4) with Nt = 5. We use the expressions (11)–(14)
to numerically evaluate 〈n〉S as a function of µ with the
other parameters fixed to be β = 1, κ = 3, U = 13.
Following the general prescription and writing x =
(xi) = (φℓ,x) (i = 1, . . . , N) with N = NtNs, we in-
troduce the enlarged configuration space (RN )A+1 =
{(x0, x1, . . . , xA)}. We here brief the setup of the param-
eters relevant to the TLTM (see Appendix C for more
details). We set ta to be piecewise linear in a with a sin-
gle breakpoint assuming that the deformed region reaches
the vicinity of all the relevant Lefschetz thimbles at al-
most the same flow time and that the linear form is ef-
fective also for the transient period. For each value of µ,
we make a test run with small statistics to adjust param-
eters. This gives the values T/µ = 1/12–1/10, A = 8–12,
Nsamp = 5, 000–25, 000, varying on the value of µ. We
make a sampling after discarding 5,000 configurations,
and from the obtained data {n¯a}a=amin,...,amax we esti-
mate 〈n〉S by using the χ2 fit.
As an example, let us see Fig. 1, which shows
∣∣eiθta ∣∣
and n¯a at various replicas for µ = 5. The left panel shows
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FIG. 1. With tempering (µ = 5). (Left) the phase aver-
ages at various replicas. The horizontal dashed line represents
3/
√
2Nsamp = 0.017. (Right) the data n¯a. The solid red line
with a shaded band represents the estimate of 〈n〉S with 1σ
interval. The gray dashed line represents the exact value.
that the 1σ intervals around
∣∣eiθta ∣∣ are above 3/√2Nsamp
for a = 5, . . . , 11 (and thus amin = 5 and amax = 11). The
right panel shows that the data {n¯a} in this range give
the same value within the statistical error margin. The
χ2 fit gives the optimized value χ2/DOF = 0.45.
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FIG. 2. The expectation value of the number density oper-
ator, 〈n〉S.
Figure 2 shows the thus-obtained numerical estimates
of 〈n〉S as a function of µ. We also display the estimates
obtained without tempering (at the same maximum flow
times T ) and those from the original reweighting method
(i.e. T = 0), together with the exact values obtained
by the explicit evaluation of the trace under the Trotter
decomposition. We see that the exact values are correctly
reproduced when the tempering is implemented, while
there are significant deviations when not implemented.
As in the (0+1)-dimensional massive Thirring model [14],
the deviation reflects the fact that the relevant thimbles
are not sampled sufficiently. In fact, from Fig. 3, which
shows the distribution of averaged flowed configurations
zˆ ≡ (1/N)∑i ziT at T = 0.5 for µ = 5, we see that,
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FIG. 3. The distribution of zˆ. (Left) with tempering.
(Right) without tempering.
although the flowed configurations are widely distributed
over many thimbles when the tempering is implemented,
they are restricted to only a small number of thimbles
when not implemented.
A few comments are in order. A larger phase aver-
age does not necessarily mean a better resolution of the
sign problem, as can be seen from Fig. 4. In fact, when
only a very few thimbles are sampled, the phase average
can become larger than the value in the correct sampling
due to the absence of phase mixtures among thimbles.
Figure 5 demonstrates that it should be a difficult task
to find an intermediate flow time (without tempering)
that avoids both the sign problem (severe at smaller flow
times) and the multimodal problem (severe at larger flow
times) (see Appendix D for more detailed discussions).
Generically, flowed configurations repeatedly experience
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FIG. 5. Without tempering (µ = 5). (Left) the phase
averages. (Right) the estimates n¯a. There is no such flow time
that clearly avoids both the sign and multimodal problems
simultaneously (at least for the present spacings).
the step at which they get trapped to fewer number of
Lefschetz thimbles, so that practically there is a large
ambiguity in distinguishing the larger and smaller flow
times.
IV. CONCLUSION AND OUTLOOK
In this letter, we proposed an algorithm for the TLTM
which allows a precise estimation of expectation values.
We confirm the effectiveness by applying it to the two-
dimensional Hubbard model away from half-filling.
The lattice investigated here is rather small and should
be enlarged much more to reveal the phase structure of
the model. In doing this, it also should be important
to check whether the computational scaling is actually
O(N3−4) as expected. More generally, we should keep
developing the algorithm further so that it can be more
easily applied to the three major problems listed in Intro-
duction. There should also be other interesting branches
of fields where the TLTM may shed new light on the
theoretical understanding through a numerical analysis,
such as the Chern-Simons theory [26] and matrix models
that generate random volumes [27].
5Appendix A: Summary of the algorithm
We summarize the algorithm of the TLTM (we par-
tially repeat the presentation of [14]):
• Step 0. We fix the maximum flow time T which should
be sufficiently large such that the sign problem is reduced
there. A possible criterion is that (the absolute value of)
the phase average |〈eiθT (x)〉Seff
T
| is O(1) in the absence of
tempering. This can be carried out by a test run with
small statistics. We then pick up flow times {ta} from
the interval [0, T ] with t0 = 0 < t1 < · · · < tA = T . The
values of A and ta are determined manually or adaptively
to optimize the acceptance rate in Step 3 below. Prac-
tically, once A is determined, ta can be chosen to be a
piecewise linear function of a (see the argument for (C1)).
• Step 1. For each replica a, we choose an initial value
xa ∈ RN and numerically solve the differential equations
(2) and (7) to obtain the triplet (xa, za ≡ zta(xa), Ja ≡
Jta(xa)).
• Step 2. For each replica a, we use the Metropolis algo-
rithm to update the value of xa. To be explicit, we take
a value x′a from xa using a symmetric proposal distribu-
tion, and recalculate the triplet (x′a, z
′
a, J
′
a) using the x
′
a
as the initial value. We then update xa to x
′
a with the
probability min(1, e−∆Sa), where
∆Sa ≡ Seffta (x′a)− Seffta (xa)
= (ReS(z′a)− ln
∣∣detJ ′a∣∣)− (ReS(za)− ln ∣∣detJa∣∣).
(A1)
We repeat the process sufficiently many times such that
local equilibrium is realized for each a. Step 1 and Step
2 can be performed in parallel processes.
• Step 3. We swap the configurations at two adjacent
replicas a and a + 1 by updating (xa, xa+1) = (x, y) to
(x′a, x
′
a+1) = (y, x) with the probability
wa(x, y) = min
(
1, e
−Seffta (y)−S
eff
ta+1
(x)+Seffta (x)+S
eff
ta+1
(y)
)
.
(A2)
One can easily see that this satisfies the detailed balance
condition with respect to the global equilibrium distribu-
tion (8) because
wa(x, y) e
−Seffta (x)−S
eff
ta+1
(y)
= wa(y, x) e
−Seffta (y)−S
eff
ta+1
(x)
.
(A3)
We repeat the process several times so as to reduce au-
tocorrelations. This procedure can also be performed in
parallel processes by choosing a set of independent pairs.
• Step 4. By repeating Step 2 and Step 3, we obtain a
sequence of triplets,
{(x(k)a , z(k)a , J (k)a )}k=1,2,...,Nsamp , (A4)
for each a, with which we estimate the expectation value
at flow time ta:
〈
eiθta (x)O(zta(x))
〉
Seffta〈
eiθta (x)
〉
Seffta
≈
∑Nsamp
k=1 e
iθ(k)a O(z(k)a )∑Nsamp
k=1 e
iθ
(k)
a
≡ O¯a
[θ(k)a ≡ θta(x(k)a )]. (A5)
Here, Nsamp is chosen to be large enough so that we find
some range of a (to be denoted by a = amin, . . . , amax
with amax = A) in which the 1σ intervals around
∣∣eiθta ∣∣ =∣∣(1/Nsamp)∑k eiθta (x(k)a )∣∣ are above 3/√2Nsamp and O¯a
take the same value within the statistical error margin.
• Step 5. The expectation value of 〈O〉S is estimated
by the χ2 fit from the data {O¯a}a=amin,...,amax with a
constant function of a. Global equilibrium and the suffi-
ciency of the sample size Nsamp is checked by looking at
the optimized value of χ2/DOF = χ2/(amax − amin).
In the above algorithm, we have implicitly assumed
that the action at t0 = 0 does not exhibit multimodal-
ity. If this is not the case, we further introduce other
parameters (such as the overall coefficient of the action)
as extra tempering parameters or prepare flow times {ta}
with t0 < 0 [14].
Appendix B: Derivation of eqs. (11)–(14)
For a bipartite lattice, we specify which sublattice x
belongs to by the sign (−1)x = ±1. We first make
the so-called particle-hole transformation, cx,↑ = ax and
cx,↓ = (−1)x b†x. Then the one-body part H1 and the
two-body part H2 of the Hamiltonian (10) are rewritten,
respectively, as
H1 = −
∑
x,y
(κK + µ1)xy a
†
x
ay −
∑
x,y
(κK − µ1)xy b†xby,
(B1)
H2 = − U
∑
x
(na
x
− 1/2)(nb
x
− 1/2)
= (U/2)
∑
x
(na
x
− nb
x
)2 −NsU/4. (B2)
In the last equation, we have used the identity na
x
(≡
a†
x
ax) = (n
a
x
)2 and nb
x
(≡ b†
x
bx) = (n
b
x
)2. Note that the
number density operator is written as
n ≡ (1/Ns)
∑
x
(nx,↑ + nx,↓ − 1) = (1/Ns)
∑
x
(na
x
− nb
x
).
(B3)
In order to perform a Monte Carlo simulation, we
approximate e−βH in the grand partition function by
using the Trotter decomposition with equal spacing ǫ
(β = Ntǫ):
e−βH = (e−ǫ(H1+H2))Nt ≃ (e−ǫH1 e−ǫH2)Nt , (B4)
6and rewrite e−ǫH2 at the ℓ-th position from the right to
the exponential of a fermion bilinear by using a Gaussian
Hubbard-Stratonovich variable φℓ,x:
e−ǫH2 = eNsǫU/4 e−(ǫU/2)
∑
x
(na
x
−nb
x
)2
= eNsǫU/4
∏
x
∫
dφℓ,x√
2π
e−(1/2)φ
2
ℓ,x+ i
√
ǫU φℓ,x(n
a
x
−nb
x
).
(B5)
Then, the approximated grand partition function takes
the following path integral form:
ZQMC ≡ tr
[
(e−ǫH1 e−ǫH2)Nt
]
= (eǫU/4/
√
2π)NtNs
∫
[dφ] e−S[φ]. (B6)
Here, [dφ] ≡∏ℓ,x dφℓ,x, and the action S[φ] is given by
e−S[φ] = e−
∑
ℓ,x
(1/2)φ2ℓ,x tra
∏
ℓ
e
∑
x,y
(κK+µ1)xy a
†
x
ay e
∑
x
(i
√
ǫU φℓ,x) a
†
x
ax
× trb
∏
ℓ
e
∑
x,y
(κK−µ1)xy b†xby e
∑
x
(−i
√
ǫU φℓ,x) b
†
x
bx , (B7)
where
∏
ℓ is a time-ordered product (
∏
ℓ fℓ ≡
fNt−1 · · · f1f0), and tra (or trb) represents the trace
over the Fock space created by a†
x
(or by b†
x
). The
fermion trace in (B7) can be evaluated explicitly by us-
ing the following formulas that hold for the operator
Aˆ ≡∑
x,y Axy a
†
x
ay constructed from an Ns×Ns matrix
A = (Axy):
eA eB = eC ⇒ eAˆ eBˆ = eCˆ , (B8)
tr eAˆ = det (1 + eA). (B9)
(The first equation can be readily proved by the fact that
A 7→ Aˆ is a Lie algebra homomorphism. The second
equation can be easily understood by moving to a di-
agonalizing basis for A.) We thus find that the action
becomes
e−S[φ] = e−(1/2)
∑
ℓ,x
φ2ℓ,x detMa[φ] detMb[φ] (B10)
with
Ma/b[φ] = 1 + e
±βµ ∏
ℓ
eǫκKe± i
√
ǫUφℓ , (B11)
where φℓ is a diagonal matrix of the form φℓ = (φℓ,x δxy).
Note that, while the action is real-valued for the half-
filling case (µ = 0) due to the identity Mb[φ]|µ=0 =
(Ma[φ]|µ=0)∗, it is generically complex-valued when µ 6=
0.
The expectation value of the number density operator,
〈n〉S , can also be rewritten to a path integral form as in
(11) by using the operator identity∫
dφ e−(1/2) φ
2+ i
√
ǫU φ (na
x
−nb
x
) (na
x
− nb
x
)
=
∫
dφ e−(1/2) φ
2+ i
√
ǫU φ (na
x
−nb
x
) φ/(i
√
ǫU). (B12)
In drawing the line of exact values in Fig. 2, we evalu-
ate 〈n〉S = tr [(e−ǫH1 e−ǫH2)Nt n]/tr [(e−ǫH1 e−ǫH2)Nt ] by
explicitly calculating the matrix elements in the trace
under the Trotter decomposition.
Appendix C: Summary of parameters
We summarize the parameters relevant to the TLTM.
We order the termination times ta for replicas a as t0 =
0 < t1 < · · · < tA = T (T : the largest flow time), and
set ta to be a piecewise linear function of a with a single
breakpoint at a = ac by assuming that the deformed
region reaches the vicinity of all the relevant Lefschetz
thimbles at almost the same flow time and that the linear
form is effective also for the transient period:
ta =
{
tc a/ac (0 ≤ a ≤ ac)
tc + (T − tc) (a− ac)/(A− ac) (ac < a ≤ A) .
(C1)
Each Monte Carlo step consists of 50 Metropolis tests in
the x direction and Nswap swaps of configurations at ad-
jacent replicas, and the flow equations (2) and (7) are in-
tegrated numerically by using the adaptive Runge-Kutta
of 7-8th order. For each value of µ, we make a test run
with small statistics and adjust the parameters A, tc, ac
in such a way that the acceptance rates of the swapping
process at adjacent replicas are almost the same for all
pairs (being roughly above 40%). After this, we make
another test run of 1,000 data points to adjust the width
of the Gaussian proposal in the Metropolis test in the x
direction so that the acceptance rate is in the range 50%–
80%. This width varies depending on replicas a and the
values of µ. Using the adjusted parameters, we get a sam-
ple of size Nsamp after discarding 5,000 configurations,
and analyze the data by using the Jackknife method,
with bins whose sizes are adjusted by taking account of
autocorrelations. Finally, from the obtained data {n¯a}
(a = amin, . . . , amax(= A)) [see (9)], we estimate the ex-
pectation value 〈n〉S by using the χ2 fit with a constant
function of a. We confirm that the system is in global
equilibrium and the sample size is sufficient by looking at
the optimized value of χ2/DOF with DOF = amax−amin.
The obtained results are summarized in Table I.
7µ 1 2 3 4 5 6 7 8
T/µ 1/10 1/10 1/10 1/10 1/10 1/11 1/11 1/12
A 8 9 10 11 11 11 11 11
tc/T 0.7 0.6 0.6 0.6 0.6 0.5 0.5 0.5
ac 5 5 6 6 6 5 5 5
Nswap 10 10 12 12 12 12 12 12
Nsamp 5k 5k 10k 10k 15k 25k 15k 15k
amin 0 0 2 3 5 5 6 7
χ2/DOF 0.53 0.43 0.47 0.12 0.45 0.39 1.07 0.72
µ 9 10 11 12 13 14 15 16
T/µ 1/12 1/12 1/12 1/11 1/11 1/11 1/11 1/11
A 11 11 12 12 12 12 12 12
tc/T 0.5 0.55 0.55 0.6 0.6 0.6 0.6 0.6
ac 5 5 6 6 6 7 7 7
Nswap 12 12 14 14 14 14 14 14
Nsamp 10k 10k 10k 10k 5k 5k 5k 5k
amin 8 8 10 8 9 10 9 9
χ2/DOF 0.09 0.92 0.21 1.74 0.40 0.17 0.75 0.20
TABLE I. TLTM parameters and the results
Appendix D: Comment on the fine-tuning of flow
time without tempering
In order to understand the difficulty to find such an
intermediate value of flow time that avoids both the sign
and multimodal problems (without tempering), let us see
the right panel of Fig. 5, which is the counterpart of Fig. 1
(with tempering) for the same µ = 5. We see that the
estimated values have large statistical errors at smaller
flow times (due to the sign problem) while they have
small statistical errors around incorrect values at larger
flow times (due to the trapping of configurations at a
small number of thimbles). The best flow time must be
at the boundary between the two regions, but it should
be a difficult task to find such value out of the set of flow
times with finite spacings. In fact, if one takes a flow
time from the smaller region, then, although the value
may happen to be close to a correct value, it must have a
large statistical error. On the other hand, if a flow time
is taken from the larger region, it will give an incorrect
value (but with a small statistical error because only a
small number of thimbles are sampled).
In order to understand Fig. 1 and Fig. 5 as reflecting
the extent of the sign and multimodal problems, let us see
Fig. 6, which depicts the normalized histograms of phases
θta(x) for µ = 5 with tempering (top) and without tem-
pering (bottom). We see that at smaller flow times the
histograms are almost flat for the both cases (giving rise
to the sign problem), but at larger flow times those with-
out tempering become almost unimodal (reflecting the
trapping at a small number of thimbles) while those with
tempering correctly come to have various peaks (which
may not be so obvious from the figure because there are
many peaks and each peak is broadened by the Jacobian
determinant).
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FIG. 6. Normalized histograms of θta(x)/pi for µ = 5. (Top)
with tempering. (Bottom) without tempering.
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