Abstract-On-demand video services such as Youtube and Hulu are expected to comprise a large percentage of the increasing data loads in mobile networks. On-demand video is distinctive because it is pre-recorded and therefore can be considered elastic traffic because the video frame buffer can be downloaded well past the current point of playback. Based on this observation, we propose Video Rest-and-Download (VR&D) as a video download application framework that aims to reduce network congestion while maintaining playback quality. The intuition for VR&D is that, in a scenario where radio resources are shared by multiple data users, the video user can "rest" for some amount of time until fewer users are in the network, thereby allowing other data users to complete their downloads faster, without affecting playback quality. We present an algorithmic framework for VR&D based on the Markov Decision Process that uses the history and current state of network activity to determine how aggressive the user should be in downloading video frames. We evaluate its performance using a simulated UMTS network with HSDPA data service based on real network traces from a major U.S. carrier. Our results show that, compared to the existing solution, during the time of video playback this application can reduce download time by as high as 50%, and alleviate network congestion by up to 30% with minimal effect on playback quality.
I. INTRODUCTION
With the advent and maturation of smartphone technology, streaming video has become a major contributor to mobile data usage. The explosion of mobile network data in general is well documented [1] . Overall mobile internet traffic is expected to grow as much as 28 times the 2010 levels by 2015. This data explosion is a serious challenge for mobile networks. Increasing data loads cause severe network congestion, necessitating further spending on costly network infrastructure. In fact, even with the release of LTE, a recent report projects that data demand will outstrip capacity by 2013 [2] . Clearly, alleviating and optimizing data loads to improve efficiency of spectrum use is important in network planning.
Internet video traffic alone is expected to comprise 67.5% of total 2015 traffic. A common type of streaming video is "ondemand" streaming video, in which a pre-encoded video file is simultaneously downloaded to local storage and played back after an initial file buffering. This type of download scheme, widely referred to as progressive download, is used to deliver popular video services such as Youtube, Hulu and Google Video to mobile users. These services exhibit two properties that are distinct from traditional streaming video:
• Zero packet loss -If packet/frame deadlines are not met, playback freezes until new frames have been downloaded. This occurs regardless of frame importance (i.e. no data is allowed to be dropped from the video).
• Flexible Buffering -The above services feature prerecorded content, and thus, long durations of the video can be buffered in the device's local memory.
Therefore, this type of video streaming is a delay-tolerant file download, where delays in video frame delivery can be withstood based on the length of video remaining in the user's buffer. In this light, our paper proposes Video Rest-and-Download (VR&D), an algorithmic framework that optimizes the progressive download of video content delivery to reduce congestion in a wireless network while maintaining smooth playback. The basic idea of the system is that a video user with enough frames in its buffer has some measure of delay tolerance, and can "rest" based on its buffer size if the network is congested, resuming download when it sees opportunities to achieve high bitrates. This is exhibited in Figure 1 . Figure  1 (a) shows a simple version of the existing solution, where all users including the video user download simultaneously, receiving a fraction of the network's throughput. In Figure  1 (b), the video user, having a non-empty buffer, can smooth the network load, "resting" while other data users are in the system. It can then download at a higher rate at times of lower occupancy, leading to shorter service times for all data users while still ensuring smooth playback for the video user. This has the effect of reducing the length of time that each user spends in the system, thus reducing congestion in the system by reducing the average number of data users. This congestion alleviation is achieved without reducing overall traffic. At the same time, data users spend less time in the network and thus consume less battery power.
VR&D is implemented as a Markov Decision Process framework that operates on the device that determines if the user should request data from the network within a given time frame. We consider a shared resource scenario between voice and data. Because of the high priority of voice users, the resource available to data users is dynamic. The video user is also adaptive to its buffer condition and network congestion, which creates a dynamic resource availability for all data users, and the video user's focus on reducing network congestion. Thus, achievable rates for different data sessions is dictated by both channel condition and the occupancy of the network.
Our contributions are as follows:
• A mathematical framework for Video Rest-&-Download based on a Discounted Infinite-horizon Markov Decision Process formulation.
• Application of that framework in a realistic network environment, validated with real network traces from a UMTS system with HSDPA. This paper is organized as follows. We discuss related works in Section II. In Section III, we present our system model, followed by the VR&D policy formulation using infinitehorizon MDP in Section IV. In Section V, we show how this model can be applied to a real system, namely a UMTS system with High-Speed Data Packet Access (HSDPA), using data traces from a major U.S. network. In Section VI, we present the performance gains from the proposed scheme using simulated voice and data traces modeled from a major U.S. network carrier. Finally, we conclude in Section VII.
II. RELATED WORKS
To the best of our knowledge, this work is the first to examine how progressively downloaded video affects network congestion over the air interface. Most existing work examines live streaming video applications, where packet loss is tolerated and buffering is not as flexible due to the live nature of the video being viewed. In these works, authors devise schemes that combine scheduling and coding schemes to ensure smooth playback while maintaining some level of quality in the face of varying wireless channel conditions ( [3] , [4] , [5] , [6] , [7] , [8] , [9] ). A fairly state-of-the-art example of this work is [10] , [11] , where the authors devise a scheduling scheme for multiple video users over wireless channels while taking into account channel variation, channel rate distortion, and packet deadlines. [12] presents a frame encoding methodology for multicast which allows different users to receive video frame qualities subject to their radio link quality. Our work differs from this branch of work because we consider on-demand video streaming, which is fundamentally different due to the zero packet loss and flexible buffering properties described in Section I.
Our work is also closely related to progressive download, which has also received attention in the literature. [13] lays out many proprietary approaches which are used to some degree, including Real-Time Streaming Protocol (RTSP), Apple's proprietary "HTTP Live Streaming", and Microsoft Smooth Streaming. Most of these schemes include live streaming concepts such as bitrate adaptations and best-effort delivery schemes for pre-encoded video content. Research works have also taken this approach. For example, a concept called "adaptive streaming" is applied to progressive download in [14] , [15] , in which the quality of a pre-recorded video content shifts as link qualities change. The performance of multicasting in a 3G system are tackled in [16] , where the authors conclude that the "multimedia broadcast multicast system" specified in 3GPP improves the experience of users over traditional download mechanisms in a multicast scenario. While these works are tangential to our own, our model could be generalized to include the concept of adaptive streaming as part of the decision process.
III. SYSTEM MODEL
We study a slotted system in a single base station scenario, where a video user must determine in each slot whether or not to download more frames. The assumption of a single video user is born out in real network environments, where, as stated in [17] there is generally at most one high volume data user in a given cell at any time. The base station serves voice and data users, where the voice users are considered to be protected users, and therefore consume resources that cannot be co-opted for the length of their calls. Data users, including the video user if it chooses to request data, share the remaining resources equally. The decision policy is formulated as a Discounted Infinite-Horizon Markov Decision Process (MDP). In the following sections we describe the different elements of the model, and then derive the MDP formulation that is used to determine the data request policy.
A. Network Environment
We assume that there is a single basestation serving multiple users of both voice and data. The number of voice and data users are denoted by m p and m d respectively. Voice and data users follow Poisson arrival processes with rates λ p and λ d , respectively. Voice users have exponentially distributed service times with expected service time μ p , and data users have exponential filesizes with mean filesize b d . The exponential filesize assumption is used to simplify the MDP formulation; while it does not necessarily hold true in network environments, numerical results showed only negligible difference for different distributions. We also assume that all users of data are symmetrical in that they have statistically identical channels and file size distributions. For simplicity, we ignore handover traffic while noting that the arrival processes can be modified to account for this. We define M p and M d as the maximum number of voice and data users that can be accomodated by the system.
The basestation has a limited resource to be allocated between all users of both voice and data in the system. The nature of these resources depends on the network architecture; we elaborate on this in Section V. Because voice users are prioritized over data users, voice users are allocated resources first, with remaining resources available for data users. Therefore, the achievable bitrate of a data user is dependent on the number of voice users as well as the number of other data users being served.
B. Video User
In the system there is a single user receiving a video through progressive download. In every time slot, the video user must decide whether or not to download frames within that time slot. The timeslot duration is denoted T s . The decision to request further data or remain idle is based on current state of the system in a timeslot, defined by the tuple
where f b is the number of frames remaining in the buffer, and m d is the number of data users in the system not including the video user.
The video filesize is denoted as B v bits, duration as L v seconds, and frame rate as f v frames per second. The video then has average bits per frame
In real video, there is a significant variability in the amount of data per frame. Our simulations were performed using variable frame sizes, and show that the constant frame size used here makes little difference in those results. The user has a maximum buffer size of F max frames. For simplicity, we assume that the video user has a fixed channel state condition, and thus achieves a bitrate that only depends on the number of data users and voice users. The model can be expanded to include varying channel conditions, but there is also justification that it is a fairly representative model. The first is that a video viewer is likely stationary during the viewing duration, thus creating a relatively constant propagation loss and performance degradation due to slow fading effects. The second is that the slot length is long enough that the assumed effective rate can be averaged over fast-fading effects. We also note that several network systems account for this in calculations of achievable rates, e.g. in HSDPA systems, a block error rate (BLER) of 10% is assumed in the Channel Quality Indicator (CQI) calculation to compensate for fastfading effects and translates directly into the achievable bitrate [18] . 
C. Time Slot T s
The slot length T s that the MDP uses when making decisions is larger than the slot length of network operation. Figure  2 demonstrates how the MDP decision would work in a TDMA system. In the figure, the network uses a TDMA system with a slot length of T T I, and an MDP time slot T s = 10T T I. Therefore, if the action a = 0 in the first MDP time slot then only the data user would be allocated a slot every T T I. In the second slot, the video user chooses to download data (a = 1), and therefore the network, still allocating slots of length T T I, would allocate half of the 10 slots to the video user assuming there is one other data user in the system. This slot structure is used for two reasons: the MDP is expected to run on the device, so too many decisions could be detrimental to device resources, and because of contention in between other data users, a video user requesting a single network slot may not be scheduled for it. Throughout the rest of this paper, the network's actual slot time is referred to as T T I, while "slot" is used to denote the slot of length T s in which the MDP policy operates.
IV. PROBLEM FORMULATION
We can now define the decision policy for VR&D. As noted previously, the decision policy is determined using MDP. Specifically we define the decision process as a costminimizing infinite-horizon MDP, denoting the value function as V (·). The state is defined by the tuple (m d , f b ) and the action taken as a ∈ A, with A = {0, 1}. We denote a = 0 as the video user not requesting transmission within that slot, and a = 1 as the video user requesting transmission within the slot.
We now examine state transitions. First, we need to define two quantities,
, denoting respectively the average rate achieved by data users and the video user given m d data users in the system. To derive these expressions, we must first define several equations related to the evolution of voice and data users in the system. As described previously, the number and evolution of voice users in the system is a very important factor in determining the achievable performance of the data users, but is not included in the state itself to keep the size of the statespace manageable. Voice usage is manifested in the calculations ofR
to create an approximation of the system; in the simulations the number of voice users is explicitly defined.
We first define
, the probability that k voice or data users enter the system in a time slot of length T s , as The probability that a voice call finishes in this time slot is a constant defined by (1 − e − Ts μp ), and so the probability that N e p (k, m p ) that k voice users leave the system when m p users are present is in fact a binomial distribution
Using Equations (2) and (4), we can calculate the steady state probability p(m p ) that m p users are occupying the system at a given time.
To determine the probability of a data user leaving the system, we recall that the data users are symmetric with exponentially distributed filesizes. We make use of a key result in [19] that when assuming an equal service priority to a set of symmetric data users, each user achieves its average achievable bitrate in a time-varying channel over the duration of the session. Given that result, we define R d (m p , m d ) as the average bitrate achieved by a data user given that there are m p and m d voice and data users in the system. This average rate must be calculated based on the system configuration, as we discuss in detail in the next section. From here, we can
This equation can be seen as the average bitrate for a data user given m d data users are in the system . The average service duration that a data user with filesize X in a system with Y data users would then be X/R d (Y ) seconds. With exponential filesizes for all data users, the probability of k data users leaving the system in a timeslot is a binomial similar to (4) ,
where 
The number of frames F (m d , a) that are received in a time slot given m d data users in the system when the video user chooses to request data is
We now define the decision process as a cost-minimizing infinite-horizon Markov Decision Process. The cost represents two quantities,
• Congestion: the number of data users in the system, denoted by m d .
• Freezing Time: the amount of time that there is a buffer underflow which causes freezes in playback, which occurs when the buffer size f b = 0. The instantaneous cost C(·) is defined as:
The instantaneous cost function can be explained as follows. First, m d provides a measure of network congestion by counting the number of users in the system. K f represents the cost a video playback freeze, which occurs when a user has zero frames in its buffer, i.e. f b = 0. Since in every slot, the buffer will lose frames due to playback, a higher value of K f will make the video user more guarded against playback freeze, so the video user will download frames more aggressively. Since the rate that data users can achieve depends on the number of data users in the system, a more active video user will prolong the service time of other data users, and thus m d will stay higher from one slot to the next. Thus, there is a tradeoff between the video user's aggressiveness and the number of data users remaining in the system, governed by the value of K f . In our simulations, we use a value of K f = 1000 for all cases, which was found to be a good tradeoff between aggressiveness of the application and the application's politeness to the network. The final cost function V (m d , f b ) is defined in (10) . The optimal V (·) in each state is achieved by following an optimal policy, which specifies the optimal action to take in each state such that the infinite horizon discounted cost is minimized. The policy can be determined using a simple value iteration
is defined recursively as the weighted sum of the instantaneous cost C(m d , f b ) associated with and the infinite-horizon discounted future cost, which is calculated as the expectation of all possible future states subject to the action of the video user and the arrival and departure dynamics of voice and data users. The value of the discount factor α is in interval [0, 1), and trades off the importance of future expected cost with the instantaneous cost for the action taken, with a higher α weighting the decision further towards future cost. Therefore, this type of long-term optimization allows the video user to select actions based on both the instantaneous and expected future cost, thereby allowing the user to judiciously trade off playback freezes and expected congestion over time.
We note here that this model is an approximation of the system. Several values are averaged to create a policy with complexity small enough to be solved quickly. The simulation testbed itself, however, makes no such approximations: real rates are used for the data users, and the arrival processes and system states are made explicit.
V. SIMULATION ENVIRONMENT
We now present the simulation environment for evaluating the VR&D policy performance. Specifically, we assume that the video user is operating in a UMTS network and uses HSDPA for data service. This section is intended to present an example of how VR&D can be applied to a real network. We refer the reader to [20] , [18] for a full description of UMTS/HSDPA. Validating against real network traces from multiple cells for a U.S. carrier, we create the necessary inputs to the MDP formulation and simulations based on reasonable bitrate assumptions. The definitions and values for all simulation parameters is summarized in Table I .
A. Cell Trace Description
The cell traces for several UMTS sectors with varying operating environments and parameter settings were collected from the busy hour (5PM) on 8/12/2011, and include arrival and departure times of voice calls, the data payloads for data calls, power usage for voice and data calls, as well as the distribution of the Channel Quality Indicator (CQI) values received by all data users in the system during their HSDPA data sessions, which is needed for determining realistic system bitrates.
B. Resource Limitations
In UMTS, users of both voice and data are allocated power and one or more unique Orthogonal Variable Spreading Factor (OVSF) Codes which together form the resource constraint for the system. HSDPA data users are treated as lower-priority to voice users. For voice users, fast power control mechanisms Table II ). For HSDPA users, after voice users are accounted for, at least one SF16 code must be allocated, and therefore at least 16 codes from the code pool are used.
From the cell traces, we validate assumed resource costs related to different activities. For OVSF code usage, we calculate the average number of OVSF codes required for voice, HSDPA user overhead, and operational overhead, respectively denoted C voice , C data−OH , and C OH . For power modelling, we calculate the maximum transmission power of the base station, average power allocated to a single voice user, average HSDPA user overhead power, and pilot power as P max , P voice P data−OH , and P CP ICH . These values are not divulged due to proprietary concerns with the service operator.
C. HSDPA HSDPA operates on a 2 ms time slot called a Transmission Time Interval (TTI).
Within each TTI, a user is allocated a number of SF16 codes and power based on the availability of these resources and the channel condition of the user. When an HSDPA session is opened, it also incurs an overhead cost in both code and power until the data session is completed. In our simulations we assume that only one user can be scheduled in each TTI slot, i.e. allocation of TTI slots essentially reduces to a TDMA system. Each HSDPA user sends a CQI value between 0 and 30 to the base station as often as every TTI. We assume that CQIs are sent every TTI in our simulations.
The CQI value indicates to the base station what transport block size, and therefore number of data bits, the user believes it can receive in a single TTI based on its measurements of channel condition and some assumptions of resource availability. In particular, the measurement accounts for an expected probability of block error p BLER = 0.1. Table III contains a sample of the mapping between CQI values and transport block size. The "transport block size" column indicates the number of bits that the user can receive in a single TTI. We define P r CQI (CQI) as the probability mass function of all CQI values received from HSDPA users, and validate against the cell traces.
After receiving a CQI measurement from a user, the base station may adjust the value based on its real-time knowledge of system resource availability. We denote the CQI adjustment function as Ψ CQI (·). This function is the primary manifestation of the effect of resource availability on data user performance. This function is not defined by 3GPP and varies between equipment vendors. Thus, we do not display the equation in this paper due to proprietary concerns.
D. MDP Input Calculations
We now define the cost modelling and bitrate calculations for both voice and HS users in the system. These lead directly to the required inputs for the MDP formulation. First, we define the available power for HSDPA users P avail (·) as
Likewise, the number of available SF16 codes available for the HSDPA users is C avail is
Note that the division by 16 is due to the fact that a single SF16 code is actually 16 codes out of the OVSF code pool. Based on P avail and
returns integer values that change the CQI value to be higher or lower based on available power and codes. From here, we can now calculate
The equation is the bits-per-second achieved by averaging over the observed CQI distribution after adjusting the CQI values given the resources used by m p , m d users. The TTI division is to obtain the bits per second, the p BLER term averages over the probability of transport block error, and the B(·) equation is the transport block size as a function of CQI as mapped in Table III . The CQI input is adjusted by Ψ(m p , m d ) to account for the resource availability given the user occupancy. Finally, because the system is TDMA and one user can be scheduled at a time, we divide by the number of users m d . The arrival rate and average service time for voice λ v and μ d are validated against the cell traces. We use 0.0833s
and 180s respectively. Using these parameters, the steady state probability of m p simultaneous voice users p(m p ) can be calculated. This, combined with (11), leads to the average data rate given
We define a dimensionless constant R max =R d (1), the maximum average bitrate for a single data user in the system. In simulation results, all rates and bits-per-frame (bpf) are expressed through this constant. Figure 3 For the video user, the average rateR v (m d ) can be calculated similar to (11) , only assuming a constant CQI value. Denoting the video user CQI as CQI v ,
With (5), (12), all of the network-dependent inputs into the MDP formulation have been calculated.
E. Video Encoding
In our simulations, we use actual video encoder trace data, which we obtained by encoding the Foreman video sequence (300 frames, CIF resolution, 30 frames per second) with an "IBPB..." group-of-pictures structure (intra-period of 16 frames) using the H.264 JM Reference Encoder [21] . Our traces comprise measurements of the encoded bit rate (bits/frame) for each of the 300 frames encoded under three different quantization parameters (QPs). We selected three quantization parameters corresponding to high rate (high quality), medium rate (medium quality), and low rate (low quality) video bitstreams. One of the bitstreams corresponds to the bits-per-frame of the video used in [22] . To obtain 240 s of video for our simulations, we repeated the 300 frames of the Foreman sequence 24 times.
VI. SIMULATION RESULTS
We now present simulation results based on the model and application presented in Sections III and V. We simulate a simplified UMTS system with HSDPA as discussed in Section V. We evaluate four metrics: Congestion, Video Download Time, Data User Throughput, and Freezing percentage. These metrics are obtained over several policies differentiated by the assumed channel quality of the video user, the data user arrival rate, and the bits per frame B f of the video, and compared to a baseline case. All results related to bit rates are normalized through the constant R max . Table I all here. In each time slot T s , voice and data user arrives according to (2) and (3). Voice users are given a service time according to exponential distribution with mean μ p .
A. Simulation Setup 1) Voice and Data Users: The simulation parameters in
In order to observe the MDP policy performance over different data-load situations, λ d is varied from 0.2778 to 1.3889, but with the average bits per data session b d as seen in Table I . The data users' CQI values evolve every T T I according to the CQI distribution P r CQI (CQI), and the number of bits received by the user scheduled is
We assume a round-robin scheduler for the TTIs. Therefore, within a single video decision slot T s , each data user in the system (including the video user if a = 1) will receive roughly an equal number of TTIs to transmit.
2) Video User:
The video user is assumed to be downloading a video of length L v = 240 s, roughly the length of the video used in [22] , with framerate f v = 30. We simulate across three different CQIs for the video user, where the CQI remains constant throughout the run. The CQIs are denoted CQI H , CQI M , CQI L , for high, medium, and low. The normalized average bit rate of the video userR v (m d ) is shown for the three different CQIs in Figure 4 . We simulate three encoding rates for the video, specified by their average bits per frame B f where all cases feature a video encoded with frame pattern 'IBPBP'. One of the B f values closely mimics the same video from [22] .
As a baseline, we implement a basic progressive download policy called DL First assuming the same operating parameters for the video user. This policy is always downloading as long as the buffer is less than the maximum buffer size F max . For both the MDP and baseline case, we assume that 300 frames (10 seconds) of the video are buffered before playback begins. When comparing between the baseline and MDP cases, we use the exact same instantiations of data and voice arrivals in each run of the simulator.
3) Simulation Runs: Each figure shows the performance of VR&D under different tuples of operating parameters, comprising the assumed CQI of the video user, B f , the policy type, and the data user arrival rate. The number of runs is denoted S and we run 1000 runs at each tuple.
B. Download Time
Download Time is the average amount of time to download the video excluding when the video user chooses to stay idle, i.e. the total amount of time when a = 1. Denoting a(i, s) as the action taken at time slot i in run s, Figure 5 shows the average download time for several parameters. We first observe that the VR&D policy performs better than "DL First" policy in all cases because the corresponding VR&D policy requires less download time to complete the video. This is because the video user utilizes more network resources when it downloads by resting until the system is less occupied with other data users. Second, we note that the improvement of the VR&D policy over the "DL First" policy increases as the data arrival rate increases. The difference between these two policies is only 10-15% when λ d = 0.2778, but greater than 50% when λ d = 1.3889. This is because, in the lower arrival cases, there is significantly less data traffic to avoid, so the VR&D policy does not have much traffic to dodge. As the arrival rate climbs, the number of data users on average also climbs, so the DL First policy is often contending with multiple data users, while the VR&D policy will avoid transmitting in time of high occupancy as best it can. We note that the overall throughput of the basestation is not necessarily increased. The download time performance gain is obtained by allowing the video user to utilize more network resource in smaller time bursts. 
C. Congestion
Congestion here is defined as the average number of data users occupying the system over the simulation duration. To calculate this, we sum the number of data users including the video user in the system over the course of video playback. Denoting m d (i, s) as the number of data users in slot i in run s, and S as the total number of runs performed, Figure 6 shows the congestion metric for the same policies. The trends here mirror the trends of download time, which is expected because the video user also adds to the average user count. Because the video user avoids downloading when there are too many other users in the system, the other users are able to complete their sessions faster, and the video user is able to utilize more network resource because when the system occupancy is lower. As the number of data sessions grows, we see that the reduction in congestion between the VR&D and DL First case also grows, culminating in a 25-30% reduction in average number of users in the system. Note that the congestion equation is normalized over the duration of the video, specified by L v /T s . This is done to see a fair comparison of the overall effects of the VR&D and baseline policies. Generally, the baseline policy will complete the video download earlier, although it will use significantly more T s slots to actually download the frames. Therefore, it is a more reasonable comparison to see the long-term performance of the policies side-by-side. 
D. Throughput
Throughput is the average bits per second achieved by a single non-video data user. Denoting M (s) as the number of data users instantiated in run s, b(m, s) as the number of bits in the m th sample in run s:
Lv/Ts i=0
First, we observe that for all cases the throughput per user goes down as the arrival rate goes up. As the number of users in the system goes up, the achievable rate of each goes down because they are sharing the channel. This is reflected in the download time of Figure 5 , as the amount of time for the same video to download goes up with increasing λ d . Second, we notice that the VR&D still outperforms the DL first in all VR&D cases. Therefore, we can say that the data users generally achieve shorter service times in the VR&D case.
E. Probability of Video Freeze
The probability of freeze time is the probability that the video playback freezes at any point in the video, regardless of frequency or duration of freezes. Figure 8 shows the percentage of runs where the video experiences a freeze. As can be seen, there is almost no samples of video freeze up through λ d = 1.1111, with the exception of exactly one freeze in the CQI H , λ d = 1.1111 case. This indicates that up to λ d ≤ 1.1111, the VR&D policy experiences almost no degradation of playback performance when compared to the DL First policy, but achieves significantly lower network congestion in all cases as seen in Figure 6 .
However, at λ d = 1.3333, over all different CQI and B f combinations, we see that videos for both the VR&D and the "DL First" cases become non-zero. This is due to the occupancy of the system leading to video users not being able to achieve a bitrate that can support their playback. This occurs even in the "DL First" cases, which implies that even given the general network occupancy parameters for voice and data, the network occupancy can vary widely enough that some instantiations of the video will be completed successfully while others will not even with the most conservative download policy.
We also notice that, while all percentages of freezes are less than 6%, the percentage of videos in the VR&D policy that experience freezing is at least double the amount that occur in the "DL First" policies. This is to be expected since the VR&D does not continuously download, and is therefore less resilient to the sudden upward spikes of data user occupancy that are sometimes possible at this arrival rate. However, we see that the tradeoff is clear: the congestion metrics from Figure 6 show clear improvements approaching and sometimes surpassing 30% over the "DL First" case. Since all videos are completely downloaded in each run, the overall data sent by the base station is the same, but with significantly lower average congestion.
VII. CONCLUSION AND FUTURE WORK
In this paper we presented Video Rest-and-Download (VR&D), a downloading scheme for "on-demand" video streaming that optimizes video streaming from popular "ondemand" video services for network congestion while trying to maintain video playback quality. Using the network's history and current state as inputs, we formulated VR&D as a Markov Decision Process that allowed the video user to adaptively choose when to download video frames given its remaining frame buffer and the number of data users in the network. Using real measurements from an active UMTS network with HSDPA, we created the necessary inputs for the algorithm and network simulation. We showed that when compared to the existing solution for on-demand video streaming (progressive download), VR&D was successful in reducing network congestion with no degradation to video playback in most cases, while there was a significant tradeoff between video playback freezes and congestion reduction as the data user arrival rate increased to certain levels.
In the future, there are several questions which remain for this application. We plan to investigate how VR&D can be modified for cases where knowledge of data users is not always observable, as well as compare our scheme with existing congestion control algorithms. Time-varying channel conditions need to be considered as well. Additionally, we would like to devise simple heuristics that can be implemented very quickly which closely mimic the performance of the MDP policies, and also deal with the problem of multiple video users and how radio resources would be shared between them given this same "rest-and-download" approach.
