Abstract
Introduction
tics S is calculated for the data. To make statistical inference, a naive rejection-sampling method generates random draws (φ i , s i ) where φ i is sampled from the prior distribution, and s i is measured from synthetic data, simulated from a generative model with parameter φ i . Fixing the tolerance error to the value δ and denoting by . the Euclidean norm, only parameters φ i such that s − s i ≤ δ are retained. Because the summary statistics may span different scales, norms that use re-scaled distances are often considered in place of the Euclidean distance. In our application of the ABC, we re-scale distances by the mean absolute deviation of the simulated summary statistics. The accepted φ i then form a random sample from the approximate posterior distribution defined as
where p(φ) denotes the prior distribution. Compared to the exact expression of the posterior distribution, the likelihood is replaced by p(s|φ) ≈ Pr( s − s i ≤ δ|φ) .
If the summary statistics are sufficient for the parameter φ, the approximate 98 posterior distribution converges to the posterior distribution as δ goes to 0.
99
In addition, the approximate posterior distribution corresponds to the prior 100 distribution when δ is large. 
where α is an intercept, β is a vector of regression coefficients, and the ζ i 's are independent random variates with mean zero and common variance. We further refer to this algorithm as the LocL ABC model. In the LocL model, 
to provide an approximate sample from the posterior distribution. In this 110 approach, the choice of δ involves a bias-variance trade-off: Increasing δ re-
111
duces variance thanks to a larger sample size for fitting the regression, but 112 also increases bias arising from departures from linearity and homoscedastic-113 ity.
114
A nonlinear conditional heteroscedastic model. In this study, we introduce an important modification on the previously described adjustmentbased ABC method for conditional density estimation. In order to minimize departures from linearity and homoscedasticity, we propose to model both the location and the scale of the response parameter, φ i , in equation (1) . The new regression model takes the form of a nonlinear conditional heteroscedastic (NCH) model 
116
The conditional expectation can be estimated asm(s i ) by adjusting a flexible non-linear regression model using a least-square method. The variance term is then estimated using a second regression model for the log-residuals
where the ξ i 's are independent random variates with mean zero and common variance. In our forthcoming examples, we consider feed-forward neural network (FFNN) regression models (Ripley 1996; Bishop 2006). FFNN regression models are of the following form
where 
124
Similarly to equation (2), parameter adjustment under the NCH model can be performed as follows
Assuming that 
214
We computed the posterior distribution of the effective mutation rate θ
215
given the observation of s = 10 segregating sites in a sample of n = 100
216
DNA sequences. The prior distribution for the parameter θ was taken to 
222
For the ABC algorithms, we performed inference of the posterior distribution using a total of 2,000 simulations of the bivariate vector (θ, s). We recorded the three quartiles and the 0.025 and 0.975 quantiles of the approximate posterior distributions computed by the three algorithms, and we compared these 5 quantiles Q k , k=1,. . . ,5, with the corresponding empirical quantiles, Q 0 k , obtained from the exact sample. For values of the tolerance rate between 0 and 1 and for each quantile, Q k , the accuracy of each algorithm was assessed by the relative median absolute error
computed over 150 runs. In addition, we measured the discrepancy between each approximate distribution and the empirical posterior distribution using 224 the sum of the RMAE's over all quantiles. In the ANCH algorithm, the 225 support was estimated as the range of the empirical distribution -i.e., the 226 (0, max) interval -obtained after a first run using 1,000 replicates (tolerance 227 rate P δ = 75%).
228
Comparisons with standard rejection algorithms were first conducted.
229
We found that the posterior distribution obtained from the rejection meth- individual.
259
The generating mechanism for the implicit model can be described as 260 follows. 2. Superimpose mutations on the tree branches according to a specific 264 mutation model.
265
Step 1 requires simulating coalescence times in a coalescent model with vary- 
283
We took a uniform prior distribution ranging from 0 to 100,000 years 284 for the onset of the expansion, a uniform distribution over the interval (0, 285 10,000) for the ancestral population size, and a uniform distribution over the 286 interval (1, 6) for − log 10 (α).
287
One hundred test data sets were generated using t 0 = 18, 000 years for given the observation of the 7 summary statistics in a sample of n = 100 294 individuals surveyed at 50 microsatellite loci.
295
For the three algorithms, we generated samples from the posterior dis- The model considered in (Heggland and Frigessi 2004) was a queueing system with a first-come-first-serve single-server queue (G/G/1). The service times were uniformly distributed in the interval [θ 1 , θ 2 ], and the inter-arrival times had exponential distribution with rate θ 3 . Let W n be the inter-arrival time of the nth customer and U n be the corresponding service time. The process of inter-departure times {Y n , n = 1, 2, . . .} can be described by the following generative algorithm
Bayesian inference on (θ 1 , θ 2 , θ 3 ) was done by assuming that only the inter-339 departure times were observed. Because the inter-arrival times were unob-340 served, likelihood-based inference would involve high-dimensional integra-341 tion.
342
We generated a test data set with n = 50 successive inter-departure time statistics. In addition, we found that the posterior distributions were more concentrated around the true values when 20 summary statistics were used.
357
To investigate the variability of the ABC algorithms from one run to 358 the other, we ran the LocL, NCH and ANCH algorithms 100 times on the 359 same data set. We used 2,000 replicates (a rather small number) in order to 360 observed an exaggerated variability, and we varied the tolerance rate from 0 361 to 1. proposed to estimate the posterior probability of each candidate model by 412 an approach based on a weighted multinomial logistic regression procedure.
413
This approach is an extension of logistic regression to more than two cate-414 gories, and it is equivalent to the use of a multinomial log-linear model. As 
418
The ABC approach has been recently used in connected domains like ecology, evolution, and epidemiology, or other domains like the social science.
430
Improved statistical ABC models, like those presented in this study, will then 431 be useful to deal with increased model complexity, and with the need to raise 432 the dimension of the vector of summary statistics.
433
and immigration in population trees. In Matsumura S, Forster P, Ren- NCH and ANCH methods using a tolerance rate P δ = 75% match with those 565 obtained from the LocL algorithm using P δ = 5%. 
