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Using the Quantum Spectral Curve approach we compute exactly an observable (called slope
function) in the planar ABJM theory in terms of an unknown interpolating function h(λ) which
plays the role of the coupling in any integrability based calculation in this theory. We verified
our results with known weak coupling expansion in the gauge theory and with the results of semi-
classical string calculations. Quite surprisingly at strong coupling the result is given by an explicit
rational function of h(λ) to all orders.
By comparing the structure of our result with that of an exact localization based calculation for
a similar observable in JHEP 1006 (2010) 011 we conjecture an exact expression for h(λ).
I. INTRODUCTION
The well known duality between ABJM theory in 3
dimensions and type IIA string theory in AdS4 × CP3
is an explicit example of AdS/CFT correspondence [1].
The ABJM theory is N = 6 supersymmetric gauge the-
ory with gauge group U(N) × U(N) consisting of two
copies of super Chern-Simons theory at level k and 4
matter multiplets. A particularly interesting limit of
ABJM theory is the planar limit, in which N, k → ∞,
whereas their ratio λ = N/k, called ’t Hooft coupling,
is fixed. In this limit ABJM manifests signs of interabil-
ity [2], as was first noticed in [3]. This feature allows
for completely non-perturbative calculations in this fully
interacting non-abelian gauge theory as we will explore
further and exemplify in this paper.
ABJM theory has many features similar to N = 4
SYM, but there are important differences. Both have
rather similar integrability structures, but whereas in
N = 4 SYM integrability gives the result in terms of
the ‘t Hooft coupling λ, in ABJM theory the predic-
tive power of integrability is limited due to one unknown
function h(λ) entering into all integrability based calcula-
tions. This function is only known in the weak and strong
coupling expansions. In this paper we also conjecture an
exact form of this function based on indirectly comparing
our all-loop results with localization calculations.
II. QUANTUM SPECTRAL CURVE
In this section we describe the Quantum Spectral
Curve (QSC) also known as Pµ-system for ABJM model
of [4]. The structure found in [4] has an unexpected and
intriguing relation to that of QSC of N = 4 SYM pro-
posed by [5, 6]. Here we briefly describe the part of the
construction essential for our applications.
The main objects are 5 functions PA, A = 1, . . . , 5
and 4 function νa, a = 1, . . . , 4 of the spectral pa-
rameter u. PA are restricted by a quadratic constraint
P5 =
√
1−P1P4 + P2P3. Depending on the choice of
the branch cuts νa could be made i-periodic. However,
for our calculation it will be more convenient to choose
the branch of νa(u) with infinitely many cuts going from
−2h + in to 2h + in for any integer n. In this case νa
are quasi-periodic and satisfy νa(u+ i) = −Pab(u)νb(u),
where ν1 = −ν4, , ν2 = ν3, ν3 = −ν2, ν4 = ν1 and Pab
is a 4× 4 matrix built out of PA:
Pab =
 0 −P1 −P2 −P5P1 0 −P5 −P3P2 P5 0 −P4
P5 P3 P4 0

ab
. (1)
Analytical continuation of νa under the cut [−2h, 2h],
denoted as ν˜a, is related to νa itself simply by ν˜a(u) =
νa(u + i). Finally, functions PA have only one cut
[−2h, 2h] and their analytical continuation P˜A under this
cut is given by
P˜ab = Pab + νaν˜b − νbν˜a . (2)
We note that this construction is very similar to that
of N = 4 SYM: indeed, replacing Pab by µN=4ab and νa by
PN=4a , algebraically, we get exactly the same equations.
However, their analytical properties are interchanged (see
[4] for more details).
Finally, we have to specify how the quantum numbers
of a state enter into this construction. In this letter we
focus on sl2 subsector, which includes single trace oper-
ators of the type tr[DS+(Y
1Y †4 )
L] [34], thus there are 3
quantum numbers to specify – L, S and the scaling di-
mension ∆ = L+ S + γ, where γ denotes its anomalous
part. They all enter the Pµ-system through the large u
asymptotics
PA ∼ (A1u−L, A2u−L−1, A3u+L+1, A4u+L, A5u0) (3)
and ∆ and S are encoded into the coefficients as
A1A4 = −
2
(
(L− S)2 −∆2) ((L + S − 1)2 −∆2)
(1− 2L)2L ,(4)
A2A3 = −
2
(
(L + S)2 −∆2) ((L− S + 1)2 −∆2)
(1 + 2L)2L
,
where we introduced ∆ = ∆ + 12 and L = L+
1
2 .
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2FIG. 1. Antiperiodic functions ρ2,3(u) have infinitely many
short cuts. In the variable y = e2piu only two cuts remain.
III. SLOPE FUNCTION
In this letter we compute the slope function exactly as
a function of the effective coupling h(λ). This observable
is close to the BPS point in the parameter space. Similar
observables were studied inN = 4 SYM and an enormous
simplification of the Pµ system equations was observed
there, which allowed for an exact explicit solutions for
any value of ‘t Hooft coupling. For us the BPS operator
is tr[(Y 1Y †4 )
L] so in order to be close to the protected
point we have to take the number of derivatives S small.
The expansion coefficients in small S are expected to be
exactly computable, and we will find the first such coef-
ficient, called slope function. In N = 4 SYM it was first
computed by Basso [7]. There the situation was a priori
simpler as in N = 4 the slope function is not affected
by wrapping effects which means that the result can be
calculated solely from a simple algebraic set of equations
called asymptotic Bethe ansatz. At the same time in
the QSC formalism the wrapping corrections are incor-
porated automatically and both theories can be treated
very similarly. As we will show in many ways the calcu-
lation in ABJM based on QSC is similar to that of [8] in
N = 4 SYM.
To see that there is a simplification in the limit S → 0,
we notice that in this limit ∆ ' L and thus A1A4 ∼
A2A3 ∼ S. Like in N = 4 case this indicates that Pa ∼√
S, a = 1, . . . , 4 and due to the constraint we must have
P5 ' 1. Based on this, we found that the consistent
scaling of νa is ν1, ν4 ∼ 1, ν2, ν3 ∼
√
S. Then the leading
order of the equations for the monodromy of νa becomes ν˜1ν˜2ν˜3
ν˜4
 =
 1 0 0 0P3 −1 0 P1P4 0 −1 P2
0 0 0 1

 ν1ν2ν3
ν4
 , (5)
from where we see that to the leading order ν1 and ν4 do
not have cuts whereas ν2 and ν3 are nontrivial. There is
still certain freedom in the construction which allows, for
example, to shift P4 → P4+αP2 with arbitrary constant
α. We use this freedom to set ν1 = 1 and ν4 = 0 [4]. The
equations for the monodromy of Pa take the form
P1 − P˜1 = ν˜2 − ν2, P˜3 = P3,
P2 − P˜2 = ν˜3 − ν3, P˜4 = P4. (6)
From (5), (6) one can see that the equations for P2,P4, ν3
decouple from P1,P3, ν2. The two groups of equations
differ only by asymptotics of Pa, so here we only give
details on the solution of the first one, i.e. ν˜3 + ν3 =
P4, P2 − P˜2 = ν˜3 − ν3, which together with periodicity
gives ν3(u+ i) + ν3(u) = P4(u). There is another impor-
tant difference between ν2 and ν3 – we have to assume
that asymptotics of ν3 grows as e
piu and ν2 decays at in-
finity. This is a peculiarity of analytical continuation in
S to non-integer values, described for N = 4 SYM in [8]
in detail.
Taking into account that P4 does not have a cut ac-
cording to (6) and also its asymptotic behavior (3), we
conclude that it is a polynomial in u of degree L. Intro-
ducing notations ν3(u+
i
2 ) = ρ3(u+
i
2 )+Q3(u) , where
Q3(u) is a polynomial such that Q3(u+
i
2 )+Q3(u− i2 ) =
P4(u), we get
ρ3(u+ i) = −ρ3(u) , ρ˜3 + ρ3 = Q+3 −Q−3 ≡ q3 , (7)
i.e. ρ3 is antiperiodic. It is convenient to make a change
of variables y = e2piu, which maps infinitely many cuts of
νi or ρi into one cut and introduces a quadratic cut from
0 to −∞, see Fig. 1.
In order to resolve equations of the form g˜+ g = f like
in (7) we define the following Hilbert transformation H
as
H[f ](z) =
1
2
∮
γ
dy
2pii
√
z − e4pih√z − e−4pih√
y − e4pih
√
y − e−4pih
f(y)
y − z , (8)
which gives a solution of this equation with non-growing
asymptotics at infinity with one cut [e−4pih, e+4pih]. Note,
however, that ρ3(z) has another cut (−∞, 0) on which it
simply changes its sign. We can overcome this problem
by dividing it by
√
z. After that we can use (8) to get
ρ3(z) =
C√
z
+
√
zH
[
1√
y
q3
(
log y
2pi
)
− 2C
y
]
. (9)
The term proportional to C is added here, because it is
not prohibited by the asymptotics: ν3 can grow as e
piu
at infinity. The constant C is fixed at the end from the
condition that ρ3(u) should be even.
Next, knowing ρ3 and thus ν3 in terms of the yet to
be fixed polynomial P4, we can find P2 as a solution of
corresponding equation in (6). As P2 is a function with
one cut we simply use the Cauchy kernel
P2(v) = −
∮
dz
2piiz
ρ3(z)
log z − 2piv . (10)
Thus we found all the objects in terms of a few coef-
ficients of the polynomial P4. To extract γL(h) we have
to find these coefficients. Consider first, for simplicity,
L = 1. In this case P4 = A4u , so q3 = i
A4
2 and P2 =
A4
∮
dz
4pi
√
z
H[y−1/2]
2piv−log z . Thus considering the leading asymp-
totics of P2 we can obtain A2/A4 =
∮
dz log z
2(2pi)3
√
z
H[y−
1
2 ]
3and similarly P1 gives A1/A3. On the other hand,
expanding equations (4) to the first order in S yields
γ1 =
−2S
1+ LL+1
A1A4
A3A2
and substituting the ratios of the coef-
ficients we get
γ1(h) = −2S
∂αI− 12 ,− 12
∂αI− 12 ,− 12 + ∂βI− 12 ,− 12
, (11)
where
Iα,β =
∮
γ
dy
∮
γ
dz
√
y − e4pih
√
y − e−4pih√
z − e4pih√z − e−4pih
yαzβ
z − y . (12)
Both integrals go around the cut [e−4pih, e4pih]. Another
convenient representation of Iα,βe
4pih(α+β+1) is
pi2β
e8pih−1∫
0
2F1
(
3
2 ,−α; 2;−S
)
2F1
(
3
2 , 1− β; 2;−S
)
SdS. (13)
For odd L > 1 there are L+12 constants in q3. To fix
them we use L−12 conditions of the form
∮
du
2piiu
kγ3(u) = 0
for k = 1, 3 . . . L−2, which ensure that asymptotics of P2
at infinity is O (u−L−1). These conditions take a form
of a system of linear equations for constants entering q3
with coefficients of the form sn,k = ∂
k
α∂
n
β I−1/2,−1/2. The
solution for this system takes form of a ratio of deter-
minants made of sn,k. Similar strategy also applies to
P1,P3 and ν2.
Using again formula for γL in terms of A1/A3, A2/A4
we get that the answer for any L [35] is
γL = − 2S
1 + rL/rL−2
, (14)
where
rL =
det sL−2i−1,L−2j
det sL−2i,L−2j−1
, i, j = 0 . . . bL2 c, L ≥ 0 (15)
sk,n = ∂
k
α∂
n
β I−1/2,−1/2 for k, n ≥ 0, for negative in-
dexes we define sk,−1 = ∂kαI−1/2,−1 and s−1,n =
1
2∂
n
β
(
e4piβh2F1
(
1
2 ,−β; 1, 1−e8pih
))∣∣
β=−1/2.
Equation (14) is our result for the slope function which
we now test at weak and strong coupling.
a. Weak coupling. At weak coupling it is convenient
to use (13). Up to the order h2L we can compare our re-
sult against the slope function γABAL = S
2pih
L
IJ+1(2pih)
IJ (2pih)
of N = 4 SYM [7] which does not take into account
the wrapping effects. These effects appear at the order
O (h2L+2) and the leading deviation can be compared
with the Luscher correction which we found as a gener-
alization of [9, 10]:
γwrapL = −Sh2L+2
4pi3/2(4L − 2)ζ2LΓ
(
L+ 12
)
LΓ(L+ 2)
. (16)
We found a perfect agreement with our exact formula for
L = 1, . . . , 5 and 7.
b. Strong coupling. At strong coupling we notice an
interesting phenomenon – our result can be written ex-
plicitly as a rational function of h with exponential preci-
sion. For example γL=1 =
4g3−12g2+12g−3ζ3
6g2−6g S +O(e−4g)
where g = 2pih + log 2. To get this expression we have
evaluated the integral (12) with exponential precision
Iαβ ' −
2piΓ
(
α+ 12
)
Γ
(−β − 12) e4pih(α−β)
Γ(α+ 2)Γ(−β) (17)
−4pi
(
β + 12
)
Γ
(−α− 12)Γ (−β − 12) e4pih(−α−β−1)
(α+ β + 1)Γ(−α)Γ(−β)
+
4pi(α+ 12 )Γ
(
+α+ 12
)
Γ
(
+β + 12
)
e4pih(+α+β+1)
(α+ β + 1)Γ(α+ 2)Γ(β)
.
We found that for any L the result is some rational func-
tion of g of a growing with L complexity. However, the
large g expansion coefficients can be found explicitly for
any L to be
γL
S
=
g − L− 1
L+ 12
+
(
1
2g
− 3ζ3 − 4
8g2
)
L2 + L
L+ 12
+O(g−3).
(18)
To test our result we take the quasi-classical limit L ∼
g  1. Introducing J = L+1/2g ∼ 1 and S = Sg and
expanding at large g in (18) we find
∆− L
S
'
(
1
J +
J
2
+ . . .
)
+
1
g
(−1
2J + J
4− 3ζ3
8
+ . . .
)
which reproduces the corresponding terms in the tree
level and one-loop quasi-classical folded string quanti-
zation [11]. Note that with our definition of J all log 2
terms and all even powers of J disappear from the one-
loop terms of [11]. From that we can see that L ≡ L+1/2,
which appears in denominator of (18), and ∆ ≡ ∆ + 1/2
are natural combinations as is already clear at the level
of (4) which only depends on ∆2 and where under the
change of sign of L the two lines in (4) simply inter-
change. This hints the following ansatz for double ex-
pansion at large g and small S, similar to the result of
[7] for N = 4 SYM
∆2 − L2 =
∑
n,k=1
An,k(L
2)Sng−n−k+3 (19)
where the coefficients An,k are polynomials of degree bk2 c
in L2. By comparison with (18) and with quasi-classics
[12] we find A1,1 = 2, A1,2 = −1 , A1,3 = L2 − 14 , A1,4 =
(L2− 14 )(1− 3ζ34 ), A2,1 = 32 , A2,2 = 58 − 9ζ34 . Next we can
re-expand (19) sending g → ∞ like in [7]. For example
at L = 1, S = 2 we get (19)
∆L=1,S=2 = 2
√
g−1
2
+
25
16
√
g
+
(
271
1024
− 9ζ3
4
)
g−3/2+. . . .
(20)
which gives a prediction for a strong coupling expansion
of the anomalous dimension of a short operator. As we
4see this result can be trivially generalized to any S and
L, but the expression we found are rather bulky. We
also note that the third term disagrees with [12], which is
most likely due to the different ansatz used in [12]. As our
ansatz is based on an extra insight about the structure
of the spectrum coming from QSC and the symmetries
of (4) our result is likely to be the correct one. It would
be interesting to use the methods of [13] to check this
result. That is important to note that it is not expected
that this result holds for odd S, as operators with odd
S belong to a different trajectory, as can be seen already
at weak coupling [14, 15]. In particular the analytical
continuation of γ from odd S does not go through the
BPS point and does not vanish at S = 0 and thus should
be treated differently [36].
IV. COMPARISON WITH LOCALIZATION
Here we compare the structure of our result for the
slope function with the result of [16–18] obtained using
localization [19, 20]. The quantity calculated in [16] is the
expectation value of 1/6 BPS Wilson loop, which in N =
4 is known to similar to the slope function. Although
in ABJM these quantities are not related that closely,
we still expect similarity in structure, which allow us to
make a conjecture about h(λ). The result of [16] can be
written in a parametric form in terms of κ as an integral
over the matrix-model eigenvalue logZ
〈W 1/6m=1〉 =
∫ A+
1
A+
dZ
2pi2iλ
arctan
√
2 + iκ− Z − 1Z
2− iκ+ Z + 1Z
(21)
we see that the argument of arctan has 4 branch-points.
The integration goes between the branch-points from the
numerator are A+ and 1/A+ and those from the denom-
inator, which we denote A− and 1/A− where
A± = ± 12
(
2± iκ+
√
κ(±4i− κ)
)
(22)
and the parameter κ is related to the ‘t Hooft coupling
by [16] λ = κ8pi 3F2
(
1
2 ,
1
2 ,
1
2 ; 1,
3
2 ;−κ
2
16
)
. The main ob-
servation is that the integral (21) is similar to the main
ingredient of our result (12). To make the similarity more
clear, one can make a change of variable with a suitable
Mobius transformation which will map the branch points
A− → ∞, 1/A− → 0 and A+ → G, 1/A+ → 1/G like on
Fig.1. There is a unique Mobius transformation with this
property. Furthermore, it fixes uniquely the value of G
in terms of κ as G =
(
1
4 (
√
κ2 + 16 + κ)
)2
, which is easy
to find from the cross-ratio of the branch points before
and after the transformation. Thus to relate (21) with
(12) we set G = e4pih which leads to our conjecture
λ =
sinh(2pih)
2pi
3F2
(
1
2
,
1
2
,
1
2
; 1,
3
2
;− sinh2(2pih)
)
. (23)
Expansion at weak/strong coupling gives
h(λ) = λ− pi
2λ3
3
+
5pi4λ5
12
− 893pi
6λ7
1260
+O(λ9),
h(λ) =
√
1
2
(
λ− 1
24
)
− log 2
2pi
+O
(
e−pi
√
8λ
)
, (24)
which reproduces all known coefficients at weak and at
strong coupling i.e. in total 4 nontrivial coefficients [21–
25]. Curiously, the shift by − 124 at strong coupling co-
incides with the anomalous radius shift of AdS found in
[26], as also noticed in [18].
Of course such identification at the level of the inte-
grands is not completely rigorous and in order to derive
h(λ) one should apply the method of the QSC to the
Bremsstrahlung function like in [5, 27–29] and compare
it to the result from localization [17, 30, 31] for the same
quantity (for recent results on weak and strong coupling
expansions of Bremsstrahlung function see [32, 33]). But
at the same time there are rather clear indications that
we snatched the correct result.
V. SUMMARY
In this letter we have applied the Quantum Spectral
Curve [5] method developed in [4] for ABJM to calcu-
lation of the exact slope function in this theory. Our
result (14) has been checked to agree with the existing
predictions at weak and strong coupling. Our computa-
tion provides a highly non-trivial test of the QSC of [4]
in ABJM. Also we proposed an ansatz for the anomalous
dimension of short operators which allowed us to get the
first 4 nontrivial expansion coefficients. We note that,
similar to what was found in [29], the slope function is
expressed through the ratio of determinants, so it can be
obtained as an expectation value in some matrix model
(different from those arising in localization). It would be
interesting to investigate the fundamental role of these
matrix models arising in the near BPS limit.
Comparing the structure of our result (14) with that
of a localization calculation for a different, but closely
related observable – 1/6 BPS Wilson loop, we were able
to conjecture the exact expression (23) for h(λ). On this
way we also identified the relation between the eigen-
values of the localization matrix model and the spectral
parameter. We can speculate that such relation indicates
existence of a more general unifying structure which de-
scribed non-BPS and non-planar physics combining nice
features of localization and integrability methods. In
this hypothetical description the usual for integrability
Zhukovsky cuts would get discretized by the eigenvalues
at finite N ’s. It would be interesting to see whether such
interpretation is indeed possible.
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