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Environmental decoherence appears to be the biggest obstacle for successful construction
of quantum mind theories. Nevertheless, the quantum physicist Henry Stapp promoted
the view that the mind could utilize quantum Zeno effect to influence brain dynamics
and that the efficacy of such mental efforts would not be undermined by environmen-
tal decoherence of the brain. To address the physical plausibility of Stapp’s claim, we
modeled the brain using quantum tunneling of an electron in a multiple-well structure
such as the voltage sensor in neuronal ion channels and performed Monte Carlo sim-
ulations of quantum Zeno effect exerted by the mind upon the brain in the presence
or absence of environmental decoherence. The simulations unambiguously showed that
the quantum Zeno effect breaks down for timescales greater than the brain decoherence
time. To generalize the Monte Carlo simulation results for any n-level quantum system,
we further analyzed the change of brain entropy due to the mind probing actions and
proved a theorem according to which local projections cannot decrease the von Neumann
entropy of the unconditional brain density matrix. The latter theorem establishes that
Stapp’s model is physically implausible but leaves a door open for future development
of quantum mind theories provided the brain has a decoherence-free subspace.
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1. Introduction
The mainstream view in cognitive neurosciences identifies mind states with physical
states realized within the brain 1,2,3. Major evidence for such mind-brain identity
thesis comes from the clinical examination of patients with brain trauma in which
loss of certain cognitive abilities occurs 4 and from the ability to elicit subjective
experiences by direct electric stimulation of the brain cortex 5,6,7,8,9. If, however,
one further postulates that the brain states obey the deterministic laws of classical
mechanics, several counterintuitive results would follow. For example, the intuitively
evident propositions that we have a free will allowing us to make choices, or that
our subjective experiences can have a causal influence upon the brain and the sur-
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rounding physical world, would turn out to be nothing but illusions 10. Defending
such a viewpoint seems to be possible, because the physical reality may not conform
to our expectations of what the physical reality should be. Nevertheless, an increas-
ing number of scientists think that we could construct a better theory of mind if we
take into account quantum physics 11,12,13,14,15,16.
One of the most elaborate proposals for a quantum theory of mind is due to
Henry Stapp, who suggested that (1) the mind could influence the dynamics of the
brain using quantum Zeno effect 17,18,19,20,21, and (2) the efficacy of the mental
efforts would not be undermined by environmentally induced decoherence of the
brain:
The quantum Zeno effect is itself a decoherence effect, and it is not di-
minished by environmental decoherence. Thus the decoherence argument
against using quantum mechanics to explain the influence of conscious
thought upon brain activity is nullified. 21
If correct, Stapp’s model could provide a scientific basis for the existence of free
will 17. Also, it would explain how mental efforts causally affect and restructure
the organization of the brain in health or psychiatric disease 19. Finally, it would
establish that environmental decoherence is not an obstacle for the construction of
quantum theories of mind 20,21.
In a previous work 22, we have argued that if Stapp’s model worked in the
presence of environmental decoherence, then mind efforts would have been capable
of exerting paranormal effects upon nearby physical measuring devices. Our argu-
ment was based on a theorem stating that if mind efforts operate only upon the
brain density matrix ρˆ using projection operators, then the von Neumann entropy
production cannot be negative 22. Stapp agreed that the proof of the particular
theorem is correct 23, but argued that it presents no harm for his model because:
(1) the studied two-level model system (polarization of a photon) 22 is too simple
to represent a human brain; (2) the studied quantum Zeno effect 22 was based on
no collapse version of quantum mechanics, which lacks an essential ingredient of
Stapp’s model, namely the wavefunction collapse following the mind probing ac-
tion; and (3) the mind action onto the brain density matrix does not need to slow
down the environmental decoherence in order to exert quantum Zeno effect upon
the brain 23.
In this work, to address the physical plausibility of Stapp’s model, we performed
computer simulations of quantum Zeno effect exerted by the mind upon a model
quantum brain in the presence or absence of environmental decoherence. The simu-
lations were meticulously constructed according to the postulates in Stapp’s model
(§2). The biological implementation was based on detailed molecular structural
data of voltage-gated ion channel function in brain cortical neurons (§3). To ad-
dress Stapp’s claim that the wavefunction collapse is a necessary ingredient for
the model to work, we performed Monte Carlo simulations in the absence (§4) or
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presence (§5) of environmental decoherence. The results from the Monte Carlo sim-
ulations unambiguously show that the quantum Zeno effect breaks down and the
brain behaves as a ‘random telegraph’ for timescales greater than the decoherence
time of the brain. The point at which the breakdown of quantum Zeno effect occurs
is assessed by the statistical average outcome of many such Monte Carlo simulation
trials. Because the statistical average is indistinguishable from the brain dynamics
simulated within no collapse version of quantum mechanics (see §4 and §5) one can
study the quantum Zeno effect in the brain using unconditional density matrices
only, as done in Ref. 22, without the necessity to explicitly consider collapses and
conditional density matrices. In §6, we prove a theorem according to which oper-
ating only locally on the brain with projection operators cannot decrease the von
Neumann entropy of the unconditional brain density matrix. This allows us to gen-
eralize the results from the Monte Carlo simulations to any n-level quantum system
in §7 and show that the failure of Stapp’s model is due to basic property (concav-
ity) of the von Neumann entropy of quantum systems, rather than our failure to
simulate the complexity of the real brain.
In conclusion, the present work shows that the breakdown of quantum Zeno
effect looks differently in Stapp’s model (‘random telegraph’) compared with no
collapse version of quantum mechanics (‘smear of probabilities’). This difference,
however, is not enough to make Stapp’s model plausible solution to the problem of
environmental decoherence. Instead, the future development of quantum theories
of mind needs to consider seriously the increase of quantum entropy due to the
inevitable coupling between the brain and its physical environment.
2. Stapp’s model
Stapp describes the interaction between the mind and the brain with the use of
three basic processes 1, 2 and 3, attributed to John von Neumann 24. In modern
quantum mechanical terminology these processes can be referred to as (1) projective
measurement, (2) unitary evolution and (3) wavefunction collapse. Interestingly,
Stapp always discusses these processes in the order 2, 1, 3 as they appear in his
model of mind-brain interaction.
2.1. Process 2
The brain is considered to be an n-level quantum system whose states belong to
the Hilbert space H. Unless the brain interacts with the mind or the surround-
ing environment, the brain density matrix ρˆ evolves according to the Schro¨dinger
equation:
ı~
∂
∂t
ρˆ =
[
Hˆ, ρˆ
]
(1)
where the brackets denote a commutator. If the Hamiltonian Hˆ is time-independent,
the solution of the Schro¨dinger equation is given by:
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ρˆ (t) = e−ıHˆt/~ρˆ (0) eıHˆt/~ (2)
According to Stapp, Process 2 generates “a cloud of possible worlds, instead of
the one world we actually experience” 19, or “a smear of classically alternative
possibilities” 20. Furthermore, Stapp claims that “the automatic mechanical Process
2 evolution generates this smearing, and is in principle unable to resolve or remove
it” 20.
2.2. Process 1
The mind is able to perform repeated projective measurements upon the brain using
a freely chosen set of projection operators {Pˆ1, Pˆ2, . . . , Pˆn}, which are mutually
orthogonal PˆiPˆj = δijPˆj and complete to identity
∑
j Pˆj = Iˆ. After each projective
measurement the brain density matrix undergoes non-unitary transition:
ρˆ (t)→
∑
j
Pˆj ρˆ (t) Pˆj (3)
According to Stapp the “Process 1 action extracts from [the] jumbled mass of possi-
bilities a particular [set] of alternative possibilities” among which only one is going
to be actualized by the Nature 18.
2.3. Process 3
The actualization of only one possibility, from the set of available possibilities, is
done by the Nature. Colloquially, this process is referred to as “reduction of the
wave packet” or “collapse of the wave function”. Within the more general density
matrix formalism, Process 3 is described by a non-unitary transition that converts
the unconditional density matrix into conditional one (Lu¨ders rule) 25,26:
∑
j
Pˆj ρˆ (t) Pˆj → Pˆkρˆ (t) Pˆk
Tr
[
Pˆkρˆ (t)
] (4)
where Pˆk is a particular projector from the set {Pˆ1, Pˆ2, . . . , Pˆn} selected by the
Nature and Tr
[
Pˆkρˆ (t)
]
is the probability for the state to collapse to that particular
state.
Here we remark that throughout this work we use the terms projective measure-
ments, local projective measurements and local projections in the precise mathemat-
ical sense of Process 1 given by Eq. 3. In no collapse models of quantum mechanics
the entanglement between the measured system and the measuring apparatus results
in the transition given by Eq. 3 and this is all there is in a physical measurement. In
collapse models of quantum mechanics the measurement is completed only after the
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entangled state between the measured system and the measuring apparatus reduces
to a single outcome conditionally purifying the state and disentangling the measured
system from the measuring apparatus according to Eq. 4. With our particular choice
of terminology we allow the usage of the term measurement when discussing both
collapse and no collapse models of quantum mechanics and avoid trivial identifi-
cation of measurement with wavefunction collapse (for a general introduction to
quantum measurement see Ref. 26).
3. Quantum tunneling in a multiple-well as a quantum brain model
Biological implementation of Stapp’s model should ultimately take into account the
basic electrophysiological processes that occur within neurons in the human cere-
bral cortex 27. Each neuron is composed of three different compartments: dendrites,
soma and axon (Fig. 1). Typically, the dendrites receive electric inputs, the soma in-
tegrates the dendritic inputs, and the axon outputs electric spikes that subsequently
affect the electric properties of dendrites of target neurons. At the molecular level,
the electric processes in neurons are regulated by opening and closing of voltage-
gated ion channels that are inserted in the plasma membrane.
Three families of voltage-gated ion channels are most abundant and physiologi-
cally important in neurons: sodium (Nav), potassium (Kv) and calcium (Cav) ion
channels. All the three families of ion channels share a common evolutionary con-
served structure (Fig. 1). Each channel is formed by a pore forming α-subunit. The
α-subunit of sodium (Nav) and calcium (Cav) channels is composed of four pro-
tein domains I-IV, each of which contains 6 transmembrane α-helices. There is a
minor difference in the structure of the potassium (Kv) channels in which the pro-
tein domains I-IV are disconnected from each other giving rise to four α-subunits
instead of a single one. Structurally, the channel pore is formed by four protein
loops (P) located between the 5th and the 6th α-helices of the protein domains
I-IV. The voltage-sensing is performed by a charged 4th α-helix of each domain
28,29,30,31,32,33,34.
Macroscopic electric currents in neurons produced by voltage-gated ion channels
flow continuously across the plasma membrane depending on the transmembrane
voltage and the maximal channel conductance density. The electric conductance
through each individual channel, however, can take only 2 discrete values: in the
open conformation the channel has a certain characteristic single channel conduc-
tance, whereas in the closed conformation the conductance is zero. Single-channel
recordings have shown that at a given transmembrane voltage each voltage-gated
ion channel undergoes stochastic transitions between open and closed states char-
acterized by a certain probability for the given channel type to be in the open
conformation 35. For transmembrane voltages that are far away from the threshold
for generation of electric spike, the behavior of brain neurons is insensitive to the
small stochastic fluctuations in the potential due to single-channel conformational
transitions. For transmembrane voltages near the threshold of −55 mV, however,
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Fig. 1. Neuron morphology and common structure of voltage-gated ion channels. The dendrites
receive electric inputs that summate spatially and temporally at the soma. If the transmembrane
voltage at the axon initial segment reaches a certain threshold of depolarization the neuron fires
an electric spike that propagates along the axon to affect the dendrites of target neurons. Neuronal
electric properties are due to opening and closing of sodium (Nav), potassium (Kv) and calcium
(Cav) voltage-gated ion channels. Structurally, each channel is built of four protein domains I-IV,
each of which contains six transmembrane α-helices (1-6). The channel pore is formed by protein
loops (P) located between the 5th and 6th α-helices, whereas the voltage-sensing is performed by
the 4th electrically charged α-helix within each domain.
opening or closing of a single channel can affect the generation of an electric spike.
In the cerebral cortex of humans there are ≈ 1.6×1010 neurons 36 and these neurons
can fire spikes with frequencies of ≈ 40 Hz. Therefore, it is expected that each sec-
ond in the human cerebral cortex there are thousands of neurons that are sensitive
to the opening or closing of a single channel. Firing or not firing of these neurons
that are near the voltage threshold may have huge impact on cognitive processes
due to the highly nonlinear character of the cortical neuronal networks.
Because the opening and closing of the voltage-gated ion channels is a stochastic
process controlled by electron motion in the charged 4th α-helix of each channel
domain, it is biologically feasible to assume that Stapp’s quantum Zeno model
could be implemented via frequent measurements on the position of an electron in
the voltage-sensing 4th α-helix of ion channels. Here, we would like to underline the
facts that the quantum state of the brain is generally unobservable, and that there
is an upper bound on the classical information that can be extracted in a quantum
measurement as shown by Alexander Holevo 37. That is why the measured brain
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observable in the model, namely the position of the electron inside the voltage sensor
of a neuronal ion channel, has been chosen to be physiologically paramount for the
processing of information by real brains. In addition, the quantum tunneling of an
electron in a multiple-well structure has already been considered to be an important
toy model for studying quantum Zeno effect 38,39. For the subsequent numerical
simulations we decided to use a symmetric triple-well potential 40, however it should
be noted that the general algorithm for the simulations could be easily applied for
more complex n-level systems and/or asymmetric potentials (see the Appendix).
Let us suppose that the normalized position states of the electron in each of the
wells are |A〉, |B〉 and |C〉, there is no offset energy between different wells, and the
tunneling matrix elements between the states |A〉 and |B〉 or |B〉 and |C〉 are equal
κ12 = κ23. The Hamiltonian of the system in position basis is
40:
Hˆ =
 0 −κ12 0−κ12 0 −κ23
0 −κ23 0
 (5)
The energy eigenstates of the system are the eigenstates of the Hamiltonian. If,
under suitable choice of units, we set κ12 = κ23 =
1√
2
, the energy eigenstates can
be written as:
|E±1〉 = 1
2
|A〉 ∓ 1√
2
|B〉+ 1
2
|C〉 (6)
|E0〉 = 1√
2
|A〉 − 1√
2
|C〉 (7)
with eigenvalues E±1 = ±1 and E0 = 0.
With the use of the projectors PˆJ = |J〉〈J |, J ∈ {A,B,C}, we can express the
probability to find the electron in well J at time t as:
pJ (t) = Tr
[
PˆJe
−ıHˆt/~ρˆ (0) eıHˆt/~
]
(8)
If at t = 0 the electron is located in well A, the initial density matrix of the system
is:
ρˆ (0) =
1 0 00 0 0
0 0 0
 (9)
and the probabilities for detection in each of the three wells at time t calculated
from Eq. 8 are:
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Fig. 2. Quantum tunneling of the brain state in a triple well potential simulated for a period of
time t = 3pi/~. At times t = 2kpi/~, k = 0, 1, 2, . . . the brain state is localized in well A, whereas at
times t = (2k + 1)pi/~, the brain state is localized in well C. If unperturbed, the quantum system
in a multiple potential well tunnels coherently forth-and-back from well A to wells B and C and
returns periodically to its initial state. The probability |ψ|2 is normalized so that ∫ |ψ|2dx = 1.
pA (t) =
1
4
[cos (t/~) + 1]2 (10)
pB (t) =
1
2
[sin (t/~)]2 (11)
pC (t) =
1
4
[cos (t/~)− 1]2 (12)
The electron tunnels coherently forth-and-back from well A to wells B and C as
illustrated in Fig. 2. Such behavior is consistent with previous works 40,38 and
shows that the quantum system in a multiple potential well, if unperturbed, is able
to return periodically to its initial state.
4. Monte Carlo simulation of quantum Zeno effect
If the electron in the voltage-sensing 4th α-helix of an ion channel is initially in an
eigenstate of the position operator, it would be possible to achieve quantum Zeno
effect using projective measurements in a position basis. Let us suppose that the
electron is initially in well A and we perform repeated projective measurements with
the projectors PˆJ at regular time intervals ξ. Between the projective measurements
the electron state evolves coherently according to the Schro¨dinger equation (Process
2). After each measurement the density matrix ρˆ of the electron in the quantum
brain is diagonalized in the position basis (Process 1). To achieve “reduction of
the wave packet” (Process 3), we implement weighted Random Choice in Wolfram’s
December 16, 2014 1:30 WSPC/INSTRUCTION FILE Georgiev
Quantum Zeno effect in the brain 9
Fig. 3. Quantum Zeno effect in a triple well potential simulated for a period of time t = 3pi/~.
Mind efforts perform projective position measurements of the brain state at times separated by
time interval ξ = pi/8~ resulting in suppressed evolution of the brain state. (a) The result from
a single Monte Carlo simulation trial successfully achieving quantum Zeno effect manifested as
suppressed decay of the initial state |A〉. The quantum state of the brain starts in well A and
remains there for a period of time equal to 19 ξ-steps before jumping to well B. (b) Statistical
average of multiple Monte Carlo trials reproduces the probabilities contained in the unconditional
density matrix of the system. This result can also be interpreted as the state of the multiverse
in no-collapse models of quantum mechanics. Red arrow indicates the time point at which the
quantum Zeno effect breaks down–the probability for the electron not to be in well A is at least
equal to the probability to be in well A. The probability |ψ|2 is normalized so that ∫ |ψ|2dx = 1.
Mathematica 9, where one of the pure state density matrices ρˆA = |A〉〈A|, ρˆB =
|B〉〈B| or ρˆC = |C〉〈C| is randomly chosen with corresponding weights pA (ξ), pB (ξ)
and pC (ξ) and the state of the quantum brain is updated accordingly. In the limit
ξ → 0, the electron in the quantum brain stays with probability of 1 in its initial
state. A single trial from the Monte Carlo simulation with a non-zero ξ = pi/8~ is
shown in Fig. 3a. The quantum state of the brain remains in the well A for a period
of time equal to 19 ξ-steps before jumping to well B, where it stays until the end of
the simulation. We note that while running multiple Monte Carlo trials the majority
of them achieve the intended quantum Zeno effect, still there are trials in which the
state jumps early to well B and stays there instead of well A. The results show
that in the absence of environmental decoherence the quantum Zeno effect indeed
could be achieved with a certain efficiency that is proportional to the average time
for which the decay of the initial state is suppressed. The time point at which the
quantum Zeno effect breaks down is best visualized on a plot showing the statistical
average of multiple Monte Carlo trials (Fig. 3b). The breakdown of the quantum
Zeno effect could be understood as the drop of the unconditional probability for the
system to be in the initial state (in this case well A) to a value ≤ 12 . Since the
efficiency of any scheme attempting to achieve quantum Zeno effect is estimated
by calculation of unconditional density matrices and unconditional probabilities, it
is clear that the presence of wavefunction collapses (reductions) is irrelevant and
cannot help repairing a faulty quantum Zeno scheme.
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5. Decoherence induced breakdown of quantum Zeno effect
Now, we are ready to address the main claim made by Stapp, whether mind ef-
forts could achieve quantum Zeno effect upon the brain even in the presence of
environmentally induced decoherence of the brain. In general, the effect of envi-
ronmental decoherence is to diagonalize the density matrix ρˆ in a certain basis (so
called pointer basis) depending on the interaction Hamiltonian Hˆint that describes
the coupling between the brain and its environment. Because Stapp claims that his
model is robust against the effects of environmental decoherence, we could choose
Hˆint such that it diagonalizes the density matrix of the brain ρˆ in a basis different
from the position basis. Here, we take the pointer basis to be the energy basis – that
is we assume that the brain undergoes dephasing in the process of its interaction
with the environment 41,42. Alternatively, identical results will be obtained if we
start from a brain that is in an eigenstate of the energy basis, require the mind to
exert quantum Zeno effect in the energy basis, and consider environmental deco-
herence in position basis. If τ is the decoherence time of the brain 43, the action of
the environmental decoherence could be modeled using non-unitary transition:
ρˆ (τ)→
∑
j
PˆEj ρˆ (τ) PˆEj (13)
where the projectors PˆEj = |Ej〉〈Ej |, j ∈ {±1, 0}. Next, to achieve maximal effi-
ciency of mind efforts, we let the mind perform repeated projective measurements
with the projectors PˆJ at regular time intervals ξ → 0. The weights in the Ran-
dom Choice function at times separated by intervals τ are as follows: if ρˆ (τ) = ρˆA
or ρˆ (τ) = ρˆC then pA (τ) =
3
8 , pB (τ) =
1
4 , pC (τ) =
3
8 and if ρˆ (τ) = ρˆB then
pA (τ) =
1
4 , pB (τ) =
1
2 , pC (τ) =
1
4 . These weights could be calculated from an ini-
tial position eigenstate that undergoes a projective measurement in the energy basis
using the projectors PˆEj , followed by a projective measurement into the position
basis using the projectors PˆJ . A typical result from the Monte Carlo simulation of
mind efforts attempting to achieve quantum Zeno effect in the presence of environ-
mental decoherence is shown in Fig. 4a. For timescales greater than the decoherence
time τ , the quantum state of the brain randomly jumps between the different wells
– a behavior previously described as ‘random telegraph’ 38. The statistical aver-
age of multiple Monte Carlo trials shown in Fig. 4b does not show the individual
random walks produced by the collapses. Nevertheless the probability distribution
in Fig. 4b unambiguously demonstrates that the breakdown of the quantum Zeno
effect occurs at a timescale comparable with the decoherence time τ . For t ≥ τ
the probability for the quantum brain to be in any of the potential wells becomes
equal to 13 – a state described by unconditional density matrix with maximal von
Neumann entropy. Realization of a quantum Zeno effect-like walk in which the state
stays in well A for t = 24τ will occur with probability of
(
1
3
)23
= 1.06× 10−11.
The above results affirm that to study the quantum Zeno effect in the brain,
one does not really need to model the collapse (Process 3) as claimed by Stapp
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Fig. 4. Decoherence induced breakdown of quantum Zeno effect simulated for a period of time
t = 24τ during which mind efforts perform projective position measurements of the brain at times
separated by time interval ξ → 0. (a) The result from a single typical Monte Carlo simulation trial.
Decoherence induces random jumps of the quantum brain state within the triple well potential–the
brain behaves as a ‘random telegraph’. The quantum Zeno effect does not persist for timescales
greater than the decoherence time τ . (b) Statistical average of multiple Monte Carlo trials repro-
duces the probabilities contained in the unconditional density matrix of the system. This result can
also be interpreted as the state of the multiverse in no-collapse models of quantum mechanics. Red
arrow indicates the time point at which the quantum Zeno effect breaks down–the probability for
the electron not to be in well A is at least equal to the probability to be in well A. The probability
|ψ|2 is normalized so that ∫ |ψ|2dx = 1.
17,18,19,20,23, because in order to produce the unconditional density matrix one has
to average over the results from individual collapses. If the mind action is not fol-
lowed by a collapse, and provided that the mind probing actions and environmental
decoherence do not occur in the same basis (that is the two bases do not have
shared basis vectors), for time t ≥ τ the unconditional density matrix of the brain
will tend to one with maximal von Neumann entropy (in which the probability to
find the brain in any state is 1n ) . The result from a simulation in which the collapse
(Process 3) is omitted is identical with the plot shown in Fig. 4b, and thus provides
all the necessary information needed for one to find the time point at which the
unconditional probability for the system to be in the initial state drops to a value
≤ 12 .
6. Local projections and brain density matrix
The Monte Carlo simulations of the n = 3 level quantum system could be easily
performed on a personal computer. Repeating the algorithm for large n, however,
would need the processing power of a supercomputer and substantial financial and
time investment. It is thus desirable to prove as a theorem that the Monte Carlo
results obtained for n = 3 would hold as well for any n. To achieve this we will
estimate the change of the von Neumann entropy of the unconditional brain density
matrix under local projections.
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Definition 1. The von Neumann entropy of a quantum-mechanical system de-
scribed by a density matrix ρˆ is:
S(ρˆ) = −Tr (ρˆ ln ρˆ) = −
∑
i
λi lnλi (14)
Theorem 2. The von Neumann entropy is invariant under unitary evolution
44,45,46:
S(Uˆ ρˆUˆ†) = S(ρˆ) (15)
Theorem 3. The von Neumann entropy is a concave functional 44,45,46,47,48. If
p1, p2, . . . , pn ≥ 0 and
∑
i pi = 1, then:
S(
∑
i
piρˆi) ≥
∑
i
piS(ρˆi) (16)
We have argued previously that if the mind efforts were to act only locally at
the brain using projection operators, then such action cannot decrease the von Neu-
mann entropy of the brain density matrix 22. Because decoherence increases the von
Neumann entropy over time, it would follow as a corollary that quantum Zeno effect
cannot be achieved via local projections in the presence of environmental decoher-
ence. Our previous argument, however, utilized a two-level approximation and a
pure initial state. Stapp objected that the argument is based on an improper ex-
trapolation of a theorem valid for a two-level system to the much more complicated
n-level system of the real brain 23. Here, we prove a generalization of our previous
theorem, which is valid for any n-level quantum system and any purity of the initial
density matrix ρˆ of that system.
Theorem 4. Local projective measurements upon a quantum system Q using a
freely chosen set of projection operators {Pˆ1, Pˆ2, . . . , Pˆn}, which are mutually or-
thogonal PˆiPˆj = δijPˆj and complete to identity
∑
j Pˆj = Iˆ cannot decrease the von
Neumann entropy of the unconditional density matrix ρˆ of the system Q. Moreover,
the entropy cannot be decreased for any subspace of the density matrix ρˆ.
Proof: Represent the initial density matrix ρˆ0 in the basis in which the projection
operators {Pˆ1, Pˆ2, . . . , Pˆn} are expressed in their simplest form (a single unit on
the diagonal with zeros elsewhere). If ρˆ0 is diagonal in that basis, it will remain
unchanged by the action of the projectors and the entropy will stay the same. In
general, however, ρˆ0 will not be diagonal:
December 16, 2014 1:30 WSPC/INSTRUCTION FILE Georgiev
Quantum Zeno effect in the brain 13
ρˆ0 =

a11 a12 a13 · · · a1n
a∗12 a22 a23 · · · a2n
a∗13 a
∗
23 a33 · · · a3n
...
...
...
. . .
...
a∗1n a
∗
2n a
∗
3n · · · ann
 (17)
The action of the projectors (see Stapp’s Process 1 given by Eq. 3) will be to kill
all off-diagonal entries:
∑
j
Pˆj ρˆ (t) Pˆj = ρˆn =

a11 0 0 · · · 0
0 a22 0 · · · 0
0 0 a33 · · · 0
...
...
...
. . .
...
0 0 0 · · · ann
 (18)
To show that the entropy of ρˆn is larger than the entropy of ρˆ0, we construct a chain
of inequalities. First, note that we can evolve unitarily ρˆ0 in two different ways and
sum the results to kill all off-diagonal entries in the first row and column:
ρˆ1 =

a11 0 0 · · · 0
0 a22 a23 · · · a2n
0 a∗23 a33 · · · a3n
...
...
...
. . .
...
0 a∗2n a
∗
3n · · · ann

=
1
2

−1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
 ρˆ0

−1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
+
1
2
Iˆ ρˆ0Iˆ (19)
Using Theorems 2 and 3, we obtain S(ρˆ1) ≥ S(ρˆ0). Next, we can evolve unitarily
ρˆ1 in two different ways and sum the results to kill its off-diagonal entries in the
second row and column:
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ρˆ2 =

a11 0 0 · · · 0
0 a22 0 · · · 0
0 0 a33 · · · a3n
...
...
...
. . .
...
0 0 a∗3n · · · ann

=
1
2

1 0 0 · · · 0
0 −1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
 ρˆ1

1 0 0 · · · 0
0 −1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
+
1
2
Iˆ ρˆ1Iˆ (20)
Again, using Theorems 2 and 3, we obtain S(ρˆ2) ≥ S(ρˆ1). Repeating the construc-
tion n times gives us the bound
S(ρˆn) ≥ S(ρˆn−1) ≥ . . . ≥ S(ρˆ2) ≥ S(ρˆ1) ≥ S(ρˆ0) (21)
The above construction can be applied as well for every subspace of the density
matrix from which follows that there is no subspace in which the change of the
entropy is negative after projective measurement.
7. Implications for Stapp’s model
Wavefunction collapses (Process 3) produce pure states that are described by con-
ditional density matrices with zero quantum entropy. Conditional density matrices
however cannot assess whether a given quantum Zeno scheme is plausible or not –
for that one needs unconditional probabilities. A classical example nicely illustrates
this point: suppose that one buys a lottery ticket that has a 1 in a million chance
to win the jackpot. It is wrong to claim that buying the lottery ticket is an efficient
or plausible way to become a millionaire based on a conditional reasoning such as
‘if you happen to win the lottery then there is an absolute certainty (probability of
1) that you will become a millionaire’. Instead, the efficiency of buying the lottery
ticket is 1 in a million based on the unconditional probability for the event. Thus,
the main result provided by Theorem 4 concerning the entropy of the unconditional
density matrix of the brain is exactly tailored to assess the plausibility of Stapp’s
quantum Zeno scheme.
The implications of Theorem 4 for Stapp’s model become clearer if we recognize
that the enviromental decoherence is just a form of quantum Zeno effect in a so-
called pointer basis 49,50,51. If the decoherence pointer basis happens to be the one
in which the mind action is intended, then the decoherence alone can achieve the
quantum Zeno effect and the mind action will be irrelevant or redundant. Thus, in
order for mind’s action to be functionally meaningful it needs to achieve something
different that is not already achieved by the brain environment.
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First, suppose that the brain does not possess decoherence-free subspace. Triv-
ially, quantum Zeno effect can be achieved for states located within decoherence-
free subspace because the environmental action for these states is absent. However,
Stapp explicitly states that quantum Zeno effect could work even if the brain co-
herence is destroyed due to environmental interaction, hence regardless the lack of
decoherence-free subspace. This is also evident in Stapp’s own illustrations 20 show-
ing that decoherence reduces the density matrix of the brain to nearly diagonal form
in the position basis. Since the density matrix ρˆ is a Hermitian operator, it always
has a representation basis in which it is diagonal. If only environmental interaction
is considered, for times larger than the decoherence time τ one may identify the
basis in which ρˆ is diagonal with the pointer basis of environmental decoherence.
Second, suppose that the mind intends to keep the probability p(a1, t0) >
1
2 of
a given brain state |a1〉〈a1| as high as possible at a later time t > t0 in the presence
of environmental decoherence. Breakdown of quantum Zeno effect will be signaled
by p(a1, t0)] ≤ 12 because at this point the probability for the brain not to be in the
given state is at least equally, if not more, probable than being in the given state.
We can now show that if the vector |a1〉 does not belong to the pointer basis, the
repeated local projective measurements of the brain by the mind using the projector
|a1〉〈a1| will always have probability p(a1, t) that is lower or equal to the probability
p′(a1, t) for the case in which the mind does not perform any measurement.
Consider an initial brain density matrix that is diagonalized in the pointer basis.
Let the mind perform two projective measurements of the brain at times t1 and t2
using the same projector |a1〉〈a1| (as part of a complete set of projectors) in an
attempt to keep the brain in this state and preserve the probability p(a1, t) >
1
2
for as long period of time as possible. From Eq. 3 it follows that at both times t1
and t2 the density matrix ρˆ will be diagonal in the basis chosen by the mind. From
Theorem 4 follows that S [ρˆ(t2)] ≥ S [ρˆ(t1)] and similar inequalities hold for all
subspaces of ρˆ. Here we remind that the von Neumann entropy is directly related to
the eigenvalues of the density matrix and that the eigenvalues are exhibited on the
main diagonal of the density matrix when the matrix is diagonal. Thus, using the
facts that the matrices are diagonal, the function x lnx is concave in the interval
[0, 1], and p(a1, t0) >
1
2 , we obtain p(a1, t2) ≤ p(a1, t1). Because repeated local
projections instead of increasing the probability of |a1〉〈a1| over the initial p(a1, t0)
can only speed up the probability decay, it follows that the mind efforts can only
lead to extra decay of probability in addition to the decay due to environmental
decoherence. Indeed, if there are no shared basis vectors between the pointer basis
and the basis chosen by the mind for the projective measurements, for t ≥ τ the
entropy of the brain density matrix will tend to the maximal one:
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S(ρˆ)max = S


1
n 0 · · · 0
0 1n · · · 0
...
...
. . .
...
0 0 · · · 1n

 = lnn (22)
If the basis chosen by the mind happens to be mutually unbiased with the decoher-
ence pointer basis (that is the inner product of any two vectors from the two bases
is equal to 1n ), then the decay of the initial probability from p(a1, t0) to
1
n will be
fastest and will occur immediately after the first projective measurement performed
by the mind.
The above result is devastating for Stapp’s model because instead of achieving
quantum Zeno effect, the mind efforts can only speed up the decay of probability
for the brain to be in a given state. In other words, in the presence of environmental
decoherence the best strategy of the mind is to withhold performing any projective
measurements. Because Theorem 4 follows from the standard Hilbert space formal-
ism of quantum mechanics, any amendment done to Stapp’s model will necessarily
result in a new physical theory that is inconsistent with quantum mechanics.
8. Discussion
The linear unitary time evolution of quantum systems given by the Schro¨dinger
equation (Eq. 2) preserves inner products. This implies, however, that quantum
systems prepared in a superposition of states could interact with macroscopic ob-
jects such as cats forcing them into a superposition of mutually exclusive alternatives
such as “dead cat” or “alive cat” 52. To explain the apparent lack of macroscopic su-
perpositions in the surrounding world, two different approaches have been proposed.
The first approach is to counterintuitively accept the linear unitary time evolution
as fundamental, and exclude the collapse postulate from the list of fundamental
quantum mechanical axioms. In such no collapse models of quantum mechanics all
possible outcomes do actually get realized in different universes consistently with
the Born rule, and the sum of all decoherent universes forms a multiverse 53,54,55.
The second approach is to accept the collapse postulate as a description of an objec-
tive physical process and introduce nonunitary time evolution of quantum systems
56,57,58. In this work, we have considered both types of approaches. First, the re-
sults obtained for the unconditional density matrix of the brain could be directly
interpreted as describing the state of the multiverse in no collapse models of quan-
tum mechanics. Second, Monte Carlo simulations of collapse models of quantum
mechanics were performed using the Lu¨ders rule (Eq. 4) that provides an effective
mathematical description of the objective collapse regardless of the exact nature of
the underlying physical process. Both collapse and no collapse approaches are re-
strained by the quantum informational theorem 4 because, if the probabilities for all
collapse outcomes are consistent with the Born rule, one could statistically average
December 16, 2014 1:30 WSPC/INSTRUCTION FILE Georgiev
Quantum Zeno effect in the brain 17
over all possible outcomes obtained from Eq. 4 to get the very same unconditional
density matrix that is predicted by no collapse models.
The mathematical description of the basic postulates entering into Stapp’s model
appears to be similar to previous works on foundations of quantum mechanics 24,25.
However, Stapp surprisingly claimed that his model is robust against environmental
decoherence and that mind efforts could exert quantum Zeno effect upon the brain
for timescales longer than the decoherence time of the brain τ 17,18,19,20,21. Stapp
attributed the putative success of his model to objective collapses (Process 3) result-
ing from the mind probing action. To directly test this claim, we performed Monte
Carlo simulations of quantum Zeno effect in the brain in the presence or absence of
environmental decoherence. The results from the simulations unambiguously show
that if the environmental decoherence happens to be in a basis different from the
one chosen by the mind, the quantum Zeno effect is lost for timescales greater than
the decoherence time τ . Furthermore, the conditional purification of the brain den-
sity matrix due to objective collapses cannot remedy the faulty quantum Zeno effect
attempted by the mind.
Because every attempt to computationally simulate the brain could be objected
on the grounds that it is too simplistic to capture the full complexity of the real
brain, we have shown that the breakdown of quantum Zeno effect is due to fun-
damental property (concavity) of quantum entropy. Namely, repeated projective
measurements cannot decrease the von Neumann entropy S(ρˆ) of the unconditional
density matrix of the measured system but may only increase it. The increase of the
entropy is particularly pronounced in the case when the measured system is subject
to environmental decoherence in a basis different from the one of the performed pro-
jective measurements. If the two bases are mutually unbiased the entropy reaches
the maximum of lnn within a period of time equal to the decoherence time τ . Only
in the special case when both the mind and the environment perform projective
measurements upon the brain in the same basis, one could expect to observe quan-
tum Zeno effect for timescales larger than the decoherence time τ . Such scenario,
however, makes the mind efforts useless from a functional viewpoint, because the
action of the mind becomes redundant with the action of the environment. In ad-
dition, there could be no free will if the mind cannot choose the basis in which
the projective measurement is performed. Since the efficacy of mind efforts to ex-
ert quantum Zeno effect upon the brain depend strongly on the basis in which the
environmental decoherence occurs, Stapp’s model does not appear to be physically
plausible.
Theorem 4 sets an important constraint on the future development of quantum
theories of mind and shows that quantum Zeno effect cannot work if the environ-
mental decoherence affects the whole Hilbert space of the brain. In the presence
of decoherence-free subspace, however, one could use quantum Zeno effect to com-
bat some of the negative effects of decoherence on probability decay using unitary
operations that first ‘hide’ the initial state in the decoherence-free subspace and
at a later time restore the state of interest using inverse unitary operations 59,60.
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The latter admittedly speculative possibility brings us back to the problem of de-
coherence albeit in a mitigated form: one needs to explain not why environmental
decoherence does not affect the whole brain, but why environmental decoherence
does not affect a subspace of the brain. Since such an explanation is likely depen-
dent on the specific architecture of the brain, to find it a tighter interdisciplinary
collaboration and further research crossing the boundaries of quantum physics and
molecular neuroscience would be needed.
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Appendix A. Algorithm for the Monte Carlo simulations
The main steps in the Monte Carlo simulations of Stapp’s model, that could be
used for any n-level system and any multiple-well potential, are:
(1) Express the Hamiltonian Hˆ of the system in a matrix form using the position
basis.
(2) Calculate the (energy) eigenvectors |E〉 and eigenvalues E of the Hamiltonian
Hˆ.
(3) Write the projectors in the position basis PˆJ = |J〉〈J | (trivial) and the projec-
tors in energy basis PˆE = |E〉〈E|.
(4) Between projective measurements evolve the density matrix ρˆ using the
Schro¨dinger equation (Eq. 2).
(5) At times separated by time steps ξ apply the projectors PˆEPˆJ according to
Eq. 3 and discontinuously update the density matrix to one of the pure density
matrices |J〉〈J | using weighted Random Choice function with corresponding
weight pJ (ξ).
(6) Plot the results graphically.
Even though it is straightforward to implement the algorithm to more complex n-
level systems, there will be several drawbacks. First, the visual comprehension of
the plotted results in larger number of dimensions n becomes difficult and the plots
would lose their didactic utility in explaining why objective wavefunction collapses
cannot help Stapp’s quantum Zeno mind-brain model in the presence of environ-
mental decoherence. Second, for large n one needs to numerically approximate the
energy eigenvectors and eigenvalues instead of providing concise analytical expres-
sions as in the case of symmetric 3-level system. The resulting lengthy numerical
formulas will distract the reader rather than highlight the conceptual issues at stake.
Third, any computationally accessible n would inevitably be considered too small
to account for the complexity of the real brain. To avoid that problem, we have
proven a quantum informational theorem that allows us to apply the results from
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the simulations of the symmetric 3-level system to an arbitrary n-level quantum
system.
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