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PREFACE 
Thts book deals with statistical inference of nonlinear 
regression models from two opposite polnts of view, namely the 
case where the functional forra of the model is completely 
specified as a known function of regressors and unknown para-
meters, and the opposite case where the functional forra of the 
model is completely unknown. First it is assumed that the res-
ponse function of the regression model under review belongs to 
a certain well-specified parametric family of functional forms, 
by which estimatión of the model merely amounts to estimation 
of the unknown parameters. For this class of models we review 
the asymptotic properties of the nonlinear least squares 
estimator for independent data as well as for time series. 
In practice assumptions on the functional form are often 
made on the basis of computational convenience rather than on 
the basis of precise a priori knowledge of the empirical 
phenomenon under review. Therefore the linear regression model 
is still the most popular model specification in applled 
research. However, even if the specification of the functional 
form is based on sound theoretical considerations there is 
quite often a large range of functional forms that are theore-
tically admissible, so that there is no guarantee that the 
actually chosen functional forra is true. Functional specifica-
tion of a parametric nonlinear regression model should there-
fore always be verified by conducting model misspecification 
tests. Various model misspecification tests will therefore be 
discussed, in particular consistent tests which have asymptotic 
power 1 against all deviations from the null hypothesis that 
the model is correct. 
The opposite case of parametric regression is nonparame-
tric regression. Nonparametric regression analysis is concerned 
with estimation of a regression model without specifying in 
advancé lts functional form. Thus the only source of Infor-
mation about the functional form of the model is the data set 
itself. In this book we shall review various nonparametric 
regression approaches, with special emphasis on the kernel 
method, under various distributional assumptions. 
This book is divided into three parts. In the first part 
we review the eleraents of abstract probability theory we need 
in part 2. Part 2 is devoted to the asymptotic theory of para-
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4. NONLINEAR PARAMETRIC REGRESSION ANALYSIS 
In this chapter we consider the asymptotic properties, 
i.e. weak and strong consistency and asymptotic normality, of 
the least squares estimators of the parameters of a nonlinear 
regression model. Throughout we assume that the data generating 
process is independent, but we distinguish between the iden-
tically distributed and the nonidentically distributed case. 
Also, we consider the Wald test of nonlinear restrictions on 
the parameters. 
Notable work in this area has been done by Jennrich 
(1969), Malinvaud (1970a,b), White (1980b,1982) and Bierens 
(1981), among others. The present approach is a further 
elaboration of the approach in Bierens (1981, section 3.1). 
4.1 Nonlinear regression models and the nonlinear least 
squares estimator 
Consider an independent data generating process 
{(Yj.Xj)}, j=l,2,.. where Yj e R is the dependent variable and 
Xj e Rk is a vector of regressors. The central problem in 
regression analysis is how to determine the conditional 
expectation functions 
gj(Xj) = E(YJ-|XJ), j=l,2,... (4.1.1) 
We shall call this function gi the response function. Note that 
this response function exists and is a Borel measurable real 
function on Rk, provided 
EJYj | < « (4.1.2) 
(cf. sect ion 3 .1) . Defining 
Uj " YJ " g j < V > J - l . 2 , . . . (4.1.3) 
we get the tautological regression model 
Yj - gj(Xd) + Uj, j - 1 , 2 , . . . (4.1.4) 
where by construction the errors IL sa t i s fy 
1 
E(UJJXJ) - O a.s., j-1,2,... (4.1.5) 
In parametric regression analysis it is assumed that: 
(I) gj does not depend on j: 
gj = g for j-1,2,...; (4.1.6) 
(II) the function g belongs to a parametric family of func-
tions f(.,8) ; 
g(.) e {f(.,<?) : 8 e 9), (4.1.7) 
where 6 is a subset of a Euclidean space, called the parameter 
space, and f(x,#) is known for each x 6 Rk and each f 6 6. 
Quite often one also assumes that the errors Uj are independent 
of Xj and even that the Uj 's are normally distributed. These 
assumptions, however, are not necessary for the asymptotic 
theory of regression analysis and therefore we shall not depend 
on them. 
Condition (I) naturally holds if the data generating pro-
cess is i.i.d. However, if some or all of the components of Xj 
are control variables set by the analyst in a statistical 
experiment, we can no longer assume that the X* ' s are 
identically distributed. In that case the response function may 
depend on the observation index j. 
The condition that the response function belongs to a 
certain parametric family of known functions is crucial to 
parametric regression analysis, but is also disputable. In 
practice we almost never know the exact functional form of a 
regression model. The choice of the parametric family (4.1.7) 
is therefore almost always a matter of convenience rather than 
a matter of precise a priori knowledge. For that reason the 
linear regression model is still the most popular functional 
specification in empirical research, due to its convenience in 
estimating the parameters by ordinary least squares (OLS). So 
why should we bother about nonlinear regression models? 
There are various reasons why nonlinear regression 
analysis makes sense. First, it is possible to test whether a 
given (linear) functional specification is correct (see chapter 
5). If we have to reject the linear specification we are then 
forced to look for a nonlinear specification that is closer to 
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the true response function. Second, sometimes a linear 
regression model is logically inconsistent with the nature of 
the data. If for example the range of Yj is [O,») and the range 
of the components of Xj is (-«,«0, then the linear response 
function may take negative values, whereas E(Yj |Xj ) > 0 a.s. 
(cf. theorem 3.2.1.V). Another example is the case where Yj is 
a binary variable only taking the values 0 and 1. Then E(Yj |Xj) 
is just the conditional probability of the event Yj - 1 
relative to Xj , and must therefore lie in the interval [0,1]. A 
possible specification in this case is a logit-type model: 
Yj - 1/[1 + expC-tfo-VXj)] + uj - f(Xj,0) + Uj, 
with E(Uj |Xj) = 0 a.s. 
where 9 - (90,9X')' e RxRk - 9. Note that in this case Uj can-
not be independent of Xj. 
Third, there are cases where theory is more explicit about the 
functional form of a model. An example is the CES production 
function in economics, introduced by Arrow, Chenery, Minhas and 
Solow (1961). This production function takes the form 
y = {9X xj** + 92 x-2d*)-1/9*, 
where 9X > 0, 92 > 0, 03 > -1, y is the output level of an 
industry, xx is the total labor force employed in this industry 
and x2 is the stock of capital in this industry. Adding an 
error term to the right hand side yields a nonlinear regression 
model. 
Fourth, there are flexible functional specifications that allow 
the functional form to be partly determined by the data. A 
typical example of such a flexible functional specification is 
the Box-Cox (1964) transformation. The Box-Cox transformation 
of a variable v is given by 
r?(v|A) = (v*-l)/A. 
For A = 0 we have ?7(v|0) = ln(v) , and clearly >7(v|l) = v-1. 
This transformation is particularly suitable when the 
regressors are positively valued. Consider for example the case 
Xj e R, P(Xj > 0) = 1 . Specifying the regression model as 
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Yd - B{ + 92 nÓLilOa) + Uj 
yields a model that contains the linear model and the semi-
loglinear model (Yj = 9X + 92 ^n(^j) + Uj) as special cases. By 
estimating the parameters 0X , 92 and 83 and testing the 
hypothesis 83 — 0 against 93 = 1 we actually let the data 
choose between these alternatives. 
From now on we take the parametric family of functional 
forms as given (though not necessarily as true) . Moreover, we 
confine ourselves to functions that are Borel measurable in the 
explanatory variables and the parameters and are continuous in 
the parameters. Furthermore, the parameter space 9 is assumed 
to be a compact Borel set. 
Assumption 4.1.1. Given the data generating process {•(Yj.Xj)}, 
j=l,2,.... in RxRk with E|Yj| < », the conditional expectation 
of Yj relative to Xj equals f(Xj,0o) a.s. for j=l,2,..., where 
f(x,ö) is a known Borel measurable real function on Rkx8 with 9 
a compact Borel set in Rm containing 8Q . For each x e Rk the 
function f(x,0) is continuous on 8. 
We recall that compactness of a set implies that every open 
covering contains a finite subcovering, and that a subset of a 
Euclidean space is compact if and only if it is closed and 
bounded. Cf. Royden (1968). Assuming that the data generating 
process is observable for j-l,2,...,n, the nonlinear least 
squares estimator for 0O is now defined as a measurable 
solution of the following minimisation problem: 
£ S 9 : Q(0) - in£ee9Q(8), (4.1.8) 
where 
01(9) - (l/n)^Ml[Yj - f(Xj,ö)]2. (4.1.9) 
By theorem 1.6.1 such a measurable solution always exists. In 
the sequel of this chapter we shall give further condition for 
strong consistency, i.e. 
9 •* 90 a.s. as n -* « (4.1.10) 
4 
(4.1.11) 
(4.1.12) 
4.2 Consistencj and asymptotic normality: General theory 
4.2.1 Consistency 
The consistency proof contains two main steps. First we 
set forth conditions such that 
A 
0.(0) •* 0.(9) a.s. (in prob.) pseudo-uniformly on 9 (4.2.1) 
where 
A 
0(9) - limn-KnE 0(9) is continuous on 9 (4.2.2) 
and then we set forth conditions such that 
** e 8 : Q(^) = inf^eeQ(ö) •=» ^  = 80 . (4.2.3) 
Thus the latter condition says that 0(9) has a unique infinimum 
on 9 at 60. The conditions (4.2.2) and (4.2.3) guarantee that 
9 -* 90 a.s. [in prob.], 
due to the following fundamental theorem. 
Theorem 4.2.1. Let (Qn(0)) be a sequence of random functions on 
a compact set 9 c Rm such that for a continuous real function 
0(9) on 9, 
0n(9) ~* 0(9) a.s. [in prob.] pseudo-uniformly on 9. 
Let 6U be any random vector in 9 satisfying 
0n(9n) - inföeQQn(ö) 
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or weak consistency: 
A 
plintn-w? - 0O , 
and asymptotic normality, i.e. 
Jn(8 - 90) -* Nm(0,Q) in distr. 
and let 90 be a unique point in 9 such that 
Q(0Q) - infÖ€QQ(0-
Then 9n -> 9Q a.s. [in prob.] 
Proof: We consider first the a.s. case. Let {Q,F,P} be the 
probability space and let N be the null set on which the 
uniform convergence fails to. hold. For a> e ft\N we then have 
0 < Q(0n(w)) - Q(0O) 
<Q(0n(W)) - Q,, (*„<«),») +Qn(0o,w) - Q(0O) 
< 2 sup0ee|Qn(0,w) - Q(0)| - 0 as n - », 
hence 
Q(0n(o>)) -+ Q(0O) as n -+ « and w e Q\N. (4.2.4) 
Now let Ö^(OJ) be any limit point of the sequence (0n(w)) . Since 
this sequence lies in a compact set 0, all its limit points lie 
in 9. Thus, ^(w) € 9. By definition of a limit point there 
exists a subsequence (0n.(w)) such that limj_*D#n.(w) = 0*(w). 
From (4.2.4) and the continuity of Q(#) it follows that also 
lim-jWH^. («)) = CKlimj^n. («)) - Q(**<«)) - Q(*0) 
hence 0*(a>) - 90 by uniqueness. Thus all the limit points of 
•0n (w) are equal to 0O and consequently 
limn^x,ön(w) = 0.o for u> e Q\N. 
By definition, this implies 9n -*• 90 a.s. The convergence in 
probability case follows easily from theorem 2.1.6 and the 
above argument. Q.E.D. 
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4.2.2 Asymptotic normaliCy 
Next we turn to asymptotic normality. We shall put our 
argument in a general framework, in order to use the results 
also for more general cases than considered in the sequel of 
this chapter. 
Theorem 4.2.2. Let the conditions of theorem 4.2.1 be satisfied 
(for the convergence in probability case) and assume in 
addition that: 
(I) 6 is convex and 80 is an interior point of 0; 
(II) {d/86')Qn(0) and (3/89){d/36')Qn(8) are well-defined as 
vector and matrix, respectively, of random functions on 9; 
(III) Jn (8/88')Qn(90) -+Nm[0,A1] in distr. , where AX is a 
positive semi-definite mxm matrix; 
(IV) for ij. ,i2 - 1,2,...,m, 
(a/aöii)(a/a^i2)Qn(ö) - (a/d9ii)(a/a9i2)q(9) inprob. 
pseudo-uniformly on a neighborhood of 80 , where the limit func-
tion involved is continuous in 90 ; 
(V) the matrix A2 = (8/36)(d/86')Q(90) is nonsingular. 
Then 7n(0n - 90) - Nm[0, A ^ A ^ 1 ] . 
Proof: Consider the following Taylor expansion of (8/88t )Qn(9n) 
around 90 : 
(d/38±)%(0n) = 0/3*i)Qn(*o) 
+ [(a/d8')(d/aei)qn(8^i))}'(9T1-80) 
(i = 1,2,..,m) (4.2.5) 
where 9^x) is a mean value satisfying 
K i J - 80\ < \on - 8Q\ a.s. (4.2.6) 
In the nonrandom case the existence of such a mean value is 
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provided by Taylor's theorem. In the random case under review, 
however, we should also ask whether a measurable mean value 
exists. For the moment we shall ignore this problem. At the end 
of the proof we shall return to this issue. 
Note that we have indexed the mean values by i. This 
indicates that these mean values may be different for different 
i's. Cf. Don (1986). 
Now consider the left member of equation (4.2.5). If 0n 
is an interior point of 8 then (d/89i )Qn (0n) - 0, due to the 
well-known first order conditions for a minimum of Qn(0) at 9n. 
These first order conditions may not hold if 0n lies on the 
boundary of 9. However, since 9n -* 90 in prob. and 90 is an 
interior point of 0 the probability that 9n is an interior 
point of 9 will converge to 1, hence 
limr^c0F{ (3/89 i)Qtl(9n) - 0] = 1. (4.2.7) 
Next consider the mxm random matrix 
A2 - [(a/a^xa/s^XkCfli1^)] 
Thenit follows from (4.2.5) and (4.2.7) that 
A 
limn^oP[yn(0n-0o) - -A2Vn(3/dr)Qn(0o)] 
hence 
plimn^oo{M9n-90) + (A21 - Al1)Md/d9')Qn(90) 
+ A-yn(3/a0')Qn(0o)} - 0. (4.2.9) 
If 
A 
plimn^C0(A21 - A21) - 0 ' (4.2.10) 
then it follows from condition (III) and theorems 2.3.3 and 
2.3.5 that 
A 
plimn-+00(A2-1 - k-21)Jn(d/d9')qTl(90) = 0 . (4.2.11) 
Combining (4.2.9) and (4.2.11) we then conclude 
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(4.2.8) 
- 1, 
plimn^{yn(ön-Ö0) + A;yn(a/30')Qn(0o')} = 0. (4.2.12) 
Since condition (III) implies 
-A2Vn(d/30')Qn(0o) - ^ ( . o . A ^ A ^ 1 ) (4.2.13) 
(note that A2 is symmetrie), it follows from (4.2.12) and 
theorem 2.3.5 that 
Jn(0n - 0o) •+ Nm(0,A21A1A21) in distr. 
Thus for proving the theorem it remains to show that (4.2.10) 
holds and that the mean values are indeed properly defined 
random vectors. For proving (4.2.10), observe from (4.2.6) that 
plinin-Ko^ - 80 implies 
plimn^,^1' - 8Q, 1-1,2 m. (4.2.14) 
From (4.2.14), condition (IV) and theorem 2.6.1 it follows now 
that 
A 
plimn_).00A2 = A2 . (4.2.15) 
Finally, since the elements of an inverse matrix are continuous 
functions of the elements of the inverted matrix, provided the 
latter is nonsingular, it follows from (4.2.15), condition (V) 
and theorem 2.1.7 that 
plimn^oA^1 = A 2 X -
which proves (4.2.10). 
We now conclude our proof with the following lemma of 
Jennrich: 
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Lemma 4.2.1. Let f(x,#) be a real-valued function on Rkx9, 
where 9 is a convex compact subset of Rm. For each 9 in 9 let 
f(x,0) be a Borel measurable function on Rk and for each x e Rk 
let f(x,#) be a continuously differentiable function on 0. Let 
8X (x) and 92 (x) be Borel measurable functions from Rk into 9. 
Then there exists a Borel measurable function 0^(x) from Rk 
into 9 such that 
(I) fCx.^Cx)) - f(x,02(x)) - (d/3*)f(x,^(x))(Mx) * M x)>> 
(II) 0*(x) lies on the segment joining 6X (x) and 02(x). 
Proof: Jennrich (1969; lemma 3). 
Thus, it follows from condition (I) and Lemma 4.2.1 that the 
mean values 9^* are measurable and that 
K i } - 'ol =S \0n - 80\ a.s. 
Q.E.D. 
Exercises: 
1. Let Yx ,...,Yn be independent Standard normally distributed 
random variables. Let 
Qn(0) = (l/n^.jYj - B\, 9 - [a,b], -«Xa<0<b<«. 
Let 0n be defined in theorem 4.2.1. Prove 9n -+ 0 a.s. Hint: use 
theorems 2.7.4 and 4.2.1. 
2. Let Yx Yn be i.i.d. random variables satisfying 
P(Yj=l)=P(YJ=-l) =k. 
Let 
Qn(0) = (1/iOS^ (Yj-*)* 
and let 9 be as in exercise 1. 
a) Prove 9n -* 0 a.s. 
b) Prove Jn 9n -* N(0,a2) in distr. 
c) Determine o2 . 
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4.3 Consistency and asymptotic normality of nonlinear least 
s-quares estimators in the i.i.d. case 
4.3.1 Consistency 
We now consider the case where (Y1,X1),...,(Yn,X„),... 
are independent identically distributed random vectors in RxRk , 
and we verify the conditions for consistency and asymptotic 
normality in section 4.2 for the nonlinear least squares 
estimator. Thus, we augment assumption 4.1.1 with: 
Assumption 4.3.1. The random vectors (Y^,Xj), j=l,2,...,n,... 
are independent random drawings from a k+1-variate dis-
tribution. Moreover, E Yj2 < «. 
For proving strong consistency we use theorem 2.7.5 in order to 
show (4.2.1). First, 
Assumption 4.3.2. Let E sup^ggf (Xx , d)z < °°. 
Then 
E sup^efYi - f(X1;0)]2 < 2E Yx2 + 2 E supö€ef (Xx , 6)2 < », 
(4.3.1) 
hence by theorem 2.7.5 
A 
supöee|Q(^) - Q(*)| - 0 a.s., (4.3.2) 
where 
Q(tf) - E[Yj - f(X1,ö)]2 (4.3.3) 
From assumption 4.1.1 it follows that 
Yx =f(X1,^0) + Ua, with E(U1|X1) = 0 a.s., (4.3.4) 
hence 
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Q(tf) = EU^ + 2E V1[f(X1,80) - f<Xlf*)] 
+ E[f(Xlt0o) - f(X1(*)]2 = E V + E{f(Xlf*0) - fCXi.ö)]2. 
(4.3.5) 
Note that E Yx2 < » implies E ü^2 < «>. Since f(x,0) is continu-
ous in 8 for each x e Rk (cf. assumption 4.1.1), Q is continu-
ous on 9. Now assume: 
Assumption 6.3.3. Q(0) takes a unique global minimum on 9 at 
8 - 80 , 
Referring to theorem 4.2.1 we then conclude: 
Theorem 4.3.1. Under assumptions 4.1.1 and 4.3.1-4.3.3., 
8 -+ 80 a.s. 
4.3.2 Asymptotic normality 
Next, we set forth the conditions for asymptotic nor-
mality by specializing the conditions of theorem 4.2.2. First, 
AssumpCion 4.3.4. Let 9 be convex, let 80 be an interior point 
of 9 and let f(x,0) be twice continuously differentiable in 8 
for each x e Rk . 
Then the conditions (I) and (II) of theoreij 4.2.2 hold. Now 
consider the first and second derivatives of Q(0): 
(d/88')Q(8) - (-2)(l/n)2°=1[Yj - f(Xj ,8)](8/88')f(Xi ,8), 
(4.3.6) 
A 
(8/38)(888')Q(d) 
= (-2)(l/n)Hnd = 1[Yi-f(Xó,8)](d/d8)(a/3d')f(Xi ,8) 
+ 2(l/n) s;?=1[ (3/30')f(Xj,0)][ (3/30) f (Xj,*)] (4.3.7) 
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Assumptioh 4.3.5. Let for i , i 1 , i 2 = 1,2 m, 
E S U P 0 G Q [ ( 3 / a ^ ) f Q q . 0 ) ] 2 < «°; 
E s u P f i e Q [ a / a ö i i ) ( 3 / a ö i 2 ) f ( x 1 , ö ) ] 2 < ». 
Then by Cauchy-Schwarz inequality, 
E suPöeQ|[(a/a^ii)f(x1>ö)3[(a/aöi2)f(x1,ö)]| 
< {E suPöeQ[(a/a^ii)f(x1)ö)]2}il 
X { E supöeQ[(a/aöi2)f(x1,ö)]2}i'2 < » e o . s ) 
and 
EsupjgeliYi - f(x1^)](3/aöii)(a/a^i2)f(x11ö)| 
< {E supö€0[Y1-f(X1,^)]2}^ 
X(E s u P # e Q [ ( a / d 9 L i ) ( a / a s i 2 ) f ( x 1 , $ ) ] 2 ) h < . ( 4 . 3 . 9 ) 
where the last inequality follows partly from (4.3.1). Using 
theorem 2.7.5 we now conclude from (4.3.8) and (4.3.9) that for 
i-i , i2=l>2, . . . ,m. 
A 
supjeej(a/a^ii)(a/a^iz)Q(#) 
A 
- E(5/aöi )(a/3ffi )Q(0)| -* 0 a.s. (4.3.10) 
which proves condition (IV) of theorem 4.2.2. Now consider the 
matrix A2: 
A 
A 2 = (a/a*)(a/ar )Q(Ö 0) - E(a/a^)(a/ar >Q(* 0) 
- -2 E[YJ. - f(x11ö0)'](a/a^)(3/aö')f(x1)ö0) 
+ 2 E[(a/aö')f(x1,ö0)][(a/aö)f(x1,ö0)] (4.3.H) 
Since E ^ - f(X1,ö0)|X1] = E(UX|XX) = 0 a.s., the first term 
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vanishes. Thus: 
A2 = 2üz , (4.3.12) 
where 
n2 - E[(d/d8')£<;x1,80)][(d/de)f(x1,e0)]. (4.3.13) 
Assumption 4.3.6. Let Q2 be nonsingular. 
Then condition (V) of theorem 4.3.2 is satisfied. So it remains 
to show that condition (III) of theorem 4.2.2 holds. Observe 
from (4.3.4) and (4.3.6) that 
A 
(d/dd')Q(e0) = -2(1/^2^,^ (3/as')f(xj)f) 
- - 2 ( 1 / ^ 2 ^ ^ , (4.3.14) 
say, where (Z^), j—l,2,.., is a sequence of i.i.d. random 
vectors in Rk with 
E Zj - E V1(d/d6')f(X1J0) - E{E(U1\x1)(d/d6')f(X1J0)) - 0 
(4.3.15) 
(for E^jjjq) - 0 a.s.). Moreover, 
E ZjZi' = E ü12{(a/atf')f(x1>tf0)H(a/a*)f(x1 ,«„•)} - nx 
(4.3.16) 
say. If 
Assumption 4.3.7. For ix,i2=l,2,... ,m, 
E s u p ^ ^ - f(x1>ö)]2|(a/a^ii)f(x1,ö)||(a/aöi2)f(x1)o| < «, 
then the elements of the matrix Qx are finite, hence we may 
apply theorem 2.4.1 to arbitrary linear combinations £'Z^ 
(.£ € Rm) : 
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(l/yn)S»
 = 1£'Zj - BKO-.É'QiO in distr. (4.3.17) 
From theorem 2.3.7 we then conclude: 
(l/yn)2^
-1Zj •+ Nm[0,Q1] in distr. (4.3.18) 
Thus 
A 
Jn(3/d8')Q(90) - ^(0,40!) in distr. 
This proves condition (III) of theorem 4.2.2 with Ax = 4 ^ . 
Summarizing, we have shown: 
Theorem 4.3.2. Under the conditions of theorem 4.3.1 and the 
additional assumptions 4.3.4-4.3.7 we have: 
Jn(9 - eQ) ->• ^[O.Q^1^!^1] i n distr., 
where Qx and Qz are defined by (4.3.16) and (4.3.13), respec-
tively. 
Cf. White (1980b). Quite often it is assumed that Uj is 
independent of Xj or that 
Assumption 4.3.8. EiV^ \XX) = E Ux2 = az a.s. 
Then üx = cr2£lz> ant* ntoreover assumption 4.3.7 follows then from 
assumption 4.3.5 and the condition E Yxz < =°. Thus: 
Theorem 4.3.3. Under the conditions of theorem 4.3.2 with, 
assumption 4.3.7 replaced by assumption 4.3.8, we have: 
Jn{6 - 9Q) •* NnJO.CT2^1] in distr. 
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4.3.3 Consistent estimation of the asymptotic variance matrix 
Finally, we turn to the problem how to consistently 
estimate the asymptotic variance matrices in theorems 4.3.2 and 
4.3.3. Let 
A 
Q1(0) - (l/n)S^=1[Yj - fai,S)]2[(d/de')£(Xi,e)}[(d/dO)£(Xó,8)] 
(4.3.19) 
0,(0) - (l/n)S^=1[(3/aö')f(Xj,ö)][a/3Ö)f(Xj)ö)3 (4.3.20) 
Qx = Qx(h, 02 - 02 (ff), o2 = Q(0) (4.3.21) 
We have shown that under the conditions of theorem 4.3.2: 
A A 
nx(0) -+ E Q1(8) a.s. uniformly on 9, (4.3.22) 
A A 
üz(8) •+ E ttz(8) a.s. uniformly on 9, (4.3.23) 
A A 
Q(0) -*• E Q(0) a.s. uniformly on 9 (4.3.24) 
and 
A A A 
Qj. - E Q1(80), Q2 - E üz(80), a2 - E Ux2 = E Q(0O). 
From theorems 2.6.1 and 4.3.1 it therefore follows: 
Hx -* Qx a.s. ; Q2 -* Qz a.s. , a2 -* o2 a.s. , (4.3.25) 
hence, using theorem 2.1.7, we have: 
Theorem 4.3.4. Under the conditions of theorem 4.3.2, 
A A A 
and under the conditions of theorem 4.3.3 we have: 
A A 
a
2Üo-* a20, a.s. 
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Exercises: 
1. Ver i fy the cor tdi t ions for s t rong cons i s t ency and asymptot ic 
A 
normality o.f '9 for the Standard linear regression model 
Yj = d0 'Xj + Uj , where Uj and Xj are mutually independent. 
2. Suppose that f(x,0) is incorrectly specified as 0'x, with 
8 e 9 c Rk , x e Rk . Set forth conditions such that 9 •* 9Q a.s. 
and 
MO -* SQ) •* Nk[0,(E X1X1')-1(E(Y1-^X1)X1X1')(E X ^ ' ) " 1 
in distr., where 6Q = (E X1X1')"1E XxYj_ . Cf. White (1980a) 
4.4 Consistency and asymptotic normality of the noniinear 
least squares estimator vinder data heterogeneity 
4.4.1 Data heterogeneity 
In medicine, biology, psychology and physics the source 
of the data set {(Yj,Xj)}, j=l,..,n, is quite often a statis-
tical experiment, where Yj is the outcome of the experiment and 
Xj is a vector of control variables set by the analist. In this 
case the vector Xj is in f act nonrandom. However, nonrandom 
variables or vectors may be considered as random variables or 
vectors, respectively, taking a value with probability 1. Thus, 
if (Xj) , j-1,2,.. is a sequence of control vectors then we 
define: 
Xj - Xj a.s. 
The distribution function of Xj is then 
where I(.) is the indicator function and X^j and x(^) are the 
-g-th components of Xj and x, respectively. Moreover, suppose 
E ^  - g(Xj), Uj - Yj - g(Xj). 
Then 
Yj = g(Xj) + IJj a . s . , 
where E Uj = 0 and Uj i s independent of Xj . The j o i n t d i s t r i b u -
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tion function Fj (y,x) of (Y^  ,Xj ) is now: 
Fj(y,x) - P[Uj < y-g(xj)]Hj(x). 
These kind of data-generating processes will be called hetero-
geneous. Data heterogeneity also occurs when the sample is 
stratified. For example, let Y^  be the expenditures of house-
hold j on a certain commodity and let Xj be the disposable 
income of household j . We wish to estimate the Engel curve 
E(Yj|Xj) (cf. Cramer (1969)) on the basis of a stratified 
sample of size n with q strata of different sizes nA 
(•i—l q, n=n1+..+n ), corresponding to q income classes. 
Then the distribution of (Yj .X, ) depends on the stratum to 
which j belongs. See further White (1980b). 
In order to cover data heterogeneity as well, we now aug-
ment assumption 4.1.1 with: 
Assumption 4.4.1. The random vectors (Yj,Xj)," j—l,2,...,n,... 
are independent with joint distribution functions Fj(y,x), 
j-1,2,...,n,..., respectively. Moreover, denoting 
F<n)(y,x) = (l/iO^EjCy.x), 
one of the following alternative conditions hold: 
(a) j<n> -»• F properly, setwise, 
(b) F(n) -* F properly, pointwise, and f(x,ö) is continuous 
in both of its arguments. 
The distinction between the alternatives (a) and (b) is due to 
the distinction between the conditions of theorems 2.7.1 
through 2.7.4, i.e., under assumption 4.4.1 (a) we shall apply 
theorems 2.7.3 and 2.7.4 and under assumption 4.4.1 (b) we 
shall apply theorems 2.7.1 and 2.7.2. 
4.4.2 Strong and weak consistency 
Now let us modify the assumptions of section 4.3 to the 
case under review. Depending on whether we wish to prove weak 
consistency, i.e. 
A 
plimn-KX)0 = 6Q , 
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or strong consistency, i.e. 
9 •* e0 a.s. 
we assume either 
Assumption 4.4.2.(I). Let for some S > 0, 
suPn(l/n)S;?=1E sup^eelYj - f(Xó,9)\2+S < -, 
or 
Assumption 4.4.2.(II). Let for some 5 > 0, 
supn(l/n)^ = 1E sup^elYj - faó,8)\^+6 < «. 
Denoting 
Q(0) - f[7 - f(x,0)]2dF(y,x) (4.4.1) 
it follows from assumptions 4.1.1, 4.4.1 and 4.4.2(1) and 
theorems 2.7.2 and 2.7.4 that 
plimn_>cosupöee|Q(ö) - Q(0)| - 0 , (4.4.2) 
whereas from assumptions 4.1.1., 4.4.1, 4.4.2.II and theorems 
2.7.1 and 2.7.3 it follows: 
A 
SU P0 GQ|Q(0) - Q(0)| ^ 0 a.s. (4.4.3) 
Moreover, in both cases the limit function Q(ö) is continuous. 
Furthermore, it follows from theorems 2.5.1 and 2.5.4, 
A 
Q(0) - limn^oE Q(0) 
= liiB n ^ d / n ) ^ . ^ ^ + f(Xj,ö0) - f(XJ,ö)]2 
= l i m ^ d / n ^ ^ E U ^ 2 + limn-»a)(l/n)S° = 1E[f(Xj,ö0)-f(Xj^)]2 
(4.4.4) 
hence 
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Q<*0) = inf^e0Q(ö). (4.4.5) 
Thus, if 
Assumption 4.4.3. Q(0) takes a unique minimum on 9, 
then by theorem 4.2.1: 
Theorem 4.4.2. 
(I) Under assumptions 4.1.1, 4,4.1, 4.4.2(1) and 4.4.3, 
plimn-K^ - 9a. 
(II) Under assumptions 4.1.1, 4.4.1, 4.4.2(11) and 4.4.3, 
9 -* e0 a.s. 
4 ,4. 3 Asjmpto tic norma.1 i ty 
Next we shall modify the assumptions 4.3.4-4.3.8 such • 
that we may replace the ref erence to theorem 2.7.5 by 
references to theorems 2.7.2 and 2.7.4, and the reference to 
theorem 2.4.1 by a reference to theorem 2.4.3. 
Assumption 4.4.4. Let assumption 4.3.4 hold. If part (b) of 
assumption 4.4.1 hold then the- first and second partial 
derivatives of f(x,0) to 9 are continuous in both arguments. 
Assumption 4.4.5. Let for some S > 0 and i,ix,i2 - l,2,..,m, 
supn(l/n)2° = 1E suPö€e|(a/5^)f(Xj,ö)|2+5 < .; 
supn(l/n)S^ = 1E sup069| (3/30^ )(3/30l2)f(Xd, 0)| 2+« < ». 
Assumption 4.4.6. The matrix 
n2 - /[O/30')f(x,0o)][(3/30)f(x,0o)]dF(y,x) 
is nonsingular. 
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Assumption 4.4.7. Let for some 5 > 0 and ix , i2=l, 2 , . . . ,m, 
supn(l/n)S^=1E supöeQ|Y: -f (Xj -f (Xj , B) \ 2+* | (3/30^ )f (Xj , 6) \1+S 
x\(a/de±2)f(xi,o')\1+8 < ». 
Assumption 4.4.8. For j-1,2,3 E(Uj2|Xj) - E Uj 2 = a2 a.s. 
Moreover, let 
Üx = /[y-f(x,ö0)]2[(3/a^)f(x^0))][(a/aö)f(x^0)]dF(y,x). 
Then similarly to theorems 4.3.2, 4.3.3 and 4.3.4 we have: 
Theorem 4.4.2. Let the conditions of theorem 4.4.1 (part I) be 
satisfied. 
(I) Under the additional conditions 4.4.4-4.4.7 we have: 
Jn{B - 8Q) -» Nm [O.Q^O^ 1 ] i n cListr., 
A A A 
( I I ) Under the a d d i t i o n a l c o n d i t i o n s 4 . 4 . 4 - 4 . 4 . 6 , 4 . 4 . 8 we have: 
Jn{9 - 80) -* Nm[0,a2Q21] i n d i s t r . and 
A 
p 1 imn^ooCT2nj1 - o2ü~2l . 
4.5 TesCing parameter restrictions: The Wald test 
Estimation of a regression model is usually not the final 
stage of regression analysis. What we actually want to know is 
the properties of the true model rather than of the estimated 
model. Given the truth of the functional form, we thus wa.nt to 
make inferénce about the true parameter vector B0 . Various 
restrictions on ff0 may correspond to various theories about the 
phenomenon under review. In particular the theory of interest 
may correspond to a set of q (non)linear restrictions in 80 , 
i.e. , 
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H o : J 7 i ( 0 o ) = O fori-1,2 q s n O-5.1) 
Throughout we assume that the functions ri± are continuously 
differentiable in a neighborhood of 80 and that the qxm matrix 
r - [(d/d&i2)r,±i(e0)) (4.5.2) 
has rank q. We now derive the limiting distribution of 
(r}1(h,...,vq(h)' 
under H0, given that 
M& - e) -* Nm[o,n], (4.5.3) 
where Q is nonsingular, and that ü is a consistent estimator 
of «: 
A 
plimn-^n = Q. (4.5.4) 
Observe from the mean value theorem that 
Mrj.ih-riiCOo)) - [(d/dd)ni(8U))]Jn(S-e0) (^ .5.5) 
A 
where #tlJ satisfies 
|*(1) - 90\ < \0 - 80\ a.s. (4.5.6) 
Since (4.5.3) implies 
plimn-<J(i) - 8Q , 
it follows from theorem 2.6.1 that 
plimn-HaCa/a^M^1') = (d/d6)r,t(9Q) (*-.5.7) 
and consequently by (4.5.3) and theorems 2.3.3 and 2.3.5, 
plimn->oo[(3/aö)J7i(ö(l))-(Ö/aö)r?i(ö0)]yn(ö-Ö0) - 0 (4.5.8) 
Combining (4.5.5) and (4.5.8) it follows 
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Vlimn-,co{Jn(vi(e)-T)i(d0))-(d/dd)vi(d0)Jn(S-e0)} = 0 (4.5.9) 
and consequently 
p l i m n ^ v V ^ ) - r7n(0-0o)} = 0, (4.5.10) 
where 
n = (r1l{eQ),...,r]i(6a))' (4.5.11) 
Since (4.5.3) implies that 
TjnCe - 6Q) -> Nq(0,rflr') in dist., 
it follows now from (4.5.10), 
,/n(f? - 77) - Nq[0,mr'] in distr. (4.5.12) 
Note that TÜT' has rank q and is therefore nonsingular. Now let 
r - {(d/dei2)Vii(h] - ( 4 . 5 . 13 ) 
A 
Then plimn_>coö = 90 impl ies 
A 
plimn-^,r = r (4.5.14) 
and thus 
A A A 
plimn-^r tl I" - TÜT' . (4.5.15) 
Using theorem 2.3.5 we conclude from (4.5.12) and (4.5.15) that 
A A A 
(r Q r')-hJn(r)-r]) - N (0,1) in distr. (4.5.16) 
and consequently by theorem 2.3.4, 
A A A A
 A 
n(ti-i))'(rfir')":(i|-ij) - ^ in distr. (4.5.17) 
The Wald statistic for testing H0 : r\ = 0 is now 
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wn - n^'(r Q vy1^,. 
Clearly, 
Wn -* xi in d i s t r . i f H0 i s t rue . 
If H.0 i s f a l se , i . e . , r\ * O, then 
piimn^00wn/n = ^'(rnr'r1*? > o, 
hence 
plimn-woWn - ». 
Remark. A drawback of the Wald test is that changing the form 
of the nonlinear restrictions rii(80) - 0 to a form which is 
algebraically equivalent under the null hypothesis will change 
the Wald statistic Wn. Recently, Gregory and Veall (1985) have 
shown on the basis of Monte Carlo experiments that differences 
in functional form of the restrictions are likely to be 
important in small samples. 
Note that the result in this section is in fact a 
straightforward corollary of the following general theorem. 
Theorem 4.5.1. Let (8n) be a sequence of random vectors in Rk 
satisfying rn(#n - 80) -> Nk(0,Q), where (rn) is a sequence of 
real numbers converging to infinity and 90 € Rk is nonrandom. 
Let r)1 (9) , . . . ,rjm (8) be Borel measurable real functions on 
such that for j—l,...,ra, Vj(8) is continuously differentiable 
in 90 . Let r)(9) = (r/x (9) , . . . , rjm (9))' and let V be the qxm 
matrix 
T - [(8/39^)^^(9,)} 
Then rn [r)(8n) - f7(0o)] >• Nm [0,mr'] in distr. (N.B. m may be 
larger than k) 
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