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Abstract 
We investigate the limiting behaviour of the independence ratio of increasing Cartesian powers of 
a graph. 
1. Introduction 
For a graph G, a(G) denotes the independence number of G, i(G) the independence 
ratio of G (i.e. i(G)= a(G)/1 V(G)I), and x(G) the chromatic number of G. For graphs 
G and H the Cartesian product -G x H is defined as follows: the vertex set is 
V(G) x V(H), and two vertices (g, h) and (g’, h’) are adjacent in G x H just if either g =g’ 
and M’EE(H) of h=h’ and gg’EE(G). We use Gk to denote the Cartesian product of 
k copies of G. Thus we are interested in I(G) = limk+ m i(G”). We shall observe that the 
limit always exists, and lies between l/x(G) and i(G). We also illustrate several 
situations in which the limit can be evaluated. In all our illustrations in this paper the 
limit is actually equal to either the upper or the lower bound. More recently, some 
graphs with an intermediate value of the limit have been found, [3,6]; however, it is 
possible that the limit is always a rational number. 
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A homomorphism of G to H is a mapping f: V(G)+ V(H) such that gg’EE(G) 
impliesf(g)f(g’)EE(H). We write G-+H to signify that there is a homomorphism of 
G to H. The relevance of homomorphisms to independence ratios is illustrated in the 
following result of Albertson and Collins [l]. 
Theorem 1.1. ZfH is vertex transitive and G-H, then i(G)ai(H). 
(The theorem of Albertson and Collins is actually more general, dealing with 
chromatic difference sequences, cf. below; a further generalization is given in [2].) Our 
investigation is motivated by the paper of Albertson and Collins. In particular, they 
illustrated the use of Theorem 1.1 by showing that for the Petersen graph P there is no 
homomorphism of Pk+l to Pk (for any positive integer k). Indeed, they calculated that 
i(Pk)=(10k+2)/(3 x 10k), hence i(Pk+l)<i(Pk); since the Petersen graph and all its 
powers are vertex transitive, Theorem 1.1 yields the desired conclusion. Note that this 
calculation also shows that I(G) = lim,, ,i(P”) = l/x(P) = l/3. 
In [S], it is shown that, more generally, Z(G)= l/x(G) for graphs with chromatic 
difference sequence (r + 1, r, . . ., r). We say that (rl, r2, . . ., r,) is the chromatic difference 
sequence of a graph G if the largest i-colourable subgraph of G has rl + r2 + ... + ri 
vertices. It is easy to see that the Petersen graph P has the chromatic difference 
sequence (4,3,3). Chromatic difference sequences have been studied in [l] and 
elsewhere, and much of what we do here for independence ratios can be done for such 
sequences, cf. [S]. 
2. The existence of the limit 
By the pigeon-hole principle, we find the following proposition 
Proposition 2.1. a(GxH)bmin(IV(G)la(H),IV(H)lcc(G)). 
Corollary 2.2. i(G)~i(G~)2i(~~)~...~i(Gk)~i(Gk+l)... 
As a decreasing sequence of nonnegative numbers, i(Gk) has a limit. In fact, we can 
say more about the lower bound of the limit. 
Proposition 2.3. For each positive integer k, i( l/x(G). 
Proof. We first observe that for any graph H 
i(H)-x(H)> 1. 
This is just the standard observation that since each colour class in a X(H)-colouring 
of H is an independent set, 1 V(H)1 <e(H)- x(H). The second fact we observe is that if 
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both x(G) = c and X(H) = c then x(G x H) = c. Indeed, any c-colouringsfof G andf’ of 
H, which use the colours 0, 1, . . . . c - 1, can be combined to a c-colouring of G x H by 
colouring the vertex (g, h) with f(g) +f’(h) (mod c). It follows by induction on k that 
and Proposition 2.3 follows. 0 
Corollary 2.4. l/x(G) d Z(G) d i(G). 
We note that both the upper bound and the lower bound can be achieved. Indeed, 
as cited above, there is a class of graphs, typified by the Petersen graph, which achieve 
the lower bound. On the other hand, it was proved in [S] that for circulant graphs 
(Cayley graphs of cylic groups) I(G)=i(G). This was later generalized by Zhou to 
Cayley graphs of all abelian groups; we give here a new simple proof of this fact, 
Corollary 3.8. 
3. Independent set covers and horn-regular graphs 
For graphs G and H, an independent set cover of G with respect to H is a family 
{Sh)he”Vl, such that each S,, is a maximum independent set in G, and S,, nS,,, = 0 for 
any edge hh’EE(H). An independent set cover of G is just an independent set cover of 
G with respect to itself. 
Proposition 3.1. cc(G x H)= 1 V(H)la(G) if and only if G has an independent set cover 
with respect to H. 
Proof. If G has an independent set cover { Sh}heV(H) with respect to H, then the union 
of the sets Sh x {h} is an independent set of G x H of cardinality 1 V(H)1 a(G). Hence 
rx(G x H)=l V(H)lcr(G) by Proposition 2.1. Conversely, if a(G x H)=l V(H)lc((G), then 
take a maximum independent set S of G x H. Let Sh = {g: (g, h)ES}. By the pigeon-hole 
principle, it is easy to see that each Sh is a maximum independent set of G. It easily 
follows that together they form an independent set cover of G with respect to H. 0 
We now focus on a particular class of graphs. We say that G is horn-regular if 
G2-+G. The importance of these graphs is underscored by the following fact. 
Proposition 3.2. Zf G is horn-regular then I(G) = i(G) if and only if i(G’) = i(G). 
Proof. If Z(G)=i(G), then clearly i(G2)=i(G). Assume that i(G2)=i(G). Since G is 
horn-regular, we have Gk+G by induction. Letf be a homomorphism of Gk to G, and 
let {Ss}ssV~c~ be an independent set cover of G. (Such a cover exists by Proposition 3.1 
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and the fact that i(G2)= i(G).) It is easy now to see that {S s(U) ueV(Gk) is an independent } 
set cover of G with respect to Gk. Thus i(Gk)=i(G) for every k. 0 
A graph G is a core if each homomorphism G-+G is an automorphism of G, i.e., is 
a bijection. For horn-regular cores, we show that Z(G)=i(G). It will follow from [3] 
that this means that horn-regular graphs have I(G) equal to the i(H) of some subgraph 
H of G. First we introduce the concept of Aut(G), the automorphism graph of G: The 
vertices of Aut(G) are automorphisms of G, and ff’ is an edge of Aut(G) just if 
f(g)f’(g)EE(G) for each vertex g of G. 
Proposition 3.3. A core G is horn-regular if and only ifG-+Aut(G). 
Proof. If f: G+Aut(G) is a homomorphism then we can define a homomorphism 
f’:G2+G byf’(g,g’)=(f(g))(g’). On the other hand, iff:G2+G is a homomorphism, 
then each restriction f, off to (g} x G is an isomorphism of {g} x G to G (since G is 
a core). In other words, if we identify {g} x G with G by equating (g, g’) with g’ thenf, is 
an automorphism of G. Moreover, if gg’EE(G) then for each XEV(G), 
(g,x)(g’,x)EE(G2), and therefore f(g,x)f(g’,x)=f,(x)f,,(x)EE(G). Thus g-f, is 
a homomorphism G-Aut(G). 0 
Proposition 3.4. If G-+Aut(G) then G has an independent set cover. 
Proof. Letf:G+Aut(G) be a homomorphism, and S a maximum independent set of 
G. It is easy to see that the family {(f(g))(S)},,,,,, is an independent set cover of 
G. 0 
Corollary 3.5. A horn-regular core G has Z(G) = i(G). 
Proof. A horn-regular core G has G+Aut(G) by Proposition 3.3 and an independent 
set cover by Proposition 3.4. Now Proposition 3.1 implies that i(G2)=i(G), and 
Proposition 3.2 that I(G)=i(G). 0 
It is easy to see that a Cayley graph G of a commutative group has G-+Aut(G) 
(using left multiplications). Thus if G is also a core, I(G) = i(G). We will see below that 
the condition of being a core is not necessary. It is interesting to note that hom- 
regular cores have a more standard kind of regularity. 
Proposition 3.6. Any horn-regular core is vertex transitive. 
Proof. Letf: G2-+G be a homomorphism. Let g’ be a fixed vertex of G and let H be the 
subgraph G x (g’) of G2. Since G is a core and H is isomorphic to G, the restriction of 
fto H is an isomorphism of H onto G. Therefore, the automorphismsf,: {g} x G-G 
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from Proposition 3.3 map the vertices (g, g’), gE V(G), to all vertices of G, i.e., the orbit 
of g’ under the automorphism group of G is the entire V(G). q 
Let V(G) be a commutative group, with the operation written as +. A strong 
independent set cover of H with respect to G (or just ‘of G’ if G = H) is an independent 
set cover (Ss}stV(GJ of H with respect to G, such that gg’EE(G) implies Sg+XnSgz+X=@ 
for each XE V(G). 
Proposition 3.7. If G has a strong independent set cover, then each Gk has a strong 
independent set cover with respect to G. 
Proof. By induction on k. If {SS}SEV(G,, is a strong independent set cover of Gk with 
respect to G, we define {S;},,,,,, as follows: 
S;= U.X,“(G)(Sq+x 1x1). 
We claim that {S;fsEVCGJ is a strong independent set cover of Gk+’ with respect to G. 
To see that each S; is an independent set of Gk+ ‘, note that xx’&(G) implies that 
S g+X=SX+g and Sg+X,=SX,+g are disjoint. By Proposition 2.1, each is in fact a max- 
imum independent set of Gk+ ‘. It remains to verify that for gg’&(G), S$+,nS$~+, =8 
for each vertex y of G. Otherwise, there would exist vertices x and y of G such that 
S g+Y+X intersects Sg,+Y+X. However, this contradicts the definition of a strong inde- 
pendent set cover. 0 
Corollary 3.8. If G has a strong independent set cover then Z(G)=i(G). In particular, 
Z(G) = i(G) for Cayley graphs of commutative groups. 
4. An example 
Here we describe a graph (see Fig. 1) for which i(G) = i(G’)> i(G3), showing that the 
assumption, that G be horn-regular is necessary in Proposition 3.2. 
We first define the independence graph Ind(H) of a graph H as follows: The vertices 
of Ind(H) are the maximum independent sets of H, and the edges of Ind(H) are 
disjoint pairs of maximum independent sets of H. Thus an independent set cover of 
H with respect to G may be viewed as a homomorphism G-+Ind(H). 
Let G be the graph in Fig. 1, and let Ck be the set of all homomorphisms 
G+Ind(Gk). Now Proposition 3.1 implies that ck#@ if and only if i(Gk+‘)=i(Gk). 
Lemma 4.1. Each element of C, is an injection. 
Proof. Let {Sr, . . ., S,} be an independent set cover of G. Then Sr, S3, S4 are disjoint 
sets. Hence SlnS7 #8, and similarly S2nS7 #@. Since St and S2 are disjoint, S7 #St 
218 P. Hell. X. Yu. H. Zhou 
Fig. 1. G. 
16 23 
27 46 
36 17 
Fig. 2. Ind(G). 
and S, # Sz. Continuing in this manner it can be shown that all Si are distinct (see 
Fig. 2). 0 
Lemma 4.2. Cl consists of all isomorphisms of G to subgraphs of Ind(G)-36. 
Proof. By Lemma 4.1, C1 consists of isomorphisms of G onto seven-vertex subgraphs 
of Ind(G). Now Ind(G) has exactly eight selections of seven vertices. Note that each of 
Ind(G)- 17, Ind(G)-45 and Ind(G)-27 has a vertex of degree two, hence G cannot 
be isomorphic to a subgraph of any of these. Also note that each of Ind(G)- 16, 
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Table 1 
f(7)=35 
f(7)= 17 
f(7)=45 
f(7)=46 
f(7) = 21 
f(7)=23 
f(7)= 16 
f (3) = 27 
f(4)=16 
f(l)=45 
f(3)=23 
f(4)=45 
f(l)=16 
f(3)=23 
f(4)= 17 
f(l)=46 
f(3)=17 
f(4)=23 
f(l)=45 
f(3)=46 
f(4)=35 
f(l)=17 
f(3)= 17 
f(4)=46 
f(l)=35 
f(3)=45 
f(4)=23 
f(l)= 17 
f(6)=46 
f(5)= 17 
f(2)=23 
f(6)=46 
f(5)=35 
f (2) = 27 
f(6)= 16 
f(5)=27 
f (2) = 35 
f (6) = 27 
f(5)=35 
f(2)= 16 
f(6)=45 
f(s)=16 
f(2) = 23 
f(6)=45 
f(5)= 16 
f(2)=27 
f (6) = 21 
f(5)=35 
f(2)=46 
f(3)=46 
Or f(4)=17 
f(l)=23 
f(3)=46 
Or f(4)=35 
f(l)=27 
f(3)=16 
Or f (4) = 21 
f(l)=35 
f(3)=27 
Or f(4)=35 
f(l)=16 
f(3)=45 
Or f(4)= 16 
f(l)=23 
f(3)=45 
Or f(4)= 16 
f(l)=27 
f(3)=27 
Or f(4)=35 
f(l)=46 
f (6) = 27 
f(5)= 16 
f(2)=45 
f(6)=23 
f(5)=45 
f(2)= 16 
f(6)=23 
f(5)= 17 
f (2) = 46 
f(6)= 17 
f(S)=23 
f(2)=45 
f(6)=46 
f(5)=35 
f(2)=17 
f(6)= 17 
f(s)=46 
f(2)=35 
f(6)=45 
f(5)=23 
f(2)= 17 
Ind(G)-46, kid(G)-23 and Ind(G)-35 has three vertices of degree three, so G can- 
not be isomorphic to a subgraph of any of these either. 0 
Let f be an isomorphism from G to a subgraph of Ind(G)- 36. Then one of the 
possibilities shown in Table 1 must occur. 
Thus G2 has exactly fourteen maximum independent sets (see Fig. 3). 
We now see that C2 =8. Thus we have our desired result. 
Proposition 4.3. i(G) = i(G*) > i(G3). 
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5. Addendum 
/ 
Since the first version of this note, a number of new results on Z(G) have been 
obtained. They will appear in [3,6,4]. In particular, it will be proved in [3] that if 
G+H then Z(G)>Z(H). Based on this fact, one obtains an improved upper bound 
Z(G)< l/x/(G)( xf(G) is the fractional chromatic number of G). This implies that for 
graphs with x(G)=o(G), we have Z(G)= l/x(G), and, in particular, for bipartite graphs 
Z(G)= l/2. It also allows one to construct graphs in which Z(G) in neither i(G) nor 
l/x(G), cf. [3]. However, in those graphs Z(G)= l/x,(G). In [6], the lower bound is 
improved to Z(G)> l/x*(G) (x*(G) is the star chromatic number of G, [2]). This again 
allows the construction of graphs with Z(G) strictly between l/x(G) and l/x,-(G), cf. [6]. 
Possibly, Z(G) is always a rational number. 
In [3,6], one finds classes of non-Abelian groups for which the Cayley graphs 
G satisfy Z(G)=i(G). However, there are also Cayley graphs G with Z(G)<i(G), 
141. 
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