In the main text,we presented an analysis of a short section of a microtubule. We demonstrated that the emitters were distributed on an elliptic cylinder, then claimed those results are consistent with a distribution that is actually a circular cylinder that was localized in a pointillistic fashion with anisotropic precision. To support this claim, we present a simulation in which 1000 emitters are placed randomly on a circular cylinder with a radius of 35nm. Then, each location is perturbed with a localization error with a standard deviation of 30nm in the transverse dimension and 66nm in the axial dimension. These values correspond to the experimentally measured precision for sources providing 614 photons to our imaging system [22]. Figure S1 represents the molecule location in a presentation analogous to that used in Fig. 6 . As the histograms indicate, there is a notable lack of emitters localized at low radial distances from the axis of the simulated microtubule. As in the main text, the locations are classified into transverse and axial locations due to the difference in precision in those dimensions. From the histograms, we observe a median radial distance of 50nm for transverse localizations and 74nm for axial localizations. Similarly, the observed values from the experimental data were 49nm and 75nm in the transverse and axial dimensions, respectively. Regardless, these measurements indicate that the method is sensitive to the 3D structure of the microtubule, not only helping resolve nearby microtubules, but also revealing structural details smaller than the microtubule radius of 30nm.
FIG. S2. Demonstration of 3D super-resolution and super-localization with an Astigmatic PSF.
Simulations with an astigmatic PSF. The top row shows a successful localization of overlapping emitters using MP. The simulated frame is shown in a), the true and returned locations are in b), and the reconstructed image is in c). The second row demonstrates a common problem encountered in simulations with closely-spaced astigmatic PSFs. Here, two in-focus PSFs are incorrectly grouped into one defocused (elongated) PSF. However, this problem was not encountered when using CO, as seen in the localizations in h) and the reconstructed image in i). In all images, scale bars are 1 m (scale bars omitted in d-i to avoid interfering with the image, but the scaling is the same as in a,c).
PSF is shown in Fig. S2 . The top row (a-c) shows a successful simulation using MP. In this case, there are three emitters in the scene, with some overlap for the two defocused emitters.
All emitters are localized successfully, although there is significant error for the dimmest emitter. The second row of Fig. S2 (d-f) shows a common problem with MP when the astigmatic PSF is used instead of the DH-PSF. Two bright, in-focus emitters are mistakenly combined into one defocused emitter. The mathematical reason is obvious: since there is a defocused PSF in the dictionary with significant overlap with the two sources, this element will have a much higher coefficient than the two correct PSFs. This is the primary cause of incorrect localizations of overlapping astigmatic PSFs. This issue does not arise with the DH-PSF because the concentration of intensity does not change as quickly in the axial direction as in the astigmatic PSF. When two DH-PSFs are too close to be resolved, the returned localization is between the two true locations. With the astigmatic PSF, the unresolved PSFs can be mistakenly identified as a single source in a very different plane. In any case, there are solutions to avoid this problem in MP for the astigmatic PSF. If a returned coefficient is too large for what can be expected from the emitters in the sample, this result can be excluded from the series, and the iteration can be repeated. Nevertheless, CO was used successfully to localize the emitters on the same simulated data. The results are shown in the bottom row of Fig. S2 (g-i). The problem is avoided with CO because the stipulation that the reconstructed image matches the original data is enforced more strongly.
As further evidence that the methods developed in this paper can be used with other PSFs, we performed Monte Carlo simulations with the astigmatic PSF. Results are presented in Fig. S3 . The parameters are identical to the simulations presented in the paper. In fact, these plots suggest the astigmatic PSF allows for higher densities. This is due to the fact that the astigmatic PSF is more compact than the DH-PSF, so overlap does not become a problem until higher densities. The advantage of the DH-PSF is the extended axial range and better localization precision, particularly in z. The extended axial range is not reflected in these plots, since the simulations were limited to a range of +/-500nm from focus. However, the axial precision is slightly better for the DH-PSF, which is justified by examining the CRLB analysis in Ref. [22] . Furthermore, the use of a hybrid method would permit a finer dictionary, and could improve the localization of the DH-PSF.
In conclusion, even though the examples shown in the main text use the DH-PSF, the methods discussed in this paper are equally applicable to other appropriate 3D PSFs. Fig. 2 in the main text, a) shows the density of the emitters that were correctly localized by MP and CO. The localization precision, as measured by the standard deviation of the errors, are shown in (b-d) for x, y, and z respectively. At each density, three simulated frames with an area of 55µm 2 each were generated. The random locations for the emitters are the same as those used in the simulations for the DH-PSF. The dictionary step sizes are also identical; MP used transverse and axial step sizes of 10nm and 15nm, and CO used 80nm and 120nm steps.
Comparison of several PSFs over a long axial range
It has been shown that for isolated emitters, the DH-PSF allows for longer axial range localization than the astigmatic PSF [28]. Here we show that a similar behavior is revealed for dense arrays of emitters. For this purpose we performed a simulation with an axial range of 2µm, including five 7x7µm frames of high emitter density (2emitters/µm 2 ). Each emitter is given a random intensity between 2900 and 3100 photons. The background noise level is 10 photons/pixel, and shot noise is also included. Since the astigmatic PSF increases in size with defocus, the dictionary window size is 16x16 pixels (we typically use 11x11 pixel windows). All dictionaries have 80nm transverse steps and 100nm axial steps, which results in 21504 elements.
These simulations include two versions of the DH-PSF. One is the numerically optimized version (see Ref. 18 in the main text), and the other is the analytic DH-PSF (first described in Ref. 22) . To differentiate, the numerical version is referred to as DHPSF-N and the analytic is called DHPSF-A. Generally, most statements in this paper refer to DHPSF-A, and all other simulations outside of this section use the DHPSF-A. Figure S4 summarizes the results of these Monte Carlo simulations. In addition to considering three different PSFs, the results are also sectioned into three different ranges of defocus. Emitters are classified as "in focus" if they are within 0.33µm from focus. Those that lie between 0.33µm and 0.67µm are classified as "mid focus." Beyond 0.67µm, the emitters are called "far focus." This concept is demonstrated graphically in Fig. S4 a) . The remaining plots in the figure use this classification for the abscissa. The plot in Fig. S4 b) shows the recall fraction for the different PSFs and different focal regions, and plots c)-f) show the localization errors. For thin samples where the emitters are within 0.33µm of the focus, the astigmatic PSF performs best. However, for emitters far from the focus, the astigmatic has the worst performance in recall fraction and 3D localization error. The behavior of the astigmatic PSF readily explains this trend; near focus, the PSF is compact, which enables good performance for resolving nearby emitters in high density scenes. Furthermore, the compact PSF provides an advantage in terms of signal to noise. As the distance from focus increases, the astigmatic PSF spreads out quickly compared to the DH-PSFs. The DHPSF-A is also quite compact near focus, but spreads out more slowly than the astigmatic. This tendency is reflected in the performance in terms of recalled fraction and localization error. The DHPSF-N is larger, which explains the lower recall fraction. However, this PSF maintains integrity throughout the full 2µm range, and thus experiences comparatively little degradation far from focus.
Interpretation of these results reveals a general trade-off between performance near focus and performance over a long axial range. Intuitively, this can be understood by pondering the inverse relationship between the spot size and divergence angle of a focused Gaussian beam. A more compact PSF will perform better near focus, but will diverge quickly and suffer correspondingly far from focus. Conversely, a less compact PSF will not perform as well near focus, but will provide more consistent performance over a longer axial range. Furthermore, the parameters that define the DHPSF-A (as presented in Ref. 22) allow for a tuning of the PSF properties to fit specific experimental needs. 
SPINDLE experiment [22]
To convert a standard microscope to a DH-PSF system, the image plane is relayed using a "4f" system (two lenses separated by the sum of their focal lengths). The PSF is modified by placing a phase mask in the central plane of the relay system. A sketch of the system used to collect the experimental data is shown in Fig. S5 . The sample is mounted on a piezo nano-positioner. The deactivation laser is a Coherent Cube diode laser (641nm) and the activation laser is a Coherent argon ion laser (488nm), which are synchronized with the camera. The imaging system is comprised of a 1.45NA 100x Nikon objective, a 200mm tube lens, and 100mm lenses for the relay system. All lens diameters in the imaging system are 50mm in diameter. The camera is an Andor iXon+ EMCCD with 16µm pixels. The samples were prepared following the protocols described in Ref. [22] . The emitters in the experiments provide 500 to several thousand photons detected per frame. The median background photons per pixel per frame is 30 for the entire dataset. In the dense frames (as in Fig. 4) , the background was 50 photons.
Calculation Time
Here, we provide information on the calculation time required to complete the localization algorithms. All computational work was performed on a desktop computer with an Intel i7-860 Central Processing Unit, which has four cores running at 2.8GHz. The machine has 16GB of random-access memory. Algorithms were written using MATLAB Version 8.2.0.701 (R2013b) in a 64-bit Linux operating system. This CPU has a rated performance of 82,300 Million Instructions Per Second (MIPS) according to the Dhrystone performance benchmark. We use this performance benchmark to convert between calculation time and number of instructions. Anyone wishing to replicate these methods can estimate the calculation time by dividing the number of instructions by their CPU Dhrystone MIPS rating.
The time required to complete the localization of one 11x11 pixel window for MP and CO as a function of emitter density is plotted in Fig. S6 . For these simulations, a coarse dictionary with 5324 elements was used. For each point in Fig. S6 , 50 frames were processed. Each frame was 56 pixels on a side, resulting in a 6x6 sub-windows per frame (with a two-pixel overlap between sub-windows). This means each point and its corresponding standard deviation error bars reflect a total of 1,800 sub-windows. There are two main conclusions that can be drawn from these plots. First, as stated in the main text, CO is significantly more computationally intensive; it requires more than three orders of magnitude longer to address the same 3D estimation problem. Clearly, CO should only be used when the density is sufficiently high to warrant the long calculation time. From Fig. 2 in the main text, the threshold at which CO begins to outperform MP is between 0.5 and 1 emitters/µm 2 . Secondly, the change in calculation time as density increases is different for the two methods. As one would expect, calculation time for MP increases approximately linearly with emitter density. More emitters means more iterations of MP, and thus more multiplications of the data and the dictionary. CO calculation time, on the other hand, does not change significantly over the useful range of the method (0.5 to 2 emitters/µm 2 ). In CO, the algorithm is optimizing the sparsity of the vector containing the coefficients that describe the data. The initial guess at the solution is typically not sparse, but contains many non-zero coefficients. Depending on the size of the dictionary, the initial guess may contain many thousands of non-zero components. As iterations progress, the number of non-zero components is reduced to a smaller and smaller number, eventually reaching a solution in which only a few components remain. This explains why the time required does not differ over the range of emitter densities. If the final solution contains only between one and six non-zero components, the number of iterations to reach this solution from an initial guess of many thousands of non-zero components does not result in a large change in calculation time.
Sampling
In this section, we present some basic calculations regarding the density of emitters along the biological structures analyzed in the main text. Specifically, we address the density of emitters analyzed in Fig. 6 of the main text. In that case, we found 131 emitters along a 1µm length of microtubule. This corresponds to one emitter every 7.6nm along the one-dimensional length of the microtubule. For the number of photons detected per emitter in our experiments, the localization precision is more than twice this value. Therefore, the sampling density is sufficiently high to reconstruct the microtubule as a line.
However, we demonstrated that the level of resolution is such that one can observe that the emitters are not distributed along a one-dimensional line, but rather a cylindrical structure. If we assume this cylinder to have a length of 1µm and a radius of 30nm, the two-dimensional labeling density for the 131 emitters is 695 emitters/µm 2 . This is eqivalent to allowing the emitters to be spaced evenly in a square grid pattern on the surface with 38nm between neighboring emitters. For comparison, an emitter providing 500 photons has a CRLB of 28nm and 70nm in the transverse and axial dimensions, respectively. One could interpret this as meaning that an emitter providing 500 photons has a two-dimensional uncertainty area of 1960nm 2 for surfaces that lie along the optical axis (the x-z or y-z planes); the inverse of this value is 510 emitters/µm 2 . This suggests that a labeling density of 2040 emitters/µm 2 would be desirable to satisfy Nyquist sampling criteria of the 3D structure under study for the case where the surface lies along the optical axis. Similarly, for surfaces in the x-y plane, the two-dimensional uncertainty area is (28nm) 2 = 784nm 2 , resulting in a desired labeling density of 5102 emitters/µm 2 to satisfy Nyquist. However, the assumption that the object under study is cylindrical and has a constant radius relaxes this requirement significantly.
