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Truncation Dimension for Function Approximation
Peter Kritzer∗, Friedrich Pillichshammer†, and G.W. Wasilkowski
Abstract
We consider approximation of functions of s variables, where s is very large or infinite, that
belong to weighted anchored spaces. We study when such functions can be approximated by
algorithms designed for functions with only very small number dimtrnc(ε) of variables. Here
ε is the error demand and we refer to dimtrnc(ε) as the ε-truncation dimension. We show
that for sufficiently fast decaying product weights and modest error demand (up to about
ε ≈ 10−5) the truncation dimension is surprisingly very small.
1 Introduction
In this paper, we consider weighted anchored spaces of s-variate functions with bounded (in
Lp norm, 1 ≤ p ≤ ∞) mixed partial derivatives of order one. More precisely, the functions
being approximated are from the Banach space Fs,p,γ whose norm is given by
‖f‖Fs,p,γ =
(∑
u
γ−pu
∫
[0,1]|u|
|f (u)([xu;0−u])|p dxu
)1/p
.
Here, the summation is with respect to the subsets u of [s] = {1, . . . , s} (when s = ∞ the
summation is with respect to all finite subsets of N), and f (u)([xu;0−u]) denotes the mixed
partial derivatives
∏
j∈u
∂
∂xj
of f with values of xj for j /∈ u being zero. A crucial role is
played by the weights γu, which are non-negative real numbers that quantify the importance
of sets xu = (xj)j∈u of variables.
We continue our considerations from [5], where we dealt with low truncation dimension
for numerical integration. We are interested in a very large number s of variables including
s = ∞. Similar to [5], by ε-truncation dimension (or truncation dimension for short) we
mean (roughly) the smallest number k such that the worst case error (measured in the Lq
space) of approximating s-variate functions f(x1, . . . , xs) by fk = f(x1, . . . , xk, 0, . . . , 0) is no
greater than the error demand ε (see Definition 1 for more). We denote this minimal number
k by dimtrnc(ε).
Note that if the truncation dimension is small, say dimtrnc(ε) = 3, then the s-variate
approximation problem can be replaced by the much easier dimtrnc(ε)-variate one, and any
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efficient algorithm for dealing with functions of only very few variables becomes also efficient
for functions of s variables.
The main result of this paper is the observation that the ε-truncation dimension is sur-
prisingly small for modest error demand ε and the weights decaying sufficiently fast. For
instance, for product weights
γu =
∏
j∈u
j−a
and the parameters p = q = 2, we have the following upper bounds k(ε) on dimtrnc(ε) for
a = 3, 4, 5:
ε 10−1 10−2 10−3 10−4 10−5 10−6
k(ε) 2 5 12 31 79 198 a = 3
k(ε) 2 3 6 11 22 42 a = 4
k(ε) 1 2 4 6 11 18 a = 5
We stress that our definition of truncation dimension is different from the one proposed in
statistical literature. There the dimension depends on a particular function via its ANOVA
decomposition which, in general, cannot be computed. Moreover, for functions from spaces
with ANOVA decomposition, small truncation dimension cannot be utilized unless the weights
γu are such that the anchored and ANOVA norms are equivalent. Such equivalence has
recently been studied in [1, 2, 3, 4, 6] and, in particular, there is an equivalence independent
of s for product weights that are summable, with the equivalence constant bounded from
above by ∑
u
γu <∞.
For product weights mentioned above we have
∑
u
γu =
∞∏
j=1
(1 + j−a) < ∞
and hence the corresponding efficient algorithms for anchored spaces can also be used effi-
ciently for ANOVA spaces.
The paper is structured as follows. In Section 2.1, we define the anchored spaces Fs,p,γ,
and in Section 2.2 we outline the problem setting. We give our results for anchored spaces in
Section 3, and discuss examples of special kinds of weights in Sections 3.1 and 3.2.
2 Basic Concepts
2.1 Anchored Spaces
In this section, we briefly recall definitions and basic properties of γ-weighted anchored
Sobolev spaces of s-variate functions. More detailed information can be found in [3, 4, 10].
Here we follow [10, Section 2]: For p ∈ [1,∞] let F = W 1p,0([0, 1]) be the space of functions
defined on [0, 1] that vanish at zero, are absolutely continuous, and have bounded derivative
in the Lp norm. We endow F with the norm ‖f‖F = ‖f ′‖Lp for f ∈ F .
For s ∈ N and
[s] := {1, 2, . . . , s},
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we will use u, v to denote subsets of [s], i.e.,
u, v ⊆ [s].
Moreover, for x = (x1, x2, . . . , xs) ∈ [0, 1]s and u ⊆ [s], [xu;0−u] denotes the s-dimensional
vector with all xj for j /∈ u replaced by zero, i.e.,
[xu;0−u] = (y1, y2, . . . , ys) with yj =
{
xj if j ∈ u,
0 if j /∈ u.
We also write xu to denote the |u|-dimensional vector (xj)j∈u and
f (u) =
∂|u|f
∂xu
=
∏
j∈u
∂
∂xj
f with f (∅) = f.
For s ∈ N and nonempty u ⊆ [s] let Fu be the completion of the space spanned by
f(x) =
∏
j∈u fj(xj) for fj ∈ F and x = (x1, . . . , xs) ∈ [0, 1]s, with the norm
‖f‖Fu = ‖f (u)‖Lp .
Note that Fu is a space of functions with domain [0, 1]
s that depend only on the variables
listed in u. Moreover, for any f ∈ Fu and x = (x1, . . . , xs), f(x) = 0 if xj = 0 for some j ∈ u.
For u = ∅, let Fu be the space of constant functions with the natural norm.
Consider next a sequence γ = (γu)u⊆[s] of non-negative real numbers, called weights. Since
some weights could be zero, we will use
U = {u ⊆ [s] : γu > 0}
to denote the collection of positive weights. For p ∈ [1,∞], we define the corresponding
weighted anchored space
Fs,p,γ = span
(⋃
u∈U
Fu
)
with the norm
‖f‖Fs,p,γ =


(∑
u∈U
1
γp
u
‖f (u)([·u;0−u])‖pLp
)1/p
if p <∞,
maxu∈U
1
γu
ess sup
xu∈[0,1]|u|
|f (u)([xu;0−u])| if p =∞.
Remark 1 Some of the results of this paper can be extended to spaces of functions with
countably many variables. In such cases, [s] = N, the sets u are finite subsets of N, and
x = (xj)j∈N with xj ∈ [0, 1]. Moreover, the anchored space is the completion of span (
⋃
u
Fu)
with respect to the norm given above.
An important class of weights is provided by product weights
γu =
∏
j∈u
γj
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for positive reals γj . When dealing with them, we will assume without any loss of generality
that
γj ≥ γj+1 > 0 for all j.
Note that for product weights we have U = 2[s] = {u : u ⊆ [s]}.
For p = 2, Fs,2,γ is a reproducing kernel Hilbert space with kernel
K(x,y) =
∑
u∈U
γ2u
∏
j∈u
min(xj , yj),
for x = (x1, . . . , xs) and analogously for y, which for product weights reduces to
K(x,y) =
s∏
j=1
(
1 + γ2j min(xj , yj)
)
.
2.2 The Function Approximation Problem
We follow [10]. Let q ∈ [1,∞]. For u ∈ U, let Su : Fu → Lq([0, 1]|u|) be the embedding
operator,
Su(fu) = fu for all fu ∈ Fu.
It is well known that
‖Su‖ = ‖S‖|u|
for the space Fu, where S : F → Lq([0, 1]) is the univariate embedding operator.
Let further Lq be a normed linear space such that Fs,p,γ is its subspace and the norm
‖·‖Lq is such that
‖fu‖Lq = ‖fu‖Lq([0,1]|u|) for all fu ∈ Fu.
Denote by Ss the embedding operator
Ss : Fs,p,γ → Lq, Ss(f) = f.
In order to make sure that Ss is continuous, we assume from now on that
∑
u∈U
((
q
p∗
+ 1
)−|u|/q
γu
)p∗
<∞,
where here and throughout this paper p∗ denotes the conjugate of p, i.e., 1/p + 1/p∗ = 1.
To see that this condition indeed ensures continuity of Ss, we recall the following proposition
from [10].
Proposition 1 We have
‖S‖ ≤
(
q
p∗
+ 1
)−1/q
and ‖Ss‖ ≤

∑
u∈U
((
q
p∗
+ 1
)−|u|/q
γu
)p∗
1/p∗
.
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Note that for product weights we have
∑
u∈U
((
q
p∗
+ 1
)−|u|/q
γu
)p∗
=
s∏
j=1
(
1 + γp
∗
j
(
q
p∗
+ 1
)−p∗/q)
.
We are interested in algorithms for approximating f ∈ Fs,p,γ. In this paper we only
consider algorithms that use so-called standard information, i.e., which only use function
evaluations as the allowed information class, and which have the form
As(f) = φ(f(x1), . . . , f(xn))
for xj ∈ [0, 1]s, where φ : Rn → Lq. An important class of algorithms is provided by the class
of linear algorithms which are of the form
As(f) =
n∑
j=1
f(xj)gj
for gj ∈ Fs,p,γ. We study the worst case setting, where the error of an algorithm As is the
operator norm of Ss −As, i.e.,
e(As;Fs,p,γ) := ‖Ss −As‖ = sup
‖f‖Fs,p,γ≤1
‖f −As(f)‖Lq .
3 Anchored Decomposition and Truncation Dimen-
sion
It is well known, see, e.g., [8], that any f ∈ Fs,p,γ has the unique anchored decomposition
f =
∑
u∈U
fu, (1)
where fu is an element of Fu, depends only on xj for j ∈ u, and
fu(x) = 0 if xj = 0 for some j ∈ u. (2)
For the empty set u, f∅ is a constant function. We stress that in general we do not know
what the elements fu are and algorithms are only allowed to evaluate the original function f .
The anchored decomposition has the following important properties, see, e.g., [3]:
f (u)([·u;0−u]) ≡ f (u)u , (3)
fu ≡ 0 iff f (u)([·u;0−u]) ≡ 0,
‖f‖Fs,p,γ =
∥∥∥∥∥
∑
u∈U
fu
∥∥∥∥∥
Fs,p,γ
=
(∑
u∈U
γ−pu ‖f (u)u ‖pLp
)1/p
for p <∞,
and
‖f‖Fs,∞,γ = max
u∈U
‖f (u)u ‖L∞
γu
for p =∞.
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For any u 6= ∅, there exists (unique in the Lp-sense) g ∈ Lp([0, 1]|u|) such that
fu(x) =
∫
[0,1]|u|
g(t)
∏
j∈u
1[0,xj)(tj) dt and f
(u)
u = g,
where 1J(t) is the characteristic function of the set J , i.e., 1J (t) = 1 if t ∈ J and 0 otherwise.
Moreover, for any u,
f([·u;0−u]) =
∑
v⊆u
fv.
In particular, for k < s we have
f([x[k];0−[k]]) = f(x1, . . . , xk, 0, . . . , 0) =
∑
v⊆[k]
fv(x) (4)
which allows us to compute samples and approximate the truncated function
fk(x1, . . . , xk) :=
∑
v⊆[k]
fv(x).
Moreover, fk ∈ Fk,p,γ ⊆ Fs,p,γ and
‖fk‖Fk,p,γ = ‖f([·[k];0−[k]])‖Fs,p,γ =
∥∥∥∥∥∥
∑
u⊆[k]
fu
∥∥∥∥∥∥
Fs,p,γ
.
This leads to the following concept.
Definition 1 For a given error demand ε > 0, by ε-truncation dimension for the approx-
imation problem (or truncation dimension for short), denoted by dimtrnc(ε), we mean the
smallest integer k such that∥∥∥∥∥∥
∑
u6⊆[k]
fu
∥∥∥∥∥∥
Lq
≤ ε
∥∥∥∥∥∥
∑
u6⊆[k]
fu
∥∥∥∥∥∥
Fs,p,γ
for all f =
∑
u∈U
fu ∈ Fs,p,γ.
We have the following upper bound on the truncation dimension.
Theorem 1 We have
dimtrnc(ε) ≤ min

k :

∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗ |u|/q


1/p∗
≤ ε

 for p > 1,
and
dimtrnc(ε) = min
{
k : max
u6⊆[k]
γu ≤ ε
}
for p = 1.
Here
∑
u6⊆[k] means summation over all u ⊆ [s] with u 6⊆ [k] and similarly for maxu6⊆[k].
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The proof of the theorem is in the proof of the next, Theorem 2.
For given k < s, let Ak be an algorithm for approximating functions from the space Fk,p,γ.
We use it to define the following approximation algorithms for the original space Fs,p,γ,
Atrncs,k (f) = Ak(f([·[k];0−[k]])) = Ak(fk). (5)
Clearly, the algorithms Atrncs,k are well defined.
We have the following result.
Theorem 2 For every k < s, the worst case error of Atrncs,k is bounded by
e(Atrncs,k ;Fs,p,γ) ≤

[e(Ak;Fk,p,γ)]p∗ + ∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗
for p > 1
and by
e(Atrncs,k ;Fs,1,γ) ≤ max
(
e(Ak;Fk,1,γ) , max
u6⊆[k]
γu
)
for p = 1.
Moreover, if k ≥ dimtrnc(ε) then
e(Atrncs,k ;Fs,p,γ) ≤
(
[e(Ak;Fk,p,γ)]
p∗ + εp
∗
)1/p∗
.
Proof. We prove the theorem for p > 1 only since the proof for p = 1 is very similar. Let us
first assume that 1 < p <∞. For any f ∈ Fs,p,γ it holds that∥∥Ss(f)−Atrncs,k (f)∥∥Lq = ‖Ss(f)−Ak(fk)‖Lq
=
∥∥∥∥∥∥Sk(fk)−Ak(fk) +
∑
u6⊆[k]
Su(fu)
∥∥∥∥∥∥
Lq
≤ e(Ak;Fk,p,γ) ‖fk‖Fk,p,γ +
∑
u6⊆[k]
‖Su(fu)‖Lq
≤ e(Ak;Fk,p,γ) ‖fk‖Fk,p,γ +
∑
u6⊆[k]
‖fu‖Fu ‖Su‖ .
We now have∑
u6⊆[k]
‖fu‖Fu ‖Su‖ =
∑
u6⊆[k]
γ−1u ‖fu‖Fu γu ‖Su‖
≤

∑
u6⊆[k]
(‖fu‖Fu
γu
)p
1/p 
∑
u6⊆[k]
(γu ‖Su‖)p∗


1/p∗
≤

∑
u6⊆[k]
(‖fu‖Fu
γu
)p
1/p 
∑
u6⊆[k]
(
γu
(
q
p∗
+ 1
)−|u|/q)p∗
1/p∗
,
where we used Proposition 1 in the last step.
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Hence, putting together, we get
∥∥Ss(f)−Atrncs,k (f)∥∥Lq ≤ e(Ak;Fk,p,γ)

∑
u⊆[k]
γ−pu ‖f (u)u ‖pLp


1/p
+

∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗ 
∑
u6⊆[k]
γ−pu ‖f (u)u ‖pLp


1/p
.
Using the Ho¨lder inequality once more, we obtain∥∥Ss(f)−Atrncs,k (f)∥∥Lq
≤

∑
u⊆[s]
γ−pu ‖f (u)u ‖pLp


1/p 
[e(Ak;Fk,p,γ)]p∗ + ∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗
= ‖f‖Fs,p,γ

[e(Ak;Fk,p,γ)]p∗ + ∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗
.
This shows the result for 1 < p < ∞. For p = ∞, the result is obtained by letting p → ∞.
This completes the proof. ✷
We now apply this theorem to two important classes of weights: product weights and
product order-dependent weights.
3.1 Product Weights
We assume in this section that the weights have the following product form
γu =
∏
j∈u
γj for 1 ≥ γj ≥ γj+1 > 0,
introduced in [9]. Here the empty product is considered to be 1, i.e., γ∅ = 1. As already
mentioned, for product weights we always have U = 2[s].
Proposition 2 For product weights and k < s, the truncation error is bounded by
∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗
≤
s∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)1/p∗
×

1− exp

 −1
( qp∗ + 1)
p∗/q
s∑
j=k+1
γp
∗
j




1/p∗
for p > 1, and it is equal to
max
u6⊆[k]
γu for p = 1.
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Proof. The proof for p = 1 is trivial. For p > 1, we have
∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q
=
∑
u⊆[s]
γp
∗
u
( qp∗ + 1)
p∗|u|/q
−
∑
u⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q
=
s∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)
−
k∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)
=
s∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)1− s∏
j=k+1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)−1 .
We have
1−
s∏
j=k+1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)−1
= 1− exp

− s∑
j=k+1
log
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)

≤ 1− exp

− s∑
j=k+1
γp
∗
j
( qp∗ + 1)
p∗/q

 ,
where log denotes the natural logarithm, and the last inequality is due to log(1 + x) ≤ x for
all x > −1. This completes the proof. ✷
We have the following corollaries:
Corollary 1 Consider product weights. Then dimtrnc(ε) is bounded from above by
min

k : 1− exp

 −1
( qp∗ + 1)
p∗/q
s∑
j=k+1
γp
∗
j

 ≤ εp∗∏s
j=1
(
1 +
γp
∗
j
( q
p∗
+1)p
∗/q
)


for p > 1, and is equal to
min
{
k : max
u6⊆[s]
γu ≤ ε
}
for p = 1.
Corollary 2 Consider product weights and k < s.
Then the error e(Atrncs,k ;Fs,p,γ) is bounded from above by(
[e(Ak;Fk,p,γ)]
p∗
+
s∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
) 1− exp

 −1
( qp∗ + 1)
p∗/q
s∑
j=k+1
γp
∗
j



)1/p
∗
9
for p > 1, and by
max
(
e(Ak;Fk,1,γ) , max
u6⊆[k]
γu
)
for p = 1. Note that if γj ≤ 1 for all j then maxu6⊆[s] γu = γk+1.
Therefore, for the worst case error of Atrncs,k not to exceed the error demand ε > 0, it is
enough to choose k = k(ε) so that
1− exp

 −1
( qp∗ + 1)
p∗/q
s∑
j=k+1
γp
∗
j

 ≤ 1
2
εp
∗
s∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)−1
, (6)
(or γk+1 ≤ ε for p = 1), and next to choose n = n(ε) so that
e(Ak;Fk,p,γ) ≤ ε
21/p∗
.
Clearly the inequality (6) for p > 1 is equivalent to
s∑
j=k+1
γp
∗
j ≤ −
(
q
p∗
+ 1
)p∗/q
log

1− 1
2
εp
∗
s∏
j=1
(
1 +
γp
∗
j
( qp∗ + 1)
p∗/q
)−1 . (7)
Example 1 Consider large s including s =∞ and
γu =
∏
j∈u
j−a for a > 1/p∗.
For p = 1, we have
dimtrnc(ε) =
⌈
ε−1/a − 1
⌉
.
In particular we have
ε 10−1 10−2 10−3 10−4 10−5 10−6
dimtrnc(ε) 3 9 31 99 316 999 a = 2
dimtrnc(ε) 2 4 9 21 46 99 a = 3
dimtrnc(ε) 1 3 5 9 17 31 a = 4
dimtrnc(ε) 1 2 3 6 9 15 a = 5
Consider next p > 1. Unlike in the case p = 1, we do not know the exact values of the
truncation dimension. However, we have its upper bounds k(ε) that are small,
dimtrnc(ε) ≤ k(ε).
We use the estimate
(k + 1)−ap
∗+1
ap∗ − 1 =
∫ ∞
k+1
x−ap
∗
dx <
∞∑
j=k+1
j−ap
∗ ≤
∫ ∞
k+1/2
x−ap
∗
dx =
(k + 1/2)−ap
∗+1
a p∗ − 1 .
Note that the relative error when using the upper bound to approximate the sum is bounded
by
a p∗ − 1
2k + 1
+O(k−2)
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and is small for large k. To satisfy (7), it is enough to take k = k(ε) given by
k =




−( qp∗ + 1)−p
∗/q (ap∗ − 1)−1
log
(
1− εp∗2
∏s
j=1
(
1 + j
−ap∗
( q
p∗
+1)p∗/q
)−1)


1/(ap∗−1)
− 1
2


.
For p = p∗ = 2, which corresponds to the classical Hilbert space setting, we have
k(ε) =



 −(
q
2 + 1)
−2/q (2 a− 1)−1
log
(
1− ε22
∏s
j=1
(
1 + j
−2a
( q
2
+1)2/q
)−1)


1/(2a−1)
− 12


. (8)
If also q = 2, then
k(ε) =



−2 (2 a− 1) log

1− ε2
2
s∏
j=1
(
1 +
j−2a
2
)−1


−1/(2a−1)
− 12

 .
Since s could be huge or s =∞, in calculating the values of k(ε), we slightly overestimated
the product
∏s
j=1
(
1 + j
−2a
2
)
in the following way:
s∏
j=1
(
1 +
j−2a
2
)
≤
∞∏
j=1
(
1 +
j−2a
2
)
≤
1000∏
j=1
(
1 +
j−2a
2
)
exp

 ∞∑
j=1001
j−2a
2


≤
1000∏
j=1
(
1 +
j−2a
2
)
exp
(
1
2
∫ ∞
1000.5
x−2a dx
)
=
1000∏
j=1
(
1 +
j−2a
2
)
exp
(
1
2 (2a − 1) 1000.5
−2a+1
)
.
This gave us the following estimations for
∏s
j=1
(
1 + j
−2a
2
)
for p = 2:
1.56225 for a = 2, 1.51302 for a = 3, 1.50306 for a = 4, 1.50075 for a = 5.
Below we give values of k(ε) for a = 2, 3, 4, 5 and p = q = 2 using the estimates above.
ε 10−1 10−2 10−3 10−4 10−5 10−6
k(ε) 4 17 80 373 1733 8045 a = 2
k(ε) 2 5 12 31 79 198 a = 3
k(ε) 2 3 6 11 22 42 a = 4
k(ε) 1 2 4 6 11 18 a = 5
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It is clear that k(ε) decreases with increasing a. To check whether the estimates above are
sharp, we also calculated k(ε) for s = 1000000 directly by computing
s∏
j=1
(
1 +
j−2a
2
)
−
k∏
j=1
(
1 +
j−2a
2
)
and choosing the smallest k for which the difference above is not greater than ε2/2. The
values of k(ε) obtained this way are exactly the same.
We now consider p =∞ and q = 2. By computing
s∏
j=1
(
1 +
j−a√
3
)
−
k∏
j=1
(
1 +
j−a√
3
)
we obtained the following values of k(ε) for s = 1000000, which is the smallest k for which
the difference above is not greater than ε/2.
ε 10−1 10−2 10−3 10−4 10−5 10−6
k(ε) 3 10 32 101 319 1010 a = 3
k(ε) 2 4 9 19 40 86 a = 4
k(ε) 1 3 5 8 15 26 a = 5
We do not present the values of k(ε) for a = 2 since they are too large to be of practical
interest. For instance k(10−3) = 2069 and k(10−4) = 7230.
For some particular values of q, the norm of the embedding operator S is known, as for
example for q = 1, in which case it equals (1 + p∗)−1/p
∗
.
Let us now consider the case p = p∗ = 2, s = 1000000, and q = 1. In this case we obtain
from (8):
ε 10−1 10−2 10−3 10−4 10−5 10−6
k(ε) 4 16 76 354 1643 7628 a = 2
k(ε) 2 5 12 30 76 192 a = 3
k(ε) 2 3 6 11 21 41 a = 4
k(ε) 1 2 4 6 10 17 a = 5
For comparison, we also consider the values of k(ε), by using the precise formula for ‖Su‖ =
‖S‖|u| = (1 + p∗)−|u|/p∗ in the proof of Theorem 2. This yields, instead of (8):
k(ε) =



−3 (2 a− 1) log

1− ε2
2
s∏
j=1
(
1 +
j−2a
3
)−1


−1/(2a−1)
− 12

 . (9)
Then we obtain from (9):
ε 10−1 10−2 10−3 10−4 10−5 10−6
k(ε) 3 14 67 312 1449 6727 a = 2
k(ε) 2 4 11 28 71 178 a = 3
k(ε) 1 3 5 10 20 39 a = 4
k(ε) 1 2 4 6 10 17 a = 5
We see that the values of k(ε) computed using the precise value of ‖S‖ are lower than our
general bounds, but not too much.
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3.2 Product Order-Dependent Weights
We assume in this section that the weights have the following product order-dependent (POD)
form,
γu = c1 (|u|!)b
∏
j∈u
γj,
introduced in [7]. Here c1 is a positive constant. Since the truncation error for p = 1 is
maxu6⊆[k] γu, we restrict the attention in this section to p > 1, i.e., p
∗ < ∞. We will use
[k + 1 : s] to denote
[k + 1 : s] = {k + 1, k + 2, . . . , s} or {k + 1, k + 2, . . . } if s = ∞.
Proposition 3 For POD weights and k < s, the truncation error is bounded by

∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗
≤

∑
v⊆[k]
γp
∗
v
( qp∗ + 1)
p∗|v|/q


1/p∗
T (k),
where
T (k) =


s−k∑
l=1
(
(l + k)!
k!
)b p∗ 1
( qp∗ + 1)
p∗l/q
∑
w⊆[k+1:s]
|w|=l
∏
j∈w
γp
∗
j


1/p∗
.
Proof. Of course we have
∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q
=
∑
v⊆[k]
∑
∅6=w⊆[k+1:s]
γp
∗
v∪w
( qp∗ + 1)
p∗(|v|+|w|)/q
=
∑
v⊆[k]
γp
∗
v
( qp∗ + 1)
p∗|v|/q
T (v, k)p
∗
,
where
T (v, k)p
∗
=
∑
∅6=w⊆[k+1:s]
(
(|v|+ |w|)!
|v|!
)b p∗ 1
( qp∗ + 1)
p∗|w|/q
∏
j∈w
γp
∗
j
=
s−k∑
l=1
(
(|v|+ l)!
|v|!
)b p∗ 1
( qp∗ + 1)
p∗l/q
∑
w⊆[k+1:s]
|w|=l
∏
j∈w
γp
∗
j .
Since |v| ≤ k, we have
(|v|+ l)!
|v|! ≤
(k + l)!
k!
.
This completes the proof. ✷
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Example 2 Consider large s and
γj =
c2
ja
for a > max(1/p∗, b).
Clearly
∑
w⊆[k+1:s]
|w|=l
∏
j∈w
γp
∗
j = c
lp∗
2
s∑
j1=k+1
j−a p
∗
1
s∑
j2=j1+1
j−a p
∗
2 . . .
s∑
jl=jl−1+1
j−a p
∗
l
≤ clp∗2
∫ ∞
k+1/2
x−a p
∗
1
∫ ∞
x1
x−a p
∗
2 . . .
∫ ∞
xl−1
x−a p
∗
l dxl . . . dx2 dx1
=
(
cp
∗
2
(k + 1/2)a p
∗−1 (a p∗ − 1)
)l
1
l!
.
Therefore
T (k) ≤
(
s−k∑
l=1
(
(l + k)!
k!
)b p∗ yl
l!
)1/p∗
=
(
s−k∑
l=1
((k + 1) · · · (l + k))b p∗ y
l
l!
)1/p∗
(10)
with
y =
cp
∗
2
( qp∗ + 1)
p∗/q (a p∗ − 1) (k + 1/2)a p∗−1 .
Hence the upper bound in (10) can be computed efficiently using nested multiplication. We
provide now the pseudo-code for doing that:
y := cp
∗
2 /((q/p
∗ + 1)p
∗/q(a p∗ − 1)(k + 1/2)a p∗−1)
T := y sb p
∗
/(s − k)
for l = s− k − 1 to 1 step − 1 do
T := (T + 1)(l + k)b p
∗
y/l
endfor
T := T 1/p
∗
.
Furthermore, for k ≥ 2,
∑
v⊆[k]
γp
∗
v
( qp∗ + 1)
p∗|v|/q


1/p∗
≤ c1

1 + cp∗2
k∑
j=1
j−a p
∗
(q/p∗ + 1)p∗/q
+
∑
u⊆[k]
|u|≥2
(|u|!)b p∗ c|u| p∗2
(q/p∗ + 1)p∗|u|/q
∏
j∈u
j−a p
∗


1/p∗
.
Now we provide an estimate for the last sum in this expression. We have
∑
u⊆[k]
|u|≥2
(|u|!)b p∗ c|u| p∗2
(q/p∗ + 1)p
∗|u|/q
∏
j∈u
j−a p
∗
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=k∑
ℓ=2
(ℓ!)b p
∗
cℓ p
∗
2
(q/p∗ + 1)p
∗ℓ/q
∑
u⊆[k]
|u|=ℓ
∏
j∈u
j−a p
∗
=
k∑
ℓ=2
(ℓ!)b p
∗
cℓ p
∗
2
(q/p∗ + 1)p
∗ℓ/q
∑
u⊆[k]
|u|=ℓ
{1}⊆u
∏
j∈u
j−a p
∗
+
k−1∑
ℓ=2
(ℓ!)b p
∗
cℓ p
∗
2
(q/p∗ + 1)p
∗ℓ/q
∑
u⊆[2:k]
|u|=ℓ
∏
j∈u
j−a p
∗
=
k∑
ℓ=2
(ℓ!)b p
∗
cℓ p
∗
2
(q/p∗ + 1)p∗ℓ/q
∑
u⊆[2:k]
|u|=ℓ−1
∏
j∈u
j−a p
∗
+
k−1∑
ℓ=2
(ℓ!)b p
∗
cℓ p
∗
2
(q/p∗ + 1)p∗ℓ/q
∑
u⊆[2:k]
|u|=ℓ
∏
j∈u
j−a p
∗
.
For the two inner sums in the last expression we can now use the same method as in the
derivation of (10) for the terms with indices ℓ = 2, . . . , k − 1, and hence obtain
∑
u⊆[k]
|u|≥2
(|u|!)b p∗ c|u| p∗2
(q/p∗ + 1)p∗|u|/q
∏
j∈u
j−a p
∗
≤
k−1∑
ℓ=2
(ℓ!)b p
∗−1
(
cp
∗
2
(q/p∗ + 1)p∗/q(ap∗ − 1)1.5ap∗−1
)ℓ
(ℓ(ap∗ − 1)1.5ap∗−1 + 1)
+
(k!)b p
∗−a p∗ckp
∗
2
(q/p∗ + 1)p∗k/q
. (11)
In analogy to product weights and using the upper bounds above, we calculated numbers
k = k(ε) which guarantee that

∑
u6⊆[k]
γp
∗
u
( qp∗ + 1)
p∗|u|/q


1/p∗
≤ ε
21/p∗
.
Since the upper bound (11) is not sharp for large k, i.e., small ε, we calculated the values of
k(ε) only for a = 4. More precisely we did it for s = 10000, b = c1 = c2 = 1, q = 2, p = 2
and p =∞, and a = 4.
ε 10−1 10−2 10−3 10−4 10−5 10−6
k(ε) 3 8 26 81 256 809 p =∞
k(ε) 2 5 12 29 74 185 p = 2
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