Introduction
In this paper we study the following single product capacitated lot size problem: Pt(Xt) variable production cost to produce X t units in period t, d t = demand in period t, mtK = capacity available in period t; m t is a given non-negative integer and K is a known constants Zt = lower bound on inventory in period t (-t is the upper bound on the number of backorders in period t if 9t < 0), t u t = upper bound on inventory in period t, and f(X 1 ,... ,XT) = cost penalty usually associated with changes in production quantities. In section 2 we will discuss several forms of f().
Problem (P) is of interest for several reasons. In practice, it is useful in situations where similar items share the same productive resources and can be aggregated into a single product.
From a theoretical point of view, the analysis of the single item problem has been used to study the computational complexity of more general production problems and to gain insight for developing algorithms for such problems. References [1] to [4] , [8] , [10] to [17] , [19] , and [22] provide exact algorithms for a variety of single item capacitated lot size problems.
In this paper we concentrate on approximation formulations to (P) because the latter has been shown to be NP-hard ( [5] ) except for very special instances ( [2] and [4] ). We provide fast algorithms to solve the approximation problems and show that the worst case error bounds should be acceptable for most practical instances.
Approximation Problems
We analyze two approximation problems. The first is inspired by practical situations where production in any period is restricted to be equal to a multiple of K. That is, in period t X t can only assume a value in the set {,K,2K,...,mtK}. This is the case, for example, when there are n machines, numbered 1 to n, whose capacities are multiples of K; in each period, machine i can be used only if machine j, for j < i, is being fully utilized. The restricted production policy problem is written as follows: The second approximation formulation is based on the "softness" of the demand constraints. That is, if the standard deviation of the forecast errors is large enough to justify rounding the demands up to the nearest multiple of K then the resulting problem (RUD), described below, can be interpreted as an approximation of (P). 
If K is smaller thanor isof the same-magnitude as the standard deviation of the forecast error in every period, to solve (RUD) may be as meaningful as to solve (P). As we show in section 3, (RUD) and (RPP) are equivalent under mild assumptions. Therefore, the same fast algorithm to solve (RPP) can be used to derive a solution to (RUD).
The plan of this paper is as follows. In section 2 we briefly review the literature categorized in terms of the different functional forms of f(-) -4-and present a list of assumptions and measures of computational complexity of the existing algorithms. In particular we introduce a unified functional form of f(-) that subsumes the three forms previously used in the literature. In section 3 we establish the desired relations between (RPP) and (RUD). In section 4 we compute the worst case error bound when (RPP) is used as an approximation to (P). Finally, in section 5 we provide algorithms to solve (RPP) and compute a measure of their computational complexity.
Concluding this section, we make the following assumptions that will hold throughout the paper:
pt(Xt) is non-decreasing for t=1,2,...,T;
ht(It) is non-decreasing for I t > 0 and non-increasing for I t < 0 for t=1,2,...,T.
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Brief Review of the Literature
In this section we review and classify a representative sample of the research done on problem (P) in terms of the functional form of f(.). Four categories are identified. They are not necessarily mutually exclusive; rather, they reflect an increase in generality.
(i) Sequence-independent Set-up Costs [3] and Jagannathan and Rao [8] showed that their algorithms with no backorder allowed can be easily extended for the case where backorders must be satisfied within periods. This condition has been previously used by Zangwill 22] for (P) with t = and u t = K = o. Karmarkar et al [10] introduced this model and pointed out two advantages of defining Y < 6(Xt) rather than Yt = 6(Xt) in (F2). First, in this formulation, t =t t.
the machine may be on whether or not there is production. This strategy can be more economical in some cases since the company need not incur the sequencedependent costs. Second, unlike the case where Yt is required to be equal to 6(Xt), f(Xl,X 2 ,...,T) is concave.
(iii) Production Smoothing
Instead of considering sequence-dependent set-up costs, the third category of functions f(-) incorporates :a penalty for changes in the production level. (F3) is written as follows:
If X t is measured in labor hours, ft (-) 
where C t is the cost of starting a machine in period t, X 0 = 0, and X t is an integer quantity representing the number of machines utilized in period t.
Schrage [17] provided an 0(m 3 T 2 ) algorithm to solve that problem.
In this paper we consider a more general form of f(-), designated as (F4), and defined below; (F4)is more general in ~the-sense that its .feasible set-contains those of (F1),-(F2), and (F4') and that of (F3) whenever the production quantities are restricted to integral numbers. It allows for fractional production and for keeping the machines on even if they are not being used. It is useful to note that this type of formulation does not preclude the shut off of a machine, if it is not being used, in case such strategy is more economical.
i=l,2,...,n; Assume that t 0= , u t for t=1,2,...,T, and the objective function T T T of (P) is given by Z st6(Xt) + Z vtX t + Z htI t where the vt's are nont=l t=l t=l increasing, then there is an optimal solution which satisfies I tlXt (mt K-Xt) = 0 for t=1,2,...,T (see [1] and [2] ). The following proposition is an extension of this theorem to problem (P) where f(Xl,X 2 ,...,XT) takes the functional form (F4). Proposition 2.2: Assume that for t=l,2,...,T, T = 0, Ut = o Pt(X) = vtXt the vs are non-increasing, and f(Xl,X 2 ,...,XT) takes the functional form (F4) in (P). Then there is an optimal solution which satisfies:
To conclude this section we summarize in Table 2 .1 the main characteristics of the problems addressed and the algorithms presented in this paper and in those cited in our brief review of the literature. 
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Relation Between (RPP) and (RUD)
In this section we explore relations between (RPP) and (RUD).
In particular, we show that under mild assumptions the two problems have common optimal solutions. Throughout this section and the next we assume that the functional form of f(.) is given by (F4).
As a vehicle to study the relation between (RPP)l-and (RUD) we introduce the following problem which is the restricted-production version of (RUD):
t=1,2,. lence, the feasible set S of (RUD) can be written as
for t=l,2,...,T}.
Assume that i t and u t are multiples of K for t=l,2,,..,T and let It is not difficult to show that A is a totally integer vector. Therefore the extreme points [6] , [7] , and [21] ). Since there is a one the extreme points of S' and S the desired w w Proposition 3.2: Assume that t and u are multiples of K and that h (I ) t t t t and Pt(Xt) are piecewise concave functions whose breakpoints are multiples of K. Then, vRUD = vRUD,, and the optimal solutions of (RUD') are also optimal in (RUD).
Proof: Problem (RUD) can be written as:
By proposition 2.1, f(XX2...XT) is concave on S. Therefore, the objective function of (RUD) is concave on S . This fact together with w proposition 3.1 implies that there is an optimal solution X in (RUD) whose components are multiples of K. Hence, X is feasible in (RUD') and since both problems have the same objective function, and the feasible set of (RUD') is contained in the feasible set of (RUD), it follows that vRU D = vRUD',; hence the optimal solutions of (RUD') are also optimal in (RUD). /
In order to establish the relation between (RPP) and (RUD) we first prove the following result that relates (RPP) and (RUD'). 
.,T. Then, X is optimal in (RUD') if and only if it
is optimal in (RPP). Moreover,
Suppose that XR is feasible in (RUD'). Then Z X > Z d' + t t t t T=l
Conversely, suppose X is feasible in (RPP). Then,
and are multiples of K for t=1,2,...,T, Sic X t , t't X > d' + t . Therefore, X is feasible in (RUD') and the feasible =1 =1 set of (RPP) and (RUD') are the same. Since the objective function values T t t of (RPP) and (RUD') differ by the constant Z h (r Z d 1 -Z d ) for any t=l T= T=1 given feasible solution, the desired result follows. 
The results of this section show that under mild conditions, (RUD), (RUD') and (RPP) are essentially equivalent. Therefore, if the forecast errors of the demand are of the same magnitude as K, the practitioner may opt to solve one of these three approximation problems instead of (P). We show in the next section that even when this is not the case, these problems are good approximations to (P).~_
Error Bounds for Approximations to Problem (P)
In this section we relate the optimal values of (RPP), (RUD'), (RUD) to the optimal value of (P). Suppose t and u t are multiples of K for t=l,2,...,T. Let H t (Pt) be the maximum value of the differences in ht(-) (Pt(')) for two consecutive multiples of K, i.e., Denote by v(X) the objective function value of (P) or (RPP) when that function is expressed in terms of the production quantities.
The next proposition provides an error bound when an optimal solution of (RPP) is used as a solution to (P).
Proposition 4.1: Assume that (P) is feasible, and that t and u t are , multiples of K for t=1,2,...,T. Then, if XRp P is an optimal solution to T (RPP), v(XRpp) -Vp < Z (Ht+Pt). t=l
Proof: Since (P) is feasible and has a bounded feasible set, it follows that (P) has an optimal solution, say X. Let
' T It suffices to show that X' = (Xi,...,X),is feasible in (RPP) and that T v(X') < V + Z (Ht+Pt) since (XRpp) < v(X') trivially implies that * t=l t v(X ) < VP + 2 (H+P). t=l We first prove that X' is feasible in (RPP). Note that, for t=l,2,...,T,
To show that
the feasibility of X in(P). Since Z XT' Z d' and u are multiples of K,
it follows that Z X < Z d' + u It remains to show that X < Km t T=i T ~ T t t t T=1 1 for t1,2,...,T. Suppose that X > K(mt+l) for t=1,2,...,T. Then, t = t
= X t -K >Km for t=l,2,...,T, contradicting the feasibility of X in (P). Since Pt ( ) is non-decreasing and X < X +.;K with X t being a multiple of K, Pt& isan = t g utpl fK pt(Xt) < pt(Xt)+Pt holds for t=l,2 ...,T. Still by construction of X'
Therefore, v(X') < Vp + Z (H+Pt). 
Proof:
Since (P) is feasible and its feasible set is bounded, it has an optimal solution X. To prove the result we will construct a feasible solu-T tion X' to (RUD) from X and show that v(X') -< K( ht) + Q. Since t=l ht(I t ) is linear for t=l,2,...,T and X' is feasible in (RUD), v(XRu) < v(X'). Hence, (c) a a -(Xt -X ) for i=l,2,...,q.
Then, the following relations hold for t=l,2,...,T.
(i) through (iv) are easy to show. To prove (v), suppose that t t Z X + K > Z X' for some t. Let i = max{jlt. < t}. Since X t = X t =0 T1 T T= T i i t t for tR, it suffices to show that r X t = X . By (a) and (c), 
Next, we prove that X' is feasible in (RUD). Since (iii) holds, it t t t t suffices to show that Z X > Z d + t . From (iv), X < Z X + K T---T T= T T= T= i T= T for t=1,2,...,T. Hence, two cases are possible: t t t t t Case 1:
T It remains to show that v(X') -v < K( Z h) + Q.
P = t
(ii) implies f( X',...,X4) = f(Xl,X 2 ,...,XT).
(iv), the linearity of ht(-) and the
Also, (i), (ii), (iv), the monotonicity-of P(.) and the definition of Q T T T imply that Z Pt(Xt) < Z Pt(Xt) + Q. Therefore, v(X') < vp + K( h t) + Q. t=l t=l t=l The following example shows that this bound is tight. Suppose that Pt(Xt) = vXt, t = m for t=,2,...,T, d = , and d t = for t 1.
Then, Q = Kv. Suppose is less than K. Then, X = X t = 0 for t ~ 1 is optimal to (P) while X = K, X t = 0 for t 1 is optimal to (RUD). Note that, if h t = h for t=1,2,...,T, then the relative error bound is proportional to 1/T. If the planning horizon is partitioned into months, then the relative error bound is given by .14/m. However, if the planning horizon is partitioned in weeks, then the relative error bound becomes 0.031/m. Therefore, the finer the partition of the planning horizon, the tighter the bound will be.
Algorithms to Solve (RPP)
To simplify the explanation we first provide an algorithm to solve (RPP) with the functional form (F2) for f(s).
Let a point (ty,w) correspond to a state where the time period is t, the cumulative production is Ky and 1 if the machine is on in period t,
In the following algorithm S t denotes the set of feasible points, in period t, and g(t,y,w) denotes the cumulative costs from (0,0,0) to (t,y,w). Consider T the following layered network (N,A) where N U S t and A consists of the t=l following arcs: where the origin of each arc must be in S t and the destination in St+l . Note that arc ((t,y,l),(t+l,y,l)) corresponds-to the alternative that there is no production in period t+l but the machine is on, The costs associated with the arcs defined in (i) -(iv) are, respectively:
The following algorithm solves a shortest path problem in (N,A). Therefore, the total number of steps in the above algorithm is (m 2 T 2 ).
Assume that f(Xl,X 2 ,...,XT) takes the functional form (F4). Essentially, the algorithm for this case is the same as the one just described for (F2).
Let w represent the number of machines kept on in period t, i.e. w0,l,2,...,n.
Then, the number of nodes is (mnT Since we need to consider only (n 2 ) arcs incident to a node for (F4) and two arcs for (F2), the total number of calculations is reduced to O(mn 3 T  2 ) and (mT~) for (F4) and (F2), respectively.
Assume the sequence-dependent set-up costs are zero in (F4). For t=1,2,...,T, let C(Xt) be the cost associated with X and let Ct(X t ) denote the For practical purposes, we showed that there exists a satisfactory trade-off between them. This suggests that the combination of pseudopolynomial algorithms and the worst case analysis is fairly effective for the single product capacitated lot size problem. Our current research indicates that this approach can be extended to other practically important problems such as the multiple product capacitated lot size problem and the multistage lot size problem.
