Modelling fish habitat preference with a genetic algorithm-optimized Takagi-Sugeno model based on pairwise comparisons by Fukuda, Shinji et al.
Modelling fish habitat preference with a genetic
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Abstract Species-environment relationships are used for evaluating the current sta-
tus of target species and the potential impact of natural or anthropogenic changes
of their habitat. Recent researches reported that the results are strongly affected by
the quality of a data set used. The present study attempted to apply pairwise com-
parison to modelling fish habitat preference with Takagi-Sugeno-type fuzzy habitat
preference models (FHPMs) optimized by a genetic algorithm (GA). The model
was compared with the result obtained from the FHPM optimized based on mean
squared error (MSE). Three independent data sets were used for training and test-
ing of these models. The FHPMs based on pairwise comparison produced variable
habitat preference curves from 20 different initial conditions in the GA. This could
be partially ascribed to the optimization process and the regulations assigned. This
case study demonstrates applicability and limitations of pairwise comparison-based
optimization in an FHPM. Future research should focus on more flexible learning
process to make a good use of the advantages of pairwise comparisons.
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1 Introduction
Ecological models are abstractions of natural systems and tools for understanding
complex processes and mechanisms involved. Habitat preference models are used
in order to extract habitat preference information of a target species from obser-
vation data, or to express expert knowledge on the species. Species-environment
relationships can thus be quantified and used in the decision making on plans and
management options for a target ecosystem. In practice, there are two types of habi-
tat models: univariate and multivariate models. Univariate models have been widely
applied, for which the main idea consists of using a set of univariate preference
functions to represent possible habitat preference of a target species. These models
are used for the assessment of current status and future impacts of habitat changes
in both time and space [3]. A variety of methods has been proposed and employed
in practical applications, which include the habitat suitability index [3], resource
selection functions [11], and other specific models such as a genetic Takagi-Sugeno
fuzzy model [6, 9]. In recent years, multivariate approaches have gained more pop-
ularity as computational systems have become powerful and freely available. These
include machine learning methods [13], fuzzy rule-based systems [1, 15], and statis-
tical regression tools [2, 8]. In habitat modelling, it is often reported that the results
are affected by the quality and quantity of a data set used [5, 12], which is partly be-
cause of the uncertainties inherent to observation data. The development of a sound
methodology to cope with the different quality of data contributes the better under-
standing and reliable assessment of target ecosystems.
Preference modelling has been one of the key topics in information sciences.
Preference is used for ranking items and the ranking can be used for decision mak-
ing. Recently, pairwise comparison has been gaining interests in this field, and is
reported to be a sound methodology in preference learning [10]. Despite the inten-
sive works in theory, the pairwise comparison has not yet been applied to preference
modelling in ecology, and it seems to be a good approach to cope with the data with
uncertainties such as observation errors. It would, therefore, be interesting to exem-
plify the applicability and limitations of an pairwise comparison-based approach.
Our aim is to apply pairwise comparisons to the optimization of a Takagi-
Sugeno-type fuzzy habitat preference model (FHPM) using a genetic algorithm
(GA [7]). The results were compared with the previously developed FHPM opti-
mized based on mean squared error (MSE). Three independent data sets were used
for training and testing of the models. This first application of pairwise compari-
son provides useful information for the development of reliable habitat assessment
approach using observation data with uncertainty.
Pairwise comparisons for modelling fish habitat preference 3
2 Methods
2.1 Data Collection
A series of field surveys focusing on Japanese medaka (Oryziaslatipes) was carried
out in an agricultural canal in Kurume City, Fukuoka, Japan. Field surveys were
conducted on three sunny days: 14 October and 5 and 9 November 2004. Two study
reaches were established in the same canal: a 50-m-long study reach (1.6–2.0 m in
width, 0.3% gradient) was surveyed on 14 October and 5 November, and a 30-m-
long study reach (0.8–1.4 m in width, 0.3% gradient) was surveyed on 9 November.
Habitat use by Japanese medaka and four physical habitat characteristics—water
depth (cm, henceforth referred to as depth), current velocity (cm s−1, velocity),
lateral cover ratio (%, cover), and vegetation coverage (%, vegetation)—in the study
reach were surveyed. The study reach was first mapped, then habitat use by the fish
was observed, and finally the physical habitat characteristics within the reach were
measured.
In the following analyses, fish distribution data are expressed as the log-transformed
observed fish population density in the ith water unit (FPDo,i; individuals per square
metre), where the subscript o indicates observed, i = 1, 2, ..., N, denotes the water
unit, and N is the total number of water units (Table 1). The size of data sets (=N)
is 139 for the data set of 14 October, 130 for that of 5 November, and 86 for that of
9 November, all of which contain vectors of four habitat variables (depth, velocity,
cover and vegetation) and fish population density.
Table 1 Species distribution data along with the four habitat variables of depth, velocity, cover
and vegetation, each of which was observed on 14 October, 5 November, and 9 November 2004,
respectively.
Date D V C VEG log10(FPD+1) presence absence prevalence
maximum 65.0 61.3 50.0 100.0 1.64
14 Oct. mean 13.6 13.7 19.1 49.7 0.37 77 62 55.4
minimum 2.0 1.5 0.0 0.0 0.00
SD 8.0 9.3 14.0 29.6 0.41
maximum 57.0 31.6 50.0 100.0 1.56
5 Nov. mean 13.6 8.8 20.6 59.5 0.35 71 59 54.6
minimum 3.0 1.5 0.0 0.0 0.00
SD 8.4 5.6 14.8 31.2 0.40
maximum 32.0 44.7 50.0 100.0 1.88
9 Nov. mean 15.6 12.5 19.8 55.2 0.42 31 55 36.0
minimum 5.0 1.5 0.0 0.0 0.00
SD 6.2 9.6 13.9 33.3 0.60
SD, standard deviation; D, depth (cm); V, velocity (cm s−1); C, cover (%);
VEG, vegetation (%);
FPD, observed fish population density (individuals per square metre)
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2.2 Fuzzy Habitat Preference Model
A fuzzy habitat preference model (FHPM) was employed for describing the habi-
tat preference of the target fish [9]. An FHPM is a 0-order Takagi-Sugeno model
[14] that relates habitat variables to habitat preference by considering uncertainties
such as fish behaviour and measurement errors of the habitat variables. Simulta-
neous optimization of all model parameters enables an FHPM to evaluate habitat
preference in an interpretable way despite nonlinear, complex interactions between
habitat variables and habitat preference.
The FHPM used here is a single-input single-output fuzzy system with four sets
of if-then rules: two sets of four rules each for depth and velocity, and two sets of
three rules each for cover and vegetation (14 rules in total). The input values (the
four habitat variables) were expressed as symmetric triangular fuzzy numbers with
centre αm and spread σm, where m denotes the habitat conditions of depth, velocity,
cover, and vegetation, in order to take into account the measurement errors and the
spatial variance of the habitat variables. The observed value was used as the centre
value αm, and the spread σm was determined from the allowed variance when the
reach was divided into water units: the spread of depth σd was 1 cm, that of velocity
σv was 1 cm s−1, and those of cover σc and vegetation σveg were 10% each, where
the subscripts d, v, c and veg denote depth, velocity, cover and vegetation, respec-
tively. Next, all input values were transformed by membership functions (Fig. 1) into
membership values ranging from zero to unity. The membership functions for depth
and velocity were defined according to the ecological characteristics of Japanese
medaka (Figs. 1a and 1b), and those for cover and vegetation were defined to include
the available range of each of these habitat variables (Figs. 1c and 1d). A uniform
partition with triangular membership functions was used, but the first and last mem-
bership functions were allowed to be trapezoidal. Each membership function has a
corresponding singleton value in the consequent part. The habitat preference was
calculated by taking the weighted mean of the singleton values in the consequent
part, using the membership degrees as weights. Singleton values in the consequent
part in the range [0, 1] were determined by a binary GA so as to minimize an ob-
jective function described below. The present GA consisted of a population of 100
individuals, each of which has a 56-bit string (4 bits × 14 singletons). The shape of
the habitat preference curves (HPCs), i.e., a set of singletons for a habitat variable,
was constrained to have a unimodal or monotone form with maximum preference of
one. Specifically, the model was penalized by giving large values with regard to the
objective function when the above regulation was violated. Based on the objective
function employed, the GA repeatedly modified the model structure (the singletons
in the consequent part) using three genetic operations: roulette wheel selection with
an elitist strategy, uniform crossover and mutation at a probability of 5%. The opti-
mal model was obtained after 2,000 iterations. The GA optimization was repeated
using 20 different sets of initial conditions in order to evaluate the variance of the
model structure that resulted from the initial conditions.
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Fig. 1 Membership functions
2.3 Objective Function
We employed either of mean squared error (MSE) between observed and predicted
fish population density or mean penalty (MP) evaluated from pairwise comparison
as our objective function. The procedures to calculate each objective function are as
follows.
First, the composite habitat preference according to the four habitat variables was
calculated as
HPi = Pd,i×Pv,i×Pc,i×Pveg,i (1)
where HPi denotes the habitat preference in the ith water unit, and Pd,i, Pv,i, Pc,i, and
Pveg,i are the habitat preference with respect to the individual habitat variables depth,
velocity, cover and vegetation, respectively. Here, the use of multiplication in Eq.
(1) produces an FHPM with higher performance and consistent habitat preference
curves (HPCs) [6].
To calculate the MSE, fish population density of the Japanese medaka was esti-
mated with Eq. (2):
FPDc,i =
(
HPi
∑Ni=1HPi
)
×
N
∑
i=1
FPDo,i (2)
where FPDc,i is the calculated fish population density in the ith water unit, and
FPDo,i is the observed fish population density. The MSE is then calculated from the
observed and predicted fish population density.
The MP is an average of penalty values assigned according to a set of pairwise
comparison of habitat preference and observed fish population density of two dif-
ferent data points. That is,
MP=
2
N(N−1) ∑λ j 6=λk
penalty(λ j,λk) (3)
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where λ j and λk are two data points j and k. The pairwise comparison was per-
formed as follows.
1. Calculate the composite habitat preference of data point j (HPj) using an FHPM
and Eq. (1).
2. For each of data points j and k,
2.1 Compare the habitat preference values (HPj and HPk), from which either
of the relationships HPj > HPk, HPj = HPk, or HPj < HPk is obtained.
2.2 Compare the observed fish population density (FPDo, j and FPDo,k), from
which either of the relationships FPDo, j > FPDo,k, FPDo, j = FPDo,k, or
FPDo, j < FPDo,k is obtained.
2.3 Compute a penalty based on the relationship obtained from 2.1 and 2.2.
a. If the relationships are the same between the habitat preference and fish
population density, then no penalty is assigned.
b. If the relationships are the opposite between the habitat preference and fish
population density, then assign a penalty of 1.
c. If either of the relationships is equal and the absolute difference of other
relationship is smaller than a predefined value1, then assign a penalty of
0.5. Otherwise, assign a penalty of 1.
3. Compute the MP by means of Eq. (3).
2.4 Model Application and Analyses
To illustrate the difference between the FHPMs obtained from two different objec-
tive functions, these models were compared in terms of model performance and
habitat preference information retrieved from them. The first data set was used for
model development (training), and the remaining two data sets were used for model
evaluation (testing). That is, 20 FHPMs were developed from each data set, each
of which was tested using two different data sets. From the 20 initial conditions
used in the model development, the variance of the model structures was quanti-
fied by using performance measures and the HPCs. The model performance was
evaluated by the MSE, the MP and the area under receiver operating characteristics
curve (AUC). The AUC is often used when evaluating species distribution models
for presence-absence data [6, 13] and it is independent of the objective functions in
this study. The MSE and MP were calculated using the fish population density and
the AUC was calculated after converting the fish population density into presence-
absence data. Of these performance measures, the mean and standard deviations of
the 20 FHPMs from different initial conditions were used as a measure of the pre-
dictive accuracy and of the variance of model structures, respectively. In an FHPM,
1 Allowed absolute difference for fish population density was set at 0.1 and that for habitat prefer-
ence was at 0.05 (about 5% of their entire range).
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an HPC can easily be obtained by providing consecutive values in the range of the
corresponding membership functions (in steps of 0.1) to the FHPM and plotting the
output values against the habitat variables. Specifically, the HPC shape indicates the
habitat preference information retrieved from the data set used.
3 Results
The two different models (FHPMs based on pairwise comparison and FHPMs based
on MSE) produced HPCs with similar trends in preference (Figs. 2–3). The HPCs
of the best models have almost the same shape with slightly different degrees of
preference (solid lines in Figs. 2–3). We can, however, observe slight differences
in the shapes between the two models at the water depth around 15–20 cm in the
data sets of 14 October and 5 November. Slightly contradicting shapes among the
20 HPCs are found from the FHPMs based on pairwise comparison for depth in the
data set of 5 November (Fig. 2(ii-a)) and for vegetation in the data set of 9 November
(Fig. 2(iii-d)). In other words, some HPCs show monotone forms, but others show
unimodal forms. The both FHPMs produced variable HPCs but at different habitat
variables (Figs. 2–3). For instance, the HPCs obtained from the FHPMs based on
pairwise comparison show a variance in depth and vegetation (Fig. 2), whereas the
HPCs from the FHPMs based on MSE show a variance in cover (Fig. 3). This could
be partially resulted from different penalization approaches in training the models.
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Fig. 2 Habitat preference curves obtained from fuzzy habitat preference model optimized based
on pairwise comparison. Solid lines are the best curve with respect to the pairwise comparison and
dotted lines are all curves obtained from 20 different initial conditions in a genetic algorithm
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Performance of the two models differs by the performance measures (Table 2).
The variance in HPCs seems to have some relationship with the standard deviation
of all performance measures, except for the MP of FHPMs based on pairwise com-
parison. The FHPMs based on pairwise comparison show better performance in MP,
while the FHPMs based on MSE show better performance in MSE and in AUC. The
best FHPMs (with respect to each of the objective functions) from each data set also
support the better performance of the FHPM based on MSE (Table 3). It can be seen
from these results that FHPMs based on pairwise comparison failed to converge or
reach at an optimal solution.
We observe no correlation between the MP and the AUC or the MSE (Fig. 4),
although there could be some correlation between these measures within a data set.
Despite the differences between the data sets, the MP of FHPMs based on pairwise
comparison shows a small variance within the same data set, while the AUC and
MSE plots spread vertically (Fig. 4(i)). This means that AUC and MSE cannot be
minimized by minimizing the MP. The MSE of FHPMs based on MSE shows a
small variance, while the MP and AUC show more variance (Fig. 4(ii)). The variance
is dependent on the data set used as it can also be seen in Table 2. In contrast to the
MP, the AUC and MSE show a positive relationship for both of the FHPMs (Fig.
5), of which the variance is small in the FHPMs based on MSE. This indicates
that the minimization of MSE could lead to maximization of AUC through the GA
optimization applied in this study.
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Fig. 3 Habitat preference curves obtained from fuzzy habitat preference model optimized based
on mean squared error (MSE). Solid lines are the best curve with respect to the MSE and dotted
lines are all curves obtained from 20 different initial conditions in a genetic algorithm
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Table 2 Results of performance evaluation of fuzzy habitat preference models (FHPMs) optimized
based on pairwise comparison (i) and FHPMs optimized based on mean squared error (MSE) (ii),
of which model 1 is the FHPMs developed using the data set of 14 October, model 2 is those of 5
November, model 3 is those of 9 November 2004. Each model was tested using three data sets.
(i) pairwise comparison-based (ii) MSE-based optimization
optimization
Data set used Data set used
MSE Oct. 14 Nov. 5 Nov. 9 MSE Oct. 14 Nov. 5 Nov. 9
Model 1 0.305 0.172 0.441 Model 1 0.069 0.084 0.216
±0.279 ±0.124 ±0.219 ±0.001 ±0.002 ±0.006
Model 2 0.371 0.123 0.224 Model 2 0.146 0.067 0.206
±0.044 ±0.021 ±0.035 ±0.007 ±0.000 ±0.009
Model 3 1.131 0.565 0.221 Model 3 0.240 0.115 0.143
±0.410 ±0.226 ±0.022 ±0.042 ±0.016 ±0.001
AUC Oct. 14 Nov. 5 Nov. 9 AUC Oct. 14 Nov. 5 Nov. 9
Model 1 0.738 0.735 0.747 Model 1 0.875 0.818 0.893
±0.100 ±0.080 ±0.100 ±0.002 ±0.007 ±0.011
Model 2 0.701 0.817 0.892 Model 2 0.786 0.860 0.912
±0.008 ±0.007 ±0.012 ±0.011 ±0.003 ±0.005
Model 3 0.623 0.680 0.792 Model 3 0.748 0.855 0.921
±0.028 ±0.066 ±0.050 ±0.012 ±0.003 ±0.003
MP Oct. 14 Nov. 5 Nov. 9 MP Oct. 14 Nov. 5 Nov. 9
Model 1 0.229 0.289 0.317 Model 1 0.277 0.321 0.406
±0.001 ±0.004 ±0.009 ±0.014 ±0.018 ±0.027
Model 2 0.339 0.236 0.235 Model 2 0.266 0.272 0.325
±0.001 ±0.001 ±0.007 ±0.009 ±0.012 ±0.017
Model 3 0.342 0.258 0.205 Model 3 0.268 0.277 0.285
±0.002 ±0.004 ±0.000 ±0.011 ±0.023 ±0.030
Table 3 Performance of the best models from each data set using fuzzy habitat preference models
(FHPMs) optimized based on pairwise comparison (i) and FHPMs optimized based on means
squared error (MSE) (ii), of which model 1 is the FHPMs developed using the data set of 14
October, model 2 is those of 5 November, model 3 is those of 9 November 2004. Each model was
tested using three data sets.
(i) pairwise comparison-based (ii) MSE-based optimization
optimization
Data set used Data set used
MSE Oct. 14 Nov. 5 Nov. 9 MSE Oct. 14 Nov. 5 Nov. 9
Model 1 0.097 0.090 0.260 Model 1 0.069 0.081 0.207
Model 2 0.287 0.080 0.169 Model 2 0.137 0.066 0.196
Model 3 0.418 0.166 0.177 Model 3 0.175 0.091 0.142
AUC Oct. 14 Nov. 5 Nov. 9 AUC Oct. 14 Nov. 5 Nov. 9
Model 1 0.835 0.799 0.870 Model 1 0.879 0.829 0.911
Model 2 0.727 0.838 0.906 Model 2 0.814 0.865 0.915
Model 3 0.703 0.815 0.876 Model 3 0.773 0.862 0.926
MP Oct. 14 Nov. 5 Nov. 9 MP Oct. 14 Nov. 5 Nov. 9
Model 1 0.228 0.281 0.304 Model 1 0.257 0.296 0.368
Model 2 0.339 0.235 0.226 Model 2 0.250 0.255 0.301
Model 3 0.340 0.249 0.205 Model 3 0.259 0.258 0.256
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4 Discussion
The present results demonstrated the applicability and limitations of pairwise com-
parison in the optimization of an FHPM, from which some possible improvements
of the present FHPM can be drawn. As we observed in Fig. 4, AUC and MSE could
not be minimized by minimizing MP, and vice versa. The insensitive response of
MP would be ascribed to its qualitativeness. An MP is a quantitative measure which
evaluates the pairwise relationship between observed fish population density and
composite habitat preference calculated by an FHPM. Due to the qualitativeness of
MP, a GA could not optimize the singleton values, from which variable HPCs were
produced. Since the present GA is a binary-coded scheme, the GA could not find an
optimal solution due to discretized search space. The variance of HPCs can there-
fore be reduced by a real-coded GA. Fixed membership functions of the antecedent
part of FHPMs could also be a cause of the insensitiveness, and thus learning habi-
tat preference of the fish was restricted. This point could be improved by tuning
the membership functions, which should, however, be limited to a certain extent in
order to keep the semantics predefined from expert knowledge on the fish [15].
In contrast to the MP, the AUC positively responded to the MSE (Fig. 5). This
could be because the FHPMs based on MSE could classify presence and absence
of the fish by minimizing the errors between predicted and observed fish population
density. For instance, an error at the point where no fish was observed but a model
predicted fish presence is equal to a false positive in presence-absence analysis.
Reducing the error can thus improve model performance with regard to AUC.
In addition to model performance, interpretation of an HPC is important in habi-
tat modelling, from which users can learn how a target species would respond to
a given condition through model output [4]. This is also important because it can
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further be used for designing management plans and options for a target ecosys-
tem. The interpretability of an HPC depends on the monotonicity toward a maximal
preference point and the variance of HPCs obtained. The variance of HPCs would
indicate uncertainty in fish habitat modelling. On the one hand, one of the vari-
able HPCs may have a higher performance in a test data set. On the other hand,
variable HPCs are not interpretable for users and may also deteriorate model perfor-
mance. The variance observed in the HPCs of FHPMs based on pairwise compari-
son is ascribed to the algorithm used. In the pairwise comparison, only a qualitative
relationship between modelled habitat preference and fish population density was
considered, in which differences in degree of preference did not matter. Therefore,
the variance in HPCs cannot be reduced by pairwise comparison if the shape is the
same (even thought the degrees of preference are different). In the present results,
the effectiveness of pairwise comparison was not so prominent as we expected. This
could be partially because the present FHPMs regulate the shape of an HPC during
the optimization by a GA. If this is the case, pairwise comparison may work well
when applied to habitat models without any regulation in the optimization process.
Better results can be achieved by pairwise comparison using a set of individual habi-
tat preferences for each habitat variable, instead of using composite habitat prefer-
ences as applied in this study. Different penalty assignments such as relaxation or
rigidification of penalty criteria can also improve the model performance or the in-
terpretability of the result. Further studies are necessary to clarify the mechanism of
performance improvement as well as better algorithms for preference learning using
pairwise comparisons, which contributes to the establishment of a sound methodol-
ogy for habitat assessment.
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