視覚障がい者のための日常生活支援システムの開発 by 淵田 正隆












Daily Living Activities Support System  








    
 
  




















本論文は，7 章より構成される．第 1 章は序論であり，背景，先行研究一部紹介，
目的を述べる．第 2 章では先行研究紹介および問題設定を概説する．第 3 章および第
4 章は「地面性状識別」，第 5 章および第 6 章は「指先指定文字抽出」に関して述べ
る．第 3 章と第 5 章ではそれぞれの手法に関して詳述し，第 4 章と第 6 章は提案手法
の有効性を検証するとともにその結果に関して考究を加える．以上を踏まえたうえ，






第 2 章では，第 1 章で触れなかった先行研究の多くを紹介・評価し，これまでに解
決されていない問題点を俯瞰する．「地面性状識別」および「指先指定文字抽出」そ
れぞれに対して，問題設定を行うとともに，解決のためのアプローチを決定して概説








    
 
データベースを作成する．画像からは形状を表す Speeded Up Robust Features (SURF) 
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が年 1 回以上の転倒を経験している[内閣府 2005]．転倒した場所に関しては，庭や居
間，浴室といった大きな段差がほとんどない場所でもそれぞれ 26.5%，17.0%，9%の
方が転倒していた．これは，わずかな段差での躓きや滑りやすい床面での滑りが転倒


















字や 2 次元コードが付属しているわけではない． 例えば，食品の包装用紙には点字が
打刻していないものも多く，打刻してあってもその内容は簡易な情報であることが多
い．なぜならば，点字は小さな範囲に大量の情報を与えることが難しいためである．




















Table 1 同じような外形で区別しづらい包装用紙 




缶詰め食品 60.4% 50.8% 
缶・瓶・紙パック飲料 55.7% 49.7% 
詰め替え用のもの 54.9% 53.8% 














































































































































































それぞれのアプローチの詳細については，第 3, 4, 5 章で詳述する． 
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2.1 はじめに 




































































Table 2 視覚障害等級([厚生労働省 2009]) 
1 級 両眼の視力（万国式試視力表によって測ったものをいい，屈折異常がある者に
ついては，きょう正視力について測ったものをいう．以下同じ．） 
の和が 0.01 以下のもの 
2 級 1. 両眼の視力の和が 0.02 以上 0.04 以下のもの 
2. 両眼の視野がそれぞれ 10 度以内でかつ両眼による視野についての視能率
による損失率が 95 パーセント以上のもの 
3 級 1. 両眼の視力の和が 0.05 以上 0.08 以下のもの 
2. 両眼の視野がそれぞれ10度以内でかつ両眼による視野について視能率によ
る損失率が 90 パーセント以上のもの 
4 級 1. 両眼の視力の和が 0.09 以上 0.12 以下のもの 
2. 両眼の視野がそれぞれ 10 度以内のもの 
5 級 1. 両眼の視力の和が 0.13 以上 0.2 以下のもの 
2. 両眼による視野の 2 分の 1 以上が欠けているもの 
6 級 一眼の視力が 0.02 以下，他眼の視力が 0.6 以下のもので， 





































Fig. 2 ランドルト環 
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2.3 従来研究 



































また，Liao らは，視覚障がい者の安全な歩行のために，地面に埋め込んだ RFID タ
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撮影した画像を Bag of Features(BoF)を用いて，ベクトルで表現する． 
24 
    
BoF で表現するための特徴には Scale Invariant Feature Transform (SIFT)を選択した．
識別した地面性状は芝生，砂利，舗道，砂，アスファルト，床，泥，小さな砂利の 8


































































































Fig. 3 バーコード 
 
そこで，より豊かな情報を入力可能な 2 次元コードが開発された．その中の QR コ







    
 
Fig. 4 QR コード 
 






げることができる．また，印刷するだけなので IC カードに比べて低コストである． 
 



























































(a)入力画像                    (b)翻訳画像 
Fig. 5 OCR の結果 
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(a)入力画像                    (b)翻訳画像 

















































































Maximally Stable Extremal Regions（MSER）特徴を用いて，画像中の文字の可能性があ
る領域を文字領域として抽出した．さらに，抽出した文字候補の中から Canny 法のよ
うに 2 つの閾値を設定し，文字のみを抽出する手法を提案した[Cho 2016]．このとき，









































  Google 社の Bissacco らは Android スマートフォンの機能の 1 つである文字認識シス
テムのために，スマーフォンで撮影した画像から文字列を抽出し，認識する手法を提
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2.2.5 項でも挙げた Goto らは，一度抽出した文字領域を追跡することで不要な読み







































































































Fig. 8 Google 翻訳(Google, Inc.) 
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Table 3 地面性状識別に関する従来研究まとめ 
 導入の容易さ 識別範囲の限定 複雑背景 
今井 2017  〇  
Leung 2014  〇  
Weiss 2006   〇 
Best 2013   〇 
Ascari 2006   〇 
森 2004 〇 〇  
Wang 2015 〇   
Lu 2009  〇 〇 
Zenker 2009 〇  △ 
Bajracharya 2008 〇 〇 △ 
Ros 2017  〇 〇 













































    
Table 4 文字の抽出に関する従来研究まとめ 
研究目的 導入の簡易さ 抽出範囲の限定 複雑背景 
Ohya 1994 〇   
平岩 2002 〇  〇 
Goto 2009 〇 △  
田畑 2010 〇   
藤崎 2011 〇   
Kita 2010 〇  〇 
村山 2001 〇  〇 
Cho 2016 〇  〇 
松田 2010 〇  〇 
Wernicke 2000  △ 〇 
Nakamura 1993 〇  △ 
Bissacco 2016 〇  〇 













Suzuki 2011 無  〇 
西川 1999 無 〇  
Fujishima 2013 無 〇  
肥川 2009  △ 〇 
澤 2010  ○ 〇 
Google 翻訳 無  〇 
提案手法に求められる機能 無 ○ 〇 
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の画像は Bag of Features を用いてベクトルで表現した．ベクトルで表現する際の特











歩幅によって左右されるが，約 1m/s であった[田邉 2013]．このことから 1 つの画




























Fig. 10 対象とする文字 
 
(2) 想定する手法 
文字の認識に関しては OCR を用い，OCR で認識が可能なように文字列を抽出す
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識別する．識別には SVM を用いるが，SVM で識別するためには小領域をベクトルで
表現することが必要である．そこで，BoF を用いて画像をベクトル表現する．BoF で
ベクトル表現する際，例えば SIFT や SURF のような輝度勾配の特徴をヒストグラム
で表現する特徴量を用いるが，地面性状は輝度勾配だけでは表現しきれないことも多
い．そこで，小領域の色の分布を色ヒストグラムで表現し，それを色特徴とする．そ

















ば SIFT や SURF のような輝度勾配の特徴をヒストグラムで表現する特徴量を用いる
が，地面性状は輝度勾配だけでは表現しきれないことも多い．そこで，小領域の色の
分布を色ヒストグラムで表現し，それを色のベクトルとする．そして，輝度勾配と色







































とは対象とする画像に対して係数(Fig. 12 のσ)の異なる 2 つのガウシアンフィルタ






































Fig. 13 DoG 
 
複数の係数で，DoG を計算すると，ピラミッド状に DoG 画像を並べることがで




























の方向をオリエンテーションと呼ぶ(Fig. 17)．このオリエンテーションは 1 つの特










































Fig. 17 オリエンテーション 
  
特徴点周りの特徴量を計算する前に，その領域を基準の方向へ回転させる 
(Fig. 18)．特徴点周りの小領域（SIFT の場合は 4×4 領域）の輝度勾配の向きを 8


































し，次元数が 128 と多く，計算に時間がかかる．そこで， 高速な特徴量抽出手法




SIFT では特徴点を DoG を求めることで検出しているが，この手法は画像サイズ
が大きくなると処理速度も低下してしまう．SURF では，近似ヘッセ行列である
Box filters で DoG のようにエッジを求める．その際，画素ごとの処理を行わずに領
域ごとの処理を行う Integral Image を用いて，高速に演算を行う．Box filters は画像
の大きさは変化しないので，画像の大きさが変化しても処理時間が変わらない．
オリエンテーションの計算の際，SIFT は 10 度ずつ 36 方向を調べていたが，SURF









考え方は，例えば，4 色(赤・黄・緑・青)の色ヒストグラムであれば，赤は 0 番，














Fig. 20 色ヒストグラムの例 
 
しかし，対象の画像の色数が多くなると，ピン数も増加してしまう．例えば，
8bit の RGB カラー画像は，	2563の色数で表現される．この膨大な数の色を表現す
ると，似た色を別の色として認識してしまうことや，実装の上の問題として，こ
のヒストグラムを表現するために大量のメモリを消費してしまう．そのため，色
の減色処理が必要である．例えば，RGB 表色系で表現された画像を 64 色で表現す













Fig. 21 減色処理の例（RGB） 
 
前述した SURF と色ヒストグラムを併用する場合，次元数を合わせる必要があ
る．SURF は 64 次元で表現されるため，色ヒストグラムは 64 色に減色させる． 
 














     彩度に関しては，「淡い・鮮やか」の 2 値が表現できれば十分なので，2 値に分
割する．明度も高い分解能は不要であるが，「暗い・明るい」の 2 値だけでは色を
表現するためには不十分だったため 4 値とする．色相は，細かく分割すべきである．
全体の色数を SURF と合わせるために 64 色としたいので，色相は等間隔で 8 値に
分割する(Fig. 22)．彩度は 0-20 と 21-255 で分割した．明度は 0-20，21-128，128-200，











































クトル表現の 2 つのプロセスからなる． 
 











































そこで，1 フレームの画像を小領域に分割し，それぞれの領域を 1 フレームの画像
としてデータベースを構築する．撮影用のカメラは将来的にシステムをウェアラ
ブル型にすることを考え，低解像度のカメラの使用を想定する．ここでは，640×































Fig. 25 入力画像の分割 
 





































ことが報告されている[Nowak 2006]．また，k-means 法の計算量は O(kN)に対して，


























Fig. 28 k-means 法が適用できない例 
 
転写した特徴ベクトル 1 つを 1 つの群(クラスタ)とみなし，そのクラスタ同士が
統合を繰り返すことで 終的なクラスタを生成する．k-means 法では， 初に分割
するクラス数を与える必要がある．例えば，3 つのクラスに分割する場合，まず特
徴ベクトルの中から 3 点(クラスタ)を選択する(Fig. 29)．次に，その他の特徴ベク
トルを，3 点のうち も近いクラスタに割り当てる(Fig. 30)．それぞれのクラスタ
の中心を求め，それを新しい 3 点とする(Fig. 31)．加えて，すべての特徴ベクトル




ができる．このセントロイドを Visual Words(VW)と呼ぶ．VW の個数は対象によ
って，数百から数万くらいが選択される．本研究では，BoF による地面性状の識別









































るために， 近傍探索手法の一種である KD-Tree 法を用いる． 近傍探索手法に
は他にも Locality Sensitive Hashing(LSH)などが提案されており，10 次元以上の高次


















Fig. 32 VW による特徴ベクトルの置き換え 
 
KD-tree 法は対象の空間を 2 分木になるように分割し，比較対象とする VW を減
らすことで計算時間を低下させることができる．分割のやり方としては， 初に
水平方向もしくは垂直方向に 2 分割する．次に， 初に水平方向に分けている場
合は垂直方向， 初に垂直方向に分けている場合は水平方向に 2 分割する．この
処理を繰り返す．この 2 分割するとき，その位置をＶＷの位置の中央値で分割す










Fig. 33 空間の分割 
 
分割した空間内に各地面性状の特徴ベクトルを転写し，それらの特徴ベクトル


























Fig. 35 画像を表すベクトル 
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3.4 SVM による地面性状の識別 





は重みベクトル，x は入力ベクトル， はバイアス（任意の数値）である． は非





















































Fig. 37 線形識別関数を用いた 2 クラス分離問題の分離結果(線形以外) 
 
  そこで，このような非線形の問題の分離に対応でき，汎化性の高い識別手法として，
SVM を採用する．SVM では上記の問題点を解決するために，マージンの 大化 




























































Fig. 39 カーネルトリック 
 




もと 2 つのクラスが線形に分かれている場合，ハードマージン SVM の方が性能の高
い識別器を作成することができるが，いかなる手段を用いても分割が困難な場合，境
界線を設置することができない．そのため，実際の問題を扱う場合，ほとんどソフト










Fig. 40 クラスが入り混じる際の分割 
 
  ソフトマージン SVM の考え方は，ペナルティを与えることで誤分割を含めて評価








| |  式(3.4.3) 
 
は SVM の識別関数であり，C は誤分割したときのコストの重みを示して
いる．ハードマージン SVM の場合，C は無限になる．ソフトマージン SVM の場合，
式(3.4.3)の w と b が 小になるように調整される．ここで，ペナルティとしてスラッ
ク変数を導入する．  
 






| |  式(3.4.5) 
 
誤分割が多くなると，式(3.4.5)の値が大きくなってしまうので， 小化するように
学習すると，誤分割が減少させるように，重みのパラメータ w が調整される． 
 
ここまで説明した SVM は 2 クラス分類に対応しているが，地面性状を識別する際
には 2 つ以上のクラスを分類する必要がある．他クラス分類の手法としては，1 対他
分類法や 1 対 1 分類法が提案されている． 
 




1 対 1 分類法は，任意の 2 クラスを選択し，それらを 2 クラス分類の SVM を作成す
る．すべての組み合わせで SVM を作成し，統合することで他クラス分類の分類器を
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クリート，ウッドデッキ）の画像を収集しておき，あらかじめ BoF と SVM を用いて
データベースを作成しておく．実験では地面性状ごとに 30 フレームの画像から 16 マ
スずつ画像を切り出し，合計 1,920 枚の画像を学習画像とした．また実験用に地面性






収集した各地面性状の画像からそれぞれ 130 フレーム，合計 520 フレームの画像を
選択し(Fig. 41)，学習用画像をそれぞれの地面性状ごとに 30 フレーム，テスト用の画
像をそれぞれの地面性状ごとに 100 フレームに分割した．これらの画像は Singapore 















Fig. 41 使用した地面性状の一部 
 







 このカメラの画質は 640×480，F 値は 2.8, 画角は 60°である．また，カメラの大
きさは直径 30mm，奥行 35 ㎜であり，重量は 100g である． 
 
 




  各地面性状 100 フレームの画像を 1 フレーム当たり 16 マスに分割し，分割した領域
ごとに識別した．その結果，Table 6 に示すように，すべての地面性状で Recall，Precision





























結果，Intel Core i-5-4300U クロック数 1.9GHz，メモリ 8GB の計算機を用いて，1 フレ
ームの画像(16 マス)当たり芝生が平均 0.812 秒，砂利道が平均 0.804 秒，ウッドデッキ
















Fig. 43 識別結果 
 








芝生 1579 11 1 9 98.7 
砂利 2 1544 30 24 96.5 
ウッド 
デッキ 
0 49 1530 21 95.6 
コンクリート 18 67 74 1441 90.1 
















当たり，芝生が平均 0.812 秒，砂利道が平均 0.804 秒，ウッドデッキが平均 0.817 秒，
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Lucas-Kanade 法(LK 法)と Gunnar Farnelback 法(GF 法)である．前者は，画像ピラミッ
ドを使用し，疎な特徴同士のオプティカルフローを計算する．後者は，密な特徴同士
のオプティカルフローを計算する．指先位置を求める場合，画像内から手領域を密に





























     
Fig. 47 オプティカルフローを用いた指先検出 
 





















































































(1)手袋型          (2)指先          (3)指輪型 






赤外線照射装置は 63 個の赤外線 LED(波長 850nm)を 9×7 に並べ，その前方に拡散板を設

















     
  (a) カメラユニット        (b) 指輪型マーカ 






















    
 
 
(a)入力画像             (b) 赤外線画像（白黒反転） 
Fig. 55 赤外線反射光の検出 
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赤外線画像の画素を調べて，その画素値がV 以上，縦横の幅が S ピクセル以内の領域
を抽出する．この条件では，赤外線の反射の仕方によっては多数のノイズが含まれる
ことがある．そこで，抽出するビーズはそのようなビーズよりも大きいと考えられる




そして，3 個の領域のうち，他の 2 個から離れたものを指先側のビーズ A，他の 2
個を指根元側のビーズ B，C とし，B と C の中点を D とする．A と D から指の傾きと
長さを求める(Fig. 56(a))． 
 
AD 間の距離 ML は実測したところ約 15mm であり，人差し指の長さは日本人の手
の寸法データ[AIST 2012]より，約 69.5mm なので，D から指先までの距離は，ML×n
とした．すなわち，Fig. 56 では黄円が指先位置を表している．ここで，計算した指の
長さが実際の指より短いと，指先が文字領域に入ってしまい，ノイズとして撮影され

















径 LF ピクセルの円形の小領域を設定する．この円形の小領域内に他の指先位置が Nc
個以上あるとき，その候補を正しい指先位置として記録した (Fig. 56(b))．すべての指
先位置に関して，正しい指先位置か判別し，その個数が Nd 個以上のとき，それらの
指先位置の平均を 終的な指先位置とした (Fig. 57 の指先点)．ここでは，基礎実験よ















       (a)指先位置の計算          (b)外れ値除去 




























































 長さは，2 文字以上とする． 
 
 












手法[芦田 2005][Kita 2010][松田 2010]や文字のエッジの特徴（複雑さやエッジ強度）を利
用する手法[Suzuki 2011][平岩 2004][Goto 2009]が提案されている． 
 
前者の色情報を利用した手法では，前提条件として同一単語中の文字は単色としている．
文字の色の推定手法として，Fussy C-means Algorithm(FCM)[芦田 2005]や k-means 法[Kita 












































2. 検出した指先位置に小領域を設定する．  
3. 小領域内の文字の色を推定し，文字を検出する． 





































際，画像を RGB 表色系(Fig. 59)で表現すると，照明条件の変化に影響を受けやすい．
つまり，等色差性を考慮していないため，照明（明度）と色の値を分けて表現するこ
とが難しい．そこで，等色差性に優れた L*a*b*表色系(Fig. 60)に変換する．ここでは，
L*a*b*表色系の L は輝度を表し，a*と b*は色相と彩度を表す．この等色差性とは人が
色を区別する際の感覚的な度合いがそれぞれの画素が持つ値に倣う性質のことである．


































Fig. 60 L*a*b*表色系のモデル 
 
  指先の小領域として，WF×HFピクセルの範囲 (Fig. 61)を，その領域の下辺の中点が指
先位置と重なるように設定する．色の分布を調査するために，この領域(以降，指先上
領域) のヒストグラムを生成する(Fig. 62)．ここでは，基礎実験より WF=80，HF=80 と
した． 
 
    
(a) 入力画像         (b) 指先領域 





(a) L*              (b) a*              (c) b* 







る画素値の頻度を示し，num は要素の個数であり num=5 とする．ただし，i=0，1，254，
255 のときは隣接する要素数が減るため，i=0，255 のとき num=3，i=1，254 のとき num=4
とした． 
 





の境界があるはずである．そこで，色の境は，2 つの山の間にあり，頻度が 1 以上，







基礎実験より Tv=3 とした． 
num


















で，コニカミノルタによって提案された CIE2000 色差式[Sharma 2005]を用いて，各画




で，文字候補色の彩度が TS1 未満の場合は各画素との明度差が TB 以内かつ各画素の彩
度が TS2 以下の画素を抽出する(Fig. 64(b))．ここでは，基礎実験より TS1=20，TC=20，
TB=10，TS2=20 とした．文字候補色を抽出した画像を文字候補画像とする． 
 
    
(a) オレンジ画素の抽出         (b) 白画素の抽出 






















そこで，上記の 2 つのノイズ除去手法を用いて，評価用画像を 2 枚作成する．これ







った円の個数を数える．この個数の 大値を文字の個数 WN とする(Fig. 65)．ここでは，






























(a) 文字画像           (b) (a)の細線化 
(白黒反転) 
   
(c)非文字画像        (d) (c)の細線化 
(白黒反転) 





















































る場合は統合する． このときの拡大は，矩形の幅，高さを NH1 倍することである．














積が Nw2×Nh2 ピクセル以上の文字の重心を抽出し，重心を中心に半径 r の円（点）を
描く(Fig. 67)．ここでは r=1，PL=画像の幅/4，Nw2=5，Nh2=5 とした．変換した画像に






































る (Fig. 70)．そこで，ND回の膨張処理を行い，隙間を埋めてマスクを作成する(Fig. 71)．




Fig. 70 文字線の太さを基準にしたマスク 
 

























り Wh=80，Hh=80，Ny=2，NB=2 とした． 
 
 
Fig. 72 指先周辺のヒストグラム 
 
 

























Fig. 74 ノイズを含んだ文字列 
 




Fig. 76 文字の拡大 
 
   
   (a) マスク               (b) 抽出した文字列 
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撮影条件について説明する．撮影には Logicool のウェブカメラ 2-MP Portable 






把持した姿勢時の人の肩から物品までの距離である 350mm を基準とした．AIST 人体
寸法データベースの上腕と前腕の長さを参考に，物品をより身体に近づけた状態とし
て 250mm，腕を伸ばして把持した状態として 450mm に関しても検証した． 
実験条件は以下の 6 パターンにまとめられる(Table 7)． 
 
Table 7 指先検出実験の実験環境 
 照度 lx 距離 mm 
実験環境 1 150 250 
実験環境 2 150 350 
実験環境 3 150 450 
実験環境 4 1000 250 
実験環境 5 1000 350 







マスにつき 30 回繰り返し，その際の各マスの検出精度を検証した． 
 
























(a)実験機器の配置         (b) 指先検出範囲 (距離 350mm) 
 
   
 (c) 指先検出範囲 (距離 250mm)   (d) 指先検出範囲 (距離 450mm) 
Fig. 78 指先検出実験：実験環境 
 
Table 8 指先検出結果(実験環境 1) 
 A B C D E F G 
1 100% 93.3% 100% 100% 100% 100% 100% 
2 100% 100% 100% 100% 100% 100% 100% 
3 100% 100% 100% 100% 100% 100% 100% 




Table 9 指先検出結果(実験環境 2) 
 A B C D E F G H I J 
1 100% 100% 100% 100% 96.7% 100% 100% 90% 100% 100% 
2 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
3 100% 100% 100% 100% 100% 100% 100% 100% 96.7% 100% 
4 100% 100% 100% 100% 100% 100% 100% 100% 100% 90% 
5 96.7% 100% 100% 100% 100% 100% 100% 100% 100% 83.3% 
6 100% 100% 100% 100% 100% 100% 100% 100% 93.3% 93.3% 
 
Table 10 指先検出結果(実験環境 3) 
 A B C D E F G H 
1 100% 96.7% 93.3% 100% 100% 100% 80% 100% 
2 100% 100% 96.7% 100% 100% 100% 100% 83.3% 
3 100% 100% 96.7% 100% 100% 100% 100% 100% 
4 100% 100% 100% 80% 96.7% 96.7% 100% 76.7% 
5 93.3% 100% 100% 100% 100% 100% 96.7% 63.3% 
6 100% 100% 86.7% 100% 100% 96.7% 100% 63.3% 
7 100% 100% 90% 100% 100% 100% 100% 70% 
8 100% 83.3% 100% 93.3% 93.3% 100% 100% 100% 
 
Table 11 指先検出結果(実験環境 4) 
 A B C D E F G 
1 90% 100% 100% 100% 100% 100% 100% 
2 100% 100% 100% 100% 100% 100% 96.7% 
3 100% 100% 100% 100% 83.3% 100% 100% 
4 100% 100% 100% 100% 100% 100% 100% 
 
Table 12 指先検出結果(実験環境 5) 
 A B C D E F G H I J 
1 96.7% 100% 100% 100% 100% 96.7% 100% 100% 93.3% 66.7% 
2 100% 100% 100% 100% 96.7% 100% 100% 100% 100% 80% 
3 100% 100% 100% 100% 100% 80% 100% 100% 80% 100% 
4 100% 100% 100% 100% 100% 86.7% 100% 93.3% 96.7% 100% 
5 100% 100% 100% 100% 100% 100% 100% 100% 100% 96.7% 





Table 13 指先検出結果(実験環境 6) 
 A B C D E F G H 
1 96.7% 100% 100% 100% 60% 83.3% 100% 66.7% 
2 96.7% 100% 100% 100% 93.3% 96.7% 100% 86.7% 
3 100% 100% 100% 96.7% 96.7% 96.7% 100% 80% 
4 100% 93.3% 100% 96.7% 100% 100% 93.3% 76.7% 
5 96.7% 100% 100% 100% 96.7% 100% 90% 56.7% 
6 100% 100% 100% 100% 96.7% 90% 93.3% 63.3% 
7 96.7% 90% 100% 96.7% 100% 96.7% 96.7% 56.7% 
8 100% 100% 100% 96.7% 100% 100% 96.7% 86.7% 
 
Table 14 それぞれの実験環境の平均指先検出結果 
照明条件 距離 平均精度 
150lx 250mm 99.6% 
150lx 350mm 99.0% 
150lx 450mm 97.7% 
1000lx 250mm 98.9% 
1000lx 350mm 97.6% 



















(a) 実験環境               (b) 背景 












できた個数を計数する．この抽出処理を 1 文字列につき 30 回繰り返し，実用性を検証
した．実験の結果を Table 16 に示す．Table 16 の a,b,c…は物品を表し，Fig. 80 の各物
品に対応している．Table 16 の 1,2,3…は実験環境を表し，Table 15 に対応している． 


















(f)        (g)        (h)         (i)         (j) 
Fig. 80 実験対象 
 
Table 15 文字抽出実験の実験環境 
 照度 lx 距離 mm 
実験環境 1 150 250 
実験環境 2 150 350 
実験環境 3 150 450 
実験環境 4 500 350 
実験環境 5 750 350 
実験環境 6 1000 350 
 
Table 16 文字抽出実験結果 
 a b c d e f g h i j 
1 100% 93.3% 100% 100% 100% 96.7% 100% 83.3% 100% 26.7% 
2 96.7% 100% 100% 100% 100% 96.7% 96.7% 96.7% 100% 83.3% 
3 86.7% 96.7% 70.0% 100% 100% 90.0% 3.3% 93.3% 86.7% 0.0% 
4 100% 100% 100% 86.7% 90.0% 100% 50.0% 96.7% 100% 70.0% 
5 100% 96.7% 100% 100% 90.0% 100% 56.7% 96.7% 96.7% 53.3% 








実験結果より，照度が十分に確保されている場合（実験環境 4-6），物品ｇと j を除
く物品の抽出精度は 86.7％になった．物品 g およびｊの文字を観察すると，文字の太
さに変化が大きいフォントであり，「H」や「E」の横棒が他の文字列よりも細くなっ
ていることが分かる．そのため，とくに明るいとき照明の影響により，この細い文字
線が欠けてしまうことが精度低下の一因である(Fig. 81)．距離を 250mm まで近づけた
場合(実験環境１)，物品 g の抽出精度は改善され，83.3%の精度で文字の抽出に成功し
た．しかし，物品 j に関しては，近づけても細い文字線の欠けが生じた(Fig. 82)． 
 
反対に距離を 450mm まで遠ざけた場合（実験環境 3），すべての物品の文字線も相








(a) object g              (b) object j 










(a) object c            (b) object g          (c) object j 






















































Fig. 84 指先指定文字抽出実験：実験環境 
 













   
(a) Garlic (b) Cream (c) 野菜カレー 
   
(d) Control (e) DESIGN (f) 練習帳 
   
(g) 
CHOCOCHIPS 
ｒ(h)UNIX (i) Carbonara 
 
  
(j) CHOICE   







        
Fig. 86 指先検出の失敗 
 
 
Fig. 87 文字色推定の失敗 
 
 
Fig. 88 文字列生成の失敗 
 
   
Fig. 89 傾き補正の失敗 
 
  さらに，抽出した画像を OCR や文字認識用アプリケーションを用いて認識した．
本研究で使用した OCR はパナソニック株式会社の読取革命 Ver.15，使用した文字認
識用アプリケーションは Google, Inc の Google 翻訳である．それぞれの認識精度を




























































































処理速度も GPU を搭載していないノート PC を用いても 1 フレーム当たり 1
秒未満となり，計算機の面からも導入が容易なシステムを提案できた． 
 



























































































東京電機大学  未来科学部  ロボット・メカトロニクス学科  教授  中村明生先生 
 









東京電機大学  未来科学部  ロボット・メカトロニクス学科  教授  畠山省四朗先生 
東京電機大学  未来科学部  ロボット・メカトロニクス学科  教授  石川潤先生 
東京電機大学  未来科学部  ロボット・メカトロニクス学科  准教授  岩瀬将美先生 























また，現在，東京大学でお世話になっております東京大学大学院  工学系研究科  















2018 年 3 月 























内閣府，“平成 17 年度 高齢者の住宅と生活環境に関する意識調査結果”，






C. Weiss, H. Frohlich and A. Zell, “Vibration-based Terrain Classification using Support 
Vector Machines”, In Proceedings of the 2006 IEEE/RSJ International Conference on 
Intelligent Robots and Systems, pp. 4429–4434, 2006. 
 
[Lu 2009] 
L. Lu, C. Ordonez, E. G. Collins Jr and E. M. DuPont, “Terrain Surface Classification for 
Autonomous Ground Vehicles using a 2D Laser Stripe-based Structured Light Sensor”, In 
Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and 
Systems(IROS 2009), pp. 2174–2181, 2009 
 
[Zenker 2009] 
S. Zenker, E. Aksoy, D. Goldschmidt, F. Worgotter and P. Manoonpong, “Visual Terrain 
Classification for Selecting Energy Efficient gaits of a Hexapod Robot”, In Proceedings of the 




B. Shi, X. Wang, P. Lyu, C. Yai and X. Bai, “Robust Scene Text Recognition with Au-tomatic 
Rectification”, Proc. of the IEEE Conf. on Computer Vision and Pattern Recog-nition CVPR, 
pp. 4168-4176, 2016. 
 
[Goto 2009] 
H. Goto and M. Tanaka, “Text-tracking Wearable Camera System for the Blind”, Proceedings 





平岩 裕康，竹内 義則，松本 哲也，工藤 博章，劉 詠梅，大西 昇，“視覚障がい者の
ための環境内の文字情報理解支援システム”, 電子情報通信学会技術研究報告.TL，思
考と言語, Vol.101, No.710，pp.195-202，2002. 
 
[青柳 2015] 




K. Soeda, S. Aoki, K. Yanashima, and K. Magatani, “Development of the Visually Impaired 
Person Guidance System using GPS”, Proceeding of International Conference on Engineering 
in Medicine and Biology Society (IEMBS2004), pp.4870-4873, 2004. 
 
[Kim 2009] 
K. Kim, H. Kim, G. Yun and M. Kim, “Design and Analysis of Ultrasonic Monaural Audio 
Guiding Device for the Visually Impaired”, Engineering in Medicine and Biology Society, 
2009. EMBC 2009. Annual Int. Conf. of the IEEE, pp.1577-1580, 2009. 
 
[Liao 2013] 
C. Liao, P. Choe, T. Wu, Y. Tong, C. Dai and Y. Liu, “RFID-based Road Guiding Cane 
System for the Visually Impaired”, Cross-Cultural Design. Methods, Practice, and Case 




本ロボット学会誌, Vol.33, No.8 , pp.596–599, 2015. 
 
[Sekiguchi 2014] 
M. Sekiguchi, K. Ishiwata, M. Fuchida and A. Nakamura, “Development of a Wearable 
System for Navigating the Visually Impaired in the Indoor Environment –A Prototype System 
for Fork Detection and Navigation-”, IEEE International Symposium on Robot and Human 
Interactive Communication (RO-MAN 2014), pp.549-554, 2014. 
 
[Bai 2014] 
Y. Bai, W. Jia, H. Zhang, Z.-H. Mao, and M. Sun, “Landmark-Based Indoor Positioning for 
Visually Impaired Individuals”, Signal Processing (ICSP), 2014 12th International Conference, 











I. Ulrich and J. Borenstein, “The Guidecane Applying Mobile Robot Technologies to Assist 




H. Takizawa, S. Yamaguchi, M. Aoyagi, N. Ezaki, S. Mizuno and K. Cane, “An Assistive 
System for the Visually Impaired Based on the Concept of Object Recognition Aid,” Pers. 
Ubiquitous Comput, Vol.19, pp.955-965, 2015. 
 
[Ueda 2006] 
T. Ueda, H. Kawata, T. Tomizawa, A. Ohya and S. Yuta, “Visual Information Assist System 
using 3D SOKUIKI Sensor for Blind People—System Concept and Object Detecting 
Experiments”, IECON’06 the 32nd annual conference of the IEEE industrial electronics 
society proceedings, pp.3058–3063, 2006. 
 
[Ishiwata 2013] 
K. Ishiwata, M. Sekiguchi, M. Fuchida and A. Nakamura, “Basic Study on Step Detection 
System for the Visually Impaired”, Proceedings of the IEEE International Conference on 
Mechatronics and Automation (ICMA2013), pp.1332-1337, 2013. 
 
[Bahadir 2012] 
S. K. Bahadir, V. Koncar and F. Kalaoglu, “Wearable Obstacle Detection System Fully 
Integrated to Textile Structures for Visually Impaired People”, Sensors and Actuators A: 
Physical, Vol.179, No.0, pp. 297-311, 2012. 
 
[Setiawan 2014] 
W. Setiawan, Rasim and J. Kusnendar, “Development of Glasses for Guiding Visually 
Impaired Using Ultrasonic Sensor and Microcontroller”, Journal of Multidisciplinary 
Engineering Science and Technology (JMEST), Vol. 1 Issue 5, pp.67-73, 2014. 
[Cardin 2007] 
S. Cardin, D. Tnalmann and F. Vexo, “A Wearable System for Mobility Improvement of 








法討”, HCG シンポジウム，2017． 
 
[Leung 2014]  
T. S. Leung, G. Medioni, “Visual Navigation aid for the Blind in Dynamic Environments”, 
Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition 
Workshops(CVPRW). pp.579–586, 2014. 
 
[Best 2013] 
G. Best, P. Moghadam, N. Kottege and L. Kleeman, “Terrain Classification using a Hexapod 
Robot”, In Proceedings of the Australasian Conference on Robotics and Automation, 2013. 
 
[Ascari 2006] 
L. Ascari, M. Ziegenmeyer, P. Corradi, B. Gaßmann, M. Zöllner, R. Dillmann and P. Dario, 
“Can Statistics Help Walking Robots in Assessing Terrain Roughness? Platform Description 
and Preliminary Considerations”, In Proceedings of the 9th ESAWorkshop on Advanced 
Space Technologies for Robotics and Automation (ASTRA 2006), pp.28–30, 2006. 
 
[森 2004] 
森 英雄 , 安部 圭祐 , 竹谷 哲也 , 依田 一朗 , 小谷 信司, “視覚障がい者向け携帯
型歩行支援装置による駅における誘導,” 電子情報通信学会技術研究報告. HCS, ヒュ
ーマンコミュニケーション基礎 Vol.103, No.587, pp.1-6, 2004. 
 
[Wang 2014] 
S. Wang, H. Pan, C. Zhang, and Y. Tian, “RGB-D Image-Based Detection of Stairs, 
Pedestrian Crosswalks and Traffic Signs”, Journal of Visual Communication and Image 
Representation, Vol.25, No.2, pp. 263-272, 2014. 
 
[Bajrachary 2008] 
M. Bajracharya, B. Tang, A. Howard and M. Turmon, “Learning Long-range Terrain 
Classification for Autonomous Navigation”, In Proceedings of the IEEE International 
Conference on Robotics and Automation (ICRA 2008), pp. 4018–4024、2008. 
 
[Ros 2016] 
G. Ros, L. Sellart, J. Materzynska, D. Vazquez and A. M. Lopez, “The Synthia Dataset: A 
Large Collection of Synthetic Images for Semantic Segmentation of Urban Scenes”, 







高梨 宏之,王 鋒,田中 真美,長南 征二,御室 哲志,“携帯型点字読み取り支援装置の開
発”, 日本機械学会論文集 C 編 78.790, pp.2143-2151, 2012. 
  
[Zhang 2010] 
H. Zhang, J. Li and 1. Yin, “A Research on Paper Mediated Braille Automatic Extraction 
Method”, Intelligent International Conference on Computation Technology and Automation 
(ICICTA), Vol.1, pp. 328-331, 2010. 
 
[土井 2011] 
土井 泰法，松本 哲也，竹内 義則，工藤 博章，大西 昇,“視覚障がい者の商品情報
取得を支援する画像-音声変換システム”, 映像情報メディア学会技術報告 Vol.35, 
No.16, pp.5-8, 2011. 
 
[Gallo 2011] 
O. Gallo, R. Manduchi, “Reading 1D Barcodes with Mobile Phones Using Deformable 




X. Guo, H. Lin, Z. Yu, S. McCloskey, “Barcode Imaging using a Light Field Camera”, Light 
Fields for ComputerVision ECCV Workshops, 2014. 
 
[深見 2004] 
深見 拓史, “テキストの 2 次元コード化と音声によるバリアフリー・コミュニケーショ
ン・システム”, 情報処理学会研究報告デジタル・ドキュメント], Vol.2004, No. 
97(2004-DD-046), pp.29-34, 2004. 
 
[芦田 2005] 
芦田 和毅, 永井 弘樹, 岡本 正行, 宮尾 秀俊, 山本 博章, “情景画像からの文字抽出”, 




M. Koga, R. Mine, T. Kameyama, T. Takahashi, M. Yamazaki, T. Yamaguchi, 
“Camera-based Kanji OCR for Mobile-phones: Practical Issues”, Proceedings of the Eighth 








J. Ohya, A. Shio, and S. Akamatsu, “Recognizing Characters in Scene Images”, IEEE 
Transaction PAMI Vol.16, No.2, pp.214-220, 1994. 
 
[田畑 2010] 
田畑 晶啓, 藤崎 浩太, 前田 純治, “自己組織化マップを用いた文書画像のカラー量子
化”, 電子情報通信学会技術研究報告. IE, 画像工学 Vol .109, No.415, pp.95-100, 2010. 
 
[藤崎 2011] 
藤崎 浩太, 坂元 佑一郎, 前田 純治, “複雑な背景を持つカラー文書画像からの文字抽
出”, 映像情報メディア学会技術報告 Vol.35, No.9, pp.221-226, 2011.  
 
[Kita 2010] 
K. Kita and T. Wakahara, “Binarization of Color Characters in Scene Images Using K-Means 
Clustering and Support Vector Machines”, Proceedings of International Conference on Pattern 
Recognition, pp.3183-3186, 2010. 
 
[村山 2001] 
村山 健二, 岡田 至弘, “色の対比を用いた情景画像からの文字列抽出”, 電子情報通




H. Cho, M. Sung and B. Jun, “Canny Text Detector: Fast and Robust Scene Text Local-ization 




松田 友輔, 大町 真一郎, 阿曽 弘具, “2 値化とエッジ抽出による情景画像からの高精




A. Wernicke, R. Lienhart, “On the Segmentation of Text in Video”, Proc. of the IEEE Int. Con. 









A.Nakamura，O.Shiku，M.Anegawa，C.Nakamura and H.Kuroda, “A Method for Recognizing 
Character Strings from Maps using Linguistic Knowledge”, Proc. of the Second International 
Conf. on Document Analysis and Recognition (ICDAR)，pp.561-564，1993. 
 
[Bissacco 2013] 
A. Bissacco, M. Cummins, Y. Netzer	and H. Neven, “Photoocr: Reading Text in Uncontrolled 




T. Morris, P. Blenkhorn, L. Crossey, Q. Ngo, M. Ross, D. Werner, and C. Wong, 
“Clearspeech: A Display Reader for the Visually Handicapped”, IEEE Transactions on Neural 
Systems and Rehabilitation Engineering, Vol.14, No.4, pp.492-500, 2006. 
 
[Clark 2002] 
P. Clark and M. Mirmehdi, “Recognising Text in Real Scenes”, International Journal on 
Document Analysis and Recognition, Vol.4, No.4, pp.243-257, 2002. 
 
[久野 2011] 
久野 素有，山下 淳，金子 透，” ステレオカメラを用いたタッチパネル操作支援シス
テムの構築”, 電気学会論文誌. D, 産業応用部門誌 Vol.131, No.4, pp.458-465, 2011. 
 
[島田 2008] 
島田 茂伸 , 篠原 正美 , 安彦 成泰 , 下条 誠，“オプタコンの機械特性と人間の触
覚特性との適合度に関する研究”，電子情報通信学会論文誌. D, 情報・システム 
Vol.J91-D, No.5, pp.1296-1304, 2008. 
 
[Suzuki 2011] 
S. Suzuki, K. Kato and K. Yamamoto, “A Consideration of Effective Feature Extraction 
method for Nail Camera System”, Workshop Frontiers of Computer Vision, pp.1-6, 2011. 
 
[西川 1999] 
西川 誠, 森田 哲也, 吉川 大弘, 鶴岡 信治, “カラー画像処理を用いた指先による文
字列・図表領域の指示法”, 電子情報通信学会技術研究告, パターン認識・メディア理









N. Fujishima and K. Hoshino, “Fingernail Detection Method from a Hand Images including 




肥川 宏臣, 藤村 絃匡, 佐藤 大輔, “ハードウェア向き指文字認識アルゴリズム”, 電
子情報通信学会論文誌 D, 情報・システム，J92-D, 3, pp.405-416, 2009. 
 
[澤 2010] 
澤 光映, 竹川 佳成, 寺田 努, 塚本 昌彦, “演奏ルールを用いたウッドベースのため
の実時間運指取得システムの設計と実装”, 日本ソフトウェア科学会, コンピュータソ




研究，Vol.3, No.1, pp.45-49, 2013. 
 
[Bay 2008] 
H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool, “Speeded-Up Robust Features (SURF)”, 
Computer Vision Image Underst, 110, pp. 346–359, 2008. 
 
[神嶌 2003] 
神嶌 敏弘, “データマイニング分野のクラスタリング手法(1) − クラスタリングを使っ
てみよう！ −”, 人工知能学会誌, Vol.18, No.1, pp.59-65, 2003. 
 
[Nowak 2006] 
E. Nowak, F. Jurie, and Bill Triggs, “Sampling Strategies for Bag-of-Features Image 
Classification”, ECCV, pp.490-503, 2006. 
 
[Pra 2014] 
Y. De Pra, F. Fontana, and L. Tao, “Infrared vs. Ultrasonic Finger Detection on a Virtual 
Piano Keyboard”, International Computer Music Association (ICMC), 2014. 
 
[Farnelback 2003] 
G. Farnebäck, “Two-frame Motion Estimation Based on Polynomial Expansion”, In 









http://riodb.ibase.aist.go.jp/dhbodydb/hand/index.html accessed on 2016. 5. 8. 
 
[淵田 2012] 
M. Fuchida, R. Abe and A. Nakamura, “Character Extraction from the Region Pointed at with 
a Fingertip for the Visually Handicapped”, Proceedings of the 21st IEEE International 
Symposium on Robot and Human Interactive Communication, pp.265-270, 2012. 
 
[Sharma 2005] 
G. Sharma, W. Wu, and E. N. Dalal, “The CIEDE2000 Color-Difference Formula: 
Implementation Notes Supplementary Test Data, and Mathematical Observations”, Color 












1. Masataka Fuchida, Rajesh Elara Mohan, Ning Tan, Akio Nakamura and Thejus 
Pathmakumar, “Terrain Perception in a Shape Shifting Rolling-Crawling Robot,” MDPI 
Robotics, Vol.5, No.19, pp.(1-14), 2016. 
2. Masataka Fuchida, Thejus Pathmakumar, Rajesh Elara Mohan, Ning Tan and Akio 
Nakamura, “Vision Based Perception and Classification of Mosquitoes Using Support 
Vector Machine,” MDPI Applied Sciences, Vol.7, No.51, pp.(1-12), 2017.  
 
B. 査読付投稿論文(和文) 
1. 淵田 正隆，中村  明生，“視覚障がい者のための指差し文字検出システムの開発”，
精密工学会誌, Vol.82, No.12, pp.1109-1118, 2016. 
 
C. 査読付講演論文 
1. Masataka Fuchida, Ryo Abe and Akio Nakamura, “Character Extraction from the Region 
Pointed at with a Fingertip for the Visually Handicapped,” IEEE International Symposium 
on Robot and Human Interactive Communication (RO-MAN 2012), pp.265-270, 2012.  
2. Koichi Ishiwata, Mari Sekiguchi, Masataka Fuchida, and Akio Nakamura, “Basic Study on 
Step Detection System for the Visually Impaired,” Proceedings of the IEEE International 
Conference on Mechatronics and Automation (ICMA2013), pp.1332-1337, 2013. 
3. Mari Sekiguchi, Koichi Ishiwata, Masataka Fuchida and Akio Nakamura, “Development 
of a Wearable System for Navigating the Visually Impaired in the Indoor Environment –A 
Prototype System for Fork Detection and Navigation-,“IEEE International Symposium on 
Robot and Human Interactive Communication (RO-MAN 2014), pp.549-554, 2014.  
4. Shin'ichi Sato, Naomichi Kobayashi, Yudai Miyashita, Masataka Fuchida, and Akio 
Nakamura, “Basic Evaluation on Soccer Inside-kick Proficiency,” Proceedings of the 10th 
International Conference on Information, Communications and Signal Processing (ICICS 
2015), pp.1-5, 2015. 
5. Masataka Fuchida, Hiroya Yatsuyanagi, Akio Nakamura, Atsushi Yamashita and Hajime 
Asama: "The Characters Extraction System by a Fingertip for Visually Handicapped 
People", Proceedings of the 36th JSST Annual International Conference on Simulation 
Technology (JSST2017), Tokyo (Japan), pp.310-311, 2017. 
6. Hiroya Yatsuyanagi, Masataka Fuchida, Kazushige Okayasu, and Akio Nakamura, 
“Development of a Specific Word Recognition System for the Visually Handicapped 
—Character Recognition based on Dataset Generated from Font Data —,” IEEE/SICE 










1. 淵田 正隆，中村 明生，“指先指定文字抽出の検討”，第 17 回画像センシングシン
ポジウム(SSII2011)講演論文集，pp.IS3-08-1-4, 2011. 
2. 淵田 正隆，中村 明生，“視覚障がい者のための指先指定文認識の検討”，精密工学
会・画像応用技術専門委員会 サマーセミナー2011 予稿集，Vol.20, pp.13-16, 2011. 
3. 淵田 正隆，中村 明生，“視覚障がい者のための指先指定文認識の検討”， ビジョ
ン技術の実利用化ワークショップ 2011 (ViEW2011) 講演論文集，pp.404-410, 2011. 
4. 淵田 正隆，中村 明生，“視覚障がい者のための指先指定文認識の検討”，第 18 回
画像センシングシンポジウム(SSII2012)講演論文集，pp.IS3-18-1-6,(2012). 
5. 淵田 正隆，中村 明生，“視覚障がい者のための文字検出システムの検討”，精密工
学会・画像応用技術専門委員会 サマーセミナー2012 予稿集，Vol.21, pp.79-82, 2012. 
6. 大河原 一真, 淵田 正隆, 中村 明生, “賞味期限における文字検出手法の検討”, 
SICE/第 19 回パターン計測シンポジウム (第 94 回パターン計測部会研究会), 
pp.15-20, 2014. 
7. 上田 雄貴, 淵田 正隆, 井上 淳, 中村 明生, “3D 点群データを用いた段差検出手
法の検討 '', ビジョン技術の実利用化ワークショップ  (ViEW2015) 予稿集 , 
pp.275-279, 2015. 
8. 坂上 智紀, 淵田 正隆, 中村 明生, ``視覚障がい者のためのエスカレータの位置お
よび昇降方向検出手法の基礎検討'', 日本機械学会ロボティクス・メカトロニクス
講演会 (ROBOMECH 2016) 講演論文集, pp.2A1-19a3(1)-(4), 2016. 
9. 八柳 洸哉, 淵田 正隆, 中村 明生, “商品パッケージにおける特定文字領域検出手
法の検討”, 第 22 回画像センシングシンポジウム (SSII 2016), pp. (1-5), 2016. 
10. 加藤 周, 矢部 俊之, 淵田 正隆, 中村 明生, “屋内ピクトグラム検出・識別システ
ムの基礎検討”, 第 34 回日本ロボット学会学術講演会予稿集, pp.(1-4), 2016. 
11. 長野 樹, 藤井 浩光，橘高 達也，淵田 正隆，深瀬 勇太郎，青木 滋，鳴海 智博，
山下 淳，淺間 一，“アーム型屋外建機の遠隔操作のための測距センサを用いた手
先映像提示システム”，第 18 回 計測自動制御学会システムインテグレーション部
門講演会 (SI 2017)，pp.(1-5), 2017. 
12. 岡安 寿繁，吉田 光太，八柳 洸哉，淵田 正隆，中村 明生，“白色背景下における
蚊の種族識別に有効な特徴の調査，”ビジョン技術実利用ワークショップ(ViEW 
2017)，pp.(1-4), 2017. 
13. 大塚 智己，淵田 正隆，井上 淳，中村 明生，“点字翻訳システムの開発―物体表
面の点字領域抽出に関する基礎検討―，”ビジョン技術実利用ワークショップ
(ViEW 2017)，pp.(1-4), 2017. 
14. 矢部 俊之，淵田 正隆，井上 淳，中村 明生，“視覚障がい者のための屋内誘導シ
ステム開発－ピクトグラム検出・識別手法の基礎検討－，”ビジョン技術実利用ワ
ークショップ(ViEW 2017)，pp.(1-5), 2017. 
15. 松崎 優太， 岡安 寿繁， 八柳 洸哉， 淵田 正隆， 中村 明生， 佐藤 雄隆， 片
岡 裕雄，“FractalDB を用いた自然物認識のための特徴表現学習，”ビジョン技術






発明者：中村 明生，淵田 正隆 
特許出願人: 学校法人 東京電機大学 
代理人: 速水 進治 (プレシオ国際特許事務所) 
整理番号:TDU211  提出日: 2012.02.28  出願番号: 特願 2012-042085 
※東京電機大学 職務発明認定 
特許第 5964078 号  登録日: 2016.07.08 
 
F. 学術研究報告書 
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G. 新聞やテレビ等による研究紹介 
1. 新聞掲載: 2013.10.30(水) 日経産業新聞(朝刊) 6 面先端技術 「なぞった文字を音読 
東京電機大が装置」 
2. テレビ出演: 2013.11.05(火) テレビ東京・ワールドビジネスサテライト(WBS)  「ト
レンドたまご」コーナー 「文字を``読む’’指輪」 
3. 新聞掲載: 2013.11.08(金) 日経産業新聞(朝刊) 10 面先端技術 「目の前の段差，音声
で注意 東京電機大が装置」 
4. 新聞掲載: 2016.12.13(火) 朝日新聞(朝刊) 18 面全面広告 「ロボット AI IoT and...!!! 
理工学研究の 前線 (視覚障がい者を安全に目的地へ導く道案内システム・東京電
機大学)」 
 
