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BOUNDARY BEHAVIOR OF α-HARMONIC FUNCTIONS ON
THE COMPLEMENT OF THE SPHERE AND HYPERPLANE
TOMASZ LUKS
Abstract. We study α-harmonic functions on the complement of the
sphere and on the complement of the hyperplane in Euclidean spaces of
dimension bigger than one, for α ∈ (1, 2). We describe the corresponding
Hardy spaces and prove the Fatou theorem for α-harmonic functions. We
also give explicit formulas for the Martin kernel of the complement of the
sphere and for the harmonic measure, Green function and Martin kernel
of the complement of the hyperplane for the symmetric α-stable Le´vy pro-
cesses. Some extensions for the relativistic α-stable processes are discussed.
1. Introduction
Let Xt be a symmetric α-stable Le´vy process on R
d, d ≥ 2, with the index
α ∈ (0, 2) and the characteristic function
(1) Exeiξ·(Xt−x) = e−t|ξ|
α
, x, ξ ∈ Rd, t ≥ 0.
Here Ex is the expectation for the process starting from x and · denotes the
standard inner product. The study of the α-harmonic functions, i.e., functions
which are harmonic for Xt (see Preliminaries for the definition), has been of
interest in recent years, see [5, 19, 6, 7, 37, 41, 4, 9, 35, 11, 29, 12, 13, 8, 17,
36, 10]. In some respects, the behavior of these functions contrasts sharply
with that of the classical harmonic functions of the Laplacian (for which see,
e.g., [42, 43, 28, 3, 1]). This is due to jumps of the process Xt. One of the
most important properties distinguishing Xt from diffusions is the fact that Xt
does not hit the boundary while leaving a sufficiently regular domain. Instead
it jumps to the interior of the complement of the domain. Discontinuity of
the trajectories at the exit time has a significant influence on the boundary
properties of α-harmonic functions. For example, it allows the existence of a
positive α-harmonic function on the unit ball in Rd with the boundary limits
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identically equal to∞, see [8, Example 3.3., p. 59]. In the classical case of the
Laplacian, when the underlying process is the Brownian motion, such examples
do not exist because of the Fatou theorem and the so-called nontangential
convergence of positive harmonic functions, see [44, 42, 43, 2, 45, 28, 21, 3, 1].
In fact, Fatou-type theorems for α-harmonic functions require an appropriate
normalization, see [9, 35, 29, 36] and [4].
In this paper we show that better analogues of the classical theory are
obtained for sets which are complements of smooth surfaces, rather than for
smooth domains. We proceed by considering two particular examples: the
surface of the sphere S :=
{
x ∈ Rd : |x| = 1} and of the hyperplane L :={
x = (x1, ..., xd) ∈ Rd : xd = 0
}
. Here d ≥ 2 and α ∈ (1, 2).
We should note that S and L are non-polar sets for Xt whenever α ∈ (1, 2).
The hitting probability of S for Xt is given in [39, Theorem 2.1]. Correspond-
ingly, the last coordinate of Xt = (X
1
t , ..., X
d
t ) is a one-dimensional symmetric
α-stable Le´vy motion, which hits zero almost surely for α ∈ (1, 2) (i.e., Xdt
is pointwise recurrent, see [39]). We give the explicit formula for the hitting
distribution of L for Xt in Section 4, see (18) and Proposition 4.1. It turns out
that the trajectories of Xt are almost surely continuous on hitting S and L, as
in the case of the Brownian motion. We would like to recall the following fact.
If u is a nonnegative α-harmonic function on an open set D and τD is the first
exit time from D for Xt, then Mt = u(Xt∧τD) is a positive supermartingale.
By Doob’s theory, Mt has limits as t→∞. If Xt is continuous at t = τD, then
we can translate the convergence of Mt into the existence of the nontangential
limits for u. Such approach has been proposed by Doob in [21] in order to
prove the classical Fatou theorem and serves us as a motivation for studying
D := Rd \ S and H := Rd \ L. The corresponding α-harmonic versions of the
Fatou theorem on D and on H are given as Theorem 3.11 and Theorem 4.18.
We should recall that the result does not hold for nonnegative α-harmonic
functions on bounded domains, even for domains with very regular boundary
([8, Example 3.3., p. 59]).
We are also interested in the Hardy spaces of α-harmonic functions on D
and on H. The topic was intensively studied for classical harmonic functions,
mainly on the ball and on the half-space, but also on bounded smooth and
Lipschitz domains, see [22, 42, 43, 28, 32, 3] (wider classes of diffusion operators
were considered in [44, 34]). The classical Hardy spaces on the unit ball in Rd
are defined by the condition
sup
0≤r<1
∫
S
|u(rx)|pσ(dx) <∞,
where σ is the surface measure. We consider analogous (analytic) definitions of
Hardy spaces of α-harmonic functions for D and H. The analytic Hardy spaces
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are denoted by hpα(D) and h
p
α(H), respectively (see Definitions 3.5 and 4.11),
and they are characterized in Theorems 3.6, 3.10 and 4.17. We also discuss
the probabilistic version of Hardy spaces, denoted by Hpα(D) and Hpα(H), re-
spectively (Definitions 3.13 and 4.8). We refer the reader to [10], where the
spaces were first described by the so-called Hardy-Stein identity for arbitrary
open sets in Rd. We show that the analytic and the probabilistic definitions
are equivalent on D for all p ∈ [1,∞), see Lemma 3.8 and Theorem 3.15, while
the space Hpα(H) is essentially bigger than hpα(H), see Theorem 4.10.
In the paper we also prove the following new explicit formulas: for the Mar-
tin kernel of D for Xt (Proposition 3.1), for the hitting distribution of L for Xt
(Proposition 4.1; the formula has been proved in [27] only for d = 2), and for
the Green function and the Martin kernel of H for Xt (Proposition 4.2). The
existence of such formulas was one of the main motivations for this work. An-
other motivation is to encourage the study of the boundary value problems for
the fractional Laplacian ∆α/2. Our study shows that the boundary conditions
of Dirichlet type are of substantial interest when defined on smooth surfaces
for α ∈ (1, 2).
When α ∈ (0, 1], S and L are polar for Xt (the hitting probability is zero),
so the above mentioned probabilistic motivation disappears. However, it is
possible to consider the conditional Hardy spaces in the spirit of [36] and [10].
In the last part of the paper we show that similar problems can also be
studied for other types of processes with discontinuous trajectories. As an
example we give the so-called relativistic α-stable process Xmt , where m > 0
is a parameter (see Section 5 for details). We prove that the sphere and the
hyperplane are non-polar for Xmt if and only if α ∈ (1, 2) (Proposition 5.1 and
Remark 5.2). We also give the explicit formula for the so-called λ-harmonic
measure of H forXmt in the particular case λ = m, α ∈ (1, 2) (Proposition 5.3).
The paper is organized as follows. In Section 2 we give basic definitions
and facts concerning the potential theory of the symmetric α-stable processes
and we recall the main results of [39]: the hitting probability of S, the hitting
distribution of S and the Green function of D for Xt. In Section 3 we prove
the explicit formula for the Martin kernel of D for Xt and we characterize
the structure of the α-harmonic Hardy spaces on D. We also prove the Fatou
theorem for α-harmonic functions. Analogous problems for H are discussed in
Section 4. In Section 5 we analyze the case of the relativistic stable processes.
2. Preliminaries
Throughout the paper, (Xt,P
x) will denote a symmetric α-stable Le´vy pro-
cess on Rd starting from x and given by the characteristic function (1). We
will consider only the index α ∈ (1, 2) and the dimension d ≥ 2 unless stated
otherwise. For a set B ⊂ Rd let ∂B denote the boundary of B, and let
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τB = inf {t > 0 : Xt /∈ B}, TB = τBc be the first exit time and the first entry
time for B, respectively. In the paper we use a convention that constants de-
noted by small letters may differ in each lemma, while constants denoted by
capital letters do not change. The notation c = c(a, b) means that the constant
c depends only on a and b.
Let D ⊂ Rd be open. A Borel function u : Rd → R is called α-harmonic on
D if for every bounded open U ⊂ D with U ⊂ D (denoted U ⊂⊂ D) we have
(2) u(x) = Exu(XτU ), x ∈ U.
If u ≡ 0 on Dc, then u is called singular α-harmonic on D. If (2) holds with
U = D, then u is called regular α-harmonic on D. By the strong Markov
property, every regular α-harmonic function on D is also α-harmonic on D.
Equivalently, a Borel function u on Rd is α-harmonic on D if it is continuous
on D,
∫
Rd
|u(y)|(1 + |y|)−d−αdy <∞, and
(3) ∆α/2u(x) = lim
ε→0
Ad,−α
∫
|x−y|>ε
u(y)− u(x)
|x− y|d+α dy = 0, x ∈ D,
see [7, Theorem 3.9]. Here Ad,γ = Γ((d − γ)/2)/(2γpid/2|Γ(γ/2)|) for −2 <
γ < 2. The operator ∆α/2 is called the fractional Laplacian and it is the
infinitesimal generator of the process Xt.
For x ∈ D, the α-harmonic measure for D is the measure ωx(·, D) on Dc
given by
(4) ωx(A,D) := Px(XτD ∈ A; τD <∞), A ⊆ Dc,
i.e., ωx(·, D) is the exit distribution from D for Xt starting from x. The Green
function of D for Xt is defined by
GD(x, y) = Ad,α
(
|x− y|α−d −
∫
Dc
|y − z|α−dωx(dz,D)
)
, x, y ∈ Rd.
The Poisson kernel of D for Xt, D 6= Rd, is given by the formula
(5) PD(x, y) = Ad,−α
∫
D
GD(x, z)
|z − y|d+αdz, x ∈ D, y ∈ D
c.
We have
ωx(A,D) =
∫
A
PD(x, y)dy, x ∈ D,A ⊆ (D)c,
i.e., PD(x, y) is the density of ω
x(·, D) with respect to the Lebesgue measure
on (D)c and corresponds to the effect of leaving D by a jump (see [46] for
details). If D = B(a, r) is a ball of center a ∈ Rd and radius r > 0, then we
have
(6) PB(a,r)(x, y) = C1
(
r2 − |x− a|2
|y − a|2 − r2
)α/2
1
|x− y|d ,
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where C1 = Γ(d/2)pi−1−d/2 sin(piα/2). For D = D or D = H we have D = Rd
and the right hand side of (5) is equal to ∞ for all x ∈ D and y ∈ Dc (see the
proof of Propositions 3.2).
By [39, Theorem 2.1], the hitting probability Φ(x) := Px(TS < ∞) is given
by
(7) Φ(x) =
{
C2 ||x|2 − 1|(α/2)−1 |x|1−d/2P 1−d/2−α/2
(
|x|2+1
||x|2−1|
)
, x ∈ D, x 6= 0,
C2/Γ(d/2), x = 0,
where C2 = pi1/222−αΓ((α+d)/2−1)/Γ((α−1)/2) and P νµ is the usual Legendre
function of the first kind. Since Φ is radial, for r ≥ 0, r 6= 1 we let φ(r) :=
Φ(rz), z ∈ S. By [23, Vol. I, formula 20, p. 164] we have φ(r) → 1 when
r → 1 and from [23, Vol. I, formula 3, p. 163] it follows that φ(r) → 0 as
r →∞.
Let σ be the normalized surface measure on S. By [39, Theorem 3.1], the
hitting distribution of S forXt (or the α-harmonic measure for D) has a density
with respect to σ given by
(8) PD(x, y) = C2
Γ(d/2)
||x|2 − 1|α−1
|x− y|d+α−2 , x ∈ D, y ∈ S.
In particular, Φ(x) =
∫
S
PD(x, y)σ(dy). We will call PD(x, y) the Poisson
kernel of D for Xt. By the symmetry we have
(9) PD(ry, z) = PD(rz, y), y, z ∈ S, r ≥ 0, r 6= 1.
By [39, Theorem 4.1], the Green function of D for Xt is given by
(10) GD(x, y) =
Ad,α
|x− y|d−α
[
1− Φ
(
y
|y − x|
∣∣x− y/|y|2∣∣)] , x, y ∈ D.
For an open set D ⊂ Rd and a nonnegative function f on Rd we define
(11) FD[f ](x) = sup
U⊂⊂D
E
xf(XτU ).
The function F will play an important role in our study. Basically, we will
consider only FD and FH, but the following result remains true for arbitrary
open subsets of Rd.
Lemma 2.1. Let D ⊂ Rd be open and let u be α-harmonic on D. Suppose
that for some x ∈ D and some p ∈ [1,∞) we have FD[|u|p](x) < ∞. Then
FD[|u|p] is the minimal α-harmonic majorant of |u|p on D.
Proof. Let Un be a sequence of open bounded sets such that Un ⊂ D, Un ⊆
Un+1 for every n and
⋃
n Un = D. Set τn := τUn . Then τn ≤ τn+1, so by the
strong Markov property and the Jensen inequality we have
E
x|u(Xτn)|p ≤ Ex[EXτn |u(Xτn+1)|p] = Ex|u(Xτn+1)|p.
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Hence FD[|u|p](x) = limn Ex|u(Xτn)|p. The monotone convergence theorem
and the Harnack inequality (see [12, Theorem 1]) imply that either FD[|u|p]
is α-harmonic on D or FD[|u|p] ≡ ∞. Therefore, if FD[|u|p](x) < ∞ for some
x ∈ D and some p ∈ [1,∞) then FD[|u|p] is α-harmonic and nonnegative on D.
By Jensen’s inequality we have |u|p ≤ Ex|u(Xτn)|p ≤ FD[|u|p]. Furthermore, if
h is nonnegative and α-harmonic on D such that |u|p ≤ h, then Ex|u(Xτn)|p ≤
E
xh(Xτn) = h(x) for every n. Hence FD[|u|p] ≤ h, as desired. 
3. α-harmonic functions on the complement of the sphere
In this section we will characterize the behavior of α-harmonic functions on
D = Rd \S. We denote by C(S) the space of continuous functions on S and by
M(S) the space of finite signed Borel measures on S. For µ ∈ M(S) let ‖µ‖
denote the total variation norm of µ. For 1 ≤ p < ∞ and a Borel function f
on S let
‖f‖p :=
(∫
S
|f(x)|pσ(dx)
)1/p
,
and let ‖f‖∞ denote the essential supremum norm on S with respect to σ.
For f ∈ L1(S, σ) and µ ∈M(S), we define the Poisson integrals of f and µ
on D as
PD[µ](x) =
∫
S
PD(x, y)µ(dy), PD[f ](x) =
∫
S
PD(x, y)f(y)σ(dy).
For every f ∈ L1(S, σ), the function u given by
u(x) =
{
PD[f ](x), x ∈ D,
f(x), x ∈ S,
is regular α-harmonic on D, and hence PD[f ] is α-harmonic on D. For every
µ ∈M(S), PD[µ] is also α-harmonic on D, what can be shown by considering a
sequence of continuous functions on S which converges to µ in weak∗ topology.
See also Proposition 3.2.
We define the Martin kernel of D for Xt as
(12) MD(x, z) = lim
D∋y→z
GD(x, y)
GD(0, y)
, x ∈ D, z ∈ S ∪ {∞} .
By [12, Theorem 2], the limit in (12) always exists. Directly from (10) we get
(13) MD(x,∞) = 1− Φ(x)
1 − Φ(0) .
For z ∈ S the formula is given in the next proposition, and it shows the relation
between the Martin kernel and the α-harmonic measure of D. We would like
to remark that, probably, this observation may be generalized for wider class
of open sets with non-polar boundary.
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Proposition 3.1. For all x ∈ D and z ∈ S we have
(14) MD(x, z) =
PD(x, z)
PD(0, z) =
||x|2 − 1|α−1
|x− z|d+α−2 .
Proof. We show the proposition only for |x| < 1, for |x| > 1 the proof is
similar. Since the limit in (12) exists for every z ∈ S, we may assume that
y = rz, and take r → 1−. Let
wr =
rz
|rz − x| |x− z/r| .
Then |wr| > 1, wr → z as r → 1− and by (10) we have
MD(x, z) =
1
|x− z|d−α · limr→1−
1− Φ (wr)
1− Φ (z/r) .
By [23, Vol. I, formula (9), p. 123 and formula (18), p. 125] we have the
following expansion of the Legendre function
P
1−d/2
−α/2 (t) = f1(d, α, t)F
(
1− α
2
,
d− α
2
; 2− α; 2
1 + t
)
+f2(d, α, t)F
(
α
2
,
d+ α
2
− 1;α; 2
1 + t
)
, t > 1,
where F is the hypergeometric function given by
F (a, b; c; s) =
∞∑
n=0
(a)n(b)n
(c)nn!
sn, c 6= 0,−1,−2, ...,
(·)n := Γ(·+ n)/Γ(·), and
f1(d, α, t) =
21−α/2Γ(α− 1)
Γ
(
α
2
)
Γ
(
α+d
2
− 1) · (t+ 1)α/2−d/4−1/2(t− 1)d/4−1/2,
f2(d, α, t) =
2α/2Γ(1− α)
Γ
(
1− α
2
)
Γ
(
d−α
2
) · (t+ 1)1/2−d/4−α/2(t− 1)d/4−1/2.
For v ∈ D, |v| > 1 denote
I(d, α, v) = C2
(|v|2 − 1)α/2−1 |v|1−d/2.
Then we have
Φ(v) = I(d, α, v)P
1−d/2
−α/2
( |v|2 + 1
|v|2 − 1
)
= I(d, α, v)
[
f1
(
d, α,
|v|2 + 1
|v|2 − 1
)
+ f2
(
d, α,
|v|2 + 1
|v|2 − 1
)
+G(d, α, v)
]
,
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where
G(d, α, v) = f1
(
d, α,
|v|2 + 1
|v|2 − 1
) ∞∑
n=1
An(d, α)
(|v|2 − 1
|v|2
)n
+f2
(
d, α,
|v|2 + 1
|v|2 − 1
) ∞∑
n=1
Bn(d, α)
( |v|2 − 1
|v|2
)n
,
and
An(d, α) =
(
1− α
2
)
n
(
d−α
2
)
n
(2− α)nn! , Bn(d, α) =
(
α
2
)
n
(
d+α
2
− 1)
n
(α)nn!
.
We have
f1
(
d, α,
|v|2 + 1
|v|2 − 1
)
=
Γ(α− 1)
Γ
(
α
2
)
Γ
(
α+d
2
− 1) · |v|α−1−d/2 (|v|2 − 1)1−α/2 ,
f2
(
d, α,
|v|2 + 1
|v|2 − 1
)
=
Γ(1− α)
Γ
(
1− α
2
)
Γ
(
d−α
2
) · |v|1−d/2−α (|v|2 − 1)α/2 .
Furthermore, using the duplication formula,
I(d, α, v)f1
(
d, α,
|v|2 + 1
|v|2 − 1
)
= |v|α−d.
We write
I(d, α, v)f2
(
d, α,
|v|2 + 1
|v|2 − 1
)
= c
(|v|2 − 1)α−1 |v|2−d−α,
where c = c(d, α) = C22α/2Γ(1 − α)/[Γ (1− α/2) Γ((d − α)/2)]. Hence we
obtain
1− Φ(v) = 1− |v|α−d − c (|v|2 − 1)α−1 |v|2−d−α − I(d, α, v)G(d, α, v)
=
(|v|2 − 1)α−1 [ 1− |v|α−d
(|v|2 − 1)α−1 − c|v|
2−d−α − I(d, α, v)G(d, α, v)
(|v|2 − 1)α−1
]
.
Since α < 2,
lim
|v|→1+
1− |v|α−d
(|v|2 − 1)α−1 = 0.
Furthermore,
I(d, α, v)G(d, α, v)
(|v|2 − 1)α−1 = |v|
α−d−2
(|v|2 − 1)2−α ∞∑
n=1
An(d, α)
( |v|2 − 1
|v|2
)n−1
+c|v|2−d−α
∞∑
n=1
Bn(d, α)
( |v|2 − 1
|v|2
)n
,
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and thus
lim
|v|→1+
I(d, α, v)G(d, α, v)
(|v|2 − 1)α−1 = 0.
We have
|wr|2 − 1 =
∣∣∣∣ rz|rz − x| |x− z/r|
∣∣∣∣2 − 1 = (1− r2) (1− |x|2)|rz − x|2 .
Therefore
lim
r→1−
1− Φ (wr)
1− Φ (z/r) = limr→1−
( |wr|2 − 1
|z/r|2 − 1
)α−1
= lim
r→1−
[
(1− r2) (1− |x|2)
|rz − x|2(1/r2 − 1)
]α−1
=
(1− |x|2)α−1
|z − x|2α−2 limr→1−
(
1− r2
1/r2 − 1
)α−1
=
(1− |x|2)α−1
|z − x|2α−2 .

Proposition 3.1 shows that the Martin kernel and the Poisson kernel of D are
the same objects up to a multiplicative constants. This property together
with the results of [12] give us the following representation for nonnegative
α-harmonic functions on D.
Proposition 3.2. For every nonnegative measure µ ∈ M(S) and every con-
stant c ≥ 0 the function u given by
(15) u(x) =
∫
S
PD(x, y)µ(dy) + c(1− Φ(x)), x ∈ D
is α-harmonic on D. Conversely, if u is nonnegative and α-harmonic on D
then there exists a unique nonnegative measure µ ∈ M(S) and a unique con-
stant c ≥ 0 satisfying (15).
Proof. Since
(
D
)c
= ∅ and ∂D = S is of the Lebesgue measure 0, every α-
harmonic function on D can be considered as a singular α-harmonic function
on D. The proposition is then a consequence of [12, Lemma 14], (8), (13) and
(14) since all points of S ∪ {∞} are accessible from D (see [12, p.347] for the
definition of accessibility). For z ∈ S this property can be deduced from [12,
(75) and (76)] and the fact, that GBz(x, y) ≤ GD(x, y), where Bz is a ball
contained in D and tangent to S at z. By (5) and (6) we then have∫
D
GD(0, y)
|y − z|d+αdy ≥ PBz(0, z) =∞.
On the other hand, from (10) it follows that GD(0, y) ≈ Ad,α|y|α−d(1 − Φ(0))
as y → ∞. Hence ∫
Rd
GD(0, y)dy = ∞, which gives the accessibility of the
point at infinity. 
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Proposition 3.2 implies that for every pair (µ, c) ∈ M(S) × R the function
u(x) = PD[µ](x) + c(1 − Φ(x)) is α-harmonic on D. This is a consequence of
the Hahn decomposition µ = µ+ − µ−.
For r > 0, r 6= 1 and a function u on D we define the function ur on S by
(16) ur(x) := u(rx), x ∈ S.
Lemma 3.3. Poisson integrals on D have the following properties:
(i) If µ ∈M(S), then ‖PD[µ]r‖1 ≤ ‖µ‖ for every r.
(ii) If 1 ≤ p ≤ ∞ and f ∈ Lp(S, σ), then ‖PD[f ]r‖p ≤ ‖f‖p for every r.
(iii) If f ∈ C(S), then ‖PD[f ]r − f‖∞ → 0 as r → 1.
(iv) If 1 ≤ p <∞ and f ∈ Lp(S, σ), then ‖PD[f ]r − f‖p → 0 as r → 1.
(v) If µ ∈M(S), then PD[µ]r → µ weak∗ in M(S) as r → 1.
(vi) If f ∈ L∞(S, σ), then PD[f ]r → f weak∗ in L∞(S, σ) as r → 1.
Proof. We start with the property (iii). Let f ∈ C(S). For x ∈ S and r > 0,
r 6= 1 we have
|PD[f ]r(x)− f(x)| =
∣∣∣∣∫
S
PD(rx, y)f(y)σ(dy)− f(x)
∣∣∣∣
≤
∫
S
PD(rx, y)|f(y)− f(x)|σ(dy) + (1− φ(r))|f(x)|
Let ε > 0. Since S is compact, there exists δ > 0 independent of x such that
|f(x)− f(y)| < ε if |x− y| < δ. Hence the last term is less than
ε+
∫
|x−y|>δ
PD(rx, y)|f(y)− f(x)|σ(dy) + (1− φ(r))|f(x)|
≤ ε+ 2‖f‖∞
∫
|x−y|>δ
PD(x, y)σ(dy) + (1− φ(r))‖f‖∞
≤ ε+ ‖f‖∞
[
2C1Γ(d/2)−1|r2 − 1|α−1δ2−d−α + 1− φ(r)
]
.
The statement now follows from the fact that φ(r)→ 1 as r → 1 (see Prelimi-
naries) and α ∈ (1, 2). We prove the other statements of the lemma using the
symmetry property (9) and the Jensen inequality, in a similar way as in the
proofs of analogous properties in the classical case in [3, Theorem 6.4, 6.7 and
6.9]. 
Corollary 3.4. Suppose u is α harmonic on D. Then u(x) = PD[µ](x) +
c(1 − Φ(x)) for some pair (µ, c) ∈ M(S) × R if and only if there exists a
nonnegative α-harmonic function v on D such that |u| ≤ v. Furthermore, µ
and c are unique.
Proof. In view of Proposition 3.2, we obtain the first part of the corollary
in the same way as in the proof of [36, Lemma 1]. The uniqueness of the
representation follows from Lemma 3.3 (v). 
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Definition 3.5. For p ∈ [1,∞] we define the Hardy space hpα(D) as the family
of functions u α-harmonic on D such that
‖u‖hp := sup
r∈R+\{1}
‖ur‖p <∞.
Note that since σ(S) <∞, for 1 ≤ p < q ≤ ∞ we have hqα(D) ⊂ hpα(D), and
‖u‖h∞ = sup
x∈D
|u(x)|.
We will describe the spaces hpα(D) in terms of the Poisson integrals. The first
part is the following.
Theorem 3.6. Let u be α-harmonic on D.
1. If u(x) = PD[µ](x)+c(1−Φ(x)) for some pair (µ, c) ∈M(S)×R, then
u ∈ h1α(D) and ‖u‖h1 = ‖µ‖ ∨ |c|.
2. Let p ∈ (1,∞]. If u(x) = PD[f ](x) + c(1−Φ(x)) for some pair (f, c) ∈
Lp(S, σ)× R, then u ∈ hpα(D) and ‖u‖hp = ‖f‖p ∨ |c|.
Proof. Let u(x) = PD[µ](x) + c(1 − Φ(x)) for some (µ, c) ∈ M(S) × R. By
Lemma 3.3 (i) we have ‖PD[µ]‖h1 ≤ ‖µ‖. Since Φ is bounded, we have u ∈
h1α(D). From Lemma 3.3 (v) it follows that ‖µ‖ ≤ lim infr→1 ‖PD[µ]r‖1, so
‖µ‖ = lim
r→1
‖PD[µ]r‖1 = ‖PD[µ]‖h1.
We have ‖PD[µ]r‖1 → 0 when r → ∞. Furthermore, φ(r) → 1 as r → 1 and
φ(r)→ 0 as r →∞. Since
‖ur‖1 ≥ |‖PD[µ]r‖1 − |c|(1− φ(r))| ,
we have ‖u‖h1 ≥ ‖µ‖ ∨ |c|. On the other hand, by (9) we have
‖ur‖1 ≤
∫
S
∫
S
PD(rx, y)|µ|(dy)σ(dx) + |c|(1− φ(r))
=
∫
S
∫
S
PD(ry, x)σ(dx)|µ|(dy) + |c|(1− φ(r))
= ‖µ‖φ(r) + |c|(1− φ(r)) ≤ ‖µ‖ ∨ |c|.
This gives the first part. To prove the second part choose p ∈ (1,∞] and
suppose that u(x) = PD[f ](x) + c(1 − Φ(x)) for some (f, c) ∈ Lp(S, σ) × R.
Then by Lemma 3.3 (ii) we have ‖PD[f ]‖hp ≤ ‖f‖p, and since Φ is bounded
we have u ∈ hpα(D). Using Lemma 3.3 (iv) and (vi) we obtain
‖PD[f ]‖hp = lim
r→1
‖PD[f ]r‖p = ‖f‖p.
Since
‖ur‖p ≥ |‖PD[f ]r‖p − |c|(1− φ(r))| ,
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as in the case p = 1 we conclude that ‖u‖hp ≥ ‖f‖p ∨ |c|. On the other hand,
for p <∞ we have
‖ur‖p ≤
(∫
S
∣∣∣∣∫
S
PD(rx, y)f(y)σ(dy)
∣∣∣∣p σ(dx)) 1p + |c|(1− φ(r)).
By Jensen’s inequality and (9), the last term above is less than(
φ(r)p−1
∫
S
∫
S
PD(ry, x)σ(dx)|f(y)|pσ(dy)
) 1
p
+ |c|(1− φ(r))
= φ(r)‖f‖p + |c|(1− φ(r)) ≤ ‖f‖p ∨ |c|.
For p =∞ it suffices to estimate f by ‖f‖∞. 
Our aim now is to prove the inverse implication of Theorem 3.6. In order to do
this, we will first show that the spaces hpα(D) can be equivalently characterized
by the function FD. For n = 2, 3, ... let
Dn = {x : |x| < 1− 1/n} ∪ {x : 1 + 1/n < |x| < n} .
Dn are bounded, Dn ⊂ D, Dn ⊂ Dn+1 for every n and
⋃
nDn = D. The
following property of the Poisson kernels PDn(x, y) will be important in our
approach.
Lemma 3.7. Fix n ∈ N, n ≥ 2. For all r ∈ [0, 1 − 1/n) ∪ (1 + 1/n, n),
s ∈ (1− 1/n, 1 + 1/n) ∪ (n,∞) and y ∈ S we have
(17)
∫
S
PDn(rx, sy)σ(dx) =
∫
S
PDn(ry, sx)σ(dx).
Furthermore, the integrals are constant with respect to y.
Proof. The identity (17) follows from the fact, that for r, s as above and all
x, y ∈ S we have PDn(rx, sy) = PDn(ry, sx). This is a consequence of the
rotation invariance and of the symmetry of the process Xt. Clearly, for any
rotation T on Rd and all x, y ∈ Dn we have GDn(x, y) = GT Dn(T x, T y).
Obviously, T Dn = Dn. Fix now x, y ∈ S, r ∈ [0, 1 − 1/n) ∪ (1 + 1/n, n) and
s ∈ (1− 1/n, 1+ 1/n)∪ (n,∞). Let T0 be a rotation on Rd for which T0x = y.
Then (5) and the rotation invariance imply that
PDn(rx, sy) = PDn(rT −10 x, sx).
Furthermore, by the symmetry,
PDn(rT −10 x, sx) = PDn(rT0x, sx) = PDn(ry, sx).
To prove the second part of the lemma, fix an arbitrary rotation T . Then for
y ∈ S and r, s as before we have∫
S
PDn(rx, sT y)σ(dx) =
∫
S
PDn(rT −1x, y)σ(dx) =
∫
S
PDn(rz, sy)σ(dz).
BOUNDARY BEHAVIOR OF α-HARMONIC FUNCTIONS 13
Clearly, σ(T (E)) = σ(E) for every Borel set E ⊂ S. 
As a consequence of Lemma 3.7 we have the following equivalent characteri-
zation of the spaces hpα(D) for p ∈ [1,∞).
Lemma 3.8. Let u be α-harmonic on D. Then u ∈ hpα(D) for a given p ∈
[1,∞) if and only if FD[|u|p](x) < ∞ for some x ∈ D. Furthermore, ‖u‖php =
‖FD[|u|p]‖h1.
Proof. Suppose first that FD[|u|p](x) < ∞ for some p ∈ [1,∞) and some
x ∈ D. Then by Lemma 2.1, FD[|u|p] is nonnegative and α-harmonic on D and
from Proposition 3.2 and Theorem 3.6 it follows that FD[|u|p] ∈ h1α(D). Since
|u|p ≤ FD[|u|p], we have u ∈ hpα(D).
Conversely, suppose that u ∈ hpα(D) for a given p ∈ [1,∞). Let
Fn[|u|p](x) := Ex |u(X(τDn))|p , n = 2, 3, ...
By the Jensen inequality we have |u|p ≤ Fn[|u|p] for every n. Therefore, by
Fubini theorem, for any r ∈ [0, 1− 1/n) ∪ (1 + 1/n, n) we obtain
‖ur‖pp ≤ ‖Fn[|u|p]r‖1
=
∫
S
∫
(Dn)c
PDn(rx, y)|u(y)|pdyσ(dx) =
∫
(Dn)c
∫
S
PDn(rx, y)σ(dx)|u(y)|pdy
=
(∫ 1+1/n
1−1/n
+
∫ ∞
n
)∫
S
∫
S
PDn(rx, sz)σ(dx)|u(sz)|pσ(dz)sd−1ds.
By Lemma 3.7, the last term is equal to(∫ 1+1/n
1−1/n
+
∫ ∞
n
)
fn(r, s)‖us‖ppsd−1ds
≤ ‖u‖php
(∫ 1+1/n
1−1/n
+
∫ ∞
n
)∫
S
PDn(rw, sx)σ(dx)s
d−1ds = ‖u‖php.
In the last integral, w ∈ S is arbitrary. Therefore, Fn[|u|p] is finite σ-a.e. on rS.
In view of the Harnack inequality (see [12, Theorem 1]), Fn[|u|p] is finite and
α-harmonic on Dn for every n. As in the proof of Lemma 2.1 we conclude that
the sequence Fn[|u|p] is nondecreasing and FD[|u|p] = limnFn[|u|p]. Therefore,
by the monotone convergence theorem we obtain
‖ur‖pp ≤ ‖FD[|u|p]r‖1 ≤ ‖u‖php <∞,
and from Lemma 2.1 it follows that FD[|u|p] is finite and α-harmonic on D.
Taking the supremum over r we obtain ‖u‖php = ‖FD[|u|p]‖h1 , as desired. 
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Corollary 3.9. Let u be α-harmonic on D. Then u ∈ hpα(D) for a given
p ∈ [1,∞) if and only if there exists a nonnegative α-harmonic function v on
D such that |u|p ≤ v.
Proof. If such a v exists, then as in the proof of Lemma 2.1 we get FD[|u|p] ≤ v
and the corollary follows from Lemma 3.8. 
The next theorem completes the characterization of the spaces hpα(D), 1 ≤ p ≤
∞, that we introduced in Theorem 3.6.
Theorem 3.10. Let u be α-harmonic on D.
1. If u ∈ h1α(D), then u(x) = PD[µ](x)+c(1−Φ(x)) for some pair (µ, c) ∈
M(S)× R. Furthermore, µ and c are unique.
2. If u ∈ hpα(D) for a given p ∈ (1,∞], then u(x) = PD[f ](x)+c(1−Φ(x))
for some pair (f, c) ∈ Lp(S, σ)× R. Furthermore, f and c are unique.
Proof. The first part of the theorem follows immediately from Corollary 3.9
and Corollary 3.4. To prove the second part choose p ∈ (1,∞] and suppose
that u ∈ hpα(D). Then u ∈ h1α(D) and by the first part, u(x) = PD[µ](x) +
c(1 − Φ(x)) for a unique pair (µ, c) ∈ M(S) × R. Hence, it suffices to show
that dµ = fdσ and f ∈ Lp(S, σ). Since Φ is bounded, c(1 − Φ(·)) ∈ hpα(D)
and thus PD[µ] ∈ hpα(D). Therefore, the family {PD[µ]r : r > 0 ∧ r 6= 1} is
norm-bounded in Lp(S, σ). By Banach-Alaoglu theorem, there is a sequence
rn tending to 1 such that PD[µ]rn tends weak∗ to some f ∈ Lp(S, σ), i.e., for
q = p/(p− 1) (q = 1 when p =∞) and every g ∈ Lq(S, σ) we have∫
S
g(x)PD[µ](rnx)σ(dx) n→∞−→
∫
S
g(x)f(x)σ(dx).
On the other hand, by Lemma 3.3 (v), for every g ∈ C(S) we have∫
S
g(x)PD[µ](rnx)σ(dx) n→∞−→
∫
S
g(x)µ(dx).
Since C(S) ⊂ Lq(S, σ), we have dµ = fdσ. 
We will now show that the Fatou theorem holds for α-harmonic functions on
D. For y ∈ S and β > 0 we define the cone Γβ(y) as
Γβ(y) = {x ∈ D : |x− y| < (1 + β)|1− |x||} .
We say that a function u on D has a nontangential limit L at y ∈ S if, for
every β > 0,
lim
Γβ(y)∋x→y
u(x) = L.
Theorem 3.11. Let µ ∈ M(S) and let µ(dx) = f(x)σ(dx) + ν(dx) be the
Lebesgue decomposition of µ with respect to σ. Then PD[µ] has the nontangen-
tial limit f(y) at σ-almost every y ∈ S.
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Proof. For y ∈ S and r > 0 let K(y, r) := B(y, r) ∩ S. Define
L[µ](y) := sup
r>0
|µ|(K(y, r))
σ(K(y, r))
.
Following [3, Theorem 6.39 and 6.42] it is enough to show that for any β > 0
there is a constant c = c(α, β, d) > 0 such that for every y ∈ S we have
sup
x∈Γβ(y)
|PD[µ](x)| ≤ cL[µ](y).
Fix y ∈ S and x ∈ Γβ(y). If |x| ≥ 2, then PD(x, z) ≤ c, where c = c(α, d) > 0,
so
|PD[µ](x)| ≤
∫
S
PD(x, z)|µ|(dz) ≤ c‖µ‖ ≤ cL[µ](y).
Suppose that |x| < 2 and denote η = |x− y|. We have
|PD[µ](x)| ≤
∫
S
PD(x, z)|µ|(dz) =
∫
|z−y|<2η
PD(x, z)|µ|(dz)
+
∞∑
k=2
∫
2k−1η<|z−y|<2kη
PD(x, z)|µ|(dz).
Furthermore,
PD(x, z) ≤ c1 ||x| − 1|
α−1
|x− y|d+α−2 ≤
c1
||x| − 1|d−1 ≤ c2η
1−d,
where c2 = c2(α, β, d) > 0. Hence∫
|z−y|<2η
PD(x, z)|µ|(dz) ≤ c2η1−d|µ|(K(y, 2η))
≤ c3 |µ|(K(y, 2η))
σ(K(y, 2η))
≤ c3L[µ](y),
for some c3 = c3(α, β, d) > 0. For 2
k−1η < |z − y| < 2kη, k ≥ 2 we have
|x− z| ≥ |z − y| − |y − x| ≥ 2k−1η − η ≥ 2k−2η,
and so
PD(x, z) ≤ c1 ||x| − 1|
α−1
|x− y|d+α−2 ≤ c1
ηα−1
(2k−2η)d+α−2
=
c4
2k(d+α−2)ηd−1
≤ c5
2k(α−1)σ(K(y, 2kη))
,
where c5 = c5(α, β, d) > 0. Therefore∫
2k−1η<|z−y|<2kη
PD(x, z)|µ|(dz) ≤ c5|µ|(K(y, 2
kη))
2k(α−1)σ(K(y, 2kη))
≤ c5
2k(α−1)
L[µ](y).
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Since α > 1 we have c6 =
∑∞
k=2 2
−k(α−1) <∞ and hence
|PD[µ](x)| ≤ c3L[µ](y) +
∞∑
k=2
c5
2k(α−1)
L[µ](y) = (c3 + c5c6)L[µ](y).

Corollary 3.12. Suppose u is α-harmonic and nonnegative on D. Then u has
a nontangential limit at σ-almost every y ∈ S.
Proof. The corollary follows from Proposition 3.2 and Theorem 3.11. 
At the end of this section we will look at the probabilistic approach to the
Hardy spaces discussed in [10] and [36].
Definition 3.13. For p ∈ [1,∞) we define the space Hpα(D) as the family of
functions u α-harmonic on D such that
‖u‖Hpα := sup
U⊂⊂D
(
E
0|u(XτU )|p
)1/p
<∞.
In view of (11) we have ‖u‖Hpα = (FD[|u|p](0))1/p. Then Lemma 3.8 implies
immediately that Hpα(D) = hpα(D) for all p ∈ [1,∞). To identify the norm
‖u‖Hpα we will need the following result.
Lemma 3.14. Let u be α-harmonic on D.
1. If u(x) = PD[µ](x)+c(1−Φ(x)) for some pair (µ, c) ∈M(S)×R, then
FD[u](x) = PD[|µ|](x) + |c|(1− Φ(x)).
2. Let p ∈ (1,∞). If u(x) = PD[f ](x)+ c(1−Φ(x)) for some pair (f, c) ∈
Lp(S, σ)× R, then FD[|u|p](x) = PD[|f |p](x) + |c|p(1− Φ(x)).
Proof. Let u(x) = PD[µ](x) + c(1 − Φ(x)) for some pair (µ, c) ∈ M(S) × R
and set h(x) = PD[|µ|](x) + |c|(1− Φ(x)). Then h is nonnegative α-harmonic
on D and |u| ≤ h. Hence FD[u] ≤ h, and by Lemma 2.1, FD[u] is nonnegative
α-harmonic on D. By Proposition 3.2, FD[u](x) = PD[ν](x) + c˜(1− Φ(x)) for
some nonnegative ν ∈M(S) and c˜ ≥ 0. As in the proof of [36, Theorem 1] we
conclude that ν ≤ |µ| and c˜ ≤ |c|. On the other hand, since FD[u]− u ≥ 0, by
Proposition 3.2 and Corollary 3.4 we have FD[u](x)− u(x) = PD[ν − µ](x) +
(c˜− c)(1−Φ(x)), so ν−µ ≥ 0 and c˜− c ≥ 0. Applying the same argument to
−u and taking into account the Hahn decomposition of µ we obtain ν ≥ |µ|
and c˜ ≥ |c|. This gives the first part.
Let now p ∈ (1,∞) and let u(x) = PD[f ](x) + c(1 − Φ(x)) for some
(f, c) ∈ Lp(S, σ) × R. Set h(x) = PD[|f |p](x) + |c|p(1 − Φ(x)). Then by the
Jensen inequality we have |u|p ≤ h and thus FD[|u|p] ≤ h. Using Lemma 2.1,
Proposition 3.2 and the arguments from the previous part we conclude that
FD[|u|p](x) = PD[g](x) + c˜(1 − Φ(x)) for some positive function g ∈ L1(S, σ)
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with g ≤ |f |p and 0 ≤ c˜ ≤ |c|p. On the other hand, by the arguments given in
the proof of Theorem 3.6 we have
‖|f |p‖1 = lim
r→1
‖|ur|p‖1 ≤ lim
r→1
‖FD[|u|p]r‖1 = ‖g‖1.
Hence g = |f |p σ-a.e. Furthermore,
|c|p = lim
x→∞
|u(x)|p ≤ lim
x→∞
FD[|u|p](x) = c˜,
so c˜ = |c|p. 
By Theorem 3.6, Theorem 3.10 and Lemma 3.14 we obtain the following com-
plete characterization of the spaces Hpα(D).
Theorem 3.15. Let u be α-harmonic on D. Then
1. u ∈ H1α(D) if and only if u(x) = PD[µ](x) + c(1− Φ(x)) for some pair
(µ, c) ∈ M(S)× R. Furthermore, µ and c are unique and
‖u‖H1α = Φ(0)‖µ‖+ |c|(1− Φ(0)).
2. u ∈ Hpα(D) for a given p ∈ (1,∞) if and only if u(x) = PD[f ](x) +
c(1−Φ(x)) for some pair (f, c) ∈ Lp(S, σ)×R. Furthermore, f and c
are unique and
‖u‖Hpα =
[
Φ(0)‖f‖pp + |c|p(1− Φ(0))
]1/p
.
In particular, for any p ∈ [1,∞) and any α-harmonic function u on D we have
[Φ(0) ∧ (1− Φ(0))] ‖u‖hp ≤ ‖u‖Hpα ≤ ‖u‖hp.
We will see in the next section that such a relation does not hold for analogous
constructions of Hardy spaces on H.
4. α-harmonic functions on the complement of the hyperplane
We will study the behavior of α-harmonic functions on H = Rd \L. We will
identify L = ∂H =
{
x = (x1, ..., xd) ∈ Rd : xd = 0
}
with the euclidean space
R
d−1 and for x ∈ Rd we will denote x = (x, xd), where x ∈ Rd−1, xd ∈ R. Let
C(Rd−1) denote the space of continuous functions on Rd−1 and let M(Rd−1)
be the space of finite signed Borel measures on Rd−1 with the total variation
norm ‖ · ‖. In this section, we also denote by Cb(Rd−1), C0(Rd−1), Cc(Rd−1) the
subspaces of C(Rd−1) of functions bounded on Rd−1, vanishing at∞ at having
a compact support on Rd−1, respectively. For simplicity, we will adapt the
notation of the Lp-norm from the previous section, i.e., for a Borel function f
on Rd−1 and 1 ≤ p <∞ let
‖f‖p :=
(∫
Rd−1
|f(x)|pdx
)1/p
,
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and let ‖f‖∞ denote the essential supremum norm on Rd−1 with respect to
the (d− 1)-dimensional Lebesgue measure.
We shall return to the question of the hitting probability of L for Xt. As
we mentioned in the Introduction, the last coordinate of Xt = (X
1
t , ..., X
d
t ) is
a one-dimensional, symmetric α-stable Le´vy process. Since we consider only
α ∈ (1, 2), such a process is pointwise recurrent (see [39]). Hence
(18) Px(TL <∞) = Pxd(T{0} <∞) = 1, x ∈ H.
Here Pxd means the distribution of the one-dimensional process Xdt starting
from xd and T{0} := inf
{
t > 0 : Xdt = 0
}
. We will now calculate the hitting
distribution of L for Xt (i.e., the α-harmonic measure for H). The formula has
been proved in [27] only in two-dimensional case. Recent results of [16] allow
us to give the proof for all d ≥ 2.
Proposition 4.1. The α-harmonic measure for H has a density with respect
to the (d− 1)-dimensional Lebesgue measure on L given by
PH(x, y) = C3 |xd|
α−1
|x− y|d+α−2 , x ∈ H, y ∈ L,
where C3 = pi(1−d)/2Γ((α + d)/2− 1)/Γ((α− 1)/2).
Proof. We use the methods of [16, Section 3]. Let Y(t) = (Bd(t), Y (t)) be
a (d+ 1)-dimensional diffusion with independent components, where Bd(t) =
(B1(t), ..., Bd(t)) is the standard Brownian motion in R
d and Y (t) is the Bessel
process with index −α/2. Let
L˜ =
{
x˜ = (x1, ..., xd+1) ∈ Rd+1 : xd = 0 ∧ xd+1 = 0
}
and set H˜ = Rd+1 \ L˜. Let τ
H˜
= inf
{
t > 0 : Y(t) /∈ H˜
}
and define Z(t) =√
(Bd(t))2 + (Y (t))2. Then Z(t) is the Bessel process with index δ = (1−α)/2.
Since 1 < α < 2 we have −1/2 < δ < 0 and hence, for any a > 0 and
T0 = inf {t > 0 : Z(t) = 0} we have Pa(T0 < ∞) = 1. Therefore, for any
x˜ = (x1, ..., xd, 0) ∈ H× {0} we obtain
P
x˜(τ
H˜
<∞) = P|xd|(T0 <∞) = 1.
Moreover, since 0 is regular for Z(t), every point of L˜ is regular for L˜ with
respect to Y. Let x ∈ H and set T |xd|0 = T0 with the starting point Z0 = |xd|.
As before we set τH = inf {t > 0 : X(t) /∈ H}. Then by [16, Proposition 3.1,
see also Lemma 6.2, Lemma 6.4 and Corollary 6.5], for A ⊂ Rd−1 we have
P
x (X(τH) ∈ A× {0}) = Px
(
Bd−1
(
T
|xd|
0
)
∈ A
)
.
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By [14, p. 75] we have
P
a(T0 ∈ dt) = −2δ
a2δ
· t
δ−1
21−δΓ(1− δ) exp
(−a2
2t
)
dt, a > 0.
Since Bd−1 and Z are independent, we obtain
P
x
(
Bd−1
(
T
|xd|
0
)
∈ A
)
=
∫ ∞
0
P
x(Bd−1(t) ∈ A)P|xd|(T0 ∈ dt)
=
∫ ∞
0
∫
A
1
(2pit)
d−1
2
exp
(−|x− y|2
2t
)
(α− 1)t−(α+1)2
|xd|1−α2α+12 Γ
(
α+1
2
) exp(−|xd|2
2t
)
dydt
=
(α− 1)|xd|α−1
2
d+α
2 pi
d−1
2 Γ
(
α+1
2
) ∫
A
∫ ∞
0
(
1
t
) d+α
2
exp
(− (|x− y|2 + |xd|2)
2t
)
dtdy.
Because for a > 1 and b > 0,∫ ∞
0
t−ae−b/tdt = b1−a
∫ ∞
0
sa−2e−sds = b1−aΓ(a− 1),
we obtain
P
x (X(τH) ∈ A× {0}) =
=
(α− 1)Γ (d+α
2
− 1) |xd|α−1
2
d+α
2 pi
d−1
2 Γ
(
α+1
2
) ∫
A
(
2
|x− y|2 + |xd|2
) d+α−2
2
dy
=
Γ
(
d+α
2
− 1)
pi
d−1
2 Γ
(
α−1
2
) ∫
A
|xd|α−1
|x− (y, 0)|d+α−2dy.

We will call PH(x, y) the Poisson kernel of H for Xt. A simple consequence of
Proposition 4.1 is the following symmetry property
(19) PH((x, t), y) = PH((y, t), x), x, y ∈ L, t ∈ R \ {0} .
Let GH(x, y) be the Green function of H for Xt and let ed = (0, ..., 0, 1). We
define the Martin kernel of H for Xt by
(20) MH(x, z) = lim
H∋y→z
GH(x, y)
GH(ed, y)
, x ∈ H, z ∈ L ∪ {∞} .
By [12, Theorem 2], the limit in (20) always exists. We will calculate GH and
MH using the methods of [13]. The inversion with respect to S is defined by
(21) Tx =

x/|x|2, x ∈ Rd \ {0} ,
∞, x = 0,
0, x =∞.
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This map takes spheres containing 0 onto hyperplanes. Let T˜ be the inversion
with respect to the sphere S(−ed,
√
2), i.e.,
(22) T˜ x := 2T (x+ ed)− ed,
and let H′ := H \ {−ed}. Then we have H′ = T˜ (D) and L = T˜ (S \ {−ed}).
By [13, Theorem 2], the scaling property and the translation invariance of the
symmetric stable processes we obtain
(23) GH′(x, y) = 2
d−α|x+ ed|α−d|y + ed|α−dGD(T˜ x, T˜ y).
Proposition 4.2. We have
(24) GH(x, y) =
Ad,α
|x− y|d−α
[
1− φ
(√
1 +
4xdyd
|x− y|2
)]
, x, y ∈ H,
where φ is the hitting probability given in (7) and Ad,α is defined in (3). Fur-
thermore,
(25) MH(x, z) =
PH(x, z)
PH(ed, z) =
|xd|α−1 |ed − z|d+α−2
|x− z|d+α−2 , x ∈ H, z ∈ L,
and
(26) MH(x,∞) = |xd|α−1, x ∈ H.
Proof. For all x, y ∈ Rd \ {0} we have |Tx− Ty| = |x− y|/(|x||y|). Hence we
obtain
|T˜ x− T˜ y| = 2|x− y||x+ ed||y + ed| , x, y ∈ R
d \ {−ed} .
By (23) we obtain
GH′(x, y) = Ad,α2
d−α|x+ ed|α−d|y + ed|α−d
|T˜ x− T˜ y|d−α ×[
1− Φ
(
T˜ y
|T˜ x− T˜ y|
∣∣∣∣∣T˜ x− T˜ y|T˜ y|2
∣∣∣∣∣
)]
=
Ad,α
|x− y|d−α [1− Φ (N(x, y))] ,
where
N(x, y) =
T˜ y
|T˜ x− T˜ y|
∣∣∣∣∣T˜ x− T˜ y|T˜ y|2
∣∣∣∣∣ = T˜ y|T˜ y||T˜ x− T˜ y|
∣∣∣∣∣|T˜ y|T˜x− T˜ y|T˜ y|
∣∣∣∣∣
=
T˜ y
|T˜ y||T˜x− T˜ y|
(
|T˜ y|2|T˜ x|2 − 2〈T˜ x, T˜ y〉+ 1
) 1
2
=
T˜ y
|T˜ y||T˜ x− T˜ y|
[
|T˜ x− T˜ y|2 +
(
1− |T˜ x|2
)(
1− |T˜ y|2
)] 1
2
BOUNDARY BEHAVIOR OF α-HARMONIC FUNCTIONS 21
=
T˜ y
|T˜ y|
1 +
(
1− |T˜ x|2
)(
1− |T˜ y|2
)
|T˜ x− T˜ y|2

1
2
.
Furthermore,
1− |T˜ x|2 = 4〈T (x+ ed), ed〉 − 4|T (x+ ed)|2 = 4xd|x+ ed|2 ,
so
N(x, y) =
T˜ y
|T˜ y|
√
1 +
4xdyd
|x− y|2 .
Since {−ed} is a polar set, for all x, y ∈ H′ we have GH(x, y) = GH′(x, y), and
the continuity of GH gives (24).
To obtain (25) and (26) we observe first, that T˜ ed = 0. From (20) and (23)
it follows that
MH(x, z) = 2
d−α|x+ ed|α−dMD(T˜ x, T˜ z), x ∈ H′, z ∈ L ∪ {∞} .
By (14), for x ∈ H′ and z ∈ L we have
MH(x, z) = 2
d−α|x+ ed|α−d ||T˜ x|
2 − 1|α−1
|T˜ x− T˜ z|d+α−2 =
|xd|α−1|ed − z|d+α−2
|x− z|d+α−2 .
Furthermore, since T˜∞ = −ed, for x ∈ H′ we have
MH(x,∞) = 2d−α|x+ ed|α−d ||T˜ x|
2 − 1|α−1
|T˜ x+ ed|d+α−2
= |xd|α−1.
Finally, the continuity of MH(·, z) for all z ∈ L ∪ {∞} gives (25) and (26), so
the proposition is proved. 
We remark that, in opposite to the previous case of D, the Poisson kernel and
the Martin kernel of H are no longer the same objects. In the next part of this
section, for x ∈ H and y ∈ Rd−1 we will use the notation PH(x, y) := PH(x, y)
where y = (y, 0) ∈ L. Analogously we define MH(x, y).
Proposition 4.3. For every nonnegative measure µ ∈ M(Rd−1) and every
constant c ≥ 0 the function u given by
(27) u(x) =
∫
Rd−1
MH(x, y)µ(dy) + c|xd|α−1, x ∈ H,
is α-harmonic on H. Conversely, if u is nonnegative and α-harmonic on H
then there exists a unique nonnegative measure µ ∈ M(Rd−1) and a unique
constant c ≥ 0 satisfying (27).
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Proof. We use similar arguments as in the proof of Proposition 3.2. How-
ever, it could be slightly more complicated to see directly from (24) that∫
H
GH(ed, y)dy =∞ (the accessibility of the point at infinity). We may avoid
this difficulty by the fact that ∞ is accessible from H if and only if 0 is acces-
sible from T (H) = H (see [12, (82)]). 
For µ ∈ M(Rd−1) and f ∈ Lp(Rd−1), 1 ≤ p ≤ ∞, we define the Poisson
integrals of µ and f on H as
PH[µ](x) =
∫
Rd−1
PH(x, y)µ(dy), PH[f ](x) =
∫
Rd−1
PH(x, y)f(y)dy.
Analogously we define the Martin integral MH[µ] for µ ∈ M(Rd−1). Propo-
sition 4.3, (25) and the Hahn decomposition for signed measures imply that
MH[µ], PH[µ] and PH[f ] are α-harmonic on H for every µ ∈ M(Rd−1) and
f ∈ Lp(Rd−1), 1 ≤ p ≤ ∞. Furthermore, by (25) we get that PH[µ] is well-
defined and α-harmonic on H for a measure µ with not necessarily finite vari-
ation, but verifying
(28)
∫
Rd−1
|µ|(dx)
|ed − (x, 0)|d+α−2 <∞.
To simplify the notation, we let ωα := ω
ed(·,H) be the α-harmonic measure for
H with the starting point ed. Clearly, by Proposition 4.1, ωα is a probability
measure on Rd−1 given by
(29) ωα(dx) = PH(ed, x)dx = C3dx|ed − (x, 0)|d+α−2 .
In view of (28), for any f ∈ Lp(Rd−1, ωα), 1 ≤ p < ∞, PH[f ] is well-defined
and α-harmonic on H. We remark that Lp(Rd−1, ωα) is essentially bigger than
Lp(Rd−1) for every p ∈ [1,∞). Let ‖ · ‖p,α denote the norm associated with the
space Lp(Rd−1, ωα). We also adapt to the present case the notation introduced
in (16), i.e., for t ∈ R \ {0} and a function u on H we define the function ut
on Rd−1 by
(30) ut(x) := u(x, t), x ∈ Rd−1.
The next 3 lemmas characterize the behavior of the Poisson and Martin inte-
grals on H.
Lemma 4.4. Poisson integrals on H have the following properties:
(i) If µ ∈M(Rd−1), then ‖PH[µ]t‖1 ≤ ‖µ‖ for every t.
(ii) If 1 ≤ p ≤ ∞ and f ∈ Lp(Rd−1), then ‖PH[f ]t‖p ≤ ‖f‖p for every t.
(iii) If f ∈ C0(Rd−1), then ‖PH[f ]t − f‖∞ → 0 as t→ 0.
(iv) If 1 ≤ p <∞ and f ∈ Lp(Rd−1), then ‖PH[f ]t − f‖p → 0 as t→ 0.
(v) If µ ∈M(Rd−1), then PH[µ]t → µ weak∗ in M(Rd−1) as t→ 0.
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(vi) If f ∈ L∞(Rd−1), then PH[f ]t → f weak∗ in L∞(Rd−1) as t→ 0.
Proof. Using the property (19) and the Jensen inequality, we follow the proofs
of the classical counterparts in [3, Theorems 7.4, 7.6, 7.8 and 7.10]. 
Lemma 4.5. Let u(x) =MH[µ](x)+ c|xd|α−1 for some (µ, c) ∈M(Rd−1)×R.
Then the family of measures
µαt (dx) := ut(x)ωα(dx), 0 < |t| < ε,
is norm-bounded in M(Rd−1) for every ε > 0. Furthermore, µαt → µ weakly
as t→ 0.
Proof. Let ε > 0. First we will show that there exists a constant c1 > 0
depending only on ε, α and d such that for every y ∈ Rd−1 and 0 < |t| < ε we
have
(31)
∫
Rd−1
MH((x, t), y)ωα(dx) ≤ c1.
For any t 6= 0 the left-hand side of (31) is equal to∫
Rd−1
|t|α−1|(y, 0)− ed|d+α−2
|(x, t)− (y, 0)|d+α−2 ωα(dx)
≤ |t|α−12d+α−2
∫
Rd−1
(|(y, 0)− (x, t)| ∨ |(x, t)− ed|)d+α−2
|(x, t)− (y, 0)|d+α−2 ωα(dx)
≤ |t|α−12d+α−2
(
1 +
∫
Rd−1
|(x, t)− ed|d+α−2
|(x, t)− (y, 0)|d+α−2ωα(dx)
)
.
There is a constant c2 > 1 depending only on ε such that for every x ∈ Rd−1
and |t| < ε we have |(x, t) − ed| ≤ c2|(x, 0) − ed|. Hence, for 0 < |t| < ε we
obtain ∫
Rd−1
|(x, t)− ed|d+α−2
|(x, t)− (y, 0)|d+α−2ωα(dx) ≤
∫
Rd−1
C3cd+α−22
|(x, t)− (y, 0)|d+α−2dx
=
∫
Rd−1
C3cd+α−22
|(x, 0)− (y, t)|d+α−2dx = |t|
1−αcd+α−22 .
Therefore (31) follows with c1 = 2
d+α−2(εα−1 + cd+α−22 ). For 0 < |t| < ε we
now have
‖µαt ‖ =
∫
Rd−1
|MH[µ]t(x)+ c|t|α−1|ωα(dx) ≤
∫
Rd−1
MH[|µ|]t(x)ωα(dx)+ |c||t|α−1
=
∫
Rd−1
∫
Rd−1
MH((x, t), y)ωα(dx)|µ|(dy) + |c||t|α−1 ≤ c1‖µ‖+ |c|εα−1.
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To prove the second part of the lemma, choose g ∈ Cb(Rd−1). We have∫
Rd−1
g(x)µαt (dx) =
∫
Rd−1
∫
Rd−1
g(x)MH((x, t), y)ωα(dx)µ(dy)+c|t|α−1PH[g](ed).
Obviously, c|t|α−1PH[g](ed) vanishes as t→ 0. Furthermore, by (31),∣∣∣∣∫
Rd−1
g(x)MH((x, t), y)ωα(dx)
∣∣∣∣ ≤ c1‖g‖∞.
By (25) and (19)∫
Rd−1
g(x)MH((x, t), y)ωα(dx) =
∫
Rd−1
g(x)
PH((x, t), y)
PH(ed, y) PH(ed, x)dx
=
∫
Rd−1
PH((y, t), x)
PH(ed, y) g(x)PH(ed, x)dx =
PH[gPH(ed, ·)]t(y)
PH(ed, y) ,
and since gPH(ed, ·) ∈ C0(Rd−1), by Lemma 4.4 (iii) we have
PH[gPH(ed, ·)]t(y)
PH(ed, y)
t→0−→ g(y), y ∈ Rd−1.
Hence, by the dominated convergence theorem we obtain∫
Rd−1
∫
Rd−1
g(x)MH((x, t), y)ωα(dx)µ(dy)
t→0−→
∫
Rd−1
g(y)µ(dy),
so the lemma is proved. 
Corollary 4.6. Let u be α-harmonic on H. Then u(x) =MH[µ](x)+ c|xd|α−1
for some pair (µ, c) ∈ M(Rd−1) × R if and only if there exists a nonnegative
α-harmonic function v on H such that |u| ≤ v. Furthermore, µ and c are
unique.
Proof. In view of Proposition 4.3 and Lemma 4.5 the proof is similar as in the
case of Corollary 3.4. 
Lemma 4.7. Let f ∈ Lp(Rd−1, ωα) for a given p ∈ [1,∞). Then ‖PH[f ]t −
f‖p,α → 0 as t→ 0.
Proof. Fix f ∈ Lp(Rd−1, ωα) and ε > 0. Choose g ∈ Cc(Rd−1) such that
‖f − g‖p,α < ε. Then we have
‖PH[f ]t − f‖p,α ≤ ‖PH[f ]t −PH[g]t‖p,α + ‖PH[g]t − g‖p,α + ε.
By Lemma 4.4 (iii), PH[g]t → g uniformly as t→ 0, so ‖PH[g]t− g‖p,α < ε for
|t| sufficiently small. Furthermore, by the Jensen inequality,
‖PH[f ]t − PH[g]t‖pp,α =
∫
Rd−1
|PH[f ]t(x)− PH[g]t(x)|pωα(dx)
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≤
∫
Rd−1
∫
Rd−1
PH((x, t), y)|f(y)− g(y)|pdyωα(dx).
By (19), (25) and Fubini theorem, the last term above is equal to∫
Rd−1
∫
Rd−1
MH((x, t), y)ωα(dx)|f(y)− g(y)|pωα(dy),
and by (31), for 0 < |t| < 1 we get
‖PH[f ]t −PH[g]t‖pp,α ≤ c‖g − f‖pp,α ≤ cεp,
where c depends only on d and α. Since ε was arbitrary, we conclude that
‖PH[f ]t − f‖p,α → 0 when t→ 0, as desired. 
We will now describe the corresponding Hardy spaces on H. In opposite to
the previous section, we start with the probabilistic definition of Hpα(H).
Definition 4.8. For p ∈ [1,∞) we define the space Hpα(H) as the family of
functions u α-harmonic on H such that
‖u‖Hpα := sup
U⊂⊂H
(Eed |u(XτU )|p)1/p <∞.
In view of (11), ‖u‖Hpα = (FH[|u|p](ed))1/p. By the Jensen inequality, for
1 ≤ p < q ≤ ∞ we have ‖u‖Hpα ≤ ‖u‖Hqα and hence Hqα(H) ⊂ Hpα(H). The
following is a counterpart of Lemma 3.14.
Lemma 4.9. Let u be α-harmonic on H.
1. If u(x) = MH[µ](x) + c|xd|α−1 for some (µ, c) ∈ M(Rd−1) × R, then
FH[u](x) =MH[|µ|](x) + |c||xd|α−1.
2. Let p ∈ [1,∞). If u = PH[f ] for some f ∈ Lp(Rd−1, ωα), then
FH[|u|p] = PH[|f |p].
Proof. In view of Proposition 4.3, Corollary 4.6 and Lemma 4.7, the proof is
similar as in the case of Lemma 3.14. 
The next theorem fully characterizes the spaces Hpα(H) in terms of the Martin
and Poisson integrals.
Theorem 4.10. Let u be α-harmonic on H.
1. u ∈ H1α(H) if and only if u(x) = MH[µ](x) + c|xd|α−1 for some pair
(µ, c) ∈ M(Rd−1)×R. Furthermore, µ and c are unique and ‖u‖H1α =‖µ‖+ |c|.
2. u ∈ Hpα(H) for a given p ∈ (1,∞) if and only if u = PH[f ] for some
function f ∈ Lp(Rd−1, ωα). Furthermore, f is unique and ‖u‖Hpα =‖f‖p,α.
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Proof. If u(x) = MH[µ](x) + c|xd|α−1 for some (µ, c) ∈ M(Rd−1) × R, then
by Lemma 4.9 we have FH[u](x) = MH[|µ|](x) + |c||xd|α−1. Hence ‖u‖H1α =
FH[u](ed) = ‖µ‖ + |c| and u ∈ H1α(H). Conversely, if u ∈ H1α(H) then
by Lemma 2.1, FH[u] is finite and α-harmonic on H and |u| ≤ FH[u]. By
Corollary 4.6 we have u(x) = MH[µ](x) + c|xd|α−1 for a unique pair (µ, c) ∈
M(Rd−1)× R. This proves the first part.
Let now p ∈ (1,∞). If u = PH[f ] for some f ∈ Lp(Rd−1, ωα), then by
Lemma 4.9 we have FH[|u|p] = PH[|f |p]. Hence ‖u‖Hpα = (FH[|u|p](ed))1/p =‖f‖p,α and u ∈ Hpα(H). Conversely, suppose that u ∈ Hpα(H). Then by
Lemma 2.1, FH[|u|p] is finite and α-harmonic on H and |u|p ≤ FH[|u|p]. Since
Hpα(H) ⊂ H1α(H), by the first part of the theorem we have u(x) =MH[µ](x) +
c1|xd|α−1 for a unique pair (µ, c1) ∈M(Rd−1)×R. Because |xd|α−1 is bounded
in the neighborhood of L, there exists a nonnegative α-harmonic function v
on H such that |MH[µ](x)|p ≤ v(x) for every x ∈ Rd such that 0 < |xd| < 1/2.
Furthermore, by Proposition 4.3 we have v(x) = MH[ν](x) + c2|xd|α−1 for a
unique nonnegative measure ν ∈ M(Rd−1) and a constant c2 ≥ 0. Hence, for
0 < |t| < 1/2 we obtain∫
Rd−1
|MH[µ]t(x)|pωα(dx) ≤
∫
Rd−1
MH[ν]t(x)ωα(dx) + c2(1/2)
α−1.
By Lemma 4.5 we conclude, that the family MH[µ]t, 0 < |t| < 1/2 is norm-
bounded in Lp(Rd−1, ωα). By Banach-Alaoglu theorem there is a sequence tn
tending to 0 such thatMH[µ]tn tends weak
∗ to some function f ∈ Lp(Rd−1, ωα),
i.e., for q = p/(p− 1) and every g ∈ Lq(Rd−1, ωα) we have∫
Rd−1
g(x)MH[µ]tn(x)ωα(dx)
n→∞−→
∫
Rd−1
g(x)f(x)ωα(dx).
On the other hand, by Lemma 4.5, for any g ∈ Cb(Rd−1)∫
Rd−1
g(x)MH[µ]tn(x)ωα(dx)
n→∞−→
∫
Rd−1
g(x)µ(dx).
Since Cb(R
d−1) ⊂ Lq(Rd−1, ωα) we have µ(dx) = f(x)ωα(dx) and MH[µ] =
PH[f ]. Therefore u(x) = PH[f ](x) + c1|xd|α−1. Because both |u|p and |PH[f ]|p
have nonnegative α-harmonic majorants, we conclude that also |c1|p|xd|p(α−1)
has an α-harmonic majorant. By Proposition 4.3 we have |c1|p|xd|p(α−1) ≤
MH[ν˜](x) + c3|xd|α−1 for a positive measure ν˜ ∈ M(Rd−1) and a constant
c3 ≥ 0. Taking xn = ned, n = 1, 2, ... we obtain
|c1|pnp(α−1) ≤ nα−1
∫
Rd−1
( |ed − (y, 0)|
|ned − (y, 0)|
)d+α−2
ν˜(dy) + c3n
α−1
≤ nα−1‖ν˜‖+ c3nα−1 = c4nα−1.
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Since the above estimate is false for c1 6= 0 and sufficiently big n, we have
c1 = 0 and u = PH[f ], as desired. 
We will now focus on the analytic case. We recall that in this section, the
notation ut is given by (30).
Definition 4.11. For p ∈ [1,∞] we define the space hpα(H) as the family of
functions u α-harmonic on H such that
‖u‖hp := sup
t∈R\{0}
‖ut‖p <∞.
We remark that the spaces hpα(H) are slightly more difficult to study than the
spaces hpα(D) since ∂H = L is not compact. For ε > 0 we define
Hε :=
{
x = (x1, ..., xd) ∈ Rd : |xd| > ε
}
.
We have Hε ⊂ H for every ε > 0, Hε1 ⊂ Hε2 for ε1 > ε2 > 0 and
⋃
ε>0Hε = H.
Hε will play the role of the sets Dn from the previous sections. However,
since Hε is unbounded, not every α-harmonic function on H satisfies the mean
value property (2) with U = Hε. A simple counterexample is |xd|α−1. We
solve partially this problem in the next lemma by giving a sufficient (but not
necessary) condition for the property to be verified.
Lemma 4.12. Let u be α-harmonic on H and let ε > 0 be fixed. Suppose that
u is bounded on Hε and E
x0 |u (X(τHε))| <∞ for some x0 ∈ Hε. Then
(32) u(x) = Exu (X(τHε)) , x ∈ Hε.
Proof. For n = 1, 2, ... set Un := B(0, n) ∩ Hε. Then for every n > ε we have
τUn ≤ τHε a.s. and
u(x) = Ex [u (X(τUn)) ; τUn = τHε ] + E
x [u (X(τUn)) ; τUn < τHε] .
Since u is bounded on Hε, there is a constant c > 0 independent of x and n
such that
E
x [|u (X(τUn))| ; τUn < τHε ] ≤ cPx(τUn < τHε).
For fixed x ∈ Hε and n > |x| we have Px(τUn < τHε) ≤ Px(τB(0,n) ≤ τHε), so
lim
n→∞
P
x(τUn < τHε) ≤ lim
n→∞
P
x(τB(0,n) ≤ τHε) = Px(
⋂
n
{
τB(0,n) ≤ τHε
}
).
Since
{τHε <∞} ∩
⋂
n
{
τB(0,n) ≤ τHε
}
= ∅
and Px(τHε <∞) = 1, we have
lim
n→∞
|Ex[u (X(τUn)) ; τUn < τHε]| ≤ c lim
n→∞
P
x(τUn < τHε) = 0.
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On the other hand,
E
x[u (X(τUn)) ; τUn = τHε] =
∫
(Hε)
c
PUn(x, y)u(y)dy.
Since GUn(x, y) ր GH(x, y) as n → ∞, from (5) and the monotone con-
vergence theorem we have PUn(x, y) ր PHε(x, y) for every y ∈ (Hε)c. Be-
cause Ex0 |u (X(τHε))| <∞, by the Harnack inequality (see [12, Theorem 1]),
E
x |u (X(τHε))| < ∞ for every x, and the lemma follows from the dominated
convergence theorem. 
Lemma 4.13. Suppose that u ∈ hpα(H) for some p ∈ [1,∞]. Then u is bounded
on Hε for every ε > 0.
Proof. Since for p =∞ the result is obvious, we assume that 1 ≤ p <∞. Let
u ∈ hpα(H) and let ε > 0, x0 ∈ Hε be fixed. Set r = ε/3 and
τ0 = inf {t > 0 : X(t) /∈ B(x0, r)} , τx = inf {t > 0 : X(t) /∈ B(x, 2r)} .
For x ∈ B(x0, r) let f1(x) := Ex |u(X(τ0))|p, f2(x) = Ex |u(X(τx))|p. Since
B(x0, r) ⊂ B(x, 2r) for all x ∈ B(x0, r), we have τ0 ≤ τx. Moreover, B(x, 2r) ⊂
H. By the strong Markov property and the Jensen’s inequality we have
f1(x) = E
x
∣∣EX(τ0)u(X(τx))∣∣p ≤ Ex [EX(τ0) |u(X(τx))|p] = f2(x).
Furthermore,∫
B(x0,r)
f2(x)dx =
∫
B(x0,r)
∫
2r<|y−x|<3r
PB(x,2r)(x, y)|u(y)|pdydx
+
∫
B(x0,r)
∫
|y−x|>3r
PB(x,2r)(x, y)|u(y)|pdydx = I1 + I2.
By (6) we have
I1 = C1
∫
B(x0,r)
∫
2r<|y−x|<3r
(
4r2
|x− y|2 − 4r2
)α/2 |u(y)|p
|x− y|ddydx
=
∫
B(x0,r)
∫
B(x0,4r)
PB(y,2r)(y, x)|u(y)|p1{2r<|y−x|<3r}(x, y)dydx
=
∫
B(x0,4r)
∫
B(x0,r)
PB(y,2r)(y, x)1{2r<|y−x|<3r}(x, y)dx|u(y)|pdy
≤
∫
B(x0,4r)
|u(y)|pdy ≤
∫ xd0+4r
xd0−4r
∫
Rd−1
|u(y, t)|pdydt ≤ 8r ‖u‖php ,
where xd0 is the last coordinate of x0. On the other hand,
I2 = C1
∫
B(x0,r)
∫
|y−x|>3r
(
4r2
|x− y|2 − 4r2
)α/2 |u(y)|p
|x− y|ddydx
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≤ C1
∫
B(x0,r)
∫
|y−x|>3r
|u(y)|p
|x− y|ddydx.
For fixed x ∈ B(x0, r) we set
A0 = {y : xd − 4r < yd < xd + 4r} ∩ {y : |x− y| > 3r} ,
An = {y : xd − nr < yd ≤ xd − (n− 1)r}∪
{y : xd + (n− 1)r ≤ yd < xd + nr} .
Then we obtain∫
|y−x|>3r
|u(y)|p
|x− y|ddy =
∫
A0
|u(y)|p
|x− y|ddy +
∞∑
n=5
∫
An
|u(y)|p
|x− y|ddy
≤ (3r)−d8r ‖u‖php + 2r1−d ‖u‖php
∞∑
n=5
1
(n− 1)d .
Since d ≥ 2, we have I2 ≤ c1 ‖u‖php, where c1 = c1(α, d, r) <∞. Hence∫
B(x0,r)
f1(x)dx ≤
∫
B(x0,r)
f2(x)dx ≤ (8r + c1) ‖u‖php .
Finally we have∫
B(x0,r/2)
f1(x)dx = C1
∫
B(x0,r/2)
∫
|x0−y|>r
(
r2 − |x0 − x|2
|x0 − y|2 − r2
)α/2 |u(y)|p
|x− y|ddydx
≥ C1
∫
B(x0,r/2)
dx
∫
|x0−y|>r
(
r2/2
|x0 − y|2 − r2
)α/2 |u(y)|p
2d|x0 − y|ddy
= c2
∫
|x0−y|>r
PB(x0,r)(x0, y)|u(y)|pdy ≥ c2|u(x0)|p,
where c2 = c2(α, d, r) and the last estimate follows from Jensen’s inequality.
Therefore, |u(x0)| ≤ [(8r + c1)/c2]1/p ‖u‖hp. This gives the conclusion of the
lemma. 
Remark 4.14. Lemma 4.13 can also be proved using a modified Poisson kernel
for the ball, described in [7, p.65]. Here we present a different method, which
may be of independent interest.
The next property of the Poisson kernels PHε(x, y) is a counterpart of Lemma 3.7
from the previous section. In the present context, the result is a consequence
of the translation invariance of the symmetric stable processes.
30 TOMASZ LUKS
Lemma 4.15. Fix ε > 0. For all t, s ∈ R such that |s| < ε < |t| and all
y ∈ Rd−1 we have∫
Rd−1
PHε ((x, t), (y, s)) dx =
∫
Rd−1
PHε ((y, t), (x, s)) dx.
Furthermore, the integrals are constant with respect to y.
Proof. We proceed as in the proof of Lemma 3.7, using the translation invari-
ance of Xt instead of the rotation invariance. 
We will now apply the last three lemmas to obtain the relation between ‖u‖hp
and FH[|u|p].
Lemma 4.16. If u ∈ hpα(H) for a given p ∈ [1,∞), then FH[|u|p] is finite.
Furthermore, FH[|u|p] ∈ h1α(H) and ‖FH[|u|p]‖h1 = ‖u‖php.
Proof. Fix p ∈ [1,∞) and let u ∈ hpα(H). Set
Fε[|u|p](x) := Ex |u (X(τHε))|p .
By Fubini theorem we have
‖Fε[|u|p]t‖1 =
∫
Rd−1
∫
(Hε)
c
PHε ((x, t), y) |u(y)|pdydx
=
∫ ε
−ε
∫
Rd−1
|u(y, s)|p
∫
Rd−1
PHε ((x, t), (y, s)) dxdyds.
By Lemma 4.15 the last term above is equal to∫ ε
−ε
fε(t, s)
∫
Rd−1
|u(y, s)|pdyds
≤ ‖u‖php
∫ ε
−ε
∫
Rd−1
PHε ((w, t), (x, s)) dxds = ‖u‖php .
In the last integral above, w ∈ Rd−1 is arbitrary. Therefore, Fε[|u|p] is fi-
nite a.e. on
{
x ∈ Rd : xd = t
}
with respect to (d − 1)-dimensional Lebesgue
measure. In view of the Harnack inequality (see [12, Theorem 1]), Fε[|u|p]
is finite everywhere on Hε, and thus α-harmonic on Hε. By the Jensen in-
equality, Fε[u]p ≤ Fε[|u|p], so Fε[u] also is finite. Hence, by Lemma 4.13 and
Lemma 4.12, u satisfies the mean value property (32) for every ε > 0 and
x ∈ Hε, and thus |u|p ≤ Fε[|u|p]. Furthermore, if ε1 ≥ ε2 > 0, then by the
strong Markov property,
Fε1[|u|p](x) ≤ Fε1[Fε2[|u|p]](x) = Fε2[|u|p](x).
Hence the limit v = limε→0Fε[|u|p] exists. Since ‖Fε[|u|p]t‖1 ≤ ‖u‖php for
all t 6= 0 and ε > 0, the monotone convergence theorem and the Harnack
inequality imply that v is α-harmonic on H and ‖v‖h1 ≤ ‖u‖php. Obviously,
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|u|p ≤ v and hence ‖v‖h1 = ‖u‖php. Furthermore, FH[|u|p] ≤ v by Lemma 2.1.
Therefore FH[|u|p] ∈ h1α and as in the case of u we conclude that FH[|u|p]
satisfies the mean value property (32) for every ε > 0 and x ∈ Hε. Hence
Fε[|u|p] ≤ FH[|u|p] for every ε > 0, which gives v ≤ FH[|u|p], so the lemma is
proved. 
From Lemma 4.16 it follows that hpα(H) ⊂ Hpα(H) for every p ∈ [1,∞). The
next theorem shows that the equality is no longer true in opposite to the
previous section.
Theorem 4.17. Let u be α-harmonic on H.
1. u ∈ h1α(H) if and only if u = PH[µ] for some µ ∈ M(Rd−1). Further-
more, µ is unique and ‖PH[µ]‖h1 = ‖µ‖.
2. u ∈ hpα(H) for a given p ∈ (1,∞] if and only if u = PH[f ] for some
f ∈ Lp(Rd−1). Furthermore, f is unique and ‖PH[f ]‖hp = ‖f‖p.
Proof. If u = PH[µ] for some µ ∈ M(Rd−1), then by Lemma 4.4 (i) we have
‖u‖h1 ≤ ‖µ‖, what gives u ∈ h1α(H). Moreover, by Lemma 4.4 (v), ut → µ
weak∗ as t→ 0, so ‖µ‖ ≤ lim inft→0 ‖ut‖1. Hence
‖u‖h1 = lim
t→0
‖ut‖1 = ‖µ‖.
Conversely, suppose that u ∈ h1α(H). Then by Lemma 4.16, FH[u] is finite
and ‖FH[u]‖h1 = ‖u‖h1. By Theorem 4.10, u(x) = MH[µ](x) + c|xd|α−1 for a
unique pair (µ, c) ∈M(Rd−1)×R and by Lemma 4.9, FH[u](x) =MH[|µ|](x)+
|c||xd|α−1. As |xd|α−1 /∈ hpα(H) for any p ∈ [1,∞], we have c = 0. By (25) we
have u = PH[ν], where ν(dx) = µ(dx)/PH(ed, x). Hence FH[u] = PH[|ν|] and
for t ∈ R \ {0} the identity (19) gives
‖FH[u]t‖1 =
∫
Rd−1
∫
Rd−1
PH((x, t), y)|ν|(dy)dx
=
∫
Rd−1
∫
Rd−1
PH((y, t), x)dx|ν|(dy) = ‖ν‖,
so ν ∈M(Rd−1). This gives the first part.
Let now 1 < p ≤ ∞. If f ∈ Lp(Rd−1) and u = PH[f ], then from Lemma 4.4
(ii), (iv) and (vi) it follows, in the same way as for p = 1, that u ∈ hpα(H) and
‖u‖hp = ‖f‖p. Conversely, suppose that u ∈ hpα(H) for a given p ∈ (1,∞).
Then by Lemma 4.16, FH[|u|p] is finite and ‖FH[|u|p]‖h1 = ‖u‖php. By Theo-
rem 4.10, u = PH[f ] for a unique function f ∈ Lp(Rd−1, ωα). Furthermore, by
Lemma 4.9, FH[|u|p] = PH[|f |p] and exactly as in the case p = 1 we obtain
‖FH[|u|p]t‖1 = ‖f‖pp for any t 6= 0, so f ∈ Lp(Rd−1). Finally, let u ∈ h∞α (H).
Then u is bounded on H, and hence FH[|u|q] is finite for every q ∈ [1,∞).
Therefore, by Theorem 4.10, u = PH[g] for a unique measurable function g
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such that ‖g‖q,α = (FH[|u|q](ed))1/q ≤ ‖u‖h∞. Hence ‖g‖∞ < ∞, so the proof
is complete. 
We will now discuss the corresponding version of the Fatou theorem for the
α-harmonic functions on H. For y ∈ L and β > 0, the cone Γβ(y) on H is
defined as
Γβ(y) = {x ∈ H : |x− y| < (1 + β)|xd|} .
Analogously to the previous section we define the nontangential limits of func-
tions on H. For a function u on Rd we also define the Kelvin transform of u
by
Kα[u](x) = |x|α−du(Tx), x 6= 0,
and the modified Kelvin transform of u by
K˜α[u](x) = 2
(d−α)/2|x+ ed|α−du(T˜ x), x 6= −ed,
where T, T˜ are the inversions defined in (21) and (22). Let D ⊂ Rd \ {0} be
open. In view of [13, Lemma 7], a function u is α-harmonic on D if and only if
Kα[u] is α-harmonic on TD. The scaling property and the translation invari-
ance of symmetric stable processes imply that a function u is α-harmonic on
H
′ = H\{−ed} if and only if K˜α[u] is α-harmonic on T˜ (H′) = D. In particular,
if u is α-harmonic on H, then K˜α[u] is α-harmonic on D. Furthermore, since
T˜ is conformal (see [3, Proposition 7.18]), u has a nontangential limit at y ∈ L
if and only if K˜α[u] has a nontangential limit at T˜ y ∈ S.
Theorem 4.18. Suppose µ ∈ M(Rd−1) and let µ(dx) = f(x)ωα(dx) + ν(dx)
be the Lebesgue decomposition of µ with respect to ωα. Then MH[µ] has the
nontangential limit f(y) at almost every y = (y, 0) ∈ L with respect to the
(d− 1)-dimensional Lebesgue measure.
Proof. Using the modified Kelvin transform, Theorem 3.11 and Lemma 4.7 we
proceed as in [3, Theorems 7.28 and 7.29]. 
Corollary 4.19. Suppose u is α-harmonic and nonnegative on H. Then u
has a nontangential limit at almost every y ∈ L with respect to the (d − 1)-
dimensional Lebesgue measure.
Proof. The corollary follows from Proposition 4.3 and Theorem 4.18. 
We will finish this section with few examples of α-harmonic functions that
do not belong to any of the considered Hardy spaces. Let d = 2 and let
u(x) = u(x1, x2) = x1. Then one can easily check that ∆
α/2u ≡ 0 if and only
if α ∈ (1, 2) (for α ∈ (0, 1] the integrals in (3) are not absolutely convergent).
First obvious observation is that u /∈ hpα(H) for any p ∈ [1,∞]. Furthermore,
u /∈ h1α(D) (and hence u /∈ hpα(D) for any p ∈ [1,∞]) since u is unbounded
at infinity. Finally,
∫
R
|x1|PH(e2, (x1, 0))dx1 = ∞, so in view of Lemma 4.5
BOUNDARY BEHAVIOR OF α-HARMONIC FUNCTIONS 33
and Theorem 4.10, u /∈ H1α(H), and therefore u /∈ Hpα(H) for any p ≥ 1. To
obtain an example of a function bounded at infinity we take Kα[u] = x1|x|α−4.
Since TH = H, Kα[u] is α-harmonic on H by [13, Lemma 7]. Furthermore,
Kα is linear, preserves nonnegative α-harmonic functions and Kα[Kα[v]] = v
for any function v on H. Let Hα(H) denote the set of nonnegative α-harmonic
functions on H. By Theorem 4.10 and Proposition 4.3 we have H1α(H) =
Hα(H)−Hα(H), and hence Kα[H1α(H)] = H1α(H). Therefore Kα[u] /∈ H1α(H).
The last example we give is K˜α[u](x) = 2
(4−α)/2x1|x + e2|α−4, the modified
Kelvin transform of u. K˜α[u] is α-harmonic on D and bounded at infinity.
Furthermore, for |x+ e2| < 1 we have
|x1|
|x+ e2|4−α ≥
|x1|
|x+ e2|2 =
∣∣∣∣ℑ( 11 + z
)∣∣∣∣ ,
where z = x2 + ix1 and ℑ(1/(1 + z)), the imaginary part of 1/(1 + z), is a
well known example of harmonic function of the Laplacian not being in the
classical Hardy space h1 on the unit ball in R2 (see, e.g., [36, p. 178]). Since
the norm of h1α(D) is analogous to the classical one, we have K˜α[u] /∈ h1α(D).
5. Hitting probabilities for relativistic stable processes
In this section we will discuss the behavior of a discontinuous process differ-
ent than the symmetric α-stable one in context of the hitting probabilities of S
and L. Namely, we will consider the so-called relativistic α-stable process. For
a given m > 0 and α ∈ (0, 2), the relativistic α-stable process Xmt is defined
as a process with the following characteristic function
E
xeiξ·(X
m
t −x) = emte−t(|ξ|
2+m2/α)α/2 , x, ξ ∈ Rd, t ≥ 0.
Xmt is a Le´vy process with the infinitesimal generator equal to m − (−∆ +
m2/α)α/2. The potential theory of this process has been widely studied in
recent years, see [40, 20, 33, 25, 30, 26, 31, 15, 16, 18]. The boundary behavior
of functions harmonic for Xmt reminds the one of α-harmonic functions on
bounded regular domains, see [40, 20, 29, 25, 30]. However, in the case of
unbounded sets the behavior is slightly different (see [26, 15, 18]), and many
properties are still unknown, such as, for example, the Martin representation
for nonnegative functions harmonic for Xmt (see [30], where the result was
proved for bounded κ-fat sets). In this section we aim to show that S and
L are non-polar for Xmt for α ∈ (1, 2), what may serve as a motivation for
studying the boundary value problems for m− (−∆+m2/α)α/2 on D and H.
For a set B ⊂ Rd denote τmB = inf {t > 0 : Xmt /∈ B}, TmB = τmBc . Let St be
the usual α/2-stable subordinator given by the Laplace exponent ψ(λ) = λα/2,
and let Smt be the relativistic α/2-stable subordinator, i.e., the subordinator
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with the Laplace exponent ψm(λ) = (λ + m
2/α)α/2 − m. Denote by h(t, x),
hm(t, x) the transition densities of St and S
m
t , respectively. We have
(33) hm(t, x) = e
mte−m
2/αxh(t, x),
see [40]. It is a well known fact that the potential density of St is equal to
xα/2−1/Γ(α/2), see, e.g, [8, p. 97]. Furthermore, the potential density of Smt
is given by
(34) qm(x) = e
−m2/αxxα/2−1Eα/2,α/2(mx
α/2), x > 0,
where
Eγ,β(t) =
∞∑
n=0
tn
Γ(β + γn)
, γ, β, t > 0,
is the two parameter Mittag-Leffler function, see [8, p. 97]. Let Zmt := |Xmt |
and let Bt be the usual Brownian motion on R
d. Set Y (t) := |Bt|. Then Zmt
and Y (Smt ) are equivalent provided that Y (t) and S
m
t are independent. It is
well known (see, e.g., [39, p. 116]) that the transition function of Y (t) is given
by
P
x(Y (t) ∈ A) =
∫
A
f(t, x, y)µ(dy),
where µ(dy) = 2−d/2[Γ(d/2 + 1)]−1yddy, and
(35) f(t, x, y) = Γ(d/2)
1
2t
(xy
2
)1−d/2
exp
[−(x2 + y2)
4t
]
Id/2−1
(xy
2t
)
,
where Iϑ is the modified Bessel function of the first kind. This then implies,
that the transition function of Zmt is given by
P
x(Zmt ∈ A) =
∫
A
fm(t, x, y)µ(dy),
where µ was defined above and
(36) fm(t, x, y) =
∫ ∞
0
hm(t, s)f(s, x, y)ds.
Furthermore, the potential density of Zmt is given by
(37) um(x, y) =
∫ ∞
0
qm(t)f(t, x, y)dt.
For r > 0 let Sr := rS. It is clear that Sr is polar for X
m
t if and only if {r} is
polar for Zmt . Let Φ
m
r (x) := P
x(Tm
Sr
< ∞) be the hitting probability of Sr for
Xmt . In the next proposition we consider only d ≥ 2.
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Proposition 5.1. {r} is polar for Zmt provided α ∈ (0, 1]. When α ∈ (1, 2)
then r is regular for {r} for Zmt and for all x˜ ∈ Rd we have
(38) Φmr (x˜) =
{
1, d = 2,
um(|x˜|,r)
um(r,r)
, d ≥ 3.
Proof. We apply the methods of [39, proof of Proposition 2.1]. For λ > 0 we
define the λ-potential of Zmt by
uλm(x, y) =
∫ ∞
0
e−λtfm(t, x, y)dt, x, y ≥ 0.
By (33), (36) and Fubini theorem we have
uλm(x, y) =
∫ ∞
0
e−m
2/αsf(s, x, y)
∫ ∞
0
e(m−λ)th(t, s)dtds.
In view of (34), for 0 < λ < m we obtain
(39) uλm(x, y) =
∫ ∞
0
e−m
2/αssα/2−1f(s, x, y)Eα/2,α/2((m− λ)sα/2)ds.
We have
Eγ,β(t) ∼= γ−1t(2−2β)/(2γ)et1/γ , t→∞,
see, e.g., [24, Theorem 1]. Here f(t) ∼= g(t) means that the ratio of f and
g tends to 1. Furthermore, we have the following asymptotics of the Bessel
function Iϑ:
Iϑ(r) ∼= 1
Γ(ϑ+ 1)
(r
2
)ϑ
, r → 0+,
Iϑ(r) ∼= (2pir)−1/2er, r →∞.
Hence, for x, y > 0 we get
e−m
2/αsf(s, x, y)sα/2−1Eα/2,α/2((m− λ)sα/2)
(40) ∼= Γ(d/2)
Γ(α/2)
2d/2−2pi−1/2(xy)(1−d)/2e−m
2/αse−(x−y)
2/(4s)s(α−3)/2, s→ 0+.
When x = 0 or y = 0, then
e−m
2/αsf(s, x, y)sα/2−1Eα/2,α/2((m− λ)sα/2)
(41) ∼= Γ(α/2)−12−d/2e−m2/αse−(x2+y2)/(4s)sα/2−d/2−1, s→ 0+,
and for all x, y ≥ 0 we get
e−m
2/αsf(s, x, y)sα/2−1Eα/2,α/2((m− λ)sα/2)
(42) ∼= α−121−d/2(m− λ)2/α−1e[(m−λ)2/α−m2/α]se−(x2+y2)/(4s)s−d/2, s→∞.
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Therefore, for α ∈ (0, 1] and y > 0 we have uλm(x, y)→∞ when x→ y, while
for α ∈ (1, 2), uλm(x, y) is bounded and continuous in x in a neighborhood of y.
For r > 0 let Tmr := inf {t > 0 : Zmt = r}. As in the proof of [39, Proposition
2.1] we conclude that if α ∈ (0, 1] then {r} is polar for Zmt for every r, while
for α ∈ (1, 2) we have
(43) Ex(e−λT
m
r ;Tmr <∞) =
uλm(x, r)
uλm(r, r)
> 0, x ≥ 0, r > 0.
This then implies that r is regular for {r} for Zmt . Suppose first d ≥ 3. In
view of (37), (39), (40), (41) and (42), for all x ≥ 0, r > 0 and α ∈ (1, 2) we
have uλm(x, r)→ um(x, r) <∞ as λ→ 0. Hence
Φmr (x˜) = P
|x˜|(Tmr <∞) =
um(|x˜|, r)
um(r, r)
, x˜ ∈ Rd.
Let now d = 2. Then by (42), uλm(x, r)→ um(x, r) =∞ as λ→ 0, while (40),
(41) and (42) imply that uλm(x, r)/u
λ
m(r, r) → 1 as λ → 0. By (43) we get
Φmr (x˜) = 1 for all x˜ ∈ Rd, as desired. 
Remark 5.2. For d = 1 the relativistic α-stable process is pointwise recurrent
(i.e. hits points almost surely) for α ∈ (1, 2) and transient for α ∈ (0, 1]. This
can be proved using similar methods as in the proof of Proposition 5.1, see also
[38] for the symmetric α-stable case. Furthermore, from the subordination it
follows that the coordinates of Xmt are one-dimensional relativistic α-stable
motions. As a consequence, for d ≥ 2 and α ∈ (1, 2) the process Xmt hits L
almost surely (see formula (18)).
We would like to point out that in view of (7), for d = 2 and α ∈ (1, 2) the
hitting probability of S for the symmetric α-stable process is strictly less than
1, in opposite to the present case. It seems to be an interesting problem to find
some estimates of the harmonic measures of D and H for Xmt , α ∈ (1, 2). We
will give here the explicit formula only for the so-called λ-harmonic measure
of H for Xmt in the particular case λ = m.
For an open set D ⊂ Rd, the λ-harmonic measure of D for Xmt is given by
ωxm,λ(A,D) := E
x [exp(−λτmD )1A(Xm(τmD )); τmD <∞] , x ∈ D,A ⊂ Dc,
where 1A is the indicator of A. For simplicity denote ω
x
m(A,D) := ω
x
m,m(A,D).
The measure ωxm can be regarded as the harmonic measure for the relativistic
α-stable process killed at an independent exponential time with expectation
1/m. The infinitesimal generator of this process is equal to −(m2/α −∆)α/2.
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Proposition 5.3. Let α ∈ (1, 2). The measure ωxm(·,H) has a density with
respect to the (d− 1)-dimensional Lebesgue measure on L given by
Pm
H
(x, y) = C4 |xd|
α−1
|x− y| d+α−22
K d+α−2
2
(
m1/α|x− y|) , x ∈ H, y ∈ L,
where C4 = ((α − 1)(m1/α/2)(d+α−2)/2)/(pi(d−1)/2Γ((α + 1)/2)) and Kϑ is the
modified Bessel function of the third kind.
Proof. The proof is based on the results of [16] and is a small modification of
the proof of Proposition 4.1. We use the following integral representation of
the function Kϑ(z):
Kϑ(z) = 2
−ϑ−1zϑ
∫ ∞
0
e−te−z
2/(4t)t−ϑ−1dt,
where ℜ(z2) > 0, | arg z| < pi
2
, ϑ ∈ R, see [23, Vol. II, 7.11 (23)]. 
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