Direction of Arrival Estimation Using Co-prime Arrays: A Super
  Resolution Viewpoint by Tan, Zhao et al.
1Direction of Arrival Estimation Using Co-prime
Arrays: A Super Resolution Viewpoint
Zhao Tan Student Member, IEEE, Yonina C. Eldar Fellow, IEEE, and Arye Nehorai Fellow, IEEE
Abstract—We consider the problem of direction of arrival
(DOA) estimation using a newly proposed structure of non-
uniform linear arrays, referred to as co-prime arrays, in this
paper. By exploiting the second order statistical information of
the received signals, co-prime arrays exhibit O(MN) degrees of
freedom with only M + N sensors. A sparsity based recovery
method is proposed to fully utilize these degrees of freedom.
Unlike traditional sparse recovery methods, the proposed method
is based on the developing theory of super resolution, which
considers a continuous range of possible sources instead of
discretizing this range into a discrete grid. With this approach,
off-grid effects inherited in traditional sparse recovery can be
neglected, thus improving the accuracy of DOA estimation. In
this paper we show that in the noiseless case one can theoretically
detect up to MN
2
sources with only 2M +N sensors. The noise
statistics of co-prime arrays are also analyzed to demonstrate
the robustness of the proposed optimization scheme. A source
number detection method is presented based on the spectrum
reconstructed from the sparse method. By extensive numerical
examples, we show the superiority of the proposed method in
terms of DOA estimation accuracy, degrees of freedom, and
resolution ability compared with previous methods, such as
MUSIC with spatial smoothing and the discrete sparse recovery
method.
Index Terms—Direction of arrival estimation, co-prime arrays,
super resolution, sparse recovery method, source number detec-
tion
I. INTRODUCTION
In the last few decades, research on direction of arrival
(DOA) estimation using array processing has focused primar-
ily on uniform linear arrays (ULA) [1]. It is well known that by
implementing a ULA with N sensors, the number of sources
that can be resolved by MUSIC-like algorithms is N − 1 [2].
New geometries [3], [4] of non-uniform linear arrays have
been recently proposed to increase the degrees of freedom
of the array by studying the covariance matrix of the received
signals among different sensors. By vectorizing the covariance
matrix, the system model can be viewed as a virtual array with
a wider aperture. In [3], a nested array structure was proposed
to increase the degrees of freedom from O(N) to O(N2),
with only O(N) sensors. However, some of the sensors in
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the nested array structure are closely located, which leads
to mutual coupling among these sensors. To overcome this
shortcoming, co-prime arrays were proposed in [4], and it was
shown that by using O(M + N) sensors, this structure can
achieve O(MN) degrees of freedom. In this paper we will
focus on co-prime arrays.
The increased degrees of freedom provided by the co-prime
structure can be utilized to improve DOA estimation. Two
main methodologies have been proposed. One is subspace
methods, such as the MUSIC algorithm. In [5], a spatial
smoothing technique was implemented prior to the application
of MUSIC. The authors showed that an increased number
of sources can be detected by the co-prime arrays. However,
the application of spatial smoothing reduces of the obtained
virtual array aperture [6]. The second methodology uses
sparsity based recovery to overcome this disadvantages of
subspace methods [6]-[9]. Traditional sparsity based recovery
discretizes the range of interest into a grid. The assumption
made by sparsity methods is that all sources are located
exactly at the grid points. However, off-grid targets can lead
to mismatches in the model and deteriorate the performance
of sparse recovery significantly [10]. In [11], [12] the grid
mismatches were estimated simultaneously with the original
signal, and they showed that by considering grid mismatches
one can achieve a better sparse recovery performance than the
traditional sparse recovery methods. In [13], the joint sparsity
between the original signal and the mismatch was exploited
during the DOA estimation for co-prime arrays. Due to the first
order approximation used in [13], the estimation performance
is still limited by the higher order modeling mismatch.
To overcome this difficulty of traditional sparsity based
methods, a recent developed mathematical theory of super
resolution [14], [15] is utilized in this paper to perform DOA
estimation with co-prime arrays. In [14] it was proved that the
high frequency constant of a signal’s spectrum can be perfectly
recovered by sampling only the low end of its spectrum when
the minimum distance among different spikes satisfies certain
requirements. Robustness of this theory to noise is analyzed in
[15]. One merit of this theory is that it considers all the pos-
sible locations within the interested range, and thus does not
suffer from model mismatch. Here we extend the mathematical
theory of super resolution to DOA estimation with co-prime
arrays under Gaussian noise. The noise structure resulting
from the usage of co-prime arrays consists of a term with
a known structure and another term consisting of quadratic
combinations of Gaussian noise. Therefore, we modify the
reconstruction method to fit this particular noise structure
and show the robustness of our approach by analyzing the
ar
X
iv
:1
31
2.
77
93
v1
  [
cs
.IT
]  
30
 D
ec
 20
13
2noise statistics. We also demonstrate theoretically that with
2M + N sensors in co-prime arrays, one can detect up to
MN
2 sources. Previous research [9] on identifiability using co-
prime arrays was based on the idea of mutual coherence [16].
Although using mutual coherence can prove theoretically that
by implementing co-prime arrays one can increase the number
of sources being detected from O(M + N) to O(MN), this
analysis based on coherence allows to go from O(M +N) to
O(MN) only for very small values of the number of sources.
Source number detection is another main application of
array processing. Various methods have been proposed over
the years based on the eigenvalues of the signal space, such
as the Akaike information criterion [17], the second order
statistic of eigenvalues (SORTE) [18], the predicted eigen-
threshold approach [19], and an eigenvector-based method that
exploits the property of the variance of the rotational submatrix
[20]. The authors of [21] showed that among these methods,
SORTE often leads to a better detection performance. We
combine the SORTE method with spectrum reconstructed from
DOA estimation to detect the number of sources. Through this
source number detection, we referwhich reconstructed spikes
are true detections and which are false alarms.
The paper is organized as follows. In Section II, we intro-
duce the DOA estimation model and explain how co-prime
arrays can increase the degrees of freedom of the estimation
system. In Section III, we extend super resolution theory to the
application of co-prime arrays, and analyze the robustness of
this extension by studying the statistics of the noise pattern in
the model. We propose a numerical method to perform DOA
estimation for co-prime arrays in Section IV. We then extend
this approach to detect the number of sources in Section V.
Section VI presents extensive numerical simulations to show
the advantages of our methods in terms of estimation accuracy,
degrees of freedom, and resolution ability.
Throughout the paper, we use capital italic bold letters to
represent matrices and operators, and lowercase italic bold
letters to represent vectors. For a given matrix A, A∗ denotes
the conjugate transpose matrix, AT denotes the transpose, and
AH represents the conjugate matrix without transpose. We use
Amn to denote the (m,n)th element of A. We use ⊗ to denote
the Kronecker product of two matrices. For a given operator
F , F ∗ denotes the conjugate operator of F . Given vector x,
we use ‖x‖1 and ‖x‖2 to denote its `1 and `2 norms; xi and
x[i] are both used to represent the ith element of x. Given a
function f , ‖f‖L1 , ‖f‖L2 , ‖f‖L∞ are its `1, `2, `∞ norms.
II. DIRECTION OF ARRIVAL ESTIMATION AND CO-PRIME
ARRAYS
Consider a linear sensor with L sensors which may be
non-uniformly located. Assume that there are K narrow
band sources located at θ1, θ2, . . . , θK with signal powers
σ21 , σ
2
2 , . . . , σ
2
K . The steering vector for the kth source located
at θk is a(θk) ∈ RL×1 with l-th element ej(2pi/λ)dl sin(θk),
in which dl is the location of the lth sensor and λ is the
wavelength. The data collected by all the sensors at time t
can be expressed as
x(t) =
K∑
k=1
a(θk)sk(t) + ε(t) = As(t) + ε(t), (1)
for t = 1, . . . , T , in which ε(t) ∈ RL×1 is an i.i.d. white
Gaussian noise CN (0, σ2), A = [a(θ1),a(θ2) . . . ,a(θK)] ∈
RL×K , and s(t) = [s1(t), s2(t), . . . , sK(t)]T presents the
source signal vector with sk(t) distributed as CN (0, σ2k). We
assume that the sources are temporally uncorrelated.
The correlation matrix among the K sources can then be
expressed as
Rxx =E[x(t)x
∗(t)]
=ARssA
∗ + σ2I
=
K∑
k=1
σ2ka(θk)a
∗(θk) + σ2I, (2)
in which Rss is a RK×Kdiagonal matrix with diagonal ele-
ments σ21 , σ
2
2 , . . . , σ
2
K . After vectorizing the correlation matrix
Rxx, we have
z = vec(Rxx) = Φ(θ1, θ2, . . . , θK)s+ σ
21n, (3)
where
Φ(θ1, . . . , θK) = A
∗A = [a(θ1)H⊗a(θ1), . . . ,a(θK)H⊗a(θK)].
The signal of interest becomes s = [σ21 , σ
2
2 , . . . , σ
2
K ], and
1n = [e
T
1 , e
T
2 , . . . , e
T
L]
T, where ei denotes a vector with all
zero elements, except for the ith element, which equals to one.
Comparing equations (1) and (3), we see that s behaves
like a coherent source and σ21n becomes a deterministic
noise term. The distinct rows in Φ act as a larger virtual
array with sensors located at di − dj , with 1 ≤ i, j ≤ L.
Traditional DOA estimation algorithms can be implemented
to detect more sources when the structure of the sensor array
is properly designed. Following this idea, nested arrays [3]
and co-prime arrays [4] were introduced, and then shown to
improve the degrees of freedom from O(N) to O(N2), and
from O(M + N) to O(MN) respectively. In the following
demonstration, we focus only on co-prime arrays; the results
follow naturally for nested arrays.
Fig. 1: Geometry of Co-prime Arrays.
Consider a co-prime array structure consist of two arrays
with N and 2M sensors respectively. The locations of the
N sensors are in the set {Mnd, 0 ≤ n ≤ N − 1}, and the
locations of the 2M sensors are in the set {Nmd, 0 ≤ m ≤
32M −1}. Please note that first sensors of these two arrays are
collocated. The geometry of these co-prime arrays is shown
in Fig. 1. In this case the sensing matrix A ∈ R(2M+N)×K
has the same structure as that in (1). Indeed, the locations
of the virtual sensors in (3) are given by the cross difference
set {±(Mn − Nm)d, 0 ≤ n ≤ N − 1, 0 ≤ m ≤ 2M −
1} and the two self difference sets. In order to implement
spatial smoothing of MUSIC, we are interested in generating
a consecutive range of virtual sensors. It was shown in [5] that
when M and N are coprime numbers, a consecutive range can
be created from −MNd to MNd, with {−MNd,−(MN −
1)d, . . . ,−2d,−d, d, 2d, . . . , (MN − 1)d,MNd} taken from
the cross difference set and {0d} taken from any one of self
difference sets.
By removing repeated rows of (3) and sorting the remaining
rows from −MNd to MNd, we have the linear model
rearranged as
z˜ = Φ˜s+ σ2w˜. (4)
It is easy to verify that w˜ ∈ R(2MN+1)×1 is a vector whose
elements all equal to zero, except that the (MN+1)-th element
equals to one. The matrix Φ˜ ∈ R(2MN+1)×K is expressed as
Φ˜ =

e−jMNd
2pi
λ sin(θ1) . . . e−jMNd
2pi
λ sin(θK)
e−j(MN−1)d
2pi
λ sin(θ1) . . . e−j(MN−1)d
2pi
λ sin(θK)
...
. . .
...
ejMNd
2pi
λ sin(θ1) . . . ejMNd
2pi
λ sin(θK)
 ,
which is the steering matrix for a uniform linear array (ULA)
with 2MN + 1 sensors. Therefore, (4) can be regarded as a
ULA detecting a coherent source s with deterministic noise
term σ2w˜. By applying MUSIC with spatial smoothing, the
authors in [5] showed that O(MN) sources can be detected.
III. DIRECTION OF ARRIVAL ESTIMATION WITH SUPER
RESOLUTION THEORY
In this section we first assume that the signal model (3) is
accurate, which means that the number of samples T is infinity,
and also that the noise power σ2 is known a priori. The super
resolution theory developed in [14] can be implemented for co-
prime arrays to demonstrate that we can detect up to O(MN)
sources as long as the distance between any two sources is on
the order of 1MN . First we briefly introduce super resolution
theory and extend the idea to the research of co-prime arrays.
We then consider the case which the number of time samples
T is limited and demonstrate the robustness of super resolution
via statistical analysis of the noise structure.
A. The Mathematical Theory of Super Resolution
Super resolution seeks to recover high frequency details
from the measurement of low frequency components. Mathe-
matically, given a continuous signal s(τ) with τ ∈ [0, 1], the
Fourier series coefficients are recorded as
r(n) =
∫ 1
0
e−j2pinτs(dτ), n = −fc,−fc + 1, . . . , fc.
Using the operator F to denote the low frequency mea-
suring operator, we can write r = Fs, in which r =
[r(−fc), . . . , r(fc)]T and s = s(τ), 0 ≤ τ ≤ 1.
Suppose that the signal s(τ) is sparse, i.e., s(τ) is a
weighted sum of several spikes:
s(τ) =
K∑
k=1
skδτk , (5)
in which sk can be complex valued and τk ∈ [0, 1] for all k.
Then
r(n) =
K∑
k=1
ske
−j2pinτk , n = −fc,−fc + 1, . . . , fc. (6)
Total variation minimization is introduced to encourage the
sparsity in continuous signals s(τ), just as `1 norm mini-
mization produces sparse signals in the discrete space. Total
variation for the complex measure s is defined as
‖s‖TV = sup
∞∑
j=1
|s(Bj)|,
the supremum being taken over all partitions of the set [0, 1]
into countable collections of disjoint measurable sets Bj .
When s takes the form in (5), ‖s‖TV =
∑K
k=1 sk, which
is the `1 norm in the discrete case. The following convex
optimization formula was proposed in [14] to solve the super
resolution problem:
min
s˜
‖s˜‖TV s.t. F s˜ = r. (7)
When the distance between any two τi and τj is larger than
2/fc, then the original sparse signal s is the unique solution to
the above convex optimization [14]. The continuous optimiza-
tion (7) is solved via the following semidefinite programming
[14]:
max
u,Q
Re[u∗r]
s.t.
[
Q u
u∗ 1
]
 0, (8)
2MN+1−j∑
i=1
Qi,i+j =
{
1 j = 0,
0 j = 1, 2, . . . , 2MN,
where Q ∈ C(2MN+1)×(2MN+1) is an Hermitian matrix.
B. DOA estimation with Super Resolution
DOA estimation with co-prime arrays can be related to (6)
by a straightforward change of variables. Letting τk = dλ (1−
sin(θk)) for all k, the linear model of (4) can be transformed
into
r(n) =e−j2pin
d
λ (z˜n − σ2wn) = e−j2pin dλ
K∑
k=1
ske
j2pin dλ sin(θk)
=
K∑
k=1
ske
−j2pinτk , (9)
where n = −MN,−MN + 1, . . . ,MN − 1,MN. We use
T = {τk, 1 ≤ k ≤ K} to denote the support set.
A theorem about the resolution and degrees of freedom for
co-prime arrays can be directly derived using Theorem 1.2
4in [14]. Before introducing the theorem, we first define the
minimum distance between any two sources as
∆(θ) = min
θi,θj ,θi 6=θj
| sin(θi)− sin(θj)|.
Theorem III.1. Consider a co-prime array consisting of
two linear arrays with N and 2M sensors respectively. The
distances between two consecutive sensors are Md for the
first array and Nd for the second array, where M and N are
co-prime numbers, and d ≤ λ2 . Suppose we have K sources
located at θ1, . . . , θK . If the minimum distance follows the
constraint that
∆(θ) ≥ 2λ
MNd
,
then by solving the convex optimization (7) with the signal
model (9), one can recover the locations θk for k = 1, . . . ,K
exactly. The maximum number of sources that can be detected
is given by
Kmax =
MNd
λ
.
Remark:
With a traditional uniform linear array using 2M+N sensors,
super resolution theory can detect up to (2M+N)d2λ sources
when ∆(θ) ≥ 4λ(2M+N)d . With the utilization of co-prime ar-
rays, the same number of sensors can detect O(MN) sources
as indicated by traditional MUSIC theory [5]. As we will show
in the numerical examples, implementing super resolution
framework provides with a larger degrees of freedom and a
finer resolution ability than those of MUSIC, since the spatial
smoothing in the MUSIC reduces the obtained virtual array
aperture.
C. Noisy Model for Super Resolution
In a realistic senario, the covariance matrix Rxx in (2)
cannot be obtained exactly except unless the number of
samples T goes to infinity. Normally the covariance matrix
is approximated by the following equation:
Rˆxx =
1
T
T∑
t=1
x(t)x∗(t).
Subtracting the noise covariance matrix from both sides, we
obtain
Rˆxx − σ2I = ARssA∗ +E. (10)
Here Rss is a diagonal matrix with k-th diagonal element
σˆ2k =
1
T
T∑
t=1
sk(t)s
∗
k(t).
The (m,n)-th element in E is given as
Emn =
1
T
T∑
t=1
K∑
i,j=1,i6=j
AmiA
∗
njsi(t)s
∗
j (t)
+
1
T
T∑
t=1
K∑
i=1
Amisi(t)ε
∗
n(t) +
1
T
T∑
t=1
K∑
i=1
εm(t)s
∗
i (t)A
∗
ni
+
1
T
T∑
t=1
εm(t)ε
∗
n(t)− σ2Imn, 1 ≤ m,n ≤ L. (11)
Similar to the operation in (3), vectorizing (10) leads to,
z = vec(Rˆxx) = Φ(θ1, θ2, . . . , θK)s+ σ
21n + e, (12)
where e is gained from vectorizing E. For co-prime arrays,
by removing repeated rows in (12), and sorting them as
consecutive lags from −MNd to MNd, we get
z˜ = Φ˜s+ σ2w˜ + e˜. (13)
Please note that only one element from e˜ corresponds to
the diagonal element from E. Here s = [σˆ21 , . . . , σˆ
2
K ]
T. By
applying the transformation technique in (9), we have
r = Fs+ e, (14)
where e(n) = e˜(n)e−j2pin
d
λ . Thus we can formulate the fol-
lowing super resolution optimization problem, which considers
the noise, as
min
s
‖s‖TV s.t. ‖Fs− r‖2 ≤ . (15)
The optimization can be solved via a semidefinite program-
ming [15]:
max
u,Q
Re[u∗r]− ‖u‖2
s.t.
[
Q u
u∗ 1
]
 0, (16)
2MN+1−j∑
i=1
Qi,i+j =
{
1 j = 0,
0 j = 1, 2, . . . , 2MN.
Here Q ∈ C(2MN+1)×(2MN+1) is an Hermitian matrix.
To derive the statistical behavior of each element in E
we rely on two lemmas about the concentration behavior of
complex Gaussian random variables. Their proofs are based
on the results from [22] and given in the Appendix.
Lemma III.1. Let x(t) and y(t), t = 1, . . . , T be sequences of
i.i.d., circularly-symmetric complex normal distributions with
zero mean and variances equal to σ2x and σ
2
y respectively. That
is x(t) ∼ CN (0, σ2x) and y(t) ∼ CN (0, σ2y). Then
Pr
(∣∣∣∣∣
T∑
t=1
x(t)y∗(t)
∣∣∣∣∣ ≥ 
)
≤ 8 exp
(
− 
2
16σxσy(Tσxσy +

4 )
)
.
Lemma III.2. Let x(t), t = 1, . . . , T be a sequence of i.i.d.,
circularly-symmetric complex normal distribution with zero
mean and variance equal to σ2x, i.e., x(t) ∼ CN (0, σ2x). When
0 ≤  ≤ 4σ2xT , we obtain
Pr
(∣∣∣∣∣
T∑
t=1
x(t)x∗(t)− Tσ2x
∣∣∣∣∣ ≥ 
)
≤ 4 exp
(
− 
2
16Tσ4x
)
.
With these two concentration lemmas, the probability of
|Emn| being larger than a constant can be upper bounded.
For simplicity of analysis, in the rest of this paper we assume
ε ∼ CN (0, σ2) and si(t) ∼ CN (0, σ2s).
Lemma III.3. Let Emn be given in (11). Then for m 6= n we
have
Pr(|Emn| ≥ ) ≤8 exp(−C1()T ) + 16 exp(−C2()T )
+8 exp(−C3()T ).
5When m = n, we obtain
Pr(|Emn| ≥ ) ≤8 exp(−C1()T ) + 16 exp(−C2()T )
+4 exp(−C4()T ),
when 0 ≤  ≤ 16σ2. Here C1(), C2(), C3() and C4() are
increasing functions of .
Proof: We use T1, T2, and T3 to denote the first three terms
in (11). The last two terms are denoted by T4. First we have
Pr(|Emn| ≤ ) ≥ Pr(∩4i=1|Ti| ≤

4
) = 1− Pr(∪4i=1|Ti| ≥

4
)
≥ 1−
4∑
i=1
Pr(|Ti| ≥ 
4
),
which leads to the inequality
Pr(|Emn| ≥ ) ≤
4∑
i=1
Pr(|Ti| ≥ 
4
). (17)
We also have
|T1| = 1
T
T∑
t=1
K∑
i,j=1,i6=j
AmiA
∗
njsi(t)s
∗
j (t)
≤ 1
T
K∑
i,j=1,i6=j
|AmiA∗ni|
∣∣∣∣∣
T∑
t=1
si(t)s
∗
j (t)
∣∣∣∣∣
≤ 1
T
K∑
i,j=1,i6=j
∣∣∣∣∣
T∑
t=1
si(t)s
∗
j (t)
∣∣∣∣∣ . (18)
The last inequality follows from the fact that |Amn| ≤ 1 for
all m,n. Thus
Pr(|T1| ≥ 
4
) ≤ Pr
 K∑
i,j=1,i6=j
∣∣∣∣∣
T∑
t=1
si(t)s
∗
j (t)
∣∣∣∣∣ ≥ T4
 .
Then it is straightforward to find that
Pr(|T1| ≥ 
4
) ≤ Pr
(∣∣∣∣∣
T∑
t=1
si0(t)s
∗
j0(t)
∣∣∣∣∣ ≥ T4K(K − 1)
)
,
for some i0, j0 with i0 6= j0. Using Lemma III.1
Pr(|T1| ≥ 
4
) ≤ 8 exp(−C1()T ), (19)
with C1() = 
2
16σ2sK(K−1)(16σ2sK(K−1)+) .
For the second term T2, we have
|T2| = 1
T
T∑
t=1
K∑
i=1
Amisi(t)ε
∗
n(t)
≤ 1
T
K∑
i=1
|Ami|
∣∣∣∣∣
T∑
t=1
si(t)εn(t)
∗
∣∣∣∣∣ ≤ 1T
K∑
i=1
∣∣∣∣∣
T∑
t=1
si(t)εn(t)
∗
∣∣∣∣∣ .
(20)
Following similar arguments as for T1, we obtain that
Pr(|T2| ≥ 
4
) ≤ Pr
(∣∣∣∣∣
T∑
t=1
si0(t)εn(t)
∗
∣∣∣∣∣ ≥ T4K
)
.
Applying Lemma III.1, we have
Pr(|T2| ≥ 
4
) ≤ 8 exp(−C2()T ), (21)
with C2() = 
2
16σsσK(16σsσK+)
.
For the third term, we have the same results as the second
one, given as
Pr(|T3| ≥ 
4
) ≤ 8 exp(−C2()T ). (22)
When m 6= n, the last term T4 = 1T
∑T
t=1 εm(t)ε
∗
n(t), and by
Lemma III.1,
Pr(|T4| ≥ 
4
) ≤ 8 exp(−C3()T ), (23)
with C3() = 
2
16σ2(16σ2+) . When m = n, the last term is
given as T4 = 1T
∑T
t=1 εm(t)ε
∗
m(t)− σ2, thus the probability
is bounded as
Pr(|T4| ≥ 
4
) ≤ 4 exp(−C4()T ), (24)
where C4() = 
2
256σ2ε
and  ≤ 16σ2. Applying the results from
(19), (21), (22), (23) and (24) to inequality (17), we proves
the remains. 
In order to analyze the robustness of super resolution, a high
resolution kernel is introduced in [15] referred to as the Feje´r
kernel. In our case it has a cut-off frequency fh > MN as is
given by
Kh(t) =
1
fh
fh∑
k=−fh
(fh + 1− |k|)ej2pikt
=
1
fh + 1
(
sin(pi(fh + 1)t)
sin(pit)
)
. (25)
Using the high resolution kernel Kh(t) introduced in (25),
we can show that by solving the convex optimization problem
in (15) the high resolution details of the original signal s(τ)
can be recovered with high probability, even though the sample
number T is finite for co-prime arrays.
Theorem III.2. Consider a co-prime array consisting of
two linear arrays with N and 2M sensors respectively. The
distances between two consecutive sensors are Md for the first
array and Nd for the second array, where M and N are co-
prime numbers, and d ≤ λ2 . Let s(τ) =
∑K
k=1 skδτk . T time
sample points are collected for each receiver, by taking the
transformation in (9) and solving the optimization (15) with
sopt as the optimal function, we can show that
‖Kh ∗ (sopt − s)‖L1 ≤ C0
f2h
M2N2
,
with probability at least 1 − αe−γ()T when  ≤
16
√
2MN + 1σ2, where γ() is a increasing function of .
Here C0 is a positive constant number.
Proof: With the fact that d ≤ λ2 , τk ∈ [0, 1] for all k after
transformation (9). It was shown in [15] that when the two
conditions ‖sopt‖TV ≤ ‖s‖TV and ‖F ∗F (sopt− s)‖L1 ≤ 2
hold, it suffices to obtain
‖Kh ∗ (sopt − s)‖L1 ≤ C0
f2h
M2N2
.
6In order to satisfy these conditions, the statistical behavior
of e in (14) is analyzed first. Using a similar argument to (17),
we have
Pr(‖e‖2 ≥ ) ≤
MN∑
n=−MN
Pr(|e(n)| ≥ √
2MN + 1
)
=
MN∑
n=−MN
Pr(|e˜(n)| ≥ √
2MN + 1
). (26)
The inequality follows from the fact that |e(n)| = |e˜(n)|.
2MN elements of e˜ are taken from Emn when m 6= n,
and one element of e˜ is taken from Emn when m = n.
Therefore, by applying the results from Lemma III.3, we can
show that ‖Fs − r‖2 = ‖e‖2 ≤  with a probability of at
least 1−αe−γ()T , and γ() is a increasing function of . The
lemma requires that  ≤ 16√2MN + 1σ2.
The first condition holds due to the optimization problem
in (15), and s is feasible with high probability. Furthermore,
‖F ∗F (sopt − s)‖L1 ≤‖F ∗F (sopt − s)‖L2 = ‖F (sopt − s)‖L2
≤‖Fsopt − r‖L2 + ‖Fs− r‖L2 ≤ 2.
The first inequality follows from the Cauchy-Schwarz inequal-
ity. Therefore the proof is complete. 
Remark:
Kh defined in (25) is a low pass filter with cut-off frequency
fh > MN . By convolving it with the reconstructed error
sopt − s we get the reconstruction error details up to the
frequency fh. By solving optimization (15), using noisy
measurement one can reconstruct the high frequency details
of s with high probability. This probability goes to one
exponentially as the number of samples T goes to ∞.
IV. DOA ESTIMATION VIA SEMIDEFINITE PROGRAMMING
AND ROOT FINDING
We now derive an optimization framework to reconstruct
s for co-prime arrays. For DOA estimation the noise power
σ2 is normally unknown. Therefore, the optimization must be
modified to include this effect. A more realistic optimization
is reformulated as
min
s,σ2≥0
‖s‖TV s.t. ‖Fs− r − σ2w‖2 ≤ , (27)
in which wn = w˜ne−j2pin
d
λ . The dual problem takes the form
max
u
Re[u∗r]− ‖u‖2
s.t. ‖F ∗u‖L∞ ≤ 1,Re[u∗w] ≤ 0. (28)
The derivation of the dual problem is given in the Appendix.
Since u = 0 is a feasible solution, strong duality holds
according to the general Slater’s condition [23].
Due to the first constraint in (28), the problem itself is still
an infinite dimensional optimization. It was shown in [14]
that the first constraint can be recast as a semidefinite matrix
constraint. Thus the infinite dimensional dual problem is
equivalent to the following semidefinite programming (SDP):
max
u,Q
Re[u∗r]− ‖u‖2
s.t.
[
Q u
u∗ 1
]
 0, Re[u∗w] ≤ 0, (29)
2MN+1−j∑
i=1
Qi,i+j =
{
1 j = 0,
0 j = 1, 2, . . . , 2MN.
Here Q ∈ C(2MN+1)×(2MN+1) is an Hermitian matrix. The
optimization problem can be easily solved by using the CVX
package [23].
Solving (29) yields the optimal solution only for the dual
problem. The following lemma is introduced to link the
solutions of the primal and dual problems.
Lemma IV.1. Let sopt and uopt be the optimal solutions of
the primal problem (27) and dual problem (29) respectively.
Then
F ∗uopt(τ) = sgn(sopt(τ))
for all τ such that sopt(τ) 6= 0.
Proof: Let σ2opt be the noise power estimated in the primal
problem. Since strong duality holds, we have
‖sopt‖TV = Re〈r,uopt〉 − ‖uopt‖2
= Re〈r − Fsopt − σ2optw,uopt〉 − ‖uopt‖2
+ Re〈Fsopt + σ2optw,uopt〉
≤ Re〈Fsopt + σ2optw,uopt〉 ≤ Re〈Fsopt,uopt〉.
The first inequality follows from the Cauchy-Schwarz in-
equality and the fact that ‖r − Fsopt − σ2optw‖2 ≤ .
The second inequality results from Re[u∗optw] ≤ 0. Because
‖F ∗uopt‖L∞ ≤ 1, we have ‖sopt‖TV ≥ Re〈sopt,F ∗uopt〉.
Therefore ‖sopt‖TV = Re〈sopt,F ∗uopt〉 holds and we have
the desired result needed to satisfy this equality. 
The support set T can be estimated by root-finding based
on the trigonometric polynomial 1 − |F ∗u(τ)|2 = 0. Let
Test denote the estimation of the support sets, and use τest[i]
to denote elements in Test with 1 ≤ i ≤ Kest. A matrix
Fest ∈ C(2MN+1)×Kset can be formulated, with measurement
r expressed as
r = Fests0 + σ
2w + e, (30)
in which s0 ∈ RKest and
Fest =

e−jMNd2piτest[1] . . . e−jMNd2piτest[Kest]
e−j(MN−1)d2piτest[1] . . . e−j(MN−1)d2piτest[Kest]
...
. . .
...
ejMNd2piτest[1] . . . ejMNd2piτest[Kest]
 .
Due to the the numerical issue in the root finding process,
the cardinality of Tset is normally larger than the cardinality
of T , i.e., Kest ≥ K. It is possible in some cases that Kset ≥
2MN+1, which leads to an ill conditional linear system (30).
Sparsity can then be exploited on this signal s0. A convex
optimization in the discrete domain can be formulated as
min
s0,σ2≥0
‖s0‖1 s.t. ‖Fests0 − r − σ2w‖2 ≤ d. (31)
7The d in (31) is normally chosen to be larger than  in (27)
since the noise level is expected to be higher in (30) due to
inevitable error introduced in the root finding process. Assum-
ing that the optimization solution of (31) is sest ∈ RKset , the
estimation of s in the continuous domain can be represented
as
sopt =
Kest∑
i=1
sest[i]δτest[i].
V. EXTENSION: SOURCE NUMBER DETECTION
Traditional source number detection for array processing
is typically performed by exploiting eigenvalues from the
sample covariance matrix. For coprime arrays, this covariance
matrix can be obtained by performing spatial smoothing on z˜.
The same idea can also be implemented on the sparse signal
recovered from the previous section. Ideally, after sorting its
elements in a descending order, the signal sest reconstructed
from (31) should follow
sest[1]
2 ≥ sest[2]2 ≥ . . . sest[K]2
≥ sest[K + 1]2 = · · · = sest[Kest]2 = 0.
The SORTE algorithm can be applied to this series. The
difference of the elements from sset is
∇sest[i] = sest[i]2 − sest[i+ 1]2, for i = 1, . . . ,Kest − 1.
The gap measure in SORTE is given as
SORTE(i) =
{
var[i+1]
var[i] var[i] 6= 0,
+∞ var[i] = 0, i = 1, . . . ,Kest − 2,
(32)
where
var[i] =
1
Kest − i
Kest−1∑
m=i
(
∇sest[m]− 1
Kest − i
Kest−1∑
n=i
∇sest[n]
)2
.
(33)
The number of the sources can be determined by following
the criteron
Kˆ = argmini SORTE(i).
It only works when Kset > 2 due to the definition of
SORTE(i) in (32). When Kest ≤ 2, since Test is obtained
from the rooting finding process based on the continuous
sparse recovery, we simply let Kˆ = Kest. We will refer to
this continuous sparse recovery based SORTE as CSORTE.
VI. NUMERICAL RESULTS
In this section, we present several numerical examples
to show the merits of implementing super resolution tech-
niques on co-prime arrays. We consider a co-prime array
with 11 sensors. One set of sensors is located at positions
[0, 3, 6, 9, 12]d, and the second set of sensors is located at
positions [0, 5, 10, 15, 20, 25]d, where d is taken as half of the
wavelength. The first sensors from both sets are collocated.
It is easy to show that the correlation matrix generates a
virtual array with lags from −17d to 17d. We compare the
continuous sparse recovery (CSR) techniques with MUISC
and also with the discrete sparse recovery method (DSR)
considering grid mismatches [13]. In [13], a LASSO for-
mulation was used to perform the DOA estimation. Here
we implement an equivalent form of LASSO, i.e., Basis
pursuit, to perform the comparison. The MUSIC method in
this simulation follows the spatial smoothing technique in [5].
For the discrete sparse recovery method, we take the grid from
−1 to 1, with step size 0.005 for sin(θ). The noise levels 
in the optimization formulas are chosen by cross validation.
We consider 15 narrow band signals located at sin(θ) =
[−0.8876,−0.7624,−0.6326,−0.5096,−0.3818,−0.2552,
− 0.1324,−0.0046, 0.1206, 0.2414, 0.3692, 0.4972, 0.6208,
0.7454, 0.8704]. We show that the continuous sparse recovery
method yields better results in terms of detection ability,
resolution, and estimation accuracy.
A. Degrees of Freedom
In this first numerical example, we verify that continuous
sparse recovery increases the degrees of freedom to O(MN)
by implementing the coprime arrays’ structure. The  for CSR
is taken as 5, and d is taken as 10 while DSR uses  = 10.
The number of time samples is 500 and the SNR is chosen
to be −10dB. In Fig. 2, we use a dashed line to represent
the true directions of arrival. The CPU time for running CSR
was 7.30 seconds. DSR took 7.82 seconds, while MUSIC
algorithm only used 0.81 seconds. For MUSIC we implement
a root MUSIC algorithm to estimate the location of each
source, and the number of sources is assumed to be given. The
average estimation errors for CSR, DSR, and root MUSIC are
0.23%, 0.26%, and 0.42% respectively. We can see that all the
three methods achieve O(MN). In the following subsection,
we test the estimation accuracy of these three methods via
Monte Carlo simulations.
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Fig. 2: Normalized spectra for CSR, MUSIC, and DSR, with
T = 500 and SNR=−10dB.
B. Estimation Accuracy
In this section, we compare the continuous sparse recovery
method with the MUSIC algorithm and also the discrete
8sparse recovery method via Monte Carlo simulations. Since
traditional MUSIC does not yield the DOA of each source
directly, we consider the Root MUSIC algorithm instead. For
simplicity, we will still refer it as MUSIC in this section. The
number of sources is assumed to be known for the MUSIC
algorithm in this simulation, while sparse methods do not
assume this a priori.  and d are chosen to be 5 and 10 in
this simulation, while discrete SR uses  = 10.
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Fig. 3: DOA estimation errors for CSR, MUSIC, and DSR,
with T = 500.
Figure 3 shows the DOA estimation error with respect
to changing SNR after 50 Monte Carlo simulations. The
estimation error is calculated based on the sine function of
the DOAs. The average CPU times for running CSR, DSR
and MUSIC are 6.93s, 9.30s, and 1.46s respectively. We can
see that CSR performs better than DSR uniformly with less
computing time. Both sparse recovery methods achieve better
DOA estimation accuracy than MUSIC. The accuracy of DSR
can be further improved by taking finer grid with a smaller
stepsize. However, this will slow down the computing of DSR
further.
In Fig. 4 we show that with a changing number of snapshots
the proposed CSR also exhibits better estimation accuracy
than either DSR or MUSIC. The average CPU times for
running CSR, DSR and MUSIC are 6.50s, 7.91s, and 1.43s
respectively. The performance of MUSIC and DSR approach
the performance of CSR when the number of snapshots
approaches 5000. We can see that implementing CSR can
save sampling time by taking a small number of snapshots to
achieve the same estimation accuracy as the MUSIC algorithm.
The parameters  and d are equal to 5 and 10 in this
simulation.
C. Source Number Detection Performance Comparsion
In this section, we compare the source number detection
performance of the proposed CSORTE with that of traditional
SORTE applied to the covariance matrix. The SNR is set to
0dB while the number of snapshots is 3000. We range the
number of sources from 11 to 17. Since this co-prime array
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Fig. 4: DOA estimation error for CSR, MUSIC, and DSR,
with SNR=−10 dB.
structure yields consecutive lags from −17d to 17d, 17 is the
maximum number of sources that can be detected theoretically
via techniques based on the covariance matrix.
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Fig. 5: Source number detection using CSORTE and SORTE,
with SNR=0 dB, T = 3000.
Figure 7 shows the probability of detection with respect
to the number of sources after 50 Monte Carlo simulations.
In the CSR,  is chosen to be 5σ, and d is set to be 2.
When the number of sources is less than 15, CSORTE and
SORTE yield comparable result. However, SORTE fails after
the number of sources is larger than 15, while CSORTE
gives stable performance and also exhibits perfect detection
even when the number of sources reaches the theoretical limit
of 17. Discrete sparse recovery can also be combined with
SORTE to perform source number detection. However, the
detection accuracy is jeopardized by the spurious signal from
the reconstructed signals using DSR. Therefore SORTE based
on DSR is not included here. This simulation shows that the
sparsity based method offers more degrees of freedom than
9the subspace based method.
D. Resolution Ability
Finally we compare the resolution abilities of the MUSIC al-
gorithm and the proposed continuous sparse recovery method.
We show that CSR is capable of resolving very closely located
signals. In the first simulation, two sources are closely located
at −32◦ and −30◦.The value of  is chosen to be 0.7σ and d
is set to be 2 in the CSR, where σ is the noise power.
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Fig. 6: Source number detection using CSR and the MUSIC
algorithm, with SNR=0 dB, T = 500.
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Fig. 7: Source number detection using CSR and MUSIC
algorithm, with SNR=−5 dB, T = 500.
Figure 6 shows a numerical example when the SNR is 0 dB
and the number of snapshots is 500. Normalized spectra are
plotted for three methods. MUSIC method A is the MUSIC
algorithm with the assumption that the number of sources is
known while MUSIC method B is the MUSIC method relying
on traditional SORTE to provide the estimated number of
sources. We can see that MUSIC method B fails to resolve
these two targets because the traditional SORTE fails to
estimate the number of sources correctly. CSR resolves the two
sources successfully even though a priori information about
the number of sources is not assumed to be given. In Fig.
7, we lower the SNR to −5 dB, and we notice that even
given the number of sources, the MUSIC algorithm fails to
resolve the two closely located sources while CSR resolves
successfully. Next we conduct a simulation based on Monte
Carlo runs to compare the resolution ability of the CSORTE
and the traditional SORTE algorithm.
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Fig. 8: Comparison of resolution performance of CSORTE and
SORTE, with T = 2000.
Figure 8 shows the resolution performance in detecting
two sources located at −32◦ and −30◦, using CSORTE and
SORTE methods after 50 Monte Carlo runs. The parameter
 is chosen to be 0.7σ, and d is set to be 2 in the CSR.
We can see that CSORTE outperforms the traditional SORTE
when detecting the two closely located sources.
VII. CONCLUSIONS AND FUTURE WORK
In this work, we extended the mathematical theory of super
resolution to the topic of DOA estimation using co-prime
arrays. A primal-dual approach was utilized to transform
the original infinite dimensional optimization to a solvable
semidefinite program. After estimating the candidate support
sets by solving the semidefinite program, a small scale sparse
recovery problem can be solved efficiently. The robustness
of the proposed super resolution approach was verified by
performing statistical analysis of the noise inherit to co-prime
arrays processing. A source number detection algorithm was
then proposed by combining the existing SORTE algorithm
with the reconstructed spectrum from convex optimization.
Via numerical examples, we showed that the proposed method
achieves a more accurate DOA estimation while providing
more degrees of freedom, and also exhibits a more powerful
resolution ability than the traditional MUSIC algorithm with
spatial smoothing.
Although implementing the continuous sparse recovery
method saves sampling time in obtaining a certain estima-
tion accuracy compared with MUSIC, one shortcoming of
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the proposed sparse method is that solving the semidefinite
program is more time consuming than the MUSIC algorithm.
Fast algorithm development could be an interesting topic for
future work. It is also of interest to develop a systematic
way to choose  and d in the optimization formulas. One
major assumption made by current co-prime arrays research is
that sources are uncorrelated. Incoporating correlations among
sources is also an important topic for future work.
APPENDIX
Proof of Lemma III.1:
First we have
T∑
t=1
x(t)y∗(t) =
T∑
t=1
Re[x(t)]Re[y(t)] +
T∑
t=1
Im[x(t)]Im[y(t)]
− j
T∑
t=1
Re[x(t)]Im[y(t)] + j
T∑
t=1
Im[x(t)]Re[y(t)].
According to the same procedure used in the proof of lemma
III.3, we have
Pr
(∣∣∣∣∣
T∑
t=1
x(t)y∗(t)
∣∣∣∣∣ ≥ 
)
≤Pr
(∣∣∣∣∣
T∑
t=1
Re[x(t)]Re[y(t)]
∣∣∣∣∣ ≥ 4
)
+Pr
(∣∣∣∣∣
T∑
t=1
Im[x(t)]Im[y(t)]
∣∣∣∣∣ ≥ 4
)
+Pr
(∣∣∣∣∣
T∑
t=1
Re[x(t)]Im[y(t)]
∣∣∣∣∣ ≥ 4
)
+Pr
(∣∣∣∣∣
T∑
t=1
Im[x(t)]Re[y(t)]
∣∣∣∣∣ ≥ 4
)
.
Using the lemma 6 from [22], we finish the proof of lemma
III.1 .
Before the next proof, we need to show that the square sum
of i.i.d Gaussian random variables concentrate around the sum
of the variance. It utilizes the result in lemma 7 from [22].
Lemma A.1. Let x(t), t = 1, . . . , T be a sequence of i.i.d.
normal distributions with zero mean and variance equal to
σ2, i.e., x(t) ∼ N (0, σ2). Then
Pr
(
|
T∑
t=1
x(t)2 − Tσ2| ≥ 
)
≤ 2 exp(− 
2
16σ4T
)
when 0 ≤  ≤ 4σ2T .
Proof: From the results in [22], we know that for any positive
c, we have two asymmetric bounds as
Pr
(
T∑
t=1
x(t)2 − Tσ2 ≥ 2σ2
√
Tc+ 2σ2c
)
≤ exp(−c),
Pr
(
T∑
t=1
x(t)2 − Tσ2 ≤ −2σ2
√
Tc
)
≤ exp(−c).
When 0 ≤ c ≤ T , we obtain
Pr
(
T∑
t=1
x(t)2 − Tσ2 ≥ 4σ2
√
Tc
)
≤ exp(−c),
Pr
(
T∑
t=1
x(t)2 − Tσ2 ≤ −4σ2
√
Tc
)
≤ exp(−c).
Combing the above two inequalities, we get
Pr
(
|
T∑
t=1
x(t)2 − Tσ2| ≥ 4σ2
√
Tc
)
≤ 2 exp(−c),
which yields the result by replacing 4σ2
√
Tc with  while
maintaining 0 ≤ c ≤ T .
Proof of Lemma III.2:
First we have the equation
T∑
t=1
x(t)x∗(t)− Tσ2x =
T∑
t=1
Re[x(t)]2 +
T∑
t=1
Im[x(t)]2 − Tσ2x.
Likewise, we obtain
Pr(|
T∑
t=1
x(t)x(t)∗ − Tσ2x| ≥ )
=Pr(|
T∑
t=1
Re[x(t)]2 − Tσ
2
x
2
| ≥ 
2
)
+Pr(|
T∑
t=1
Im[x(t)]2 − Tσ
2
x
2
| ≥ 
2
).
With lemma A.1, we have the desired result for lemma III.2.
Derivation of the dual problem in Section IV
By introducing by variable z ∈ C2MN+1, the original
primal problem is equivalent to the following optimization:
min
s,σ2≥0,z
‖s‖TV
s.t. ‖z‖2 ≤, z = Fs− r − σ2w.
With the Lagrangian multiplier v ∈ R and u ∈ C2MN+1, the
Lagrangian function is given as
L(s, z, σ2,u, v) =‖s‖TV + v(‖z‖2 − )
+Re[u∗(r − Fs− σ2w − z)].
The dual function is given as
g(u, v) = Re[u∗r]− v
+ inf
s,z,σ2≥0
{‖s‖TV − Re[u∗Fs]− σ2Re[u∗w] + v‖z‖2 − u∗z}.
The Lagrangian multipliers u and v in the domain of the dual
function have to satisfy the following three constraints:
‖F ∗u‖L∞ ≤ 1,Re[u∗w] ≤ 0, v
z
‖z‖2 = u.
From the third constraint, we have v = ‖u‖2. Therefore, we
obtain the dual problem stated in (29).
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