In the literature the most frequently cited data are quite contradictory, and there is no consensus on the global minimum value of 2D Edwards-Anderson (2D EA) Ising model. By means of computer simulations, with the help of exact polynomial Schraudolph-Kamenetsky algorithm, we examined the global minimum depth in 2D EA-type models. We found a dependence of the global minimum depth on the dimension of the problem N and obtained its asymptotic value in the limit N→∞. We believe these evaluations can be further used for examining the behavior of 2D Bayesian models often used in machine learning and image processing.
Introduction
In many fields of science, it is necessary to know the global energy minimum for different systems. Namely, in informatics we use it when solving problems of quadratic optimization [1] [2] [3] [4] [5] [6] , developing search algorithms for the global minimum [7] [8] [9] [10] [11] [12] and solving max-cut problems [13] [14] [15] [16] [17] . In neuroinformatics, we have to know the global minimum when developing associative memory systems [18] [19] [20] [21] and constructing neural networks and neural network minimization algorithms [22] [23] [24] . In physics, the knowledge of the global energy minimum is most frequently necessary when studying the behavior of spin glass systems [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] and even when describing four-photon mixing in nonlinear media [36, 37] . The question of calculation of the global minimum depth has been discussed over the years. However, since it has no decisive answer it remains a highly topical problem up to now. Indeed, in the literature the most frequently cited data are quite contradictory, and there is no consensus on the global minimum value (see references in [27] ). To illustrate this statement, we present the values of the global minimum depth obtained by different methods: 0 E exactly when examining spin systems on planar graphs with arbitrary boundary conditions [38, 39] . Implementing these algorithms, we were able to refine our results [40] for the Edwards-Anderson model (the EA model).
In the present paper, we present an experimental analysis of the global minimum depth in the EA model, which is a spin system on an N L L  square lattice where only interactions with four nearest neighbors do not equal to zero. Formally, we have in mind a system whose behavior is described by a Hamiltonian , and its dependence on the dimension reduces to HN . As we see from Eq. (1), the results obtained by different authors are so very different that it is hardly possible to use them in the course of calculations. This was the reason why we performed a huge experiment having in mind to determine the basic spectral characteristics such as the mean value of the local minimum depth, the spectrum width, and the depth of the global minimum. Based on the obtained experimental data, we plotted the dependences of these characteristics on the dimension of the problem N and determined their asymptotic values in the limit N .
The structure of the paper is as follows. In Section II, we describe our experiment and analyze the obtained data. In Section III, we discuss the results and the tables showing our experimental data.
Experiment
To define the value of 0 E , we used an algorithm described in [39] . In the course of our experiment, we examined the classical EA-model (with the normal distribution of 1, mM  . We used these data to calculate the mean value and the variance of the obtained values:
The results of our experiments are collected in Table 1 .
Based on the obtained data, we derived formulas that described the dependences of 0 E and 0  on N . We optimized these formulas by means of the least squares method. We minimized the value of the summary relative error and estimated the quality of the approximation formulas by the value of validity defined as 
where exp x are the experimental values, exp x are the means of the experimental values, and app x are the values obtained using the approximation formulas.
EA-model
This is the Edwards-Anderson model for a two-dimensional lattice where spins interact with their four nearest neighbors only and nonzero matrix elements are normally distributed.
We found that the function of Approximation functions derived as a result of analysis of our experimental data have the form
The validities of these expressions are 2 0.994 R  and 2 0.993 R  , respectively. When comparing the expressions of Eq. (6) with the experiment, we see that these formulas describe them very well. In Fig. 1, we The function 00 () N   (the second expression of Eq. (6)) in Fig. 2 also describes the data of Table 1 very well. The value of the relative error is less than 0.4%. 
The validities of these expressions are 2 0.996 R  and 2 0.992 R  , respectively. Comparing the expressions of Eq. (7) with the experiment, we see that they describe it very well. In Fig. 3 , we present the dependence 00 () E E N  (the first expression of Eq. (7)) that matches perfectly with the data from Table 1 . When 50 L  , the relative error is less than 4 2 10   . The dependence 00 () N   (the second expression of Eq. (7)) shown in Fig. 4 also describes the data from Table 1 very well. Here the relative error is less than 0.5%. 
Discussion
Our analysis of the two models allowed us to derive empirical relations in Eqs. (6) and (7) for the most important characteristics of the global minima (see Eqs. (6) and L 0  (7) ). Our goal was to obtain expressions which with a high certainty described the dependences of these characteristics on N in the whole range of the dimensions of the problem that we were able to examine. Based on these results, we had to determine the asymptotic behavior of these characteristics when N . Evidently there are different approaches to approximation of the experimental data in Table 1 . Consequently, it is possible to obtain a list of different expressions, and some of them can be even more accurate than the expressions of Eqs. (6) and (7) . However, this fact does not change the goal of our study: independent of the form of the obtained approximation functions, they have to describe correctly the behavior of the characteristics inside the test range of N and provide trustworthy asymptotic values when N  (see Table 2 ). 
From our point of view, this is a possible reason why the estimates of 0 E obtained by different authors differ so significantly. Namely, when the size of the system is sufficiently large ( 30 L  ) such an approach is not applicable since the probability of finding the global minimum in the course of a random search is exponentially small: it is ~exp( 0.04 ) N  .
