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Abstract
Hologram formation in photopolymers is believed to be largely a result ofmonomer
diffusion. By solving the diffusion equation in terms of grating harmonics, the numer
ical results can be expressed in a meaningful way and are straightforward to compare
with experimental results. The diffusion model predicts some basic properties of grat
ings recorded in photopolymers, such as the variation of refractive index modulation
with recording irradiance or grating frequency, as well as the linearity of the record
ing. For a sinusoidal exposure irradiance, nonsinusoidal grating profiles are normally
recorded. The linearity of recording depends strongly on the recording parameters
including exposure irradiance and grating frequency. Unslanted transmission gratings
were recorded in Du Pont photopolymers and the grating profiles were determined
by measuring the diffraction efficiency at the first and second Bragg angles. It was
found that high exposure irradiance results in large non-linearity in grating forma
tion, which is consistent with the diffusion model. A confocal interference microscope
was constructed for the direct measurement of grating profiles.
iv
The subjective contrast sensitivity and resolution were measured in the presence
of various amounts of chromatic aberration, resulting from the powered holographic
mirrors recorded in Du Pont photopolymers. The results permit comparison of the
effects of the chromatic aberration of visually-coupled holographic optical elements
with those of monochromatic aberrations and can be used to predict system perfor
mance at the design stage. The average subjective performance can be adequately
described by the integral of the MTF over the frequency range 5-20 c/deg.
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1.1 Holographic optical elements
Holograms recorded with two point sources can be used as optical elements to
focus light or form images. As a result, the holograms are analogous to conven
tional lenses and mirrors. There are many possibilities of forming different types of
holographic optical elements, depending on the geometry of recording. Holographic
lenses are formed in transmission geometry, while holographic mirrors are reflection
type holograms. Holograms record the interference fringe pattern of the recording
waves in the form of either transmittance modulation (amplitude holograms) , thick
ness or refractive index modulation (phase holograms). The methods of generating
the fringe pattern are not limited to holographic recording. The fringe pattern can be
first obtained mathematically based on the imaging requirements and then written
onto the substrate, as in the case of computer generated holograms or binary lenses.
Holograms are further classified as thin or thick (volume). The performance of various
1
type holograms can be quite different.
Because of the flexibility of holographic recording, holographic optical elements
are capable of unusual imaging tasks that are difficult for conventional optical ele
ments. If volume holograms are used as holographic optical elements, their inherent
selectivity brings further advantages of simultaneous filtering and imaging. Using
holographic optical elements allows flexibility and simplicity in optical systems de
sign, as a number of different functions can be implemented by a single holographic
optical element. For example, the holographic optical element used in the optical
head for compact disk applications serves as a multiple beam splitter and a cylindri
cal lens [2,3]. The volume reflection hologram used in head-up display systems acts as
a filtering beam splitter which combine a nominal 100% of the narrow band display
with an outside view lacking only a small spectral component [4,5]. Furthermore,
holographic optical elements are lightweight, and their optical power is independent
of their substrate geometry. Replacement of conventional optical elements with holo
graphic optical elements in an optical system can reduce the number of elements and
lower the weight and cost [6-8]. Holographic optical elements are highly dispersive,
as imaging is governed by the law of diffraction. Such a disadvantage can be avoided
or reduced when monochromatic or narrow band sources are used. On the other
hand, the dispersion of holographic optical elements can be used to correct the chro
matic aberration of glass lenses, since their V-numbers have opposite sign. A hybrid
diffractive-refractive telescope based on this concept was demonstrated by Stone [9].
The performance of holographic optical elements can be separated into two issues,
one describing the the change ofwavefront during diffraction, the other accounting for
efficiency. Imaging can often be modeled with a simple transparency function, which
depends only on the geometry of the fringe pattern on the surface of holograms.
This is ultimately determined by the locations of the recording point sources. On
the other hand, efficiency is dependent on the hologram type and corresponding
parameters. For thin holograms such as surface relief type, diffraction orders and
efficiency are strongly dependent on the grating profile. The grating profile can be
easilymanipulated using the microlithography technology, which allows high efficiency
close to 100% [10]. Volume holograms have only one diffracted order, and 100%
efficiency can be obtained. In the mean time, they also show strong angular and
spectral selectivity. Some basic characteristics of volume holograms will be discussed
in next section.
Over the years, considerable work has been done in analyzing the imaging proper
ties and aberrations of holographic optical elements. Three models have been widely
accepted and used in practical designs. These are the wavefront aberrations de
rived from wavefront matching [11-13], the ray tracing based on diffraction equa
tions [14-16], and the ultra-high index lens representing the equivalent holographic
optical element [17,18]. The basic idea of wavefront matching is that the emerging
wavefront given by the product of the reconstruction wavefront and the amplitude
transmittance of the hologram is matched to a spherical wavefront originated from
the image point. All wavefronts are expressed as polynomials of spatial coordinates
in the hologram plane. The first approximation is to keep only the second order
terms, which gives the Gaussian image position and magnification. Seidel coefficients
of spherical, coma, astigmatism can be obtained by matching the third order terms.
This method was first applied by Meier [11] to paraxial imaging of holographic opti
cal elements, and expanded by Champagne [12] for non-paraxial situations. Higher
order approximations allow higher order aberrations to be derived, for example, the
fifth order by Latta [19], the seventh order by Mehta [20], and a general form by
Rebordao [21]. Usually third order aberrations are sufficient for the analytical de
sign of HOEs with small aberrations. The details of the theory will be discussed in
chapter 4, where aberrations of holographic mirrors are calculated.
The advantages of using wavefront aberration analysis include that one only needs
to deal with the analytical solutions, which allow parameters affecting aberrations to
be understood in a meaningful way. Raytracing is also a powerful tool in designing and
analyzing holographic optical elements, especially when spot diagram and accurate
MTF are required. Many optical design codes have incorporated the ray tracing
method and allow the analysis of optical systems containing both conventional and
diffractive optical elements. The basic procedure of raytracing for holographic optical
elements is very similar to that of conventional lenses, the difference being that the
change of ray direction is determined by the diffraction of the local grating of the
hologram as opposed to the refraction of a lens surface. One of the direct results of
ray tracing is the spot diagram, which is the intersection of all the rays with the image
plane. The MTF can be calculated from the spot diagram (geometricalMTF) or from
the wavefront (diffraction MTF) in the case of small aberration. The wavefront is
obtained from the calculation of optical path difference (OPD) of each ray; however,
the OPD is modified by a phase term when the ray passes through the hologram. The
phase term is the phase difference of the two recording wavefronts at that position on
Figure 1.1: Diffractions by a thin grating (left) and a thick grating (right). The actual
diffraction orders of a thin grating depend on the type and the grating profile.
the hologram. The ultra-high index lens model presented by Sweatt [17] is another
useful technique for designing holographic optical elements. The model states that a
holographic optical element can be exactly represented by a conventional lens when
the refractive index of the lens approaches infinity and the thickness and curvature
approach zero. In practice, the index of the equivalent lens can not be infinitely large,
but it can be chosen to be large enough to have the desired accuracy. For example,
an accuracy of 0.01% can be achieved by choosing refractive index of 10,000 [18].
It is also necessary to specify the shape of the equivalent lens when the index is
finite. A planar hologram recorded with two spherical waves can be represented by
two plano-convex lenses in contact where the convex surfaces are hyperboloids [17].
Obviously, one of the advantages of this model is that the design and analysis of
HOEs are made compatible with conventional optical design, which can be done with
the well-established standard lens design code.
1.2 Volume holography
When the material for recording holograms is thicker than several fringe periods
(more strict conditions of thick hologram will be discussed in section 3.2), the holo
grams exhibit a number of unique properties. First, as demonstrated in figure 1.1,
many diffracted orders exist for a thin grating, and the reconstruction angle can be
arbitrary. On the other hand, only one diffracted order is produced in a volume
grating, and the diffraction can only occur at certain specific incident angles. For an
unslanted grating, the angles are given by
sin(,9BL)
= LA/nA, (1.1)
where 6BL is the Lth Bragg angle, A is the wavelength, n is refractive index, and A
is the grating period. For incidence at the Lth Bragg angle, two waves can exist at
once, the zeroth (the input wave) and the Lth diffraction. At other incident angles,
the input wave travels unaltered through the grating.
Rigorous grating diffraction theories have been developed to describe the diffrac
tion properties of volume gratings. One of the most popular theories is the coupled
wave theory, which first originated in ultrasonics where Raman and Nath [22] inves
tigated the diffraction by acoustic gratings. The coupled wave model starts with the
differential form of Maxwell's equation, and the electric field is expanded as the sum
of series of plane waves with each corresponding to different diffracted orders. If the
material is thin many diffraction orders exist (Raman-Nath diffraction) . If the mate
rial is not thick enough (intermediate diffraction), many orders may need to be kept












Figure 1.2: Diffraction efficiency of volume phase gratings. The normalized distance
is proportional to the product of index modulation and thickness.
thick enough so that only two waves (Bragg diffraction) exist, analytical solutions can
be obtained. Such solution was first presented by Kogelnik [23]. The solutions have
successfully predicted many important diffraction properties of both transmission and
reflection gratings.
One of the important results of coupled wave theory is how the diffraction effi
ciency varies with refractive index modulation and thickness of volume holograms.
The on-Bragg diffraction efficiency of an unslanted transmission phase grating is given
0.0 4-
-20 -10 0 10
Angle or wavelength
Figure 1.3: Angular and spectral selectivity of a thick transmission phase grating.
The curve shows about
2
of angular width or 60nm spectral width (FWHM), for
example, for a 40 /im thick, 1000 1/mm grating with index modulation of 0.006 and














where n\ is the refractive index modulation and d is the thickness of the grating. The
diffraction efficiencies are plotted against imid/\cos9B, which is called normalized
thickness, in figure 1.2. The diffraction efficiency of a transmission grating oscillates
between 0 and 100% as index modulation or thickness increases. The decrease of











Figure 1.4: Selectivity of volume reflection holograms. Solid curve: thickness of
20 /i/m and index modulation of 0.02, dashed curve: thickness of 10 /xm and index
modulation of 0.04. Other parameters are identical: refractive index 1.5, Bragg angle
45, and replay wavelength 514nm.
other hand, the diffraction efficiency of a reflection grating approaches monotonically
100% as the index modulation or thickness increases. It should be pointed out that
equations (1.2) and (1.3) describe the simplest volume gratings, that is, the diffraction
of a purely sinusoidal grating at the first Bragg angle. The diffraction of a non-
sinusoidal grating at higher Bragg angles is more complicated, as more waves must
be included in the coupled wave equations. The details will be discussed in chapter 3.
Another important property of volume holograms is their strong selectivity. Be
cause of the finite thickness of the hologram, diffraction occurs even when the Bragg
condition is not strictly satisfied. However, significant diffraction only happens within
a small range of angle or wavelength around the Bragg condition. The angular and
spectral selectivities of a transmission phase grating is shown in figure 1.3 on page 8.
For small deviation from the Bragg condition, angular selectivity is quite similar to
the wavelength selectivity. The selectivity of a volume phase reflection hologram is
shown in figure 1.4. The thickness and refractive index modulation may be manipu
lated to obtain desired diffraction efficiency and spectral or angular selectivity. Many
applications take advantages of these unique properties. For example, a holographic
mirror used in head-up displays is also a notch filter, which provides high reflectivity
over a narrow bandwidth for the display and high transmittance for the outside view.
Angular multiplexing and wavelength multiplexing utilizes the strong selectivity of
volume hologram to record many holograms in the same volume to increase storage
capacity.
1.3 Holographic photopolymers
The unique properties of volume holograms have found important applications in
many areas, such as optical computing, optical interconnects, holographic elements,
holographic storage. New developments in holographic materials have made many
of the applications possible, and the ever wide applications are also putting higher
demand for new and better materials. An ideal holographic material would have high
resolution since an optical interference pattern is recorded in the material. Other
desirable properties include low absorption, flat spatial frequency response, no fringe
distortion, enough thickness for volume effect, enough dynamic range, low scattering
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or noise grating, proper spectral sensitivity, and environmental stability. There are
a wide range of holographic materials, such as silver halid photographic emulsions,
dichromated gelatins, photopolymers, and photorefractive crystals, with each of their
own advantages and disadvantages. Development and investigation of these materials
have been well reviewed by a number of authors (for example, refs. [24-30]).
Photopolymers have many attractive holographic material properties. Generally
they are true volume phase material with high resolution, and have low absorption
and low scattering. Most of them are self-developing during the recording process,
which is ideal for real time applications such as information storage. The commercial
photopolymers recently made available by Polaroid, Du Pont, and other companies
exhibit good shelf life and environmental stability. The first photopolymer system
for volume holographic recording was reported by Close in 1969 [31]; since that time
there have been a large number of different photopolymer systems developed for
holography. According to Lessard [30], there are three categories of polymer-based
holographic recording materials: photopolymerizable systems, photocrosslinking sys
tems, and doped polymer systems. Holograms are recorded in the form of refractive
index modulation induced by different photochemical changes upon photoirradiation.
A photopolymerizable system consists of a photopolymerizable monomer, a photoini-
tiator, and a sensitizer in a polymer matrix (binder) . When exposed to an interference
pattern, absorption of light in the initiator starts the chain reaction of polymeriza
tion, which eventually results in refractive index modulation. The actual process
of forming refractive index modulation is complicated, however, it is believed that
monomer diffusion is largely involved. Many such systems are acrylate-based, such
11
as Hughes monomer [31,32], Du Pont photopolymer [29,33], and Polaroid photopoly
mer [34]. Other monomer systems were also investigated, such as RCA photopolymer
(Polyester with a-diketones) [35], Bell Laboratories multicomponent monomer sys
tem [36], methyl methacrylate (MMA) monomer [37] and Acrylamide system [38,39].
A great number of photopolymers based on or similar to these systems have been
developed [30].
Development of holographic photopolymers at Du Pont dates back to the early
70s [33]; however, it is the new improved photopolymers made available since late 80s
that show improved performance and have become one of the most attractive holo
graphic materials. The advantages of the new Du Pont photopolymers include having
simple process (no wet chemical processing), high sensitivity, high resolution, high
diffraction efficiency, long shelf life and good environmental stability. The photopoly
mers consist of a family of different compositions optimized for different applications,
such as the HRF series [29]. Typically, the film speeds are around 10-100m
J/cm2
with refractive index modulation ranging from 0.008 upto 0.068. The photopolymers
developed for transmission hologram recording can record 500-3000 1/mm gratings,
while the reflection hologram recording materials can record much higher spatial fre
quencies upto 6000 1/mm. These materials are sensitized to green or red wavelengths




Diffusion Model of Holographic
Photopolymers
The diffusion model presented by Colburn and Haines [1] to describe the holo
gram formation process in photopolymers has been consistent with the experimental
observations associated with many holographic photopolymers, especially Du Pont
photopolymers. However, there is no clear understanding of the details of the dif
fusion model and the interpretation of some experimental results. In this chapter,
the diffusion equation based on the diffusion hypothesis is solved in terms of grating
harmonics, which provides some physical insight into the mechanism of hologram for
mation in photopolymers. The numerical results predict clearly what can be expected
when monomer diffusion is dominant. This should lead to a better understanding of
the material as well as more efficient use of the material in practical applications.
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2.1 Background
2.1.1 The diffusion hypothesis
The diffusion hypothesis of hologram formation in photopolymers was first pro
posed by Colburn and Haines in the early 70s [1]. The basic idea of the diffusion model
is straightforward for a simplified photopolymer system with three indispensable com
ponents: photoinitiator, monomer, and polymer binder that holds the compositions
together. Absorption of light by the initiator generates radicals which start the chain
polymerization of the monomer. When a hologram is recorded in the photopolymer,
the material is exposed to the interference fringe pattern formed by the object beam
and the reference beam. More monomer is polymerized in the bright fringe region
than in the dark fringe region. This non-uniform polymerization sets up a monomer
concentration gradient, which results in the diffusion of monomer from monomer rich
(dark fringe) region to monomer poor (bright fringe) region. Thus, a spatial distri
bution of polymer density is formed which results in a refractive index modulation of
a similar form. A final uniform exposure may be needed to polymerize the remaining
monomer in order to fix the recorded image.
Various experiments were performed on Du Pont original photopolymers to verify
the diffusion hypothesis [1,33,40-43]. To study the hologram formation process,
the simplest type of hologram, sinusoidal gratings formed by two plane wave, were
recorded. Generally the recording involves three steps: first, the material is exposed
to the interference of two plane waves for a relatively short time, which non-uniformly










Figure 2.1: Refractive index modulation during hologram formation [1].
to allow the monomer to diffuse; after the diffusion process is completed, a uniform
exposure, usually with one of the plane waves, is applied to the material to fix the
holographic exposure. The recording wavelength is usually in the range from green
to UV. Since the photopolymers are not sensitive to red, red laser light is used to
monitor the diffraction efficiency in real time.
A lot of the early work was devoted to the investigation of the real time behavior of
diffraction efficiency of photopolymers for the three step exposure process. Presented
as part of the diffusion hypothesis by Colburn and Haines, the variation of refractive
index modulation during a three step exposure is shown in figure 2.1.
The initial exposure creates a negative refractive index modulation, then the
monomer diffusion increases the refractive modulation to pass zero to a positive value,
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and finally a uniform fixing exposure increases the refractive index modulation to a
even higher value. The experimental result of real time diffraction showed that the
diffraction first increases and drops to zero during and after the initial exposure, and
then slowly increases again. A final fixing exposure increases the diffraction even
further. For low diffraction efficiency, the refractive index modulation is proportional
to the square root of diffraction efficiency [23], therefore such observation seems to
confirm the hypothesis.
Although this hypothesis was not fully agreed by others due to poor repeatability
of the experiments [40,42,44,45], theoretically such real time variation of refractive
index modulation is not impossible. Most polymers have lower molar refraction but
higher density than their monomers. Usually polymers have higher refractive index
than their monomers because the density increase caused by shrinkage dominates the
refractive index change [46]. However, shrinkage of the bright and dark fringes appears
to be the same, since experiments confirm that the thickness modulation is negligible.
Therefore, the refractive index of polymerized region is lower because of reduced molar
refraction upon polymerization. At the initial stage of exposure, the bright fringe
region has a lower refractive index because more monomer is polymerized. There is
a refractive index modulation due to molar refraction modulation before monomer
diffusion occurs. This refractive index modulation has the opposite sign as that of
density modulation. As the monomer starts to diffuse, the density modulation starts
to build up and then dominates the refractive index modulation. This process causes
the refractive index modulation first to decrease from zero to a negative value, then to
increase and pass zero to some positive value. Therefore the diffraction efficiency first
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increases and drops to zero and then increases again. Booth argued that the zero was
not observed in his experiments [42]. However, the diffraction efficiency did increase
and then decreased during and after the initial exposure for high exposure irradiance.
Since diffraction efficiency does not drop to zero after the initial increase, which makes
a key difference, it indicates that the refractive index modulation simply increases
and then decreases, instead of changing sign and passing zero. Booth explained that
when the polymerization rate exceeds diffusion, this first results in an increase of
refractive index modulation, and then the refractive index modulation is lowered by
monomer diffusion. A diffusion time was derived from the decreasing rate of the initial
diffraction peak and plotted against different grating spacings with good correlation.
This result indicates that such behavior is diffusion-related.
Two questions still remain unanswered in previous discussions. Firstly, the Col-
burn and Haines hypothesis can explain the initial peak of diffraction efficiency with
a dip to zero, but it cannot explain the initial peak which does not drop to zero, as
observed by Booth, who did not explain why monomer diffusion lowers the refractive
index modulation created by the initial polymerization. Secondly, it was reported in
both references that a uniform fixing exposure dramatically increases the refractive
index modulation, if there is enough monomer left un-polymerized by the initial ex
posure. The Colburn and Haines hypothesis cannot explain this experimental fact
either. Monomer diffusion after the initial exposure tends to reduce the monomer con
centration gradient, and at the extreme recreates a uniform monomer distribution.
Since monomer diffusion represents an internal mass transportation process, which
changes the density modulation, it is understandable that refractive index modulation
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increases during the diffusion process. However, a uniform exposure which polymer
izes all the remaining monomer molecules should not increase the density modulation
dramatically, because monomer distribution at this point is at best uniform, or even
worse, reversely modulated. A small increase of density modulation is possible due to
the average density increase caused by the uniform shrinkage. Booth recognized this
problem and pointed out that such an increase of refractive index modulation may
result from further reaction in the material and may be density related.
In attempting to answer those two questions, it is necessary to re-examine the
shrinkage effect of polymerization. In the previous discussion, it is assumed that the
shrinkage only appears as an uniform film thickness reduction, based on the fact that
no surface relief grating was observed. The shrinkage in the direction perpendicular to
the film may be uniform, due to the constraint of cover sheet and glass substrate. But
it is still possible that shrinkage occurs on a local sub-fringe scale, that is, the poly
merized region shrinks (contracts) also in direction along the normal to the grating
plane. The heavily polymerized region shrinks, and as a result, un-polymerized region
expands. During the initial exposure, the polymerized region has higher density due
to the local shrinkage, which creates a refractive index modulation. When monomer
starts to diffuse in from the non-polymerized region, the polymerized region expands
which reduces the refractive index modulation. After the diffusion is completed, a
uniform exposure polymerizes all the monomer. The final refractive index modula
tion should be considerably higher than the initial refractive index modulation, since
the density modulation due to both mass diffusion and shrinkage accounts for the
final refractive index modulation. This explanation seems to be rather speculative;
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nevertheless, the idea of local shrinkage and expansion was indeed mentioned in some
publications on Du Pont new photopolymers [47,48]. It should be pointed out that
this transient behavior of diffraction efficiency is strongly dependent on a number of
recording parameters and material composition, which should be taken into account
when comparing different experimental results.
Based on this diffusion model, one expects that the grating frequency has a strong
influence on the final refractive index modulation. The larger the grating spacing,
the longer it takes for monomer to diffuse over that distance, therefore the lower
density modulation can be built up in the time before the fixing exposure. A spatial
frequency response curve is shown in figure 2.2, which shows the expected drop off
for low spatial frequency. Diffraction efficiencies were measured for the sample in an
index matching liquid (solid curve) and in air (dashed curve) to distinguish the effects
of surface relief grating. The curves show that the thickness modulation is significant
only when spatial frequency drops below 100 lines/mm. The low spatial frequency
cutoff was also confirmed by Booth in another experimental study [42].
It is the relative magnitude of diffusion rate and polymerization rate that affects
the outcome of hologram formation process. Therefore, it should not be difficult to
predict how exposure irradiance affects the final refractive index modulation. In this
case, three step exposure may not be a good method to study exposure irradiance,
since the exposure time, delay time, and the energy required to eliminate the oxygen
in the material may complicate the results. For a continuous exposure, Colburn and
Haines found that the final refractive index modulation is higher for lower recording























Figure 2.2: Spatial frequency response of a photopolymer [1]. Gated: immersed in
index matching liquid. Not gated: without index matching liquid.
ing irradiance means lower polymerization rate, which in turn allows monomer to
efficiently diffuse before polymerized, thus to achieve higher density modulation.
Wopschall and Pampalone [40] measured the diffusion coefficient by using a two
compartment cell separated by a membrane of the polymerizable layer. The diffusion
coefficient was found to decrease exponentially with the percentage of polymerization.
The time required for monomer to diffuse over one grating period can be estimated
by the squared grating period divided by the diffusion coefficient. At 25% polymer
ization, the diffusion time is about 0.25 sec for 1000
mm-1
and 4 sec for 250
mm-1
gratings, which is consistent with the time delay required for image to be stable to the
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uniform fixing exposure (7 sec measured for 250 mm-1). Wopschall and Pampalone
also discussed the optimum exposure energy for maximum diffraction efficiency, based
on the argument that there exists an optimum exposure which should result in the
maximum monomer concentration gradient. However, such a conclusion was obtained
assuming diffusion and polymerization to be two separate processes. This applies only
when diffusion time is much longer than the exposure time, which is not unusual for
three step exposure and relatively short initial exposure time.
2.1.2 Experimental observations in Du Pont new photopoly
mers
Du Pont has developed a family of new photopolymers since the middle and late
80s, and the performance and properties of these materials have been extensively
investigated [44, 45, 47-55]. The diffusion mechanism has been accepted as the best
description of hologram formation in the new photopolymers, although the initial
diffraction efficiency peak was not observed for these new materials. It should be
pointed that the initial diffraction peak is strongly dependent on a number of param
eters, such as material composition, difference of molar refraction between polymer
and associated monomer, shrinkage effects, physical properties including the diffusion
coefficient of the film, and so on. The new photopolymer is quite different from the
original in composition and physical properties, which makes the comparison rather
difficult. The key idea of the diffusion model is that the monomer diffusion creates
the final refractive index modulation. A simple experimental fact that is consistent
with the diffusion hypothesis is that a uniform exposure fixes rather than destroy the
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hologram. During the exposure process, no material is added to or removed from
the emulsion. Molar refraction, or shrinkage may account for the transient refractive
index modulation, but if there were no monomer diffusion, a uniform exposure would
have destroyed the recorded refractive index modulation.
The exposure procedure is not essentially different from that used on the original
material, except that a final heat treatment after the fixing exposure is recommended,
which greatly enhances the refractive indexmodulation [44,56]. A permanent increase
as much as a factor of 2-3 can be obtained by heating at
90-150
C for 1-2 hours.
The mechanism of the heat processing first seems to involve the thermally initiated
polymerization of residual monomers and additional diffusion and redistribution of the
components [50]. However, further examination of compositions containing thermally
activated polymerization inhibitor shows that the increase of refractive index modu
lation by heating is about the same as that for compositions containing no thermally
activated inhibitor. Yet, film softening occurs at much lower temperatures
(30
C)
than are needed for efficient thermal enhancement, and it is also unlikely that thermal
enhancement is just simply the redistribution and segregation of diffusable compo
nents in the material [29]. Thus, it is rather difficult to draw any solid conclusions
from the limited experimental investigations on heat processing. Heat processing is
applied after the holographic exposure and the fixing exposure are completed, and
may be omitted if the objective is solely to investigate the diffusion model. Actually,
in most publications on the new photopolymers, the experimental data are available
both before and after the heat treatment, which makes it easy to compare the results
with the diffusion theory. Both transmission and reflection gratings were recorded in
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Du Pont new photopolymers to study the properties of the material. Generally, the
exposure was continuous and long enough to let the diffraction efficiency saturate.
Gambogi and others studied the effects of grating frequency and exposure irradiance
on refractive index modulation by recording saturated transmission grating in Du
Pont HRF-150, HRF-600, and HRF-700 photopolymers. They found that, in gen
eral, the refractive index modulation increases with increasing grating frequency and
decreasing exposure irradiance, and the magnitudes of increase are quite different for
different films [53,55,57]. These experimental results are consistent with those of the
early studies and support the diffusion model.
Photopolymer composition has been found to have significant effect on refractive
index modulation. Smothers, Monroe, and others determined the refractive index
modulation for a series compositions containing various combinations of different
monomers and binders [44,45,58]. The results were well-summarized by Monroe [29].
Both the monomers and binders tested can be categorized by chemical structure as
being aliphatic or aromatic. Generally, aliphatic monomers or binders have lower
refractive index than aromatic monomers or binders. It was found that aliphatic
monomers in aromatic binders, or aromatic monomers in aliphatic binders gives higher
refractive index modulation than aliphatic monomers in aliphatic binders, or aromatic
monomers in aromatic binders. It appears that the refractive index modulation is de
termined by the relative refractive index ofmonomer and binder. Larger difference of
refractive index between monomer and binder results in higher refractive index mod
ulation. It should be pointed out that it is the refractive index of the polymer instead
of the monomer that should be compared with that of the binder. The increase of
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refractive index upon polymerization is about the same 2-4% for all the monomers
tested, which does not affect the conclusion. The observation that refractive index
modulation is dependent on the refractive index difference of monomer and binder
dramatically changes the view that the binder contributes only to the average re
fractive index. This experimental fact seems to indicate some form of internal mass
transport of the binder. Although large molecules of polymer binder are very likely
prevented from diffusing by the polymer network, it is possible that the binder may
contract and increase its relative concentration in the dark regions since these regions
become less swollen or less plasticized as the monomer diffuses away [29,48].
It was also found that refractive index modulation can be greatly increased by
adding nonvolatile plasticizer to the formulation [44]. Photopolymers are highly plas
ticized polymeric binders, in which monomer and other low molecular weight com
ponents act as plasticizing agents. Initiator, chain transfer agent, and monomer are
free to diffuse during the early stage of photopolymerization. As photopolymerization
proceeds, the composition begins to gel or vitrify and diffusion becomes difficult. Fi
nally, polymerization stops as the remaining monomer can not reach reactive radical
center [59,60]. Addition of plasticizers can improve the diffusivity of monomer in the
later stage of polymerization, therefore allowing a higher refractive index modulation
to be achieved.
2.1.3 Photopolymerization based on diffusion
Photopolymerization kinetics based on monomer diffusion has been extensively in
vestigated recently by Krongauz and others [61-68]. The photopolymer composition
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was the same as a typical Du Pont holographic photopolymer, which contained a flu
orescent monomer, N-vinyl carbazole (NVC) and the corresponding polymer, poly(N-
vinyl carbazole) (PVCA), which has a substantial yield of fluorescence. Uniform UV
(295nm) illumination was used to expose the photopolymer film. The photopoly
mer has low optical density for visible light, since the initiator, o-chlorohexaaryl-
biimidazole (HABI), does not absorb significantly at the visible wavelength for holo
graphic recording and sensitization by electron transfer from the visible sensitizer
dyes is also low. However, the optical density of photopolymer at UV is extremely
high due to the strong absorption and high quantities of the initiator added in the
material. The 295 nm light is completely absorbed within a fraction of a micron
from the illuminated surface of the photopolymer surface. As a result, the monomer
is quickly polymerized near the surface and a gradient of monomer concentration is
created between the surface and the bulk of the film. Monomer diffuses toward the
surface and results in accumulation of immobilized polymer. The accumulation of
fluorescent polymer near the surface increases the intensity of emitted fluorescence,
which is used to measure the extent of monomer diffusion. It was found, as expected,
that the fluorescence intensity increases and eventually saturates during uniform ex
posure of 295 nm illumination. This was a direct demonstration of monomer diffusion
from un-illuminated to illuminated location in a plasticized polymer matrix during
the photopolymerization process. It was assumed that the fluorescence intensity is
proportional to the amount of monomer which migrated to the surface where it was
being polymerized, and based on the mathematical expression of loss of diffusing
substance by surface evaporation. The diffusion coefficient of monomer NVC in plas-
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ticized polymer binder cellulose acetate butyrate (CAB) matrix was determined to be
6 x 10~9cm2/s, which is within the range for other aromatic molecules in a plasticized
polymer matrix [69].
Complicated computionalmodeling of photopolymerization kinetics based on monomer
diffusion was performed for both uniform and patterned illumination [61,67]. Many
realistic details were taken into account, such as strong attenuation of light through
film thickness. Each step of polymerization kinetics, including photoinitiation, radical
chain propagation and termination, and radical concentration were explicitly calcu
lated instead of using the steady state approximation. The mobilities of monomer,
initiator, radical chain, chain transfer agent, and oxygen were included.The effect of
oxygen as inhibitor of polymerization was discussed. Due to the complexity of the
computation model, calculations were performed on a Cray computer. Results are
consistent with the fluorescence measurements for uniform illumination. For pat
terned illumination, such as dark and light strips, calculation predicted higher accu
mulation of polymer along the edge of illumination strip for longer exposure. This was
confirmed by the observation of swelling of illuminated regions and stronger swelling
along the edge at longer exposure [64]. It is believed that diffusion of monomer
into the illuminated region and accumulation of polymerized monomer should lead to
stretching of the polymer matrix and swelling of the illuminated region. Swelling of
illuminated region was clearly observed for the photopolymer film illuminated with
a photomask of 50 jum line size [70]. However, swelling was lower for the exposure
through photomask of 5 /xm grating. No swelling of individual line was observed for
0.5 (j,m grating, although the whole illuminated area was raised over the surrounding
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unexposed film surface. The explanation was that the elasticity of the polymer matrix
is not sufficient to allow swelling on a sub-micron scale. The swelling of the whole
illuminated area is cause by the diffusion of monomer from the inside of the film to
the surface.
It should be pointed out that for holographic application the photopolymer is gen
erally exposed to visible light, where absorption is low; thus light passes through the
film of some tens of microns without serious attenuation. Unlike in the above experi
ment, photopolymerization occurs through the whole thickness of the film, so strong
diffusion of monomer from the inside to the surface is not likely to exist. Monomer dif
fusion mainly occurs between the fringe planes formed by the interference of recording
beams. Shrinkage of film thickness is commonly observed for photopolymer film, since
on average there is no net accumulation of polymer due to monomer diffusion on the
scale of many fringes. However, swelling of bright fringe planes and the contraction
of dark fringe planes is likely to occur. This is certainly consistent with the experi
mental facts that photopolymer film containing larger difference of refractive index of
binder and monomer produces larger refractive index modulation upon holographic
recording [44,45,58].
2.1.4 Monomer diffusion in other photopolymers
The diffusion mechanism of hologram formation in photopolymer was originally
based on the investigations on Du Pont photopolymers and has been consistent with
the experimental observations in Du Pont photopolymers. Hologram formation in
many other photopolymers is also believed to be largely a result of monomer dif-
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fusion. Tomlinson and Chandross [36] at Bell Labs investigated multicomponent
photopolymer systems containing two or more monomers of quite different reactivity.
The systems described contained essentially two monomers. Polymerization of the
most reactive monomer is initiated first, and the density of irradiated region increases
due to diffusion of that monomer. In the meantime, the less reactive monomer is ex
pelled from the polymerized region possibly due to insolubility. After the holographic
exposure is made a uniform exposure can be used to polymerize all the remaining
monomer. As a result, the chemical composition is spatially modulated in correspon
dence to the interference fringe pattern. In order to achieve high refractive index
modulation, it is necessary to choose monomers having as large difference as possible
in both reactivity and refractive index. A multi-component photopolymer based on
this model has been discussed by Lougnot et al [71]. Hologram formation in sev
eral other photopolymers may be more or less attributed to monomer diffusion as
well [37,38,72-75]. However, some interpretation of the experimental results seems
to be confusing and biased towards the diffusion model. For instance, the observation
that higher refractive index modulation was obtained for high recording irradiance
seems to contradict to the diffusion hypothesis, but it was still interpreted as merely
a result of monomer diffusion [73]. The processing and properties of Polaroid DMP-
128 are quite different from that of Du Pont photopolymers, and Polaroid researchers
seemed not very much to be in favor of the diffusion hypothesis [34,76]. However,
some experimental results are at least not against the diffusion theory, such as the
low spatial frequency cutoff [77] and the real time grating growth measurement [78] .
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2.1.5 The diffusion equation
Important experimental observations that support the diffusion hypothesis may
be summarized as follows:
No material is added to or removed from the hologram during and after record
ing.
Uniform exposure fixes rather than destroys the hologram.
Refractive index modulation is strongly dependent on grating frequency and
recording irradiance.
Refractive index modulation depends on the difference of refractive index be
tween two monomers for multicomponent systems, or between monomer and
binder for single component systems.
While arguments on some aspects of the diffusion hypothesis still exist, the under
standing of the diffusion mechanism and the interpretation of holographic properties
seem to be not always clear. The hologram formation process in photopolymers
is complicated and may involve a number of different mechanisms. Although the
monomer diffusion has been accepted as the essential mechanism for many photopoly
mers, the extent to which the properties of material can be attributed to diffusion
may vary largely for different materials. In some materials monomer diffusion may
determine most of the important characteristics of the materials, in others diffusion
may not be as significant at all compared to other mechanisms. A proper theoretical
study ofmonomer diffusion in holographic photopolymers is in demand. The diffusion
equation with a loss term has been used to describe monomer diffusion into polymer
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film [79]. Adhami et. al. presented a numerical method for solving the diffusion
equation of grating formation in photopolymer exposed to sinusoidal pattern, and
numerical results show possible non-sinusoidal grating profiles [80]. Lanteigne ob
tained an analytical solution under the conditions of a constant diffusion coefficient
and linear polymerization [78]. Krongauz developed a sophisticated computational
model for diffusion controlled photopolymerization [61-63,65], which successfully re
veals many aspects of photopolymerization kinetics induced by monomer diffusion,
and the corresponding experiments provides direct support of the diffusion mecha
nism for photopolymers. However, the photopolymerization condition is quite dif
ferent from that for holographic applications, and numerical results are difficult to
correlate with the experimental observations for holographic recordings in photopoly
mer. These theoretical investigations certainly shed some light on the diffusion model,
however, the numerical results have the most value when they can be easily compared
to experimental observations. For the purpose of understanding the characteristics
of photopolymers for holographic recording, investigation of simple sinusoidal grating
formation in the material is a commonly used approach. A theoretical study suitable
for comparing with the experimental results is still needed. The approach presented
in this dissertation allows the diffusion equation to be solved in terms of grating har
monics. This approach has the advantage of being easy to solve and to compare with
the experimental results of holographic recording in the material, thus providing more
physical insight in the diffusion mechanism. In this chapter, the numerical method
of solving the diffusion equation and the numerical results are presented.
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2.2 Photopolymerization
The basic concepts and equations of photopolymerization are available in several
books, for example, ref. 81 and 82.
Generally radical chain polymerization consists of three steps: initiation, prop
agation, and termination. Initiation involves two reactions. First, radicals
R- are
produced from an initiator I. For example, the homolytic dissociation of an initiator
I yield two radicals
I .-2R-. (2.1)
Then radical R- adds to a monomer molecule to form a chain initiating radical
Mi-
R.+M >M1- (2.2)
The process is repeated as many more monomer molecules are successively added,
which represents the propagation of the radical function in the monomer, or the
growth of the polymer chain.
Mi +M > M2 (2.3)
M2 +M > M3 (2.4)
Mn-+M>Mn+1-
(2.5)
The propagating polymer chain stops growing at some point. The termination can
be caused by the combination of two radicals,
Mm +Mn- ? Mm+n. (2.6)
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Photopolymerization is photoinitiated radical chain polymerization. Free radicals
are produced from the initiator by photochemical reaction. There are two types of
photoinitiation, one is the decomposition of initiator into radicals as a result of ab
sorption of light, and the other is by some compounds absorbing light and transferring
energy to a second compound to form radicals. The second type of photoinitiation
has practical importance since the wavelength can be shifted to the required range (
for example, from UV to visible) by using the proper sensitizer.
The rate of polymerization, or the rate of monomer disappearance, is given by
==*+*. (2.7)
where Ri and Rp are the rates of initiation and propagation, respectively. Ri may be





Rp = -cp[M-][M], (2.9)
where [M-] is the total concentration of all chain radicals, [M] is the monomer con
centration, and kp is the rate constant of propagation. Under the steady-state as
sumption, the rate of initiation is equal to the rate of termination,
R, = 2fct[Mf. (2.10)
Equations (2.9) and (2.10) give
^=(^M^. (2.11)
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The rate of photoinitiation is proportional to the irradiance Ia absorbed by the
initiator,
Ri = 2<j>Ia, (2.12)
where <j> is the quantum yield for photoinitiation. The photopolymerization rate is
obtained by combining equation (2.11) and equation (2.12),
^=(2^[M](2^)1/2- (2"13)
Ia is proportional to the incident light irradiance, therefore the photopolymeriza
tion rate is proportional to the square root of light irradiance.
A general form of photopolymerization rate is written by
Rp = k[U]F, (2.14)
where k is a constant which is independent of both monomer concentration and light
irradiance. 7 is a constant which depends on the mechanism of the termination of
polymerization, for example, 7
= 1/2 for bimolecular termination [83,84], 7 = 1 for
unimolecular termination [85,86], and 1/2 < 7 < 1 for mixed termination [87].
2.3 Refractive index modulation









where M is the molecular weight, p is the density, N is Avogadro's number. Ji =
^%Na is the molar refraction, where a is the polarizability per molecule. To first
approximation, the molar refraction is independent of temperature or the physical
states of the material. The dependency of IR on wavelength (dispersion) is not a
major concern in this analysis, since only a single wavelength is involved.
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where subscript i indicates the corresponding parameters of the zth component. It
should be noted that pi is the density of the zth component in the mixture.
Equation (2.16) shows that the refractive index of a material is essentially de
termined by the densities and molar refractions of its components. Therefore, the
refractive index can be altered in three ways, that is, by changing either the molar
refractions, or the overall density, or the relative concentrations [46]. Though pho
topolymerization changes the molecular structures, and polymers usually have higher
refractive index than their monomers, such process does not account for the hologram
recorded in photopolymers if an overall exposure fixes the hologram rather than de
stroy it. Density change caused by monomer diffusion is the key factor of refractive
index modulation. To first approximation, refractive index change due to density







2.4 The diffusion equation
Mass diffusion process has been covered in many textbooks with essentially similar
material of the basic physics [89-91]. In this section, the mathematical model of
diffusion and its application to monomer diffusion process in hologram recording will
be briefly discussed.
Diffusion is the process of mass transfer by random molecular motions. Diffu
sion occurs whenever there is a concentration gradient. In 1855, Fick discovered the
analogy between mass diffusion and heat conduction, which is also due to random
molecular motions, and adopted the mathematical equations of heat conduction de
rived earlier by Fourier in 1822 to diffusion. The mathematical theory of diffusion in
isotropic materials is based on a linear relationship between the rate of diffusion and
the local concentration gradient,
J = -D^-, (2.18)
ox
where J is the rate of transfer per unit area of section, C the concentration of diffusing
substance, x the space coordinate measured normal to the section, and D is the
diffusion coefficient. Equation (2.18) is also known as Fick's first law.
The differential equation of diffusion can be derived from equation (2.18) based
on the law of mass conservation,
dC 8J
Equation (2.19) states that the net mass change in a local volume is the difference
between the mass diffused into and out of the volume. Therefore diffusion equation
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is derived from equation (2.18) and (2.19) as follows,
dt
dx2' y J
which is sometimes called Fick's second law [92]. Concentration may be expressed
in a number of different ways, such as in terms of molecular number or mass. The
diffusion coefficient D has dimensions (length)2(time)_1, which is independent of the
unit of concentration C. In some cases, the diffusion coefficient is not a constant,
then a more general form derived from equation (2.18) and (2.19) is
All the equations have been one dimensional, but three dimensional diffusion equation
can be derived in a similar way (see appendix A in ref. 90), as follows,
^ = V.(DVC). (2.22)
If the diffusing substance is immobilized by an irreversible reaction so that the rate
of removal of diffusing substance is FC, then the one dimensional diffusion equation
becomes [93]
-! (")->
Though the real photopolymer formulations are much more complicated, as a
starting point, they may be idealized as consisting only monomers, polymer binder,
and photoinitiator. Furthermore, the monomers are free to diffuse in the polymer
binder, so that the diffusion equation applies. The role of initiator is merely to
absorb light energy and generate radical to start the polymer chain reaction, based
on which the polymerization rate is derived in section 2.2.
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When a photopolymer film is exposed to two plane waves, of which the bisector
is perpendicular to the surface of the film, an unslanted grating is recorded in the
medium. The intensity of the interference fringes of two plane waves has a one dimen
sional sinusoidal distribution, therefore it is expected that the variation of monomer
concentration caused by photopolymerization is one dimensional as well. In this case,
one dimensional diffusion equation is sufficient to describe the recording process.
The spatial distribution of the interference fringe pattern of two plane waves is
given by
I(x) = I0[l + Vcos(Kx)], (2.24)
where Jo is the average irradiance, V the fringe visibility, K = 2vt/A, and A the fringe





-Kl^[l + Vcos{Kx)]'yu(x,t). (2.25)
A new symbol u has been assigned to represent the monomer concentration to be
consistent with the published works.
Before the exposure starts, the initial distribution of monomer concentration and




D(x,0) = D&. (2.27)
where the two constants ua and the Da are the initial monomer concentration and
diffusion coefficient, respectively.
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2.5 Coupled differential equations
It is reasonable to assume that the spatial distribution of monomer concentration
bears similar symmetry to the spatial distribution of exposure. If the exposure is
a sinusoidal function, then it can be assumed that the monomer concentration can
be expressed as a Fourier cosine series. The diffusion coefficient is affected by the
polymerization, which should also be written as a Fourier cosine expansion:
oo
u(x, t) = Y_ Ui(<) cos(zi,tor), (2.28)
i=0
oo
D{x, t) = Y^ A(*) cos(iKx), (2.29)
i=0
and the polymerization force function




By substituting the cosine expansion into equation (2.25), the diffusion equation
is then written in terms of spatial harmonics of monomer concentration,



















-/c2n^ [z'Dn_2Ui + FjUn_i]
i=i
r OO
+ -k2n *Y_ [iDi+nUi
~ {i + n)DiUi+n
- FiUn+i - Fn+iUi] , (2.31c)
(for n > 2).
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= 0, for i > 1, (2.32b)
and
D0{0) = Da, (2.33a)
A(0) = 0, for i > 1. (2.33b)
A strength of this approach is that the final results given in terms of grating
strength of various orders, which are directly related to the diffraction properties of
the hologram. The coupled differential equations can be simplified if only the lower
order harmonics are significant. The simplified equations can be easily solved by using
standard numerical routines. Such an approximation should be reasonable when the
exposure is a sinusoidal interference fringe pattern formed by two plane waves. If the
harmonics of order greater than 3 can be ignored, equations eqrefall become
^ = -F0u0 - ijFiU! - l-F2u2 - ^F3u3, (2.34a)
^L =
_FlUo
_ {Fo + \p2 + K*Do _ K2D2)Ul
- (i*\ + \f3 + K2DX - K2D3)u2 - {\f2 + \k2D2)u3,
* = -F2u0 - (^ + l-F3 + K2DX - K2D3)ux - (F + AK2D0)u2
dt I I
-(^Fx + m2Dx)m,
* = -F3u0 - {\f2 + Ik2D2)ux - [\fx + 3K2D>2 - (F0 + 9K2D0)u3.





Polymer concentration is defined as the polymerized monomer concentration, which
is given by
N(x,t)= [ F(x,t')u{x,t')dt'. (2.35)
Jo
The harmonics of polymer concentration are
N0(t) = iWo(t) + ^FMt) + l-F2U2{t) + l-F3U3{t), (2.36a)
N,(t) = FJJQ{t) + (F0 + ^U^t) + (^Fi + l-F3)U2(t) + l-F2U3{t), (2.36b)
N2{t) = F2U0(t) + (^F + ^F3)f/i (*) + F0C/2(t) + i^C/aW, (2.36c)
W3(<) = Wo(i) + ^Wi(t) + iFiC/2(t) + F0t/3(i), (2.36d)
where
Ui(t) = [ Ui(t')dt', (2.37)
Jo
and t = 0,1,2,3.

























[l + Vcos{Kx)Ycos(iKx)dx. (2.39b)
A 7o
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For example, for 7 = 1/2 we have / = 0.9, fx = 0.6, f2 = -0.12, /3 = 0.05.
The diffusion coefficient is assumed to decrease exponentially with exposure [80],
D(a.,t) = A.e~QF(x)t, (2.40)
where a is a constant that characterizes the decreasing rate of diffusion coefficient
with polymerization. The first three harmonics of diffusion coefficient can be obtained
approximately by taking four specific values of D(x,t) at Kxq = 0, and Kx{ = 7r/z
(i = 1,2,3). Let
e-aF(Xt)t
~do + dl C0S(Fxi) + d2 cos(2Kxi) + d3 cos(3Fx2) (2.41)
be solved for dt (z = 0, 1, 2, 3),
do(*) =
Ie-W





















_ |e-aF(^)tj (2 42d)
and A(i) =Wi(*)-
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Equation (2.34) may be rewritten as














- (/o + 2/2 + Rd0 - -Rd2)ux
- (2/i + 2/s + -Rdi - Rd3)u2 - (i/2 + ^Rd2)u3,
- =
-huQ
- (-/i + -f3 + i2dx - Rd3)Ul - (/ + ARdQ)u2




- (^/2 + ^Rd^u, - (^/i + 3i2d,>2 - (/o + 9i?rf0)u3, (2.43d)










Note that in equation (2.43) u^ (z = 0, 1, 2, 3) has arbitrary units, and all other
parameters and variable are unitless.
Equation (2.36) is rewritten as
iV0(C) = /otfo(C) + |/iMC) + |/2C/2(C) + |/3C/3(C). (2.45a)
JVi(C) = /i^o(C) + (/o + |/2)t/i(C) + (5/1 + \h)U2(Q + \hUz(Q, (2.45b)
N2(() = f2Uo{Q + (\h + |/3)C/i(C) + /oC/2(C) + (2.45c)
^3(C) = /a^oCO + + ^A^MC) + foU3(Q, (2.45d)
where
'o
and z = 0, 1, 2, 3.
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Ui(Q = [ Ui(C)d<;', (2.46)
J
2.5.1 An analytical approximation
Sometimes it is interesting to see how saturated harmonics of polymer concen
tration are determined by exposure fringe modulation, as the image reconstruction
fidelity is ultimately determined by how the refractive index modulation is recorded
in the medium. Numerical results will be given in next section; however, simple solu
tions can be easily obtained under certain conditions. First let a = 0, that is, diffusion
coefficient is constant during exposure. The assumption 7 = 1 is not necessary for
deriving the following equations, but it is chosen so as to have the exposure fringe
visibility V explicitly appear in the equations. Under these conditions equation (2.45)
is written in a matrix form




































































For saturated exposure, the exposure is long enough that all monomer is polymerized.
Therefore u^
= 0 when > oo, and
N, = Zun (2.55)
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where




Z2i Z22 zT23 Z24
^31 Z32 Z33 Z3\
\Zai Zi2 Z^3 Z^J
Elements of Z are given in appendix 5. u0 is determined by the initial conditions







From equations (2.55) and (2.60) we have
N0 = ZuUa, = Ua,
jVi







N2 = Z3Xu& = u
N3 = Z4ia = u












































Equation (2.59) indicates that the polymer concentration modulation is linearly pro
portional to the exposure fringe visibility. Refractive index modulation is proportional
to density modulation, as shown in equation (2.17), thus it is also linearly propor
tional to the exposure fringe visibility. This linear relationship between refractive
index modulation and exposure fringe visibility holds not only for saturated expo
sure, but also during exposure, since the matrix Z has a simple form when R ^> 1:
'
1 0 0 0*
V 0 0 0
0 0 0 0
\o o o oy
(2.60)
2.6 Numerical results
Equation (2.43) and (2.36) can be solved by using standard numerical routines
such as Runge-Kutta algorithm [94]. These routines are readily available in Matlab
in the form of functions with user defined tolerance, such as ode45.m based on 4th
and 5th order Runge-Kutta formulas for solving differential equations and quad.m
for integrations.
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Equation (2.43) shows that the grating formation process is mainly determined
by the following three parameters: R, the ratio of diffusion rate to polymerization
rate; 7, the constant characterizing the linearity of polymerization; a, the constant
characterizing the decreasing rate of diffusion coefficient upon polymerization. To
demonstrate the effects of the ratio of diffusion rate to polymerization rate on holo
graphic grating recording process, first it is assumed that polymerization is linear
and diffusion coefficient is constant, that is, 7 = 1 and a = 0. The fringe visibility
of sinusoidal exposure is also taken to be V = 1. In this case, f0 = 1, /1 = V,
/2,3 = 0, and d0 = 1, ^1,2,3 = 0. C = Kht is the percentage rate of polymerization.
The real time curves plotted versus ( may be considered as plotted versus exposure
energy, since C is proportional to exposure energy. In all the following calculations
the initial monomer concentration is taken as ua = 100, which gives results in terms
of the percentage of initial monomer concentration.
Figure 2.3 shows a typical transient behavior of monomer and polymer concentra
tion versus C for R 1. Monotonically decreasing curve of u0 shows the trend of de
creasing average monomer concentration. On the other hand, the harmonics are first
built up and then diminished. All the curves converge to zero represents that monomer
is completely polymerized for long enough continuous exposure. These results are rea
sonable as expected. The harmonics of polymer concentration (or more accurately,
polymerized monomer concentration) distribution generally increase monotonically
with exposure. Note that higher harmonics are formed as well. Another interesting
detail is that at the very beginning of exposure, higher order harmonics start to grow















Figure 2.3: The amplitudes of the average and the harmonics of monomer (top) and
polymer (bottom) concentration distribution versus (exposure), for R = 1.
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begins, the polymer concentration is actually sinusoidal before monomer diffusion
can have a significant effect. The delay time should be about on the same scale as
monomer diffusion time over one grating period.
The transient behavior of monomer and polymer concentration for R = 100 is
shown in figure 2.5. For a large R, the harmonics are nearly zero during the entire ex
posure. This is because monomer diffusion is quick enough to compensate in real time
the concentration gradient set by non-uniform polymerization. The monomer concen
tration during such exposure is essentially uniform. The second and third harmonics
of polymer concentration are virtually zero, which represents a linear recording. Ob
viously higher harmonics are stronger for a small R, as compared to figure 2.3.
The first order harmonic is of special interest, since usually volume holograms
are replayed at the recording angle, at which the diffraction properties are mainly
determined by the first order grating [26]. The transient behavior of the first harmonic
of polymer concentration is shown figure 2.6. Exposure is continuous until grating
growth saturates. One important result is that larger value of R results in higher
saturation value of first harmonic. Saturated amplitude of 100, or modulation of 1 can
be obtained, ifR is large enough. When R is too small, the amplitude of first harmonic
initially increases and then drops as exposure continues. This is the situation when
polymerization exceeds diffusion, further exposure reduces the modulation since dark
fringe region is not completely dark for a sinusoidal exposure. The second harmonic
versus corresponding each curve in figure 2.6 is shown in figure 2.7. The saturation
value of the second harmonic increase with decreasing R within certain range.
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Figure 2.4: Saturation values of the first three harmonics of polymer concentration
versus R for two different a values
first three harmonics are plotted against R. The curves are divided into three regions,
according to the value of R. Region I is characterized by a diffusion rate that is much
greater than the polymerization rate, R 3> 1. In this case, the saturation value of the
first harmonic reaches the maximum and is independent ofR. Higher order harmonics
are practically zero, representing a region of linear recording. In region II, diffusion
rate and polymerization rate are comparable, R ~ 1. In this case, the saturation value
of the first harmonic decreases with decreasing values of R. Higher order harmonics
are formed, and the smaller the value of R the stronger the harmonics. In region
III grating formation is dominated by polymerization, R <C 1. Saturation values of
























Figure 2.5: The amplitudes of the average and the harmonics of monomer (top) and




Figure 2.6: Amplitudes of the first harmonic of polymer concentration distribution
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Figure 2.7: Amplitudes of the second harmonic of polymer concentration distribution
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Figure 2.8: The ratio of higher harmonics to first harmonic plotted against R.
polymerized with little diffusion, resulting a nearly uniform polymer distribution. It
should be pointed out that in this region including only the first three harmonics may
not provide sufficient accuracy due to large non-linearity. However, this should also
be the region of least practical importance.
The linearity of grating formation may be characterized by the ratio of higher
harmonics to the first harmonic. Results are plotted against R in figure 2.8, which
shows that generally nonlinearity increases with decreasing R. The effects of exposure
irradiance and grating frequency can be easily derived through equation (2.44).
It is interesting to see the relationship between the amplitude of first harmonic
and the fringe visibility of sinusoidal exposure. As mentioned before, for holograms





Figure 2.9: Saturated amplitude of first harmonic of polymer concentration versus
exposure fringe visibility for different values of R.
modulation, or fringe visibility of index grating even when higher harmonics exist.
Figure 2.9 shows the saturated first harmonic versus exposure fringe visibility for
different R values. The amplitude of first harmonic is not linear to fringe visibility
for small R values.
The effects of a and 7 are shown in figure 2.10. The saturation value of polymer
harmonics is plotted as function of R, for 7 = 0.5 and different a. When R is large
enough, the curves tend to be flat and the harmonic strength is not affected by R. This
corresponds to the region I in figure 2.4, except that this region does not represent
a linear recording here since higher order harmonics exist. The harmonic strengths













Figure 2.10: Saturation value of polymer harmonics versus R for different a, 7 = 0.5.
means this nonlinearity is solely induced by the non-linear polymerization. The effect
of large a appears to be simply shifting the curves towards lower R direction. It
is obvious that larger a introduces more non-linearity. The ratios of second to first
harmonic for different values of a are shown in figure 2.11 to demonstrate how the
linearity of recording is affected by these parameters.
The grating profile constructed from the first three harmonics is shown in fig
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Monomer diffusion process of holographic grating formation in photopolymers is
a nonlinear process that strongly depends on a number of parameters. Higher order
harmonics are formed even when the exposure is purely sinusoidal. Generally the
nonlinearity becomes larger when the polymerization rate exceeds diffusion rate, the
diffusion coefficient drops faster with respect to polymerization, or polymerization
itself is non-linear. Linear recording may be obtained only when the diffusion rate far
exceeds the polymerization rate and the polymerization rate is linear. Under these
conditions, the modulation of polymer concentration reaches its maximum, and is












Figure 2.12: Polymer concentration profiles for two different Rs. a = 0, 7 = 1.
of polymer concentration is linearly proportional to the fringe visibility of sinusoidal
exposure.
The refractive index modulation is linearly proportional to density modulation,
given by equation (2.17). Ideally it is linearly proportional to the modulation of poly
mer concentration as well, if all effects on density modulation other than polymer
concentration can be ignored. The following behavior of a sinusoidal grating recorded
in photopolymer can be expected: firstly, higher order gratings are formed when R
is small, or polymerization is non-linear. R is related to recording parameters such
as exposure irradiance and grating frequency by equation (2.44); thus, higher order
gratings are formed when grating frequency is small and exposure irradiance is high.
Secondly, the strength of first order grating, or of the refractive index modulation
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measured at the first Bragg angle, is dependent on i?, that is, the grating frequency
and exposure irradiance. In generally, low grating frequency and high irradiance re
sults in weaker first order grating, which is consistent with experimental observations
(section 2.1). Thirdly, refractive index modulation is linearly proportional to fringe
visibility of exposure when recording is in the linear region. Even when the recording
is non-linear, the numerical results show that the first order grating is still nearly
linear with respect to fringe visibility. Some experimental results seem to confirm
this conclusion [95,96].
It should be pointed out that these conclusions are purely based on monomer
diffusion model, and such a model may be too simple to describe some real holographic
photopolymers. Other mechanisms such as shrinkage may have significant effects on
the hologram formation process. Nevertheless, this theoretical analysis of the diffusion
model has been able to give many valuable insights into the hologram formation
process, which provides a better understanding of the underlying process mechanism.
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Chapter 3
Volume Gratings in Photopolymers
3.1 Introduction
Material characterization is important for volume holography since the whole idea
is to manipulate various property changes inside the material to record the
interference
fringe pattern of the object beam and the reference beam. However, it has not been
an easy task to understand what is really
recorded in the material, mostly due to
the lack of effective methods to detect the small details inside the material volume.
The methods relying on the diffraction theory of volume grating seem to be able to
produce useful results. The basic idea is to reverse the diffraction theory, that is, to
deduce the grating properties from the
diffraction efficiency measurements. As can be
seen from the brief review that follows, the difficulty and complexity of this method
strongly depends on the form of solutions
of the diffraction model of volume gratings.
The measurement can be quite simple if simple analytical solutions are available, and
becomes complicated when applying numerical methods.
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There have been a number of models developed to describe the diffraction prop
erties of a volume grating. Comprehensive coverage of these models may be found in
the books by Solymar and Cooke [26] and by Syms [28]. Coupled wave theory has
been a popular approach, because its results are easy to compare with experiments.
Kogelnik first adopted the coupled wave approach of ultrasonics to explain the prop
erties of a uniform, sinusoidal slab grating [23]. Assuming that the grating is thick
enough to generate only two waves, he obtained simple analytic solutions that can be
applied to many cases, such as transmission and reflection gratings, slanted fringes,
and phase and absorption modulation. The theory has successfully explained many
aspects of thick gratings, such as high diffraction efficiency, angular and spectral se
lectivity, so that Kogelnik's paper has become one of the classics in holography. His
equations are still widely used in the estimation of refractive index modulation of vol
ume materials. However, real materials differ significantly from the ideal ones in many
ways. Extensions to Kogelnik's two-wave coupled wave theory have been presented
to describe the various properties of a real material, for example, the non-uniformity
of grating fringes due to absorption during recording [97-100]. Multiwave coupled
wave equations were derived by Magnusson and Gaylord, which describe multiwave
diffraction of non-sinusoidal gratings [101]. The multiwave theory is more accurate
when the conditions of two wave theory are not strictly satisfied and more than two
diffraction orders have to be taken into account. While simple analytical solutions of
multiwave theory are difficult to obtain, the equations have been numerically solved
for higher diffraction orders [102], higher order Bragg angles [103], and grating profiles
with higher order harmonics [104].
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One of the important properties of a real material is the lack of linearity. It is
relatively easy to just detect the existence of nonlinearity in materials. If the mate
rial is linear, the refractive index will change linearly with exposure, therefore purely
sinusoidal phase grating is expected for a sinusoidal exposure, and the refractive in
dex modulation is linearly proportional to exposure. In this case, Kogelnik's theory
predicts that the diffraction efficiency of a lossless volume transmission grating varies
as a sine squared function of exposure multiplied by a constant. Deviation from
this indicates nonlinear relationship between refractive index modulation and expo
sure. Such nonlinear behavior has been observed for photographic emulsion [105,106],
dichromated gelatin [107,108], and photopolymers [1,32,109]. These observations of
material nonlinearity contain a more difficult problem: how to measure the grating
structure recorded inside the material. Direct measurements were done by cutting a
thin section of an exposed sample and examining the sample in an optical or electron
microscope [110]. Electron microscope images showing visible fringe pattern were
obtained for an amplitude hologram on Kodak 649F film [111], and phase holograms
in photopolymers [44,76]. Interferometry can be used if the grating frequency is
low [112]. The intensity of the interference microscope image represents the modu
lation profile if there is no thickness modulation. An interference microscope image
has been obtained for a 30 lines/mm grating recorded in dichromated gelatin, which
shows a non-sinusoidal profile [113]. The grating structure image taken by electron
microscope does not reveal the grating structure in a quantitative way. It is possi
ble to scan the intensity of an interference microscope image, but it only works if
the grating frequency is low. Indirect methods mostly based on diffraction efficiency
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measurements have been used to obtain more information of grating structure. The
simplest method is to measure the diffraction efficiency at the recording angle and
calculate the grating modulation according to Kogelnik's equations. More properties
of grating structure may be examined by extending the measurements to a range
of replay angles [114-116] or wavelengths [117,118]. Some parameters are readily
available from such measurements; for example, the thickness change can be calcu
lated from the Bragg angle change [119, 120]. A recently published work shows that
the grating thickness can be obtained from the angles of maxima and minima of
first order diffraction, valid for arbitrary grating profile and a wide range of grating
strength [121].
Higher order harmonics of a grating can have serious effects on diffraction for thin
gratings, however, diffraction at first Bragg angle is hardly affected by the higher har
monics if the thick grating condition is satisfied [104,122,123]. This property ensures
that for reconstruction at first Bragg angle, one does not have to worry about the
higher harmonics. In addition, Kogelnik's solutions can still be used to determine
the grating strength, only that the so-called refractive index modulation calculated
this way is really just the fundamental amplitude of index modulation. On the other
hand, diffraction efficiency measurements have to be extended to cover the higher
order Bragg diffraction in order be able to extract information of higher order har
monics in the gratings. In this case, multiwave theory has to be used to include
both higher diffraction orders and higher grating harmonics. Syms and Solymar have
demonstrated a technique to extract higher order harmonics of volume gratings from
diffraction efficiency measurements [124,125]. Diffraction efficiencies of volume grat-
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ings recorded in Agfa 8E56 emulsion were measured as function of a wide range of
replay angles, then multiwave coupled wave equations were numerically solved to com
pare with the experimental curves. The parameters to be determined were adjusted
to obtain different numerical results until the best fit between theory and experiment
was achieved. The second order harmonics of both absorption and phase modula
tion were obtained from the diffraction efficiency measured over a range of angles
wide enough to contain the second Bragg incidence. Even the third order harmonics
were estimated by measuring the diffraction efficiency over a wider angle range that
contains the third Bragg incidence [126]. In principle, the curve matching method
can be very accurate, and its application is not limited to thick gratings [127,128],
since the coupled wave equations are numerically solved with few approximations.
Actual accuracy will be dependent on the criteria for matching the numerical curves
to experimental curves. The amount of calculation can be large unless the free pa
rameters are wisely chosen. Nevertheless, this method seems to be effective to get
the most out of diffraction efficiency measurements for volume materials. Generally
it is difficult to obtain closed form solutions for the reverse problem from the cou
pled wave equations [129]; however, it has been demonstrated in the past that under
certain conditions simple analytical solutions exist for higher order Bragg diffractions
of a volume grating containing higher harmonics. Diffraction efficiency at the second
Bragg angle has been derived from an early model of coupled mode theory [130] and
a thin grating decomposition model [107]. Since the diffraction efficiency at the first
Bragg angle is not affected by higher grating harmonics, the fundamental grating can
always be obtained through Kogelnik's equations. The second harmonic amplitude
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can be calculated from the diffraction efficiency at the second Bragg incidence ac
cording to the analytical solutions. This simple method has been used to examine
the second harmonic in different volume materials [105,108,131]. While most of the
experiments were performed on transmission gratings and diffraction efficiencies were
measured against replay angles, it is possible to examine the higher grating harmon
ics by recording a reflection grating and measuring the diffraction efficiency against
wavelength [76]. However, the diffraction efficiency at the second Bragg wavelength
has to be quantitatively compared to theory before drawing any solid conclusions, as
a pure sinusoidal reflection grating still creates noticeable amount of diffraction at
second Bragg wavelength, and a numerical comparison between a number of grating
profiles shows that there is no obvious correlation between the high order diffraction
and the corresponding harmonics of the grating profile [132].
The properties of Du Pont photopolymers have been extensively investigated [44,
50,53,95,96,127], but the subject of nonlinearity in the material has been so far
ignored by most researchers. It is likely that higher grating harmonics exist, since
experimental observations have been consistent with the diffusion model, which pre
dicts a non-sinusoidal grating profile. In an attempt to measure the grating profile,
Curtis recorded optically thin gratings in Du Pont HRF-150 film [127]. The second
grating harmonic was estimated by measuring the angular selectivity at first Bragg
angle and comparing to theoretically predicted behavior. Multiwave coupled wave
equations were numerically solved to produce the theoretical results. In order to ex
tract the information of higher harmonics from the angular selectivity, optically thin
grating has to be recorded, which can be obtained by recording the grating at very
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low grating frequency. The results may or may not be applied to general situations,
since the grating frequency investigated is far too low for practical applications and
the photopolymers always have poor performance at low grating frequency.
In this chapter, an analytical solution of second Bragg diffraction will be derived
from multiwave coupled wave equations. Results are compared to the existing formu
las. Then the results are used to calculate the second harmonics of a series gratings
recorded in Du Pont Photopolymers. The effects of recording irradiance on second
harmonic strength will be presented.
3.2 The coupled wave equations
A one dimensional, lossless, unslanted phase grating embedded in an index match
ing medium is shown in figure 3.1. The relative dielectric permittivity is
oo
eT{y)
= er0 + ^2ericos(iKy), (3.1)
i
where eTo and eTi are the average and harmonic amplitude of relative dielectric permit
tivity, and K = 2vt/A, the same as defined in the previous chapter. Note that there
is no phase term in the Fourier expansion. One should expect a symmetric grating
profile for a sinusoidal exposure, therefore the harmonics are exactly either in-phase
(zero phase difference) or out-phase (it phase difference). The refractive index n is
given by y/e^, and
OO
n(y) =n0 + ^2ni cos(iKy) , (3.2)
i
where rii Ei/2n0 when eTi <C er0.
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Figure 3.1: Reconstruction geometry for an unslanted transmission slab grating em
bedded in an index-matching medium.
Assuming that the direction vectors of all the waves are in the x, y plane, and the
electric field vector is perpendicular to the x, y plane, the wave equation derived from
Maxwell's equations is given in the scalar form:
V2E(x,y) + p2E(x,y) = 0, (3.3)
where E(x, y) represents the electric field, ft = 2ity/e~T/\ is called the propagation




+ d2/dy2. The plane
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wave incident on the grating is
Ein(x, y) = E0 exp(-jp0 r), (3.4)
where p0 is wave vector and |p0| = (3, and E0 is a constant. The electric field in the
grating is assumed to be an infinite sum of diffraction orders traveling in different
directions:
oo
E(x,y) = E0 J2 ^L(a:)exp(-jpL.r), (3.5)
L=
oo




p0 + LK, (3.6)
K is the grating vector perpendicular to the fringe plane, and here it is parallel to y
axis and \K\ = K. Note that magnitudes of all vectors pL except p0 are not equal
to (5. The choice of pL is not unique, and different choices of wave vectors result
in different coupled differential equations, but final results are the same [125, 133,
134]. The wave vectors p'L outside the grating is given by an approximate boundary
matching, which states that the amplitudes of the waves are unaltered, but their wave




\Pl\ = P- (3.8)






















Figure 3.2: Construction of wave vectors: inside (left) and outside (right) a grating
as shown in figure 3.1.
Upon substituting equations (3.1) and (3.5) into equation (3.3), and assuming
that wave amplitudes change slowly compared with optical wavelength so that the
second derivatives can be ignored, an infinite set of first order differential equations
are obtained:












The boundary conditions are defined as
-4o(0)
= 1, (3.14)
AL(0) = 0 (L/0). (3.15)
Equation (3.9) is the general form of coupled wave equations, which can be nu
merically solved and the accuracy depends on the number of orders included. In some
cases analytical solutions are possible with appropriate approximations. For example,
if the grating is purely sinusoidal, j = 0(z > 2), each order is coupled only to its
two neighboring orders; if the grating is optically thick so that the Bragg condition
is satisfied, and the incident angle is near the first Bragg angle, only two orders need
to be kept in the equations. Under these conditions the coupled wave equations are
reduced to Kogelnik's two wave theory [23]. Analytical solutions for diffraction at
higher Bragg angles of a thick sinusoidal phase grating were also derived in ref. 103.
3.2.1 The volume grating conditions
A brief discussion of the thick grating condition is relevant, since the derivation
of analytical solutions and interpretation of experimental results rely on its validity.
A brief review on the thick grating conditions can be found in section 2.4 of ref. 28.
The thick grating condition, or the Bragg diffraction regime, is the condition when
the grating only generates two diffracted orders. The thick grating condition of an
unslanted transmission grating was first given by Q 3> 1 [23, 135], where
^
2rtXd
Q = , (3.16)
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and d is the physical thickness of the grating. In order to have a large Q, the ratio
of grating thickness to grating spacing has to be large. Numerical calculations of the
relative amplitudes of diffraction orders show that such condition is not sufficient, and
an additional condition is necessary for Bragg diffraction regime [136,137]: Q'/v 3> 1,
where
Q'
= Q/ cos90, and v = Kd/ cos 90 is the normalized thickness. Therefore the
complete conditions for thick gratings are [26]
Q'
> 1 and O > 1. (3.17)
Q, is related to
Q'
and v through O =
lQ'
jv. fi> 1 ensures that the dephasing factor
QL(L + P) in equation (3.9) is large for all orders except only two, the zeroth and
Lth orders, near the Lth Bragg angle (P = L). It turns out that significant power
transfer only occurs between the input beam and the waves with small dephasing
factors, thus only two diffraction orders are generated when Q>1 [26]. In order
to see clearly the parameters for a grating to be optically thick, equation (3.17) is
rewritten as follows,
^\d
Q = -r2 t > * 3-18A
cos .0
A2
fi = tt>1- (3.19)n0niA2 v '
Clearly a physically thick grating is not necessarily optically thick, because the grat
ing spacing plays an important role as well, dj cos 90 may be called the effective
thickness, as it is the distance that the input wave actually travels through the grat
ing. The minimum value of grating spacing is half the wavelength if the wavelengths
of recording and reconstruction are identical. Equation (3.18) imposes an essential
limit on the minimum effective thickness. This minimum effective thickness is nec-
70
essary for the orders of Bragg diffraction to outgrow the others, because at first all
the orders grow at the same rate as a function of traveling distance [26]. Refractive
index modulation is another important factor in determining the optical thickness of
gratings. There exists the possibility that a grating is too strong to be a thick grating
(ni very large).
3.3 Diffraction at the second Bragg angle
3.3.1 Numerical examples
The numerical results of diffraction at second Bragg incidence of a purely sinu
soidal phase grating, and the effects of second grating harmonic on first Bragg diffrac
tion have been given by Benlarbi and Solymar [103,104]. The numerical results of
diffraction at second Bragg incidence of a grating containing both second and third
harmonics will be presented. The aim is to investigate the coherent interaction be
tween the first and second grating harmonics, and the effects of third harmonic at the
second Bragg incidence. The results will also serve as verifications to the analytical
approximations that will be derived in section 3.3.2.
The coupled wave equations at second Bragg incidence for a grating containing
up to third harmonics are obtained by letting P = 2 and keeping only the non-zero
harmonics in equation (3.9):
dAr
f
- jQL(L + 2)AL + j(AL+l + AL_i) + jp(AL+2 + AL_2)
at;
(3.20)
+ ja(AL+3 + AL_3) = 0,
where p. = 2/^1
=
"2/^1, and a















Figure 3.3: Diffraction powers of different orders as a function of . Q = 10, p = 0.5,
(7 = 0.
solved in Matlab by using function ode45.m, in which a fourth order Runge-Kutta
algorithm is implemented. Ten orders (-6,-5, ...3) were used. Usually Q > 10 is
considered to be adequate for a thick grating, therefore Q = 10 is taken for all the
calculations.
Figure 3.3 shows the powers of zeroth, -lth, and -2th orders for p = 0.5 and
a = 0. All other orders are at least
10~3
smaller. The oscillation behavior and the
noticeable -lth order are the results of marginal Q, larger Q, will smooth the curves
and eliminate -lth order. To demonstrate the effect of third harmonic on the second
Bragg diffraction, equally strong third harmonic is added by letting a = 0.5. The
















Figure 3.4: Diffraction powers of different orders as a function of . Q = 10, /j = 0.5,
a = 0.5.
harmonic, except the curves are slightly shifted. Again even this minor influence will
diminish for a larger Q,.
As mentioned before, the second harmonic can only be either in-phase (p > 0, zero
phase difference) or out-phase (p < 0, it phase difference) with the first harmonic.
Though there is evidence that in many materials the second harmonic is out-phase [80,
108, 126, 138, 139], it should be interesting to see if this phase shift between the first
and second harmonics causes any changes of diffraction properties. Two phase grating
profiles for p
= 0.5 (in-phase) and p = 0.5 (out-phase) are shown in figure 3.5.
Figure 3.6 shows the diffraction orders for p = 0.5, which may be compared to













































Figure 3.7: Diffraction powers of different orders as a function of . Q, = 10, ct = 0.5.
Top: // = 0.1, bottom: p = 0.1.
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for out-phase harmonics, which is equivalent to a stronger second grating harmonic.
This difference is dependent on the relative value of \p\ and 1/fi, and becomes most
significant when these two values are close. As shown in figure 3.7, second Bragg
diffraction is virtually zero for p = 0.1 compared to p = 0.1, when Q = 10. The
contribution of first grating harmonic to second Bragg diffraction is added to that of
second harmonic for out-phase harmonics, but cancelled out for in-phase harmonics.
This will be more clearly demonstrated by the analytical solutions in section 3.3.2.
3.3.2 An analytical approximation




no + ni cos(Ky) + n2 cos(2Ky). (3-21)
The Lth Bragg angle is given by
2Asin9BL = L-, (3.22)
n0
Therefore when the grating is reconstructed at the second Bragg angle, 90 = 9B2 .
Equation (3.20) is reduced to
dAL
- jlL(L + 2)j4l + j(AL+1 + j4l_i) + jp(AL+2 + AL_2) = 0. (3.23)
For a plane wave incident at the second Bragg angle, when the thick grating conditions
are satisfied, only two waves (L
= 0 and L = -2) are significant. Therefore the
differential equations are truncated to keep only the I = 0, 1, 2 modes. Though
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the 1 order diffraction is negligible at the second Bragg angle, the corresponding
amplitude can not be removed from the differential equations because of its role as
an intermediate coupling between the Oth and the -2th order modes. The truncated
differential equations are
dA0
+ jA_1+jpA_2 = 0, (3.24)
d








+ jQ)A_! + jA0 + jA_2
= 0, (3.25)
" '
2+Jj4_1+;>j4o = 0. (3.26)
,
j>$ = 0, (3.27)
+ 2jA-1=0, (3.28)
dt,
(^+jti)A-1+jV = 0, (3.29)
where equation (3.27) is obtained from the difference of equations (3.24) and (3.26),
and equation (3.28) from the summation of equations (3.24) and (3.26). Substitute





The solutions of equation (3.27) and (3.30) are
$ = C*exp(M), (3.31)
T ,.2-pft^




where C$ and C* are constants determined by the boundary conditions of j40
= 1
and j4_2




A_2 = ~[exp(j ^0 ~ exp0>0]
(3.33)
(3.34)
The diffraction efficiency is given by [cos 6L2/ cos 90] |j4_2|2, where 9_2 is the angle of




772 = sin (3.35)
2(/i + ft)
Since Vt ^> 1, ^ <C fl holds as long as p is not much greater than 1, which is reasonable
in most practical cases. Equation (3.35) can then be further simplified as
1
T]2 = sin ""'* (3.36)
For p
= 0 equation (3.36) gives the same result as ref. [140] and [104].
To compare this equation with the results of Su and Gaylord [130] and Alferness





and equation (45) in ref. [107] (derived from a thin grating decomposition model) is
rewritten as
1 1 + cos 9B2
~
r]2 = sin V
n
(3.38)
The numerical difference between these equations is negligible when \p\ 3> 1/fi,














Figure 3.8: Second Bragg diffraction efficiency as a function of for Q. = 10, p = 0.5,
cr = 0. a. Numerical result of coupled wave equations, b. Equation (3.36). c.
Equation (3.38). d. Equation (3.37).
equation (3.36) and (3.38) but not (3.37), indicate that the diffraction at the second
Bragg angle is affected by the it phase shift of second harmonic. Figure 3.8 compares
the results from these equations with the numerical results of coupled wave equation.
It shows that equation (3.36) is a good analytical approximation of coupled wave
equations, and the most consistent one among the three solutions.
3.4 Measurements of second order gratings
Three Du Pont photopolymers under investigation are OmniDex 352, HRF-150,












Figure 3.9: Schematic setup for recording and measuring a transmission hologram.
Table 3.1: Material properties of Du Pont photopolymers











The experimental setup for recording transmission holograms is shown in fig
ure 3.9. Unslanted transmission gratings were recorded in Du Pont photopolymers
by using two collimated 514nm laser beams symmetrically incident on the film plate.
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Du Pont photopolymer films are shipped with the emulsion sandwiched between two
mylar sheets. The cover sheet was peeled off, and the film was laminated on a glass
plate. The other side of the glass plate is antireflection coated with single layer of
MgF2. For recording transmission hologram, the front side does not need to be an
tireflection coated as long as the secondary reflection from the back side is small.
Holograms were recorded with beam ratio of 1:1 and the incidence angle of 15.
All holograms were exposed until the diffraction efficiency was well saturated. The
diffraction efficiencies at the first and the second Bragg angles were monitored with
a 633nm laser during the recording process. The material is insensitive to this wave
length. Diffraction efficiency was measured at the first and second Bragg angles right
after the exposure.






where 9m is the first Bragg angle. The diffraction efficiency at the second Bragg






Acos#B2 \ tlq sin 9B2
The first order grating strength ni is calculated from the diffraction efficiency at
the first Bragg angle through equation (3.39). The second order grating strength n2
is calculated from the diffraction efficiency at the second Bragg angle and ni through
equation (3.40). In the calculation n2 is taken to be negative, as predicted by the
diffusion model [139]. Equations (3.39) and (3.40) show that the diffraction efficiencies
















Figure 3.10: Diffraction efficiency versus exposure time for a grating recorded in film
OmniDex 352 with recording irradiance of O.lmW/cm2.
further increase of grating strength results in a decrease of diffraction efficiency. Such
an effect has been taken into account in the calculation of grating strength whenever
the real time diffraction efficiency curve showed the existence of over-modulation.
A typical diffraction efficiency versus exposure time curve for the monitoring beam
is shown in Figure 3.10. First Bragg diffraction starts a short time after the expo
sure, this delay represents the energy required to consume the inhibitor (oxygen) of
polymerization. The second Bragg diffraction starts as well a short time after the
first Bragg diffraction, which indicates a delay between the growth of first and sec
ond order gratings. This delay seems to be consistent with the diffusion model, as
indicated by figure 2.3 on page 48.
Results of grating strength recorded with different recording irradiance in film
OmniDex 352-25 are shown in figure 3.11. The film was 25p,m thick. n2 is plotted on
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Figure 3.12: Grating profiles for various recording irradiance (in mW/cm2) in film
OmniDex 352-25.
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in this case. The experiment also confirmed that diffraction at all other orders was
negligible (<0.5%) compared to the Bragg diffractions (>10%). The results show a
decrease of the first order grating with an increase of recording irradiance. The second
order grating first increases, but then shows a trend of decreasing with an increase
of recording irradiance. Such behavior is consistent with the predictions of diffusion
model of chapter 2.
The grating profiles constructed from the first two harmonics are shown in figure
3.12. Grating profiles are close to sinusoidal for low recording irradiance, but become
more non-sinusoidal as the recording irradiance increases. Figure 3.12 shows the
distortion of the grating profile caused by the nonlinearity, but the profiles may not
represent well the true grating profile for very large nonlinearity since in that case
the third and higher order harmonics are possibly too significant to be ignored.
Figure 3.13 shows the first and second order gratings in HRF-600H001 for different
recording irradiances. Again higher recording irradiance results in smaller first order
grating and larger second order grating. The HRF-600H001 film was 20pm thick.
Noticeably more energy was diffracted into the modes other than the two main modes,
due to both thinner film and stronger grating compared to gratings in OmniDex352
film. The -1 order diffraction at the second Bragg angle was observed to be in the
range of 0.5~4%, but still much smaller than the -2 order diffraction which was around
30%. The Bragg condition is still considered to be satisfied, though not as strictly as
it is for the previous film. Grating profiles are shown in figure 3.14.
The results of gratings recorded in HRF 150-38 are shown in figure 3.15. The
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Figure 3.17: Ratio of the first harmonic to the second harmonic.
this range of recording irradiance. Quite strong second order grating exists for the
entire range of the recording irradiances. The Bragg condition is well satisfied due to
the relatively small refractive index modulation and sufficient thickness (38/mi).
To compare the effect of recording irradiance on the nonlinearity of the grating
formation among the three different materials, the ratio of the second harmonic to
the first harmonic is plotted versus recording irradiance in figure 3.17. It can be seen
that the grating formation process for HRF-150 photopolymer is much less affected
by the recording irradiance than for the other two photopolymers.
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3.5 Conclusions
The diffraction efficiency at the second Bragg angle has been derived from the
coupled wave equations; the resultant expression is similar to the result derived from
a thin grating decomposition model. The solution was used to obtain the second
order grating strength in three holographic photopolymers through the measurement
of diffraction efficiency at second order Bragg angle. Within certain range, higher
recording irradiance results in weaker first order grating and stronger second order
grating in Du Pont OmniDex 352-25 and HRF-600H001-20 photopolymers. The re
sultant grating profile shows a transition from nearly sinusoidal to non-sinusoidal with
the increase of recording irradiance. This experimental conclusion agrees qualitatively
with the theoretical predictions of the diffusion model given in previous chapter. How
ever, neither the first nor the second order grating are significantly affected by the
recording irradiance for HRF-150-38 photopolymer.
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3.6 Direct measurement of grating profile by using
confocal interference microscopy
3.6.1 Confocal microscopy imaging
First patented by Minsky in 1961 [141], confocal microscopy has been extensively
investigated and developed, especially in the 80s and 90s due to its attractive 3-D
sectioning capability, improved resolution, and compatibility to computer imaging
system. Reviews of theory and applications of confocal microscopy can be found in
refs. 142 and 143.
Figure 3.18 shows the optical arrangement of a confocal scanning microscope. The
image of a point source, an Airy disk, is formed by the objective on the sample. The
transmitted light is collected by the collector lens and focused on to a point detector,
usually a detector behind a pinhole. It is the point detector that distinguishes the
confocal scanning microscope from the conventional scanning microscopes. With the
pinhole detector, only the light from the area of an Airy disk of the detector pinhole







Figure 3.18: Schematic layout of the confocal microscope.
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also contributes to the resolution. In the mean time, depth discrimination through
focus is greatly enhanced, since the light from a point out of focus is mostly eliminated
by the pinhole in front of the detector. It is relatively easier to model the imaging
property of confocal scanning microscope, when both source and detector are con
sidered as being infinitely small. Analysis of a more general case of finite size source
and detector can be found in ref. 144. By applying Fourier imaging theory [145], the
scanning signal at the pinhole
detector,'
or the scanning image of the object is written
by the convolution [142]
/=|(/ti/i2)*|2, (3.41)
where hi and h2 are the point spread functions of objective and collector, respectively,
t is the amplitude transmittance of the sample. This is a coherent imaging system,
with an amplitude point spread function being the product of those of the two lenses,
and coherent transfer function being 9"{/ii/i2}. Note that when the two lenses are
identical and aberration free, the coherent transfer function of a confocal scanning
microscope is identical to the incoherent transfer function of an incoherent system.
However, the imaging in confocal scanning microscope is generally improved, which
can be seen from the comparison between images of a point object formed by different
systems. The image intensity of a point object of the confocal scanning microscope
with circular aperture is given by
_. . ,2Ji(v),a
I(v) = (-^) , (3.42)
where Jx is the Bessel function of the first kind of order 1, and v = 2itr sin a/A is the
normalized radial coordinate, sin a is the numerical aperture of the lens (assuming
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imaging in air). Compared to the image of a point object of conventional incoherent
system, which is given by
/() = (2JM)\ (3.43)
v
clearly equation (3.42) produces thinner central peak and weaker surrounding rings.
These account for better resolution and reduction of artifacts in confocal imaging.
It is possible to employ an interference method to recover the phase and modulus of
the image in a confocal microscope, as it is a coherent system. The simplest method
of phase imaging is to defocus the image, which introduces an imaginary part to
the transfer function [146]. Compared to other methods of phase imaging, such as
Zernike phase contrast [146,147], optical differentiation [148], and differential phase
contrast [149-153], confocal interference microscopy has the advantages of simple
imaging theory and easily available quantitative result [142,146,154]. Due to the
point detector, only the amplitude at the detector point is important, therefore it
does not matter what wave front the reference beam has. This reduces greatly the
requirement on optics alignment. A confocal interference microscope can operate in
transmission mode of Mach-Zehnder type [155], and in reflection mode of Michelson
type [156]. In reflection mode, the surface height of the object is detected as the
optical path difference with respect to the reference beam, thus the system can be
used for surface profiling [157,158].
















Figure 3.19: Optical arrangement of a transmission interference microscope.
where j40 and j4r are the amplitudes of object beam or reference beam alone at the
detector. Generally the amplitude of the reference beam is constant. Two detectors
may be used at either end of the beam combiner to receive the sum (i+) and the
difference (J_) of the amplitudes. Then the sum of two signals gives the last term
in equation (3.44). Both the real part and imaginary part of j40 can be measured by
letting j4r be purely real or imaginary [146].
Note that the amplitude transmittance of the object is still not directly available,
since j40 is essentially determined by (hih2)t. A few approximations may be assumed
to obtain simple results. We are mainly concerned with phase object, therefore the









For a weak phase object, exp(j(p(x))
m 1 + j<p(x), phase distribution is given by the
imaginary part of the interference image, and the transfer function can be applied
directly to the phase term.
Assuming that the spatial variation of object phase is much smoother than the
point spread functions, that is, hih2 can be approximated by 8 function,
j40






2Ar0Ao0 cos[c/> + <p(x)], (3.48)
where (f> = 4>0 4>r- The phase distribution can be calculated from above equation
knowing the amplitudes of the objective beam and reference beam.
3.6.2 Experiment
The experimental setup for confocal interference microscopy is shown in figure 3.20.
A collimated 633nm laser beam was split into two beams, the object beam and the
reference beam. A mirror mounted on a piezoelectric stage was used to adjust the
length of the optical path of the reference beam, therefore controlling the phase differ
ence between reference beam and object beam. A 20 x, 0.45NA microscope objective













Figure 3.20: Setup of confocal interference microscope.
lens. The sample stage was controlled by a piezoelectric stack which has a full scan
ning range of 25 pm. Both reference beam and objective beam were combined by a
beam combiner and focused by a lens of 300mm focal length on to a 15/mi pinhole.
A PIN photodetector was located behind the pinhole to measure light intensity. The
detector was connected to a digital oscilloscope, which can display the scanning sig
nal and save the data for later processing. The whole setup was covered by a box to
isolate air turbulence.
The sample was an unslanted transmission grating recorded in Du Pont photopoly
mers. Due to limited working distance between two microscope objectives, the film
was laminated onto a ~150 ^m microscope cover slip, which was index matched to
coated glass plate for recording. It was found that the birefringence of the mylar can
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severely degrade the resolution of the system, especially for a high power objective.
Therefore, a lower power objective was used as focusing lens and the mylar side of
the film faced the focusing lens. A polarizer was also used to reduce the polarization
aberration. Gratings of 5 pm fringe spacing were recorded in Du Pont HRF-600 film.
The thickness of the film was 10 pm. The Airy disk of the 40 x objective was about
lpm.
Because of the diffraction of the sample grating, the focal spot formed in the
sample is diffracted into more than two spots. The separation of these diffracted
focusing spots is minimum when the scanning laser spot is focused at the center
plane of the sample. The interference fringe pattern arising from these diffracted
spots is visible from the other unused output path of the interferometer. The sample
was brought into focus by adjusting the position of the sample and minimizing the
separation of the diffracted spots, which is done by maximizing the fringe spacing
formed by the diffracted spots.
Figure 3.21 shows the scanning result of a grating recorded with exposure irradi
ance of
2mW/cm2
and exposure time of 2.2sec. Both reference beam and objective
beam were measured. Measurements were averaged over several scannings to reject
vibration noise. The phase term is recovered by equation (3.48). Figure 3.22 shows
the scanning signal of a grating recorded with
2mW/cm2
and 4 sec. Note that it
shows more non-linearity than that in figure 3.21. This is consistent with numerical
results, which indicate that if the exposure time is short enough, the recording is lin
ear (see figure 2.3 on page 48). The refractive index modulation calculated from the
measurements is 0.02, which is consistent with that measured by diffraction efficiency.
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The depth of focus may be estimated by A/NA2, which is about 3/zm for a 20 x
objective used at 0.63/xm. As the object is a phase object of 10 pm thickness, scanning
is not very sensitive to axial shift of the object. Figure 3.23 shows the scanning of a
sample at three different focusing positions with a 2pm step, results indicate a nearly
symmetric change of scanning profiles, which was used as a supplementary clue for







Figure 3.22: Confocal interference scanning of a grating recorded in HRF-600. Ex
posure:
2mW/cm2
at 4 sec. The x axis is the number of sampling points.
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Figure 3.23: Through focus scanning.
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3.6.3 Discussion
It was assumed that the spatial variation is much smoother than the point spread
function of the system, in which the phase can be easily recovered. If the PSF is not
much smaller than the grating spacing, the imaging theory is a bit more complicated,
as compared to the imaging of an amplitude object. For a pure phase object, the
transmittance is
t(x) = exp(j<}>(x)), (3-49)
where 4>(x) is the phase distribution of the object. If the object has a periodic phase





where /o is the frequency of the phase distribution. The convolution may be rewritten
by substituting t(x) with its Fourier expansion,
oo
h(x) t(x) = h(x) \~] tp exp(j2itpf0x)
**
(3.51)
= J^ Hptp exp(j2itpf0x),
p=0
where Hp = 3r{h(x)}(pf0) is the OTF value at frequency pf0. Normally the MTF has
a cutoff frequency /c, and Hp = 0 for p > fc/fo- Therefore the summation in equation
(3.51) has finite number of elements. The maximum index of the summation is
99
Pma.x = int(fcffo)- Upon substituting equation (3.51) into equation (3.41), obtaining
and










s = E H>1
p=0
* inax
S\ = y 2HpHp_itptp_i,
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so, si, . . , s/ are the harmonics of the scanned signal.
If the grating harmonics are to be recovered from the scanning signal s(x), tp needs
to be calculated first from equation (3.53). However, tp are the grating harmonics
only when the phase modulation is small. For strong phase gratings, each harmonic is
expanded by a Fourier series with coefficients of different Bessel function values (see
Appendix B on page 141). Equation (3.50) can be written by the product of these
expansion. In principle, the grating harmonics may be calculated by reversely solving
the equations of the product of the expansion, which mathematically is similar to
problem of recovering thin grating profile from diffraction orders, but the advantage
of direct measurement is lost in the complicated calculations.
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Figure 3.24: Deflection of focal spot by refraction. Top: Reflection microscope.
Bottom: Transmission microscope with symmetric samples
Another issue of confocal imaging of phase object is the drift of focus caused by
the refractive index variation in the beam path [159, 160]. The image position of
the focus spot is deflected off-axis, hence, it misses the pinhole detector or produces
intensity variation at the pinhole detector. Figure 3.24 shows a simplified version of
the problem, where a prism is used to represent a linear variation of refractive index
change. Note that points a and b are conjugate images. In reflection mode, first the
focus a is deflected to b, then b is deflected back to a on reflection. In transmission
mode, the focus spot is the image of b by the optics to the right of b while the pinhole
detector is at the position of the image of a. During the scanning of a sample, the
refractive index varies; therefore, the focus spot shifts around the pinhole detector.
Luckily this problem does not exist when the sample is symmetric about the focal
plane. As shown by the bottom figure in figure 3.24, the deflection of focal spot by
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the first half of the sample is cancelled by the refraction of the second half of the
sample, just like the case in reflection mode. In this experiment the sample is a one
dimensional grating with grating planes parallel to the optical axis, and scanning
beam focused at the center of the sample. Such arrangement ensures the constant
registration of the focusing spot with the pinhole detector. However, the drift of focus
inside the sample introduces a distortion to the scanning signal. Such focus drift is
equivalent to a compression and expansion of the spatial coordinate during scanning.
Such distortion is dependent on the thickness and index modulation of the sample,
and can be neglected for weak gratings.
There are limitations in using the confocal interference microscope to measure
the volume phase grating profile, but they are not fundamental. The profiles of
phase gratings with 5pm period have been measured for the first time. Further
improvements can be achieved in a number of ways. The photopolymer film with
mylar cover was used in this experiment; the birefringence of the mylar prevented the
use of high N.A. objectives. Resolution can be further increased by using higher N.A.
objectives if photopolymer film without mylar cover is available. It is also possible to
record gratings in thinner films so that they may be treated as weak phase objects.
Even finer gratings may be measured with these improvements.
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Chapter 4




Holographic optical elements (HOEs)have been utilized in various imaging sys
tems which have many advantages over conventional optical elements. Holographic
optical elements are lightweight and easily to be replicated from a master. The op
tical power of an HOE is independent of its substrate geometry, which makes the
design easier and more flexible. Volume holographic elements have the additional
advantage of strong spectral selectivity, which makes them ideal for applications such
as head-up displays where the combination of high transmission of outside view and
high reflectivity over a narrow band for bright display is required [5,161-165]. These
103
advantages are also available with non-powered holographic mirrors recorded with
conformal fringes (parallel to the surface of the hologram), however, it is often nec
essary to introduce power to the holographic mirror to simplify the overall optical
system [162], or to use the HOE to correct the aberration arising from the rest of the
system [5]. The amount of chromatic aberration is determined by the geometry of
recording and reconstruction and bandwidth of illumination. A non-conformal (pow
ered) holographic mirror will inevitably have chromatic aberration, which may be the
performance limit of the system when used with a source of finite bandwidth. There
is thus a range of possible design solutions, with each solution representing a compro
mise among image quality, cost, ease of fabrication, size, etc. In order for the optical
designer to assess and compare between the possible alternatives, it is necessary to
obtain data on the subjective effects of the various chromatic and monochromatic
aberrations.
The complexity of visually coupled optical systems arises from two aspects. Firstly,
there is the coherent interaction between the aberrations of optical instrument and
the optics of the eye, just as for any optical element. Even though the combined
aberration of eye and optical system may be calculated based on the modeling of eye
optics, the accommodation plane, or the best focus that eye chooses to focus on is
undecided. Secondly, the neural cells along the visual path behave differently from
well defined optical systems. However, these problems can be bypassed by direct
measurement of responses of human observers to representative targets imaged by
the optical system to be studied. If a correlation between the subjective response and
the objective parameters of the system can be found, a simple metric may be derived
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from the correlation to characterize the performance of the optical system. The ob
jective parameters of an optical system are the type and amount of aberration, and
there has been considerable work in this subject area [166-170]. The monochromatic
aberration of HOEs is not fundamentally different from those of conventional optics,
however, the large dispersion of HOEs, coupled with their narrow spectral transmit
tance or reflectance, turns their chromatic aberration into a new type of essentially
monochromatic aberration, as far as the eye is concerned. Thus, the task is to assess
the chromatic aberration in a way that permits comparison with results obtained for
ordinary monochromatic aberrations. If the designer can be provided with a visually
relevant image quality metric that can be used for optimization of both conventional
and holographic optics, then it would be possible to choose easily among the various
alternative designs. In this respect, it should be noted that the common approach of
optimizing a design through a spot diagram has considerable limitations when applied
to visually coupled systems.
4.2 Visual contrast sensitivity
Because of the popularity and flexibility of linear system theory in optics, it would
be desirable to characterize the eye by an MTF curve. Although the visual system is
known for their nonlinear response to light intensity and spatial variance on retina,
it turns out that certain concepts from linear system are still found useful in vision .
An MTF-like curve may be obtained for the visual system through the follow
ing process. Contrast sensitivity is determined by measuring the absolute contrast

















Figure 4.1: Typical CSF of normal human vision at photopic luminance.
the reciprocal of the contrast threshold. A typical contrast sensitivity function at
photopic luminance level of a normal human observer is shown in figure 4.1 [171].
The highest sensitivity is in the middle range frequency of 2-6 cpd. It has a sharp
drop to high spatial frequency and a relative less significant loss of sensitivity to low
frequency. The shape of the function is combination of CSF at each different visual
stages including eye optics, retina photoreceptors, and sensory neurons [172]. The
drop of CSF at high frequency is consistent with the MTF of eye optics, which can be
measured by comparing the CSFs with and without eye optics [173]. The loss of CSF
at low frequency is mainly caused by the center-surround receptive fields of LGN cells
and cortex cells, which act as band pass filters responding to medium frequency and
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Q(Xq,yq,Zq)
Figure 4.2: Coordinate geometry of an arbitrary point source Q.
attenuating both low and high frequencies. The CSF curve is affected by a number
of factors, such as luminance level [171], size of the grating patch [174], and local
adaptation [175].
4.3 Imaging properties of HOEs
As shown in figure 4.2, an arbitrary point Q(xg, yq, zq) is specified by its distance to
the coordinate origin Rq and the two projection angles aq and pq. q may be O, R, C,
and I, representing object, reference, reconstruction, and image beams, respectively.
The wavefront of the image of a reconstruction point is
(j)! = (f}C+ (<t)0-4>R)-, (4.1)
where 4>q is the wavefront originated from point q at the hologram surface. The
represents two images from two diffraction orders of +1 and -1, which are directly the
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results of an ideal amplitude hologram. In some other cases, the orders of diffraction,
or the number of images can be different. For instance, if it is a thin phase hologram,
there can be more than two diffraction orders. Even for an amplitude hologram, more
than two diffraction orders are possible when the material responds non-linearly to
the recording exposure and results in non-sinusoidal grating profiles. On the other
hand, in the case of volume holograms, only the -1 order is allowed regardless of the
type of grating profile.
The phase distribution on the hologram surface is given by
2tt
, ,
fa = T-rg, (4.2)
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By substituting the above equations back into equation (4.1) and matching the
second-order phase terms, the gaussian focus and image directions are given by
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cos ar sin /?/ = cos ac sin (5C (cos a0 sin (30 - cos aR sin pR) , (4.6)
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= yq/Rq. Note the similarity of equation 4.4 to the
conventional lens equation, which gives an equivalent power of v^-f tt 1
*o \ "-o Rr )
'
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Wavefront aberration is defined as the phase difference A(f>i between the wave
emerging from the hologram and a perfect spherical wave centered at image point /.
Again this can be derived by comparing the third-order terms in the phase expansion,
which is written as






9Ay + 2 cos 9 sin 9Axy)] ,
where the polar coordinates (p, 9) on the hologram surface are defined in figure 4.2
on page 107. Luckily equation (4.7) can be written in the same form as that of
conventional primary aberrations [176]. The coefficients S, CXtV, and Ax^JtXy >are the
Seidel coefficients of spherical, coma, and astigmatism aberrations, respectively.
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4.4 The holographic mirrors
Holographic mirrors are generally volume phase reflection holograms recorded with
point sources. Some construction geometries of holographic mirror are shown in fig
ure 4.3. The reflection hologram recorded with two plane waves has no optical power,
which is similar to a conventional flat mirror. The fringe planes inside the hologram
are parallel to the surface of the hologram plate, therefore there is no two dimen
sional fringe pattern in the plane of the hologram plate. Such holographic mirrors
do not show any chromatic or monochromatic aberrations. The reflection holograms
recorded with one plane wave and a convergent or divergent wave are equivalent to
a conventional concave or convex parabolic mirror. In these powered holographic
mirrors, inconsistency between the reconstruction and recording geometry generally
results in monochromatic aberrations. Change of wavelength results in chromatic
aberration due to the dispersion caused by the two dimensional fringe pattern in the
plane of the hologram plate.
When the recording and reconstruction points are in the same plane that is normal
to the hologram plate, that is, f3q = 0, only two equations (4.4) and (4.5) are necessary
to define the image position. The dependence of Rj and Q/ on Ac indicates that the
image position will alter with wavelength. The chromatic aberration of holographic
optical elements is much worse than that for conventional lenses, due to the highly
dispersive nature of diffraction gratings. The maximum bandwidth of volume HOEs
is determined by the spectral selectivity of the HOEs, which is usually around a few
tens of nanometers for this application. Since the bandwidth is much smaller than
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Figure 4.3: Construction geometries of holographic mirrors. Top: recorded with two
plane beams, equivalent to a conventional plane mirror. Middle: recorded with one
plane beam and one convergent beam, equivalent to a conventional concave parabolic
mirror. Bottom: recorded with one plane beam and one divergent beam, equivalent
to a conventional convex parabolic mirror.
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the wavelength, the chromatic aberrations are given by
Sai = (sinao sin aR)/ cos c\r, (4-14)
AO
*- =^( - V (4.15)
Ri ao yRo Rr^
The monochromatic aberrations are simplified as well when the point sources are
in the same plane normal to the hologram plane, equation (4.8)-(4.13) become
R(~. Rj ao Rq Rr
_
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a* =b ^~ir^~R r )j (4-19)tic tii aO tio tiR
Ay = 0, (4.20)
Axy = 0. (4.21)
These equations will be used to calculate the chromatic and monochromatic aberra
tions of holographic mirrors.
4.4.1 Recording and testing of holographic mirrors
Holographic mirrors were recorded in Du Pont OmniDex 352 film. The pho
topolymer film was shipped with the emulsion coated on a mylar sheet and cover
with another sheet of mylar. The cover was peeled off and the film was laminated
onto a 5x4 inch glass with the emulsion in contact with the glass. The other side of
the glass plate was anti-reflection coated. Another single side anti-reflection coated













Figure 4.4: Preparation of photopolymer film for recording of holographic mirror.
shown in figure 4.4. The recording irradiance of the two beams were approximately
equal at the center of the plate, which was 0.5 mJ/cm2. Exposure was saturated,
which yielded diffraction efficiency of around 70%. The heat process recommended
by the manufacture was not applied, though the process can increase diffraction,
because it also increases the spurious diffraction from the grating formed by sec
ondary reflections. Holographic mirrors were recorded with two point sources, one
located at Ro = 450mm from the center of the hologram, and the other located at
RR = 104mm, by using a slightly defocused collimator (4 inch aperture), as shown in
figure 4.5. The recording angles were a =
45
9 and a =
45
+ 9 for two different
mirrors with 9 =
2.5
and 5, respectively. These mirrors were used in conjunction
with narrow-band filters of nominal 3 nm and 9 nm bandwidth, to provide three
different amounts of transverse chromatic aberration, 1.7 min, 2.8 min and 6.2 min,
according to equation (4.14).
The monochromatic aberration can be made zero if the reconstruction and record
ing conditions are identical; however, film shrinkage causes a shift in Bragg angle, and
the reconstruction angle has to be adjusted to obtain maximum diffraction efficiency.






Figure 4.5: Experimental setup for recording holographic mirrors.
monochromatic aberration caused by this angle shift can be calculated from equa
tions (4.8)-(4.13). For 2 mm pupil size used, we have practically zero spherical
aberration and coma, and 0.35 A of astigmatism. This amount of astigmatism, apart
from being small, has no significant subjective effect, since the bar targets used are
imaged perfectly along the direction of one of the two astigmatic lines. Longitudinal
color can be calculated from equation (4.15) to be 0.04 D for a 10 nm wavelength
band (worst case). This value is well within the accommodative uncertainty of visual
measurements.
The polychromatic MTF can be calculated approximately from the illumination
spectrum when the monochromatic aberrations are negligible. It must be noted that
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the linearity assumption does not hold for systems with large transverse chromatic
aberration, because such systems do not have a unique magnification value; however,
for a narrow illumination band, the total variation of magnification is small, and the
concept of the MTF can be defined in an approximate way through the Fourier trans
form of the polychromatic point spread function (PSF). Assuming that the variation
of the PSF with A is negligible over the restricted band used, the PSF at a wavelength
A is
PSF(x,y,X) = PSF(x-xx,y) (4.22)




PSF(x - xx)G(\)d\ (4.23)
J\Y
which is the convolution of PSF and G(A). G(\) is the bandwidth of the whole
system, including the source spectrum, system transmittance, and holographic mirror.
The polychromatic MTF is given by the modulus of the Fourier transform of the
polychromatic PSF.
The polychromatic MTF of the mirrors was measured by using a VideoMTF
system from Optikos Corporation. The system works by recording the PSF on a
CCD camera. As shown in figure 4.6, a point source was placed at the original object
conjugate distance, and a 2 mm aperture was used after the hologram, which was
also used during the visual experiment. An additional well-corrected doublet was
used to focus the approximately collimated beam emanating from the hologram. The











Figure 4.6: Experimental setup for measuring MTF of holographic mirrors.
5x microscope objective. The VideoMTF system measures the actual size of the
point spread function, which can be converted to the angular size of the PSF of the
holographic mirror by the focal length of the focusing lens, which was 400 mm. The
resulting PSFs are shown in figure 4.7. When laser illumination was used, the PSF
was essentially an Airy disk. The PSF and the MTF are needed only in the direction
of maximum degradation, which was perpendicular to the bar target orientation. The
MTF curves are shown in figure 4.8.
116
-0.2 -0.1 0.0 0.1
Angle (deg.)
0.2





and 3 nm filter (1.7 min), triangles: (9 =
5
and 3 nm filter (2.8
min), circles : 9 =
5






HM witn 3nm f!ter
5
MM with 3nm fil;er
5
HM with 9nm filter
Figure 4.8: PolychromaticMTFs corresponding to the PSFs of figure 4.7. In descend















Figure 4.9: Schematic of the experiment setup.
4.5 Psychophysical experiment
4.5.1 Experimental apparatus
The apparatus used for presenting the targets should meet the following require
ments: the target illumination must be uniform and bright enough, the contrast of
the target should be adjustable. An illumination system is constructed as shown in
figure 4.9. The source of illumination was either an Argon laser at 514 nm, or a 400
W HgXe arc lamp. When the arc lamp is used, the light is collect and collimated
by a F/2 lens before it passes through a narrow band filter. Another lens image the
source onto a variable beam splitter, which allows presentation of the targets at any
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desired contrast, while keeping the total luminance approximately constant. Two
other lenses after the beam splitter collimate the beams again. The two arms after
the beam splitter and before the beam combiner are completely symmetric. The focal
length and position of all the lenses were chosen so that the first collecting lens (which
is the aperture stop) is imaged onto the diffuser, which reduces the effect of a finite
size of source image on the variable beam splitter and allows uniform illumination
on the diffuser. The target is in contact with one of the diffusers. If R is the beam
ratio emanating from the variable beam splitter and if a grating with contrast Co and
average transmittance To is placed in the system, the apparent contrast of the grating
is given by
c=T^k (424)
Neutral density filters were employed in order to match the apparent luminance of
the targets under the different illumination conditions, the luminance was fixed at
approximately 140
cd/m2
in all cases. The eye pupil size that corresponds to such a
luminance value is considerably larger than 2 mm, so the artificial pupil of 2 mm that
was placed before the observer's eye was the limiting pupil. The targets subtended
no more than
2
in the eye space. They appeared to the observer superimposed on
a dark area that extended to 5. An illuminated white card covered the rest of the
field.
When laser was used as the illumination source, a rotating diffuser was used
to eliminate the laser speckle. Since human observers are capable of detecting a
sinusoidal grating at contrast as low as less than 0.01, and in this experiment the target
is presented by superimposing the grating on a uniform background, the diffuser
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therefore it is required that the diffuser is very fine and uniform. When a ground
glass was used, it was rotated to reduce the grainy noise, which also helped to further
reduce the spatial coherence of the laser source.
4.5.2 Observers and methods
Subjective experiments were performed with three types of targets: sinusoidal
gratings
,
a three-bar target, and an alphanumeric target, as shown in figure 4.10.
Three observers participated, between 30 and 40 years of age, using their dominant
eye for observations. Observer 2 required a -2.25 D spherical correction, and observer
3 had a -0.5 D spherical correction. The appropriate corrective lenses were placed in
front of the artificial pupil during the observations.
The first part of the experiment consisted of contrast sensitivity measurements,
taken at nominal frequencies of 5, 10, and 20 c/deg. A random double staircase tech
nique was used to collect the data. The contrast of the the grating target was initially
set at two different values which were well above and below the threshold, respec
tively. Then the contrast was changed to either one step larger or one step smaller,
depending on the observer's response. The setting of the contrast was switched ran
domly between the two series. The experiment was controlled by a microcomputer
which determined the contrast for the presentation, prompted the observers to look
and then relax, and recorded the data. The observers took a total of 50 observations
per staircase run, the last twenty of which were used for the threshold calculations.
The contrast step was halved after the first twenty observations. The appropriate




































Top: sinusoidal grating, middle: three-bar, bottom:
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some trial runs, which also served as training sessions. The observers trained for a
total of more than three full runs.
A typical staircase run lasted around 20 min; no more than three runs were taken
in a single day, to avoid fatigue. The observers were allowed to stop the experiment
whenever they wished to rest. The time interval for each observation was approxi
mately 8 seconds. The observers could rest their eyes on an illuminated green card
between observations.
When a grating is presented near threshold, the field appears totally unstructured,
so it is difficult for the observers to maintain a consistent accommodative response.
To avoid this, the gratings were flanked by two dots (placed on the opposite diffuser)
which were seen at high contrast. These dots provided some accommodative clue, to
help guide the accommodation in the neighborhood of the grating image.
None of the above precautions were necessary for the three-bar and alphanumeric
targets, since they appeared under high contrast and presented a wealth of detail.
4.6 Results
The contrast sensitivity results for two observers (2 and 3) are shown in figure 4.11.
The interpolated curves are of the form
log(CSF) = af + b (4.25)
where / is the spatial frequency, and a, b constants. There is no implication that
the true response follows the form (4.25) closely. However, given the experimental
uncertainty, the fit is acceptable, so these curves can be used as a convenient way of
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averaging the subjective responses.
The zero-aberration reference curves shown in figure 4.11 were obtained through
the use of a 50% plane mirror combiner and a well-corrected lens of focal length
similar to that of the HOE. Also, the arc lamp and the 9 nm filter were used. A small
change in image location took place because of the difference between the HOE and
the lens. With the HOE in place, the image was presented around 10 m in front of
the observer; with the lens in place, the image moves to around 4 m. However, in
terms of divergence (or accommodative effort) the difference is only 0.15 D, which is
sufficiently small to cause no concern.
It was important to ascertain that the HOE did not introduce any image degra
dation (due, for example, to cosmetic defects) that was not related to its chromatic
aberration. For this reason, the CSF curves were obtained with both the HOE and
the plane mirror, using laser illumination so as to eliminate the chromatic aberration
of the HOE. The results are shown in figure 4.12. It can be seen that observer (3)
saw very little difference, while another observer (2) gave actually better performance
with the HOE than with the mirror. All three observers saw no difference between the
two conditions using the high-contrast resolution targets. Therefore, the performance
degradation observed in the experiment was due to chromatic aberration alone.
When calculating the degradation due to the chromatic aberration, the question
arises whether the reference unaberrated curve should be the one taken with the HOE
and laser illumination in preference to the curve shown in figure 4.11 (taken with
the mirror and arc lamp). However, the use of laser illumination by itself seemed
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Figure 4.11: CSF curves for two observers, (a) observer 2, (b) observer 3. The
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Figure 4.12: Comparison of the CSFs taken with HOE vs. plane mirror, (a) observer
2, (b) observer 3.
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observers, taken without the HOE, in order to compare between laser and arc lamp
illumination. It can be seen that observer 2 has a clear preference for the arc lamp
illumination, while observer 3 has amarginal preference. This effect may be attributed
to the weak interference (noise) fringes formed at the observer's retina in the case of
laser illumination. Similar fringes are formed on the thin CCD cover and can be
seen when the camera is stopped down. Other explanations are possible, such as the
existence of residual laser speckle noise. In any case, the results caution that a CSF
drop may be experienced when using laser illumination in visual systems.
The results of three-bar resolution of three observers are shown in figure 4.14.
These were taken with a standard three-bar target. The response of all three ob
servers was similar enough to allow meaningful averaging. Figure 4.15 shows the
average results of three-bar resolution. In the case of the maximum amount of aber
ration, finer targets could be resolved but at reverse contrast, so they were excluded.
The resolution value of about 10 c/deg is very close to the one predicted by the
bottom MTF curve of figure 4.8, which shows a close agreement between the MTF
measurement and the subjective measurement.
Since holographic mirrors are most often used for the display of alphanumeric
information, an alphanumeric target of the form shown in figure 4.10 was also used.
The results obtained with this target are plotted also as resolution in cycles per degree,
where the
"period"
is taken as twice the width of the dark limb of a letter or number.
The resolution was determined by the letter size of the smallest correctly read line.
Since the immediately larger line was also read correctly in all cases, guessing was
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Figure 4.13: Comparison of the CSFs taken with laser illumination vs. narrow-band
































Figure 4.14: Three-bar resolution as a function of aberration, (a) observer 1, (b)
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Figure 4.15: Three-bar resolution as a function of aberration (three observer average).
The three different curves correspond to different contrast values. The error bars
shown correspond to one element size.
in size between two adjacent lines.
The alphanumeric results are shown in figure 4.16. In this case, the vertical and
horizontal orientations are not as distinct as for the three-bar target. This is because
the clues that differentiate on letter from another lie in the direction orthogonal to
the main letter limbs, so both directions are important. The three observers also
showed differences in their response, especially for the horizontal letter orientation.
In general, the horizontally oriented letters were not as degraded as the vertical ones,
as shown in figure 4.16.
4.7 Discussion
In order to determine the correlation between subjective results and objective































Figure 4.16: Alphanumeric target resolution results (three-observer average), (a) ver
tical targets, (b) horizontal targets. The two curves correspond to different contrast
values. The size of the letters can be found by inverting and multiplying by 2.5 the
resolution value read from the vertical axis.
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as the ratio of aberrated to unaberrated CSF values at the frequencies tested. The
corresponding objective degradation ratio is given by the ratio of the aberrated to
unaberrated MTF curves of figure 4.8 at the same frequencies. Figure 4.17 is a plot
of the correlation between subjective and objective degradation ratios. It can be
seen that the detailed correlation is not very good, although both observers exhibit
a similar trend.
The average degradation ratio the entire frequency interval is a useful sum
mary measure of the effect of the aberration, and can be used to compare with the
effects of other aberrations, as outlined in ref. [170]. This is plotted in figure 4.18.
This average ratio is also compared with the corresponding MTF integral, as shown
in figure 4.19. The value is high, but since we only have three points, it is not
particularly significant. However, it should be noted in addition that the slope of
the interpolated curve is not far from unity, and the intercept is not far from zero.
Thus the integral of the MTF is an acceptable descriptor of the average contrast
degradation caused by the aberration.
The average degradation of the alphanumeric target can also be plotted against
the MTF integral. First an average degradation ration for both contrast values shown
in figure 4.16 is calculated. This is shown in figure 4.20. Then the average subjective
degradation is plotted against the average MTF degradation as before (figure 4.21). In
this case, the slope and intercept are not relevant because the comparison is between
resolution degradation and contrast degradation. But the interpolated line is still
straight to a good approximation, so the MTF integral can again be taken as a






















0.0 2.0 4.0 6.0
Chromaiic aoer'-ction (m"to)
8.0
















0.0 0.2 0.^ 0.6 0.<_
,V1~Fa
1.0
Figure 4.19: Correlation between averaged subjective and objective degradations.









































Figure 4.21: Correlation between averaged perceived degradation of alphanumeric
target and the MTFa degradation.
or contrast sensitivity were different by observer, the degradation values were much
closer and exhibited the same trends.




Figure 4.22: Average degradation for three-bar resolution as a function of aberration.
meaningful. This is because only the fundamental frequency of the three-bar target
is significant, and that frequency generally lies outside the integration limits. It
is useful, however, to predict an averaged degradation ratio for three-bar resolution
(figure 4.22), since this can be sued to compare the effects of the transverse chromatic
aberration of the HOE with those of other aberrations [170].
The significance of the comparison with the MTF integral from 5 to 20 c/deg
lies in the fact that this integral, which has been called the MTFa, has been shown
to provide the best fit to the subjective data obtained by all previous studies that
examined ordinary monochromatic aberrations [177]. The current results show that
the same metric can be used to characterize the chromatic aberration of the HOE;
therefore, the MTFa can be used as a figure of merit during optimization or testing
of hybrid refractive/diffractive systems.
The subjective effect of the chromatic aberration of HOEs has been characterized
in terms of loss of contrast sensitivity, loss of resolution, and alphanumeric character
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recognition. Although the detailed correlation with the MTF is marginal, the MTFa
provides a good way to characterize the average image quality of a HOE suffering
from chromatic aberration. The designer can use the results presented here in or
der to optimize hybrid refractive/diffractive systems, using either the MTFa or the
CSF and resolution degradation results. It is now possible to compare the effect of
the transverse chromatic aberration of the HOE with the effects of monochromatic
aberrations, so as to make meaningful decisions about the desirability of an HOE to





The diffusion equation was solved in terms of grating harmonics. The advantages
of this approach are that the numerical calculation is dramatically simplified for
sinusoidal gratings, the physical meaning of the results is easy to interpret and to
compare to the experimental results. Based on this method, meaningful numerical
results have been obtained, which for the first time reveal many important properties
of hologram recording in photopolymers. Some of them are the formation of higher
order gratings for a sinusoidal recording and the effects of recording irradiance and
grating frequency. The significance of the theoretical results presented here is that
they provide a clear picture ofwhat should be expected when the monomer diffusion is
a dominant process. This should resolve some of the arguments and confusion about
the diffusion model and lead to a better understanding of holographic photopolymers.
A simple analytical solution for the diffraction efficiency at the second Bragg angle
of volume phase gratings was derived from the coupled wave equations. Numerical
analysis shows that this equation is more accurate than those derived from different
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models. Such a solution provides a simple yet effective way of measuring the second
order grating formation in holographic photopolymers. By using this method, the
second order grating was measured for Du Pont photopolymers. The results show
that high exposure irradiance results in large non-linearity, which is consistent with
the theoretical results of diffusion model. These experimental results of second order
grating formation in photopolymers were reported for the first time.
A confocal interference microscope was constructed to directly measure the phase
grating profile. The profiles for gratings with fringe spacing as little as 5pm have
been obtained.
The subjective effect of chromatic aberration of HOEs were investigated. Holo
graphic mirrors with determined amounts of chromatic aberration were fabricated
and tested. The mirrors were used in the psychophysical experiments to determine
the relationship between the subjective image quality degradation and the amount of
chromatic aberration. The results provide the designer with a visually relevant image
quality metric for optimization of optical systems with diffractive elements.
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Appendix A
Elements of matrix Z











Zn = 1) Zi2 = 0, Zi3 = 0, Zu = 0,
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Diffraction of optically thin gratings was first explained by Raman and Nath with
the coupled wave theory of light diffraction by ultrasonic wave. The analytical solution
can also be obtained simply by taking the Fourier transform of the transmission
function of the grating [145]. Theoretically the Fourier transform theory applies to
planar gratings which are represented by a two dimensional transmission function,
the condition for a grating of thickness d to be considered as optically thin is given
by Q'p < 1 (equation 3.17 on page 70) [137]. For an unslanted thin phase grating
with refractive index profile
n(y)
= no + nlcos(Ky), (B.l)
and illuminated by a plane wave E-m = E0 exp(j(3x) at normal incidence, the electric
field at output boundary is given by










Figure B.l: Squared Bessel function of the first four orders.
where Jl is the Lth-order Bessel function. Therefore the amplitude of the Lth order
diffraction is
AL = (-j)LJL(2Kd). (B.3)
Note that |Jl\ = \J-l\-, therefore positive and negative orders with the same L have
the same efficiency. The squared Bessel functions represent the diffraction efficiency




221!(L + 1) 242!(L + l)(L + 2)
For a very weak phase grating,
that is, 2nd < 1, the second and higher diffraction or
ders are approximately zero, and the phase grating behaves like an amplitude grating.
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Appendix C
Shrinkage and Bragg angle
Shrinkage is a common effect of developing and fixing for many holographic mate
rials. If the grating is slanted, an immediate result of shrinkage is the change of Bragg
angle. This provides a way to measure the shrinkage characteristics of the material
simply by measuring the change of Bragg angle. Several models have been presented
for describing shrinkage of holographic materials [96,134,178-181]. A simple model
of refs. 178 and 96 seems to be more suitable for holographic photopolymers, where
shrinkage occurs only in the direction perpendicular to film surface, due to the con
strain of film substrate and cover sheet. The geometry of this model is shown in
figure Cl. However, in this model the change of Bragg angle is considered to be only
caused by the change of fringe slant angle. Generally fringe rotation is accompanied
by a change of fringe spacing, which also contributes to Bragg angle change. Neglect
ing of the contribution of fringe spacing change limits the application of the model
only to slightly slanted transmission gratings. One extreme example is conformal
reflection holograms, where the fringe planes are parallel to film surface. In this case
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Figure Cl: Geometry of shrinkage model.
the fringe rotation caused by shrinkage is zero, while the fringe spacing is changed
by shrinkage which further changes the Bragg angle. In this appendix the effect of
fringe spacing change is investigated and the appropriate formula is derived.
As shown in figure Cl, a grating is recorded by two plane waves in xy plane. After
film shrinks, thickness ci is changed to
d'
= d + 5d, fringe slant angle 0 is changed to
cj)1
= 0 + c5<-/>, and fringe spacing A is changed to
A'
= A + c5A. As a result, the replay
angles are changed from 90 to 9'0 = 90 + 590, and #_! to t9'_1 = 9_x + 59_x. Fringe







The dimensions in yz plane are not affected by shrinkage, therefore
dta,n((j)) = constant, (C2)
of which the derivative gives
5(j) = ~ sin 2<f>^j-. (C.3)





of which the derivative gives
<5A
= tan <pd(p
= - sin 2<z> tan d>-.
2 d




and the lth diffraction angle is
0_i = 20-0o. (C.7)
For a sinusoidal grating recorded by two plane waves, the terms of object and reference
beams are loosely defined, either one of 9Q and 0_i can be considered as the Bragg
angle and the other one the angle of 1 diffraction. The point is that when fringe
spacing change is taken into account, the change
of Bragg angle is different for zeroth
and -lth order, unlike the case of ignoring fringe spacing change where the change of
Bragg angle of both zeroth and lth are identical, and equal to the change of fringe
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angle cj). This is of practical importance especially when the material shrinkage is
measured from the Bragg angle change, where close attention has to be paid to which
beam the Bragg angle is measured unless the fringe is conformal.
The change of Bragg angle due to shrinkage may be derived from equation (C.6)
as follows,
560 = ficj) + tan(0o - (f>)^ (C.8)
Upon substituting equation (C.3), (C.5), and (C.6) into the above equation, we have
f sin2(c.) 1 . ,. i 5d ,
The change of Bragg angle due to shrinkage depends on two factors, fringe spacing,
indicated by the first term in equation (C.9) and fringe slant angle, indicated by
the second term. The change of 1 order diffraction angle can be obtained from
equation (C.7),
(J0_!
= 26(j) - 50o
r sin2^) 1 fr,_.\6d (C-10),ft,,)W
2n(2*)}T.
I mAy
^y/2 2 ) d











= G_1 , (C.13)
where G^ = \ sin(2c/>), G0 and G_i are the terms in the braces of equation (C.9) and
(CIO), respectively. G<p, G0 and G_i may be called shift factors. Two special cases are
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when <f> = 0, which corresponds to unslanted grating, and 4> = it/2, which corresponds
to conformal grating. For unslanted grating, <50o = 50_i = 0, that is, Bragg angles are
not affected by shrinkage. For conformal grating, c50o = <50_i = (^j? l) -j-
Note that generally c50o ^ 50_x ^ 6(j).
The shrinkage factors are plotted in figure C.2, for the following parameters: A =
0.514//m, A = 0.5pm, n = 1.5. This corresponds approximately a grating recorded
with
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external angle in between two beams and wavelength of 0.514/xm for both
recording and replaying. The fringe slant angle is limited by definition to the range
of 0 < 4> < it12, and 0O should always be greater than <p. Equations (C.9) and (CIO)
apply to both transmission and reflection gratings. Figure C.2 shows that generally
the changes of replay angles are different for the two beams. Only for small fringe slant
angles, the changes of the two replay angles are approximately identical and equal to
the change of fringe slant angle. Therefore the model neglecting fringe spacing change
holds only for small slant angles, for example, less than
10
in this case. At certain
point Go passes zero but not G_i, which indicates that for a specific condition of </>
and A the replay angle of one of the two beams is not affected by shrinkage.
A simple formula exists for calculating film shrinkage from the measurement of
changes of both Bragg angle and diffraction angle. Equation (C.2) can also be written
as






= <i(tan 4> cot 1),
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Figure C.2: Shift factors versus slant angle.
and (f) = \(9q + 0-i), we have,
Ad




= tan( )cot(^ ) 1. (C.16)
Note that this formula does not apply for conformal grating, where 0O + 0_i = 0. Of
course shrinkage can also be calculated from either equation (C.9) or (C.10), but it
must be specific to which beam being measured, and integration might be necessary
if the amount of shrinkage is not small. Equation (C.16) has the advantages of
simple measurement, simple calculation, and being applicable to large shrinkage.
Both transmission and reflection grating may be recorded to measure shrinkage by
using equation (C.16), it should be noted that the fringe slant angle is most sensitive
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The refractive index modulation versus exposure for many holographic materials,
such as dichromated gelatin, photorefractive crystal, have similar forms of an expo
nential saturation. The diffraction curves of some photopolymer systems have been
shown to be a good fit of this exponential characteristic [182]. The possible theoret
ical base of such behavior in photopolymer and some preliminary result of Du Pont
photopolymer will be presented in this appendix.
Simple analytical solution can be obtained if the exposure irradiance is small
enough so that the diffusion rate far exceeds the polymerization rate, and the monomer
distribution is constantly uniform during the whole exposure process. Such assump
tion should be reasonable, as shown by the numerical results of chapter 2 (see figure 2.5
on page 51). In this case the diffusion equation 2.25 on page 37 becomes
du = Kpudt, (D.l)
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For a sinusoidal exposure, equation (D.l) may be averaged over one grating period,
du = -Fudt. (D.2)
where u and F = kF are the average over one grating period. Therefore the monomer
concentration decreases exponentially during exposure:
u = u0e-pt. (D.3)
The polymer concentration for a period of time dt is
dN(x,t) = Kl(x)Ju(t)dt. (DA)




Equation (D.5) shows that the spatial distribution of polymer concentration is linear
to polymerization rate, kI(x)1. The harmonics of polymer concentration is propor
tional to the harmonics of J(x)7 = [7o(l + ^cos(2/ra;/A)]7. This is consistent with the
numerical result of diffusion equation. We will only consider the first order harmonic
of polymer concentration, which is given by
iVi = Su0(l-e-^), (D.6)
where i\\ = kIu and I\ is the amplitude of the first harmonic of /(a:)7 This equation
is consistent with the result of a simplification from a general solution of diffusion
equation [78]. Equation of the form similar to equation (D.6) has been given in
ref. [182], which is obtained by reasoning based on an empirical relation for light-
sensitive materials [183].
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The refractive index modulation can be obtained from Lorentz-Lorenz equation
to the first order approximation:
-, = 21*,. (D.7)
on
Figure D.l shows the results of fitting an exponential curve to the experimental
data obtained for Du Pont OmniDex 352 film. The refractive index modulation is
plotted against exposure energy. Therefore the variable of the curves is exposure
energy E
= It instead of time. In this case F is kF~j. Due to the inhibition
of polymerization by residual oxygen molecules, the diffraction efficiency starts to
increase after a delay from the start of exposure. The data during this delay period
were excluded for curve fitting. It appears that the exponential equation fits the data
quite well, even for high exposure irradiance. Another set of data taken from the
diffraction efficiency of HRF600 film is shown in figure D.2, whereas the fitting is not
as good as that for the OmniDex 352 material.
One direct benefit of knowing the dynamics of refractive index modulation, espe
cially if a simple equation is available, is to record uniform multi-holograms, as the
cases in many important applications such as holographic storage, optical processing,
and optical interconnects, where photopolymers have been a potential candidates [95,
96,184,185]. When recorded sequentially, holograms recorded later have lower diffrac
tion efficiencies than previous ones due to the decreasing available monomers. As
suming that grating strength follows equation (D.6), the grating strength of the mth
























Figure D.l: Exponential curve fitting for OmniDex 352 film. The scale of vertical
axis is proportional to refractive index modulation (first order grating).
where At is the exposure time of each exposure. However, the attempt to fit equa
tion (D.8) to the experimental results of sequentially recorded holograms was not
successful. One possible reason is the initial inhibition of polymerization by the oxy
gen molecules. This inhibition decays gradually as the exposure proceeds, which
results in the strength of first several hologram increase to a maximum and then
starts to decrease. This property is mostly noticeable when ten or more holograms
were recorded in HRF600 films. However it is possible to obtain an empirical relation







Figure D.2: Exponential curve fitting for HRF600-10 film. The scale of vertical axis is
proportional to refractive index modulation (first order grating).Exposure irradiance:
0.5mJ/cm2.
to achieve a uniform recording. Such technique has been presented by Pu and others,
where 50 uniform holograms were demonstrated [186]. The loss of dynamic range
may not be large if the low efficiency holograms are simply discarded, then again
adjustment of recording schedule is always necessary when holograms with uniform




E.l Scripts for solving the diffusion equation
The Matlab scripts SIMPSON . M and DIFFUSIO . M for obtaining the numerical results
of the diffusion equation are as follows:
SIMPSON. M
'/, Main script, DIFFUSIO. M is needed.
% Couple differential equations are solved by using matlab
% standard function ode23. Integration is performed on the matrix
% returned by ode23 function.
% Simpson's rule of integration, non-uniform step:
% I=(hl+h2)/6 * ( hl/h2*(fc-fb) + h2/hl*(fc-fa) + 2*(fa+fb+fc) )
'/. hl=c-a, h2=b-c, a<c<b




f ilename=input ('Data file name: ','s');
FID=fopen(f ilename, 'wt ') ;








' alpha= ' ) ;
t0=0;















, tO, tfinal, yO, tol, trace);
figure(l)
plot(a,b)
M=fix( (length(a) -1) / 2 ); % Make M an even number











fl=b(l:2:(L-2),:); '/. f(a): column 1,3,5,7.
f3=b(3:2:L, :); % f(b): column 3,5,7,9. . .L


















/0 f (a)+f (b)+f (c) ; equation orders are important













clear hi h2 fl f2 f3;
y=cumsum(y) ;
























/0 Defination of the coupled differential equations.
function yp
= diffusio(t,y)
% V: fringe visibility;
'/, R: ratio of diffusitivity to polymerization;
% alpha: decreasing constant of diffusitivity due to polymerization;
% y: vector of the monomer concentration harmonics;

























E.2 Scripts for solving the coupled wave equations
The Matlab scripts WAVE . M and COUPLED . M for obtaining the numerical results of
the coupled wave equations are given below, where G is Q defined by equation (3.12),
u and v are the ratio of second and third harmonics to the first harmonic, respectively.
WAVE.M





f ilename=input ('Data file name: ','s');
FID=fopen (filename, 'wt ') ;






























/0 Define the coupled wave equations.
7 Orders: 3,2,... -6. Total 10 orders break into
'/, real and imag. parts.
7. Bragg incidence: 2nd.
7o Parameters: G, u, v, should be given in main program
7o as global variable .
7. L A_L,real A_L,i
'/. 3 yd) y(2)
7. 2 y(3) y(4)
7. 1 y(5) y(6)
7. o y(7) y(8)
7. -1 y(9) ydo)
7. -2 ydi) y(12)
7. -3 y(13) y(14)
7. -4 y(15) y(16)
7. -5 yd7) y(18)
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