In this paper, assessments of faculty performance for the determination of salary increases are analyzed to estimate interrater reliability. Using the independent ratings by six elected members of the faculty, correlations between the ratings are calculated and estimates of the reliability of the composite (group) ratings are generated. Average intercorrelations are found to range from 0.603 for teaching, to 0.850 for research. The average intercorrelation for the overall faculty ratings is 0.794. Using these correlations, the reliability of the six-person group (the composite reliability) is estimated to be over 0.900 for each of the three areas and 0.959 for the overall faculty rating. Furthermore, little correlation is found between the ratings of performance levels of individual faculty members in the three areas of research, teaching, and service. The high intercorrelations and, consequently, the high composite reliabilities suggest that a reduction in the number of raters would have relatively small effects on reliability. The findings are discussed in terms of their relationship to issues of validity as well as to other questions of faculty assessmenL
In this paper, assessments of faculty performance for the determination of salary increases are analyzed to estimate interrater reliability. Using the independent ratings by six elected members of the faculty, correlations between the ratings are calculated and estimates of the reliability of the composite (group) ratings are generated. Average intercorrelations are found to range from 0.603 for teaching, to 0.850 for research. The average intercorrelation for the overall faculty ratings is 0.794. Using these correlations, the reliability of the six-person group (the composite reliability) is estimated to be over 0.900 for each of the three areas and 0.959 for the overall faculty rating. Furthermore, little correlation is found between the ratings of performance levels of individual faculty members in the three areas of research, teaching, and service. The high intercorrelations and, consequently, the high composite reliabilities suggest that a reduction in the number of raters would have relatively small effects on reliability. The findings are discussed in terms of their relationship to issues of validity as well as to other questions of faculty assessmenL Performance evaluation is one of the most difficult aspects of supervision. In part, this can be attributed to the personal difficulty of having to disappoint someone who had expected a better rating. More fundamentally, however, evaluations are problematic because of the conflicting objectives of the process. On the one hand, an evaluation is intended to indicate the extent to which work meets a particular standard or expectation for performance. On the other hand, evaluations are part of a larger personnel goal: stimulating improvement in that performance. Unfortunately, these two objectives may be in conflict, with the result that the "summative" aspects of evaluation undercut their "formative" or developmental objectives (French-Lazovik, 1981, p. 74) . The difficulty of providing critical feed-
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ROOT back without engendering counterproductive behavior (e.g., alienation and discouragement) is evidenced in the plethora of "how-to" manuals destined for the bookshelves of personnel directors.
The same dilemmas exist in the university, but the situation is complicated by the nature of academic work. Evaluation of faculty performance raises additional difficulties. First, performance is often difficult to measure. The "products" of faculty work-an educational experience for students, development of knowledge, and service to the institution and community-are varied in form and function, exacerbating problems of equitable treatment of colleagues. For example, research is often discussed in terms of publications, but even that seemingly straightforward measure has various interpretations. Across disciplines, how do the one-or two-page articles reporting on experimental outcomes in the physical sciences compare with the lengthy interpretative essays more common in the humanities? How should chapters in a book be compared with refereed journal articles? And, for that matter, what is a "refereed journal?" (Miller and Serzan, 1984) .
Beyond issues of definition, assessments of the quality of research-its originality and its contribution to the field-raise profound and contentious questions in the review process. Even the peer review process itself has come under question, with concerns raised about consistency and bias in such basic areas as selection of articles for publication in professional journals (e.g., Ceci and Peters, 1982) .
The challenges of faculty evaluation have received considerable attention in the professional literature, although the lion's share has gone to the evaluation of teaching (e.g., see Centra, 1979; Doyle, 1983; Eble, 1972; Hildebrand, Wilson, and Dienst, 1979) . This is true despite the generally held view that "publications are paramount" in the determination of salary and promotion. (See Katz, 1973, p. 471; Tuckman and Gapinski, 1977; Kasten, 1984;  for some exceptions, see Johnson and Kasten, 1983; Miller, 1978.) In this article, we address the issue of reliability in collegial assessment of faculty performance. To do this, we examine a system of peer review for salary determination developed and used in a graduate professional school of a large research university. The process is based upon independent assessments of faculty performance, followed by group discussion of the individual ratings. Our emphasis is on assessing the reliability of the independent judgements of colleagues in the areas of research, teaching, and service. ~ Although there may be some idiosyncracies associated with the setting, the findings are relevant to faculty evaluation policies and procedures in institutions of higher education more generally.
THE PROCESS OF FACULTY ASSESSMENT FOR ANNUAL SALARY INCREASES
In the early 1980s, under the leadership of a new dean, the school that is our setting altered its governance structure by electing an Executive Committee, with three members representing the professorial ranks and three members elected at large. This Committee replaced the Faculty Council, which had been advisory to the dean. While the Faculty Council had traditionally been consulted in salary decisions, the decisions rested with the dean. Under the new Executive Committee, salary decisions moved more squarely under the purview of that elected group.
Criteria for assessment for salary review parallel those established for promotions. These criteria represent a broad view of the range of faculty activities which are to be included in an annual assessment. The guidelines for annual reviews are articulated in a 14-page memo which includes the criteria for each of the three areas as well as suggestions of the types of information which a faculty member might provide to enable the Executive Committee to assess his or her work.
Each faculty member prepares a report of activities during that year, and this report serves as the basis upon which the Executive Committee determines its ratings. These annual reports vary greatly in detail and length. After the initial year of this new evaluation system, a form was introduced to encourage more uniform reporting. Its use, however, is not mandatory. The availability of the form has increased consistency of reporting, but large differences remain in the way individual faculty members explicate and document their activities.
Faculty members append a variety of documents to support their narrative reports. For research, these generally include copies of materials published during the year, grant proposals prepared, and copies of works in progress. Faculty also include documentation of particularly meritorious reviews, such as awards for scholarship.
The documentation of teaching takes varied forms. The Executive Committee has access to statistics on workload (what courses were taught, size of the classes, number of advisees, participation on preliminary examination and dissertation committees). Most faculty include course outlines and syllabi in their annual reports as well as other teaching material which illustrates the pedagogical approach taken. Student evaluations of courses are also usually submitted as part of the record. Other aspects of teaching are more idiosyncratic and are documented in differing ways (e.g., collaboration in teaching, curricular development, tutorials offered).
The documentation of service is the least consistent of the three areas.
Evidence in the form of the product of the service in the university (e.g., committee reports, proposals) and recognition from outside groups (e.g., awards for service) are usually included.
Once the annual reports are submitted to the dean, they are made available to the Executive Committee. In the year studied (assessments in the spring of 1985 for the 1984-85 academic year), each Committee member ROOT independently rated each faculty member in the three areas. These individual ratings were then submitted to the Dean's Office prior to group discussion. The data analyzed in this paper are those ratings.
The Committee uses an eight-point scale for the assessment of faculty performance: This point system is directly related to salary increments. Teaching and research are of equal value while service counts as one-half of that value. To achieve this weighting, the ratings in teaching and research are multiplied by two. Thus there is a maximum of 14 points for research, 14 for teaching, and 7 for service. In the determination of salary increments, each point above 10 (the equivalent of a "satisfactory" rating in each of the areas) results in a fixed dollar increment (determined subsequently in light of budgetary availability). For example, a rating of four in research, three in teaching, and three in service would result in an aggregate rating of 17 (8, 6, and 3). If the salary increment for that year was $250 for each point over 10, the increase would be $1750 (that is, seven points above the 10-point cutoff; seven multiplied by $250). The specifics of the committee process have evolved over time. In preparation for the 1984-85 evaluations, the Executive Committee implemented some basic training techniques in an effort to establish a common understanding of the ratings. The initial step involved reviewing and discussing the criteria. Some continuity came from earlier experience; four of the six members had been involved in the procedure the previous year. In addition, cases from that year were selected to illustrate the levels of performance which had previously been associated with high and low ratings. This exercise was intended to encourage greater continuity and consistency over time as well as to clarify the criteria employed.
RATINGS OF FACULTY BY A SIX-PERSON EXECUTIVE COMMITTEE
In terms of the outcome of this process, the overall ratings of faculty "The ratings for research and teaching are doubled in the rating process to correspond with their weighting in the determination of salary increments, The mean ratings for service are not multiplied by a factor of two. bCoefficients of variation (standard deviation divided by mean) are displayed in parentheses. These standard deviations represent the variance among the mean ratings of the six raters.
members ranged from 12 to 26, with an average of about 19. If we assume the pay increment for each point above 10 to be $250 (which was not the actual dollar equivalent in that year), the lowest merit increase in salary would have been $500, $4,000 the highest, with a median of $2250 (mean of $2240). Summary measures of the ratings of Executive Committee are displayed in Table 1 . The average ratings given by members in each of the three areas and for the total of the three show a high level of consistency across raters. The averages for research range from a low of 7.3 to a high of 7.9. The overall average for research for the six raters is 7.6, reflecting a basic rating of 3.8, just below "substantial," before being multiplied by 2 to yield the aggregate weighted measure.
The ratings for teaching are somewhat higher, averaging 8.3 (just over 4 on the 8-point scale). It should be noted that the standard deviations of the ratings by the individual raters tend to be smaller for teaching than for research, indicating that five of the six raters (all but rater B) found less variation in the teaching than in research. Comparing the coefficients of variation, which control for differences in the respective means, the variance for rater B is also lower for teaching. The average ratings of service by all but rater E are lower than for the other two areas. For direct comparability with the ratings in teaching and research, service ratings must be multiplied by two.
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The total ratings (sum of the ratings in each of the areas) reflect the mean overall ratings of each faculty member by the individual raters. Comparing the coefficients of variation, we see that for four of the six raters there is less variation in the total score than in any of its three constituent parts. For the other two raters, only the variation in their ratings of teaching is lower than that of their total ratings.
Previous studies suggest that there is little or no correlation between the performance levels of faculty members in the three areas of research, teaching, and service (Centra, 1979, p. 34; Machalak and Friedrich 1981, pp. 594-5) . In order to explore this, an analysis was undertaken to examine the relationship between assessments of performance in the three areas of research, teaching, and service. Correlations between the areas were calculated, treating the ratings both as interval and ordinal measures. These findings are displayed in Table 2 .
The correlations suggest very weak positive associations between the ratings of individual faculty members in the three areas. The slightly larger coefficients obtained when the data are treated as interval measures (rather than ordinal) suggest that there may be somewhat more association of the ratings for those at the extremes of the ratings. Examining the five cases with the highest and the five with the lowest research ratings, we have the results shown in Table 3 . The higher research ratings find some reflection in teaching and service, but the differences are small. While there are certainly examples of individuals who excel in all areas, systematic patterns of relationship between research, teaching, and service are not evidenced in the data emerging from these assessments.
When we look at the individual raters, we find few clear patterns (see Table 1 ). Rater A consistently provided the lowest ratings, but the differences between these averages are not large, and all of the raters have compa- Table 4 . The differences between the overall level of assessments, are very small, and the comparison of average ratings and the associated measures of variation are more striking in their consistency than in the differences observed.
FACULTY EVALUATION
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ASSESSING INTERRATER RELIABILITY
In order to assess the extent to which the raters agree in their evaluation of individual faculty members, correlation coefficients were calculated for each pair of raters in the scores assigned in the three areas and for the total ratings. These correlation coefficients are displayed in Table 5 . Cases for which there were missing data were excluded from this analysis. In most instances, data were missing because of some singularity in the situation of that faculty member (e.g., special administrative responsibilities which influenced teaching workload; interdisciplinary appointments).
The paired correlation coefficients suggest high levels of interrater reliability, particularly in assessments of research, for which they range from a low of 0.740 (between raters B and A) and a high of 0.915 (raters E and C). 2 The paired correlations are somewhat lower for teaching and service, al- 
Research
Teaching Service "The reliability of n raters is calculated using the generalized Spearman-Brown formula (e.g., see Guilford, 1954, p. 354) .
though still quite high in comparison with expectations for interrater reliability (Cohen and McKeachie, 1980) . The correlations for the total scores again fall between the others. The service ratings of rater B present the only apparent anomaly in the paired correlations, with B showing generally lower correlation coefficients (except when paired with rater D). In order to see more clearly the differences in the judgments of the individual raters, mean correlation coefficients were calculated (see ~f~tble 6). For the ratings in the area of research, all of these means are above the 0.800 level. For teaching, the mean coefficients range from 0.534 to 0.663. With the exception of rater B, all of the coefficients for service are over 0.600. Considering all of the paired correlation coefficients, the average intercorrelations for research, teaching, and service were 0.852, 0.603, and 0.607, respectively.
The reliability of the composite ratings by the six committee members was calculated using the generalized Spearman-Brown prophecy formula (Guilford, 1954, p. 354) . This statistic can be understood as the correlation of present composite ratings with those expected from another group of raters selected from the same universe. The square of this statistic suggests the proportion of the true variance which is explained by the composite ratings.
The reliability of the six raters in this study is presented in Table 6 , and the expected reliability for three raters is also included. For each of the three areas and for the total rating, the composite reliabilities of the six raters are over 0.900. A reduction in the number of raters has little effect on the composite reliability of rating in research or on the total rating because of the very high average intercorrelations. The impact is larger for teaching and 80 ROOT service, but the reliability of the composite ratings of three raters is still relatively high.
DISCUSSION
There are several implications of this analysis for quantitative aspects of faculty evaluation. Beyond this, there are implications for the more qualitative questions of evaluation-the nature of the assessment and rewards within academe.
The most striking finding is the high degree of agreement observed between the raters. When taken together, the composite ratings of the six raters represent a very reliable indication of faculty performance. When we look at the three rating areas, we find the strongest agreement in the area of research, but even the lower correlation coefficients seen in the assessments of teaching and service combine to provide reliable composite ratings.
One practical implication of the high interrater reliability is the possibility of a reduction in the number of raters with only a modest loss of composite reliability. Given the extensive time necessary for performing these assessments, reducing the number of raters represents a significant time savings. The figures in Table 6 suggest that such a change in procedures would retain a high level of composite reliability while halving the number of evaluations to be performed.
The question of "how much reliability is enough" remains a matter of judgment. The marginal increase in reliability gained with the addition of raters falls off rapidly, depending upon the level of interrater reliability. Figure 1 shows the increase gained in reliability with additional raters when the intercorrelations between raters are 0.20, 0.40, 0.60, and 0.80. With high intercorrelation, the curve is almost horizontal, indicating small increases in the reliability of the composite ratings. At lower levels of intercorrelation, the curves don't begin to level off (the marginal additions to composite reliability are very small) until more raters are involved. Three raters are often considered a lower limit for effective decision making in an evaluative exercise (French-Lazovik, 1981, p. 83) . Beyond that, the decision about how many should be involved is a function of the interrater reliability and the acceptable level of error.
Two cautionary notes should be made in this discussion of high interrater reliability. First, the results reported here represent a single year of evaluations. Data from prior deliberations are not available, and it may be that the results are attributable in part to the particular individuals involved or other aspects which may be peculiar to the assessment situation. The findings call for follow-up study to assess their robustness.
A second area of caution in the interpretation of the findings involves the tendency to interpret reliability measures as a measure of validity. The high levels of reliability observed in the case studied in this paper, while a necessary condition for a good measure, do not indicate that the assessments themselves are valid. In fact, high interrater reliability in judgments of a complex phenomenon may signal shortcomings in the operationalization of that measure, a failure to capture the reality of the phenomenon being studied.
Ratings of teaching provide a good example. Interrater reliability in classroom observation by peers is typically much lower than the levels reported here, low enough to suggest extreme caution in their use in summative evaluations (Centra, 1979, p. 75) . The ratings of teaching in the case described herein were based primarily on the description by the faculty member, supported by course materials, measures of teaching workload, and student evaluations. This evidence may exclude some of the more elusive dimensions which make the rating of teaching problematic.
Other questions of validity may also enter into the interpretation of these results. For example, the low correlations observed among research, teaching, and service suggest that there is little or no relationship between performance in these areas. An alternative explanation could arise from the assessment process itself. It could be argued that there is a tendency for 82 ROOT raters to impose an implicit compensatory adjustment in their ratings so that those who receive low ratings in one area may be treated more generously in other areas. Conversely, a high score in research may predispose the rater to be more critical of performance in teaching and service to avoid providing some faculty with very high salary increases.
It is difficult to estimate the extent to which such compensatory adjustments may influence the overall ratings. The coefficients of variation for the individual raters (in Table l ) provide some evidence. This statistic indicates that there is less variation in the overall ("total") assessments of faculty members than in the assessments for the three areas. One interpretation of this is that the actual "overall performance," taking into account research, teaching, and service, is actually more even. Differing areas of strength tend to balance themselves out. On the other hand, the lower observed variation in overall assessments may be interpreted as evidence for the existence of compensatory adjustments.
Beyond the specifics of this evaluation setting, there are broader questions which arise concerning the use of merit pay in universities. It has been argued that merit pay may be ineffective and, indeed, counterproductive for faculty (McKeachie, 1979) . On the other hand, an across-the-board salary program can introduce its own set of organizational and personnel problems (Keaveny and Allen, 1983 ).
If we accept the basic premise that monetary rewards have a place within the university, implementation of any reward system may lead to unwanted second-order effects, particularly in the area of teaching. The increased use of student evaluations, for example, has been the subject of ongoing debate concerning their utility (e.g., Cohen, 1983; Dowell and Neal, 1982; Feldman, 1977; Kulik and McKeachie, 1975; Marsh, 1984) . Aside from whether or not student evaluations are an accurate reflection of the quality of teaching, the fact of their use may have negative effects on faculty. For example, grade inflation may be fueled by the popular belief that low grades are associated with more negative evaluations by students. Such a view finds some documentary support (Powell, 1977) . In a more general sense, it is reported that the use of student evaluations lowers faculty morale and faith in the university administration and influences instructors to lower their expectations for student performance (Ryan, Anderson, and Bitchier 1980) . These unintended effects reinforce the need to examine carefully merit pay systems in the university. For such a system to be successful the participants must believe that increased efforts on their part will result in real returns J (Greene and Wallace, 1984) . For the faculty member who has not been "productive" in the past with regard to publication, this premise may not hold. In such cases, alternative reward structures which recognize the diverse nature of the faculty contributions may be appropriate (McKeachie 1979) .
A successful merit pay system also depends on the belief in its fairness and the fairness of its application. Traditionally, salary and promotion decisions have been made "in an intuitive manner with seldom any clear understanding of the weights they are attaching to various criteria" (Katz, 1973, p. 476) . More recently there has been a greater emphasis on developing more explicit standards and procedures. This change has been stimulated in part by the expectations of procedural fairness in judicial arenas (Lee, 1985) . One basis for defining "justice" is procedural: justice is that which emerges from a process which is fair (e.g., Rawls, 1971) . In the context of the university, creating open and reliable procedures for salary determination is one step in creating a fair system. Ensuring that the criteria used are adequate reflections of performance in the areas of research, teaching, and service is a second critical component in the development of an effective and equitable compensation program.
