We show first that there exists a matrix C (not necessarily normal) with elements in R(p) such that C T C = B. It follows from well-known theorems on quadratic forms (7) and the fact that / and B are both positive definite that it is sufficient to show this for all primes p 6 P, where P is the set of all prime divisors of 2-det B = 2k 2 Since (k, k -\) = 1, v is a p-adic unit for all odd p G P. v is also a 2-adic unit in the case that v is odd. Hence, for odd p, X T X = B is solvable in R(p) f 
p e P, if and only if X T {T T T)X = T T BT is solvable in R(p); and for odd v, X T X = B is solvable in R(2) if and only if X T (T T T)X = T T BT is solvable in R(2).
We first dispose of the case when v is even. Since / represents B rationally, (k -X) is a square (3); whence, obviously T T T represents T T BT in R{p) for all odd p Ç P. Furthermore, since A is even and (k, k -X) = 1 it follows that k and k -X are both odd. Thus / and i3 are properly primitive forms (that is, each has a 2-adic unit element on its main diagonal) with unit 2-adic determinants which, since they are rationally congruent, are congruent over the 2-adic field. Hence (7, Theorem 36) they are equivalent in P(2). Thus, if v is even / represents B in R(p) all p G P.
Suppose now that v is odd. It is clearly sufficient to show that I\ -f-^Si
(a) Suppose (k -X) = 2 26 m where ô > 0 and m is odd. We make use here, and below, of the following known theorem (6):
Two improperly primitive forms (that is, each form has some 2-adic unit element but no 2-adic unit element on its main diagonal) in the same number of variables and of odd determinants are equivalent in R{2) if and only if their determinants are congruent mod 8.
From this it follows that I\ + Si and m{I\ + Si) are equivalent in i? (2) . But then, obviously, I\ + Si represents 2 2& m{I\ + Si) in i? (2) .
w where m is odd. We shall show below that in this case the assumption that I represents B rationally implies that v = ± 1 mod 8.
If v = 1 mod 8 then 7i + Si and m{I\ + Si) are both equivalent to the §(v -1) fold direct sum of the matrix ro n Li ojCall the direct sum matrix K. It is thus sufficient to show that K represents 2 2&+1 K. Since v = 1 mod 8, 4|» -1. Let L be the J(t; -1) fold direct sum of
fold direct sum of
[î il
and K 2 is the 6 by 6 matrix having each entry on its main diagonal equal to 2 and all other entries equal to 1. Note that 4|^ -7. Let L\ be the \{v -7) fold direct sum of the 4 by 4 matrix given in the preceding paragraph, and let L 2 be the matrix
It remains to show that if I represents B rationally and if k -X = 2 (
We make use here, and below, of the following known theorem (6, 11) . For odd p, two forms, / and g, in the same number of variables and of unit determinants in R{p) are equivalent in R{p) if and only if
The desired result is an immediate consequence of this theorem. We actually have somewhat more; namely, For our purposes we take G to be the identity matrix, ^ as the lattice which has as a basis the column vectors of the identity matrix /, and a and p as above. We note that if p is odd then @ = ^\ and if p = 2 then & is the lattice which has as a basis the column vectors of 21. In order to complete the proof for p = 2 it is sufficient to show that r t 2 = 1 mod 2. Let ty be the inner product of the ith and jth rows of C. Again as in (10) we have
If n 2 = 0 mod 2 then t u = 1 mod 2 and we would have 0 = r\ = 22 c<y = ^ = 1 mod 2 which is clearly absurd. This completes the proof of Theorem 1.
As 
A modified incidence equation.
Since the genus of the identity contains more than one class for v > 8 (8) Corollary 2 does not yield any new designs. It is natural, therefore, to examine a matric equation, akin to X T X -B, which is still satisfied by every incidence matrix, has integral solutions, and then to examine the relationship of these integral solutions to incidence matrices. Let ^be the set of all rationals which have the properties stated in Theorem 2. For t G £f let A{t) = {a i} {t)) denote an arbitrary but fixed integral solution of X T {I -tS)X = B -tk 2 S. Let r t (t) = Zja^t), and Sj(t) = Zi^t).
THEOREM 3: (i) // A(t 0 ) is normal and to ^ (k + (k -\)*)/kv then A(t 0 ) is an incidence matrix or the negative of one.
( (i) As in (10) the following relations may be established: For every t Ç ^
