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Abstract
In both the periodic and non-periodic case we construct non-analytic complex-valued solutions
for the generalized KdV equation with appropriate analytic initial data. Moreover, for the KdV and
mKdV we construct real-valued non-analytic solutions.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
For k = 1,2,3, . . . we consider the Cauchy problem for the generalized Korteweg–de
Vries (gKdV-k) equation
∂tu + ∂3xu + uk∂xu = 0, (1)
u(x,0) = ϕ(x), x ∈ R or T, t ∈ R. (2)
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propagation. For general k, this equation has been studied extensively for understanding
the interaction between the dispersive term ∂3xu and the non-linearity uk∂xu in the context
of the theory of non-linear dispersive evolution equations. In this paper we shall construct
non-analytic solutions in the time variable for appropriate analytic initial data ϕ(x). More
precisely, we will prove the following theorem.
Theorem 1. The solution to the gKdV-k initial value problem (1)–(2) with analytic initial
data may not be analytic in the time variable t . More precisely, in the periodic case, if
ϕ(x) = i
2/ke−ix
M − e−ix , M > 1, (3)
then u is not analytic in t near t = 0. While in the non-periodic case, if
ϕ(x) = (a + x)−2/k, a ∈ C − R, (4)
then u is not analytic in t near 0. Finally, when k = 1 (KdV), or k = 2 (mKdV), and a = i,
if we replace ϕ(x) with its real part then we obtain a real-valued solution u which is not
analytic near t = 0.
Concerning the existence of solutions to the initial value problem (1)–(2), in the periodic
case we refer to Bourgain [4], Colliander et al. [8], and references therein. In this case the
initial data ϕ(x) belong in the Sobolev space Hs(T), for any s, and therefore the initial
value problem (1)–(2) is well-posed in Hs(T) for s large enough. In the non-periodic case,
we refer the reader to Kenig et al. [19–21], Colliander et al. [7], and references therein. In
this case, we have that ϕ ∈ L2(R) if and only if k < 4. Then, we also have ∂mx ϕ ∈ L2(R)
for any m = 1,2, . . . , which gives that ϕ ∈ Hs(R), for any s. Therefore the initial value
problem (1)–(2) is well-posed in Hs(R) for s large enough, if k < 4. If k  4 then the
gKdV-k is well-posed in Hs(R) down to scaling s  sc = 1/2 − 2/k (see [19]). However,
our ϕ, defined by (4), does not belong to such a space.
The analyticity of solutions in the space variable of the periodic initial value problem
for the KdV has been proved by Trubowitz in [23]. For the non-periodic case we refer the
reader to T. Kato [16], T. Kato and Masuda [17], and K. Kato and Ogawa [18]. Theorem 1
extends the results in [5] concerning the KdV equation (also, see Łysik [22] for a related
result). It complements nicely the extensive literature on the analyticity properties of dis-
persive evolution equations (see, for example, Bercovici et al. [1], Bona and Grujic´ [2],
Bona et al. [3], De Bouard et al. [9], Foias and Temam [10], Grujic´ and Kukavica [12],
and Hayashi [13]). Also, we would like to mention that Theorem 1 demonstrates a major
difference between the generalized KdV equation and the following integrable evolution
equation:
∂tu − ∂t ∂2xu + 3u∂xu − 2∂xu∂2xu − u∂3xu = 0, (5)
proposed by Camassa and Holm [6] as an alternative to the KdV model for shallow water
waves (see also Fokas and Fuchssteiner [11]). In [14], it has been shown that the solution
to the Cauchy problem of Eq. (5) with analytic initial data is analytic in both the time and
space variables.
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Theorem 1 are also non-analytic solutions to the Cauchy problem for the Kadomtsev–
Petviashvili (KP) equations (see [15]) ∂x(∂tu + ∂3xu + u∂xu) ± ∂2yu = 0, with initial data
u(x, y,0) = ϕ(x).
2. Proof of Theorem 1
By replacing x with −x we see that it suffices to consider the initial value problem
∂tu = ∂3xu + uk∂xu, (6)
u(x,0) = ϕ(x). (7)
Also, for a solution u of Eq. (6) we define the homogeneity degree of(
∂α1x u
)(
∂α2x u
)
. . .
(
∂αx u
)
, α = (α1, . . . , α) ∈ {0,1,2, . . .},
to be (
α1 + 2
k
)
+ · · · +
(
α + 2
k
)
= |α| + 2
k
.
The following lemma is crucial in estimating the higher-order derivatives of a solution with
respect to t .
Lemma 2. If u is a solution to (6) then for every j ∈ {0,1,2, . . .},
∂
j
t u = ∂3jx u +
∑
|α|+2/k=3j+2/k
Cα
(
∂α1x u
)
. . .
(
∂αx u
)
, Cα  0. (8)
Proof. We prove this by induction. For j = 1, relation (8) holds since it is nothing else
but Eq. (6). Next, we assume that (8) holds for j  1 and we show that it holds for j + 1.
Differentiating (8) with respect to t and using (6) gives
∂
j+1
t u = ∂3(j+1)x u + ∂3jx (uk∂xu)
+
∑
|α|+2/k=3j+2/k
Cα∂t
((
∂α1x u
)(
∂α2x u
)
. . .
(
∂αx u
))
. (9)
Using Leibniz rule, the term ∂3jx (uk∂xu) can be written as the sum of terms of the form
Cα∂
α1
x u∂
α2
x u . . . ∂
αk
x u∂
αk+1
x u,
with Cα  0, and α1 +α2 + · · ·+αk +αk+1 = 3j + 1. Therefore, the homogeneity degree
of any such term is equal to(
α1 + 2
k
)
+
(
α2 + 2
k
)
+ · · · +
(
αk + 2
k
)
+
(
αk+1 + 2
k
)
= 3j + 3 + 2 = 3(j + 1) + 2 .
k k
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∂t
((
∂α1x u
)(
∂α2x u
)
. . .
(
∂αx u
))
= (∂α1x ∂tu)(∂α2x u) . . . (∂αx u)+ · · · + (∂α1x u)(∂α2x u) . . . (∂αx ∂tu).
Substituting ∂tu = ∂3xu+ uk∂xu in each term above yields terms with homogeneity degree
3(j + 1) + 2/k. For example, the first term becomes(
∂α1x ∂tu
)(
∂α2x u
)
. . .
(
∂αx u
)= (∂α1x (∂3xu + uk∂xu))(∂α2x u) . . . (∂αx u)
= (∂α1+3x u)(∂α2x u) . . . (∂αx u)+ (∂α1x (uk∂xu))(∂α2x u) . . . (∂αx u),
where each term above has homogeneity degree(
α1 + 3 + 2
k
)
+
(
α2 + 2
k
)
+ · · · +
(
αl + 2
k
)
= |α| + 2
k
l + 3 = 3j + 2
k
+ 3 = 3(j + 1) + 2
k
.
This completes the proof of Lemma 2. 
2.1. Main idea
We will show that the solution u(x, t) to the initial value problem (6) and (7) is not
analytic in t near 0 by showing that the function f (t) .= u(0, t) does not satisfy the Cauchy
estimates near 0. We recall that a C∞ function f : (a, b) → C is analytic near a point
t0 ∈ (a, b) if and only if there exist δ > 0, C0 > 0 and C > 0 such that∣∣∂jt f (t)∣∣ C0Cjj !, t ∈ (t0 − δ, t0 + δ), j = 0,1,2, . . . . (10)
Observe that the Cauchy–Kowalevski theorem does not apply to the linear part of the initial
value problem (6)–(7), ∂tu = ∂3xu, u(x,0) = ϕ(x), since the initial line t = 0 is characteris-
tic. Now, it is well known that the solution u(x, t) to this linear problem is not analytic in t .
In fact, it is analytic in the space variable x and Gevrey of order 3, G3, in the time vari-
able t (that is, estimate (10) holds if j ! is replaced with (j !)3 or equivalently by (3j)!). The
analyticity in x follows from the conservation of the L2 norm, which propagates the analyt-
icity of u at t = 0 to any other time t . The G3 regularity in t follows from the key formula
∂
j
t u = ∂3jx u, which is the form that relation (8) takes for the linear problem. Therefore, it
is reasonable to expect that the addition of the non-linear term uk∂xu to the linear equation
∂
j
t u = ∂3jx u will not make the regularity in t any better. And, this is what we demonstrate
in this paper by choosing our initial data ϕ(x) appropriately so that the complicated sum
in formula (8) has the same sign with the term ∂3jx u.
2.2. Periodic case
Writing (3) in the form
i2/keix
M − eix = i
2/k
∞∑
M−meimx,m=1
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∂nx u(x,0) = i2/k
∞∑
m=1
M−m(im)neimx.
Therefore,
∂nx u(0,0) = in+2/kAn,
where
An
.=
∞∑
m=1
M−mmn.
Moreover, observe that
An > M
−nnn. (11)
Now, using Lemma 2, we have that
∂
j
t u(0,0) = ∂3jx u(0,0) +
∑
|α|+2/k=3j+2/k
Cα
(
∂α1x u(0,0)
)
. . .
(
∂αlx u(0,0)
)
= i3j+2/kA3j +
∑
|α|+2/k=3j+2/k
Cαi
α1+2/kAα1 . . . iα+2/kAα
= i3j+2/kA3j +
∑
|α|+2/k=3j+2/k
CαAα1 . . .Aαi
|α|+2l/k
=
(
A3j +
∑
|α|+2/k=3j+2/k
CαAα1 . . .Aα
)
i3j+2/k.
Since Cα  0 the last relation, using (11), implies that∣∣∂jt u(0,0)∣∣M−3j (3j)3j ,
which shows that u cannot be analytic as a function of t at t = 0, since it violates the
Cauchy estimates (10).
Next we shall construct non-analytic solutions for the mKdV that are real-valued. For
the KdV the proof is similar (see also [5]).
2.3. Real-valued solutions for mKdV
If we choose
u(x,0) = Re ie
ix
M − eix ,
then
∂
j
t u(0,0) = A3j Re
(
i3j+1
)+ ∑ CαAα1 Re (iα1+1) . . .Aα Re (iα+1).
|α|+=3j+1
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for all m. Then for j odd we have
∂
j
t u(0,0) = A3j (−1)(3j+1)/2 +
∑
|α|+=3j+1
CαAα1 . . .Aα(−1)(|α|+)/2
=
(
A3j +
∑
|α|+=3j+1
CαAα1 . . .Aα
)
(−1)(3j+1)/2.
Now, using again inequality (11), we obtain that∣∣∂jt u(0,0)∣∣> M−3j (3j)3j , for j odd,
which shows that u cannot be analytic at t = 0, since it violates the Cauchy estimates (10).
2.4. Non-periodic case
For the initial data u(x,0) = (a − x)−2/k , with a ∈ C − R, we have
∂nx u(x,0) =
2
k
(
2
k
+ 1
)
. . .
(
2
k
+ n − 1
)
(a − x)−(n+2/k).
Therefore, by Lemma 2 we have
∂
j
t u(x,0) =
2
k
(
2
k
+ 1
)
. . .
(
2
k
+ 3j − 1
)
(a − x)−(3j+2/k)
+
∑
|α|+2/k=3j+2/k
Cα
[
2
k
(
2
k
+ 1
)
. . .
(
2
k
+ α1 − 1
)]
. . .
[
2
k
(
2
k
+ 1
)
. . .
(
2
k
+ α − 1
)]
(a − x)−(|α|+2l/k).
Since Cα  0 we obtain
∣∣∂jt u(x,0)∣∣ 2
k
(
2
k
+ 1
)
. . .
(
2
k
+ 3j − 1
)
|a − x|−(3j+2/k),
which shows that u(x, t) cannot be analytic at t = 0 for any fixed x, since it violates the
Cauchy estimates (10).
2.5. Real-valued solutions for mKdV
When k = 2 and a = i using the real part of ϕ in (4) gives
u(x,0) = Re(i − x)−1,
and therefore,
∂kxu(x,0) = k!Re(i − x)−(k+1) and ∂kxu(0,0) = k!Re
(
i−(k+1)
)
.
Using Lemma 2 for k = 2, we have
∂
j
t u(0,0) = (3j)!Re
(
i−(3j+1)
)+ ∑ Cαα!Re (i−(α1+1)) . . .Re (i−(α+1)),
|α|+=3j+1
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αm + 1 is even for all m. Then
Re
(
i−(α1+1)
)
. . .Re
(
i−(α+1)
)
= (−1)(α1+1+···+α+1)/2 = (−1)(|α|+)/2 = (−1)(3j+1)/2.
Therefore, if j is odd (and so 3j + 1 is even) then
∂
j
t u(0,0) =
(
(3j)! +
∑
|α|+=3j+1
Cαα!
)
(−1)(3j+1)/2,
and hence,∣∣∂jt u(0,0)∣∣ (3j)!.
This shows that u(0, t) cannot be analytic at t = 0, since it violates the Cauchy estimates
(10).
3. Concluding remark
Here we have shown that the solution to the initial value problem for the gKdV-k is not
analytic in t by obtaining estimates from below for the t-derivatives violating the Cauchy
estimates. For this, formula (8) is a key tool. Also, formula (8) can be used to write the
following formal solution to the initial value problem (6)–(7):
u(x, t) =
∞∑
j=0
∂
j
t u(x,0)
j ! t
j , (12)
where
∂
j
t u(x,0) = ϕ(3j)(x) +
∑
|α|+2/k=3j+2/k
Cαϕ
(α1)(x) . . . ϕ(α)(x).
Making sense of the formal solution (12) for the initial data ϕ listed in Theorem 1 is an
interesting question, which has not been explored in this work.
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