Abstract. A characterization is given for the spectrum of a symmetric matrix to remain real after a nonsymmetric sign-restricted border perturbation, including the case where the perturbation is skew-symmetric. The characterization is in terms of the stationary points of a quadratic function on the unit sphere. This yields interlacing relationships between the eigenvalues of the original matrix and those of the perturbed matrix. As a result of the linkage between the perturbation and stationarity problems, new theoretical insights are gained for each. Applications of the main results include a characterization of those matrices that are exponentially nonnegative with respect to the n-dimensional ice-cream cone, which in turn leads to a decomposition theorem for such matrices. In addition, results are obtained for nonsymmetric matrices regarding interlacing and majorization.
1. Introduction. Suppose that B is a real symmetric (n-1) (n-1) matrix. [5] , Golub [9] , Gander [6] , Sorensen [21] , Fletcher [4] and Gander, Golub, and von Matt [7] . Furthermore, numerical techniques for solving trust region problems are given in [21] , Mo% and Sorensen [18] , [4] , Coleman and Hempel [3] , [7] , and Golub and von Matt [10] . [21] ; see also pages 101-102 in Fletcher [4] . Part 2 is due to Forsythe and Golub [5] ; also see the discussion of Case b below.
Again denoting the spectrum of B by ' It may then happen that f(A) > 0, implying that S(Ak), the set of solutions to the trust region problem Pmin, is not a singleton. (2.15) at every nonsingularity A. We shll cM1 gz(.) the secular antiderivative function associated with p(.).
The following lemma will be used in the next section to establish connections between trust region problems and perturbation theory. The lemm sserts that in Case a, the secular antiderivative's values on the Lagrange multiplier set A re precisely the values of (.) on the corresponding set of stationary points, as given by (2.8) . A variant of this result may be found in 2 of Forsythe and Golub [5] 
where we have adopted the notation # #(x), i 1,2,...,k for the stationary values of #(.) on Sn-.
The preceeding discussion is summarized in Fig. 1 
from which it follows that the real eigenvalues of A differing from the are the solutions of (a.14)
=1
In view of (a.9), this is equivalent to (3.12) . Fig. 2 . We see that if 'i+1 < 9, then (3.12) has at least one solution 5 in (9+i, 9), which, [18] .
In Corollary 3.2, we give a Gersgorin-like sufficient condition for realness of the spectrum of A given by (3.19) . We use the notation I1" I1 for both the euclidean norm of an (n-1)-vector and the spectral norm of an (n-1) x (n-1) matrix. COROLLARY 3.2. Let B and A be as in Corollary 3.1. Then a sufficient condition for the spectrum of A to be real is (3.25) Proof. This follows from the fact that (3.25) implies that either (3.23) or (3.24) hold, and Corollary 3.1.
We conclude this section with another result regarding the perturbation (3.19) .
This elementary result is independent of Theorem 3.1, and yields further connections between trust region problems and nonsymmetric perturbations. (4.27) A-C E H(Kn).
