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I. INTRODUCTION
L ATE onset neonatal sepsis is a bloodstream infection, usually bacterial, generally occurring after the third day of life. Its onset is a major cause of mortality, lifelong neurodisability, and increased health care costs [1] . Estimates show that 10% of all neonates and 25% of very low birth weight babies (VLBW, <1500 g birth weight) are affected [2] , [3] . This number rises to 50% for extremely preterm infants [1] .
The major challenge in successfully treating septic babies is making the diagnosis of infection in the first place. Early signs are subtle and yet it is at this stage that treatment will be effective. A deterioration of the baby's condition over the course of a few hours is a strong symptom for neonatal sepsis, and prompts clinicians to take a blood sample for laboratory testing. However, laboratory culture results can take up to a day before becoming available. Because of the dangers of delaying treatment, antibiotic therapy is usually started at the same time as taking the blood sample. However, applying low thresholds in suspecting sepsis results in a high number of patients being treated unnecessarily for each true case [4] . Thus, if achievable, a reliable early detection of sepsis based on monitoring data would be of great value. In modern Neonatal Intensive Care Units (NICUs), the patient's vital signs are continuously monitored and often recorded. In this paper, we exclusively rely on the information contained in these traces for building a sepsis detection system. Clinical events informative of the baby's health condition, such as bradycardias or oxygen desaturations, can be associated with patterns in the monitoring data (see Fig. 1 and Table I ). However, accurately detecting these events is a nontrivial task and the problem of high false alarm rates is well known [5] . A solution proposed by Quinn et al. [6] is the factorial switching linear dynamical system (FSLDS), which is closely related to other work generalizing state-space models [7] , [8] . The FSLDS is shown to produce accurate real-time inferences about clinical events affecting NICU data.
In this paper, we propose a probabilistic approach for monitoring the evolution of baby-generated clinical events. An increased incidence of such events is a symptom of sepsis [1] . Starting from this hypothesis, we study the amount of predictive information about neonatal sepsis that can be extracted from the distribution of clinical events. First, using domain knowledge, we define and annotate a set of clinical events. Our main contribution is the formulation of sepsis detection as inference and learning in an autoregressive hidden Markov model (AR-HMM). In addition, we show how exact inference can be obtained in the presence of missing data. The effectiveness of the method is tested both on prediction of sepsis/normality on a second-bysecond basis, and in terms of detected sepsis episodes. We also study the relevance of individual clinical event streams.
Griffin, Moorman et al. [9] , [10] have previously proposed using heart rate data to discriminate sepsis (positive culture) and sepsis-like (negative culture) babies pooled together, from a control group (no culture). They observed a positive skew in the interbeat (RR) interval histograms in the hours before the clinical suspicion of sepsis, and an absence of skew during normal periods. This finding was quantified by a set of summary statistics referred to as the heart rate characteristics (HRC). The HRC are then fed to a logistic regression classifier. A larger dataset was employed for demonstrating that HRC add predictive information to a classifier using only demographic features to discriminate sepsis and sepsis-like illness patients from controls [4] . More precisely, they showed an increase in area under ROC curve (AUC) from 0.72 to 0.77 on a test set. In recent work [11] , they conducted a clinical trial which showed that HRC monitoring can decrease mortality. However, this , several instances of bradycardia ("BR") and mini-bradycardia ("MB") can be seen on the ECG heart rate trace ("HR"). Around time t = 1450, a sudden fall in both the core and peripheral temperatures ("TC" and "TP") signals the start of a handling ("HD") event. Note that physiological events occurring during handling episodes are not used for sepsis detection. Panel (b) shows several instances of physiological events. Since the pulse oximeter heart rate trace ("PR") agrees with the HR trace, the two instances of desaturation ("DS") annotated on the oxygen saturation channel ("SO") are genuine events.
TABLE I EXHAUSTIVE LIST OF CLINICAL EVENTS MONITORED FOR DETECTING NEONATAL SEPSIS
approach does not fully exploit the sequential nature of the monitoring data, nor does it explore the use of other physiological channels for sepsis detection.
A novel case definition for neonatal bloodstream infection is introduced in Modi et al. [1] . This study is motivated by statistics saying that around two-thirds of the positive cultures are skin commensals or mixed growth. First, they identify ten binary clinical signs predictive of a positive blood culture. Then, the number of present clinical signs is used to predict a positive blood culture. Based on the classification results, a new case definition is proposed: a baby is infected if either a recognized pathogen is found or if the test yields mixed growth or skin commensal and ≥ 3 clinical signs are present. Note that this study still relies on laboratory results and thus is not being directed toward an earlier detection of the infection.
The Artemis system [12] , a stream computing project for neonatal intensive care sets the detection of sepsis as one of its primary objectives. Their method introduces patient agents able to perform multidimensional temporal abstraction on monitoring data [13] . In [14] , they propose the use of both heart rate and respiratory rate variabilities for real-time sepsis detection. The latter is intended to help discriminate sepsis from confounding factors such as surgery or narcotics. A performance evaluation of this approach is yet to be published.
The time-series model we use for the early detection of neonatal sepsis is described in Section II. Inference in the presence of missing data is discussed and we also explain how durations can be explicitly modeled. Section III begins by discussing the diagnosis of neonatal sepsis. We then describe the data we have collected and the set of clinical events that affects it. We follow by showing how the model introduced in the previous section is trained. The results are presented and analyzed in Section IV. We conclude and highlight the directions of future research in Section V.
II. HIDDEN STATE MODELS
The family of hidden Markov models (HMMs) is a flexible tool for generative probabilistic modeling of sequential data. It is often employed solving for sequential classification tasks. Its applicability has been long proven in areas such as speech recognition [15] , natural language processing [16] , biological sequence analysis [17] , or electrocardiography [18] , [19] . For sepsis modeling, we restrict the discussion to a particular type of HMM: the autoregressive HMM.
A. Autoregressive HMM
An AR-HMM enhances the HMM architecture by introducing a direct stochastic dependence between observations [20] , [21] . It is designed to explicitly model the (possibly long range) correlations in sequential data. We first give a brief description of the model and then explain how it can be applied for neonatal sepsis detection.
Like the HMM, the AR-HMM models two types of variables: hidden discrete states z t and observations x t . In an HMM, the current observation is independent of all the other observations given the current state. Consequently, there is no explicit constraint on HMM samples to be smooth. The AR-HMM encourages correlation among observations by adding direct dependencies between them. Samples drawn from an AR-HMM are thus smoother than samples from an HMM, usually making the former a better generative model in time-series problems.
The hidden states of an AR-HMM can take one of J values and are organized as a first-order Markov chain with parameters θ j |i = p(z t = j|z t−1 = i) and π j = p(z 1 = j). Observations in the general AR-HMM can be continuous, but for our purposes, we restrict the discussion to the discrete case. Furthermore, we introduce direct dependencies only between consecutive observations. The corresponding directed acyclic graph (DAG) is shown in Fig. 2 . Conditioned on the state z t , the emission process is again a first-order Markov chain parameterized by φ l|kj = p(x t = l|x t−1 = k, z t = j) and π l|j = p(x 1 = l|z 1 = j). The joint probability distribution for a sequence of length T is 
The events are assumed to be conditionally independent given the state
Each of the events is modeled as a Markov chain with parameters {φ
l|j }. Importantly, clinical event streams tend to have long runs in the same setting. This motivates our preference for an AR-HMM over a standard HMM, where observations are correlated only through the hidden variables. Notice that, in general, clinical events are not marginally independent.
B. Inference
For real-time prediction, we are interested in inferring the presence of neonatal sepsis from the patient's historical data up to a query time. Technically, this corresponds to computing the filtering distribution p(z t |x 1:t ). It is also useful to study if observing future data improves the filtering prediction. This means computing the smoothing distribution p(z t |x 1:T ). The latter is also useful for unsupervised parameter estimation. We first show how the forward-backward algorithm [15] is applied for AR-HMM inference. Then, we explain how we extend it to address the problem of missing data.
The forward-backward algorithm is a message passing routine which exploits conditional independence relationships for doing exact inference in HMMs. In the AR-HMM, the past observations are independent of the future observations given both the current state and the current observation: x t 0 ⊥ ⊥ x t 1 |z t , x t , ∀t 0 , t 1 t 0 < t < t 1 . Using this, we can write
where we have defined the forward message α(z t ) p(z t , x 1:t ) and the backward message β(z t ) p(x t+1:T |z t , x t ). The messages can be computed recursively in a forward pass for α and in a backward pass for β [20] , [21] . When the likelihoods are precomputed, the total computational cost is O(T J 2 ). If is often the case that we do not have access to observations at all-time steps. We make a missing at random (MAR) assumption [22] , which means there is no need to explicitly model the missing data mechanism. For sepsis modeling, missing data issues mainly occur when the patient is being handled by clinical staff. This will be detailed in Section III-C.
One advantage of generative probabilistic models is that they can handle missing data in a principled way by marginalization. For a sequence of length T , let V be the set of time steps for which we have observations. We define 
. Since we expect the amount of missing data to be relatively small compared to the size of the dataset, the increase will be modest.
For neonatal condition monitoring the observations are a cross-product of discrete variables (see Section II-A). Missing data can independently occur for each of the monitored events. This means that at certain time steps only some dimensions of x t are observed. We only need to marginalize over the remaining ones. Extending the missing data inference routine for this case was straightforward.
In practice, forward and backward messages defined as above exponentially decay to zero. For preventing this, we have derived a scaled version of the recursions [23] . It follows the same reasoning as shown in [24, Sec. 13.2.4] for the HMM.
C. Explicit Duration Modeling
HMM-like models make the implicit assumption that the time spent in each hidden state follows a geometric distribution. For sepsis monitoring, we expect episodes of infection to last for at least a few hours. Thus, assuming a geometric distribution for their duration is likely to be a performance limiting factor. There is a large body of work on methods that explicitly model the time spent in each regime (e.g., [15] and [25] ).
One solution discussed in [25] and [26] is to replace each state variable with τ 0 copies of itself. Each copy shares the same emission distribution as the original variable. Transitioning between the new states is given by the topology exemplified in Fig. 3 . The distribution of staying times becomes
It is defined for τ ≥ τ 0 and is equivalent to the negative binomial distribution [26] . Its mean and variance are 2 , respectively. Inference in the explicit duration AR-HMM shares the same routines with a standard AR-HMM. Taking advantage of the state topology constraints explained earlier, the cost of the forward-backward algorithm becomes O(T J(J + 2(τ 0 − 1))).
III. METHODS

A. Neonatal Sepsis Diagnosis
The result of the blood culture is widely regarded as the "gold standard" for diagnosing neonatal sepsis. Nevertheless, it is acknowledged that the test can have a poor accuracy [1] , [4] , [9] . First, small sample volumes and antibiotic therapy can give false-negative results [1] . Estimates show that 30% to 40% of sepsis cases have negative blood tests [9] . Second, positive blood cultures do not always imply infection. The reason is that blood samples often contain contaminants [1] .
In the NICU at the Royal Infirmary of Edinburgh, the diagnosis method follows the work of Modi et al. [1] . Positive cultures are classified as either recognized pathogens, mixed growth, or skin commensal. For cultures in the first category, clinicians are certain that the patient is infected and the diagnosis is "proven sepsis". The latter two categories cannot distinguish true infection from sample contamination and, if corroborated with the presence of ≥ 3 clinical signs, the diagnosis is recorded as "suspected" sepsis.
B. Neonatal Monitoring Data
We have collected anonymized data from VLBW babies admitted at the NICU in the Royal Infirmary of Edinburgh between 2008 and 2011. All the analyzed patients were intrinsically unstable, and thus nursed in incubators. The data consists exclusively of physiological monitoring channels sampled once per second. These are: heart rate, core and peripheral temperatures ("TC" and "TP") and oxygen saturation ("SO"). Heart rate measurements are available from two sources: ECG leads ("HR") and pulse oximeter ("PR"). Our samples are monitoring windows with a duration of 30 h and fall into one of the following two categories: the sepsis group or the control group. Sepsis samples have been selected such that the time the positive blood sample was taken occurs precisely 24 h after the start of the window.
For the sepsis group, we first considered monitoring all babies who had at least one blood sample taken for culture analysis. The group was refined to include only samples where the culture grew organisms ordinarily considered as pathogenic leading to a diagnosis of "proven sepsis." This was 10% of the original group, as 65% of the samples were negative, and the remaining 25% were allocated to either the mixed growth or skin commensal categories. For the control group, there was no suspicion of sepsis in a consecutive three-day period around the selected intervals and no blood sample had been analyzed.
In order to investigate the utility of multichannel data for sepsis detection, we selected babies for which all the channels above were present. These are needed for defining the events given in Table I . Since there was no systematic reason for the absence of any of these five channels, this is an unbiased selection criterion. During this step, 20% of the sepsis samples were removed. Finally, in some cases, the bedside devices consistently failed to record measurements (or probes were displaced) for extended periods of time. We placed a data availability threshold of 50% for all channels. This resulted in a reduction from 26 to 18 sepsis samples.
Under the same data availability criteria, we selected sufficient control samples to provide an equal amount of data to the sepsis group. In summary, we are studying 36 samples divided as follows:
1) the sepsis group: 18 samples obtained from 18 different patients, mean gestation 27.2 weeks (SD = 1.5), mean birth weight 873 g (SD = 256), and mean age 14.5 days (SD = 8.5); 2) the control group: 18 samples obtained by taking two samples from each of nine different patients, 1 mean gestation 26.7 weeks (SD = 1.7), mean birth weight 837 g (SD = 139), and mean age 15.2 days (SD = 14.0). Three patients have samples in both sepsis and control groups, which means we are analyzing a total of 24 different neonates.
C. Clinical Events for Sepsis Detection
This study is centered around the idea that the onset of neonatal sepsis is associated with an increase in clinically significant events. In the following, we summarize the knowledge about NICU monitoring data used for defining and annotating these events. We then discuss some summary results of the annotation process.
It is useful to classify clinical events into physiological events and artifactual events. During physiological events, the monitoring traces reflect the true values of the baby's vital signs. Artifactual events occur when the traces are corrupted by faults with the monitoring equipment and do not reflect the true state of the patient. Table I gives the list of clinical events we use, together with their brief descriptions. This list is adapted from the one proposed in [6] for the purposes of this study. Here, we chose not to monitor blood sampling episodes, because of the small amount of blood pressure data available. Several examples of clinical events are shown in Fig. 1 . Note that the inclusion of the X-factor [6] makes the list exhaustively cover all the patterns appearing in the monitoring data. Since the X-factor can be either physiological or artifactual, it cannot be directly used for inferring the patient's state of health.
For all the monitoring data in our study, expert annotations were initially obtained for bradycardia, desaturation, handling, and for the X-factor. In subsequent data exploration, the Xfactor annotations were inspected for any recurring patterns potentially predictive of sepsis. Annotators found low-amplitude bradycardia-like patterns to display a higher incidence in the hours before the positive test [see Fig. 4(c) ]. These would often appear in clusters and close to significant drops in the heart rate. They were not initially annotated as bradycardias because they did not fall into our standard working definition (see Table I ). We chose to separately define these events as mini-bradycardias, bradycardias with a drop of 15 to 30 bpm. Thus, annotations for mini-bradycardias were a later addition. Less clinical expertise is required for annotating the remaining two events, probe dropouts, and oximeter errors. Thus, these artifactual events were handled automatically. The monitoring equipment already marks probe dropouts by recording the value 0. Dropout statistics depend on the channels affected by each clinical event, but on average we lack monitoring data for 2% of the time. Oximeter errors are characterized by a disagreement between the two heart rate channels (see Table I ). We first aligned "HR" traces with respect to the "PR" ones by maximizing their cross-correlation. An HMM finding periods of oximeter error was then applied to the difference between the aligned "HR" and "PR." We tested this procedure by comparing it against expert annotations obtained for a subset of our data. An AUC of 0.96 obtained by cross-validation encouraged us to apply the method on the whole dataset.
We frequently observe instances of the other physiological events during handling episodes. An example is shown in Fig. 1(a) . In such cases, we cannot distinguish whether the events are caused by the baby's true state of health or because an extremely fragile patient is being handled by staff. Our solution is to not use these instances for sepsis detection. Consequently, we rely exclusively on physiological events happening outside handling episodes. Such instances can be confidently classified as being baby generated. Table II summarizes the output of the data annotation process. Baby-generated physiological events display a higher incidence in the sepsis group. Also, the amount of patient handling does not differ much between the two groups. The same conclusion can be drawn about the numbers of both X episodes and oximeter errors.
A visualization of the time evolution of the number of babygenerated physiological events is shown in Fig. 4 . The samples in the sepsis group are naturally aligned using the time of the positive blood test. Importantly, labels for baby-generated physiological events cannot be provided for all the data. First, Fig. 4 . Time evolution of the median weighted number of baby-generated physiological events for both sepsis and control groups. The data have been aligned such that for babies in the sepsis group 0 denotes the time the positive blood sample was taken. The counts are computed hourly and summarize the preceding 3-h period. The error bars mark the first and third quartiles. We have used a small offset between the two patient groups to improve readability. as already explained, handling periods were discarded. Second, during probe dropouts, there is no access to the true values of the baby's vital signs and consequently it is impossible to provide annotations. Similarly, during oximeter error events one cannot annotate desaturations. The counts shown have been weighted according to this information. More precisely, if p% of a monitoring interval could be annotated, the count for that interval was multiplied by 100/p. For the sepsis group, there is an increase in baby-generated bradycardias and mini-bradycardias in the 9 h before the positive test. Desaturations are generally more present in the sepsis group, but seem to be less informative about the onset of the infection.
These findings can be associated with the work of Griffin, Moorman et al. [9] , [10] . We do not have access to RR data, but a positive skew in the RR histograms translates into a negative skew of "HR" data, due to the inverse relationship between intervals and frequencies. By computing the sample skewness of the "HR" channel, we found that indeed lower values of skewness often characterize the hours before the positive blood test. However, by removing the bradycardias and mini-bradycardias from the analysis most of the skewness is eliminated. Thus, the distribution of heart rate events and the skew of RR histograms can be interpreted as different observations of the same phenomenon. Our findings about mini-bradycardia events preceding the neonatal sepsis diagnosis provide quantitative evidence with respect to the claims about patterns in heart-rate decelerations made in [27] .
The periods of time for which annotations of baby-generated events could not be provided will be treated as missing data. The sources of missing data identified in this section are handling episodes, probe dropouts, and oximeter errors. As discussed previously, the summary statistics of these events do not substantially differ between the two patient groups, justifying the MAR assumption made in Section II-B.
D. Model Fitting
We fit an AR-HMM model to observations of S = 3 babygenerated physiological events: bradycardias, desaturations, and mini-bradycardias. The hidden state is chosen to be a binary variable which can take on values z t = normal or z t = sepsis. In the following, we explain how we label the presence of sepsis in the training data. These labels are then used for supervised learning of the AR-HMM parameters.
Labeling the sepsis variable is different for the two patient groups. For the sepsis group, we know the exact time of the positive blood test. Following consultation with clinicians, it was agreed that labeling the period of 6 h before this moment as sepsis would be reasonable. The onset of the infection cannot be assumed to be an instantaneous event. Thus, we define a transition period in which the patient progresses from being in the normal state to being in the sepsis state. We take this to be 12 h between 18 and 6 h before the positive test. This period is left unlabeled and will not be used for either training or testing. All monitoring data before the transition period (i.e., the first 6 h of a sample in the sepsis group) is labeled as normal. We do not assign a label to the data after the positive test, as this is likely to be affected by the patient's response to treatment and has less relevance for the task of real-time sepsis detection. All the data in the control group are labeled as normal.
The use of the annotations simplifies parameter estimation. Our optimization goal is maximizing the joint probability of the labeled hidden states and the corresponding observations. Maximum a posteriori (MAP) estimates of the state transition probabilities are given bŷ
where n j |i is the number of times, we transit from hidden state i to hidden state j. Here, we use a symmetric Dirichlet prior with parameter ξ = 1, in order to prevent estimates from being too small when data counts are low. Similarly, we learn the emission probability parameters usinĝ
where n
l|kj is the number of times event s transitions from setting k to setting l when the hidden state takes on value j. In Section III-C, we explained why it was not always possible to annotate baby-generated events. We could use an expectationmaximization (EM) procedure to account for missing data when estimating parameters. However, the total amount of annotated data is much larger than the amount of missing data. Thus, we would expect the benefits to be minimal. Note that, in the absence of any sepsis labels, the AR-HMM can be trained unsupervised. Maximum likelihood parameters are usually determined by optimizing the probability of the observations with EM. The inference procedure described in Section II-B can be used in the expectation step.
IV. RESULTS
In this section, we describe experimental results for detecting neonatal sepsis on the data introduced in Section III-B. We show the models' performance and discuss learnt parameters in Section IV-A. The relevance of individual physiological event streams is examined in Section IV-B. An alternative episodebased analysis is presented in Section IV-C.
The following results have been obtained using leave-oneout cross-validation. The quality of the second-by-second inferences is measured against the sepsis labeling defined in Section III-D. We draw ROC curves showing the dependence between the false positive rate (FPR) and the true positive rate (TPR). We report the AUC and the equal error rate (EER). 2 These evaluation criteria are preferred because they account for the class imbalance in our dataset. If misclassification costs had been available, we could have visualized the expected cost in ROC space as explained in [28] . Posterior distributions are given as gray-scale horizontal bars, with white meaning 0 sepsis probability and black corresponding to probability 1. For the episodebased analysis, we use precision-recall (PR) curves 3 [29] . We report the average precision (AP) [30] and the maximum F-score. 4 Both the second-by-second and the episode-based analyses are projections of the inferences onto different metrics and can reveal different performance aspects.
A. Model Evaluation With a Second-by-Second Analysis
ROC curves for several sepsis models are given in Fig. 5 , and the corresponding summary statistics are presented in Table III . We are mainly interested in real-time prediction. Smoothing results can be interpreted as an upper bound for the predictive power of the selected physiological events. 2 EER is the error rate computed at the threshold for which the FPR equals the false negative rate (FNR). Note that FNR = 1 − TPR. 3 Precision is defined as TP/(TP+FP) and recall equals the TPR. 4 The F-score is the harmonic mean of precision and recall. 
TABLE IV MONTE CARLO ESTIMATES OF THE EXPECTED NUMBER OF BABY-GENERATED
EVENTS OVER A T = 3-h PERIOD "AR-HMM md" is the standard AR-HMM model which handles missing data. If we do label the missing data assuming no baby-generated physiological event was happening, we obtain a model without any missing data, "AR-HMM wmd." This approach performs worse, mostly due to long handling events happening during sepsis episodes wrongly classified as normal. The marginalization performed in the missing data approach helps to correctly classify these periods as sepsis. The benefits of explicitly modeling events as Markov chains with AR-HMMs are clear when compared to an "HMM," whose performance is close to that of a random classifier. "AR-HMM ed" explicitly models staying times in the hidden states. For each hidden state, the parameters of the corresponding event duration distribution (3) can be learnt from the sepsis labeling. However, due to the lack of diversity in the length of labeled sepsis episodes, we treat τ 0 as a hyper-parameter, and consider values in {5, 10, 15, 25, 50, 100}. To avoid bias, we determine the performance of the explicit duration model using nested cross-validation (see, e.g., [31] ). In the inner cross-validation steps, selection for τ 0 was performed using the filtering AUC. Table III shows that the explicit duration model delivers the best performance for both filtering and smoothing.
The fitted emission distributions can be used to characterize the sepsis and normal regimes. Since the learnt φ's are hard to interpret directly, we show an alternative representation which can be easily associated with the information in Fig. 4 . More precisely, we used a Monte Carlo approach to estimate the expected number of physiological events over a T = 3-h period. For each event-regime pair, we separately sampled the corresponding Markov chain. In all cases, N = 5000 samples of length T = 3 h have been empirically found to suffice for convergence. Table IV shows these estimates. In the sepsis state, we see an approximately threefold increase in the expected incidence of the monitored events compared to periods when the patients are not infected. 15 , and s 17 ), no clear sepsis episode has been identified. The sepsis periods flagged in the control group are usually short. We believe that many of them can be explained by handling events which do not display corresponding falls in either "TC" or "TP" channels.
B. Physiological Event Evaluation
It is useful to understand which types of physiological events contribute most for detecting sepsis. Since bradycardias and mini-bradycardias are intimately related, we phrase this question as asking whether monitoring desaturations brings additional information about sepsis compared to only monitoring the heart rate. In Fig. 7 and Table V, we compare an explicit duration AR-HMM monitoring all events ("ALL") with one monitoring only heart rate channel events ("BR+MB") and one looking only at desaturations ("DS"). For all event types, ROC curves have been obtained using nested cross-validation. This analysis shows that monitoring desaturations on top of monitoring the heart rate channel does not give better performance. Also, due to better TPR values at high FPRs, monitoring only desaturations delivers a surprisingly good performance. However, when choosing an operating point from these ROC curves, we are more interested in the performance at low FPRs.
The event-type analysis is continued in the next section when looking at episode-based analysis.
C. Episode-Based Analysis
We have also evaluated our models from the perspective of detecting episodes of infection. This analysis is intended to be closer to clinical practice than the second-by-second evaluation. Similar procedures have been used in applications such as object detection [30] or keyword spotting [32, Sec. 17.19] .
First, the posteriors are thresholded to give a binary output. Strings of 1's are predicted sepsis episodes. Since true episodes last for at least a few hours, we keep only instances longer than 1 h. An inferred episode overlapping with the sepsis period but not with any normal period is a true positive (TP). If multiple TPs are detected for a sepsis patient, then only the first is recorded. Episodes exclusively contained in either the transition or treatment periods are not labeled. All remaining episodes are false positives (FP). The number of positive examples is the number of infected patients. In this setting, evaluation via a PR curve is a better choice than via a ROC one, as true negative episodes are hard to define, and are not necessary for a PR curve. Table VI shows the AP and maximum F-score for the same set of models discussed in Section IV-A. The performance of the explicit duration model is again computed using nested crossvalidation. However, we now optimize the filtering AP in the inner cross-validation. Most of the findings in Table III are confirmed in PR space as well. Again, the explicit duration model dominates the other models, although its filtering AP score equals that of the standard AR-HMM model.
It was interesting to perform the evaluation of Section IV-B using the episode-based analysis. The summary statistics are given in Table VII . The episode-based analysis reveals bigger performance differences between the models. Monitoring desaturations on top of monitoring the heart rate channels improves both filtering and smoothing performance. Monitoring only desaturations does much worse when we assess the detected infection episodes.
V. DISCUSSION
This paper introduces a hidden variable probabilistic model capable of making early predictions about the onset of neonatal sepsis. Our approach extensively uses domain knowledge to facilitate learning and inference. We have explained how missing data can be treated and experimented with explicit duration modeling. The results show that by monitoring the incidence of baby-generated physiological events, we can often detect sepsis well in advance of the time when a positive blood test was taken. In the remainder, we discuss a number of ways in which this study can be extended.
The primary direction is to directly use the raw physiological data to infer sepsis. A hierarchical model can be obtained assuming that the clinical events are unobserved and placing the hidden state variables of the AR-HMM on top of the FSLDS of Quinn et al. [6] . Inference in the resulting model can be performed using the same methods as for the FSLDS [33] . A direct comparison against the results presented in Section IV is possible, partly because the AR-HMM can be obtained by conditioning the hierarchical model on the clinical events. We can interpret the AR-HMM results as an upper bound for the performance of a fully automated sepsis detection system relying on the distribution of clinical events. The bound is justified by the fact that any automated system for inferring clinical events from monitoring data cannot outperform an expert annotator. Automatically detecting sepsis from monitoring data also opens up the opportunity to study much larger datasets.
In Section III-C, we have explained how the distribution of physiological events is related to previous work on using the loss of variability in the vital signs for sepsis prediction [9] , [14] . It would be interesting to define such events and see what predictive effect they have in our framework, either on their own or combined with the other events. However, assessment of variability requires comparison of data over a given time frame, and there are many possible ways to come up with measures of variability. It could be interesting to look at this question in the FSLDS framework [6] , where a new factor and dynamical model for low variability could be introduced.
In Section III-D, we have explained a method for labeling periods of infection. The main difficulty was that while the time of the positive test is known, the time of the sepsis onset cannot be exactly determined. An interesting alternative is to construct a probabilistic labeling of sepsis. At the time of the positive test, the probability of sepsis should be 1 and going back in time it should monotonically decay to 0. In this case, the goal of learning is to minimize the Kullback-Leibler divergence between the labeling and the posterior distribution of the AR-HMM. This objective can be optimized by a gradient descent method using inference as a subroutine. The procedure is closely related to discriminative training of HMMs [34] , [35] . A difficulty of this approach is that some parametric form of the labeling distribution should be fixed a priori.
APPENDIX AR-HMM INFERENCE WITH MISSING DATA
When there is no missing data, the messages in (2) can be recursively computed as follows: α(z t ) = p(x t |z t , x t−1 )
β(z t ) = z t + 1 p(z t+1 |z t )p(x t+1 |z t+1 , x t )β(z t+1 ).
In the presence of missing data, V is the set of time steps for which we have observations. We would like to treat both t ∈ V and t / ∈ V in a unified framework. 
ACKNOWLEDGMENT
We would like to thank Prof. N. McIntosh for providing expert insight and supervising with data annotation.
