Data clustering plays a significant role in geospatial data management and analytics. In this light, we propose and study a novel geospatial data clustering method for multiple reference points. Given a set Q of geospatial data points, a candidate set O of reference points, and a threshold k, each data point q will be matched to its closest reference point o. The multi-reference clustering (MRC) method finds a subset A (A ⊆ O ∧ |A| ≤ k) reference points from O which define the minimum global travel distance ( ∀q∈Q,o∈A d(q, o)), hence the data are grouped into |A| clusters. We believe that the MRC method may benefit a lot of applications including geospatial data clustering, data classification, and data analytics in general. The MRC problem is challenging due to its high computation complexity, and there exist
I. INTRODUCTION
With the rapid development of GPS and navigation technology, and location based social networks, geospatial data (e.g., POIs, geo-tagged tweets and photos, etc.) are pervasive in our daily life. Such massive geospatial data enable many novel technologies in geospatial data management and analytics. An emerging one is geospatial data clustering. In this paper, we propose and study a novel geospatial data clustering method for multiple reference points. Given a set Q of data points, a candidate set O of reference points, and a threshold k, each data point q will be matched to its closest reference point o. The multi-reference clustering (MRC) method finds a subset A (A ⊆ O ∧ |A| ≤ k) reference points from O which define the minimum global travel distance ( ∀q∈Q,o∈A d(q, o)), hence the geospatial data points are grouped into k clusters. We believe that the MRC method may benefit a lot of applications including geospatial data clustering, data classification, and data analytics in general.
The associate editor coordinating the review of this manuscript and approving it for publication was Jia Wu. An example of the multi-reference clustering is shown in Figure 1 , where Q = {q 1 , q 2 ,. . . , q 12 } are geospatial data points, O = {o 1 , o 2 , . . . , o 5 }. Assume A = {o 1 , o 2 , o 3 } are selected reference points. Each data point is matched to its closest reference point, e.g., q 1 , q 2 , q 3 , and q 4 are matched to o 1 , q 5 , q 6 , q 7 , and q 8 [1, 4] d(q i , o 1 ) + ∀j∈ [5, 8] d(q j , o 2 ) + ∀k∈ [9, 11] d(q k , o 3 ). The multi-source clustering problem is challenging due to its high computation complexity. To find the exact solution, we should refine all possible subset
For each possible subset A, we match each data point to its closest reference point, and then compute the global travel distance. By combining the computation results of all possible subsets, the exact solution is found. The exact search is only suitable for small k (e.g., k = 2). For a larger k, the high computation cost my prevent the query from being answered in real time.
To address the MSC problem in real time, we develop an approximation algorithm based on Local Search [21] . Initially, we randomly select a subset A (|A| ≤ k) from O. We define three operations, add, drop, and swap. add means that add a new item to A when |A| ≤ k, drop means that delete an item from A when |A| > 1, and swap means that swap an item o in A with an item o in O \ A. At each time, we only conduct one of these operations, and a valid operation should improve the global travel cost by a factor of (1 + ). The query processing terminates when any more operations cannot improve the global travel cost. The experimental results shows that the approximation algorithm can achieve both high efficiency and high accuracy.
Please notice that no existing studies can address the MSC problem efficiently and accurately. The k-medoid clustering fixes the size of set A as k, so its approximation algorithm only has a swap operation, and it cannot be used in the MSC problem. The collective travel planning problem [21] has different data model from the MSC problem, as it takes the distances from reference points to the destination in to account. So its model cannot be used for clustering, and its optimization techniques cannot be used in the MSC problem.
To sum up, in this paper, we have made the following contributions.
• We define and study a novel multi-reference clustering (MRC) problem for geospatial data clustering, which is very helpful for geospatial data management and analytics.
• We define a series of distance measures to evaluate the quality of the clusters.
• We develop an exact algorithm for the MRC problem, which is suitable for small k (e.g., k = 2).
• We develop an approximation algorithm to process the MRC problem efficiently and accurately.
• We conduct experiments on real and synthetic data sets to study the accuracy and efficiency of the proposed algorithms. The following sections are organized as follows. We discuss the related work and give the problem definition in Section II. The exact algorithm is introduced in Section III, and the approximation algorithm is introduced in Section IV. The experimental results are discussed in Section V and the paper is concluded in Section VI.
II. RELATED WORK AND PRELIMINARIES A. RELATED WORK
Data clustering has attracted many attention in recent years, and how to group data into several clusters accurately and efficiently is still a challenging problem. The MSC problem is a variant of the k-medoid clustering method [25] . In the k-medoids clustering, the size of A is a fixed value k. In contrast, in the MSC problem, the model is more flexible and the size of A is less than or equal to k. The approximation algorithm of the k-medoids clustering cannot be used in the MSC problem because it cannot support the add and drop operation. In addition, it also does not have pruning technique to accelerate the efficiency of query processing. The MSC problem is also different from the collective travel planning (CTP) problem [21] . The CTP problem also takes the distances from the reference points to the destination into account, so its data model is different from the MSC problem, and its optimization techniques cannot be used in the MSC problem. In addition, the CTP problem is considered in spatial networks, rather than in Euclidean space, so its optimization techniques cannot be adopted here.
There also exist some other clustering methods. Trajectory clustering [26] groups trajectories according to the k-medoids approach. The path nearby cluster methods [20] , [27] define a cluster according to a radius and a center point, and the density of POIs in the cluster is also taken into account. Chen et al. define a clustering methods [1] , [2] , [4] , [5] , [31] to group geo-tagged tweets according to radius and density, which can be used into monitoring hot news in specified regions. Single reference clustering method groups items around a single reference point. The items can be regions [28] , trajectories [41] , and data points [29] , [33] , [38] .
Nearest neighbor search [6] , [7] , [16] , [24] , [37] , path or route search [22] , [23] , [32] , [39] , and multi-object matching [9] - [14] , [18] , [19] , [34] - [36] , [40] are also fundamental functions in data clustering. In the Euclidean space, we may use R-tree [15] to index the search space, while in spatial networks, Dijkstra's algorithm [8] is a commonly used method. If other types of data are taken into account, e.g, textual, image, or other type multimedia data [3] , [30] , we may use high-dimensional indexing method to index the search space (e.g., iDistance [17] ).
B. PRELIMINARIES 1) DISTANCE MEASURES
Given a data point q and a set A of selected reference points (|A| ≤ k), the distance between q and A is defined as follows.
Here, o is a referent point that belongs to A, and o is the closest referent point to q among all referent points in A, so data point q is matched to o. Given a set Q of data points, and a set A of selected reference points, the global travel distance d g (Q, A) is defined as follows. (Q, A) ).
III. EXACT SEARCH A. BOUNDS
Exact search is a baseline method to the multi-reference clustering problem. Given a set O of reference points and a threshold k,
|O|! i!(|O|−i)! possible combinations for set A (selected reference points, |A| ≤ k). The exact search will refine all possible combinations of set A, and by combining the the computation results, the optimal solution is returned.
An example is shown in Figure 2 , where q is a data point, and o 1 and o 2 are reference point. The search space is indexed by grid index. Each data point will be matched to its spatially closest referent point. For each grid that contains referent points, e.g., grid G 1 and G 2 in Figure 2 . We estimate the upper and lower bounds of the distance between data point q and reference points in grid G 1 as follows.
Among all upper and lower bounds, we define a global upper bound LB as follows.
UB = min
i∈ [1,|S|] {d(q.G i ).ub} 14 points in G cannot be matched to data point q, so G can be pruned safely. For remaining grids, we refine the reference points in them by computing the exact distances to q. By combining the computation results, the reference point with the minimum distance to q is found.
Having matched the data points in Q and reference points in A, we can compute the global travel distance according to Equation 2 . Having refined all possible subsets, the exact result is found.
B. ALGORITHM
The exact search algorithm is introduced in Algorithm 1. The input includes a set Q of data points, a set O of reference points, and a threshold k. The exact search find the set A with the minimum global travel distance. The exact algorithm refines each possible subset A (A ⊆ O ∧ |A| ≤ k). We match each data point q to the corresponding reference point o. For each valid grid G (G contains referent points), we compute the lower bound d(q, G).lb between q and G . If d(q, G) .lb > UB, grid G can be pruned safely. Otherwise, we compute the upper bound d(q, G) .ub, and update the value of global upper bound UB. For remaining grids, we compute the exact distance between q and o ∈ S, where S is a set of valid grids. We match q to o which has the minimum distance to q, and compute the distance d(q, A) = d(q, o). By combining the computation results of all data points, the value of d g (Q, A) is computed. Having refined all possible subsets, the subset A with the minimum d g (Q, A) is found.
C. TIME COMPLEXITY
In the exact search, we evaluate each possible combination for set A, and there exist k
|O|! i!(|O|−i)! possible combinations. For each possible combination, we match each data point to the corresponding reference point, the time 
IV. APPROXIMATION SEARCH ALGORITHM A. THREE OPERATIONS
The exact algorithm can only support small k (e.g., k = 2).
Its computation complexity
|O|! i!(|O|−i)! is extremely high, which cannot be computed in real time. To compute the MSC search efficiently, we develop an approximation algorithm based on local search. Initially, we randomly select a subset A (A ⊆ O ∧ |A| ≤ k). Then, we randomly conduct add, drop, and swap operations, and each valid operation should improve the global travel distance by a factor of (1 + ), where is a user specified parameter. The search terminates when any more operations cannot improve the global travel distance by a factor of (1 + ). Figure 3 (c). We swap o 2 and o 3 , which can be seemed as we drop o 2 first, and then we add o 3 . Data points q 2 , q 3 , and q 4 are matched to o 3 .
The matching between data points and reference points follows the procedure of the exact algorithm.
B. ALGORITHM
The approximation algorithm is detailed in Algorithm 2. Initially, we randomly select a subset A from O, and the size of A is less than or equal to k. We compute the global travel distance d g (Q, A) . Then, we randomly select an operation, add, drop, and swap. The new selected set of reference points is A , and we compute the global travel distance d g (Q, A ) of A . To check the validity of A , we compute the value of d g (Q,A) d g (Q,A ) . If it is less than (1 + ), this operation is invalid. Otherwise, it is valid, and we use A to replace A. If all operations are invalid, current subset A is returned.
C. TIME COMPLEXITY
Assume the initial global travel cost is d g (Q, A 0 ), and the global optimal solution is d g (Q, A) , the number of valid operations is log d g (Q,A 0 ) d g (Q,A) , which is a constant. To find a valid operation, the time complexity is O(|Q||O|). So the time complexity of the approximation search is O(|Q||O|), which is much better than that of the exact search O(|Q||O| k ). 
V. EXPERIMENTS
To study the performance of the developed two algorithms, we conduct experiments on two geospatial data sets. The first data set (DATA-I) contains 15,000 geospatial data points, and 300 reference points. The second data set contains 5,000 geospatial data points, and 150 reference points. The detailed parameter settings are shown in Table 1 . In DATA-I, the size of Q varies from 5,000 to 15,000 with default value 5,000, and the size of O is set from 50 to 150 with default value 100. In DATA-II, the size of Q is set from 1,000 to 5,000 with default value 1,000, and the size of O is set from 50 to 150 with default value 100. The user-specified parameter is set to 0.03. The threshold k is set from 5 to 15 (default value 5).
In the following figures, the two data sets are called ''DATA-I'' and ''DATA-II''. The exact search algorithm (Algorithm 1) is called ''exact'', the approximation search algorithm (Algorithm 2) is called ''Algorithm 2''. All algorithms are implemented in Java and performed on a Windows 8 platform (Intel Core 2.90GHz Processor and 16GB memory). The main performance metrics were CPU times, and approximation ratio (accuracy).
A. EFFECT OF |Q|
At the beginning, we study the effect of the number of the geospatial data points |Q| on the performance of the multireference clustering (MRC) search. Obviously, a large number of |Q| means more data points to be matched, hence the CPU runtime of both exact and approximation algorithms are expected to increase hen the value of |Q| increases. From Figure 4 , we find that the approximation algorithm (Algorithm 2) outperform the exact algorithm (Algorithm 1) by almost 4 orders of magnitude in term of CPU runtime.
B. EFFECT OF |O|
Next, we study the effect of the number of reference points
|O|. According to the computation complexity
|O|! i!(|O|−i)! , the CPU runtime of the exact search is expected to increase dramatically when the number of |O| increases. From Figure 5 , the runtime of the exact search increases much faster than that of the approximation algorithm.
C. EFFECT OF k
We study the effect of threshold k on the performance of the MRC search. Also, from the computation complexity
|O|! i!(|O|−i)! , a larger k means a high time complexity, hence the CPU runtime of the exact search is expected to increase when k increase. In the meantime, from Figure 6 , we find that the CPU runtime of the approximation algorithm only increases slightly when the value of k varies. It is clear that the approximation algorithm outperforms the exact algorithm by almost 4 orders of magnitude in term of CPU runtime. 
D. EFFECT OF
Finally, we study the approximation ratio (accuracy) of the approximation algorithm (algorithm 2). A larger means a larger approximation ratio, and less operation times. From Figure 7 , when = 0.03, the approximation ratio is about 1.15 in DATA-I, and 1.1 in DATA-II, which are very close to the exact solution. In the meantime, the search efficiency is improved by 4 orders of magnitude in term of CPU runtime.
VI. CONCLUSION
In this work, we propose and study a novel geospatial data clustering method for multiple referent points, which groups geospatial data points into k clusters (k ≤ k). This type of query is useful in many applications including geospatial data clustering, data classification, and data analytics in general. To process the the multi-reference clustering (MRC), we develop two algorithms, an exact search algorithm and an approximation algorithm. The exact search algorithm can compute the exact result of MRC for small k in real time, while the approximation algorithm can compute MRC with large k efficiently and accurately. We have conducted extensive experiments on two real data sets, and the results show that our algorithms can achieve a high performance.
