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SOMMARIO. Nella pratica clinica e in quella giudiziaria un importan-
te ruolo viene svolto dalle cosiddette testimonianze esperte, cioè dal-
le testimonianze degli esperti interpellati da medici e giudici nelle di-
verse fasi del processo diagnostico e di quello penale. Nella prima
parte di questo articolo, introdurremo alcune nozioni fondamentali
dell’approccio bayesiano all’epistemologia della testimonianza. Nel-
la seconda parte, mostreremo che tale approccio può far luce sul mo-
do in cui le testimonianze esperte dovrebbero governare la valuta-
zione probabilistica delle ipotesi diagnostiche considerate dai medi-
ci e delle ipotesi ricostruttive prospettate nel processo penale.
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L’epistemologia include diverse aree di ricerca, quali l’epistemologia genera-
le, che si occupa dei problemi che si presentano in relazione a qualsiasi forma
di conoscenza, e diverse epistemologie speciali, che si interessano ai problemi
relativi a specifici campi del sapere. Un’importante epistemologia speciale è la
filosofia della scienza che si occupa, ormai da alcuni secoli, dei problemi re-
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lativi alla natura, all’acquisizione e alla dinamica delle conoscenze scientifi-
che. Occorre attendere, invece, gli ultimi decenni del Novecento per assistere
allo sviluppo di altre, e non meno importanti, epistemologie speciali, rivolte al-
l’analisi di quelle che chiameremo pratiche esperte. Due notevoli esempi di
pratiche esperte sono la pratica clinica e quella giudiziaria. Le pratiche esper-
te sono accomunate da un tratto distintivo: mentre l’acquisizione di nuove co-
noscenze non rientra tra i loro obiettivi, esse affrontano problemi per la cui so-
luzione si richiede un ampio ricorso alle più aggiornate conoscenze scientifi-
che. Tali pratiche vanno quindi distinte sia dalle attività conoscitive tipiche
della vita quotidiana – condotte senza alcun ricorso ai risultati della scienza –,
sia dalla ricerca scientifica, che è volta all’acquisizione di nuove conoscenze.
Ne segue che gli interrogativi affrontati dall’epistemologia delle pratiche
esperte sono diversi da quelli affrontati dalla filosofia della scienza. Si consi-
deri, per esempio, la medicina, intesa come il campo teorico-pratico che inclu-
de le scienze mediche e la pratica clinica. L’epistemologia della medicina com-
prende due epistemologie speciali, vale a dire la filosofia delle scienze mediche
– che, a sua volta, costituisce una branca della filosofia della scienza –, e l’epi-
stemologia della pratica clinica. Mentre la filosofia delle scienze mediche af-
fronta la questione: “in che modo la ricerca medica può acquisire nuove cono-
scenze?”, l’epistemologia della pratica clinica cerca di rispondere all’interro-
gativo: “in che modo le conoscenze rese disponibili dalle scienze mediche
possono essere impiegate nella diagnosi e nella cura dei pazienti?”. 
In questa sede ci occuperemo di alcuni problemi epistemologici relativi al-
le due pratiche esperte sopra menzionate – la pratica clinica e quella giudizia-
ria. Più precisamente, considereremo il ruolo che, entro tali pratiche, viene
svolto dalle testimonianze degli esperti, cioè da quelle che, sempre più fre-
quentemente, vengono chiamate testimonianze esperte. Affronteremo questo
tema dal punto di vista del cosiddetto approccio bayesiano alla razionalità, che
ha conosciuto un impetuoso sviluppo nel corso del Novecento. Il presupposto
fondamentale dell’approccio bayesiano consiste nella tesi che la conoscenza
ha carattere probabilistico, cioè che la fiducia che un soggetto nutre nella ve-
rità di determinate ipotesi può venire espressa mediante appropriate probabili-
tà. L’approccio bayesiano offre una teoria unitaria della razionalità cognitiva e
pratica, cioè della formazione di opinioni e decisioni razionali. Infatti, i baye-
siani non si limitano a descrivere la natura probabilistica della conoscenza, ma
mostrano anche in che modo le nostre conoscenze, cioè le probabilità che at-
tribuiamo alle ipotesi, possono venire usate nell’attuazione di decisioni razio-
nali volte alla soluzione di problemi pratici. In particolare, i bayesiani ritengo-
no che le probabilità debbano venire usate proprio a partire da quei luoghi, co-
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me le corsie degli ospedali e le aule dei tribunali, in cui si prendono decisioni
che spesso riguardano questioni di vita e di morte. Non sorprende, quindi, che
l’approccio bayesiano venga sempre più ampiamente usato, soprattutto a par-
tire dagli anni Ottanta dello scorso secolo, nell’epistemologia della pratica cli-
nica e giudiziaria, caratterizzate entrambe dalla stretta combinazione di pro-
blemi cognitivi e pratici. Infatti, entro tali pratiche, la formazione di opinioni
razionali costituisce un obiettivo preliminare in vista dell’attuazione di deci-
sioni razionali. Così, per esempio, la formazione di opinioni diagnostiche ra-
zionali è un passaggio necessario all’attuazione di appropriate scelte terapeu-
tiche. Allo stesso modo, nel processo penale, la formazione di opinioni razio-
nali circa le ipotesi prospettate dall’accusa e dalla difesa è un obiettivo
preliminare in vista della decisione finale, che può consistere in un verdetto di
condanna oppure di assoluzione. Nelle pagine che seguono, concentreremo la
nostra attenzione sul modo in cui la teoria bayesiana della razionalità cogniti-
va può far luce sulla formazione di opinioni razionali nella pratica clinica e
giudiziaria, con particolare attenzione per le opinioni che medici e giudici si
formano alla luce delle testimonianze esperte. Nel primo paragrafo introdurre-
mo alcuni indispensabili elementi di epistemologia bayesiana. Nel secondo il-
lustreremo i tratti fondamentali dell’epistemologia bayesiana della testimo-
nianza, cioè dell’approccio bayesiano all’epistemologia della testimonianza.
Infine, tale approccio verrà applicato all’analisi delle testimonianze – e, più
specificamente, del loro ruolo nella determinazione della probabilità delle ipo-
tesi – nella pratica clinica (terzo paragrafo) e giudiziaria (quarto paragrafo).
1.  Elementi di epistemologia bayesiana
1.1.  L’approccio bayesiano alla razionalità cognitiva
Nella comunicazione scientifica, nelle pratiche esperte e anche nella vita quo-
tidiana, si dice che un’ipotesi è probabile quando si hanno buoni motivi per
credere che sia vera, pur senza esserne certi. Talvolta si precisa il grado di pro-
babilità di un’ipotesi H dicendo, per esempio, che H è molto probabile, o estre-
mamente probabile. Può anche accadere che si attribuisca un valore quantita-
tivo alla probabilità di H dicendo, per esempio, che la probabilità di H è pari
al 99%. L’idea che si possano attribuire precisi valori quantitativi alle proba-
bilità costituisce il nocciolo della teoria delle probabilità.
Consideriamo un insieme di enunciati Z ≡ {A, B, C, ...} tale che: (i) se Z
contiene A, contiene anche la sua negazione ¬A; (ii) se Z contiene A e B, con-
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tiene anche la loro congiunzione A & B e la loro disgiunzione A ∨ B. I tre as-
siomi fondamentali della teoria della probabilità affermano che una funzione
di probabilità p(•) definita su Z ha le seguenti proprietà:
(I) 0 ≤ p(A) ≤ 1;
(II) Se A è una tautologia, allora p(A) = 1;
(III) Se è logicamente impossibile che la congiunzione A & B sia vera, allo-
ra p(A ∨ B) = p(A) + p(B).
Dagli assiomi (I)-(III) deriva che la probabilità p(¬A) della negazione di A è
data da:
(1) p(¬A) = 1 – p(A).
Parlando di una corsa di cavalli, potremo formulare le ipotesi A ≡ “Tartaruga
vincerà la corsa” e ¬A ≡ “Tartaruga non vincerà la corsa”. A proposito di tali
ipotesi, il teorema (1) ci permette di affermare, per esempio, che se la proba-
bilità di A è 0,75, allora la probabilità di ¬A è 0,25. Poiché, in questo caso, la
probabilità di A è tre volte la probabilità di ¬A, possiamo dire, usando il lin-
guaggio delle scommesse, che A viene quotato tre contro uno. Il concetto di
quota di A – che corrisponde al termine inglese odds ed è quindi abitualmen-
te indicato con “o(A)” – viene definito come il rapporto tra la probabilità di un
enunciato e quella della sua negazione:1
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1 Il termine “quota” viene usato da diversi autori, tra il quali Mura (2003, p. XXIII).
2 Si noti che 0 ≤ o(A) ≤ ∝.
p(A) p(A)
(2) o(A) ≡ _____ = _______.2
p(¬A) 1 – p(A)
La probabilità p(A) attribuita a un enunciato A ∈ Z viene spesso chiamata pro-
babilità assoluta di A. Analogamente, la quota o(A) viene chiamata quota as-
soluta di A. Data una coppia ordinata (A, B) di membri di Z, la cosiddetta pro-
babilità condizionata di A dato B – indicata da “p(A|B)” – viene così definita:
p(A&B)
(3) Se p(B) ≠ 0 allora p(A|B) ≡ ________.
p(B)
Possiamo ora introdurre, con una definizione strettamente simile alla (2), il
concetto di quota condizionata di A dato B, indicato con “o(A|B)”:
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3 Per una dettagliata esposizione dell’approccio bayesiano alla razionalità si veda Festa
(1996).
p(A|B) p(A|B)
(4) o(A|B) ≡ ________ = ___________.
p(¬A|B) 1 – p(A|B)
Dagli assiomi (I)-(III) e dalla definizione (3) derivano due semplici teoremi di
cui faremo uso in seguito:
(5) p(A|A) = 1;
(6) p(¬A|B) = 1 – p(A|B).
Un fondamentale teorema della teoria delle probabilità, noto come teorema di
Bayes, concerne le relazioni tra la probabilità condizionata p(A|B) e la proba-
bilità assoluta p(A). La più semplice versione del teorema è la seguente:
p(B|A)
(7) p(A|B) = p(Α) × ______.
p(B)
Un’altra versione del teorema di Bayes – di cui faremo ampio uso nel seguito –
viene formulata in termini di quote:
p(B|A)
(8) o(A|B) = o(Α) × _______.
p(B|¬A)
Il rapporto p(B|A)/p(B|¬A), che appare nel termine destro dell’uguaglianza (8),
viene abitualmente chiamato rapporto di verosimiglianza (likelihood ratio) di
A rispetto a B, e indicato con “L(A,B)”. Questa notazione ci consente di rifor-
mulare (8) nel seguente modo:
(9) o(A|B) = o(A) × L(A,B).
La teoria delle probabilità rappresenta, per così dire, il nocciolo matematico
dell’approccio bayesiano alla razionalità.3 Infatti, il principio fondamentale
dell’approccio bayesiano – che potremmo chiamare principio di conformità
probabilistica; in breve: (CP) – può venire così formulato:
(CP) In qualunque istante t, i gradi di credenza p(A), p(B), p(C), ..., che espri-
mono le opinioni di un soggetto razionale X circa un insieme di enun-
ciati Z ≡ {A, B, C, ...}, sono probabilità, cioè obbediscono agli assiomi
(I)-(III).
Le probabilità p(A), p(B), p(C), ..., che esprimono le opinioni di un soggetto
razionale vengono spesso chiamate probabilità epistemiche. Va osservato che
(CP) è un principio statico, poiché non pone alcun limite alla cinematica del-
le opinioni, cioè alla variabilità temporale delle probabilità epistemiche che un
soggetto razionale può attribuire, in momenti diversi, agli enunciati di Z. Tut-
tavia, i bayesiani ritengono che la cinematica delle opinioni debba venire re-
golata da appropriati principi. Date due funzioni di probabilità p(•) e pn(•), de-
finite su Z, che esprimono, rispettivamente, le “vecchie” opinioni di un sog-
getto razionale X nell’istante t e le sue “nuove” opinioni in un successivo
istante t′, il passaggio da p(•) a pn(•) deve essere effettuato, secondo i bayesia-
ni, in accordo con un principio cinematico noto come principio di condiziona-
lizzazione – in breve: (Co) – che può venire così formulato: 
(Co) Se le uniche informazioni acquisite da X fra gli istanti t e t′ sono costi-
tuite dall’accertamento dell’enunciato E ∈ Z allora, per qualunque
enunciato H ∈ Z, la vecchia probabilità assoluta p(H) deve essere sosti-
tuita con una nuova probabilità assoluta pn(H) determinata in accordo
con la seguente regola di condizionalizzazione (RC):
(RC)   pn(H) = p(H|E).
Risulta spesso naturale considerare l’istante t, in cui viene assegnata la vecchia
probabilità p(H), come l’istante iniziale di un’indagine e l’istante t′, in cui vie-
ne assegnata la nuova probabilità p(H|E), come l’istante finale dell’indagine.
Di conseguenza, p(H) e p(H|E) vengono spesso chiamate, rispettivamente,
probabilità iniziale e probabilità finale di H. Occorre notare che l’ambito di ap-
plicazione di (Co) è piuttosto ristretto. Infatti (Co) si applica solo ai casi in cui
l’aggiornamento della vecchia funzione di probabilità p(•) viene effettuato in
risposta all’acquisizione di un’evidenza certa, cioè in risposta all’accertamen-
to di un enunciato E ∈ Z. Tuttavia, (Co) non dice nulla su come un soggetto
razionale dovrebbe aggiornare la sua vecchia funzione di probabilità p(•) nel-
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le situazioni, tutt’altro che insolite, in cui viene acquisita un’evidenza che non
presenta alcun carattere di certezza.
La ricerca epistemologica ha individuato molti tipi di evidenza incerta tra i
quali, ai nostri fini, basterà considerarne uno, cioè l’evidenza ambigua. Un
soggetto X acquisisce un’evidenza ambigua pn(E) circa la coppia di enunciati
E e ¬E quando si verificano le seguenti condizioni: (i) le sue vecchie probabi-
lità p(E) e p(¬E) (= 1 – p(E)) vengono sostituite da nuove probabilità pn(E) e
pn(¬E) (= 1 – pn(E)), entrambe diverse dai valori estremi 1 e 0, (ii) tale sosti-
tuzione viene effettuata in risposta diretta a determinati input sensoriali o a in-
formazioni di altro genere acquisite da X. Le evidenze ambigue vengono spes-
so ottenute nelle cosiddette osservazioni a lume di candela, che possiamo il-
lustrare con il seguente esempio.
ESEMPIO 1. ROSE INTRAVISTE ALLA LUCE DI UNA CANDELA. Tornando a casa tar-
di dal lavoro, Xavier trova sul tavolo del salotto, illuminato dalla sola luce di
una candela, un mazzo di rose, ma non riesce a distinguere con certezza il lo-
ro colore. Potrebbe tuttavia accadere che, in risposta alla sua osservazione a lu-
me di candela, egli sia in grado di attribuire all’enunciato E ≡ “Le rose sul ta-
volo del salotto sono rosse” una nuova probabilità pn(E) = 2/3.
Fino a pochi decenni or sono, i bayesiani non avrebbero saputo dare alcuna in-
dicazione su come un soggetto razionale dovrebbe aggiornare le proprie proba-
bilità in risposta a evidenze ambigue. Ai nostri giorni, invece, molti bayesiani
sarebbero pronti ad affermare – sulla scia di Richard Jeffrey (1965/1983)4 – che
tale aggiornamento dovrebbe essere effettuato sulla base del seguente princi-
pio cinematico, noto come principio di condizionalizzazione generalizzata – in
breve (CoG):
(CoG) Se le uniche informazioni acquisite da X fra gli istanti t e t′ sono co-
stituite dall’evidenza ambigua pn(E) allora, per qualunque enunciato
H ∈ Z, la vecchia probabilità assoluta p(H) deve essere sostituita con
una nuova probabilità assoluta pn(H) determinata in accordo con la
seguente regola di condizionalizzazione generalizzata (RCG):
(RCG)   pn(H) = p(H|E) × pn(E) + p(H|¬E) × pn(¬E).
5
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4 Si veda anche Jeffrey (1992; 2004).
5 La regola (RCG) identifica la nuova probabilità assoluta pn(H) con la media ponderata
delle vecchie probabilità condizionate p(H|E) e p(H|¬E), ove i pesi sono dati, rispettivamente,
1.2.  Conferma delle ipotesi
Supponiamo che, in risposta a una nuova evidenza, un soggetto X aggiorni le
sue probabilità sulla base di appropriati principi cinematici. Converrà denomi-
nare la nuova evidenza acquisita da X – non importa, per il momento, precisa-
re se si tratta di evidenza certa o incerta – con “Ev”. Se concentriamo l’atten-
zione su una determinata ipotesi H e confrontiamo la vecchia probabilità p(H)
con la nuova probabilità pn(H), che X attribuisce ad H in risposta a Ev, pos-
siamo valutare l’impatto che Ev ha avuto sulla fiducia di X nella verità di H. A
tale scopo viene comunemente usata la nozione qualitativa di conferma, che
viene così definita:
(10) Ev conferma H ≡ pn(H) > p(H).
Secondo la (10), Ev conferma H nel caso in cui pn(H) è maggiore di p(H), cioè
nel caso in cui, in risposta a Ev, X accresce la sua fiducia nella verità di H. Le
intuizioni alla base di (10) hanno suggerito anche l’introduzione di svariate no-
zioni quantitative di conferma. In particolare, le cosiddette misure incrementa-
li di conferma identificano il grado di conferma di H da parte di Ev con una de-
terminata quantità c(H,Ev) che dipende solo da p(H) e pn(H) e, per qualsiasi va-
lore di p(H), cresce al crescere di pn(H). Una semplice misura incrementale è
data dal rapporto pn(H)/p(H) tra nuova e vecchia probabilità di H. Un’altra mi-
sura incrementale, nota come fattore di Bayes, è data dal rapporto fra la nuova
quota on(H) – definita, nel modo usuale, come on(H) ≡ pn(H)/(1 – pn(H)) – e la
vecchia quota o(H):
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da pn(E) e pn(¬E). La recente ricerca epistemologica ha messo in luce che le evidenze ambigue
sopra descritte non sono l’unico genere di evidenza incerta che un soggetto può acquisire. Di
conseguenza, i principi cinematici (Co) e (CoG) – applicabili, rispettivamente, alle evidenze
certe e ambigue –, devono essere integrati da ulteriori principi cinematici, in grado di indicare
come si dovrebbero aggiornare le proprie probabilità in risposta a svariati tipi di evidenze in-
certe. A questo riguardo si veda Festa (1996, cap. 4).
6 Si noti che 0 ≤ cB(H,Ev) ≤ ∝.
on(H)
(11) cB(H,Ev) = 
_______.6
o(H)
È interessante notare che cB(H,Ev) è connessa alla nozione qualitativa di con-
ferma (10) dalla seguente relazione:
(12) Ev conferma H se e solo se cB(H,Ev) > 1.
Ai nostri fini è di particolare interesse considerare l’applicazione del fattore di
Bayes cB(H,Ev) nel caso particolare in cui la nuova evidenza Ev acquisita da
X è costituita da un’evidenza certa E. In tal caso la nuova probabilità pn(H) di
X dovrà essere determinata applicando il principio cinematico (Co) che richie-
de di porre pn(H) = p(H|E). Ciò equivale a porre on(H) = o(H|E), cioè a iden-
tificare la nuova quota on(H) di X con la sua vecchia quota condizionata
o(H|E). Dalla definizione (11) e dall’uguaglianza on(H) = o(H|E) segue che la
conferma cB(H,E) apportata ad H da E è data da:
11
TESTIMONIANZE ESPERTE E PROBABILITÀ DELLE IPOTESI
o(H|E)
(13) cB(H,E) = 
_______.
o(H)
Le uguaglianze (8) e (9), che esprimono il teorema di Bayes in termini di quo-
te, ci dicono che o(H|E) = o(H) × L(H,E) = o(H) × p(E|H)/p(E|¬H). Ne segue
che o(H|E)/o(H) = L(H,E) ≡ p(E|H)/p(E|¬H) e quindi, in base alla (13), che:
p(E|H)
(14) cB(H,E) = L(H,E) = 
________.
p(E|¬H)
La formula (14) ci dice che il grado di conferma cB(H,E) è identico al rappor-
to di verosimiglianza L(H,E) ≡ p(E|H)/p(E|¬H), cioè al rapporto tra la proba-
bilità di E alla luce di H e la probabilità di E alla luce di ¬H. L’uguaglianza
cB(H,E) = L(H,E) ci permette di riformulare nel seguente modo il teorema di
Bayes (9) per le quote:
(15) o(H|E) = o(H) × cB(H,E).
Il contenuto intuitivo di (15) può venire espresso dicendo che la quota finale
di un’ipotesi H alla luce di E è pari al prodotto della sua quota iniziale e del
grado di conferma che E apporta ad H.
1.3.  Evidenze consonanti, indirette e ambigue
Vedremo ora in che modo le ipotesi possono venire confermate da due tipi di
evidenze certe – cioè le evidenze consonanti e quelle indirette – e dalle evi-
denze ambigue.
Evidenze consonanti. Diremo che E ed E* sono evidenze consonanti a favore
dell’ipotesi H se ciascuna di esse conferma H o, equivalentemente, se cB(H,E),
cB(H,E*) > 1 (vedi (12)). Possiamo ora chiederci a quali condizioni anche la
congiunzione E & E* conferma H, cioè a quali condizioni cB(H,E & E*) > 1.
Prima di rispondere a questo interrogativo occorre introdurre il concetto di se-
parazione.
Ciascuna delle coppie di enunciati H ≡ (H,¬H), E ≡ (E,¬E) ed E* ≡
(E*,¬E*) costituisce una variabile con due possibili valori: per esempio, i pos-
sibili valori di H sono H e ¬H. Diremo allora che:
(16) H separa E* da E se e solo se valgono le seguenti condizioni:
(i) p(E*|H & E) = p(E*|H & ¬E) = p(E*|H);
(ii) p(E*|¬H & E) = p(E*|¬H & ¬E) = p(E*|¬H).
Ciò significa che H separa E* da E nel caso in cui la conoscenza del valore di
H – cioè il fatto di sapere se H è vera o falsa – rende irrilevante l’ulteriore co-
noscenza del valore di E per determinare la probabilità di E*. Occorre notare
che la relazione di separazione è simmetrica nel senso che, se H separa E* da
E, allora separa anche E da E*.7 Si può inoltre dimostrare che (16) equivale
alla seguente definizione:
(17) H separa E* da E se e solo se valgono le seguenti condizioni:
(i) p(E & E*|H) = p(E|H) × p(E*|H); 
(ii) p(E & E*|¬H) = p(E|¬H) × p(E*|¬H).
Siamo ora in grado di rispondere all’interrogativo circa le condizioni in cui
un’ipotesi H, confermata da ciascuna delle evidenze E ed E*, viene conferma-
ta anche dalla loro congiunzione E & E*. Infatti segue da (17) e dall’ugua-
glianza o(H|E) = o(H) × cB(H,E) (vedi (15)) che:
(18) Se H separa E* da E allora cB(H,E & E*) = cB(H,E) × cB(H,E*).
8
A sua volta, (18) implica che:
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7 La relazione “H separa E* da E” potrebbe quindi venire espressa, con un’espressione leg-
germente più lunga ma più precisa, con “H separa E ed E* l’una dall’altra”.
8 Infatti cor(H,E & E*) ≡ p(E & E*|H)/p(E & E*|¬H) (per (14)) = [p(E|H) ×
p(E*|H)]/[p(E|¬H) × p(E*|¬H)] (per (17)) = cor(H,E) × cor(H,E*) (per (14)).
(19) Se E ed E* sono evidenze consonanti a favore di H e, inoltre, H separa
E* da E, allora cB(H,E & E*) > cB(H,E), cB(H,E*) > 1.
Ciò significa che, se l’antecedente di (19) è vero, allora non solo la congiun-
zione E & E* conferma H, ma tale conferma è maggiore di quella apportata da
ciascuno dei congiunti E ed E*.
Le nozioni appena illustrate possono venire estese al caso di tre o più evi-
denze. Per esempio, diremo che E, E* ed E** sono evidenze consonanti a fa-
vore di H se cB(H,E), cB(H,E*), cB(H,E**) > 1. Con riferimento alle variabili
H ≡ (H,¬H), E ≡ (E,¬E), E* ≡ (E*,¬E*) ed E** ≡ (E**,¬E**), possiamo in-
trodurre una naturale generalizzazione del concetto di separazione definito nella
(16). Tale generalizzazione può venire illustrata, in termini intuitivi, come segue:
H separa ciascuna delle variabili E, E*, ed E** dalle altre due nel caso in cui,
data la conoscenza del valore di H, l’ulteriore conoscenza del valore di due del-
le variabili E, E*, ed E** è irrilevante per determinare la probabilità dei possi-
bili valori della terza. Se H separa ciascuna delle variabili E, E*, ed E** dalle
altre due, allora le relazioni tra H, E, E*, ed E** possono venire rappresentate
nella Figura 1, dove il fatto che E, E*, ed E** non siano direttamente collegate
fra loro da alcuna freccia significa che H le separa l’una dalle altre:9
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9 Il lettore che ha qualche familiarità con le reti bayesiane si sarà accorto che la Figura 1 è
un esempio di rete bayesiana con connessioni divergenti: cfr. Taroni et al. (2006, p. 40).
Possiamo ora generalizzare i teoremi (18) e (19) al caso di tre evidenze con-
sonanti:
(20) Se H separa ciascuna delle variabili E, E* ed E** dalle altre due, allo-
ra cB(H,E & E* & E**) = cB(H,E) × cB(H,E*) × cB(H,E**).
(21) Se E, E* ed E** sono evidenze consonanti a favore di H e, inoltre, H se-
para ciascuna delle variabili E, E* ed E** dalle altre due, allora cB(H,E
& E* & E**) > cB(H,E), cB(H,E*), cB(H,E**) > 1.
H
E E* E**
FIG. 1: Rete bayesiana con
connessioni divergenti
Evidenze indirette. La nozione di evidenza indiretta può venire illustrata con il
seguente esempio.
ESEMPIO 2. EVIDENZA INDIRETTA SULLA PRESENZA DEL NOTO PIROMANE FUEGO.
Xavier vede del fumo uscire dalla boscaglia. Questa osservazione (E*) con-
ferma l’enunciato E il quale afferma che c’è un incendio nella boscaglia. A sua
volta E conferma l’ipotesi H che da quelle parti è passato il noto piromane
Fuego. Poiché E* conferma E che, a sua volta, conferma H, diremo che E* è
un’evidenza indiretta a favore di H.
Nell’Esempio 2 le nostre intuizioni suggeriscono che H viene confermata dal-
l’evidenza indiretta E*. Tuttavia vi sono molti altri casi in cui E* conferma E
ed E conferma H, ma E* non conferma H. Ciò significa che il principio di
transitività della conferma non è universalmente applicabile.10 Dobbiamo
quindi chiederci a quali condizioni un’ipotesi viene confermata da un’eviden-
za indiretta a suo favore. Come vedremo qui sotto, il concetto di separazione,
definito nella (16), ci consente di rispondere a questo interrogativo.
Date le variabili H ≡ (H,¬H), E ≡ (E,¬E) ed E* ≡ (E*,¬E*), si può dimo-
strare che:
(22) Se E separa E* da H, allora p(H|E*) è data da: 
p(H|E*) = p(H|E) × p(E|E*) + p(H|¬E) × p(¬E|E*).
Il teorema (22) ci mostra che, nel caso in cui E separa E* da H, p(H|E*) può
venire calcolata sulla base delle probabilità p(H|E), p(H|¬E) e p(E|E*).11
Un’interessante conseguenza di (22) è la seguente:
(23) Se E* conferma E ed E conferma H e, inoltre, E separa E* da H, allora
cB(H,E) ≥ cB(H,E*) > 1.
Ciò significa che, se l’antecedente di (23) è vero, allora l’evidenza indiretta E*
conferma H, anche se – proprio come ci aspetteremmo – la conferma apporta-
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10 Un esempio nel quale la conferma non sembra affatto transitiva è il seguente. Dati gli
enunciati E* ≡ “Giovanni è stato accoltellato”, E ≡ “Giovanni è morto” e H ≡ “Giovanni ha avu-
to un ictus”, si può facilmente ammettere che E* conferma E ed E conferma H, mentre E* non
conferma H.
11 Non abbiamo menzionato la probabilità p(¬E|E*), che appare nella (22), poiché il suo va-
lore è determinato da quello di p(E|E*); infatti, segue da (1) che p(¬E|E*) = 1 – p(E|E*).
ta da E* ad H non supera quella che viene apportata ad H dall’evidenza “di-
retta” E.
La nozione di evidenza indiretta può venire generalizzata al caso in cui un
enunciato E** conferma un’ipotesi H attraverso una catena formata da due o
più anelli intermedi. Per esempio, date le variabili H ≡ (H,¬H), E ≡ (E,¬E), E*
≡ (E*,¬E*) ed E** ≡ (E**,¬E**), possiamo considerare il caso – rappresenta-
to nella Figura 2 – in cui E* separa E** da E ed E separa E* da H.12
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12 Il lettore che ha qualche familiarità con le reti bayesiane si sarà accorto che la Figura 1 è
un esempio di rete bayesiana con connessioni seriali: cfr. Taroni et al. (2006, p. 40).
13 Non abbiamo menzionato la probabilità p(¬E|E*), che appare nella (24), poiché il suo va-
lore è determinato dall’uguaglianza p(¬E*|E**) = 1 – p(E*|E**) (vedi (6)).
FIG. 2: Rete bayesiana con
connessioni seriali
Si può dimostrare che in questo caso vale anche la seguente relazione di sepa-
razione: E separa E** da H. Varrà quindi, per il teorema (22), l’uguaglianza:
(24) p(H|E**) = p(H|E) × p(E|E**) + p(H|¬E) × p(¬E|E**). 
Il teorema (24) ci mostra che p(H|E**) può venire determinata sulla base del-
le probabilità p(H|E), p(H|¬E) e p(E|E**).13 A sua volta l’ultima di queste pro-
babilità, cioè p(E|E**), può venire facilmente determinata sulla base di
p(E|E*), p(E|¬E*) e p(E*|E**); infatti, poiché abbiamo supposto che E* se-
para E** da E, il teorema (22) ci permette di ottenere l’uguaglianza:
(25) p(E|E**) = p(E|E*) × p(E*|E**) + p(E|¬E*) × p(¬E|*E**). 
Le uguaglianze (24) e (25) ci mostrano che p(H|E**) può venire determinata
sulla base delle probabilità p(H|E), p(H|¬E), p(E|E*), p(E|¬E*) e p(E*|E**).
Tali uguaglianze consentono, inoltre, di dimostrare la seguente, del tutto natu-
rale, generalizzazione di (23):
(26) Se E** conferma E*, E* conferma E ed E conferma H e, inoltre, E* sepa-
ra E** da E ed E separa E* da H, allora cB(H,E) ≥ cB(H,E*) ≥ cB(H,E**)
> 1.
H E E* E**
Evidenze ambigue. Vediamo ora in che modo le ipotesi possono venire con-
fermate dalle evidenze ambigue. Supponiamo che la nuova evidenza Ev ac-
quisita da X sia costituita dall’evidenza ambigua pn(E). In tal caso la nuova
probabilità pn(H) che X dovrebbe attribuire all’ipotesi H dovrà essere deter-
minata applicando il principio cinematico (CoG) che richiede di porre pn(H) =
p(H|E) × pn(E) + p(H|¬E) × pn(¬E). Per stabilire se pn(E) conferma una de-
terminata ipotesi H – cioè se pn(H) > p(H) –, occorre confrontare la nuova pro-
babilità pn(H) con la vecchia probabilità p(H). In particolare, ai nostri fini è in-
teressante notare che dalla definizione (10) segue che pn(E) conferma E se e
solo se pn(E) > p(E). Dobbiamo ora chiederci, più in generale, a quali condi-
zioni un’ipotesi H viene confermata da pn(E). Una risposta a questo interroga-
tivo viene fornita dal seguente teorema:
(27) Se pn(E) conferma E ed E conferma H, allora cB(H,E) > cB(E,pn(E)) > 1.
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Ciò significa che, se l’antecedente di (27) è vero, allora pn(E) conferma H, an-
che se – proprio come ci aspetteremmo – la conferma apportata ad H dall’evi-
denza ambigua pn(E) è inferiore quella apportata dall’evidenza certa E.
2.  Epistemologia bayesiana della testimonianza
2.1.  Come la probabilità delle ipotesi dipende
dall’attendibilità delle testimonianze
Diciamo che una persona testimonia un enunciato H quando esprime la propria
credenza nella verità di H. Possiamo intendere “testimonianza” in un senso ab-
bastanza ampio da includere non solo le testimonianze nelle quali ci imbattia-
mo nella vita quotidiana, ma anche le testimonianze scritte, le notizie apparse
sui giornali e altri media, e così via. Crediamo nella verità di un enunciato H
sulla base di una testimonianza ogni volta che la nostra fiducia in H si basa, in
qualche modo, sul fatto che qualcuno testimonia H. Sarebbe difficile sottova-
lutare il ruolo della testimonianza per l’acquisizione delle nostre conoscenze.
Ci basiamo sulla testimonianza non solo per le conoscenze necessarie alla vi-
ta di ogni giorno – per esempio, per sapere dove si trova il calzolaio più vici-
no al nostro albergo –, ma anche per l’acquisizione delle conoscenze scientifi-
che. Infatti gli scienziati formano le loro conoscenze di base attraverso le te-
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14 Vedi Crupi, Festa e Mastropasqua (2008).
stimonianze di insegnanti e manuali e, successivamente, vengono informati
dei risultati sperimentali ottenuti nei laboratori di tutto il mondo dalle testimo-
nianze degli sperimentatori, riportate in articoli di riviste scientifiche. Non de-
ve quindi stupire che la testimonianza sia stata tradizionalmente considerata
come una delle fonti della conoscenza. È invece piuttosto sorprendente che, al-
meno fino alla metà del secolo scorso, il ruolo epistemico della testimonianza
non sia stato fatto oggetto di alcuna analisi approfondita.15 Tuttavia, negli ulti-
mi trent’anni la situazione è rapidamente cambiata, cosicché possiamo oggi
disporre di una vasta letteratura sull’epistemologia della testimonianza.16 Le
recenti ricerche sul tema sono state condotte sia nell’ambito dell’epistemolo-
gia generale sia in quello dell’epistemologia delle pratiche esperte e, in parti-
colare, dell’epistemologia della pratica giudiziaria. Molte fra queste ricerche
sono state effettuate nella prospettiva dell’approccio bayesiano.
L’analisi bayesiana della testimonianza deve mostrare come essa contribui-
sca a determinare i nostri gradi di credenza in determinati enunciati.17 Le te-
stimonianze possono apparirci più o meno attendibili cosicché, di fronte a una
testimonianza relativa all’ipotesi H, il nostro grado di credenza in H verrà ne-
cessariamente influenzato dalla nostra valutazione dell’attendibilità di tale te-
stimonianza. Indichiamo con “T(H)” la testimonianza con la quale un indivi-
duo T esprime la propria credenza nella verità di H, con “A(T(H))” un’appro-
priata misura dell’attendibilità che un soggetto razionale X attribuisce a T(H)
e, infine, con “p(H|T(H))” la probabilità che X deve attribuire ad H alla luce di
T(H). 
Diversi autori hanno definito A(T(H)) come il rapporto tra la probabilità
che T testimoni H nel caso in cui H è vera e la probabilità che testimoni H nel
caso in cui è falsa:18
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15 Dopo essere stata, per circa duemila anni, la Cenerentola dell’epistemologia, la testimo-
nianza entrò nell’esclusivo club dei problemi filosofici “rispettabili” attorno alla metà del Set-
tecento, grazie all’opera di David Hume (1748, cap. X) e Thomas Reid (1764), i quali delinea-
rono due diverse concezioni del ruolo della testimonianza nella formazione e giustificazione
delle nostre conoscenze. Tuttavia le loro tesi sull’argomento non suscitarono particolare inte-
resse tra i loro contemporanei e non riuscirono a stimolare, neppure nei due secoli successivi,
alcuna indagine sistematica. Sulle vicissitudini, e la scarsa fortuna, dell’epistemologia della te-
stimonianza nella storia del pensiero filosofico, si veda Vassallo (2003, pp. 24-32).
16 Due corpose monografie sulla natura e il ruolo epistemico della testimonianza si devono
a Coady (1992) e Shapin (1994). Si vedano anche la raccolta di saggi curata da Lackey e Sosa
(2006) e le eccellenti rassegne di Adler (2008) e Kusch e Lipton (2002).
17 Su tale argomento si vedano Goldman (1999, cap. 4.2-4.4) ed Earman (2000).
18 Questa definizione di attendibilità è stata adottata sia nell’ambito dell’epistemologia ge-
nerale (si vedano, fra gli altri, Goldman 1999 ed Earman 2000) sia in quello dell’epistemologia
giudiziaria (si vedano, fra gli altri, Dawid 1987 e Mura 2004).
Dalla definizione (28), assieme ai teoremi (14) e (15), segue che l’attendibili-
tà di T(H) è uguale alla conferma che T(H) apporta ad H:
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p(T(H)|H)
(28) A(T(H)) ≡ __________ ≡ L(H,T(H)).
p(T(H)|¬H)
o(H|T(H))
(29) A(T(H)) = cB(H,T(H)) = 
__________ .
o(T(H))
Il teorema (29) suggerisce, fra l’altro, una naturale definizione del concetto
qualitativo di testimonianza attendibile. Possiamo infatti dire che:
(30) T(H) è attendibile nel caso in cui A(T(H)) = cB(H,T(H)) > 1, 
cioè nel caso in cui T(H) conferma H. Dalle uguaglianze (29) e (15) segue che
la quota finale di H alla luce di T(H) è pari alla sua quota iniziale moltiplicata
per l’attendibilità di T(H):
(31) o(H|T(H)) = o(H) × cB(H,T(H)) = o(H) × A(T(H)).
Il contenuto intuitivo di (31) può venire espresso dicendo, in pieno accordo
con le nostre intuizioni, che la fiducia di X nella verità di H, alla luce di T(H),
cresce al crescere della sua fiducia iniziale nella verità di H e dell’attendibili-
tà da lui attribuita a T(H).
2.2.  Testimonianze consonanti, indirette e conflittuali 
La testimonianza T(H) con la quale un individuo T esprime la propria creden-
za nella verità di H può essere vista come una testimonianza “diretta” a favo-
re di H, nel senso che essa riguarda direttamente H. Vedremo ora che un’ipo-
tesi può venire confermata anche da appropriate combinazioni di testimonian-
ze dirette, oppure da una testimonianza indiretta, relativa a un enunciato che a
sua volta conferma H.
Testimonianze consonanti. Supponiamo che due testimoni T e T* affermino di
credere nella verità di H. Se le loro testimonianze T(H) e T*(H) sono attendi-
bili, cioè se entrambe confermano H (vedi (30)), diremo che sono testimo-
nianze consonanti a favore di H. Tali testimonianze costituiscono evidenze
consonanti a favore di H, nel senso illustrato all’inizio del paragrafo 1.3. Inol-
tre, applicando la definizione (16) alle coppie di enunciati H ≡ (H,¬H), T(H)
≡ (T(H),¬T(H)) e T*(H) ≡ (T*(H),¬T*(H)), possiamo dire che:
(32) H separa T*(H) da T(H) se e solo se valgono le condizioni:
(i) p(T*(H)|H & T(H)) = p(T*(H)|H & ¬T(H)) = p(T*(H)|H);
(ii) p(T*(H)|¬H & T(H)) = p(T*(H)|¬H & ¬T(H)) = p(T*(H)|¬H).
Ciò significa che H separa T*(H) da T(H) nel caso in cui la conoscenza del
valore di H, cioè il fatto di sapere se H è vera o falsa, rende irrilevante l’ulte-
riore conoscenza del valore di T(H) – cioè del fatto che T abbia testimoniato,
oppure no, H –, per determinare la probabilità che T* testimoni H.
Se T e T* hanno fornito le testimonianze T(H) e T*(H) e, inoltre, H separa
T*(H) da T(H), diremo che T(H) e T*(H) sono testimonianze indipendenti a
favore di H. Dai teoremi (18), (19) e (29) segue che:
(33) Se T(H) e T*(H) sono testimonianze indipendenti a favore di H, allora
cB(H,T(H) & T*(H)) = cB(H,T(H)) × cB(H,T*(H)) = A(T(H)) × A(T*(H)).
(34) Se T(H) e T*(H) sono testimonianze indipendenti e consonanti a favore
di H, allora cB(H,T(H) & T*(H)) > cB(H,T(H)), cB(H,T*(H)) > 1. 
Il teorema (33) afferma che la conferma apportata ad H dalla congiunzione
delle testimonianze indipendenti T(H) e T*(H) è pari al prodotto dei gradi di
attendibilità di tali testimonianze. Il teorema (34) afferma, invece, che la con-
ferma apportata ad H dalla congiunzione delle testimonianze indipendenti e
consonanti T(H) e T*(H) è maggiore di quella apportata da ciascuna di esse
presa isolatamente. 
Testimonianze indirette. Nel paragrafo 1.3 abbiamo introdotto la nozione di
evidenza indiretta: E* è un’evidenza indiretta a favore dell’ipotesi H nel caso
in cui E* conferma un enunciato E che a sua volta conferma H. Abbiamo poi
dimostrato (vedi (23)) che, se E* è un’evidenza indiretta a favore di H e, inol-
tre, E ≡ (E,¬E) separa E* ≡ (E*,¬E*) da H ≡ (H,¬H), allora E* conferma H,
anche se in misura minore dell’evidenza diretta E.
In molti casi, data un’evidenza diretta E che conferma H, un’evidenza indi-
retta a favore di H è costituita da una testimonianza attendibile T(E), cioè da una
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testimonianza che conferma E. In tal caso, è naturale parlare di testimonianza in-
diretta a favore di H. Se vale la condizione – del tutto plausibile nella maggior
parte delle testimonianze acquisite nella vita quotidiana19 – che E ≡ (E,¬E) se-
para T(E) ≡ (T(E),¬T(E)) da H ≡ (H,¬H), allora T(E) confermerà H. Questa pos-
sibilità viene bene illustrata dalla seguente versione, leggermente modificata,
dell’Esempio 2. 
ESEMPIO 3. TESTIMONIANZA INDIRETTA SULLA PRESENZA DEL NOTO PIROMANE
FUEGO. Parlando con Forestale (in simboli: T), Xavier riceve la testimonianza
T(E) secondo la quale si è appena sviluppato un incendio nella boscaglia (E).
L’enunciato E conferma l’ipotesi H che da quelle parti è passato il noto piro-
mane Fuego. Se T(E) è attendibile allora conferma E ed è, quindi, una testi-
monianza indiretta a favore di H. Un attimo di riflessione basterà a convincer-
ci che E separa T(E) da H. Possiamo quindi concludere – grazie al teorema
(23) – che T(E) conferma H.
Testimonianze conflittuali. Vedremo ora che certi tipi di testimonianze conflit-
tuali possono venire intese come particolari forme di evidenze ambigue. Que-
sta possibilità viene illustrata nel seguente esempio.
ESEMPIO 4. TESTIMONIANZE ESPERTE CONFLITTUALI DI DUE SPIE IN COREA DEL
NORD. Xavier ha due spie in Corea del Nord, che chiameremo T e T*. Agli ini-
zi del gennaio 2016 Xavier chiede a entrambe un parere circa l’eventualità E
che quello stato riuscirà a completare il suo impianto missilistico segreto en-
tro l’anno. Dopo un mese arrivano contemporaneamente sul tavolo di Xavier
gli opposti pareri di T e T*: il primo crede che E si realizzerà, il secondo che
non si realizzerà. Possiamo considerare i pareri T(E) e T*(¬E), forniti da T e
T*, come testimonianze esperte conflittuali. In base alla sua valutazione della
competenza di T e T*, quale emerge dalla loro carriera di spie, Xavier ritiene
che T sia due volte più competente di T*, cosicché attribuisce alla testimo-
nianza T(E) un peso doppio di quello attribuito a T*(¬E). Di conseguenza, ag-
giorna le sue vecchie probabilità p(E) e p(¬E) in modo tale che la nuova pro-
babilità pn(E) sia il doppio di pn(¬E); pone quindi pn(E) = 2/3 e pn(¬E) = 1/3.
Xavier potrà poi usare l’evidenza ambigua pn(E) = 2/3 per determinare, in ac-
cordo con il principio cinematico (CoG), la nuova probabilità di qualunque
ipotesi di suo interesse come, per esempio, l’ipotesi H che la Corea del Nord
sia in grado di lanciare missili intercontinentali entro il 2018.
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19 Cfr. Shogenji (2003, p. 615).
Per quanto riguarda la probabilità pn(E) che Xavier attribuisce ad E in risposta
alle informazioni acquisite, l’evidenza ambigua descritta in questo esempio
non si differenzia da quella delle rose intraviste alla luce di una candela, de-
scritta nell’Esempio 1: in entrambi i casi, infatti, pn(E) = 2/3. La differenza tra
i due esempi consiste, invece, nella fonte di pn(E) = 2/3: mentre nell’Esempio 1
tale probabilità viene ottenuta in risposta a un’osservazione effettuata in condi-
zioni sfavorevoli, nell’Esempio 4 essa viene ottenuta in risposta alle testimo-
nianze conflittuali di due esperti, tra i quali quello che testimonia E è ritenuto
due volte più competente di quello che testimonia ¬E.
3.  Testimonianze esperte e probabilità delle ipotesi nella pratica clinica
Gli studiosi che, in questi ultimi decenni, hanno sviluppato l’approccio baye-
siano all’analisi della pratica clinica hanno dedicato molta attenzione all’epi-
stemologia del processo diagnostico.20 Nell’ambito di tale processo il medico
si avvale di testimonianze esperte di diverso genere. In primo luogo operere-
mo una distinzione tra due tipi di testimonianze esperte, vale a dire le testi-
monianze strumentali e quelle interpretative (paragrafo 3.1). Successivamen-
te, illustreremo il ruolo delle testimonianze interpretative nella determinazio-
ne della probabilità delle ipotesi diagnostiche (paragrafo 3.2).
3.1.  Testimonianze esperte nel processo diagnostico
Una parte dell’evidenza usata nel processo diagnostico viene acquisita diretta-
mente dal medico: si pensi, per esempio, alle informazioni ottenute attraverso
l’esame obiettivo del paziente. In molti casi, tuttavia, la maggior parte dell’e-
videnza acquisita dal medico è costituita da testimonianze esperte, vale a dire
dai responsi forniti da analisti e specialisti di vario genere – quali biologi, tos-
sicologi, radiologi, genetisti, biologi molecolari e così via –, in seguito all’ef-
fettuazione di test diagnostici. Per esempio, il responso dell’analista che co-
munica al medico che il suo paziente rivela una copremia positiva può venire
inteso come una testimonianza esperta. Le testimonianze esperte fornite in se-
guito all’effettuazione di test diagnostici si dispongono in una sorta di conti-
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20 Si vedano, per esempio, Scandellari (2005) e Weinstein e Fineberg (1980). Ci permettia-
mo di segnalare anche i contributi di Festa (2004; 2005) e Festa, Buttasi e Crupi (2009) che con-
tengono ampi riferimenti alla recente letteratura sull’argomento.
nuum ai cui estremi si trovano quelle che potremo chiamare testimonianze
strumentali e testimonianze interpretative.
Con “testimonianza strumentale” ci riferiamo al responso che il medico cu-
rante riceve da un analista che ha effettuato un test diagnostico il cui risultato
è completamente (o quasi) determinato dal funzionamento di determinati di -
spositivi strumentali. In questi casi il compito dell’analista ha carattere essen-
zialmente pratico: consiste, cioè, nella corretta effettuazione del test, nell’at-
tenta lettura del risultato rivelato dai dispositivi sperimentali e, infine, nella fe-
dele trascrizione e comunicazione del risultato al medico. Le testimonianze
strumentali includono, per esempio, i responsi di test diagnostici volti a stabi-
lire determinati valori numerici – come il dosaggio dei trigliceridi o il numero
di globuli rossi –, oppure a determinare la presenza o assenza di determinate
caratteristiche, come nel test della copremia, che mira all’identificazione di
sangue occulto nelle feci. Con riferimento a test di questo genere ci sembra ap-
propriato parlare di testimonianze strumentali, poiché la testimonianza dell’ana-
lista è interamente determinata dalla lettura del dispositivo strumentale usato per
effettuare il test, lettura che non presenta particolari difficoltà interpretative.
Tali difficoltà, al contrario, sono l’aspetto distintivo di quelle che abbiamo
chiamato “testimonianze interpretative”. Con questo termine ci riferiamo ai
casi in cui il responso dell’esperto che ha effettuato il test diagnostico si basa
sulla sua interpretazione del risultato ottenuto dai dispositivi strumentali. In
genere, le testimonianze interpretative vengono fornite in seguito all’effettua-
zione di test consistenti nell’acquisizione e interpretazione di immagini. Si
pensi, per esempio, ai test diagnostici basati sull’interpretazione di immagini
al microscopio di frammenti di tessuti, o di immagini fotografiche (quali ra-
diografie, ecografie, risonanze magnetiche e TAC) o, ancora, di tracciati (quali
elettrocardiogrammi ed elettroencefalogrammi). In questo genere di test il ri-
sultato non è costituito dalle immagini visive in quanto tali, bensì dalle imma-
gini interpretate, cioè dall’opinione dell’analista circa il corretto significato
delle immagini. Occorre notare che la maggiore complessità delle testimo-
nianze interpretative, rispetto a quelle strumentali, non dipende tanto dalla so-
fisticazione della strumentazione usata per effettuare il test, quanto dall’alto
grado di competenza e abilità richieste per una corretta interpretazione delle
immagini ottenute dal test.21
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21 A quanto pare, non tutte le abilità e conoscenze degli esperti che forniscono testimonian-
ze interpretative possono venire espresse in termini espliciti. Esse possono forse venire intese –
per usare una celebre espressione di Michael Polanyi (1966) – come una forma di conoscenza
tacita.
3.2.  Testimonianze esperte e probabilità delle ipotesi diagnostiche
Dopo avere visitato un paziente, il medico si trova spesso a chiedersi se una
determinata ipotesi diagnostica H sia corretta, oppure no. Per rispondere a ta-
le interrogativo, può sottoporre il paziente a un test diagnostico. Supponiamo
che il responso del test sia E. Allora il medico dovrà aggiornare la vecchia pro-
babilità p(H), attribuita ad H prima dell’effettuazione del test, sostituendola
con la nuova probabilità p(H|E). Sembra ragionevole richiedere che entrambe
le probabilità – p(H) e p(H|E) – non debbano riflettere semplicemente le opi-
nioni soggettive del medico, ma debbano avere un carattere oggettivo, cioè es-
sere in accordo con le più aggiornate conoscenze acquisite dalle scienze me-
diche. L’esempio che segue mostra in che modo il medico possa operare una
valutazione oggettiva sia di p(H) sia di p(H|E).
ESEMPIO 5. LA PROBABILITÀ CHE LA PAZIENTE ABBIA UN CARCINOMA MAMMARIO
ALLA LUCE DEL RESPONSO POSITIVO DEL RADIOLOGO. Xavier si trova di fronte
una donna di quarant’anni senza sintomi nella quale un esame fisico di con-
trollo ha evidenziato un nodulo al seno. Allo scopo di appurare se il nodulo è
maligno, cioè se la paziente ha un cancro al seno, decide di sottoporla al test
della mammografia. Un risultato positivo di questo test è costituito da un re-
sponso in cui il radiologo afferma che l’immagine ottenuta dal test indica che
la paziente ha il cancro. La natura complessa e sofisticata dell’attività inter-
pretativa del radiologo ci permette di considerare tale responso come un tipi-
co caso di testimonianza interpretativa. Indicheremo con “C” l’ipotesi che la
paziente ha un cancro al seno, con “Pos” un risultato positivo del test e con
“¬Pos” un risultato negativo. Se il risultato è positivo, allora Xavier dovrà pas-
sare dalla sua vecchia probabilità p(C) alla nuova probabilità p(C|Pos) o, equi-
valentemente, dalla sua vecchia quota o(C) ≡ p(C)/(1 – p(C)) alla nuova quo-
ta o(C|Pos) ≡ p(C|Pos)/(1 – p(C|Pos)). Dai teoremi (8) e (15) segue che
o(C|Pos) è data da:
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22 Possiamo prendere alla lettera l’idea che un risultato positivo del test della mammogra-
fia è costituito da una testimonianza interpretativa del radiologo T. Possiamo, cioè, identificare,
Pos con la testimonianza esperta T(C) con la quale T afferma di credere che l’ipotesi C sia vera.
Questo implica che cB(C,Pos) ≡ p(Pos|C)/p(Pos|¬C) = p(T(C)|C)/p(T(C)|¬C) ≡ A(T(C)), cioè che
il grado di conferma cB(C,Pos) che Pos apporta a C è uguale all’attendibilità di T(C). L’ugua-
p(Pos|C)
(35) o(C|Pos) = o(C) × _________ = o(C) × cB(C,Pos).
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p(Pos|¬C)
Ciò significa che o(C|Pos) può venire determinata a partire dalle probabilità
p(C), p(Pos|C) e p(Pos|¬C). Di tutte e tre queste probabilità Xavier può forni-
re una valutazione oggettiva, in accordo con le conoscenze acquisite dalle
scienze mediche e, più precisamente, con le acquisizioni dell’epidemiologia e
dell’epidemiologia clinica. Consideriamo, anzitutto, la probabilità iniziale
p(C). La ricerca epidemiologica è giunta alla conclusione che, tra le quaran-
tenni senza sintomi che rivelano un nodulo al seno, una su cento ha il cancro,
cioè che la frequenza del cancro è pari all’1%.23 In assenza di ulteriori infor-
mazioni sulla storia clinica della paziente, Xavier dovrà allora attribuire a p(C)
un valore basato sulle sole conoscenze epidemiologiche; dovrà cioè attribuire
a p(C) un valore pari a 0,01. Equivalentemente, dovrà porre o(C) ≡ p(C)/(1 –
p(C)) = 0,01/0,99 = 0,01—. Il carattere oggettivo dei valori così attribuiti a p(C)
e o(C) è garantito dal loro accordo con le conoscenze epidemiologiche. Con-
sideriamo ora le probabilità p(Pos|C) e p(Pos|¬C) e il grado di conferma
cB(C,Pos) ≡ p(Pos|C)/p(Pos|¬C) che Pos apporta a C. Le ricerche di epide-
miologia clinica hanno consentito di determinare che, su 1000 donne che pre-
sentano un cancro al seno, 792 ottengono un risultato positivo al test della
mammografia e che, su 1000 donne che non lo presentano, 96 ottengono co-
munque un risultato (falsamente) positivo. Sulla base di tali conoscenze Xavier
dovrà porre p(Pos|C) = 0,792 e p(Pos|¬C) = 0,096; di conseguenza dovrà attri-
buire a cB(C,Pos) ≡ p(Pos|C)/p(Pos|¬C) un valore pari a 8,25.
24 Anche in que-
sto caso, il carattere oggettivo dei valori così attribuiti a p(Pos|C), p(Pos|¬C) e
cB(C,Pos) è garantito dal loro accordo con conoscenze mediche di sfondo e,
più precisamente, con i risultati dell’epidemiologia clinica.
Una volta determinati i valori di o(C) e cB(C,Pos), l’uguaglianza (35) per-
metterà di calcolare o(C|Pos), che risulterà approssimativamente pari a 0,083.
Tale quota equivale a una probabilità p(C|Pos) approssimativamente pari a
0,08. Ciò significa che, data una mammografia positiva, la probabilità che la
paziente abbia un cancro al seno è pari all’incirca all’8%. Poiché, come si è vi-
sto, tutte le probabilità usate per determinare la nuova probabilità p(C|Pos) e
la corrispondente quota o(C|Pos) ≡ p(C|Pos)/(1 – p(C|Pos)) sono state deter-
minate sulla base di valutazioni oggettive – cioè di valutazioni scientifica-
mente ben fondate –, possiamo concludere che o(C|Pos) e p(C|Pos) hanno ca-
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glianza cB(C,Pos) = A(T(C)) ci consente di riformulare il teorema (35) nel seguente modo:
o(C|Pos) = o(C) × A(T(C)).
23 Tutti i dati epidemiologici utilizzati in questo esempio provengono da Eddy (1982).
24 Ciò significa che un risultato positivo della mammografia accresce di più di otto volte la
quota iniziale o(C).
rattere oggettivo. In maniera perfettamente analoga possiamo calcolare la pro-
babilità finale p(C|¬Pos) dell’ipotesi che la paziente abbia un cancro dato un
risultato negativo del test: tale probabilità sarà approssimativamente pari a
0,002, cioè al 2‰. Naturalmente anche p(C|¬Pos) avrà carattere oggettivo.
L’Esempio 5 mostra che si può determinare, in accordo con i risultati dell’epi-
demiologia clinica, il “valore oggettivo” di cB(C,Pos). Tale valore ci informa,
per così dire, sull’attendibilità media della totalità dei responsi positivi formu-
lati dai radiologi in determinate circostanze – cioè in determinati paesi o siste-
mi sanitari, con determinate tecnologie, e così via. In mancanza di informa-
zioni specifiche circa lo specifico grado di competenza del radiologo da cui ha
ricevuto il responso positivo, Xavier potrà calcolare la probabilità che la sua
paziente abbia il cancro in base al presupposto che l’attendibilità del responso
positivo da lui ottenuto è identica al valore oggettivo di cB(C,Pos).
25 Anche se
di norma non sono disponibili precisi dati quantitativi sul grado di competen-
za dei radiologi che operano in una determinata zona, spesso i medici dispon-
gono di informazioni largamente condivise – espresse di solito in forma com-
parativa – sul loro grado di competenza.26 Nel prossimo esempio – che ha la
stessa struttura cognitiva dell’Esempio 4, relativo alle testimonianze conflit-
tuali di due spie – mostreremo come le informazioni sulla competenza di due
radiologi che hanno fornito responsi conflittuali possono venire usate per de-
terminare la probabilità che una paziente abbia il cancro.
ESEMPIO 6. LA PROBABILITÀ CHE LA PAZIENTE ABBIA UN CARCINOMA MAMMARIO
ALLA LUCE DEI RESPONSI CONFLITTUALI DI DUE RADIOLOGI. La paziente alla qua-
le Xavier ha prescritto una mammografia si rivolge, per eccesso di scrupolo, a
due radiologi, che chiameremo T e T*, i quali forniscono due responsi conflit-
tuali, il primo positivo e il secondo negativo. Xavier potrebbe interpretare tali
responsi come testimonianze esperte conflittuali – che indicheremo con
“T(Pos)” e “T*(¬Pos)” – circa il “corretto” risultato del test, cioè circa il re-
sponso che verrebbe fornito dalla maggior parte dei radiologi che operano nel-
le circostanze date. Xavier ritiene che la competenza di T sia due volte mag-
giore di quella di T* cosicché attribuisce a T(Pos) un peso doppio di quello at-
tribuito a T*(¬Pos). Di conseguenza aggiorna le sue vecchie probabilità p(Pos)
e p(¬Pos) passando alle nuove probabilità pn(Pos) = 2/3 e pn(¬Pos) = 1/3. Suc-
cessivamente, Xavier usa l’evidenza ambigua pn(Pos) = 2/3 per determinare,
25
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25 Si veda la nota 22.
26 Sulla misurazione della qualità del giudizio esperto, si veda Cooke (1991).
in accordo con il principio cinematico (CoG), la nuova probabilità pn(C) =
p(C|Pos) × pn(Pos) + p(C|¬Pos) × pn(¬Pos) che la paziente abbia il cancro. Te-
nendo conto del fatto che p(C|Pos) e p(C|¬Pos) sono approssimativamente
uguali a 0,08 e 0,002 (vedi Esempio 5), Xavier conclude che pn(C) è appros-
simativamente uguale a 0,04, cioè al 4%.27
4.  Testimonianze esperte e probabilità dell’ipotesi
di colpevolezza nella pratica giudiziaria
Nell’ambito dell’analisi bayesiana della pratica giudiziaria notevole attenzio-
ne è stata dedicata alla determinazione della probabilità dell’ipotesi di colpe-
volezza nel processo penale.28 In questo paragrafo considereremo la natura
della probabilità iniziale e finale dell’ipotesi di colpevolezza e illustreremo il
modo in cui la probabilità finale può venire determinata in base a certi tipi di
testimonianze indipendenti o indirette (paragrafo 4.1). Successivamente, ci oc-
cuperemo della determinazione della probabilità dell’ipotesi di colpevolezza
alla luce di testimonianze esperte (paragrafo 4.2).
4.1.  Probabilità dell’ipotesi di colpevolezza nel processo penale 
La struttura cognitiva del processo penale appare, nei suoi tratti generali, iden-
tica a quella del processo diagnostico. Infatti, come l’evidenza acquisita nel
processo diagnostico viene usata per determinare la probabilità delle ipotesi
diagnostiche, allo stesso modo l’evidenza acquisita nel processo penale viene
usata per determinare la probabilità dell’ipotesi di colpevolezza e, più in ge-
nerale, di tutte le cosiddette ipotesi ricostruttive prospettate nel processo. Pos-
siamo notare, tuttavia, anche alcune notevoli differenze cognitive tra processo
diagnostico e penale. Tali differenze, che verranno ora brevemente illustrate,
sono connesse alla peculiare natura della probabilità iniziale e finale dell’ipo-
tesi di colpevolezza.
Come si è visto nel paragrafo 3.2, la probabilità iniziale delle ipotesi diagno-
stiche dovrebbe essere determinata sulla base di valutazioni oggettive, effettua-
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27 Sull’uso di evidenze e testimonianze incerte nella pratica clinica, si veda Festa, Buttasi e
Crupi (2009).
28 Si vedano, per esempio, Anderson, Schum e Twining (1991/2005), Dawid (2005), Frosi-
ni (2002), Lucy (2005) e Tillers e Green (1988).
te in accordo con i risultati delle scienze mediche. D’altra parte, la natura della
probabilità iniziale attribuita all’ipotesi di colpevolezza nel processo penale ap-
pare molto diversa. Le conoscenze di un giudice bene informato sui risultati del-
le scienze forensi, a partire da quelli della sociologia criminale, potrebbero – al-
meno in linea di principio – consentirgli di operare una valutazione oggettiva
della probabilità iniziale p(C) dell’ipotesi di colpevolezza C, prospettata dall’ac-
cusa, secondo la quale l’imputato è colpevole: tale valutazione potrebbe venire
effettuata, per esempio, sulla base di sesso, età, gruppo etnico e precedenti pe-
nali dell’imputato. Tuttavia, questo genere di valutazione non può venire adotta-
to nella pratica giudiziaria dei paesi evoluti, dove entrano in gioco considerazio-
ni extraepistemiche che impongono forti vincoli sulla determinazione di p(C). Ci
riferiamo qui al principio della presunzione di innocenza – nel seguito: (PI) – il
quale afferma che occorre partire dalla supposizione che l’imputato sia innocen-
te. (PI) viene comunemente tradotto in termini bayesiani con la richiesta che il
valore di p(C) sia molto basso; a fini illustrativi, possiamo identificare tale ri-
chiesta con la condizione che la probabilità iniziale di C sia pari all’uno per mil-
le o, equivalentemente, che la quota iniziale di C sia pari a 1 contro 999:
(PI) p(C) = 0,001 o, equivalentemente, o(C) = 1/999 = 0,001
—
.29
Un principio di decisione giudiziaria ampiamente adottato nei paesi evoluti è
quello dell’“oltre ogni ragionevole dubbio” – nel seguito: (RD) – il quale af-
ferma che un verdetto di colpevolezza può venire emesso solo se l’evidenza a
favore di C è schiacciante.30 (RD) viene comunemente tradotto in termini ba-
yesiani con la richiesta che un verdetto di colpevolezza possa essere emesso
solo a condizione che la probabilità finale di C sia superiore al 99,9% o, equi-
valentemente, che la quota finale di C sia superiore a 999 contro 1:
(RD) Un verdetto di colpevolezza può venire emesso solo se p(C|E) ≥ 0,999
o, equivalentemente, solo se o(C,E) ≥ 999.
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29 Si noti che il valore 0,001 qui attribuito a p(C) ha significato puramente indicativo e do-
vrebbe, in molti casi, essere sostituito da un valore ancora più basso. Secondo alcuni autori p(C)
dovrebbe essere identificato con la probabilità che il crimine sia stato commesso da un membro
qualunque della “popolazione rilevante” cui appartiene l’imputato, cioè del gruppo di persone
che, in linea di principio, potrebbero avere commesso il crimine. Se, per esempio, vi sono die-
ci milioni di persone che, in linea di principio, avrebbero potuto commettere il crimine, allora il
valore attribuito a p(C) dovrebbe essere pari a 0,0000001, cioè a uno su dieci milioni.
30 Sulla natura e la funzione di (RD), si vedano Canzio (2004) e Stella (2003, pp. 161 ss. e
178 ss.). 
Naturalmente, l’elevato valore di p(C|E) richiesto in (RD) potrebbe dipende-
re, in ampia misura, da un’elevata probabilità iniziale p(C). Tuttavia, l’adozio-
ne di (PI) scongiura questa possibilità. Possiamo infatti dimostrare che, se si
attribuisce – in accordo con (PI) – un valore molto piccolo a p(C), allora un
elevato valore di p(C|E) può essere ottenuto solo se l’evidenza E a favore di C
è schiacciante, cioè solo se E conferma molto fortemente C. Più precisamen-
te, segue dall’uguaglianza o(C|E) = o(C) × cB(C,E) (vedi (15)) che:
(36) Se vale (PI) allora (RD) equivale alla seguente condizione:
(RD*) Un verdetto di colpevolezza può venire emesso solo se cB(C,E)
≥ 998 001 o, equivalentemente, solo se p(E|C) ≥ 998 001 ×
p(E|¬C).
Il contenuto intuitivo di (RD*) può venire espresso dicendo che un verdetto di
colpevolezza può venire emesso solo se il grado di conferma cB(C,E) ha un va-
lore vicino al milione, cioè solo se la probabilità p(E|C) dell’evidenza alla lu-
ce dell’ipotesi di colpevolezza è quasi un milione di volte più grande della pro-
babilità p(E|¬C) dell’evidenza alla luce della supposizione che l’ipotesi di col-
pevolezza sia falsa.
Vedremo ora, con l’aiuto di alcuni esempi, che l’evidenza a favore dell’i-
potesi di colpevolezza può includere sia testimonianze indipendenti sia testi-
monianze indirette.
Secondo un celebre motto, attribuito al cardinale John Henry Newman
(1870), tre indizi fanno una prova.31 Certamente questo motto vale per le testi-
monianze a favore dell’ipotesi di colpevolezza come si vede dal seguente esem-
pio, il quale mostra che tre testimonianze indipendenti e molto attendibili a fa-
vore dell’ipotesi di colpevolezza rappresentano un’evidenza schiacciante.32
ESEMPIO 7. TRE TESTIMONIANZE INDIPENDENTI E MOLTO ATTENDIBILI A FAVORE
DELL’IPOTESI DI COLPEVOLEZZA. Secondo l’ipotesi C, il noto piromane Fuego,
accusato di aver appiccato il recente incendio nella boscaglia, è colpevole. I te-
stimoni T1, T2 e T3 affermano di aver visto Fuego mentre appiccava l’incen-
dio. Se sappiamo che i tre testimoni non si conoscono fra loro e hanno potuto
osservare la scena del delitto da tre diverse posizioni, allora possiamo ragio-
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31 Newman ha reso famoso questo motto che compare, in diverse versioni, anche in altri au-
tori. Il motto è poi entrato nella letteratura probabilistica grazie a de Finetti (1970, cap. 4.15.4).
32 Sulla congiunzione di testimonianze indipendenti si veda Dawid (1987).
nevolmente concludere che le loro testimonianze – vale a dire, T1(C), T2(C) e
T3(C) – sono indipendenti. Di conseguenza, grazie ai teoremi (20) e (29), val-
gono le uguaglianze cB(C,T1(C) & T2(C) & T3(C)) = cB(C,T1(C)) ×
cB(C,T2(C)) × cB(C,T3(C)) = A(T1(C)) × A(T2(C)) × A(T3(C)). Supponiamo,
inoltre, che T1(C), T2(C) e T3(C) siano molto attendibili, nel senso che
A(T1(C)), A(T2(C)), A(T3(C)) > 100. In tal caso, dalle uguaglianze appena vi-
ste segue che cB(C,T1(C) & T2(C) & T3(C)) > 1 000 000 e quindi, a maggior
ragione, che cB(C,T1(C) & T2(C) & T3(C)) > 998 001. Questo implica – per il
teorema (36) – che, data la presunzione di innocenza (PI), secondo la quale
p(C) = 0,001, il grado di conferma cB(C,T1(C) & T2(C) & T3(C)) supera la so-
glia necessaria per l’emissione di un verdetto di colpevolezza.
Il seguente esempio mostra che l’evidenza a favore dell’ipotesi di colpevolez-
za può essere costituita da una testimonianza indiretta.
ESEMPIO 8. TESTIMONIANZA INDIRETTA A FAVORE DELL’IPOTESI DI COLPEVOLEZZA.
Forestale (in simboli: T) fornisce la testimonianza secondo la quale, circa due
ore prima della segnalazione dell’incendio nella boscaglia, il noto piromane
Fuego – accusato di aver appiccato l’incendio – era da quelle parti, alla guida
della sua auto (E). L’enunciato E conferma l’ipotesi C che Fuego sia colpevo-
le. Se la testimonianza T(E) di Forestale è attendibile, allora T(E) conferma E
ed è, quindi, una testimonianza indiretta a favore di C. Un attimo di riflessio-
ne basterà a convincerci che E ≡ (E,¬E) separa T(E) ≡ (T(E),¬T(E)) da C ≡
(C,¬C). Possiamo quindi concludere – grazie al teorema (23) – che T(E) con-
ferma C.
4.2.  Testimonianze esperte e probabilità dell’ipotesi di colpevolezza
L’evidenza utilizzata nel processo penale include svariati tipi di prove scienti-
fiche, che di solito vengono comunicate al giudice attraverso le testimonianze
esperte fornite dai periti: si pensi, per esempio, all’esame grafologico, all’ana-
lisi di fibre, capelli e impronte digitali, o al test del DNA.33 Nel seguito di que-
sto paragrafo considereremo brevemente, con riferimento al test del DNA, al-
cuni problemi relativi all’uso delle testimonianze esperte nella determinazione
della probabilità dell’ipotesi di colpevolezza.
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33 Sull’uso delle prove scientifiche e delle testimonianze esperte nel processo penale si ve-
dano Brewer (1998), De Cataldo Neuburger (2008), Golanski (2001) e Walton (1997, cap. 6). 
Come è noto l’acido desossiribonucleico, o DNA, è il fondamento chimico
dell’ereditarietà. L’applicazione delle conoscenze sul DNA nelle scienze foren-
si risale alla metà degli anni Ottanta, quando fu sviluppato un metodo, piutto-
sto elaborato, per isolare e visualizzare appropriati frammenti di DNA estratti
dal sangue o da altro materiale organico. Tale metodo consente di ottenere una
particolare immagine, nota come profilo del DNA. Il test del DNA consiste nel
confronto, effettuato da un analista genetico, tra i profili del DNA tratti da due
campioni di materiale organico: si dice che il test ha dato un risultato positivo
quando l’analista genetico dichiara che i profili concordano, cioè che sono so-
stanzialmente identici. La natura complessa e sofisticata dell’attività interpre-
tativa dell’analista ci permette di considerare il test del DNA come un esempio
di testimonianza interpretativa.34
Supponiamo che il test del DNA venga applicato a due campioni di mate-
riale organico – uno prelevato da una traccia trovata sul luogo del delitto e l’al-
tro dall’imputato –, e che l’analista dichiari che i due profili concordano: in tal
caso parleremo di concordanza dichiarata. La concordanza dichiarata non im-
plica che l’imputato è colpevole. Infatti, la catena inferenziale dalla concor-
danza dichiarata alla colpevolezza è costituita dai seguenti tre passi, ciascuno
dei quali caratterizzato da una buona dose d’incertezza: 
Passo 1. A partire dalla concordanza dichiarata tra i due profili (CD), si deter-
mina la probabilità della concordanza effettiva (CE), cioè la probabilità che
i profili siano davvero sostanzialmente identici.
Passo 2. A partire dalla supposizione che vi sia una concordanza effettiva, si
determina la probabilità che l’imputato sia la fonte della traccia (F).
Passo 3. Infine, a partire dalla supposizione che l’imputato sia la fonte, si de-
termina la probabilità della sua colpevolezza (C).35
Anche se le possibilità di errore insite in ciascuno di questi passi sono note,
non sembra che il significato di tale circostanza sia stato ampiamente compre-
so. Di conseguenza, ancora oggi si tende ad attribuire alla concordanza di-
chiarata lo status di prova inattaccabile, che può in taluni casi condurre alla
virtuale certezza che l’imputato è colpevole. Allo scopo di rimuovere alcuni
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34 Sul test del DNA e le sue applicazioni forensi, si vedano Goodwin, Linacre e Hadi (2007)
e Lucy (2005, capp. 14 e 15). Per una concisa esposizione di carattere divulgativo, è consiglia-
bile la lettura di Gigerenzer (2002, cap 10).
35 Le seguenti pagine possono essere lette come una ricostruzione in termini bayesiani del-
la catena inferenziale descritta da Gigerenzer (2002, pp. 192-204).
comuni fraintendimenti, occorre descrivere con qualche dettaglio la catena in-
ferenziale che conduce dalla concordanza dichiarata alla determinazione della
probabilità dell’ipotesi di colpevolezza.
Possiamo considerare la concordanza dichiarata come un’evidenza indiret-
ta che conferma l’ipotesi di colpevolezza attraverso due anelli intermedi, co-
stituiti dalla concordanza effettiva e dalla fonte, cioè dalla supposizione che
l’imputato sia la fonte della traccia. Le relazioni tra concordanza dichiarata e
colpevolezza possono venire rappresentate dalla seguente Figura 3 – del tutto
simile alla Figura 2 –, nella quale le variabili C ≡ (C,¬C), F ≡ (F,¬F), CE ≡
(CE,¬CE) e CD ≡ (CD,¬CD) indicano, rispettivamente, la colpevolezza, la
fonte, la concordanza effettiva e la concordanza dichiarata:
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C F CE CD
La Figura 3 mostra che CE separa CD da F ed F separa CE da C. Come già
sappiamo, questo implica che varrà anche la seguente relazione di separazio-
ne: F separa CD da C. Possiamo quindi applicare i teoremi (24) e (25) dai qua-
li, fatte le debite sostituzioni, segue che:
(37) p(C|CD) = p(C|F) × p(F|CD) + p(C|¬F) × p(¬F|CD). 
(38) p(F|CD) = p(F|CE) × p(CE|CD) + p(F|¬CE) × p(¬CE|CD). 
Le uguaglianze (37) e (38) mostrano come possiamo determinare p(C|CD), cioè
la probabilità della colpevolezza alla luce della concordanza dichiarata. A tale
scopo occorrerà anzitutto determinare, mediante la (38), i valori di p(F|CD) e
p(¬F|CD) ≡ 1 – p(F|CD); come si vede, tali valori possono venire calcolati sul-
la base delle probabilità p(F|CE), p(F|¬CE) e p(CE|CD). Successivamente si de-
terminerà p(C|CD) mediante la (37), sulla base di p(C|F) e p(C|¬F) e dei valori
di p(F|CD) e p(¬F|CD), precedentemente calcolati mediante la (38). La proce-
dura appena descritta mostra che p(C|CD) può venire determinata sulla base del-
le seguenti cinque probabilità: p(C|F), p(C|¬F), p(F|CE), p(F|¬CE) e p(CE|CD).
A loro volta, tali probabilità possono venire determinate effettuando i tre passi
sopra menzionati della catena inferenziale che va dalla concordanza dichiarata
alla colpevolezza. Tali passi verranno ora illustrati con l’aiuto di alcuni esempi.
FIG. 3: Rete bayesiana con
connessioni seriali
Passo 1. Come determinare la probabilità p(CE|CD) della concordanza effet-
tiva alla luce della concordanza dichiarata. La concordanza dichiarata dall’a-
nalista genetico tra i profili dei due DNA – provenienti l’uno dalla traccia tro-
vata sul luogo del delitto e l’altro dall’imputato –, non conduce alla certezza
che vi sia concordanza effettiva. Infatti, la concordanza dichiarata potrebbe es-
sere il frutto di un errore di laboratorio oppure di un’erronea interpretazione,
da parte dell’analista, della somiglianza tra i profili. Occorre quindi determi-
nare la probabilità p(CE|CD) – o, equivalentemente, la quota o(CE|D) –, da at-
tribuire alla concordanza effettiva alla luce della concordanza dichiarata. Se-
gue dal teorema (15) che o(CE|CD) = o(CE) × cB(CE,CD) – ove cB(CE,CD) ≡
p(CD|CE)/p(CD|¬CE) è il grado di conferma apportato dall’evidenza CD al-
l’ipotesi CE. L’uguaglianza o(CE|CD) = o(CE) × cB(CE,CD) mette in luce una
circostanza molto importante: poiché o(CE|CD) è pari al prodotto di o(CE) e
cB(CE,CD), se la quota iniziale o(CE) attribuita alla concordanza effettiva è
sufficientemente piccola, la quota finale o(CE|CD) può essere piuttosto bassa
anche in presenza di un valore molto elevato di cB(CE,CD), cioè di un risulta-
to di concordanza dichiarata ottenuto sulla base di un test del DNA molto at-
tendibile. Questa possibilità viene illustrata dal seguente esempio.
ESEMPIO 9 – PRIMA PARTE. DOVE SI MOSTRA CHE LA PROBABILITÀ DELLA CON-
CORDANZA EFFETTIVA ALLA LUCE DELLA CONCORDANZA DICHIARATA IN UN TEST
DEL DNA ESTREMAMENTE ATTENDIBILE PUÒ ESSERE MOLTO BASSA. Supponiamo
che, nei test del DNA eseguiti da un certo laboratorio, la concordanza dichiara-
ta venga ottenuta 99 999 volte ogni centomila casi di concordanza effettiva, e
una sola volta ogni centomila casi senza concordanza effettiva. Questo signi-
fica che p(CD|CE) = 0,99999 e p(CD|¬CE) = 0,00001, cioè che il test è estre-
mamente attendibile, dato che cB(CE,CD) ≡ p(CD|CE)/p(CD|¬CE) = 99 999.
Immaginiamo ora che solo un individuo su un milione abbia una concordanza
effettiva con il DNA prelevato dalla traccia, cioè che p(CE) = 0,000001. Ciò si-
gnifica che o(CE) ≡ p(CE)/(1 – p(CE)) = 1/999 999. Ne segue che o(CE|CD)
= o(CE) × cB(CE,CD) è approssimativamente uguale a 0,1 o, equivalentemen-
te, che p(CE|CD) è approssimativamente uguale a 0,091, cioè al 9,1%. Come
si vede la probabilità p(CE|CD) da attribuire alla concordanza effettiva alla lu-
ce di un risultato di concordanza dichiarata, ottenuto con un test del DNA estre-
mamente attendibile, è molto più bassa di quanto ci si potrebbe aspettare e, in
ogni caso, è ben lontana dalla certezza.
Passo 2. Come determinare le probabilità p(F|CE) e p(F|¬CE) dell’ipotesi del-
la fonte alla luce della concordanza effettiva o della sua assenza. La presenza
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di una concordanza effettiva tra i profili dei due DNA non conduce alla certez-
za che l’imputato sia la fonte della traccia. Può darsi, infatti, che due persone
prese a caso abbiano profili uguali e, quindi, che il DNA dell’imputato sia so-
stanzialmente identico a quello prelevato dalla traccia, anche se egli non ne è
la fonte.36 Occorre quindi determinare le probabilità p(F|CE) e p(F|¬CE) – o,
equivalentemente, le quote o(F|CE) e o(F|¬CE) –, dell’ipotesi della fonte alla
luce della concordanza effettiva o della sua assenza. Occupiamoci, anzitutto,
della probabilità p(F|¬CE) che l’imputato sia la fonte in assenza di una con-
cordanza effettiva con la traccia. Appare ragionevole porre p(F|¬CE) = 0 poi-
ché, data l’assenza di concordanza effettiva tra il DNA dell’imputato e quello
della fonte, l’imputato non può essere la fonte. Restano da determinare i valo-
ri di p(F|CE) e o(F|CE). Segue dal teorema di Bayes (9) che o(F|CE) = o(F) ×
p(CE|F)/p(CE|¬F): potremmo quindi determinare o(F|CE) – e quindi anche
p(F|CE) – sulla base di o(F), p(CE|F), e p(CE|¬F). In molti casi, tuttavia, non
vi è alcun bisogno di ricorrere al teorema di Bayes, poiché la probabilità
p(F|CE) può essere determinata mediante una semplice procedura che verrà il-
lustrata nel seguente esempio.
ESEMPIO 9 – SECONDA PARTE. DOVE SI MOSTRA CHE LA PROBABILITÀ DELL’IPOTESI
DELLA FONTE ALLA LUCE CONCORDANZA EFFETTIVA PUÒ ESSERE MOLTO BASSA. Sup-
poniamo che gli investigatori abbiano stabilito che la popolazione delle poten-
ziali fonti – cioè delle persone che avrebbero potuto commettere il delitto e la-
sciare una traccia –, include dieci milioni di membri. Immaginiamo, inoltre, che
gli analisti genetici abbiano stabilito – come si è ipotizzato nella prima parte di
questo esempio –, che solo un individuo su un milione ha una concordanza con
il DNA prelevato dalla traccia. Ciò implica che nella popolazione delle potenzia-
li fonti ci si devono attendere dieci persone che presentano una concordanza ef-
fettiva con la traccia, inclusa la fonte effettiva della traccia. Di conseguenza ogni
membro della popolazione che presenta una concordanza con la traccia potreb-
be esserne la fonte, ma potrebbe anche essere uno dei nove individui che con-
cordano casualmente con la traccia. Ciò significa che, data la concordanza effet-
tiva dell’imputato con la fonte, la probabilità p(F|CE) che l’imputato sia la fon-
te è pari al 10%, cioè a 0,1. Questo esempio mette in luce una circostanza di
grande interesse: se la popolazione delle potenziali fonti è molto vasta, allora il
valore di p(F|CE) può essere sorprendentemente basso.
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36 Qui trascuriamo, per semplicità, la possibilità che l’identità del DNA dipenda dalla con-
sanguineità, per esempio dal fatto che la traccia è stata lasciata da un gemello identico dell’im-
putato.
Passo 3. Come determinare le probabilità p(C|F) e p(C|¬F) dell’ipotesi di col-
pevolezza alla luce della condizione della fonte o della sua assenza. La sup-
posizione che F sia vera, cioè che l’imputato sia la fonte della traccia, non si-
gnifica affatto che sia colpevole: può darsi, infatti, che non abbia commesso il
delitto pur essendo la fonte della traccia. L’imputato potrebbe avere lasciato le
proprie tracce sulla scena del delitto, prima o dopo il delitto, senza esserne
l’autore; oppure il vero colpevole potrebbe avere trasportato intenzionalmente
sulla scena del delitto qualche materiale biologico dell’imputato; infine, qual-
cun altro potrebbe avercelo trasportato, intenzionalmente oppure no.37 Occor-
re quindi determinare le probabilità p(C|F) e p(C|¬F) dell’ipotesi di colpevo-
lezza alla luce della condizione della fonte o della sua assenza. 
ESEMPIO 9 – TERZA PARTE. DOVE SI DETERMINA LA PROBABILITÀ DELLA COLPE-
VOLEZZA ALLA LUCE DELLA CONDIZIONE DELLA FONTE O DELLA SUA ASSENZA. La
valutazione delle probabilità p(C|F) e p(C|¬F) dipenderà, naturalmente, dalle
specifiche caratteristiche del delitto. Tuttavia, in linea generale, si può affer-
mare che, per le considerazioni fatte sopra, occorre attribuire a p(C|F) un va-
lore piuttosto inferiore da 1; a scopo illustrativo, porremo quindi p(C|F) = 0,8.
Per quanto riguarda, invece, p(C|¬F), sembra del tutto naturale attribuire a
p(C|¬F) un valore estremamente basso, approssimativamente uguale a zero; a
scopo illustrativo porremo p(C|¬F) = 0. 
Disponiamo ora di tutti gli elementi per applicare le uguaglianze (37) e (38) e
determinare così, con riferimento all’Esempio 9, la probabilità p(C|CD) della
colpevolezza alla luce della concordanza dichiarata. 
ESEMPIO 9 – QUARTA PARTE. DOVE SI MOSTRA CHE LA PROBABILITÀ DELL’IPOTESI
DI COLPEVOLEZZA ALLA LUCE DELLA CONCORDANZA DICHIARATA IN UN TEST DEL
DNA ESTREMAMENTE ATTENDIBILE PUÒ ESSERE MOLTO BASSA. Nelle prime tre par-
ti di questo esempio abbiamo determinato le seguenti probabilità: p(CE|CD) _~
0,091. p(F|CE) = 0,1, p(F|¬CE) = 0, p(C|F) = 0,8 e p(C|¬F) = 0. A partire dai
valori di p(CE|CD), p(F|CE) e p(F|¬CE) possiamo ora calcolare, applicando
l’uguaglianza (38), i valori di p(F|CD) e p(¬F|CD) i quali sono dati da p(F|CD)
_~ 0,1 × 0,091 + 0 × 0,909 = 0,0091 e p(¬F|CD) ≡ 1 – p(F|CD) _~ 0,9909. Suc-
cessivamente, a partire dai valori di p(C|F) e p(C|¬F) e da quelli, appena cal-
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37 Per esempio, nel caso di O. J. Simpson la difesa riuscì a convincere la giuria che una trac-
cia di sangue – di cui l’imputato era molto probabilmente la fonte – , era stata messa nel luogo
del delitto dalla polizia: cfr. Gigerenzer (2002, p. 192).
colati, di p(F|CD) e p(¬F|CD), possiamo calcolare, applicando l’uguaglianza
(37), il valore di p(C|CD) che è dato da p(C|CD) _~ 0,8 × 0,0091 + 0 × 0,9909
= 0,00728 = 0,728%. Ciò significa che la probabilità p(C|CD) della colpevo-
lezza alla luce della concordanza dichiarata è inferiore all’1%.
Anche se i dati utilizzati nell’Esempio 9 hanno carattere illustrativo, essi non so-
no troppo lontani da quelli che caratterizzano l’applicazione del test del DNA in
molti processi penali. Ciò significa che – con buona pace dei più entusiasti so-
stenitori dell’uso delle prove scientifiche nei processi penali –, in molte applica-
zioni del test del DNA, la probabilità dell’ipotesi di colpevolezza, alla luce della
sola evidenza costituita dalla concordanza dichiarata, è piuttosto bassa. Vale co-
munque la pena notare che nell’Esempio 9 (seconda parte) si era ipotizzato che
i potenziali autori del delitto erano 10 milioni: ciò significa che il valore attri-
buito alla probabilità iniziale p(C) dell’ipotesi di colpevolezza era pari a una su
10 milioni. Di conseguenza la probabilità finale p(C|CD) _~ 1% ottenuta nell’E-
sempio 9 risulta essere all’incirca centomila volte più grande della probabilità
iniziale p(C). L’Esempio 9 ci permette così di trarre un’importante lezione di ca-
rattere generale sull’uso del test del DNA nel processo penale: l’evidenza costi-
tuita dalla concordanza dichiarata ottenuta nel test del DNA può accrescere in mo-
do spettacolare la probabilità dell’ipotesi di colpevolezza senza però essere in
grado – se presa da sola – di portare tale probabilità oltre la soglia necessaria al-
l’emissione di un verdetto di colpevolezza.
In questo contributo abbiamo considerato alcuni interessanti problemi posti
dall’applicazione dell’epistemologia bayesiana della testimonianza all’analisi
della pratica clinica e giudiziaria ma, per motivi di spazio, abbiamo dovuto tra-
scurarne altri non meno interessanti. Ci limitiamo a segnalarne due, che ci pro-
poniamo di affrontare in altra occasione: il primo riguarda la ricerca dei modi
più appropriati per valutare l’attendibilità delle testimonianze (comuni ed
esperte) acquisite nel processo diagnostico e in quello penale;38 il secondo, in-
vece, concerne la ricerca dei modi più appropriati per determinare la probabi-
lità delle ipotesi diagnostiche o ricostruttive alla luce dell’enorme ed eteroge-
nea massa di evidenze, di carattere testimoniale e non, che vengono acquisite
in molti processi diagnostici e penali.39
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38 Per quanto riguarda la valutazione dell’attendibilità delle testimonianze comuni acquisi-
te nel processo penale si vedano Friedman (1987) e Wells e Olsen (2003).
39 Sui modi più appropriati per determinare la probabilità delle ipotesi diagnostiche alla lu-
ce di numerose ed eterogenee informazioni, si veda Sackett et al. (1985); per quanto riguarda,
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