Abstract. Multiagent Partially Observable Markov Decision Processes are a popular model of multiagent systems with uncertainty.
Introduction
Multiagent systems are increasingly being applied to such critical applications as disaster rescues, distributed unmanned air vehicles (UAV), and distributed sensor nets that demand robust, high-performance designs [1, 2, 3] . In these applications, we need to consider the uncertainty arising from various sources such as partial observability, imperfect sensing, etc. Multiagent Partially Observable Markov Decision Processes (Multiagent POMDPs) are emerging as a popular approach for modeling multiagent teamwork in the presence of uncertainty [4, 5, 6] .
In a single-agent POMDP, a policy of an agent is a mapping of an agent's observation history to actions. The goal is to find an optimal policy that gives the highest expected reward. In a Multiagent POMDP, the goal is to find an optimal joint policy of agents. Unfortunately, as shown by Bernstein et al. [7] , the problem of finding an optimal joint policy for a multiagent POMDP is NEXP-Complete if no assumptions are made about the domain conditions. Therefore, a practical policy generation method requires to sacrifice optimality to some extent. Nair et al. [8] propose an algorithm called Joint Equilibrium-based Search for Policy with Nash Equilibrium (JESP-NE) that computes the locally optimal joint policy within a practical runtime. JESP-NE finds a locally optimal joint policy in which each policy is a best response to other policies, i.e., a Nash equilibrium.
One limitation of JESP-NE is that the quality of the obtained joint policy depends on the predefined default policy. Assume that there are agent A and B. We first fix agent A's policy and find the best response of agent B. There is a chance that some observation of agent B has zero probability (with the fixed A's policy). In such a case, JESP-NE simply assigns default policy after observation with zero probability. This part of the policy does not affect the expected reward, since the probability that the part of the policy becomes active is zero. However, after finding the best response of agent B, we fix agent B's policy and find the best response of agent A. In this case, part of B's policy (where the default policy is assigned) can be active, since the policy of agent A will change. If the default policy is quite bad, the best response of agent A might be almost identical to the previous policy, so this part of B's policy remains inactive. As a result, JESP-NE converges to a sub-optimal joint policy, which is far from an optimal joint policy.
In this paper, we propose a method that finds a locally optimal joint policy based on a concept called Trembling-hand Perfect Equilibrium (TPE) [9] . In finding a TPE, we assume that an agent might make a mistake in selecting its action with small probability. Thus an observation that has zero probability in JESP-NE will have non-zero probability. Therefore, we assign a best response policy rather than the default policy in this part. As a result, the JESP-TPE can converge to a better joint policy than JESP-NE. The experimental results show that JESP-TPE outperforms JESP-NE in settings where the default policy is not good enough.
In the rest of this paper, we first show the multiagent POMDP model used in this paper (Section 2). Next we show an illustrative example, i.e., the multiagent tiger problem (Section 3). Then we describe JESP-NE (Section 4) and JESP-TPE (Section 5). Finally, we show the comparison between the JESP-NE and JESP-TPE through experimental evaluations (Section 6).
Model
We follow the Markov Team Decision Problem (MTDP) model [10] as a concrete description of a multiagent POMDP. Given a team of n agents, an MTDP is defined as a tuple: S, A, P, Ω, O, R . S is a finite set of world states {s 1 , s 2 , . . . , s m }. A = Π 1≤i≤n A i , where A 1 , . . . , A n are the sets of actions for agents 1 to n. A joint action is represented as a 1 , . . . , a n . P (s i , a 1 , . . . , a n , s f ), the transition
