Response variability, a fundamental characteristic of behavior, may be in some cases an induced effect of reinforcement schedules. Research on schedule-induced response variability has shown that continuous reinforcement results in less variability than intermittent reinforcement schedules. Studies on the effects of intermittency of reinforcement, periodicity of reinforcement, and type of schedule have resulted in mixed findings. Contingencies have also been arranged to directly influence operant response variability. These include lag reinforcement schedules, differential reinforcement of novel behavior, differential reinforcement of less frequent behavior, and percentile reinforcement schedules. These procedures are discussed in terms of practicality and implications for use in applied settings. Contingencies and treatment packages that indirectly influence response variability are addressed in terms of response allocation, response generalization, and response covariation. Studies on the effects of a variety of other variables on response variability are also reported, such as levels of food deprivation and drugs. Finally, directions for applied research in response variability are suggested.
Response variability, a fundamental characteristic of behavior, may be in some cases an induced effect of reinforcement schedules. Research on schedule-induced response variability has shown that continuous reinforcement results in less variability than intermittent reinforcement schedules. Studies on the effects of intermittency of reinforcement, periodicity of reinforcement, and type of schedule have resulted in mixed findings. Contingencies have also been arranged to directly influence operant response variability. These include lag reinforcement schedules, differential reinforcement of novel behavior, differential reinforcement of less frequent behavior, and percentile reinforcement schedules. These procedures are discussed in terms of practicality and implications for use in applied settings. Contingencies and treatment packages that indirectly influence response variability are addressed in terms of response allocation, response generalization, and response covariation. Studies on the effects of a variety of other variables on response variability are also reported, such as levels of food deprivation and drugs. Finally, directions for applied research in response variability are suggested.
Traditionally, behavioral variability has been considered an intrinsic, uncontrollable characteristic of behavior or a result of unforeseen, uncontrolled variables (Neuringer, 2002) . As a result, the identification of methods to reduce the effects of potential sources of variability has been an important component of much research (Sidman, 1960) . Alternatively, behavioral variability itself has been a recent topic of research and can have important implications, both theoretical and practical. From a theoretical perspective, such research has provided behavior analysts with a basis for the investigation of topics considered to be out of the realm of learning theory, such as creativity and originality (Marr, 2003) . From a practical standpoint, the identification of conditions that lead to, maintain, or decrease response variability should aid in the refinement of existing practices and the development of new procedures that help reduce stereotypy among the clinical population. Such procedures could be used to increase generative language, problem-solving skills, creative play, and normalistic social interactions.
Although a behavior analysis of creative behavior is difficult, it is not new. Maltzman (1960) provided one of the earlier reviews of research in which people were taught "original" behavior. More recently, Shahan and Chase (2002) provided a review of behavioral concepts (e.g., adduction) that influence response variability and discussed how they relate to creativity and language. The concepts included stimulus generalization, conceptual behavior, and verbal operants. Neuringer (2002) provided an in-depth review of various procedures, noted their implications for treatment in applied settings, and discussed the sources of variability. Marr (2003) has recently rebutted traditional criticisms of a behavior analysis of creativity. Page and Neuringer (1985) pointed out that response variability might often be induced effects of procedures such as intermittent reinforcement schedules. As a result, induced response variability must be distinguished from operant response variability. The purpose of the present article is to review research on schedule-induced and reinforced variability in basic and applied settings, and to establish a link between (a) advances in experimental analysis of variability and (b) applied technology for increasing appropriate response variability.
Schedule-Induced Variability
Different reinforcement schedules are associated with a variety of characteristic effects (Ferster & Skinner, 1957) . For example, periodic schedules typically produce a steplike pattern of responding in which a period of nonresponse is followed by a rapid acceleration to a locally high rate, ending in reinforcement. Conversely, aperiodic schedules typically produce steady response rates and patterns. Similarly, continuous reinforcement results in less resistance to extinction than does intermittent reinforcement. Different schedules also produce different degrees of response variability. The following section describes how response variability is influenced by these schedules in terms of the effects of (a) degree of intermittency, (b) periodicity (fixed and variable), and (c) type (ratio and interval).
Reinforcer Density and Intermittency
The effects of reinforcement density are clearest in comparisons of the effects of continuous reinforcement (CRF) with the absence of reinforcement, or extinction, on schedule-induced variability. Numerous studies have shown that CRF reduces variability in a variety of response dimensions. For example, Vogel and Annau (1973) presented pigeons with a 4 × 4 matrix and two response keys. One cell in the matrix was illuminated, and each peck on one key moved the light one cell down, whereas each peck on the other key moved the light one cell to the right. Any six-response sequence consisting of no more than three pecks on each key resulted in movement of the lighted stimulus from the top left cell of the matrix to the bottom right cell, which prompted reinforcement. The study showed that a dominant pattern emerged even though a wide variety of response patterns was initially emitted. The reductive effect of contingent reinforcement on variability of response sequences has been replicated with eight-response sequences in a 5 X 5 matrix with pigeons (Schwartz, 1980, Experiment 1) and with humans, (Schwartz, 1982b, Experiment 1) .
Conversely, the process of extinction induces an initial increase in response variability. For example, Antonitis (1951) investigated the effects of alternating CRF and extinction conditions on the variability of the location of a nose-poking response by rats. The results showed that location variability decreased during each CRF condition. An increase in location variability was observed with the onset of each extinction condition. Furthermore, a lesser degree of response variability was observed with each subsequent CRF phase. Similarly, Eckerman and Lanson (1969, Experiment 1) observed that CRF resulted in a narrow range of different key pecking locations, whereas extinction resulted in an increase in the range and variability of peck locations by pigeons. Notterman (1959) found that variability in the force of lever pressing by rats increased during extinction as opposed to during CRF. Mintz (1972) used a modified fixed-ratio schedule during which a sequence of reinforced responses was followed by a sequence of unreinforced responses. The mean force of rats' lever pressing decreased sharply after the first reinforcement delivery with successively reinforced responses. Conversely, the mean force was increased with each successive nonreinforced response. Mintz's results showed that the standard deviations of the peak force distributions increased as the means of the force magnitudes increased, implying that variability in force increased with extinction and decreased during reinforcement. Margulies (1961) recorded the response duration of rats' lever pressing during free-operant responding, CRF, and extinction. The distribution of response durations of lever pressing by rats became narrower and more stereotyped throughout sessions of CRF. Conversely, the range and distribution of response durations became larger throughout the course of extinction. Schwartz (1980, Experiment 2) investigated the effects of CRF and extinction on eight-response sequences in pigeons' key pecking. He also found that a dominant response emerged during CRF and that sequence variability increased during extinction.
The differences in the schedule effects of CRF and extinction on response variability led to two contrary predictions regarding the effects of intermittency on schedule-induced response variability (Herrnstein, 1961) . One prediction is based on Antonitis's observation (1951) that less variability was observed in later CRF conditions than in early CRF conditions during alternating conditioning and extinction conditions. That is, reconditioning sessions resulted in less variability than would be expected from initial conditioning sessions. From these observations, Herrnstein (1961) proposed that intermittent reinforcement could represent alternating conditions of conditioning and extinction. If so, reinforcer intermittency should be inversely related to response variability. That is, as reinforcement becomes more intermittent, response variability should decrease. Herrnstein (1961) investigated the effects of intermittent reinforcement on schedule-induced variability in the location of pecking by pigeons. During CRF, the most frequently pecked location ranged from 40% to 52% of the total responses. When pecking was reinforced on a variableinterval (VI) 3-min schedule, the location of pecking became even more stereotyped. During this condition, the most frequently pecked location ranged from 78% to 99% of the total responses. Gates and Fixen (1968) reported an investigation similar to those conducted by Antonitis (1951) and Herrnstein (1961) with children with mental retardation. Reinforcement was contingent on responding on any of eight simultaneously available manipulanda. Variability in the location of responding was measured during CRF, a VI 1-min schedule, extinction, and a variable-time (VT) 1min schedule. The researchers found that for most participants, intermittent reinforcement schedules resulted in less variability in response location than did CRF. They also found that extinction conditions resulted in even greater stereotyped responding than did VI reinforcement. Responding was inconsistent during noncontingent reinforcement across participants, but on average, variability in response location was generally lower than that found during CRF.
These studies support the hypothesis that intermittent reinforcement results in less variability than CRF does. It is not surprising that less variability is observed in later conditioning sessions than in early ones. This process is analogous to the reacquisition, or savings, effect in which reversals to CRF that follows extinction conditions results in more rapid reacquisition of the previously conditioned response. In the case of schedule-induced variability, a stereotypic form of the response is more rapidly reacquired in each subsequent conditioning phase. According to Herrnstein (1961) , the delivery of each reinforcer functions as a brief return to a conditioning session, thereby reducing the overall levels of response variability during intermittent reinforcement schedules. This process is one potential mechanism for the effect of intermittent schedules on response variability.
Alternatively, a second prediction based on Antonitis's observations (1951) suggests a positive relation between reinforcer intermittency and variability. Intermittent reinforcement schedules, rather than resembling alternating conditioning and extinction conditions as suggested by Herrnstein (1961) , might more closely resemble extinction relative to CRF. As a result, as reinforcement schedules become increasingly intermittent, an increase in schedule-induced variability would be expected. Ferraro and Branch (1969) replicated Herrnstein and observed that CRF led to less response variability in the location of pigeons' key pecking than a VI 1-min schedule did. The discrepancy between the results of these studies is difficult to account for despite a difference in the reinforcement schedule applied. (For example, Herrnstein used a VI 3-min reinforcement schedule, whereas Ferraro and Branch used a VI 1-min reinforcement schedule.) In addition, Eckerman and Lanson (1969) pointed out that so few responses are reinforced during a VI 3-min reinforcement schedule that it would be surprising for such a schedule to resemble rapidly alternating conditioning and extinction phases more than it would resemble extinction. Eckerman and Lanson (1969, Experiment 3 ) also replicated Herrnstein's procedure with 2 naive pigeons and compared variability of location of pecking during CRF with that during a VI 3-min schedule. Again, a greater amount of variability in response location was observed during the VI 3-min reinforcement than during CRF. Stebbins and Lanson (1962) investigated the effects of intermittent reinforcement schedules on the reaction times of the key-release response by rats. During percentile reinforcement schedules, the median reaction time and the variability in reaction time increased as the probability of reinforcement decreased. These studies support the hypothesis that schedules that closely approximate CRF should result in less variability. In addition, schedule-induced variability should increase as the delivery of reinforcement becomes increasingly intermittent and the schedule more closely approximates extinction. Schoenfeld (1968) posited a two-factor mechanism to account for what had generally been interpreted as an induction effect. Extinction periods that occur during intermittent reinforcement elicit response variability. Longer periods of extinction that occur with increasingly intermittent reinforcement schedules should elicit greater amounts of response variability. The delivery of a scheduled reinforcer in close temporal proximity to response variations that occur during these long extinction periods would increase levels of response variability. As a result, reinforcer intermittency should be positively related with variability. Boren, Moerschbaecher, and Whyte (1978) investigated the effects of fixed-interval (FI) 3.6-s to FI 40-s reinforcement schedules on the variability of response location of lever pressing with 2 rhesus monkeys. As predicted, larger FI values produced greater variability in the location of lever pressing than smaller FI values did. Eckerman and Vreeland (1973) observed the effects of CRF, variable-ratio (VR) 3, and extinction on the location of writing an "X" on a sheet of paper by undergraduates. They found increasing degrees of variability in the location of drawing an "X" when positive feedback was given on CRF, intermittent, and extinction schedules, respectively. Tatham, Winchisen, and Hineline (1993) investigated the effects of a range of fixed-and variable-ratio values on response sequences emitted on two available push buttons by college students. Patterns of sequences consisting of eight total responses were observed during ratio values of 1, 2, 4, and 8. In nearly each case, sequence variability increased as the ratio requirement increased. Also, as predicted by Shoenfeld (1968), the variability observed during fixed-ratio (FR) and VR schedules was nearly equal for each ratio value. These studies demonstrated that variability in response location and response sequences was directly related to reinforcer intermittency. Additionally, Tatham et al. showed that the amount of variability was a function of reinforcer intermittency rather than fixed or variable criteria for reinforcement (i.e., periodicity of reinforcement).
Taken together, these studies demonstrate that intermittency is sufficient to produce a greater amount of variability than CRF, but it is difficult to resolve these findings with those presented by Herrnstein (1961) and by Gates and Fixen (1968) . Aspects of the intermittency hypothesis and the reconditioning hypothesis remain to be tested. For example, the extent to which intermittent reinforcement is analogous to alternating conditioning and extinction conditions may be influenced by characteristics of those conditions. Complex reinforcement schedules can be a useful tool for investigating the effects of a number of factors on variability. For example, according to the reconditioning hypothesis, less variability would be expected during a MIX CRF EXT schedule than a MIX CRF CRF schedule. Additional constraints or variations on either component may be introduced to investigate other factors. These include discriminability (e.g., introducing multiple schedules), component duration, and the absolute or relative ratio, or both, of reinforced responses to nonreinforced responses.
To further test the intermittency hypothesis, future investigations might include greater degrees of intermittency (e.g., reinforcement following every 5 responses as opposed to reinforcement following every 500 responses). According to Schoenfeld (1968) , more variability should be observed if reinforcement immediately follows highly variable responding during the extinction period. Conversely, less variability should be observed if reinforcement immediately follows less variable responding during the extinction period. These and similar investigations regarding the relation between the occurrence of reinforcement and varied (i.e., nontarget) responding during the extinction period also remain to be conducted. These tests of both hypotheses will help provide a better understanding of the mechanisms involved in schedule-induced variability.
Some of the studies reported above indicate that intermittent reinforcement will produce greater amounts of variability than CRF will, but the degree of intermittency is not always related to amount of variability. For example, Eckerman and Lanson (1969, Experiment 2) exposed 3 pigeons to a series of reinforcement schedules to determine the effects of different degrees of intermittency on variability of response location of key pecking. The phases were conducted in the order of CRF, FR 15 s, random interval (RI) 150 s, RI 75 s, RI 30 s, FI 15 s, and CRF. The investigators found higher levels of variability in response location during intermittent than during continuous reinforcement, but there was no consistent relation between the intermittency of the reinforcement schedule and the degree of variability. These results present a potential weakness in Schoenfeld's hypothesis (1968) . Several studies, then, have compared the influence of other factors on variability, such as the effects of fixed and variable criteria for reinforcement and ratio and interval schedules.
Reinforcer Periodicity (Fixed and Variable Schedules)
McCray and Harper (1962) presented kindergarten children with a simple problem-solving situation. Three experimental groups were given a task of pressing a bar that operated a screen, resulting in the presentation of a cartoon. All groups were given training to operate the bar on a CRF schedule. After the baseline rate of bar pressing was stable, responding was reinforced on a CRF schedule for Group 1, an FR 4 schedule for Group 2, and a VR 4 schedule for Group 3. A puzzle box containing four manipulanda was then placed over the bar. The manipulanda consisted of a pump, a chain, a crank, and a doorknob. Operating any of the manipulanda simultaneously operated the bar, which led to the delivery of the cartoon. Stereotyped responding was observed by participants in a control group, Group 1 (CRF), and Group 2 (FR 4). That is, these participants used the same device to operate the bar on all opportunities. In contrast, Group 3 (VR 4) demonstrated a high level of response variability, with all of the participants using at least three of the available devices. Benson, Griffiths, and Griffiths (1963) and Griffiths and Griffiths (1965) used a runway apparatus with a lever at the end for preschool children and for first-grade children, respectively. Groups of children received training to use the apparatus with CRF, FR 4, or VR 4. Four devices, any of which would produce the reinforcer, were available during the test for response variability. As in previous findings, a greater degree of response variability in subsequent tests was found among participants who had undergone training on a VR 4 schedule. Thus, prior experience on a VR schedule was observed to induce a greater degree of variability in behavior.
Schedule Type (Ratio vs. Interval Schedules)
In addition to the effects of different FI values discussed earlier, Boren et al. (1978) investigated the effects of different FR values on responselocation of lever pressing by rhesus monkeys. The values of FI schedules were based on the monkeys' performance during the FR schedules. That is, an interval value was selected such that interreinforcement times would approximate those obtained during responding to the FR schedules. For example, an FI 3.6-s schedule was roughly equivalent to an FR 1 schedule. Thus, the degree of intermittency for each FI value corresponded to the degree of reinforcer intermittency in an FR schedule. If reinforcer intermittency is a determinant of variability, then FR schedules and the corresponding FI schedules should produce similar amounts of variability. Surprisingly, the experimenters observed little variability in the location of responding regardless of the FR value, whereas increasing FI values resulted in greater variability. A high degree of location stereotypy was observed during all FR schedules regardless of intermittency of reinforcement. The experimenters concluded that response variability was a function of the type of reinforcement schedule rather than the degree of reinforcer intermittency.
An Account of the Differential Effects of Schedule Periodicity and Schedule Type
Different reinforcement schedules have different effects on responding. These effects are clearly illustrated in rate and patterns of responding. Similar mechanisms may be responsible for schedule-specific effects on response variability. For example, the rate of reinforcement during ratio schedules is determined by the rate of responding. Thus, higher rates of responding result in higher rates of reinforcement. Similarly, if the degree of stereotypy is positively related to the rate of responding, increasingly stereotyped responding may also be related to the rate of reinforcement. Thus, an organism whose responding is highly stereotyped will emit more total target responses and thereby obtain reinforcers efficiently. An organism whose responding is highly variable will emit fewer target responses, thereby obtaining reinforcers less efficiently. In contrast, the relation between rate of reinforcement and rate of responding is not as consistent during interval schedules. A high rate of responding does not necessarily produce more frequent reinforcement. Thus, highly stereotyped responding may not be differentially reinforced. Boren et al. (1978) posited that observed differences in the variability of response location during FR and FI schedules might be due to inadvertent differential reinforcement of stereotyped responding during FR schedules, which tends not to occur during FI schedules.
Schedule-specific rate patterns may also provide some information regarding the effect of reinforcement periodicity on schedule-induced variability. Fixed reinforcement schedules result in steplike patterns in free-operant responding (i.e., a fixed-ratio break-and-run pattern and a fixed-interval scallop), whereas variable reinforcement schedules result in steadier response rates. The discrimination hypothesis for the partial reinforcement effect posits that fixed reinforcement schedules are more discriminable from extinction than variable reinforcement schedules are (Mowrer & Jones, 1945) . The differential effects of fixed and variable schedules on response rate or patterning may be a result of the organism's discrimination of the reinforcement schedule from extinction. Similarly, this hypothesis would predict greater schedule-induced variability during variable schedules than during fixed schedules. Tatham et al. (1993) did not find differential amounts of schedule-induced variability when comparing equal ratio values of fixed-and variable-ratio schedules. However, a relatively small range of values was investigated, and the effects of other manipulations may have overshadowed small effects.
Summary
The studies reported above indicate that degree of intermittency, the periodicity of reinforcement, and the schedule type may each influence the amount of schedule-induced variability. The majority of studies reviewed suggest that (a) intermittent schedules tend to engender a greater amount of variability than CRF does, (b) variable schedules may engender more variability than fixed schedules do, and (c) amount of variability is not a direct function of degree of intermittency. The extent to which these factors interact with each other and other variables (e.g., discriminability) remains to be answered. Another important conceptual question involves identifying the mechanism for schedule-induced variability. Schoenfeld's intermittency hypothesis (1968) and the discrimination hypothesis (Mowrer & Jones, 1945) both include the operant reinforcement of variability. That is, is nontarget response variability a by-product of the procedures applied or the result of adventitious differential reinforcement? The research that follows illustrates the extent to which response variability can come under schedule and discriminative control.
Direct Reinforcement of Response Variability
Neuringer (2002) pointed out several objections to the notion of reinforcing variability. For example, reinforcement strengthens the response that produces it. Reinforcement of variability should not be possible because variability refers to a property of a response in the context of previous responding rather than a property to which an absolute value can be assigned. However, the notion of reinforcing variability should not be foreign. Skinner (1969) pointed out that reinforcement contingent on a response is actually contingent on the properties of that response that define it as a member of an operant class. Thus, the contingencies define the operant class. In the case of operant variability, it is the contingencies that specify membership of a specific response on one occasion but not on another. Operant variability refers to a dynamic relation among members of a class, rather than a fixed value of any single member. Contingent reinforcement of response variability, if successful, strengthens that dynamic relation rather than the fixed properties of a single response. Schwartz (1980, Experiment 4; 1982a) , however, failed to increase variability in sequences of left and right key pecks by pigeons with contingent reinforcement and concluded that sequence variability in pigeons could not be increased with the use of contingent reinforcement. Page and Neuringer (1985) noted that Schwartz's procedures imposed a number of constraints on responding and postulated that these constraints interfered with changes in response variation. When Page and Neuringer removed these constraints, reinforcement contingent on sequence variability was effective at increasing sequence variability.
In a series of experiments, Page and Neuringer (1985) showed that variability was an operant dimension of behavior. This finding was most clearly demonstrated in a comparison between contingent reinforcement of response variability and yoked, noncontingent reinforcement. The modal response sequence occurred in approximately 50% of the trials during yoked reinforcement and in 4% of the trials when variability was reinforced contingently. This procedure also dissociated the effects of contingent reinforcement and intermittent reinforcement on response variability. Morris (1987) also removed the constraints imposed by Schwartz (1982a) and found that Schwartz's free-operant training procedure might have had detrimental effects on reinforced variability. Morris showed that sequence variability was much lower during a free-operant procedure than during a discrete-response procedure performed with a Lag 2 schedule. During the free-operant procedure, the response keys were continuously available throughout the session, whereas a 2-s time-out period followed each response during the discrete-response procedure.
Morris concluded that while Page and Neuringer (1985) showed that Schwartz's failure to increase sequence response variability (1980 and 1982a) might have been due to the constraint imposed on the sequences, the use of discrete responses might also have been a critical factor. Morris conducted a follow-up study (1989) in which he investigated the effects of the lag value on response variability during free-operant and discrete-response procedures and found that with a variety of lag values, discrete-response procedures always resulted in greater variability than free-operant procedures.
The following section illustrates various contingencies in which response variability is directly reinforced in basic and clinical settings. These include (a) lag reinforcement schedules, (b) reinforcement of least frequent responses, (c) reinforcement of novel responses, and (d) reinforcement of least probable responses.
Lag Reinforcement Schedules
During a lag schedule, a response or response sequence is reinforced if it differs from a specified number of preceding responses. The variability requirement is specified by the parameter of the lag schedule. For example, on a Lag 5 schedule of reinforcement, a response is reinforced if it differs from any response emitted on the previous five opportunities. A lag schedule differentially reinforces nonrecent behavior and has been effective at increasing response variability along several response dimensions in addition to response sequences. For example, Schoenfeld, Harris, and Farmer (1966) increased the variability of interresponse times of rats' lever pressing using a Lag 1 schedule. Delivery of reinforcement was contingent on responses with interresponse times that fell into different experimenter-defined temporal-class intervals. Reinforcement was withheld if the interresponse times of successive bar presses fell into the same class interval. Page and Neuringer (1985) showed that sequence variability of pigeons' key pecking could be increased and maintained on as stringent a reinforcement schedule as Lag 50. Lee, McComas, and Jawor (2002) demonstrated the effects of a Lag 1 schedule on verbal responding to a social question in children with autism. During the period of baseline measurement, reinforcement was contingent on any appropriate vocal response to the social question, "What do you like to do?" During the intervention, a Lag 1 variability requirement was introduced. That is, reinforcement was contingent on an appropriate vocal response that differed from the response emitted on the preceding trial. For 2 of 3 participants, the percentage of trials with varied verbal responding increased during Lag 1 without the need for prompting from the instructor. One participant emitted a total of 20 novel responses (i.e., appropriate vocal responses that had not been emitted in any previous session). Lee and Sturmey (2006) replicated these results with another 2 participants with autism. These studies suggest that invariant vocal behavior in students with autism might be due to contingencies that do not support or require varied responding. Neuringer (1991) investigated the influence of interresponse time on response variability. During a Lag 5 schedule, rats were required to emit a sequence of four bar presses distributed on two available bars. Each response in the sequence initiated a period in which the house light was darkened. Also, a differential reinforcement of other behavior contingency for bar pressing was in effect during the last 0.5 s of the interresponse period, during which a bar press resulted in resetting the interresponse period. Data from a series of experiments showed that as the required interresponse interval increased, (a) sequence variability increased and (b) performance during tasks that required repetition of the same sequence was impaired. As a result, variability might be increased through a combination of direct reinforcement of variability and a reduction in response rate.
Lag reinforcement schedules are limited to the extent that fixed variability requirements may result in stereotyped alternations between certain responses. This behavior has been referred to as a "higher-order stereotypy" (Schwartz, 1982b) . That is, on a Fixed Lag 1 schedule, the variability requirement would be met 100% of the time by alternating between two responses. On a Lag x schedule, a higher-order stereotypy consisting of a repeating pattern of x + 1 responses may emerge. This possibility has been reported (Page & Neuringer, 1985) and has been observed with Lag 1 schedules (Lee et al, 2002; Lee & Sturmey, 2006) . Thus, lag schedules response variability by extinguishing repetition of a response. However, consecutive alternating patterns of responses may be inadvertently reinforced during lag schedules.
Differential Reinforcement of Least Frequent Responses
A second method to increase response variability involves differential reinforcement of responses that occur at a lower frequency than other responses. That is, a frequency distribution of an organism's responding is compiled. Responding that falls below a criterion frequency level is eligible for reinforcement, whereas response that is above the criterion level is ineligible for reinforcement. For example, Blough (1966) described a procedure in which the interresponse times (IRTs) of pigeons' key pecking were measured and categorized into different IRT bins. Responses that terminated IRTs that occurred at the lower frequency were reinforced. As a result, IRTs were distributed in a manner that approximated a random exponential function. Similarly, Bryant and Church (1974) showed that in a concurrent operant arrangement, a higher rate of reinforcement for rats' lever pressing was programmed for switching than for repeating responses (i.e., the least frequent response). A pattern of responding was obtained that would be expected from random choice. In a residential facility for persons with mental retardation, Duker and van Lent (1991) reinforced mands that occurred at a low rate during baseline whereas mands that occurred at a high rate during baseline resulted in extinction. The variety of mands increased throughout the treatment and were maintained at an increased level despite a reversal to baseline conditions. Differential reinforcement of least frequent responding may be an effective procedure for increasing overall response variability, because high-frequency responding is decreased and low-frequency responding is increased. Regular assessment of responding that falls within and outside the frequency criterion will require the organism to distribute responding relatively equally. Ultimately, the frequency distribution of responses should flatten. Depending on a number of factors, however, the effects of this schedule on overall variability may be more evident on a broader scale (e.g., over days or weeks) rather than a smaller scale (e.g., minutes or hours). For example, a low-frequency response may be emitted repetitively until it exceeds the frequency criterion for reinforcement. The organism will be required to switch to another low-frequency response, which, for a time, can be emitted repetitively. Again, this behavior may be considered a form of higher-order stereotypy, since overall variability may increase but repetitive alternations may be shaped.
Differential Reinforcement of "Novel" Responding
A third method to increase response variability involves contingencies during which reinforcement is delivered for responses that meet some criterion of novelty. Definitions of novelty have included responding that (a) has not been previously reinforced in any previous session, (b) has not been emitted in any previous session, and (c) has not been emitted within a session. These contingencies require the organism to continually emit new responses within or across sessions to obtain reinforcement. For example, Pryor, Haag, and O'Reilly (1969) provided reinforcement contingent on a response that had not already been reinforced in any previous session for each of 2 porpoises. Prior to each session, a novel response was identified and required for reinforcement. As a result, porpoises began to emit responses that had not been observed in any previous session and that were considered atypical for that species as training sessions progressed.
Similar contingencies have also been applied to human populations in applied settings. Goetz and Baer (1973) reinforced the building of forms that had not yet been emitted within block-building sessions by preschoolers. Here, the first appearance of a constructed form resulted in reinforcement, even if that form had been constructed in a previous session. In contrast, form diversity decreased when reinforcement was made contingent on constructing only previously made forms. The cumulative number of novel forms increased only during conditions in which reinforcement was contingent on the occurrence of form diversity. Lalli, Zanolli, and Wohn (1994) also reported an increase in novel, untrained topographies of toy play that followed brief periods of reinforcement for previously unseen topographies that were then placed on extinction. Pryor et al. (1969) targeted novel behavior within and across sessions, whereas Goetz and Baer targeted novel behavior within sessions. Despite this difference, Goetz and Baer continued to observe an increase in the number of novel forms across sessions.
The organism is explicitly required to emit previously unseen behavior when novelty is considered in the context of responding across sessions (Pryor et al., 1969; Lalli et al., 1994) . When considered within the context of within-session responses (Goetz & Baer, 1973) , this contingency differentially reinforces nonrecent behavior in a way similar to a lag schedule, with recent behavior defined as any response already emitted within the current session. Nevertheless, each study showed an increase in previously unseen, untrained forms of behavior, despite differences in the definition of novelty. As a result, this procedure may have important implications for clinical use and increasing novel behavior. However, important practical limitations must also be considered. For example, withholding reinforcement until a novel response is emitted may result in prolonged periods of nonreinforcement with populations where the emergence of novel behavior may be problematic (e.g., individuals with autism).
Percentile Reinforcement Schedules
A fifth method to increase response variability has been to use percentile reinforcement schedules. As in frequency-depending reinforcement, a criterion response is defined in terms of an organism's response distribution. Instead of frequency, however, a percentile reinforcement schedule specifies the degree of variability that is required for reinforcement to be delivered. For example, a response may be given a variability score based on when that response was last observed (e.g., number of trials). The greater the number of trials since the response was last emitted, the greater the variability score. Machado (1989) used a percentile reinforcement schedule to investigate the independent effects of the variability requirement of the reinforcement contingency and the probability of reinforcement on sequence variability with pigeons. Thus, Machado independently manipulated the variability requirement and the overall density of reinforcement. He found that levels of variability corresponded to the variability requirement, even when the overall density of reinforcement remained constant. Conversely, levels of variability were not related to the probability of reinforcement when the variability requirement remained constant. In an arrangement similar to those used in basic studies, Miller and Neuringer (2000) also used percentile reinforcement schedules to increase sequence variability in a computer game played by students with autism.
Percentile reinforcement schedules permit the effects of reinforcement density to be dissociated from the effects of the variability contingency.
As a result, such schedules constitute a useful tool for the investigation of basic questions.
Summary
Studies in which the delivery of reinforcement is contingent on response variability have shown that variability is an operant. The types of schedules that have been used involve defining a criterion response based on a sample of an organism's past behavior. That sample may range from the most recent responses, such as in a Lag 1 schedule, to all the responses that have been emitted during observations, such as in reinforcement of novel responding. Reinforcement is contingent on variability along a specified dimension (e.g., topography, duration) from the sample of previous behavior. On a lag schedule, eligibility for reinforcement is determined by whether a response or sequence is a member of a set of recent responses. The degree of recency is specified in the lag value. Thus, only responses that fall within the lag value are monitored. The greater the lag value, the greater the set of responses that are ineligible for reinforcement. Conversely, frequency-dependent and percentile reinforcement schedules require constant monitoring and tracking of all the responses that are emitted by the organism to determine responses that meet the criteria for reinforcement. Thus, lag schedules may have more uses in applied settings. Frequency-dependent and percentile reinforcement schedules may also have useful clinical applications (e.g., Galbicka, 1994) , but the extent to which they will affect practice remains to be determined.
Other Factors That Influence Response Variability
Other factors that indirectly influence the effectiveness of contingent reinforcement on response variability include food deprivation, gender, drugs, and response topography. For example, Elliot (1932) investigated different degrees of food deprivation on the variability of choice of arms in a maze-running task with rats. He reported some evidence to support a positive relation between response variability and levels of food deprivation. Similarly, Conrad, Sidman, and Herrnstein (1958) found that within-session variability in interresponse times decreased as food deprivation decreased. McSweeney (1974) investigated the relation between body weight and response variability in response rates during concurrent VI 4-min and VI 1-min schedules in pigeons maintained at different percentages of their free-feeding weights. The researcher found that variability in response rates increased as body weight increased. Neuringer and Huntley (1991) examined the interaction among gender, age, and reinforcement contingency and their effects on response variability. Sequence variability was negatively correlated with age. Variability, however, was not correlated with the gender of the animal. Hunziker, Saldana, and Neuringer (1996) compared the degree of sequence variability between spontaneously hypertensive rats and Wistar-Kyoto rats after rearing the rats in either enriched or impoverished environments. They found that rearing environment did not have a significant effect on response variability during FR 4, Lag 4, or a reinforcement schedule that was yoked to the Lag 4 contingency, regardless of strain. Although sequence variability increased during Lag 4 for all rats, spontaneously hypertensive rats emitted greater sequence variability during baseline conditions than Wistar-Kyoto rats did. Thus, strain was correlated with different degrees of baseline variability. These results are of particular applied interest in that Hunziker et al. sought to investigate the effects of rearing environment on behavioral variability in terms of providing an animal model for the effects of enriched and impoverished environments on behavioral variability in persons with attention deficit-hyperactivity disorder.
A number of investigators have studied the effects of various substances on reinforced variability. McElroy and Neuringer (1990) reported that alcohol may lead to increases in both response variability and response stereotypy. They administered alcohol to 2 groups of animals, 1 of which was given training to perform a task requiring sequence variability; the other was given training to perform a task requiring sequence repetition. After injections of ethanol were administered to both groups, the performance of the group required to emit sequence repetition was impaired. The performance of the group required to emit sequence variations was unaffected. The impaired performance of the repetition group was not due to the repetition of an incorrect sequence. An analysis of the conditional probabilities of a correct response at each position of the response sequence showed that responding was at near chance levels. Thus, errors were made at each position in the response sequence. Cohen, Neuringer, and Rhodes (1990) replicated the detrimental effects of ethanol on response repetition. Morgan and Neuringer (1990) showed that the topography of the target response or responses could also affect response variability. Sequences of four responses of lever pressing, key pushing, and wire pulling by rats were compared during a Lag 5 schedule and a self-yoked schedule. Changes in the response topography were systematically related to increases in response variability. The greatest to least amount of variability was observed during lever pressing, key pushing, and wire pulling, respectively. This relation was consistent whether reinforcement was contingent or not contingent on response variability.
These studies indicate that a wide variety of factors can influence the effects of contingencies and procedures that directly or indirectly target response variability. Variables studied in these basic arrangements have important implications for applied work. These include but are not restricted to the type and amount of medication, food deprivation, speed of responding, and topography of the target response or responses.
Discriminative Control of Response Variability
The studies reported above have generally encompassed investigations related to the control of response variability with contingencies, thereby supporting variability as an operant dimension. Additional support is provided by demonstrations that response variability can come under discriminative control. Page and Neuringer (1985, Experiment 6) investigated the effects of discrimination training in a multiple schedule for varied and repetitive responding. In the Vary component (V), blue key lights signaled reinforcement for variable response sequences on a Lag 5 schedule. In the Repeat component (R), red key lights signaled reinforcement for repetition of an arbitrarily selected sequence on a continuous schedule. Pigeons responded variably during the V component and repetitively during the R component. When the functions of the stimuli were reversed (i.e., blue key lights signaling reinforcement of repetitive sequences and red key lights signaling reinforcement of variable sequences), the levels of variability correlated with the colors of the light also were reversed. Denney and Neuringer (2002) incorporated compound stimuli in which the presence of a house light and the absence of a tone occasioned reinforcement for sequences that were emitted less than 9% of the time. In contrast, a continuous tone and the absence of the house light occasioned reinforcement for the same percentage of reinforced sequences in the previous vary component but not contingently on sequence variability. Variability was almost always greater during the vary component than during the yoked component. Discriminative control of response variability was indicated by the greatest difference in levels of response variability immediately after the onset of the discriminative stimuli (i.e., before consequences were delivered for responding). When all discriminative stimuli were removed (i.e., a mixed rather than a multiple schedule), difference in levels of response variability disappeared between components.
The discriminative control of response variability has a variety of applications to skills that can be difficult to teach, including game playing, problem solving, and social skills For example, variable responding can be appropriate when you are locked out of your house, are interacting with a close friend, or are engaging in competitive sports (e.g., Harding, Wacker, Berg, Rick, & Lee, 2004) . Conversely, research on the discriminative control of response variability will help determine those situations in which less response variability is desirable. These include self-care skills (e.g., caring for an injury), safety precautions (e.g., crossing the street), and vocational and academics tasks (e.g., specific work tasks, reading, math computation). Lee et al. (2002) provided data on the generalization of varied responding of a social question to different settings and therapists. During these generalization sessions, reinforcement was contingent on appropriate responding to a social question and varied responding was not required. The researchers found that varied responding generalized to different settings and therapists for 2 participants only when the Lag 1 schedule was present during the training sessions. They suggested that the social question presented to the participants signaled the schedule in effect during training and that varied responding continued to occur during generalization conditions even in the absence of that schedule.
Stimulus Generalization of Response Variability

Procedures That Indirectly Influence Operant Variability
Increasing Behavioral Repertoires: Response Allocation, Response Generalization, and Contingency Adduction
Repetitive behavior observed in persons with developmental disabilities and in infants may be due to restricted behavioral repertoires. For example, one person might always answer questions in the same way because it is the only answer that she or he has learned. As a result, a primary focus of applied behavior analysis is to teach new skills and transfer the control and maintenance of those skills to naturally occurring contingencies and events. As more skills are acquired, more naturally occurring reinforcement contingencies should be contacted. That is, as a greater number of response variants contact reinforcement, that individual's behavior should become more variable. Thus, variability in the patterns in behavior of organisms may be partially accounted for by mechanisms that determine response allocation (e.g., relative rate of reinforcement and the matching law). Similarly, acquisition of certain responses might result in collateral increases in other similar responses without direct reinforcement (e.g., response generalization). Changes in one behavior may result in correlated changes in the occurrence of members of separate response classes (e.g., response covariation). Lastly, responses trained to fluency may combine in novel ways in the presence of new stimulus combinations (e.g., contingency adduction). A few examples are described below.
Communication Training
For some individuals, acquisition of new skills and contact with naturally occurring contingencies of reinforcement are sufficient to increase their behavioral variability to levels comparable to that of nondisabled peers. For example, Lovaas (1987) reported that with intensive behavioral therapy, up to 47% of a treatment group achieved apparently average intellectual, social, and educational functioning. Anecdotally and on the basis of psychometric measures, these participants were described as exhibiting behavior that was indistinguishable from another typically developing peer. Although direct measures of behavioral variability were not reported, it is plausible that response variability increased to a typical level and was maintained by the natural environment for some of these participants. Derby et al. (1997) observed increases in appropriate collateral behaviors after functional communication training with 4 children with developmental delays or mental retardation, or both, and proposed an explanation that is concordant with this conceptualization. Typically, functional communication training involves teaching a functionally equivalent communicative alternative to replace aberrant behavior. Derby et al. showed that after the establishment of a mand that was functionally equivalent to each participant's aberrant behavior, aberrant behavior decreased and manding increased. Increases in appropriate collateral behavior, defined as responses not targeted for intervention but related to interactions with parents, were also observed. For example, acquisition of a mand for preferred toys resulted in an increase in the variety of toy play topographies that had not been previously observed with 1 participant. When additional mand training was provided, the investigators observed increases in new toy play topographies. They observed increases in both new play and social responses for all of the 4 participants. The experimenters suggested that as aberrant behavior decreased and appropriate manding increased, other forms of appropriate responding also contacted reinforcement. Presumably, a greater overall density of reinforcement was also available as a result of more frequent appropriate behavior. Thus, as a wider range of responses was reinforced, a greater variety of responding was observed. In addition, it is plausible that as new forms of appropriate behavior were emitted, this novel appropriate behavior was reinforced. Over time, the frequency of reinforcement might decrease or stop, approximating extinction, and new but similar behavior might be emitted under these conditions. This phenomenon might represent an arrangement similar to the treatment reported by Lalli et al. (1994) , in which increases in novel, untrained forms of toy play were observed during extinction periods that followed brief reinforcement periods of reinforcement for each new topography. Carr and Kologinsky (1983, Experiment 1) observed an increase in the variety of mands emitted by participants after mands training. During training, 3 participants with autism were taught to emit 10 different signs to receive access to preferred tangibles. Imitative models and physical prompts were present at the start of training and faded until the signs were emitted independently in the presence of the adult. During maintenance, reinforcement was available for mands for any of 10 different tangibles. Each participant emitted up to a maximum of 10 different mands throughout the maintenance component, and manding was inversely correlated with repetitive behavior. That is, the rate and variety of manding increased when manding was reinforced during the maintenance component. In contrast, the rate and variety of manding decreased and the rate of repetitive behavior (e.g., rocking and stereotyped gazing) increased during baseline and reversal conditions when manding was not reinforced.
Script Fading
Scripting procedures have been shown to be effective at increasing conversational skills among students with developmental disabilities. Krantz and McClannahan (1993) reported that after participants were taught to follow a scripted interaction, the script was systematically faded. Throughout the fading process, unscripted interactions or statements increased. Unscripted statements consisted of recombined elements of the scripted statements or the use of new or different nouns, verbs, or both in the scripted statements. In a follow-up study, Krantz and McClannahan (1998) employed scripting procedures with beginning readers. Again, they observed an increase in elaborative statements after the introduction and fading of the script from zero or near-zero levels during the baseline measurement period. Although these studies did not target or directly measure response variability, the results imply an increase in participants' generative language similar to observations of contingency adduction in verbal behavior and academic programs with students (Layng, 2004) and in basic arrangements with pigeons (Adronis, Layng, & Goldiamond, 1997) .
Pivotal Response Training
Pivotal response training is the training of certain responses that result in changes in other nontargeted behavior. For example, Derby et al. (1997) found the effects of manding on collateral behavior to be consistent with the definition of pivotal responses. That is, after participants were trained to emit mands for preferences, other prosocial behavior increased. Similarly, Koegel and Frea (1993) found that training on one topography of social communicative behavior resulted in an increase in other forms of appropriate social communicative behavior. For example, after training to emit gestures and mannerisms appropriate to a conversational topic, 1 participant demonstrated an untrained increase in appropriate speaking volume. Koegel and Frea also reported similar results for 2 other participants. They suggested that these topographically different responses were members of a larger response class of social behaviors. Pierce and Schreibman (1995) found that peer-implemented training procedures targeting social behaviors also resulted in increases in joint attention, even though the latter was not targeted for intervention. Although it is unclear whether the collateral responses seen by Derby et al. (1997) were members of the same response class, one possible mechanism for the effects of mand training on collateral behavior, as shown with pivotal response training, is response generalization.
Pivotal response training studies suggest that response class characteristics, such as the number of members in a class, would influence response variability as a result of contingencies that target response variability or contingencies that indirectly influence response variability. Day and Horner (1989) reported that one factor that influences the extent of variability within a response class is the characteristics of the trained response. They showed that initial training of a vocational task (e.g., pouring liquid from a pitcher into a receptacle) consisting of only "easy" variations of the response resulted in impaired performance when a wide range of variability was later required. Conversely, later performance improved when initial training consisted of the entire range of variations of the response. They suggested that training on a small subset of variations resulted in the formation of a narrow response class that failed to meet stricter response requirements in later tasks. Thus, general case instruction should provide sets of examples that sample a range of stimulus situations and response demands.
Response Covariation
Research conducted in the area of response covariation is also relevant here. Response covariation refers to cases in which systematic increases in one response also result in systematic changes in nontargeted responses. For example, Parrish, Cataldo, Kolko, Neef, and Egel (1986) showed that a decrease in aberrant behavior was correlated to the reinforcement of compliance, despite no change in the contingencies for aberrant behavior. Additionally, reversal conditions resulting in decreases in compliance were correlated with increases in aberrant behavior. These findings suggest that certain responses or response classes may be inversely or directly related to each. An inverse relation might reflect topographically or functionally competing classes. A direct relation might reflect comembership in a class, perhaps a larger, "higher-order" response class.
Research in response covariation suggests that the amount of variability that occurs in one response dimension or class may influence the amount of variability that occurs in another response dimension or class. With direct relations, increasing response variability in one response class will result in increases in response variability for other response classes. Inverse relations indicate that increases in response variability in one response result in decreases in variability in other responses
Summary
As seen in functional communication training, pivotal response training, and script fading procedures, interventions directed at one or a few responses resulted in changes in other responses and may influence the overall variability in the behavior of individuals. The mechanisms by which this phenomenon occurs include reallocation of responding after skill acquisition, response generalization, response covariation, and adduction. Increased understanding of the extent to which these mechanisms are responsible for changes in behavioral variability, how they interact, how they are influenced, and how they are different is important for guiding the development of individualized treatment packages. However, for some persons with developmental disabilities, skill acquisition may not be sufficient to increase their overall behavioral variability or to bring behavioral variability under appropriate stimulus control. It will be necessary to conduct specific training to change behavioral variability among certain response classes and to establish discriminative control of variability with the appropriate conditions.
Findings from the experimental analysis of behavior illustrate that variability is an operant dimension. Numerous applications demonstrate the feasibility of increasing behavioral variability in applied contexts through direct reinforcement, and as that literature continues to grow, the most effective procedures will be shaped and selected. The direct reinforcement of variability or novelty can be accomplished through a variety of means. Reinforcement of novel responses might be effective at increasing previously unseen behavior but might inadvertently extinguish otherwise appropriate forms of behavior. These problems may be addressed through the use of lag reinforcement schedules, during which response variability can be increased and numerous responses can be reinforced and maintained as long as the variability requirement is fulfilled.
One possible limitation of the lag schedule, however, is that the minimal amount of variability that is needed to fulfill the schedule requirement may occur. A stereotyped pattern of responding might emerge that would maximize reinforcement. For example, on a Lag 1 schedule, consistent alternation of two responses would result in 100% of the available reinforcers (e.g., R 1 -R 2 -R 1 -R 2 ). Similarly, on a Lag 5 schedule, a consistent pattern of five different responses would result in obtaining all available reinforcers (e.g., a repeating pattern of R 1 -R 2 -R 3 -R 4 -R 5 ). It is also possible that emerging patterns would be not maximally efficient but potentially less effortful under some lag requirements. For example, one might emit a repeating pattern of R 1 -R 1 -R 1 -R 2 on a Lag 3 schedule. Such a pattern would not maximize reinforcement but might result in a greater frequency of reinforcement than certain other variations among four different responses (Schoenfeld et al., 1966; Lee et al., 2002) . The emergence of such repeated patterns of responding has been referred to as a "higher-order" stereotypy (Schwartz, 1982b) . Although Page and Neuringer (1985) showed that variability in key peck sequences could be maintained during as stringent a variability requirement as a Lag 50, similar performance during particular tasks (e.g., responding to open-ended questions) with strict variability requirements might be difficult to achieve with persons with developmental disabilities. In these cases, relatively limited behavioral repertoires or restricted stimulus control over responding, or both, might be critical factors that prevent sufficient variation.
In Lee et al.'s 2002 study, the social question was presented in successive trials. The development of an alternating pattern of responding that was seen for 1 participant might be the result of a chaining process. That is, during a Lag 1 schedule, reinforcement for R 1 may function as a discriminative stimulus for R 2 on the following trial. Similarly, reinforcement for R 2 may function as a discriminative stimulus for R 1 on the following trial. The development of an alternating pattern during fixed lag schedules may be similar to the effects of training protocols found in studies on serial reversal learning (Williams, 1976) . During serial reversal learning, the participants are trained to criterion on a simple discrimination task. During reversal learning, the response contingencies are reversed so that emission of the previously reinforced response is extinguished. The alternating pattern may result from simple discrimination of the contingencies followed by formation of a learning set, where reversals are more rapidly acquired. In the case of alternation during a Fixed Lag 1 schedule, these reversals occur on consecutive trials.
Future research should investigate the effects of inserting different stimuli or tasks after each trial to investigate the hypothesis that variability obtained in Lag 1 procedures is a result of a chaining process. For example, this work might take the form of presenting different vocal stimuli, such as elaborative comments or questions after each trial. In addition to potentially disrupting the chaining process, such a procedure would embed variable responding in the context of appropriate conversation. Alternatively, variability training on multiple response classes might be conducted simultaneously. Thus, trials of responding to questions or statements about preferences might be randomized with questions or statements regarding recent activities. This type of trial might inhibit the development of stereotyped alternations among a set of responses while increasing the social validity of the training procedure by increasing appropriate conversational skills. This theory remains to be demonstrated with persons with autism, who often need training in certain skills in isolation prior to generalization and maintenance of those skills to naturalistic contexts. Lee et al. (2002) proposed another promising avenue of research to address this limitation of lag schedules. As discussed above, higher-order stereotypies might develop during lag schedules where the variability requirement remains constant, that is, a fixed lag. Inadvertent chaining of a few responses would be less likely if the lag value were to vary with each new trial (i.e., a variable lag). For example, the lag value might vary between 1 and 3 on a Variable Lag 2 schedule. As a result, consequences for any single response would be less likely to predictably signal reinforcement for another specific response. The use of variable lag schedules might be a relatively simple approach to avoid inadvertently shaping higher-order stereotypies or as a possible strategy to disrupt already established higher-order stereotypies.
Contingencies such as those arranged in percentile reinforcement schedules seem to avoid the difficulty of inadvertently reinforcing repeating patterns of responses. The clinical ease of arranging percentile reinforcement schedules, however, remains to be determined. It may be impractical for practitioners to consistently update criterion responses based on an individual's recent performance. Galbicka (1994) , however, provided an argument for the use of percentile reinforcement schedules in applied settings particularly for the purposes of standardizing shaping procedures while maintaining sensitivity to in vivo response changes. Miller and Neuringer (2000) also pointed out that the use of contingencies similar to percentile reinforcement schedules (Duker & van Lent, 1991) might be arranged easily in clinical settings. As with fixed and variable lag schedules, this research remains to be conducted. Measures should be obtained on the rate of acquisition of varied responding, the possibility of adverse effects on the target and other nontarget behavior of the learner, acceptability of the procedures, the efficiency of different procedures, and measures of generalization and maintenance of behavior change. Neuringer (2002) provided one description of variability as a dimension from repetition to random behavior. Although increasing the range and variety of behavior by persons with developmental disabilities is an important goal, random or near-random behavior could conceivably be as undesirable and inappropriate under many situations as would invariant behavior under those same situations. For example, people emit a wide range of vocal statements, body postures, changes in tones and volume, and gestures when interacting with peers. Thus, a great deal of behavioral variability might be considered appropriate and appealing. At one extreme, however, the person who emits too much behavioral variability might be considered weird or strange. On the other extreme of the continuum, however, the person who is very rigid in his or her interactive behavior (i.e., who speaks in a monotonic voice or who always speaks about the same topics) is likely to be viewed as boring or dull. Although increasing response variability is important, how much it should be increased remains to be answered.
Conclusions
Research in response variability has provided a model for the development of a body of knowledge, beginning with the investigation of the basic effects of reinforcement schedules on variability and leading to an understanding of variability as an operant and, finally, the application of theory to social and clinical populations. In the present article, the studies reviewed cover a wide scope to illustrate these developments. The following conclusions are made: (a) schedule-induced and schedule-specific effects on variability may be a form of operant conditioning (Schoenfeld, 1968) , (b) variability may be controlled with its consequences, (c) variability may come under discriminative control, (d) a variety of factors other than direct contingencies will also result in changes in the overall behavioral variability of an organism, and (e) a variety of procedures have been shown to be effective at increasing response variability in basic and applied settings. If future investigations follow an appropriately invariant model set by the existing literature, the reciprocity between basic and applied settings is likely to increase our understanding, refine the procedural technology, and facilitate positive change in populations with need in regard to behavioral variability.
