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RÉSUMÉ Ce dossier présente le nouveau superordinateur de Météo-France et 
quelques exemples d'utilisation de ces moyens supplémentaires pour la pré-
vision numérique du temps et la recherche en météorologie et sur le climat. 
ABSTRACT The new Météo-France supercomputer is described. Some examples 
are given of the use of the increased power for numerical weather prédiction 
and researeh on meteorology and climate. 
Météo-France a accru sa puissance de calcul grâce à l'installation, en août 
1993 à Toulouse, d 'un des plus puissants supercalculateurs vectoriels du 
moment, le Cray C98. Le but est de répondre aux besoins toujours plus impor-
tants de la simulation numérique au service de la prévision du temps et de la 
recherche (en particulier pour l'étude du climat et la simulation à haute résolution 
des phénomènes météorologiques). Le prédécesseur du C98, le Cray 2, reste dis-
ponible au centre de calcul oit il est consacré entièrement à la recherche sur le 
climat. 
LE NOUVEAU 
CRAY C98 
Quatre fois plus puissant que le Cray 2, le Cray C98 est un multiprocesseur 
vectoriel à mémoire partagée. C'est-à-dire qu'il permet de gérer les calculs en paral-
lèle, et donc avec une vitesse accrue. Dans sa version actuelle, le Cray C98 de 
Météo-France comprend quatre processeurs. Chaque processeur possède une puis-
sance de calcul d'un milliard d'opéradons flottantes par seconde. Le C98 possède 
une mémoire principale de deux giga-octets, une mémoire auxiliaire de quatre giga-
octets et un sous-système de gestion des entrées-sorties. Sa puissance de calcul 
actuelle est de quatre milliards d'opérations par seconde. Dans sa version complète, 
le Cray C98 peut intégrer huit processeurs. Sa mémoire principale peut atteindre 
quatre giga-octets et sa mémoire secondaire seize giga-octets. Son sous-système 
d'entrées-sorties peut gérer des débits d'information de plus de dix milliards 
d'octets par seconde. L'acquisition de nouveaux processeurs est prévue en 1995. 
Dans la salle informatique du centre de calcul de Toulouse, spécialement 
réservée aux supercalculateurs, la différence de technologie entre les deux 
machines, distantes de seulement quelques mètres, apparaît immédiatement. Le 
Cray C98 n'a pas l'allure futuriste du Cray 2 et son aspect sobre, pour ne pas dire 
austère, ne laisse absolument pas présumer de ses performances. La technologie 
diffère en particulier sur le système de refroidissement : alors que le Cray 2 doit 
son aspect distinctif au fait que tous ses circuits baignent en permanence dans le 
«fluor-inert», liquide de refroidissement spécial (lui-même refroidi par de l'eau 
glacée), le Cray C98 canalise ce liquide à l'intérieur même des cartes mémoires, 
ce qui explique son allure d'armoire électronique classique. 
Le Cray C98 est relié aux autres calculateurs par un hypercanal (liaison à 
très haut débit). Dans ce centre de calcul, le stockage des résultats numériques 
s'effectue dans un système d'archivage qui permet leur exploitation par les pré-
visionnistes et les chercheurs. 
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Salle des superordinateurs du centre de calcul 
de Météo-France à Toulouse. Au premier plan 
le Cray 2, au fond à gauche le Cray C98. 
(Photo Météo-France, J.-M. Destruel) 
UN PEU D'HISTOIRE Ce n'est que vers la fin des années soixante que la Météorologie nationale 
s'est engagée de façon opérationnelle dans la prévision numérique du temps. 
Cette époque coïncide avec l'apparition sur le marché des premiers ordinateurs 
scientifiques rapides. Certes, au cours des années précédentes, des recherches en 
prévision numérique avaient déjà été entreprises sur des calculateurs plus ou 
moins prototypes (Pônc, 1993), mais seule l'émergence de systèmes industriels 
permettait de progresser sur cette voie avec des chances raisonnables de succès. 
L'essentiel de l'amélioration des prévisions est imputable à la qualité accrue des 
modèles numériques, qui simulent de façon de plus en plus réaliste l'évolution de 
l'atmosphère, à partir d'un état initial déterminé grâce aux observations effec-
tuées en permanence par les services météorologiques du monde entier (Rochas 
et Javelle, 1993). Mais cette amélioration est inséparable de la disponibilité de 
calculateurs dont la puissance ne cesse de croître. 
En effet, la représentation de l'atmosphère à une échelle plus fine et une 
meilleure prise en compte des observations sont des ingrédients nécessaires pour 
améliorer les prévisions météorologiques. Ces progrès nécessitent toujours plus de 
calculs, et donc des ordinateurs toujours plus rapides. Et cela d'autant que les résul-
tats doivent être disponibles très vite, sous peine de voir la réalité devancer la pré-
vision. Les prévisionnistes chargés d'élaborer les prévisions finales destinées aux 
divers utilisateurs doivent respecter de très strictes contraintes horaires ; ils ont 
donc besoin de recevoir le plus rapidement possible les prévisions numériques 
qu'ils sont chargés de valider et d'interpréter. Par ailleurs, ces prévisions doivent 
être réactualisées fréquemment pour tenir compte des observations récentes. 
L'année 1960 fut le point de départ d'une suite de cycles oîi l'industrie du 
calcul scientifique, d'une part, et la modélisation numérique, d'autre part, ont 
accumulé des progrès patients. Chaque cycle est marqué par l'introduction d'un 
nouvel ordinateur, à un rythme oti la puissance de calcul est multipliée par trois à 
quatre. Environ tous les cinq ans, le même scénario se reproduit. Alors que débute 
l'exploitation opérationnelle du modèle numérique développé au cours du cycle 
précédent, ses imperfections apparaissent déjà. Dans le même temps, un pro-
gramme de recherche est en marche afin de surmonter ces imperfections. 
Parallèlement, se développent les évolutions technologiques informatiques 
capables de mettre en œuvre le nouveau modèle numérique. 
D'un cycle à l'autre, les progrès peuvent sembler modestes, tant du point 
de vue de la technologie du calcul que de celui de la modélisation numérique. 
Aujourd'hui pourtant, au lendemain de l'installation du Cray C98, le recul 
permet de les mesurer. 
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Puissance relative des ordinateurs 
(écheUe logari thmique) 
Fig. 1 - Évolution de la puissance des ordinateurs utilisés 
en France pour la prévision nunnérique. Le point de com-
paraison est le Cray 1 (valeur fixée à 1). L'échelle est 
logarithmique. Il s'agit d'estimations de la puissance effi-
cace, inférieures aux chiffres théoriques annoncés par les 
constructeurs. 
Fig. 2 - Évolution de la qualité des modèles français à grande 
échelle de 1980 à 1993, pour les échéances 24 h, 48 h et 
72 h. Erreur quadratique moyenne de prévision du géopoten-
tiel à 500 hPa en m (moyenne glissante sur douze mois). 
Document fourni par l'équipe SCEM/Prévi/Compas 
de Météo-France. 
Au cours des trente années de prévision numérique, les progrès technolo-
giques ont permis d'augmenter de plusieurs ordres de grandeur la mémoire et la 
rapidité des ordinateurs (figure 1). Bénéficiant de cette puissance de calcul tou-
jours accrue, les modèles de prévision sont devenus de plus en plus complets et 
précis dans leurs différentes composantes : description des phénomènes phy-
siques, résolution spatiale, techniques numériques, assimilation des données 
observées (voir encadré). En conséquence, la qualité des prévisions météorolo-
giques s'est fortement améliorée. Par exemple, les prévisions actuelles à échéance 
de trois jours sont pratiquement aussi bonnes que les prévisions à un jour 
d'échéance réalisées au début des années quatre-vingt (figure 2). 
LA PRÉVISION 
OPÉRATIONNELLE 
Grâce à ce nouveau supercalculateur, Météo-France a pu mettre 
pleinement en œuvre le modèle Arpège, fruit de six années d'un travail mené en 
collaboration étroite avec le Centre européen pour les prévisions météorologiques à 
moyen terme (CEPMMT). Le volume de travail correspond au total à près de deux 
cents hommes x années. En 1992, une première version d'Arpège avait remplacé le 
modèle Émeraude, chargé de l'analyse et de la prévision à grande échelle sur tout le 
globe et utilisé pour fournir les conditions aux limites du modèle à maille fine 
Péridot. 
Une seconde étape a été franchie le 18 octobre 1993 : abandon du système de 
deux modèles couplés au profit d'un modèle unique. Arpège, qui fonctionne avec 
une résolution variant continûment sur le globe. Cette géométrie très particulière 
(une première mondiale) est destinée à éliminer certains effets pervers de l'imbrica-
tion de deux modèles de résolution différente, tout en permettant d'effectuer, sans 
faire appel à une quantité excessive de calculs, des prévisions à échelle fine sur la 
France et à grande échelle sur l'ensemble de la planète. Enfin, le 6 décembre 1993, 
une nouvelle version d'Arpège a été mise en service sur le nouveau Cray C98, avec 
une maille plus fine, variant de 30 km sur la France à 300 km aux antipodes, et avec 
vingt-quatre niveaux verticaux au lieu de quinze précédemment. 
Une autre particularité d'Arpège réside dans le fait qu'il a été conçu de 
façon à permettre l'implantation ultérieure de l'assimilation variationnelle des 
données observées (Rabier, 1993), grâce à l'écriture simultanée du modèle, de 
son adjoint et du modèle linéaire tangent. Il s'agit en fait d'une application à la 
météorologie des techniques de contrôle optimal, largement utilisées dans de 
nombreux domaines scientifiques et techniques (Lions, 1993). Le but est de 
mieux utiliser l'information provenant des différents systèmes d'observation, et 
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ce de façon cohérente avec la dynamique atmosphérique décrite par le modèle. 
Au cœur de ce domaine de recherche très actif, les travaux menés en commun par 
le CEPMMT, Météo-France et le Laboratoire de météorologie dynamique du 
CNRS ont acquis une notoriété internationale de premier plan. Les besoins en 
puissance de calcul de l'assimilation variationnelle sont particulièrement impor-
tants et nécessiteront un accroissement supplémentaire des capacités informa-
tiques. 
Des recherches sont également conduites dans le domaine de la prévisibi-
lité, de façon à pouvoir fournir, en même temps que la prévision, une estimation 
de sa qualité. Le modèle adjoint, développé pour les besoins de l'assimilation de 
données, peut être appliqué dans ce cadre (Bouttier, 1993). 
LA SIMULATION 
À HAUTE 
RÉSOLUTION 
Un des objectifs essentiels de la recherche conduite au Centre national de 
recherches météorologiques (CNRM) de Météo-France est de préparer les 
modèles de simulation qui serviront de base, dans cinq ou dix ans, aux nouvelles 
méthodes de prévision du temps. Ces modèles de recherche sont élaborés pour, 
d'une part, parvenir à une meilleure compréhension des phénomènes météorolo-
giques fins (phénomènes orageux, turbulence...) qui échappent encore à la pré-
vision numérique et, d'autre part, servir de maquette ou de prototype aux futurs 
modèles de prévision. 
Un exemple caractéristique de cette démarche est la modélisation des écou-
lements d'échelle très fine observés sur un relief montagneux et appelés «ondes de 
relief». Ces ondes peuvent créer un effet de freinage du flux de grande échelle, et 
ce jusqu'à des altitudes très élevées, et entraîner des conséquences importantes 
pour la circulation atmosphérique, tant à 
l'échelle locale que planétaire. 
Le Cray C98 du centre de calcul 
de Météo-France. 
(Photo Météo-France, J.-M. Destruel) 
À l'automne 1990, une importante 
expérience météorologique a été réalisée 
en France et en Espagne (Bougeaul t , 
1992). Durant deux mois, 800 ballons 
ascensionnels, 55 ballons plafonnants et 
200 heures de vol d'avion ont permis de 
rassembler une grande quant i té de 
mesures météorologiques décrivant com-
ment le massif des Pyrénées influence 
l 'écoulement atmosphérique de grande 
échelle. Cette expérience a mis en éviden-
ce ces ondes piégées au-dessus du relief, 
de caractère non hydrostatique. Grâce à la 
maquet te b id imens ionne l l e du futur 
modèle non hydrostatique à méso-échelle, 
des simulations en coupe verticale à forte 
résolution (un à deux kilomètres) ont per-
mis de reproduire fidèlement ces ondes piégées, ainsi que les échanges verticaux 
entre les différentes couches de l'atmosphère induits par ces structures. 
Le C98 permettra d'effectuer ces simulations à haute résolution, mais, 
cette fois, sur un domaine tridimensionnel couvrant l'ensemble du massif pyré-
néen et permettant d'avoir accès à la totalité des mécanismes pilotant ces écoule-
ments. La gamme des phénomènes ainsi couverts sera extrêmement large, depuis 
les vents régionaux (l 'Autan, en région toulousaine, la Tramontane sur la 
Méditerranée occidentale, le Cierzo dans la vallée de l'Ebre) jusqu'aux orages, 
en passant par les entrées maritimes, phénomènes jouant tous un rôle important 
pour le climat du Sud-Ouest de la France. 
LA MODÉLISATION 
DU CLIMAT 
Face aux interrogations liées à l'augmentation dans l'atmosphère de la 
quantité des gaz à effet de serre (gaz carbonique, méthane, chlorofluorocarbures, 
etc.) et à ses possibles conséquences climatiques (réchauffement global de la pla-
nète), il est crucial de pouvoir disposer d'outils de simulation permettant de se 
projeter de quelques décennies dans l'avenir. 
Pour prévoir l 'évolution du climat et de l 'environnement global, les 
modèles numériques de circulation générale sont le seul outil disponible 
78 La Météorologie 8' série - n° 8 - décembre 1994 
Silos Storagetek, robots gérant 
les cassettes d'archivage numérique 
du centre de calcul de Météo-France. 
(Photo Météo-France, J.-M. Destruel) 
permettant d'intégrer les différentes inter-
actions entre l'atmosphère, l'océan, la cryo-
sphère (Antarctique, banquise arctique, gla-
ciers, neige) et la biosphère continentale. 
Dans le cadre du programme de 
modélisation communautaire français'", le 
groupe «Climat» du CNRM a développé 
un modèle de ci rculat ion généra le de 
l'atmosphère, dérivé du modèle opération-
nel de prév is ion et appe lé «Arpège-
Climat». Ce modèle, bien adapté à l'archi-
tec ture para l lè le des ca lcu la t eu r s 
vectoriels, permet la simulation de l'évolu-
tion du climat sur plusieurs décennies. 
Des premières simulations ont été 
effectuées avec le Cray 2 en utilisant une 
version dite «étirée» du modèle. Les pre-
miers résultats ont montré que l'on obtient 
alors, sur la zone d'intérêt principal, un climat conforme au climat observé et très 
semblable à celui d'une simulation classique (obtenue à l'aide d'un modèle ayant 
une résolution homogène). L'étirement permet de gagner beaucoup de temps de 
calcul, et donc d'atteindre les très hautes résolutions nécessaires pour une simula-
tion convaincante du climat régional et de ses possibles évolutions. 
L'utilisation du Cray C98 permettra d'augmenter la finesse du modèle 
jusqu'à atteindre, pour la zone couvrant l'Europe, des résolutions de quelques 
dizaines de kilomètres. Il sera alors possible de prendre en compte les effets 
régionaux de relief et de couverture végétale. La communauté scientifique sera 
ainsi mieux armée pour évaluer l'impact régional de l'évolution du climat et pour 
fournir des données d'entrée aux études d'impact socio-économique. 
LES ORDINATEURS 
DE DEMAIN 
Les grands centres de calcul commencent à utiliser des ordinateurs massi-
vement parallèles, machines gigantesques qui comportent plusieurs milliers de 
processeurs. La modélisation de l'atmosphère semble être un problème bien 
adapté à ce type de machine, mais au prix d'un gros travail d'écriture de logiciels 
spécifiques à cette architecture très particulière. La présence à Toulouse du 
Centre européen de recherche et de formation avancée en calcul scientifique 
(Cerfacs) dont Météo-France est partie prenante, constitue un atout important 
pour tirer le meilleur parti de cette nouvelle révolution technologique. 
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Historique des ordinateurs et des modèles de prévision du temps en France 
Ce tableau retrace les grandes lignes de l'évolution des modèles de prévision numérique opérationnels en France 
et des ordinateurs utilisés pour la prévision numérique. 
1 9 6 0 K L 9 0 1 , ORDINATEUR À T U B E S , CONSTRUIT 
SUR M E S U R E POUR LA MÉTÉOROLOGIE NATIONALE. 
1965 
1 9 6 7 ORDINATEUR CONTROL D A T A CDC 6 4 0 0 , 
6 4 K - M O T S = ( 1 ) D E M É M O I R E . 
1969 
1 9 7 0 C D C 6 4 0 0 , A V E C U N E M É M O I R E PORTÉE À 1 2 8 K - M O T S . 
1970 
1 9 7 2 C Y B E R 7 4 D E 1 2 8 K - M O T S D E M É M O I R E CENTRALE. 
P U I S S A N C E D E CALCUL MULTIPLIÉE PAR 2 , 5 . 
1972 
1 9 7 7 C Y B E R 1 7 5 D E 1 2 8 K - M O T S D E M É M O I R E CENTRALE. 
P U I S S A N C E D E CALCUL MULTIPLIÉE PAR 2 , 5 . 
1979 
1980 
1981 
1983 
1 9 8 4 P R É V I S I O N N U M É R I Q U E E F F E C T U É E SUR LE C R A Y 1 
D U C E N T R E D E CALCUL VECTORIEL POUR LA R E C H E R C H E (CCVR) 
À P A L A I S E A U . P U I S S A N C E D E CALCUL MULTIPLIÉE PAR 5 . 
M É M O I R E CENTRALE D E 8 MILLIONS D'OCTETS. 
1985 
1 9 8 7 R E M P L A C E M E N T DU C R A Y 1 D U C C V R PAR UN C R A Y 2 , 
A V E C U N E P U I S S A N C E D E CALCUL MULTIPLIÉE PAR 5 
ET U N E M É M O I R E CENTRALE D E 2 MILLIARDS D'OCTETS. 
1 9 8 7 
1988 
1 9 8 9 N O U V E A U C R A Y 2 A U C C V R , 
1,2 FOIS PLUS P U I S S A N T Q U E LE P R É C É D E N T , 
1991 
1 9 9 2 TRANSFERT D U C R A Y 2 SUR LE SITE D E M É T É O - F R A N O E À T O U L O U S E 
1992 
1 9 9 3 R E M P L A C E M E N T D U C R A Y 2 PAR LE C R A Y C 9 8 . 
1993 
Premières prévisions numériques à l'aide d'un modèle barotrope. 
Premier modèle opérationnel (modèle barotrope). 
Utilisation d'un modèle américain filtré à 6 niveaux (modèle Shuman). 
Modèle filtré quasi hémisptiérique à 3 niveaux. 
tAodèle filtré à 5 niveaux sur un domaine Europe-Atlantique, avec une 
maille de 180l<mà 60°N. Développement des premiers modèles français 
à équations primitives et utilisation quasi opérationnelle. 
Remplacement de l'ensemble des modèles utilisés antérieurement par 
le système Améttiyste de modèles couplés en équations primitives à 
10 niveaux : un modèle hémispliérique ayant une maille de 250 km à 60° N 
et un modèle sur le domaine Europe-Atlantique avec une maille de 150 km 
à 60° N. 
Adaptation des prévisions du modèle hémisptiérique par le modèle A/MF 
de maille 35 km sur la France (domaine 1 050 x 1 050 km). 
Saphir, premier programme d'analyse objective optimale. 
Remplacement d'Améthyste hémisphérique par le modèle spectral 
Sisyphe hémisphérique à 10 niveaux avec une troncature T42. 
Mise en service du nouveau système de modèles couplés : 
- modèle Émeraude (hémisphérique spectral à 15 niveaux, avec 
une troncature T79, soit une maille de 125 km sur la France) ; 
- modèle à maille fine Péridot (domaine de 1 750x1 750 km, 
maille de 35 km sur la France). 
Extension du domaine géographique couvert par Péridot 
(3 300 X 3 300 km). 
Le modèle Émeraude devient global. 
Extension du domaine géographique couvert par Péridot vers le sud 
et l'est (4 200 x 4 200 km). 
Remplacement d'Émeraude par une première version d'Arpège avec 
la même résolution qu'Emeraude. 
Remplacement du système de deux modèles couplés par Arpège avec 
une grille variable sur le globe. Fin 1993, la configuration d'Arpège est la 
suivante : 24 niveaux verticaux, une troncature T119 et un coefficient 
d'étirement égal à 3,5, ce qui correspond à une maille horizontale de 
30 km sur la France et de 300 km aux antipodes. 
(1) K - M O T : 1 0 2 4 M O T S D E 6 0 BITS 
