Abstract A real-life problem involving pumping of groundwater from a series of existing wells along a river flood plain underlain with geologically saline water is examined within a conceptual framework. Unplanned pumping results in upconing of saline water. Therefore, it is necessary to determine optimal locations of fixed capacity pumping wells in space and time from a set of pre-selected candidate wells that minimize total salinity concentration in space and time. The nonlinear, non-convex, combinatorial problem involving zero-one decision variables is solved in a simulation-optimization (S/O) framework. Optimization is accomplished by using simulated annealing (SA) -a search algorithm. The computational burden is primarily managed by replacing the numerical model with a surrogate simulator -artificial neural network (ANN). The computational burden is further reduced through intuitive algorithmic guidance. The model results suggest that the skimming wells must be operated from optimal locations such that they are staggered in space and time to obtain least saline water.
INTRODUCTION
The practice of pumping fresh groundwater from flood plains along river banks is widely known. Under typical climate conditions in India the rainfall-runoff process is mostly confined to a few months during the monsoon season. The floods during this period recharge the adjacent river banks in addition to the direct rainfall recharge occurring in the alluvial flood plains in the vicinity of the river. Pumping from production wells along the banks from this naturally replenishing groundwater reservoir helps in meeting the ever-increasing demand for water during both the monsoon and non-monsoon seasons on a sustainable basis. However, pumping groundwater from a stream-aquifer system becomes complex when the aquifer is underlain with saline water due to density effects.
If the location and installed capacities of pumps are fixed, then pumping patterns in space and time become crucial decision variables. By appropriate regulation, skimming wells are intended to pump freshwater (of relatively lower density) floating on saline water.
The present study was motivated from a field problem involving pumping from a series of 90 existing wells (see Fig. 1 ) to meet drinking water needs, along the bank of the River Yamuna, north of Delhi (India). The river reach is recharged by floodwaters as well as rainfall recharge during the monsoon season. The freshwater in the aquifer system is underlain with aquifers of geologically saline water. In the present study, a simplified hypothetical but near-real aquifer system, that is representative of the Indian monsoon rainfall conditions, the study area, skimming wells, and aquifer parameters, is modelled in a conceptual framework. Since the existing wells have pumps of fixed capacity, it is necessary to determine which specific wells to operate from a given set of candidate wells in space and time. The decision variable is either zero or one (on or off). The nonlinear, non-convex, combinatorial problem involving discrete zero-one decision variables (pumping locations) is solved within a simulation-optimization (S/O) framework. Gradientbased methods are not suitable for discrete variables and, therefore, simulated annealing -a stochastic search technique -is used. Since all S/O problems involve high computational burden (Das & Datta, 1999; Zheng & Wang, 2002; Rao et al., 2004a,b) , an artificial neural network (ANN) is used as a surrogate simulator of a variable density-driven numerical flow model. Problem specific algorithmic guidance is used to further reduce the computational burden.
MODEL FORMULATION
The basic objective of this study is to develop an operational model through optimal location of pumping wells from a group of existing candidate wells, in order to control the upconing phenomenon. Mathematically, the single objective optimization problem with a view to minimizing the total salinity concentration at grid cells of well screen pumping locations in space and time may be formulated in general, within the S/O framework as follows:
where I, J, K and N represent the number of rows, columns, layers and time periods, respectively, of the finite difference grid of the aquifer system; and
is the salinity concentration (state variable) in the production well screen grid location at the node i, j, k at the end of the nth time period. The objective is to determine optimal locations of pumping wells in space and time that minimise total salinity concentration at all grid cells at the end of each time period. However only representative screen grid cell locations where the pump is switched on would be accounted during each time period with the surrogate ANN simulator to control computational burden.
The decision variable is either zero or one (on or off) at the pumping location. It is important to note that the objective function seeks to determine such pumping locations where the pump must be switched "on" from the group of candidate wells, which result in minimum total salinity. Typically, the planning horizon is taken as one year, i.e. for two time periods or seasons in a water year, when the system is restored to its original quasi-steady state condition.
SOLUTION METHODOLOGY
The methodology adopted in this study uses a combined S/O approach (Rao et al., 2004a (Rao et al., , 2004b (Rao et al., , 2006 . This methodology interfaces a simulator and an optimizer. The simulator consists of a three-dimensional (3D) density-dependent flow and transport model called SEAWAT-2000 (Langevin et al. 2004 . The optimiser consists of a search algorithm implementing simulated annealing (SA). An ANN (ASCE 2000) is used as a surrogate model to replace the numerical simulator at points of interest and to reduce the computational burden. As well as the ANN, problem-specific algorithmic guidance, as discussed later, further reduces the computational burden.
ILLUSTRATIVE APPLICATION OF THE S/O MODEL
The proposed model primarily seeks to control the pumping of groundwater from a group of wells prone to upconing of saline water. To illustrate this concept and methodology, a simplified homogeneous aquifer system representative (parsimonious) of the study area and aquifer parameters is considered. An eight-layer, 32-row, 13-column finite difference grid was constructed using a pre-processor (see Fig. 2 ). Typically, a river boundary with constant head on one side and a groundwater divide contour on the other is considered. No flow boundaries are assumed to the north, south and bottom of the aquifer. The lower-most layer is assumed to have a constant salinity concentration of 5 kg m -3 . The input variables and aquifer parameters are listed in Table 1 . The SEAWAT-2000 model was implemented using a false transient approach under average rainfall-recharge conditions for a long time period (5000 days) until steady-state conditions in terms of heads and concentrations were achieved.
Optimal location of wells
The illustrative example ( Fig. 2 ) was conceived and motivated by the real-world problem shown in Fig. 1 . The planning horizon of one year is assumed to be divided into two stress periods (seasons) of 180 days each. The two stress periods correspond to the monsoon and non-monsoon seasons, typical of Indian rainfall conditions. Uniform recharge is assumed to occur only during the monsoon season. Some additional recharge in the flood plain (two grid cells along the river boundary) was assumed. A series of eight candidate wells is considered (Fig. 2) . It is assumed that only part of the wells (four wells) operate at a fixed rate (500 m 3 d -1 ) during any given stress period or season. It is required to determine their optimal location in space and time. All the wells were assumed to pump from the uppermost, i.e. third layer (barring the first and second layers for possible variation in drawdown due to pumping). The idea of pumping from the third layer is obvious, as the salinity concentration is expected to be least towards the topmost layer in a vertical direction in a density-driven flow phenomenon. The illustrative problem was designed such that the optimal solution is known intuitively, as a proof of concept.
Production well
The use of eight candidate wells considered in this study implies 16 decision variables for the two stress periods (see Table 1 ). A typical data set of seven data patterns with zero-one as input variables and corresponding concentration at eight locations at the end of two stress periods is presented in Table 2 . If each decision variable takes two values, i.e. zero or one, this results in 2 16 possible configurations. For any given set of pumpages, the SEAWAT-2000 model takes, on an average, 60 seconds to execute two stress periods (360 days) involving the iterative solution of flow and transport on a desktop PC. Clearly, a brute force technique is impractical, i.e. evaluating every configuration; besides, the optimization (SA) process involves several thousands of function calls to the simulator. Therefore a surrogate ANN simulator was developed to reduce the computational burden.
To generate training sets (patterns) for the ANN, the SEAWAT-2000 model was repeatedly executed to pumping at random pumping locations. The model was implemented in transient mode for two stress periods beginning with the monsoon season. The initial groundwater levels corresponded to the steady-state conditions discussed earlier. During each run, and each stress period, random locations were generated at any four locations out of eight possible candidate wells and were assigned a fixed pumping rate of 500 m 3 d -1 . The remaining four locations were assigned zero pumping. After the model execution at the end of each realization, the input pumping (0 or 500 m 3 d -1 ) and its corresponding aquifer responses (output) at each well in terms of salinity concentration at the screen-located grid cells were recorded in an output file. Repeated execution of the SEAWAT-2000 model involved some 30 h of computer run to generate more than 1800 realizations of input-output (data sets). Here, 1800 realisations is a conservative estimate and the number of data patterns are generally justified in terms of goodness of fit (R 2 ), as discussed below. Initially the input variables (0 or 500 m 3 d -1 ) pertaining to pumping are converted into zero-one variables. A typical data set of seven patterns with zero-one as input variables and corresponding concentration at eight locations during two time periods is presented in Table 2 . The input-output patterns are then standardized before ANN training. For this purpose, the input-output data series (patterns) are scaled between zero (0.0) and one (1.0). A three-layer feed-forward network with an input, and sigmoid and linear output layers, was trained using the ANN toolbox of MATLAB (2000) to obtain optimal weights and biases for each network. The supervised training was accomplished with the help of a back-propagation algorithm, as implemented in MATLAB. Typically, to train an 8-6-1 ANN architecture for concentration of solute at one of the locations for the first stress period would mean eight input neurons, six hidden neurons and one output neuron. Similarly there will be 16 neurons as input and six hidden neurons and one output neuron for training of concentration at any one location at the end of the second stress period. This training procedure was repeated for each output variable, i.e. salinity concentration at each well screen location (grid cell in the third layer) and at the end of each stress period. Training only one output at a time generally takes only a few seconds. Training more than one output at a time takes much longer.
The network with optimal weights and biases in the form of a small subroutine involves only simple matrix operations to convert the SEAWAT-2000 model into a surrogate simulator (only at points of interest). The behaviour of the ANN surrogate model in general showed very high goodness of fit (R 2 = 0.97-0.98). Other similar details have been discussed in Rao et al. (2004a,b) and are therefore not presented here. The surrogate model was subsequently interfaced within the S/O model to replace the SEAWAT-2000 simulator.
The annealing parameters for SA were arrived at through trial and error (Dougherty et al., 1991; Cunha, 1999; Rao et al., 2004a,b) . The initial SA temperature (set at 0.2) was arrived at such that more than 80% of the feasible configurations are accepted in the beginning. The chain length (equilibrium criterion) was set in the range of 80-90 times the number of decision variables and the cooling factor (rate of reducing the SA temperature) was varied in the range of 0.7-0.9. The SA procedure was terminated when four successive temperature reductions did not yield an improvement in the solution. The optimal solution is presented in Table 3 . The evolution of the model solution using the SA procedure is depicted in Figs 3 and 4 .
The optimal solution was found to be along expected lines and consistent with intuition. In the first stress period, the model allocates the fixed pumpages (500 m 3 d -1 ) in locations 1, 2, 5 and 7, while in the second stress period it chooses locations 2, 4, 6 and 8. Intuitively, the only other alternative optimal solution, which the model could find with same value of objective function, would be to interchange the locations between the first and second stress periods. This is because of the density-driven flow phenomenon. The salinity concentration in the wells, which were pumping during the first stress period, was relatively higher than neighbouring wells (see Table 2 ). Therefore, during the second stress period, the model prefers not to choose the same wells. The net effect is to stagger the pumpages in space and time. The model staggers in space and time in order to minimize the effect of interference from neighbouring wells, which enhances the advective velocities leading to increase in concentration in the grid cells from which it has been decided to carry out pumping, as indicated in Table 2 . The study therefore leads to the inference that skimming wells must be operated such that they are staggered in space and time to obtain groundwater of minimum salinity.
Computational burden and algorithmic guidance
The CPU time in general depends on a number of factors. This includes the time consumed by the simulator, the number of decision variables, the tightness of con-straints, the speed of the processor, and annealing parameters (initial temperature, cooling factor, chain length or equilibrium and termination criteria). The SA procedure in the present methodology introduces a computational time burden that has two distinct components. The first component is due to the time consumed by the function calls to the simulator and is associated with every feasible trial configuration. This virtually reduces to near zero with ANN as the surrogate simulator. The second component is the average time consumed in generating feasible solutions until equilibrium and termination criteria are met. The second component can be kept to a minimum through efficient coding and algorithmic guidance, so that the number of infeasible trial configurations is kept to a minimum. The total CPU time is determined by the sum of the two components multiplied by the total number of iterations or chains. At initial temperature, the number of iterations is large mainly due to infeasible solutions. At final temperature, the uphill moves are too many in general. The total number of iterations is problem specific and, therefore, can be determined only after actual model execution.
For the unconstrained problem discussed so far, the optimal solution was attained after 1224 calls to the simulator with CPU time of less than 60 s. However, the number of calls depends on the beginning search point, which actually depends on the random seed. In any event, the computational burden is largely controlled with the ANN as the simulator.
If the problem is constrained for salinity (say 0.4 kg m -3 ) at each pumping location (which is on) the computational burden increases to 1075 s. This is due to the increase in the number of infeasible calls that are rejected by the constraint. Here, the computational burden arises from the second component, also as discussed earlier. This can only be controlled through efficient algorithmic guidance.
A simple problem-specific, algorithmic guidance was designed to introduce suitable bias for early convergence towards the optimal solution presented in Table 3 . A small subroutine was coded to ensure that the trial random allocations of fixed pumpages were staggered in space and time. Computationally, this was achieved along space and time as follows: the staggered allocations in space were made by ensuring that the centre of gravity of allocated pumpages lies somewhere in the middle band (near mid-point) along the arm of the series of pumping locations, beginning at Location 1 (see Fig. 2 ). Along time, this is achieved by avoiding allocation at the same location in the next time period. With this simple approach, the computational burden could be reduced to 120 s.
However, it is important to note that this approach has been applied to a simplified aquifer system. Real systems involve many other aspects, such as influence of external wells, aquifer properties/geometry, varying depth of the saline-freshwater interface, as well as boundary and confining conditions. Nevertheless, the concept of staggering in space and time can still be extended in general to real systems to determine the optimal locations of skimming wells and to reduce the computational burden via algorithmic guidance.
SUMMARY AND CONCLUSIONS
A simplified aquifer system that is representative of the field problem in terms of study area, existing wells, input variables and aquifer parameters is solved in a conceptual framework. The nonlinear, non-convex, combinatorial model is solved as a zero-one problem using the S/O approach. The illustrative example seeks to address the issue of upconing and provides an insight into the solution through optimal pumping locations from a series of candidate wells. The model clearly suggests that skimming wells must be operated such that they are staggered in space and time so as to obtain the least saline water.
The computational burden is primarily reduced by replacing the variable density simulator with an ANN. The burden is further reduced through efficient algorithmic guidance based on intuitive understanding of the problem. For application to real systems this approach can work with moderate computational burden involving 25-30 decision variables. For larger systems, parallel processors may be required.
