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New way of collision experiment data analysis based on Grand Canonical Distribution
and Lattice QCD data
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We propose new way of heavy ion collisions experiment data analysis. We analyze physical
parameters of fireball created in RHIC experiment based on Grand Canonical Distribution and
different Lattice QCD data available at the moment. Our results on chemical potential are in
agreement with previous model estimations and do not depend on Lattice setup. At same time,
we found possible T(V) states of fireball and estimated the most probable temperature and volume
of fireball as function of collision energy. We conclude that hadrom matter at RHIC experiment is
thermalized and described by Grand Canonical Distribution.
PACS numbers: 11.15.Ha 12.38.Gc 12.38.Mh 24.60-k, 25.75-q
I. INTRODUCTION
Analysis of experimental data is highly non trivial mat-
ter [1]. Usually in heavy ion collisions multiplicity dis-
tributions as well as fluctuations are measured. Using
these data and different models one can extract physi-
cal parameters of freeze-out such as temperature, chem-
ical potential and volume. For example authors of [2]
calculated higher moments in a model and by compar-
ing their results with experimental data found chemical
potential and temperature of freeze-out conditions. It
is more interesting to analyze experimental data with
LQCD. Unfortunately because of Sign Problem progress
in LQCD with non zero chemical potential is rather slow.
Nevertheless, in paper [3] authors present precise data of
Lattice QCD calculations in Taylor expansion approach
(where LQCD simulations is conducted at zero chemical
potential) and calculate QCD equation of state. They
calculate line of constant physics (pressure, energy den-
sity and entropy density) for different initial tempera-
tures and compare it with experimental data analysis in
STAR and ALICE. Usually, in these studies one uses ex-
perimental moments like variance, kurtosis and skewness
but it seems that multiplicity distribution have much in-
formation as well. Indeed, as it was shown in [4] one can
extract canonical functions Zn from experimental multi-
plicities. Using them authors of [5] calculated observables
and compared it with Lattice QCD data.
In this paper we present new way of analyzing exper-
imental data. In assumption that experimental states
have canonical distribution we build connection of mul-
tiplicity and Canonical Functions Zn which can be cal-
culated using LQCD simulation at imaginary chemical
potential. Using two different sets of LQCD results we
analyse temperature, chemical potential and volume of
fireball. Our conclusions are in qualitative agreement
with previous model analysis.
∗Electronic address: boyda d@mail.ru
II. GRAND CANONICAL DISTRIBUTION
Let us start with Grand Canonical Distribution
ZGC(µ, T, V ) =
∑
n
Zn(T, V )e
nµ/T , (1)
which is used to represent the possible states of a statisti-
cal system of particles that are in thermodynamic equilib-
rium (thermal and chemical) with a reservoir. The ther-
modynamic variables of this ensemble are chemical po-
tential µ, temperature T and volume V . The net baryon
number fluctuates. From this equation one can easily get
normalization condition
∑
n
Zn(T, V )e
nµ/T
ZGC(µ, T, V )
= 1 (2)
for probabilities of states with fixed n, µ, T, V . Therefore
to calculation number of states with fixed n, T , V and µ
created after freeze-out we can use relation
P (n) = N
Zn(T, V )e
nµ/T
ZGC(µ, T, V )
, (3)
with total number of events N . Quantity P (n) is nothing
else but multiplicity measured in experiment. Unfortu-
nately, baryon multiplicity is never measured in experi-
ments due to complexity of identification baryon states.
Instead, collision experiments usually provide us net pro-
ton multiplicity Pn. In this paper we use common as-
sumption that baryon distribution is similar to proton
one. There are some arguments for numerical similarity
between the net-proton and net-baryon number multi-
plicity distributions. For details see, e.g. [6]. It is easy
to obtain from (3) the relation [4]:
Pn
P0
(µ, T, V ) =
Zn
Z0
(T, V )enµ/T , (4)
which we will use in our analysis.
Canonical functions Zn can be calculated via Fourier
transformation of ZGC computed at imaginary baryon
2chemical potential [7, 8]. Recently [9] we computed Zn
in Nf = 2 LQCD using Integration Method:
Zn
Z0
(T, V ) =
∫ 2pi
0
dθeinθe
−V
∫
θ
0
dxnLat(T,x)
∫ 2pi
0 dθe
−V
∫
θ
0
dxnLat(T,x)
, (5)
where i nLat(T, x) is imaginary number density computed
on the lattice at imaginary chemical x = µIm/T .
It is worth to note that number density in general is lo-
cal quantity but in the lattice calculations one calculates
average quantity and volume dependence may exist if
system is not homogeneous. Nevertheless we conducted
LQCD simulations for different volumes and found no
volume dependence. Therefore Zn depends on volume
only due to the factor V = (aNs)
3 in Eq. 5, where a
is lattice spacing, Ns is number of lattice sites in spatial
direction. In LQCD calculation variation of temperature
T = 1/(aNt), where Nt is number of lattice sites in time
direction, implies changing lattice spacing a and, there-
fore, volume. Thus it is useful to normalize Zn at all
temperatures to same volume. It is quite convenient to
choose volume as V = Vc = (Nsac):
Vcn
Lat = N3s a
3
cn
Lat = N3s (T/Tc)
3a3nLat, (6)
where Tc is the temperature of the confinement-
deconfinement transition, ac is respective lattice spac-
ing. Numerical calculation of number density integral
with sufficient precision requires LQCD simulations at
many values of µ within interval [0, pi/3] which is quite
expensive in terms of computer time. It was shown many
times in literature [9–12] that number density can be well
approximated by few terms of the Fourier sine series at
T < TRW where TRW is the so called Roberge-Weiss
temperature which value is somewhat above Tc:
nLat(µ/T ) =
K∑
k=1
fLatk (T ) sin(3kµ/T ). (7)
Finally, for calculation of multiplicities from Lattice data
in Confinement phase one comes to the formula
Pn
P0
(µ, T, V = κVc) = e
n µ
T
∫
dθeinθeκ
∑
K
k=1
f¯k
Lat(T ) cos(3kθ)
∫
dθeκ
∑
K
k=1
f¯k
Lat(T ) cos(3kθ)
,
(8)
with coefficients f¯k =
a3fLatk (T )
3k N
3
s (T/Tc)
3 extracted
from Lattice QCD. It is worth to note that in opposite to
volume one can not vary temperature continuously. De-
pendence of Pn(V ) on volume implies changing κ in Eq.
5 while changing of temperature means running LQCD
simulations which is quite expensive. Therefore we ap-
plied cubic spline interpolation using as input lattice re-
sults computed at few values of temperature.
To study PnP0 (µ, T, V ) dependence on parameters we
used Lattice data published in [9] (Tab. II) where simula-
tions were done with clover improved Wilson and Iwasaki
gauge actions on a lattice 4 × 163 for pion mass equal
approximately 700 MeV. Results of calculation of mul-
tiplicity for different values of temperature, volume and
chemical potential is presented on Fig. 1. Dependence
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FIG. 1: Multiplicity calculated from LQCD data [9] (see de-
tails in the text) for different parameters: temperature, vol-
ume and chemical potential.
of multiplicity on temperature agrees with Boltzmann
statistics. The fact that multiplicity at fixed n increases
with temperature can be explained in such a way that
probability of state n with fixed energy increases with
temperature. Nevertheless we stress that Pn/P0 is not
probability but only quantity proportional to it. Also
from Fig. 1 we see that the higher n the stronger tem-
perature dependence. Volume dependence of multiplic-
ity is similar to dependence on temperature. In opposite,
increasing of the chemical potential results in rise of mul-
tiplicity for large values of n which can be explained by
increasing asymmetry of baryons.
III. ANALYSIS OF RHIC DATA WITH GRAND
CANONICAL DISTRIBUTION
In this paper we analyze RHIC experiment data
[13, 14]. Our goal is to check how well experimental data
can be approximated by Eq. 8 with different LQCD data
or, in other words, if experimental data are distributed
with Grand Canonical Distribution. We proceed with
chi-squared fitting of experimental multiplicities at dif-
ferent energies to Eq. 8 with T, V, µ as parameters.
From Eq. 4 one see that dependence of Pn on µ and on
T, V factories so determination of µ should not depend on
T, V . Indeed while fitting to eq. 8 we were always able
to extract µ regardless of T and V . But T and V are
not fully independent in fitting parameters. This can be
seen in Fig. 2 where we fix µ and plot chi-squared value
as function of T and V (this figure is plotted for RHIC
energy 200 GeV and LQCD data [9]). From this figure
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FIG. 2: Logarithm of chi-squared value for fit of the RHIC
experimental data at 200 GeV to multiplicity calculated with
Eq. 8. LQCD data from [9] are used. The value is indicated
by color. The chemical potential is fixed to µ/T = 0.16,
Vc ≈ (4.5 fm)3.
it is clear that there is dependence T(V) which describes
experimental data with the lowest chi-squared. However,
if we plot chi-squared value along minimum chi-squared
line T = T (V ) in Fig. 2 we will see different fit quality.
In Fig. 3 we plot logarithm of chi-squared value along
this line.
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FIG. 3: Chi-squared value along the line T = T (V ) of its
minima visualized in Fig. 2 by dark blue color. LQCD data
from [9] (LQCD data 1, Vc ≈ (4.5 fm)3) and [15] (LQCD data
2, Vc ≈ (5.1 fm)3) are used. For [9]
To show agreement between PLatn computed via eq.(8)
and experimental values of the multiplicity PExpn we de-
pict in Fig. 5 the logarithm of their ratio for the lowest
minimum of χ2. One can see that agreement is within
error bars for all values of n.
We repeated our analysis using state-of-the-art LQCD
results for constants fLatk published in [15]. These results
were obtained for improved staggered fermion action at
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FIG. 4: RHIC experimental multiplicity at 200 GeV and
approximation with Grand Canonical Distribution with 5 set
of parameters (T,V) from line of the best chi-squared T(V)
on Fig. 2 and 3 for LQCD data [9], chemical potential is fixed
to µ/T = 0.16.
physical quark masses. We extracted first two coefficients
fLatk from Fig. 1 of this paper and computed the third
coefficient using Cluster Expansion Model [16] expression
(see eq. (5) in [16] ). In Fig. 3 one can see for this set
of LQCD data rather wide range of the lattice size Ls
values with low values of χ2 with only one (though rather
wide) minimum. It might be an indication that more
coefficients fk allow us to fix parameters T and V more
precisely. Comparison of PLatn /P
Lat
0 and P
Exp
n /P
Exp
0 for
other experimental energies are shown in Appendix, Fig.
10.
Next we show dependence of χ2 and parameters
T, V, µ/T on RHIC energy. In Fig. 5 we see χ2 is de-
10-3
10-2
10-1
100
101
102
103
104
 10  100
ch
i-s
qu
ar
ed
/n
do
f
√sNN, GeV
LQCD data 2
LQCD data 1
FIG. 5: Chi-squared value of experimental data fit to Eq. 8
with LQCD data, LQCD data 1 on figure stands for data [9]
and LQCD data 2 - for [15].
picted. For energy higher than 19.6 GeV we find low
χ2 while fits at low energies have large χ2 values. From
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FIG. 6: Comparison of fits of experimental data at
√
sNN =
7.7 GeV with different Lattice data, LQCD data 1 on figure
stands for data [9] and LQCD data 2 - for [15].
Fig. 6 one can see the systematic deviation of the fitting
function from the experimental data at large n. This
deviation gives rise to very large χ2. We thus find that
fitting of experimental data at small energies and large
n requires probably modification of the fitting function
for the quark number density, Eq. 7. Also we admit the
possibility that hadron matter created at small energies is
not fully thermalized and Grand Canonical Distribution
can be used only as a proxy.
In Fig 7 results for the baryon chemical potential µ/T
are presented. They are in good agreement with estima-
tions of Ref [2], especially at high energy. For small en-
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FIG. 7: Extracted chemical potential of Grand Canonical
Distributions of RHIC experimental data for different ener-
gies, P. Alba stands for [2], LQCD data 1 on figure stands for
data [9] and LQCD data 2 - for [15].
ergies we see that different Lattice data gives us slightly
different results. This fact may contradict Eq. 4 because
dependents of Pn on µ and T, V is factories so determina-
tion of µ should not depend on Lattice data, which have
information about T, V . We think this disagreement may
arise due to distortion of Grand Canonical Distribution.
The magnitude of corresponding systematic error can be
estimated from the discrepancy between different Lattice
data on Fig. 7.
Energy dependence of the fitted temperature T is plot-
ted in Fig. 8. Its values are in agreement with findings
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FIG. 8: Extracted temperature of Grand Canonical Dis-
tributions of RHIC experimental data for different energies,
P. Alba stands for [2], LQCD data 1 on figure stands for
data [9] (T/Tc ≈ 175MeV) and LQCD data 2 - for [15]
(T/Tc ≈ 155MeV).
of [2] and indicate that T is below Tc most likely.
Finally, we present volume of fireball for different
RHIC energies - Fig. 9. As we understand it is the
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FIG. 9: Extracted volume of Grand Canonical Distributions
of RHIC experimental data for different energies, LQCD data
1 on figure stands for data [9] (Vc ≈ (4.5 fm)3) and LQCD
data 2 - for [15] (Vc ≈ (5.1 fm)3).
first estimation of volume of experimental fireball from
Lattice QCD data. This value of the volume is consis-
tent with Hanbury Brown and Twiss analysis of heavy
ion collision experiments [17].
5IV. DISCUSSION AND CONCLUSION
In this paper we suggested a method of extracting free-
zout parameters from the multiplicity distributions mea-
sured in the heavy ion collisions. We fit STAR experi-
ment net-proton multiplicity data used as an approxima-
tion of the net-baryon multiplicity with grand canonical
distribution based on LQCD results. We show that there
is a dependence of T(V) which allows describe multi-
plicity for net number n <= 7. Multiplicity for higher
net number is very important when one is aiming to de-
fine temperature and volume of fireball more precisely.
In both cases we obtained similar values for parameters
µ/T, T/Tc, V/Vc. This allows us to conclude that system-
atic errors due to lattice artifacts and large quark mass
are not large and are partially encoded in the value of
Tc which is different at physical quark masses used in
[15] and at large quark masses used in [9]. We shall note
one difference in the output of our analysis for two sets
of LQCD data. For data set 1 taken from [9] we found
three rather narrow minima of χ2 while for data set 2
taken from [15] only one but rather wide minimum was
observed.
Two further conclusions can be drawn from our results.
Our success (at least for high enough collision energies)
in fitting the experimental multiplicity distributions with
Grand Canonical Distributions obtained from first prin-
ciple LQCD simulations implies that the hadronic matter
in the fireball is in a thermalized state. This success also
implies that the experimental net-proton multiplicities
Pn/P0 are good approximation of the net-baryon multi-
plicities.
As we noticed in the previous section we did not find
low minima of χ2 for two lowest collision energies. We
see three different sources potentially contributing to
this failure. First, at low energies collision fragments
can interact with fireball due to small velocity. Second,
hadronic matter may be not fully thermalized at low en-
ergies. Third, difference between the net-proton distribu-
tion and the net-baryon one at low energies can be higher
than at high energies.
The programming code for this paper was written
with C++ programming language and can be found
at github.com/boydad/PnFitWithTMuV. Fit was done
with CERN Root Minuit2 library [18]. For multi pre-
cision arithmetic MPFR C++ library [19] was used, for
Fast Fourier transform - Eigen library [20].
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FIG. 10: Fit experimental multiplicity to Canonical Distribution and different Lattice data with temperature, volume and
chemical potential as parameters.
