Introduction
For the last decade, the progress made in the autonomous driving scientific community and industry has been exceptional. With the rise of deep-learning and better hardware, algorithms embodying the different aspects of driving, such as lane following, obstacle detection, semantic segmentation, tracking, and motion estimation have reached unprecedented performance.
Although there are still no SAE Level-4 self-driving vehicles as of yet, recent developments in robotics and machine learning could soon make this aspiration a reality.
The availability of training data is a critical factor to the growth and success of autonomous driving. Although more powerful than traditional machine learning techniques, deep learning algorithms require a particularly massive amount of data for training and testing purposes.
Moreover, in order to assimilate the entire driving process complexity and be reasonably safe, algorithms need to account for all possible real world scenarios, thus demanding highly dynamic and diverse datasets. Finally, it is often dangerous, costly and time-consuming to test driving algorithms on real vehicles. This present document is a survey of the different autonomous driving datasets which have been published up to date. The first section introduces the many sensor types used in autonomous driving datasets. The second section investigates the calibration and synchronization procedure required to generate accurate data. The third section describes the diverse driving tasks explored by the datasets. Finally, the fourth section provides comprehensive lists of datasets, mainly in the form of tables.
Sensors & Hardware
In order to achieve reliability and robustness, a wide variety of sensors are usually employed in autonomous vehicles. The diversity of sensing modalities also help mitigating difficult conditions, as their failure modes will be somewhat uncorrelated. These sensors can be categorized into two main groups, namely exteroceptive and proprioceptive sensors.
Exteroceptive Sensors
Exteroceptive sensors are used to observe the environment, which in the case of autonomous vehicles means roads, buildings, cars, pedestrians, etc. The most common exteroceptive sensors for autonomous vehicles are cameras and range-sensing sensors.
Cameras
Cameras come in a variety of types and models. They are passive sensors meaning that they do not need to emit a signal to capture information, thereby limiting possible interference with other sensors. However, they are impacted negatively by illumination and weather conditions, due to their passive nature.
The most common type of camera is the monocular color camera. Being accessible, low-cost and straight-forward to use, monocular cameras have benefited from the majority of computer vision work of the last decades. Thus, most object detection, segmentation and tracking algorithms have been developed for these monocular cameras. [38] .
While driving, humans make use of their stereoscopic vision and focal distance information in order to judge depth and, for example, perform object avoidance. Human vision has also better resolution and a far wider field of view than most monocular cameras. In order to bridge the gap between 2D and 3D object detection and to gain more spatial information, monocular cameras are often used in stereo or multi-view systems. These setups are usually preferred because they present additional depth information, offer redundancy and provide a broader field of view. In order to be precise, these systems need to be calibrated methodically.
A more detailed description of the calibration procedure can be found in Section 2. Some manufacturers also offer precalibrated stereo camera systems, which can save time.
An alternative to arrays of cameras are omnidirectional cameras. These offer panoramic 360 degrees images, and are consequently often used to gain maximum information about a surrounding area. This can be highly beneficial for tasks such as localization and mapping. However, they tend to suffer heavily from lens distortion, which can affect the accuracy of a given task. Fish eye lens are also used in a similar fashion.
Other types of specialized cameras have been used in the past. For instance, to make up for the poor camera performance at night, thermal cameras and infrared cameras have been used for tasks such as pedestrian detection [43] . Another type of cameras gaining interest are event cameras, which output pixel-level brightness changes instead of standard intensity frames. They offer an excellent dynamic range and very low latency (in the order of µs), which can be quite useful in the case of highly-dynamic scenes. However, most already-developed vision algorithms cannot be readily applied to these cameras, as they output a sequence of asynchronous events rather than traditional intensity images. Nevertheless, some autonomous vehicle datasets with event cameras have now been published [11] . Finally, polarized sensors such as the Sony Pregius 5.0 MP IMX250 sensor have also recently reached better performance, which could potentially offer a higher level of detail. Polarization channels are often less affected by illumination changes and weather. They are also quite sensitive to a surface roughness, which could help with the detection of vehicles [34] . However, no public autonomous driving datasets employing a polarization camera have been released, as of yet. 
Range-sensing devices
LiDARs, which stands for Light Detection and Ranging, detect objects and map their distances with great spatial coverage, in all lightning conditions. As such, they have been a sensor of choice for autonomous driving applications.
The technology works by illuminating a target with an optical pulse, and measuring the characteristics of the reflected signal return in the same way a radar would detect reflected radio waves. They are much more accurate than radars, but their performance deteriorates from weather conditions such fog, rain or snow. They can also sometimes have trouble with detecting objects at close range.
LiDARs also come in a variety of formats, which can be split into two main families: i) mechanically spinning LiDARs and ii) solid-state LiDARs. While solid-state LiDARs are significantly cheaper, they suffer from a limited field-of-view compared to mechanical LiDARs.
Solid-state LiDARs also tend to have a higher noise-to-signal ratio. They have also appeared much more recently than mechanical LiDARS. For all these reasons, most LiDARs used in autonomous datasets have been using either 2D or 3D mechanical LiDARs with often 360 degrees field-of-view. However, recent developments in solid state LiDARs are promising and they are slowly closing the performance gap.
It should be noted that LiDARs can scan a large amount of points at a very high rate, which can be a challenge for any algorithm run time.
In order to mitigate LiDAR limitations when it comes to adverse weather or close-range sensing, radars are also used as a range-sensing technology. Being a more mature sensor than LiDARs, radars are often much cheaper and lightweight, while also being able to determine the speed of its target. Nevertheless, they suffer from very poor spatial resolution, the difficulty of interpreting the received signals, and a much worse accuracy than LiDARs.
Finally, sonars are also used in the industry. While also cheap, sonars have very limited range and precision in addition to being susceptible to weather conditions. They are mainly used for nearby obstacle detection.
Proprioceptive Sensors
Proprioceptive sensors measure values internally to a given system. In the case of an However, the accuracy of sensors from car manufacturers are typically too low for autonomous vehicles applications, especially in the case of IMUs. For mapping purposes, the IMU measurements and odometry provide a point-matching algorithms such as Iterative Closest Point (ICP) [10] with an initial transformation guess, which is crucial to the algorithm performance (both in terms of speed and robustness). In order to reach a higher level of precision, most autonomous vehicle datasets use a navigation-grade IMU along with a GPS.
Autonomous datasets dedicated to mapping and localization also often use an RTK GPS, which can provide centimeter-level accuracy, in order to compare the localization algorithms to a ground truth.
Other signals from the CAN bus protocol of a vehicle can be accessed, such as the steering angle, and the position of the accelerator and brake pedals. Such signals have been used by end-to-end learning algorithms [11, 85] .
Calibration & Synchronization
In order to achieve coherent data alignment, every sensor needs to be calibrated and synchronized. Below we describe both spatial alignment (calibration) and temporal alignment (synchronization).
Calibration
Calibration usually refers to a spatial-referencing process by which the relative coordinate frames of all sensors are established. For cameras, the calibration is essential to accurately measure object and distances on a scene for stereo camera setups. Camera calibration or camera resectioning is often split into intrinsic and extrinsic parameters retrieval. Intrinsic parameters refer to the camera's inherent parameters such as focal length, principal point coordinates and distortion coefficients, to be used in image rectification. On the other hand, extrinsic parameters denote the coordinate system transformations from 3D world coordinates to 3D camera coordinates. These parameters are retrieved using referenced calibration points, called fiducial markers, usually with a checker board target with known dimensions [119] .
Once camera-to-camera calibration is achieved, stereoscopic depth reconstruction can be performed for all overlapping pixels. The additional depth channel can then be exploited by various machine learning algorithms to seize additional object features which can lead to better results. The depth channel derived from stereoscopic reconstruction can be as dense as the camera, depending on the texture in the scene. However, it can be strongly affected by the level of illumination in the environment. It is also far less precise at longer ranges, with the distance z accuracy decreasing in 1/z 2 . Range sensors, such as LiDARs, are often far more precise and reliable at estimating object distances, but their measurements significantly less dense than cameras.
In a similar fashion, camera-to-range calibration can be achieved using reference plane surfaces [37] . However, the LiDAR-camera measurements fusion is not as straight-forward as stereoscopic reconstruction, because LiDAR data is a lot sparser than camera images. In order to create a depth mask, a LiDAR point cloud needs to be projected on the image plane and then upsampled. It is also possible to instead project the RGB channels onto the LiDAR point cloud to generate a colored point cloud. This approach is generally used by mapping and localization tasks, by providing extra information to a point-matching algorithm.
Finally, motion-sensing devices are also calibrated with each sensor using hand-eye calibration [41] in order to reference the measurements to the inertial navigation system (INS). This is particularly important for localization and mapping tasks such as SLAM, where the inertial and odometry measurements are used as a first estimate for the new position and orientation, which is critical to these algorithms' performance.
Synchronization
While calibration addresses the spatial alignment of sensors, synchronization temporally matches measurements together. Driving is a highly-dynamic process within a rapidlychanging environment, making the synchronization process critical for data temporal alignment. In order to synchronize these different measurements, sensors are often triggered externally. The measurements of each sensor are also timestamped with a system clock.
When sensors have different acquisition rates, and thus different timestamps, the measurements can either be interpolated or the closest measurement can be selected, depending on the use case.
The exposure time of a camera is nearly instantaneous and should not yield bad data alignment. However, most rotatory LiDARs execute a full rotation in about 0.1 s. This scanning speed is considerably slower than the car speed, which can introduce distortions in the point clouds. Techniques have been developed in order to account for the vehicle's motion within a LiDAR scan [65] .
Tasks
Most autonomous driving approaches up to date have tried to deconstruct the complex driving process into different smaller and simpler sub-tasks. With this modular approach in mind, each dataset generated for the autonomous vehicle community have more often than not revolved around one or many of these specific tasks. Below, we enumerate the most popular ones.
Stereo Vision
As mentioned before, driving algorithms can benefit from having additional depth information.
One of the simplest ways to acquire such 3D information is through stereo vision. Stereo vision is the task in which the depth of a scene is triangulated by identifying common features in two images taken from cameras mounted next to each other. In the case of driving, challenges for stereo vision include reflective and shiny surfaces such as car bodies. Repetitive structures like fences and transparent surfaces (glass) are other common failure cases.
Datasets dedicated to 3D reconstruction usually offer pixel-wise depth maps as a ground truth. Often, they have been generated by interpolating 3D LiDAR point clouds and by fitting 3D CAD models onto individual objects. It should be noted that with the rise of recent improvements in deep learning, monocular depth evaluation has also taken interest. In this case, the depth map is estimated using contextual information from a single image [55] . Readers are referred to Gabr and Elias [33] for a complete survey on stereo vision and other 3D reconstruction algorithms.
Motion Estimation
Because driving involves multiple objects moving at high speed, capturing the motion of objects in an image might yield desirable information. Optical flow, defined as finding the motion at each image location between consecutive frames, is one way of representing motion in a dense manner. Optical flow thus extracts additional motion information, which can be of particular importance for other tasks such as localization, ego-motion and tracking.
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Optical flow is restricted to monocular 2D images, which makes the retrieval of 3D motion challenging. Scene flow is therefore defined as a generalized version of optical flow, where frames of stereo or multi-camera setups are used to establish motion.
Datasets dedicated to optical and scene flow usually offer optical flow fields, where a vector describing the motion for each pixel in the next or previous frame is provided. Retrieving ground truth for both optical flow and scene flow is a time-consuming and tedious process and is often done by matching the image objects to 3D LiDAR maps. An extensive survey on the state-of-the-art algorithms for optical and scene flow can be consulted in [113] .
Object Detection
One of the first and foremost aspects of driving is the awareness of its surrounding. Whether it be pedestrians, other vehicles, traffic signs or obstacles, the detection and recognition of different objects in a scene is crucial to the safety and smooth functioning of an autonomous vehicle. Object detection addresses this task by determining the presence and localization of different predefined classes of objects in a scene.
Being an important and well-defined task, object detection has benefited from a considerable amount of attention in the computer vision and autonomous vehicle community. However, object detection still faces challenges. This is notably because of the wide variety of objects, weather conditions and illumination in a driving scene, along with heavy occlusion and truncation of objects [72] .
Object detection itself can be split into subcategories depending which modality is used to detect object, or what object itself is to be detected.
Most object detection is done strictly on 2D images, hence the name 2D object detection.
Each object is localized within the image, in pixel coordinates, as illustrated in Figure 3 However, it should be noted that recent approaches have tried to include 3D features from either point cloud data [20] or stereo reconstruction [19] in order to generate a more robust detection. Moreover, it is also possible to localize objects relative to the vehicle position in 3D space. This is commonly referred as 3D object detection, and is depicted in Figure 3 [38] .
Datasets dedicated to object detection usually contain annotated data frames with 2D or 3D bounding boxes, which encloses the different objects, as ground truth.
Extensive reviews of deep learning detection techniques can be found in [31] , [69] , [58] and [121] .
Tracking
Driving is a dynamic process with high-speed moving objects. Therefore, object detection is often insufficient in order to avoid collisions during path planning. Driving algorithms should not only predict the location of objects in a scene, but also their velocity and acceleration. In order to do so, tracking algorithms are used, which try to predict future positions of multiple moving objects based on the history of the individual positions.
A popular and intuitive approach to tracking is tracking-by-detection. An object-detection algorithm is first used to detect targets in each frame, which then need to be associated with each other over multiple frames. While efficient, this approach however suffers from detection errors and from the inherent difficulties of performing data-association. Tracking can also suffer if objects are momentarily occluded, as illustrated in Figure 3 .5. It should be noted that pedestrian tracking is of particular interest, as they are the most vulnerable users of the road [28] . In order to predict a target trajectory in 3D, range information is most certainly needed for tracking. As mentioned before, such information can be obtained either by 3D reconstruction from cameras or from LiDAR point clouds, alone or through some sensor fusion process.
Just like object detection, tracking datasets usually contain annotations of data frames in the form of bounding boxes and labels, which are coherent over multiple frames, as a ground truth.
A thorough review on state-of-the-art tracking techniques is available in Dixit et al. [27] .
Semantic Segmentation
Some objects such as roads, sidewalks and traffic lines are not well-defined by bounding boxes.
Consequently, they need a more flexible representation, often down at the pixel-level. This problem is referred to as semantic segmentation.
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Driving Datasets Literature Review Semantic segmentation is indeed similar to object detection in the way that it tries to locate different predefined classes of objects in a scene. However, instead of using bounding boxes to localize objects, each pixel of an image is assigned to a class, as seen in Figure 3 .6. The segmentation mask therefore offers a more dense and complex classification and localization, which can provide a better understanding of the scene. Semantic segmentation faces the same challenges as object detection such as occlusion, truncation and shadows, but also requires more complex computation. However, with model compression, pruning and hardware acceleration, it can reach real-time execution [91] . A more refined version of semantic segmentation is instance segmentation, which not only classifies each pixel in a class, but also separates instances of the same class. Unlike semantic segmentation, instance segmentation thus provides information about each instance such as shape and position. Instance segmentation is particularly important to assess the trajectory of individual objects, for example vehicles, cyclists or pedestrians.
It should also be noted that in the case of driving, algorithms usually have access to multiple Driving Datasets Literature Review time frames of data. Methods which impose algorithms to be temporally coherent can improve segmentation accuracy and robustness.
Just like object detection, most of the previous work dedicated to segmentation has been done strictly on 2D images. However, shape and size are important features which cannot be exploited in the 2D space.To capture such information, LIDARs can of course be used.
It it also possible to train semantic segmentation models strictly on point cloud data. However, generating accurate point cloud labels, such as the one displayed in Figure 3 .7, is a tedious and time consuming task. This information is particularly useful for tasks such as lane keeping, merging and turning.
Datasets dedicated to semantic segmentation usually annotate data frames with pixel-wise segmentation masks as ground truth, or in the case of 3D segmentation, voxel-wise masks.
In order to alleviate computational burden of semantic segmentation, the stixel representation has been suggested [24] . Stixels create a medium-level model of the environment, compressing pixel-wise information into vertical strips. An example of a stixel segmentation can be seen in Figure 3 
Localization
Localization is a task critical to any mobile robot. In order to lay the appropriate path planning, a vehicle needs to know where it is exactly regarding its environment. Different approaches have been used in the past for localization.
The most straightforward one is the use of GPS and IMU sensors. While this combination of sensors is the most accessible and low-cost approach, it lacks the requirements needed for autonomous driving. Even with dead reckoning estimation from the IMU, commercial-grade GPS are simply too inaccurate. While RTK technology offers the precision needed for autonomous driving, the accuracy of the signal is highly dependant on the environment, urban setting with high buildings being particularly prone to errors from interference.
Simultaneous localization and mapping (SLAM) is another popular approach. It tries to generate a map on the fly using a vehicle's sensors, while estimating at the same time the position of the vehicle in the constructed map. It has the advantage of not needing any prior information about the environment, meaning this approach can work in any setting. However, SLAM still faces challenges as it is computationally heavy and needs to handle large-scale environments in real-time. Moreover, SLAM is prone to diverge in difficult environments.
RTKs positioning is often used as ground truth for SLAM, given an appropriate signal reception.
Using pre-constructed maps is an alternative to SLAM that alleviates the problem on generating a map on the fly. Using a point-matching algorithm or visual landmark searches approach, a priori map-based localization algorithms can be highly accurate. However, a major weakness of these approaches is the fact that roads themselves are not completely static, and therefore the maps used for localization have to be updated for construction work or weather changes.
For further details, a complete survey on state-of-the-art techniques for localization can be found in Kuutti et al. [53] .
Behaviour Analysis
If driving vehicles are one day a reality, they will most likely have to interact with humans.
Whether it be infering a pedestrian's intention to cross a street, identifying a driver's intent to perform a certain action or spotting potentially reckless maneuvers, autonomous vehicles need to have a high-level understanding of surrounding human behavior. The assessment of human behavior is therefore paramount for any autonomous driving applications.
While the task of behavior assessment is not as bounded as previously described tasks, recent datasets have tried to capture such human behavior. For instance, some datasets [45, 78, 79] have tried annotating each of the driver's actions. Such data can be used to develop action-predicting algorithms, which can then be used to assess if a driver's maneuver is completely safe or not.
Driver face monitoring is also a modality often used in order to predict maneuvers or visual focus, as shown in Figure 3 .9. Some datasets even project the driver's gaze onto the road image, in order to know exactly on what the driver is focusing [73] . Such information can be used to established the driver's attention level for a safer driving experience. Finally, some datasets [52] have also collected data regarding pedestrian intention, as displayed in Figure 3 .10. Algorithms can then be trained to recognize whether a pedestrian wants to cross a street or not, and help prevent collisions. 
Datasets
The following section presents the available open driving datasets, sorted by their respective task. It should be noted that only datasets which are in a real-driving context were selected.
Therefore, synthetic datasets are not presented. Moreover, datasets acquired from terrestrial vehicles which are not cars, such as Segways or another robotic platform are also ignored.
Finally, stationary-acquired datasets are also ignored.
Object detection
The Finally, the table also presents object detection datasets which are aimed at more specialized Driving Datasets Literature Review tasks such as pedestrian detection or traffic sign detection. However, these kinds of niche datasets seem to be less frequent nowadays, which suggests that such specialized task have become trivially easy for object detection algorithms. It also seems that the state-of-the-art emphasizes rather on object detection generalization.
Object segmentation
Likewise, Table 4 .2 presents the driving datasets aimed at semantic and instance segmentation.
While object detection and tracking are analogous to semantic and instance segmentation, there seems to be considerably less datasets dedicated to the latter tasks. This can presumably be attributed to the fact that generating segmentation annotation is a time-consuming and costly process.
Nonetheless, comparable trends can be observed from the segmentation datasets. Recent datasets are bigger and more diverse. The use of LiDARs and point cloud annotations are also very recent. Finally, most recent datasets are, again, published by companies.
Lane detection
The Table 4 .3 presents lane detection datasets, another important part of vehicle perception.
It can be thought as a special case of object detection or semantic segmentation. In fact, the consensus on the annotation type among the autonomous driving community does not seem to be established. While most datasets use spline lines to describe lanes, other datasets use pixel-wise annotations, bounding boxes or point cloud annotations.
It should be noted that while recent datasets have become larger and more exhaustive, there seems to be no datasets explicitly exploring damaged lane markings and lane-detection fail cases.
Optical flow
The list of optical flow datasets presented in Table 4 .4 is noticeably shorter than for the previous tasks. The lack of driving optical flow datasets can most probably be explained by two causes. First, measuring ground truth for optical flow is a complicated and precise task which can be very hard to do in a highly-chaotic environment such as driving. This is why most benchmarked optical flow datasets are usually done in a controlled environment [3] or using synthetic data [15] . Secondly, most modern computer vision algorithms do not make use of optical flow data and thus the field has been losing interest over the years. Nevertheless, the KITTI FLOW 2015 [64] dataset offers a precise optical flow benchmark, with 3D fitted CAD models as ground truth. On the other hand, the Heidelberg datasets [50, 63] provide challenging and diverse cases for optical flow to assess algorithms robustness.
Stereo
A similiar trend can be observed for stereo datasets in Table 4 .5. Once again, retrieving accurate ground truth for highly-dynamic scenes can turn out to be a challenge even with the use of LIDARs, as motion distortion can have considerable effect. Consequently, commonly used benchmarks are either static [86] or synthetic [15] .
Stereo datasets are nonetheless useful in order to evaluate sensor fusion, especially since multi-modal learning is becoming more important. One interesting trend which can be observed in this table is the increase of resolution over time, which is also valid for every other tasks. This improvement in resolution embodies the hardware breakthroughs made over the years, but also begs the precision-performance question which future algorithms will have to face.
Localization and mapping
It also seems that localization/mapping datasets has not benefited from the same level of attention as object detection, which can be observed by the size of Table 4 .6. Most mapping and localization algorithms do not make use of deep-learning algorithms, meaning the need for large and diverse amount of data is not as critical. It can also be observed that localization and mapping datasets have been using LiDARs a lot earlier than those for object detection.
Centimeter precise measurements from DGPS or RTK are available for visual or point cloud odometry for most datasets. However, there is no datasets that provide ground truth for SLAM or mapping. Only qualitative evaluation and loop-closing can be used to evaluate the quality of a generated map.
Behavior
Finally, Table 4 .7 presents datasets which focus on behavioral aspects of driving. It can be noted that these kind of datasets have only recently started to gain attention. Also, since they are so recent, there is no clear annotation or methodology defined to quantify and capture driving behaviors. These datatsets are thus highly different from one another. It should also be noted that a recent trend tries to predict steering angle, brake or gas pedal, for use in end-to-end learning. 
