We discuss single adaptive measurements for the estimation of mixed quantum states of qubits. The results are compared to the optimal estimation schemes using collective measurements. We also demonstrate that the advantage of collective measurements increases when the degree of mixing of the quantum states increases.
I. INTRODUCTION
One of the best distinctions between classical and quantum systems can be formulated using the language of state measurements. The state of a single classical system is an observable: it is in principle always possible to measure generalized coordinates and generalized momenta at a certain time t. This information is complete in the sense that it allows us to calculate the classical state at any time if the forces are known.
Quantum mechanics shows a different picture. In general, the state of a single quantum system cannot be determined since any measurement will lead to a reduction of the quantum state. As a consequence the complete reconstruction of a quantum state is only possible if we measure specific observables on an infinite ensemble of identically prepared systems. Such measurements have been intensively discussed experimentally as well as theoretically in recent years [1] .
The interest in such questions has been renewed in the field of quantum information. In particular, it has been investigated how well one can estimate a quantum state from a finite ensemble of identical systems. For pure spin states this problem has been solved [2] [3] [4] [5] . The intriguing result is that one can learn more about the finite ensemble by performing a measurement on all quantum systems simultaneously [6] . In fact one can optimize the readout of quantum information via simultaneous strategies. Such a joint measurement may, however, pose practical problems since we may not have all systems available at a time or cannot realize the required complicated measurement operators experimentally. Hence we have recently analyzed how close one can come to such optimal joint estimation schemes by using single adaptive quantum measurements [7, 8] .
Also for mixed spin states the optimal generalized measurement has been constructed for a finite ensemble [9] . In addition it has been shown [10] how the gain of information of generalized measurements increases when the estimated state approaches a pure quantum state.
In the present paper we shall analyze the estimation of mixed states of qubits using single adaptive measurements. As a criteria for adaption the Kullback information gain turns out to be suited. We will compare our results to the optimal measurements discussed in [9] .
The paper is organized as follows. In Sec. II we present the quantum system we are dealing with and introduce the corresponding notation. Sec. III contains the description of our adaptive measurement scheme. The optimization strategies used in these adaptive schemes are then described in detail in Sec. IV. In Sec. V and VI we show the estimation results for the cases of estimation without and with a priori information regarding the radial distribution of quantum states inside the Bloch sphere. We conclude with Sec. VII.
II. QUANTUM SYSTEM AND MEASUREMENT OPERATOR
Suppose we are given N two-level systems (qubits) identically prepared in the mixed stateρ. The task is to adaptively estimateρ by using experimentally realizable single measurements on the two-level systems.
Let us first define the notation and the key elements of our analysis. Any mixed quantum stateρ of a two-level system (qubit) can be written down in the Bloch-sphere representation
with the Pauli-spin-vector σ = (σ x ,σ y ,σ z ) T and the Bloch vector 
This parametrization also allows us to represent the estimated stateρ (est) obtained after a certain measurement sequence. By introducing the probability density w(r, θ, φ) we can writê
with normalization dV w(r, θ, φ) = 1.
The integration
ranges over the whole sphere.
To guarantee the experimental realizability of our proposed measurement strategy we restrict ourselves to a simple class of measurements. This class consists of von Neumann measurements, e.g., polarization or spin measurements along a certain axis (θ n , φ n ). The tunable parameters θ n and φ n define the direction of the projection on the Bloch sphere surface for the nth measurement. The corresponding projection operator |θ n , φ n θ n , φ n | with the state
therefore defines two measurement results. Either the system described byρ(r, θ, φ) is polarized in the direction (θ n , φ n ) or in the opposite direction given by (π − θ n , π + φ n ). We encode the first result by the number 1 and the second by the number 0.
The two possible outcomes of the measurement occur with the probabilities
which clearly depend on the chosen measurement direction and on the measured quantum state.
III. ADAPTIVE MEASUREMENTS
We now propose an adaptive measurement strategy to improve the estimation of a quantum stateρ(R, Θ, Φ) from a finite ensemble of N identically prepared quantum systems. Note that the Bloch vector coordinates R, Θ and Φ are the same for all N systems. Despite the fact that we restrict ourselves to simple projection measurements on single quantum systems we will show that it is possible to improve the estimation quality by using an adaptive measurement strategy. This strategy is based on an algorithm, cf. Fig. 1 , which consists of five steps:
1. We take the first, n = 1, of the N quantum systems and perform a measurement with randomly chosen direction (θ 1 , φ 1 ).
2. The nth measurement along the direction (θ n , φ n ) yields one of the two possible outcomes that we denote by i = 0 and i = 1. By using this information we modify the distribution w n−1 (r, θ, φ) of the estimated density operator
after n − 1 steps according to Bayes' rule [11] w n (r, θ, φ
Hence with the help of the probabilities P i , Eq. (8), we update our current knowledge about the finite ensemble as formulated by the distribution w n . The normalization constant reads
Before we have acquired any information about the system, we assume our knowledge to be homogeneously distributed over the Bloch sphere; that is, we start from the initial distribution
thereby assuming that each volume element dV = r 2 sin θdrdθdφ is equally probable.
3. The updated probability distribution w n (r, θ, φ) describes our present knowledge about the quantum state. With its help we determine the next measuring operator, i.e., the direction (θ n+1 , φ n+1 ) of the measurement step n + 1. The new measuring operator should be designed in such a way that it allows us to gain the maximum amount of additional information about the unknown quantum stateρ. For this purpose we have to apply a criterion by which we quantify the notion of maximum information gain. The different criterions that we use in this context will be described in detail in the next section. This step reflects the adaptive aspect of our algorithm, because the choice of a measuring operator is based onρ n and thereby on the history of all previous measurement outcomes. 4 . Once having found the next measuring operator |θ n+1 , φ n+1 θ n+1 , φ n+1 | we now take one of the remaining quantum systems and measure it. If we still have quantum systems left, we continue with step 2.
5. After we have used up all N mixed qubits we arrive at the final probability distribution w N (r, θ, φ) which allows us to construct the corresponding estimated stateρ
As the measure of our state estimation quality we will use the fidelity [12, 13] F N ρ,ρ
for mixed quantum states which reduces to [13, 14] 
for two-level systems with Bloch vectors r (est) N and r(R, Θ, Φ). Note that this fidelity of course depends on the number N of quantum systems at our disposal.
IV. MEASUREMENT STRATEGIES
In this section we will describe the strategies that we have applied to find the direction (θ n , φ n ) for the nth measurement by learning from the results of earlier measurements.
A. Random selection from all axes
A straightforward way to select a new measurement direction (θ n , φ n ) is to choose the parameters θ n and φ n randomly on the Bloch sphere, independent of any knowledge already acquired about the state. That is, each infinitesimal surface element sin θ n dθ n dφ n occurs with the same probability 1/4π. Clearly this strategy is not adaptive because (θ n , φ n ) does not depend on any previous measurement outcome. Nevertheless, the estimated density operatorρ (est) n−1 can still be updated after each measurement as described in step 2 of our algorithm.
The random selection implements a measurement protocol lacking any constructive strategy. Thus the results of this method will serve as a reference to which we can compare the outcomes of the optimization strategies described below.
B. Minimal measurements along three axes
In principle it is possible to determine any mixed state by measurements along three axes if an infinite number of quantum systems prepared in this state is available. Without loss of generality one can choose the Pauli operatorsσ x ,σ y andσ z to represent measurements along three orthogonal directions on the Bloch sphere. This set of measurement operators represents a minimal measurement or -in other words -corresponds to a minimal quorum.
Thus it is interesting to compare the efficiency of such a minimal measurement to our adaptive methods in the case of a finite number N of available quantum systems. Then the measurement scheme consists of projecting an average number of N/3 systems using each of the directions (π/2, 0), (π/2, π/2) and (0, 0).
C. Maximization of Kullback information gain
If we look at the measurement procedure from an information theoretic point of view then our aim will be to maximize the information that we can get in the measurement step from n−1 to n. A measure for the average information gain in the nth measurement is the so called Kullback information [10, 15] that can be defined as
with
and
being the estimated probabilities for the outcomes i = 0, 1 based on our current knowledge, i.e., based on the density operatorρ
n−1 . Consequently, also the probability density
explicitly depends on the outcome i and on the direction (θ n , φ n ). Hence our expression, Eq. (15), for the Kullback information is a function of (θ n , φ n ) which can be maximized. In order to see thatK describes an estimated average information gain we rewrite it in the form
The entropy S n−1 describes our knowledge before the measurement, whereas the entropy S (i) n stands for the estimated entropy provided we find the result i.
Hence
The estimated stateρ
is finally again determined from w N . This strategy can be applied in the case that all measurement directions are possible as well as in the case that only the three measurement directions alonĝ σ x ,σ y andσ z are allowed. In the latter case the maximization described before is done only for the directions (π/2, 0), (π/2, π/2) and (0, 0). We will discuss the resulting estimation precisions in the next section.
V. ESTIMATION WITHOUT A PRIORI INFORMATION
In this section we numerically evaluate the average fidelities for the state estimation schemes described above. Only such an average fidelity is a reasonable measure of quality of a specific estimation procedure, since we assume to have no prior information aboutρ.
These average fidelities will depend on the number N of identically prepared quantum systems that we have at our disposal. Thus one state estimation experiment consists of a sequence of N measurements performed on N identical systems in stateρ(R, Θ, Φ) and a subsequent estimation of a mixed stateρ However, in order to get the average fidelity
we have to perform such a single run of the (numerical) experiment over and over again for different initial stateŝ ρ(R, Θ, Φ), i.e., for different coordinates (R, Θ, Φ). Hence the initial statesρ(R, Θ, Φ), Eq. (3), are chosen randomly from an isotropic and homogenous probability distribution 3/(4π) for each volume element R 2 sin ΘdRdΘdΦ of the Bloch sphere. Using this homogenous probability distribution ensures that the performance of an estimation strategy is not biased by any specific choice of initial states. For more details on the averaging procedure see Appendix A.
The average fidelity for each N was obtained by averaging over 10 4 experiments, i.e., 10 4 initial states equally distributed inside the Bloch sphere. For the sake of a clear graphical presentation not the average fidelities themselves but the average errors
are calculated for different N . In Fig.2 the average errors f N are compared to the average error f rand N of the random selection scheme by plotting the ratio
versus N . This quantity shows the relative performance of the different schemes compared to the random selection scheme [16] .
As we can see the scheme based on measurements along three axes improves the estimation quality by approximately 4% even if no adaptive strategy is applied. We can further decrease the estimation error if we use the Kullback information gain strategy. For this strategy the average errors are always smaller than for the non-adaptive schemes in both cases. This shows that one can indeed decrease the error of a state estimation by using adaptive algorithms. The errors decrease by approximately 3% for N > 10 in the case of the all-axes scheme. And even in the case of only three possible measurement directions an optimization of the Kullback information gain yields an improvement of the estimation quality. Moreover, the resulting measurement strategy is the best strategy based on separate measurements that we found so far. Now we analyze how our estimation schemes compare to the optimal ones [9] that are based on collective measurements on all N quantum systems. For pure qubits it was shown [7] that the fidelities of single qubit measurement schemes can be always bigger than 98% of the optimal ones [2] [3] [4] that use collective measurements. Can we also reach such values in the case of mixed qubits? It turns out that this is not the case. In Fig. 3 we show the ratios
being the fidelity of the optimal measurement scheme [9] for different N . We find that for the random selection scheme we get fidelities which are in the worst case below 96% of the optimal values. Even for the best estimation scheme (measurement along three axes with Kullback information maximization) we are still about 3.5% off the optimal values. Also the convergence towards 1 is much slower for mixed qubits than in the case of pure ones [7] . For mixed qubits we are still about 2% off the optimal fidelities at N = 50 whereas for pure qubits the ratio of fidelities has already been very close to 1 at this point.
These results indicate that the advantage of collective measurements compared to single quantum system measurements increases with growing degree of mixing of the qubits. Our results therefore confirm the asymptotic findings by Gill and Massar [17] who investigated the case of state estimation of large qubit ensembles. They showed that for large N one can asymtotically achieve the precision of collective measurement schemes by measurements on single qubits if they are known to be in a pure state and that this is no longer true in the case of mixed qubits.
VI. ESTIMATION WITH RADIAL A PRIORI INFORMATION
Inspired by these findings we finally discuss how the precision of our estimation schemes depends on the degree of mixing of the initial states. In our case the adequate measure of precision is the estimation error f N , Eq. (21). For a quantitative check of the relation between estimation quality and degree of mixing of the initial states we have chosen the initial states no longer according to a homogenous probability distribution inside the Bloch sphere but from a probability distribution
which clearly depends on the radius r. Please note that we get the homogenous distribution for α = 2 again. A larger parameter α ≥ 0 means a growing average radius
which indicates a decreasing degree of mixing of the initial states. Thus a variation of the parameter α allows us to study the influence of the degree of mixing onto the estimation precision of our schemes in which we have of course also adapted the initial probability w 0 . However, our previously desribed estimation scheme does not converge towards the estimation scheme for pure states [7] for α → ∞. The cause of this behaviour is the final readout of the estimated radius r (est) . Please remember that this radius is found via the integration dV w N (r, θ, φ)ρ(r, θ, φ) which yields the estimated statê
). Thus even for solely pure initial states the estimated state will never be pure itself. That is, the readout of the estimated state does not properly account for our a priori information. For larger α the estimated radius will always be too small compared to the average radiusr, Eq. (24), of our initial distribution w 0 , Eq. (23).
To overcome this non-convergence we now introduce an alternative readout scheme for the radius r (est) . The estimated parameters θ (est) and φ (est) are still obtained in the same way as before, that is, via Bloch representation ofρ (est) . The estimated radius r (est) , however, is now chosen as the average radius
of the final distribution w N (r, θ, φ). It is easy to show that -even before the first measurement -this estimated radius tends to 1 for large α and merges into the pure state estimation scheme for α → ∞ [18] . Using this readout scheme we compare the resulting errors f N to the errors f (opt) N that could be achieved by a optimal collective estimation scheme [9] . The errors f N are based on a simple 3-axes estimation as described in Sec. IV.
In Fig. 4 we plotted the ratio f (opt) N /f N versus N . As one would expect our estimations are always worse than the optimal ones. We also find a very clear dependence of the ratio on the radial distribution described by the parameter α: The smaller α the smaller is the ratio and vice versa. This means that for highly mixed states the optimal collective measurements offer a bigger advantage compared to separate measurements than for states with a small degree of mixing. Or, in other words, the bigger r, Eq. (24), the closer can we come to the optimal limits using separate measurements. It is interesting to note that this statement is true for all N and not only in the limit N → ∞ as shown in [17] .
VII. CONCLUSION
We have presented estimation methods based on separate adaptive measurements on single qubits. We have demonstrated the measurement schemes for estimating mixed quantum states of qubits. An algorithm is used to update the knowledge about the true quantum state after each measurement and to choose the best measuring operator for the next measurement. With this scheme we have been able to reduce the estimation errors compared to non-adaptive strategies. The best results can be obtained by using schemes related to Kullback information measures. Maximizing this information gain leads to considerable improvements in the estimation quality.
We have also shown that the advantage of collective measurements decreases with decreasing degree of mixing of the initial qubits for all N , thereby confirming asymptotic results for N → ∞ found by Gill and Massar [17] .
We have restricted ourselves to simple separate measurements which can be easily realized with nowadays technology. An additional advantage of our scheme is that there is no need to have all N quantum systems available at the same time. In contrast to optimal measurement schemes, for which one needs to perform complicated collective measurements on all the systems, our schemes can also be used if the N quantum systems can only be prepared one after the other. These features ensure the applicability of our scheme to experiments and practical state estimation problems in quantum information theory.
APPENDIX A: AVERAGING OVER THE BLOCH SPHERE
In order to quantify the performance of our adaptive methods we have introduced the average fidelity F N , Eq. (20). In this Appendix we shortly describe the averaging procedure. In principle the calculation of F N consists of two steps. First we have to determine the average fidelityF N (ρ) for N identical quantum systems prepared in stateρ =ρ(R, Θ, Φ) by summing over all possible measurement paths J. Given a specific adaptive method each path is uniquely determined by the initial measurement direction (θ 1 , φ 1 ) and by the sequence of measurement results forming a string of 0's and 1's. That is, we have J ≡ J(θ 1 , φ 1 ; {0, 1}  N ) . With the fidelity F N (ρ, J) for each path we arrive at
In principle a simulation of this expression would be straightforward. We choose an initial measuring direction and perform a Monte-Carlo simulation with sufficiently many measurement sequences of length N . This should be repeated for a dense set of initial measurement directions on the Bloch sphere.
The second step of our averaging procedure consists of averagingF N (R, Θ, Φ) over all density operatorŝ ρ =ρ(R, Θ, Φ) isotropically distributed over the Bloch sphere. In this way we find the fidelity
which is not biased by any specific choice of density operator and therefore measures the performance of any estimation method. However, this averaging procedure can be simplified, if we take the following into account. The fidelity F N (ρ, J) is rotationally invariant. For a density operator rotated on the Bloch sphere with unitary transformation U we have
where U † JU symbolizes the corresponding rotated path. Hence instead of averaging over all paths J in Eq. (A1) we can average over all possible density operatorsρ = ρ(R, Θ, Φ) for a fixed radius R, that is
with J chosen randomly for each setting (Θ, Φ). Note that this also reducesF N to a pure function of the radius R. Consequently, the final fidelity reads Therefore, we numerically simulate F N by choosing sufficiently many points (R, Θ, Φ) isotropically distributed over the Bloch sphere together with a randomly chosen path J. 
