This paper addresses two central problems in simulation methodology
Introduction
This paper is concerned with two major problems in the statistical output analysis of single run, discrete event simulations: generating confidence intervals for the steady state mean of an output sequence and using these confidence intervals to control the length of the simulation. It discusses methods which can be incorporated into simulation packages and used by typical practitioners. Such methods must be completely automatic and have few user specified control parameters. The paper is not concerned with the problem of identifying and eliminating the effects due to initialization bias: we assume that the simulation is in steady state.
More specifically, we assume that the simulation generates a covariance stationary process {X(n), n 2 1) with mean p = E [ X ( n ) ] and spectral density p ( f ) . Under general conditions (see [l]) the sample mean, x, is, for large samples, approximately normally distributed with mean p and variance p(O)/N, where p(0) is the spectral density at zero frequency and N is the sample size. The factor p(0) measures not only the variance of each individual observation but also the correlation between observations. Thus to place a confidence interval on p it is sufficient to estimate p(0). The methods developed in this paper use spectral analysis techniques to accomplish this.
The problem of run length control is addressed by defining a sequential procedure which continues the simulation until a confidence interval of desired accuracy is obtained.
There are two reasons why it is often impractical to store the entire output sequence. First, the length of the sequence required to obtain the desired accuracy is random, unknown in advance, and may be quite large. Second, in complex models there may be the need to analyze many such sequences. To avoid these problems the method operates on a set of batch means which are rebatched as N increases so as to occupy a relatively small, fixed amount of storage. With batched data the situation is conceptually the same as with unbatched data. Let B be the batch size and NB be the number of batches ( N = BN,); then Variance (z) = p,(O)/N,, where p , ( f ) is the spectral density of the batch means. Thus to generate a confidence interval it is sufficient to estimate p,(O). Furthermore, p , ( f ) becomes flat (i.e., approaches a constant) as the batch size increases.
In [2] we described a method for estimating p,(O) through the application of polynomial regression to the logarithm of the (averaged) periodogram of the batch means. The degree of the polynomial (a quadratic was recommended) was fixed in advance and was selected based upon the results of empirical tests. This choice represented a compromise between small and large sample behavior. For small samples a quadratic is required to properly approximate log (p,(f)) so as to obtain an unbiased estimate of p,(O). However, for large samples a quadratic is unnecessary due to the flattening of p , ( f ) ; a linear function and ultimately a constant is adequate, and they provide successively more stable estimates of p,(O).
In this paper we consider adaptive methods which select the degree of the polynomial according to the shape of the periodogram. The idea is to adapt to the changing shape of p , ( f ) and achieve both a more flexible procedure in the small sample region and improved Large sample stability. The methods investigated for selecting the degree of the polynomial include standard sequential regression procedures and cross validation. Smoothing splines, a richer class of approximating functions which by their very nature are adaptive, were also considered. The amount of smoothing was chosen by cross validation. All of these methods can be completely automated and do not require a user's qualitative or graphical interpretation of the data.
Although we concentrate on the application of these methods to batched data, they are also applicable to unbatched data. With unbatched data, as the sample size IBM J. RES. DEVELOP. VOL. 25 NO. 6 NOVEMBER 1981 N increases, the smoothing is done over intervals (0, E~) , where E~ -+ 0. In this case the assumption is that log (p(f)) can be approximated by a polynomial in the interval (0, E~) . Analogous to the batched case, p(f) converges to a constant (~( 0 ) ) in the interval (0, cN) as N increases. Experiments we have performed have shown the methods to be insensitive to whether or not the data are batched. Furthermore, if the data are batched, they are insensitive to the particular batching protocol.
The organization of the paper is as follows. Section 2 contains a brief review of the fixed degree quadratic method, the batching procedure, and the method of run length control. In Section 3 the adaptive procedures are described. Section 4 contains experimental results on these adaptive methods and their comparison to the quadratic method in both fixed length simulations and as applied in the run length control procedure. Section 5 summarizes the results and contains recommendations for practical applications.
We also point out that, although we are motivated by its potential use in simulation experiments, this methodology has much wider applicability. The paper addresses the general statistical problem of generating confidence intervals for the mean of a serially correlated, covariance stationary time series.
A fixed degree method
We assume the simulation generates a sample X(1), . . ., X ( N ) from a covariance stationary sequence and that we are interested in placing a confidence interval on the mean p = E [ X ( n ) ] . Let y ( k ) denote the covariance function at lag k and assume that so that the process has a finite, continuous spectral density defined by (see for example [3] )
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Suppose N = BNB and that we batch the sequence into contiguous, nonoverlapping batches of size B. Let FB(m) denote the mean of the mth batch, i.e.,
Notice that {T,(m), m 2 1) is also a covariance stationary sequence with mean p and a spectral density which we denote by p , ( f ) (the relationship between p ( f ) and p,(f) is given in [2] ). Since In [2] we described a method for estimating p,(O) by fitting a polynomial to the logarithm of the averaged periodogram of the batch means. For completeness that method is outlined here. We consider such estimates preferable to classical windowed spectral estimates because the windowed estimates of p,(O) will be biased low for the type of spectra peaked at zero which are usually encountered in simulations (see [2] for additional discussion). 
Covariance [J(f,), J(fm)] = 0.0,
We estimate p J 0 ) by fitting a smooth function to J(f,). The sequence J(f,) is used because it has a constant variance and an approximately symmetric distribution. These points are discussed more fully in [2], and a figure illustrating these properties is given there. We empirically checked the variance of J(f,) and confirmed the theoretical variance. We also checked and confirmed the assumption that the J(f,)'s are uncorrelated.
The following method for estimating p,(O) and generating a confidence interval for p was developed in [2] . Let g B ( f ) = log ( p B ( f ) ) * 1. Calculate Z(n/N,) for n = 1, -. a , 2K and J(f,) for n = 2. Using ordinary least squares fit a polynomial of degree 1, * * -, K . so that for large batch sizes p,(f) is nearly flat and the quadratic fit is unnecessary. Thus the potential exists for increasing the stability of fi,(O) by successively removing the quadratic and linear terms from the regression as the shape of p , ( f ) changes. Section 3 describes several methods which attempt to achieve this.
We now briefly describe the batching and run length control procedures. The batching is done in a straightforward manner. We store between L and 2L batches and assume there are always a sufficient number of batches to generate K independent values of J(f,). The procedure generates an increasing sequence of batch sizes which are successive powers of two. If the current batch size is B , then enough observations are collected until 2L such batches are obtained. At that point the number of batches is halved by doubling the batch size and formingx2,,(1) = The subsequent observations are stored in batches of size 2B until further rebatching is necessary. The procedure requires at most 2L storage locations. In the experiments described below we chose L = 100 to reflect the practical need for economy of storage in simulation applications. However, as previously mentioned, the methods are insensitive to the batching scheme.
The run length control procedure operates on a relative confidence interval half-width criterion. A sequence of checkpoints, j,, j 2 , * * *, j,,,, is generated, where j ,,, is the maximum run length and represents a cost constraint. At each checkpoint a confidence interval is generated. If the relative half-width of the confidence interval (confidence interval width divided by 2 I I) is less than a prespecified value, E , the simulation is terminated. Otherwise it is continued to the next checkpoint. In [2] we suggested generating the checkpoints according to the formula j,+, = min (1.5 X j,, j,,,). These geometrically increasing checkpoints reduce the degradation in confidence interval coverage inherent in such a sequential procedure. We evaluate the adaptive methods using this run length control procedure with 90% confidence intervals and E = 0.05, 0.10, 0.15, and 0.20. This range of accuracies seems reasonable for most practical applications.
Three adaptive methods
In Sections 1 and 2 we saw that the log of the spectrum, g,(f), begins with a shape which is characteristic of the process {X(n)} but as B increases becomes progressively smoother and eventually flat. Because of this there is the potential to obtain both a more robust small sample and a more stable large sample estimate of p,(O) by having a fitting procedure which adapts to this changing shape. In this section we discuss three such procedures. Two of them apply polynomial regression but select the degree of the polynomial adaptively. One uses standard regression statistics, the other cross validation. The third applies smoothing splines with the amount of smoothing determined by cross validation. The third approach is appealing a priori not only because it is adaptive but also because it offers a class of fitting functions richer than the polynomials.
Sequential regression
As described above, there is motivation to first examine the log of the averaged periodogram and determine what degree polynomial is required to adequately describe its shape and then fit that degree rather than to always use a quadratic. For small B a quadratic, or perhaps even a higher degree polynomial, is required to approximate g,(f). We experimented with the inclusion of a cubic in the adaptive polynomial procedures. However, it provided very little improvement in the small sample region and detracted significantly from the overall performance because of the large variance of the estimate it generates; C2(25, 3) = 3 equivalent degrees of freedom. Hence it is not included in the polynomial procedures, and we attempt only to improve the large sample stability by using polynomials of degrees d = 0, 1 , or 2 .
The first approach to this problem is through the application of standard polynomial regression theory (see, for example, [SI). Let &(f), g,(f), and g 2 ( f ) be the least squares polynomials of degree 0, 1, and 2 , respectively, and let ss(1) and ss(2) be the usual error sum of squares associated with the linear and quadratic terms, z.e., (9) where 11 The first adaptive method, which we call sequential regression, is a standard procedure for the selection of the degree in polynomial regression (see [6] ). In this procedure there is the desire to choose as low a degree as is consistent with the data in the interest of having as simple a function as is consistent with the data. Hence the test is sequentially applied at some high significance level, 4 (4 = 1 -a, where LY is the probability of a Type I error). are dropped more readily. Once dropped, the probability is low that they will be reinstated into the regression. This results in a smaller asymptotic variance. We experimented with this procedure at a number of significance levels but report only the results for 4 = 0.90.
Polynomial selection with cross validation
The previous method of polynomial degree selection is dependent upon distributional assumptions which are only approximate and contains a significance test parameter which must be set in an experimental fashion. The 863 The method of cross validation chooses from amongst a set of possible degrees that one which minimizes E z ( d ) . We applied cross validation to select the degree where at each checkpoint in the sequential procedure the set d = 0, 1 , or 2 was considered.
Smoothing splines with cross validation
The third method applied was the method of cubic smoothing splines (see We choose the spline g,(f) whose cross validation error sum of squares is minimized. This is the third adaptive method. It will choose, on the average, a smoother and smoother curve as the batch size increases.
We actually implemented an approximation to the method of cross validation described above. We consid- 
Experimental results

Models studied and description of experiments
The choice of models and output sequences studied in this paper directly reflects our interest in the performance modeling of computer systems. We conducted experimental studies on models of the general form shown in Fig. 1 . They are simple closed queueing network models of interactive computer systems. The parameters of these models are the same as in [2] , and a detailed description of them may be found there. We considered two models of this type, Models A and B, and for each model we studied a waiting time sequence at a congested queue and the sequence of system response times. The spectra of these processes are shown in [21. For each of the four output sequences we ran 50 independent simulations, each 14 000 elements long. These sequences are identical to those considered in [ 2 ] . The first 500 elements of each sequence were removed to control the effect of initial conditions. Tables 1-4 report the results of fixed sample size simulations. They list results for six methods of generating confidence intervals: the three adaptive procedures described in Section 3 as well as the three fixed degree methods corresponding to d = 0, 1 , and 2. The sample sizes in these tables are the checkpoints of the sequential procedure. The fraction of the fifty 90% confidence intervals which actually contained p is reported for each type of output sequence, checkpoint, and confidence interval method. This fraction is called a (90%) coverage, and it should be close to 0.90 if valid confidence intervals are being formed. Coverages less than 0.82 are significantly lower than 0.90 at the 0.90 level. Space considerations preclude reporting the entire coverage function (see [16] ). These tables also report the means and sample variances of the confidence interval widths.
Tables 5-8 report the results of tests on the methods when operating in the run length control procedure. These tables list the coverage, mean run length, and mean relative half-width corresponding to each confidence interval method and each of the accuracy requirements, E = 0.20, 0.15, 0.10, 0.05. More specifically, the coverages and relative half-widths are those of the confidence intervals with which the run length control procedure terminates, Le., those confidence intervals which either first satisfy the accuracy criterion or, if the accuracy criterion is never met, those produced at j,,,,,.
General behavior of the adaptive procedures
The adaptive procedures generally made reasonable decisions concerning the amount of smoothing given that only 869 pronounced, and the confidence interval width variances for. the adaptive procedures decrease below those of the quadratic.
The smoothing splines generally exhibit good fixed sample coverages throughout the entire range of run lengths. The small sample confidence interval width variances are, however, much larger than those of any of the other procedures, and their large sample variances are 870 approximately equal to those of the quadratic.
To estimate the large sample potential benefit of these methods we tested them against a set of independent observations with a flat spectrum. Specifically we ran 200 replications of 5000 independent and identically distributed exponential random variables with mean 1. These observations were batched as described in Section 2, and the methods of Section 3 were applied. The variances of the confidence interval widths for d = 0, 1, and 2 were 1.38 x lo-', 5.84 X and 14.8 X respectively, while for sequential regression, regression with cross validation, and the smoothing splines they were 7.32 X lo-', 7.01 x and 18.2 x respectively. Thus even with this "tailor-made data" (see PHILIP HEIDELBERGER AND PETER n. WELCH The adaptive methods generally do not produce acceptable coverages when operating within the run length control procedure. In the case of the polynomial methods this is related to the poor small-sample coverages of the d = 0 and d = 1 polynomials. When d = 0 or 1 is prematurely selected by the adaptive procedure, p,(O)/N, is underestimated, resulting in a small relative half-width and an increase in the probability of passing the relative half-width criterion with a confidence interval which fails to cover the true value. In the case of the smoothing splines it is unexpected since their fixed sample coverages are good. We conjecture that it is related to the large Tables 5 and 7 and large E ' S in Tables 6 and 8), the run lengths for these adaptive procedures are less than those with d = 2. This is primarily due to the somewhat shorter confidence intervals produced by the adaptive procedure. 
Modijied adaptive procedures
We tried making a number of modifications to the adaptive polynomial procedures in an attempt to improve their small-sample and sequential behavior. They were designed to decrease and delay the possibility of selecting d = 0 and d = 1. These modifications generally operated only within the context of a run length control procedure with a sequence of checkpoints. Among the modifications we tried were 
2.
Allowing the polynomial to move down by at most one degree per checkpoint, 3. Requiring that a test be passed on two successive checkpoints before lowering the degree of the polynomial, and 4. Introducing two significance levels into the sequential regression procedure, one for moving down a degree and one for moving up a degree.
These modifications did result in marginal improvements in both small-sample and sequential coverages, but they seemed ad hoc and their performance overly dependent upon our particular experimental data. Furthermore, these modifications tended to increase the large-sample variances over those of the straightforward procedures described in Section 3, thus reducing the potential benefit. The only way we found to achieve the large-sample a74 of a run length control procedure. This method estimated the variance of the sample mean by estimating the spectral density at zero frequency, p,(O), of a sequence of batch means. This was accomplished by fitting a quadratic to the logarithm of the averaged periodogram.
This method worked well and was recommended as a solid practical procedure. However, there were two reasons to believe it could be improved upon by applying more flexible, adaptive curve fitting techniques. First, limiting the approximating function to a quadratic appeared somewhat restrictive for small batch sizes. Second, the spectrump,(f) becomes smoother and is asymptotically flat as the sample and batch sizes increase. Thus, for large samples, a linear fit would yield an unbiased estimate of p,(O) with a much smaller variance than the one obtained by fitting a quadratic. This is analogous to an increase in the degrees of freedom in a t-confidence interval.
The present paper is an examination of this approach. Adaptive procedures of three basic types were evaluated: polynomial fits with the degree selected by sequential regression, polynomial fits with the degree selected by cross validation, and smoothing splines with the amount of smoothing determined by cross validation. In no case were we able to realize enough benefit to be able to recommend an adaptive procedure. In each case the process of adaptation created negative effects which either generated poorer performance than the quadratic method or reduced the potential payoff to a marginal point. The performance of the smoothing splines with cross validation was particularly disappointing since this method has flexibility, simplicity, and elegance.
Hence we still recommend the specific fixed quadratic method of [21. More so than ever it appears as an effective, simple, and practical technique for simulation confidence interval generation and run length control. This method has been incorporated into the internal IBM system simulation analysis tools FIVE and SNAP/SHOT and is planned for installation in the internal IBM simulation tool RESQ. These simulators are described in [18], [19] , and [20] respectively.
