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TANNAKIAN FORMALISM OVER FIELDS WITH OPERATORS
MOSHE KAMENSKY
Abstract. We develop a theory of tensor categories over a field endowed with
abstract operators. Our notion of a “field with operators”, coming from work
of Moosa and Scanlon, includes the familiar cases of differential and difference
fields, Hasse–Schmidt derivations, and their combinations. We develop a cor-
responding Tannakian formalism, describing the category of representations of
linear groups defined over such fields. The paper extends the previously know
(classical) algebraic and differential algebraic Tannakian formalisms.
Introduction
We study fields with operators (briefly described below, and more thoroughly
in §2), and linear groups over such fields. Given such a group G (as defined in §3),
our goal is to describe the category Rep
G
of finite dimensional representations of
G, in a manner similar to the classical Tannakian formalism. In addition to gen-
eralising the usual Tannakian formalism, this paper forms a natural generalisation
and reformulation of the theory of differential Tannakian categories (Ovchinnikov
[17]), and especially of the definition of differential tensor categories in Kamensky
[11, § 4].
We mention that results this kind are expected to have applications to Galois
theory of linear equations with various operators. The classical Galois theories of
ordinary differential and difference linear equations (as explained in Put and Singer
[21] and Put and Singer [20], respectively) may be approached via the classical
Tannakian formalism (also in Deligne [7, § 9]). More recently, there are the Galois
theory of (linear) partial differential equations (initiated by Cassidy and Singer [5])
to which the differential Tannakian theory mentioned above was applied in Ovchin-
nikov [18] (see also Gillet et al. [9]), as well as linear equations involving both
derivatives and automorphisms (Hardouin and Singer [10]), and other variants. It
is hoped that the present paper will provide the tools to approach all these Ga-
lois theories in a uniform manner, from the Tannakian point of view (of course,
the classical Tannakian theory has many more applications in different areas, and
we hope that similar applications will be found for the generalised theory in this
paper). We sketch the definition of the Galois group (in the case of commuting
automorphism and Hasse-Schmidt derivations) in §0.1 below.
The main result of the paper, describing the analogue of tensor categories, as
well as the statement that shows the notion to be adequate, i.e., that it does
axiomatise categories of representations, is in §3 (specifically, Definition 3.2.4 and
Theorem 3.2.9). Both the definition and the statement are rather immediate once
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the fundamental ideas are developed, so we now turn to a brief overview of the
ideas that appear in the first two sections.
Our notion of a “field with operators” comes from (a variant of) the formalism
developed by Moosa and Scanlon [16, 15]. This formalism includes at least the cases
of differential fields (fields endowed with a derivation, or a vector field), difference
fields (fields with an endomorphism), Hasse–Schmidt derivations, and their combi-
nations. To explain the idea, consider a field k with an endomorphism. One could
alternatively describe the situation by saying that we are given an action of the
monoid N of natural numbers on k. More generally, one could consider the action
of a monoid M on k. When M is infinite, it cannot be viewed as a scheme. How-
ever, as a set, it is the (filtered) union of finite sets, each of which can be viewed as
a scheme. Furthermore, the monoid operation maps the product of two finite sets
in the system into another such finite set. In other words, M is a monoid in the
category of ind-finite schemes, and we are given an action of M on spec(k).
Since any set is the filtered union of its finite subsets, the description above
accounts for all discrete monoid actions. However, some finite schemes do not
come from finite sets. Recall that the data of a derivation on the field k over the
subfield k0 is equivalent to that of a k0-algebra map k −→ k[ǫ] = k⊗k0 k0[ǫ] whose
composition with the unique map k[ǫ] −→ k is the identity. Geometrically, we are
given an “action” M0× spec(k) −→ spec(k) of the scheme M0 = spec(k0[ǫ]), in such
a way that the k0-point of M0 acts as the identity. The finite scheme M0 is not a
monoid, but it is part of a system defining an ind-scheme, the additive formal group
M, and in characteristic 0, each “action” of M0 extends uniquely to an action of
M. As with the discrete case, the further components of the system M correspond
to iterative application of the operator, i.e., to higher derivations (this example,
which is classical, is discussed in detail in §2. We note that one could think of
the additive formal group as a “limit” of the additive group of the integers, as the
generator 1 “tends to 0”).
It is therefore reasonable to define a “field with operators” simply as a field with
an arbitrary ind-finite scheme monoid action. This is (essentially) the approach
taken in Moosa and Scanlon [16, 15], and which we adopt here. We mentioned that
similar ideas appear before: for example, Buium [3, § 2.4] discusses the encoding of
a certain class of operators by suitable algebra maps (In fact, the approach there
is somewhat more general, see §4.6). The case of k[ǫ] goes back (at least) to Weil
(unpublished), and is, in any case, classical. The case of Hasse–Schmidt derivations
is discussed in Matsumura [14, § 27]. It appears that the geometric description we
give is new (though Gillet et al. [9] appears to take a geometric approach of the
differential case).
We name ind-finite schemes “formal sets”. The guiding principle is that whatever
can be done with usual sets should also be possible with formal sets. For example,
for any set S there is a free monoid generated by S. If S is a set of endomorphisms
of k, the resulting free monoid acts on k (and vice versa). The same is true for
formal sets (Proposition 2.3.2). The free monoid generated by S = spec(k0[ǫ]) is the
additive formal group precisely if k0 contains Q. This explains why in characteristic
0 (and only in this case), a derivation is the same as an action of this formal group.
As another example, if S is a set and M is a (discrete) monoid, there is an “in-
duced” M-set SM of functions from M to S, and this operation is right adjoint to
the “restriction”, from M-sets to sets, where one forgets the M-action. A similar
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construction is available whenM is now a formal set, and S is a (nice) scheme. The
resulting space is (essentially) what one calls the prolongation space of S, which we
discuss in §2.2 (and which is defined originally in Moosa and Scanlon [15]). One
may then do “M-geometry” (analogous to Kolchin’s differential algebraic geome-
try), where the prolongation spaces allow one to view usual algebraic schemes as
M-schemes. In particular, it possible to consider linear groups, and their represen-
tations.
Recall that in the algebraic case, the category of representations of a (pro-) linear
group scheme (over a field) is described by equipping the pure category structure
with a tensor structure, satisfying suitable properties. A theorem of Saavedra
(Saavedra-Rivano [22]) then shows that if one also remembers the “forgetful” func-
tor into the category of vector spaces, the description is complete: any tensor
category as above is equivalent to the category of representations of a linear group
scheme, which can be recovered from the fibre functor (See Deligne and Milne [8]
for an exposition).
In the case of differential algebraic groups, the tensor structure is insufficient.
For example, the multiplicative group Gm, viewed as a differential algebraic group,
admits a non-trivial differential algebraic homomorphism to the additive groupGa,
and Ga itself has the derivative as an endomorphism. To recover the differential
algebraic group in this case, Ovchinnikov [17] introduces a new operation on rep-
resentations, as follows: One considers a 2-dimensional k-vector space D, which
admits an additional vector space structure (on the right), coming from the deriva-
tion. Given a vector space (or a representation) V , one obtains a new such object
τ(V) = D⊗ˆV , where the tensor product is with respect to the right structure (and
the vector space structure on τ(V) comes from the left one). It is then shown that
with this additional structure, the differential algebraic group can be recovered.
In Kamensky [11, § 4], the operation described above is abstracted to apply in
an arbitrary tensor (abelian) category. This is done by defining the prolongation
of a tensor category C as a certain tensor category of exact sequences of objects
of C. The differential structure is then given by a tensor functor τ from C to its
prolongation. While this formalism does work in the required way, the definition of
the prolongation category is somewhat ad hoc. One of the goals of the current paper
is to build the prolongation category in a more systematic way. The relation of the
current formalism with the original one is explained in Example 1.2.11. We remark
that an alternative formulation of the differential theory, including an extension to
the case of several derivations, is also suggested in a recent preprint, Gillet et al.
[9]. Their approach seems to be similar to the one taken here, and it would be
interesting to make a precise comparison.
In this paper, we imitate the differential case, but construct the prolongation
category more systematically. Given a field k on which a formal monoid M (even-
tually) acts, we identify the analogue of the space D above: essentially, it is the
dual of the pro-algebra corresponding to M. In §1, we define and study the prolon-
gation of an abstract tensor category over k with respect toM. In this section, only
M itself (or rather, its algebra) is used, the action does not yet appear. In §2 we
discuss the notion of a field with operators. This is mostly an exposition of parts
of Moosa and Scanlon [15], although there are also new results (and the exposition
is somewhat different). Finally, in §3 we give our main result. We remark that,
though the statement is completely analogous to the previous cases, the proof in
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this paper is different: rather than repeating a proof similar to the classical case,
our current proof reduces to the classical statement, using the description of M-
schemes employed in this paper. As a result, the notion of schemes in C, and the
scheme structure on objects of C does not play a role as it played in the differen-
tial case (and less explicitly, in the classical case). Nevertheless, we discuss this
structure in §3.3. In §3.4, we prove an analogue of a result of Deligne (Deligne
[7, § 6.20]), which states that, under suitable assumptions, a fibre functor over a
large field descends to a fibre functor over the base sub-field. This is used in the
application to Galois theory.
In the process of writing the paper, I ran into some questions that are not
essential for the main results, but they do occur naturally. I list some of these
questions in §4.
Remarks on notation. For most of the paper, k0 is a base ring, consisting of
“constants” for the operators. Hence, all maps will be maps over k0. The (pro-)
finite algebra corresponding to the acting monoid is usually denoted by E0, and the
monoid itself by M0. k will be an extension of k0 (usually a field), on which M0
acts. I remove the subscript 0 when changing the base to k: E = k⊗k0 E0, etc.
If E is a pro-algebra, spec(E) is the ind-scheme given by applying spec to a
system representing E (thus, if E is a pro-finite algebra, spec(E) is closely related
to the formal spectrum of the pseudo-compact algebra, in the sense of SGA 3 [23,
Expose VIIB], obtained by taking the inverse limit on E. However, this point of
view will not be very convenient for us).
By k[ǫ] I mean the ring of dual numbers over k (so ǫ2 = 0). By k[[x]] I mean the
pro-algebra given by the system (k[x]/xn), n > 0, with the reduction maps (and
similarly for other power-series rings). Combining with the previous paragraph,
spec(k[[x]]) is the ind-scheme represented by the system (spec(k[x]/xn)), which can
also be thought of as the formal spec of the topological algebra k[[x]] (and I will
never consider the spectrum of the algebra k[[x]]).
I try to use different font styles for different kind of objects. This should be
visible.
0.1. An application to Galois theory. We briefly recall here how a formalism
of the type discussed in the paper can be applied to defined Galois groups of linear
equations. This is, essentially, a repetition of Deligne [7, § 9] in our setting. It is
provided here for the benefit of readers who like to have an application in mind,
and will not be used later in the paper. We use the notation and conventions of
the rest of the paper, especially those in §3. For concreteness, we work with linear
difference equations over an iterative Hasse–Schmidt field, but the same idea works
in general. We note that we allow characteristic 0, in which case we recover the
Galois theory of difference equations over a differential field, as in Hardouin and
Singer [10].
Let k be a field, M = spec(k[[x]]), and assume we are given commuting actions
of M and an automorphism σ on Z = spec(k) (i.e., an action of M × Z). In
other words, k is an iterative difference—Hasse–Schmidt-differential field. Since
σ commutes with the M, the fixed field Ck is an iterative Hasse–Schmidt field
(abbreviated HS-field from now on).
A linear difference equation σ(x) = Ax over k corresponds (up to equivalence)
to a difference module over k, i.e., to a finite dimensional vector space M over k,
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together with a k-linear map σ : k⊗σM −→M: The set of solutions of the equation
in an M×Z-extension A of k is identified (by choosing a suitable basis forM) with
Homk,σ(M,A). We are interested in defining a (HS-differential-algebraic) Galois
group that measures the differential-algebraic relations among such solutions.
Let C be the category of difference modules over k. This is a rigid tensor category
over Ck (the dual M
∨ is the k-vector-space dual, with σ(φ)(m) = σ−1(φ(σ(m)));
we use here that σ is invertible on k).
Given a difference module M and a number k, we may define a new difference
module τkM as follows: τkM is generated, as a k-vector space, by expressions ∂im,
where 0 6 i 6 k, and m ∈M, subject to the relations
(1) ∂i(m1 +m2) = ∂i(m1) + ∂i(m2)
(2) ∂i(am) =
∑i
j=0 ∂j(a)∂i−jm
for mi ∈M and a ∈ k. The difference structure is given by σ(∂im) = ∂iσ(m) (this
is well defined, since σ commutes with the ∂i on k).
For each k, τkM has the structure of a module over Ek = k[x]/x
k+1, given by
x(∂im) = ∂i−1m (with ∂−1m = 0). This modules structure commutes with σ, and
is furthermore Ek-injective: it is enough to show that an element killed by x
l is of
the form xk−l+1m, but this is obvious. With the evident definition on morphisms,
we obtain a functor τk from C to C
(Ek). We give this functor a tensor structure by
mapping ∂i(m⊗n) ∈ τk(M⊗N) to
∑i
j=0 ∂jm⊗ ∂i−jn ∈ τk(M)⊗
Ek τk(N) (as in
Example 1.2.11).
The functor i! = i!k, corresponding to the unique k-point Ek −→ k, is given on
modules of the form τk(M) by sending ∂jm to 0 for j > 0. The map m 7→ ∂0m is
clearly an isomorphism aM :M −→ i
! ◦ τ(M).
Similarly, τkτlM is generated (as a vector space) by elements ∂i∂jm, where
i 6 k, j 6 l, and m ∈ M. Furthermore, the elements ∂k∂lm generate it as an
Ek⊗El module. We define an Ek⊗El-module map from τkτlM to HomEk+l(Ek⊗
El, τk+lM) (a component of m
! ◦ τk+l) by sending the element ∂k∂lm to the map
xsyt 7→
(
k+l−s−t
k−s
)
∂k+l−s−tm (We have identified Ek⊗El with k[x,y]/(x
k+1,yl+1);
note that the binomial coefficient is 0 when s > k or t > l). It is clear that both
a and b commute with the action of σ. This completes the definition of C as an
E-tensor category over Ck (Definition 3.2.4).
The E-tensor category C admits a fibre functor ω over k, namely, forgetting the
action of σ. This fibre functor has an E-structure, given by identifying ∂im ∈ τkM
with θi ⊗m in Ek
∨ ⊗µ M, where (θi) is the basis of Ek
∨ dual to (xi). Hence we
have an E-fibre functor ω over k.
Let now be X an object of C, and let CX be the E-tensor sub-category of C
generated by X . The fibre functor ω restricts to CX , so if Ck is HS-differentially
closed (which, in the case of positive characteristic, is the same as separably-closed,
of imperfection degree 1; cf. Ziegler [25]), we are in the situation of Proposition 3.4.4.
Hence, in this case, CX admits a fibre functor over Ck. The corresponding E-
group, obtained from Theorem 3.2.9, is (by definition) the Galois group of X (or a
corresponding difference equation).
1. Categorical Prolongations
In this section, our goal is to define the prolongation of a tensor category with
respect to an algebra E. This will be another tensor category, as described in the
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introduction. The goal is achieved in Definition 1.2.8 in the finite case, and extended
to the pro-finite case (which is the general case) in Definition 1.3.9. We start by
discussing the action of E on objects in an arbitrary k-linear category. Much of the
material comes from Deligne [7, § 5].
1.1. Modules in k-linear categories. Let k be a field, fixed for the entire section.
We denote by Veck the category of finite dimensional vector spaces over k. For any
vector space V over k, V∨ denotes the linear dual.
If E is a finite k-algebra, then E∨ is an E-module. We note that E∨ need not be
free:
Example 1.1.1. Let E = k[x,y], with x2 = y2 = xy = 0. Let (δ, δx, δy) ∈ E
∨3 be
the basis dual to the basis (1, x,y) of E. Then xδ = xδy = 0 and similarly for y, so
E∨ cannot be free. 
The actual situation is described by the following.
Proposition 1.1.2. Let M and N be finite E-modules. Then (M⊗E N)
∨ is canon-
ically isomorphic to HomE(M,N
∨). In particular, N is flat if and only if N∨ is
injective (as with any commutative ring, this is also equivalent to N being projective
and locally free).
Proof. An element of HomE(M,N
∨) corresponds, by adjunction, to a k-linear map
φ : M⊗N −→ k, such that φ(em,n) = φ(m, en) for all e ∈ E. These are precisely
the elements of (M⊗E N)
∨. 
We will be interested in modules in arbitrary k-linear categories.
Definition 1.1.3. Let k be a field. By a k-linear category we mean an addi-
tive category C, together with a k-vector space structure on each abelian group
Hom(X ,Y ), such that
(1) Composition is k-bilinear.
(2) Each Hom(X ,Y ) is finite dimensional
(3) Each object has finite length (i.e., the length of a strictly descending chain
starting from a given object is bounded).
In particular, each End(X ) is a finite (associative) k-algebra.
1.1.4. Action of Veck on C. For any object X of a k-linear category C, the functor
Y 7→ Hom(X ,Y ) (into Veck) has a left adjoint V 7→ V ⊗k X (Deligne and Milne
[8, § 2]). We note that for vector spaces V and W, there is a canonical isomor-
phism (omitted from notation) (V ⊗kW)⊗k X = V ⊗k (W ⊗k X ), since Hom(V ⊗k
W, Hom(X ,Y )) is canonically identified with Hom(V , Hom(W, Hom(X ,Y ))). Set
Homk(V ,X ) = V
∨ ⊗k X .
Proposition 1.1.5. Let C be a k-linear category, X an object of C.
(1) The functor Y 7→ Hom(Y ,X )∨ (from C to Veck) is left adjoint to V 7→
V ⊗X .
(2) For any vector space V finite dimensional over k, Homk(V ,−) is right ad-
joint to V ⊗k −
(3) The functor −⊗k X is exact
(4) In Cop, (V ⊗k X )
op is canonically isomorphic to Homk(V ,X
op).
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Proof. (1) Given A morphism f : Y −→ V ⊗k X , we obtain a map
V∨ ⊗k Y
id⊗kf
−−−−→ V∨ ⊗k V ⊗k X
ev⊗kid
−−−−→ X (1)
which induces, by adjunction, a map V∨ −→ Hom(Y ,X ), and by duality a
map f∨ : Hom(Y ,X )∨ −→ V .
In the other direction, a map g : Hom(Y ,X )∨ −→ V corresponds by
duality to a map V∨ −→ Hom(Y ,X ), which corresponds by adjunction to a
map V∨ ⊗k Y −→ X . Tensoring with V and combining with co-evaluation,
we get
g∨ : Y −→ V ⊗k V
∨ ⊗k Y −→ V ⊗k X (2)
The statement that the two constructions are inverse to each other is pre-
cisely the statement that the usual evaluation and co-evaluation determine
a rigid monoidal structure on Veck.
(2) Apply the previous statement with V∨
(3) The functor has both left and right adjoints
(4) A morphism Y −→ V⊗kX in C
op corresponds to a morphism V⊗kX −→ Y in
C, which correspond to a linear map V −→ HomC(X ,Y ) = HomCop(Y ,X ),
corresponding by duality to a map HomCop(Y ,X )
∨
−→ V∨, which corre-
sponds by adjunction to a map Y −→ Hom
k
(V ,X ) (in Cop). Hence the two
objects represent the same functor.

Definition 1.1.6. Let E be an associative k-algebra. A (left) E-module in C is an
object X of C, together with a k-algebra map E −→ End(X ). We denote by E−C
the category of left E-modules in C (with E-action preserving maps).
1.1.7. We fix a finite-dimensional k-algebra E. Then an E-module structure on X
is the same as a morphism E ⊗ X −→ X satisfying the obvious relations, and by
Proposition 1.1.5, it is also the same as a morphism X −→ E∨ ⊗k X = Homk(E,X )
that makes X an E∨-comodule.
1.1.8. Given an E-module X in C and an object Y in C, the space Hom(X ,Y ) is a
(usual) right E-module. In other words, X represents a functor Y 7→ Hom(X ,Y )
from C to the (abelian, k-linear) category (E)coh of finitely generated right E-
modules. This functor has a left adjoint FX :M 7→M⊗EX , whereM⊗EX is the
co-equaliser
M⊗ E⊗X ⇒M⊗X −→M⊗E X (3)
Definition 1.1.9. An E-module X in C is flat if the functor M 7→M⊗E X from
(E)coh to C is exact. We denote by C(E) the full sub-category of E−C consisting of
flat E-modules.
Lemma 1.1.10. If for any right ideal I of E, the map I⊗E X −→ X is monic, then
X is flat.
Proof. Same as for usual modules 
Example 1.1.11. Let D(C) be the category of exact sequences 0 −→ X
i
−→ Y
pi
−→
X −→ 0 in C, where the morphisms are morphisms of exact sequences, in which the
two side maps agree. This category can be identified with C(E), for E = k[ǫ] (with
ǫ2 = 0). Namely, a sequence as above is identified with Y , with ǫ acting as i ◦ π
(and the sequence is exact precisely if Y is flat). 
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Example 1.1.12. If E = E1×E2, then E−C can be identified with E1−C×E2−C, and
likewise for C(E). In particular, for E = k× k, both E−C and C(E) are the category
of pairs of objects of C. 
Proposition 1.1.13 (Deligne [7, § 5.2]). Given an E-module X in C, the functor
FX from 1.1.8 is right-exact. The assignment X 7→ FX is an equivalence between
E−C and right-exact, k-linear functors from (E)coh to C. Flat modules correspond
to exact functors under this equivalence.
For convenience, we sketch the proof.
Proof. Given a right-exact functor F : (E)coh −→ C, let X = F (E). Since E =
EndE(E) (endomorphisms of right E-modules), X is a left E-module. Given any
coherent right E-module M, applying F to the co-equaliser diagram
M⊗k E⊗k E⇒M⊗k E −→M⊗E E = M (4)
and using the fact that F is right-exact and k-linear, we get a co-equaliser diagram
M⊗k E⊗k X ⇒M⊗k X −→M⊗E X = F (M) (5)
Hence F is isomorphic to FX . The other claims are obvious. 
1.1.14. We will require a few more results from Deligne [7, § 5]. Given a left E-
module M and an object X of C, M ⊗ X is naturally an E-module in C. Hence,
there is a functor ⊗ : (E)coh × C −→ E−C, k-linear and exact in each coordinate
(where (E)coh is the category of finite left E-modules).
Deligne [7, § 5.1] defines the tensor product of two abelian k-linear categories C1
and C2 to be an abelian k-linear category C = C1⊗kC2, together with a “universal”
k-bilinear right-exact (in each coordinate) functor ⊗ : C1 × C2 −→ C.
Proposition 1.1.15 (Deligne [7, § 5.11]). The functor ⊗ : (E)coh × C −→ E−C
identifies E−C with the tensor product of (E)coh and C.
Proposition 1.1.16 (Deligne [7, § 5.13]). Let C1 and C2 be two abelian k-linear
categories.
(1) C = C1 ⊗k C2 exists, and is again k-linear
(2) The “tensor product” ⊗ : C1 × C2 −→ C is exact in each coordinate.
(3) If k is perfect, and F : C1 × C2 −→ D is exact in each coordinate, then the
induced functor C −→ D is exact as well.
Remark 1.1.17. The assumption that k is perfect in the last part above of Propo-
sition 1.1.16 is too strong for our purposes, since it excludes some interesting ex-
amples. The fact that the statement is false in general is demonstrated in Deligne
[7, § 5.6]. However, the statement remains true in the following situation: We call
a k-algebra E quasi-separable over k if it is commutative, finite over k, and the
associated reduced algebra is separable over k. If E is such an algebra, then the
last part of Proposition 1.1.16 holds when C1 = (E)
coh (and C2 is any), without
restriction on k.
The proof of this fact is the same as for the original statement. One reduces,
as in Deligne [7, § 5], to the following statement (Deligne [7, § 5.9]): If E is quasi-
separable, and A is any finite (not necessarily commutative) algebra over k, S and T
are simple modules over E and A, respectively, then S⊗k T is a semi-simple E⊗kA-
module. To prove this, we note that since S is simple, any nilpotent element of E
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acts as 0, so we may assume that E is reduced, and hence separable. Now the proof
proceeds as in Deligne [7, § 5.9]. 
1.2. Tensor structure. We now assume that k is a field, E is a quasi-separable
k-algebra (Remark 1.1.17), and C is abelian and k-linear. We also assume that we
are given a monoidal structure (⊗,φ,ψ) on C (so that ⊗ is k-linear in each coordi-
nate, and has a unit 1, φ and ψ are, respectively, associativity and commutativity
constraints, but C is not necessarily rigid). We assume ⊗ to be exact in each coor-
dinate (this is automatic if C is rigid). We would like to define a monoidal structure
on E−C. It will be convenient to define and work with two dual such structures.
We fix a unit 1 in (C,⊗). The functor V 7→ V⊗k1 has a natural tensor structure,
making it a fully faithful exact tensor embedding of Veck into C. We will therefore
view Veck as a subcategory of C. The meaning of all notions we have defined (and
will define) for both vector spaces and objects of C is easily seen to be compatible
with this identification. For example, we have V ⊗kX = V ⊗X and Homk(V ,X ) =
Hom(V ,X ) (in particular, the latter exists), so we drop the decoration k from now
on.
1.2.1. Given two E-modules X and Y in C, their usual tensor product X ⊗E Y
is defined as the largest quotient of X ⊗ Y on which the two actions of E agree
(cf. Deligne and Milne [8, § 3]). In other words, it is the co-equaliser
E⊗X ⊗Y ⇒ X ⊗Y −→ X ⊗E Y (6)
The E-module structure is induced, as usual, by the action on either coordinate.
The dual tensor product X ⊗E Y is defined as (X op ⊗E Y
op)
op, where X op
is X viewed as an object of the opposite category Cop (since E is commutative,
E−Cop = (E−C)op). In other words, it is the largest sub-object of X⊗Y annihilated
by all maps e⊗1−1⊗e with e ∈ E (this exists since E is finite). Again, the E-module
structure comes from the action on either coordinate.
Since the associativity and commutativity constraints are functorial, they com-
mute with the action of E, and therefore induce similar constraints φE, ψE, φ
E
and ψE on the respective tensor structures. We set CE = (E−C,⊗E,φE,ψE) and
CE = (E−C,⊗E,φE,ψE).
Lemma 1.2.2. The inclusion of X ⊗EY in X ⊗Y is the equaliser of the two maps
X ⊗Y −→ Hom(E,X ⊗Y ).
Proof. This follows from dualising the diagram (6), using Proposition 1.1.5. 
The following proposition lists the basic properties of these operations.
Proposition 1.2.3. Let (C,⊗) and E be as in 1.2.1.
(1) CE and C
E are monoidal categories
(2) If C is closed, then so is CE.
(3) If C is rigid, then
(X∨ ⊗E Y
∨)
∨
= X ⊗E Y = HomE(X
∨,Y ) (7)
Hence, if C is rigid, X 7→ X∨ induced a monoidal equivalence CE −→ CE
op.
Proof. (1) This was discussed in 1.2.1. The only additional point is that E is a
unit for CE, and dually, E
∨ is a unit in CE.
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(2) Given two E-modules X and Y in C, E acts on Hom(X ,Y ) in two ways. Let
HomE(X ,Y ) be the equaliser of the two actions, with E structure coming
from either.
A map f : Z −→ HomE(X ,Y ) determines a map Z −→ Hom(X ,Y ), and
therefore a map g : Z ⊗ X −→ Y . If Z is an E-module, and f commutes
with the action of E, then the two compositions E⊗ Z ⊗X −→ Z ⊗X
g
−→ Y
are equal, so g descends to a map g¯ : Z ⊗E X −→ Y . Furthermore, since f
factors through HomE(X ,Y ), g¯ is a map of E-modules. The argument in
the other direction is similar.
(3) The first equality follows from the fact that X 7→ X∨ is an exact ten-
sor equivalence of C with Cop, taking E ⊗ X to Hom(E,X∨) (and using
Lemma 1.2.2).
The second equality follows from Lemma 1.2.2 and the construction of
HomE(X
∨,Y ) as an equaliser (together with the isomorphism X∨ ⊗ Y =
Hom(X ,Y ) in any rigid category).

Remark 1.2.4. The equivalence mentioned in the Proposition does not imply that
CE is closed (which is generally false), since the notion of a closed category is not
self-dual (However, see 1.2.15). 
1.2.5. Flatness. If X is an E-module in C, the functor Y 7→ Y ⊗EX is always right
exact (since it is a co-equaliser). We would like to consider those modules for which
the functor is exact. Since the usual E-modules are included in E−C, each such
module is flat in the sense of 1.1.9. It follows from Deligne’s result that flatness is
sufficient for the exactness of this functor in general.
Proposition 1.2.6. For any flat E-module X , the functor − ⊗E X (from CE to
itself) is exact.
If C is rigid, then this is also equivalent to the exactness of Y 7→ HomE(Y ,X
∨).
The last part is an analogue of Proposition 1.1.2.
Proof. It is enough to prove that − ⊗E X is exact as a functor from E−C to C.
According to Proposition 1.1.15, E−C can be identified with (E)coh ⊗k C. Since
E is quasi-separable, it is enough, by Remark 1.1.17, to prove that the induced
functor (E)coh × C −→ C is exact in each coordinate. This induced functor is given
by (M,Y ) 7→ (M ⊗E X ) ⊗ Y , so precisely equivalent to the flatness of X (recall
that ⊗ was assumed to be exact).
The second statement follows from the first together with equation (7). 
From now on, we assume that C is rigid.
Corollary 1.2.7. The full sub-category C(E) of CE consisting of flat modules is a
tensor sub-category (which need not be abelian). So is the full sub-category of CE
consisting of objects X for which X∨ is flat.
Proof. We need only to prove that if X and Y are flat, then so is X ⊗E Y . Hence
we need to prove that the functor M 7→ M ⊗E (X ⊗E Y ) is exact. Since CE is a
tensor category, the last object is equal to (M⊗EX )⊗EY , so this is a composition
of two exact functors (using Proposition 1.2.6 for Y ). 
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Definition 1.2.8. Let k be a field, C a rigid abelian k-linear tensor category, and
E a quasi-separable k-algebra (Remark 1.1.17). An object X of E−C will be called
E-injective if X∨ is E-flat.
The E-prolongation of C, C(E), is defined to be the full tensor sub-category of CE
consisting of E-injective modules.
Remark 1.2.9. If X is E-injective, it follows that the functor M 7→ HomE(M,X )
(from (E)coh to C) is exact. The converse is also true, using the same argument
as in the proof of Proposition 1.2.6. Hence, the notion of E-injective objects can
also be defined on the level of abelian categories, without mentioning the tensor
structure. Also, as with flatness, it is enough to check the exactness on inclusions
of an ideal of E in E. On the other hand, being E-injective is not the same as being
an injective object in E−C.
Similarly, it follows from equation (7) that an object X is E-flat if and only if it
is E-projective, in the sense that HomE(X ,−) is exact, either on CE or on (E)
coh
(and this is again different from being projective in E−C). 
Corollary 1.2.10. The tensor equivalence X 7→ X∨ from Proposition 1.2.3 in-
duces a tensor equivalence C(E) −→ C(E)
op.
Example 1.2.11. Let E = k[ǫ]. In Example 1.1.11, we have already identified the
flat E-modules in C with exact sequences 0 −→ X
i
−→ Y
pi
−→ X −→ 0 in C. Since the
dual module corresponds to the dual exact sequence, an E-module is E-flat if and
only if it is injective. Thus, this is also the category of injective E-modules.
Let 0 −→ X1
i
−→ Y1
pi
−→ X1 −→ 0 and 0 −→ X2
i
−→ Y2
pi
−→ X2 −→ 0 be two exact
sequences. The inclusions induce inclusions 0 −→ X1 ⊗ Y2
i⊗1
−−→ Y1 ⊗ Y2 and 0 −→
Y1 ⊗X2
1⊗i
−−→ Y1 ⊗Y2, and therefore a map
X1 ⊗Y2 ⊕Y1 ⊗X2
i⊗1−1⊗i
−−−−−−→ Y1 ⊗Y2
whose kernel (by a simple diagram chase) is X1 ⊗ X2. Taking the quotient by this
kernel, we therefore obtain a sub-object Z of Y1 ⊗ Y2. The equaliser W of the
two maps π ⊗ 1 and 1 ⊗ π is clearly a sub-object of Z , there is an exact sequence
0 −→ X1⊗X2 −→W −→ X1⊗X2 −→ 0, which was defined in Kamensky [11] to be the
tensor product of the two given sequences.
Viewing the Yi as E-injective modules, with ǫ = i◦π on each Yi, the equaliser of
ǫ⊗1 and 1⊗ǫ coincides with the equaliser of π⊗1 and 1⊗π, so the above definition
coincides with (the exact sequence corresponding to) the E-module Y1⊗
EY2. Hence
C(E) coincides, as a tensor category, with what was called the prolongation of C
in Kamensky [11]. 
Example 1.2.12. When E = E1 × E2, and we identify E−C with (E1−C)× (E2−C),
as in Example 1.1.12, all notions again work component wise. Hence, for E = k×k,
C(E) is C× C, as a tensor category. 
Proposition 1.2.13. Let C be rigid, and let X be a flat E-module in C. We set
X ∗ = HomE(X ,E).
(1) X ∗ is E-flat.
(2) For any E-module Y in C, the canonical map X ∗ ⊗E Y −→ HomE(X ,Y ) is
an isomorphism.
Proof. Both parts follow from the following special case of the second part.
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Claim 1.2.14. For any (usual) coherent E-module M, the canonical map X ∗ ⊗E
M −→ HomE(X ,M) is an isomorphism.
Proof of claim. M has a finite free resolution,
0 −→ Enk −→ . . . −→ En2 −→ En1 −→M −→ 0
Applying the (exact) functor HomE(X ,−) to the sequence, we get an exact sequence
0 −→ (X ∗)nk −→ . . . −→ (X ∗)n2 −→ (X ∗)n1 −→ HomE(X ,M) −→ 0
On the other hand, X ∗ ⊗EM is, by definition, the co-kernel of the map (X
∗)
n2 −→
(X ∗)n1 in that sequence. 
We now return to the proof of the Proposition.
(1) We need to prove that the functor X ∗⊗E− : (E)
coh −→ C is exact. According
to the claim, this functor coincides with HomE(X ,−), and since X is E-flat,
the result follows.
(2) The two exact functors HomE(X ,−) and X
∗ ⊗E − from E−C −→ C restrict,
according to Proposition 1.1.15, to functors on (E)coh×C, and it is enough
to show that they coincide on this category. The former restricts to the
functor (M,Y ) 7→ HomE(X ,M)⊗Y , while the latter to (M,Y ) 7→ (X
∗⊗E
M)⊗Y . Hence the functors are isomorphic by the claim. 
Corollary 1.2.15. Assume that C is rigid. Then so are C(E) and C
(E).
Proof. From Proposition 1.2.13 together with Corollary 1.2.7, we conclude that
HomE(X ,Y ) is flat whenever X and Y are. Since it clearly satisfies the adjunc-
tion property, the rigidity of C(E) follows from the second part Proposition 1.2.13
and Deligne [7, §§ 2.3,2.5].
For C(E), the statement follows from Corollary 1.2.10, since the opposite of a
rigid category is rigid. We mention only that
HomE(X ,−) := X∨ ⊗E − (8)
is the right adjoint to X ⊗E − in C(E). 
1.3. Passing to the limit. We would like now to replace the finite algebra E by
a pro-finite one. This is done, essentially, by glueing a matching sequence of flat or
injective modules along a filtering system.
1.3.1. Limits of categories. Let π : C −→ I be a fixed functor. We say that an object
X of C is over an object J of I if π(X ) = J (and likewise for morphisms). The
fibre CJ of C (or π) over J is the sub-category of C consisting of objects over J and
morphisms over the identity of J .
Recall (say, from Deligne and Milne [8, Appendix]) that C (or π) is a fibred
category if for any map f : I −→ J in I, and any object X over J , there is a universal
map over f in C from an object f∗(X ) over I , and furthermore, (gf)∗(X) = f∗(g∗(X))
for all f : I −→ J , g : J −→ K (more precisely, we are given functorial isomorphisms
between the two, satisfying pentagon identities).
In particular, f∗ is a functor from CJ to CI . Conversely, given a collection CJ
of categories, one for each object J of I, and functors f∗ for morphisms f of I,
with compatible isomorphisms as above, one constructs a fibred category with the
prescribed fibres and pullbacks. In this sense, a fibred category can be thought of
as a presheaf of categories.
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Given two fibred categories C and D over I, a Cartesian functor from C to D
is a functor F : C −→ D over I, together with functorial identifications g∗F (X) =
F (g∗X) for all morphisms g in I. A morphism between Cartesian functors is a
morphism of functors over the identity on I, which commutes with the identifica-
tions.
We view I as a fibred category over itself, via the identity functor. More generally,
for any category D, we have a fibred category D× I over I.
Definition 1.3.2. Let π : C −→ I be a fibred category. The inverse limit lim
←−
I
C is
the category of Cartesian functors from I to C.
Hence, an object of lim
←−
I
C is given by a collection of objects XJ of CJ , one for each
object J of I, together with, for each morphism f : I −→ J in I, an isomorphismXI −→
f∗(XJ ), such that the system of such isomorphisms is compatible with compositions.
In particular, if I has a terminal object 1, then the assignment (XJ ) 7→ X1 is an
equivalence of categories lim
←−
I
C
∼
−→ C1.
Intuitively, one may think of objects of I as pieces of some geometric objects,
and of the morphisms as glueing instructions. The category C can be viewed as
objects of a particular kind (say, vector bundles) over these pieces. An object of
lim
←−
I
C can then be viewed as an object of the same kind on the (hypothetical) glued
space.
We note that lim
←−
I
C satisfies the expected universal property: The category of
functors from D to lim
←−
I
C is equivalent to the category whose objects are compatible
collections of functorsD −→ CJ (in other words, to the category of Cartesian functors
D× I −→ C).
1.3.3. As before, when the Hom sets are abelian groups or k-vector spaces, we
assume that the pullback functors preserve this structure. We note that the limit
of abelian categories need not be abelian in general (see also 4.1). Also, the limit
of k-linear categories need not be k-linear in our definition, since the finiteness
conditions need not hold. However, when I is filtering (which is the case of interest
for us), we may think of Hom(X,Y) as a pro-finite k-vector space, and composition
is a morphism in this category. Furthermore, each object has pro-finite length. We
may call such categories pro-k-linear.
1.3.4. Tensor structure. Assume now that each CJ is a monoidal category, that the
functors f∗ are given with monoidal structure, and that the monoidal structures are
compatible, and compatible with the composition isomorphisms (This is equivalent
to saying that we are given a Cartesian functor ⊗ : C ×I C −→ C, etc.). Then the
limit category lim
←−
I
C also has a monoidal structure, given pointwise. If each CJ
admits internal Homs, and each f∗ is closed, then the limit category again admits
internal Homs. Finally, if each CJ is rigid, then so is the limit category (note that
in this case, pullbacks are automatically closed, Deligne and Milne [8, Prop. 1.9]).
1.3.5. The fibre-wise opposite. Given a fibred-category π : C −→ I, each pullback
functor f∗ determines a functor between the opposite categories. It is easy to
see that the data of the fibred-category determines a fibred-category data on the
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collection of opposite categories, which we call the opposite fibred category Cop.
Hence we are given a functor π : Cop −→ I, and the underlying category Cop is not
the opposite category in the usual sense, but we shall never consider the latter in
this setting, so there is no room for confusion.
When the fibres are abelian, or monoidal, or rigid, then so are the opposites, and
if the original data came (e.g.) from a fibred monoidal category, then the opposite
is again fibred monoidal. In particular, if each fibre is rigid, then the assignment
X 7→ X∨ is a Cartesian tensor equivalence between C and Cop.
We also note that the limit of the opposite category is the opposite of the limit
category. This is true even including the monoidal structure.
1.3.6. Pullbacks for modules. We now assume that we are given a category C as
in 1.2. It will be convenient to think about E-modules in C geometrically, just like
with usual modules. Thus, an E-module in C is thought of as a family of objects of
C, parametrised by spec(E), a flat module corresponds to a bundle of such objects,
etc.
Given a map from a finite k-algebra E to another such algebra F, corresponding
to a map f : spec(F) −→ spec(E) (over k), we have functors f∗, f! : E−C −→ F−C, and
a functor f∗ : F−C −→ E−C, given by f
∗(X ) = F ⊗E X , f
!(X ) = HomE(F,X ) and
f∗(X ) is X viewed as an E-module via f. It follows directly from the definitions
that f∗ is left adjoint to f∗, which is left adjoint to f
!. Also, given another map
g : spec(G) −→ spec(F), there are obvious isomorphisms g∗ ◦f∗ −→ (fg)∗ and g! ◦f! −→
(fg)!. Therefore, the determine two fibred categories C∗ and C! over the category S
of finite schemes over k, with pullbacks given by f∗ and f!, respectively.
Proposition 1.3.7. Assume C is rigid, and let f : spec(F) −→ spec(E) be a map
over k.
(1) For any object X of E−C, there are canonical isomorphisms f!(X∨) =
(f∗(X ))∨
(2) If X is E-flat, then f∗(X ) is F-flat.
(3) If X is E-injective, then f!(X ) is F-injective.
Proof. (1) The isomorphism is given by Equation (7) of Proposition 1.2.3. Since
all constructions are functorial, it commutes with the F-action.
(2) The same as for usual modules
(3) By the first two parts 
We note that the tensor structure was not used in any essential way (the du-
ality could be replaced by passing to the opposite category). On the other hand,
given the tensor structure, the restriction functors are tensor functor for the corre-
sponding structure, in the obvious way, and the canonical isomorphisms are tensor
isomorphisms.
It follows from the proposition that the fibred categories C∗ and C! above contain
fibred sub-categories Cf and Ci of flat and injective modules, respectively (over the
same base).
1.3.8. Modules over pro-finite algebras. Let E be a pro-finite algebra over k. Hence
E is a co-filtering system of finite algebras, indexed by a category I. Equivalently,
it is given by an ind-object spec(E) of the category S of finite schemes over k (i.e.,
it is a formal set in the terminology of §2).
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Pulling back the categories Cf and Ci from above, we obtain fibred categories
Cf|I and C
i|I over I.
Definition 1.3.9. For a pro-finite algebra E, we defined C(E), the category of flat
E-modules in C, to be the limit lim
←−
I
Cf of the fibred category of flat modules along
I. Dually, we define the category of E-injective modules (or the E-prolongation of
C) C(E) as the limit lim
←−
I
Ci.
We note that if E happens to be a finite algebra, this definition agrees with the
previous one by the remarks following the definition of the limit.
Corollary 1.3.10. For any pro-finite algebra E, the categories C(E) and C
(E) are
rigid (non-abelian) tensor categories, and X 7→ X∨ determines a tensor equivalence
C(E) −→ C(E)
op.
Proof. By Corollaries 1.2.7, 1.2.10 and 1.2.15, and the discussions in 1.3.4 and 1.3.5.

We note that, as in the finite case, a flat coherent E-module M (i.e., an object of
Vec(E)) determines, for each object X of C an object M⊗X of C(E) and an object
Hom(M,X ) of C(E).
1.3.11. The discussion on pullbacks (1.3.6) and Proposition 1.3.7 extend to maps
between pro-finite algebras. Let f : spec(F) −→ spec(E) correspond to a map between
two pro-finite algebras E and F. We define f! : C(E) −→ C(F) as follows (f∗ is
analogous).
First, assume that F is finite. Then f is induced by some f1 : spec(F) −→ spec(E1),
where E1 is finite. Hence we have a functor f
!
1 : C
(E1) −→ C(F). Given a Cartesian
functor X : E −→ Ci (where we think of E as the index category), define f!(X ) =
f!1(X (E1)). This is well defined since X is Cartesian.
A general F is the inverse limit of finite ones, and for each finite piece Fa we
obtain from the previous step a functor f!a : C
(E) −→ C(Fa). These functors form a
matching family, and hence determine a functor to the limit C(F).
2. Fields with Operators
In this section, we recall the formalism introduced in Moosa and Scanlon [16]
and Moosa and Scanlon [15] (adapted to our setting). As indicated in the introduc-
tion, this formalism provides a unified framework for fields endowed with operators,
including differential and difference fields, and (Kolchin-style) algebraic geometry
over them.
The use of geometric language is mainly for the purpose of intuition. The case
we will eventually be interested in is when X = spec(k0) and Z = spec(k), with k a
field extending k0, and the reader will not lose (or gain) anything by assuming this
from the beginning (on the other hand, some of the examples are mainly interesting
when k0 is not a field).
We call a map f : X −→ Y of schemes quasi-separable if for any K-point y ∈ Y(K),
the fibre Xy of f over y has the form spec(A), with A a quasi-separable K-algebra
(Remark 1.1.17). As with ramification, one could instead ask the same condition for
schematic points, or for geometric points. We note that this property is preserved
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by base-change. This condition is not important for the current section, but will
play a role later, for reasons explained in §1.
2.1. Formal sets.
Definition 2.1.1. Let X be a quasi-compact Noetherian scheme. By a formal set
over X, we mean an ind-object in the category of flat, finite schemes over X (i.e.,
schemes over X whose sheaf of algebras is flat and coherent as an X-module).
The formal set is strict if it can be represented by a system of closed embeddings.
It is quasi-separable if it can be represented by a system of quasi-separable schemes
over X.
A pointed formal set is a formal set M together with a map X −→M over X.
A formal (abelian) monoid (etc.) over X is an (abelian) monoid object in this
category.
Example 2.1.2. Let S be a finite set. The co-product S×X =
∐
SX is clearly flat and
finite over X, and is therefore a (finite) formal set over X (it is also quasi-separable).
A map f : S −→ T to another finite set induces a morphism f × 1 : S × X −→ T × X
over X, and any morphism over X comes from a map of sets. Hence S 7→ S × X is
a fully faithful exact embedding of finite sets in formal sets over X. Since a set is
the same as an ind-finite set, this also determines a fully faithful exact embedding
of the category of sets into (strict, quasi-separable) formal sets.
Since the embedding is exact, it induces an embedding of pointed sets, (abelian)
monoids, etc., into the category of formal such objects. For instance, the monoids
of natural numbers or integers can be viewed as formal monoids over X. As with
usual sets, it is not the case that a formal monoid is an ind-object in finite formal
monoids.
As explained in the introduction, the guiding principle for all that follows is that
any construction or result valid for usual sets should extend to formal sets. 
Example 2.1.3. Let Y be a scheme over X. If X is smooth of dimension at most
11, the collection of flat and finite closed subschemes of Y over X forms a filtering
system, and so determines a strict formal set M (which might be empty).
There is a map M −→ Y (in the category of ind-schemes over X), and every map
from a formal set to Y (all over X) factors uniquely via M. For such X, the previous
example is obtained from this one as a special case by taking, for an arbitrary set
S, Y =
∐
SX. 
Example 2.1.4. In the situation of the previous example, let Y0 by a fixed subscheme
of Y , flat and finite over X. The sub-system of M consisting of subschemes with
the same set-theoretic support as Y0 is again filtering (even without the restrictions
on X), and can be identified with the completion of Y along Y0.
For instance, if X = spec(k) is a point, Y = A1 and Y0 the point at the origin,
we obtain the formal scheme with one point, and structure sheaf k[[x]]. 
Example 2.1.5. As a special case of the previous example, any formal group law
over a ring k determines a (quasi-separable) formal abelian group over X = spec(k)
in our sense. 
1The condition on X is used to ensure that the system is filtering, since in this case a module
is flat if and only if it is torsion-free, so the union of two finite flat subschemes is again flat (and
finite). It is possible that this condition is redundant, and the construction can be carried out in
general
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Example 2.1.6. Any Hasse–Schmidt system D over A, in the sense of Moosa and
Scanlon [15, Def. 2.2], determines a pointed strict formal set (spec(Di(A)))i over
X = spec(A), indexed by the natural numbers. Conversely, any such pointed strict
formal set (Yi) can be extended to a Hasse–Schmidt system by choosing a compat-
ible system of A bases, where Di(Z) = Yi ×X Z (cf. Moosa and Scanlon [15, after
Def. 2.1]).
Likewise, an iterative Hasse–Schmidt system over A (Moosa and Scanlon [15,
Def. 2.17]) is naturally identified (up to a choice of basis) with a formal abelian
monoid over X. 
We work in the category of ind-schemes over X. Given a formal set M, we get,
for any scheme Z over X, an ind-scheme M ×X Z, and if M is pointed, a map
Z −→M×X Z. This process extends to the case of ind-schemes Z.
Definition 2.1.7. Let M be a pointed formal set over X (as above). A M-scheme
is a scheme Z over X, together with a map M ×X Z −→ Z over X, such that the
induced map Z −→ Z resulting from the point is the identity.
IfM is a formal abelian monoid, an iterative M-scheme is an M-scheme in which
the structure map is a monoid action (when M is such a monoid, all M-schemes
we will consider will be iterative, so we will usually omit the title “iterative”).
If Z is an (iterative) M-scheme, an (iterative) M-scheme over Z is a map of
(iterative) M-schemes W −→ Z.
Example 2.1.8. Under the identification in Example 2.1.6, an affine M-scheme is
the same as a Hasse–Schmidt ring in the sense of Moosa and Scanlon [15, Def. 2.4]
(note that the choice of basis in the definition of a Hasse–Schmidt system does
not play any role in the definition of a Hasse–Schmidt ring). Likewise, with the
adjective “iterative” added. 
Example 2.1.9. If X is over spec(k), and M = X ×spec(k) spec(k[ǫ]), where k[ǫ]
is the ring of dual numbers (ǫ2 = 0), pointed in the only possible way, then an
M-structure on Z is the same as a vector field on Z over X.
If k has characteristic 2, then M is a finite flat group sub-scheme of the additive
group over X (and therefore a formal group in our sense), and an iterative M-
structure on Z corresponds to a vector field ∂ such that ∂2 = 0. 
Example 2.1.10. If X is over spec(k), where k is a field of characteristic 0, and M =
X[[t]], the additive formal group over X (as in Example 2.1.5), then an (iterative)
M-structure on a scheme Z over X is again the same as a vector field on Z over X.
In general, such a structure corresponds to a system of Hasse–Schmidt derivations.
This is explained in detail in Moosa and Scanlon [15, Prop. 2.20], but we recall the
computation for convenience.
Since everything is local, we may assume that X = spec(A) and Z = spec(B)
are affine. Then M = spec(A[[t]]), and an M-structure on Z is an algebra map
d : B −→ B[[t]] over A. Hence it is given by d(b) =
∑
i∈ω ∂i(b)t
i for some maps
∂i : B −→ B. The statement that d is an algebra map means that each ∂i is an A-
module map, and that ∂n(ab) =
∑
i6n ∂i(a)∂n−i(b) for a,b ∈ B. The condition on
the base point A[[t]] −→ A means that ∂0 is the identity. Finally, iterativity means
that d makes B an A[[t]]-comodule (for the additive group law c : t 7→ t⊗1+1⊗ t),
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so that for all b ∈ B
∑
i,j∈ω
(
i + j
i
)
∂i+j(b)t
i ⊗ tj = (1⊗ c)(d(b)) = d(d(b)) =
∑
i,j∈ω
∂i(∂j(b))t
i ⊗ tj (9)
Hence,
(
i+j
i
)
∂i+j = ∂i ◦ ∂j, which is precisely the definition of an iterative Hasse–
Schmidt derivation. See also Example 2.3.4, where we make a similar computation
for usual derivations. 
Example 2.1.11. If M is a pointed set (over X), then an M-structure on Z is simply
a collection of endomorphisms of Z, indexed by M, such that the point corresponds
to the identity. Likewise, if M is a (discrete) monoid (or group), an (iterative)
M-structure is an action of M on Z. In particular, for M = (Z,+), an M-structure
on Z is the same as an automorphism of Z (cf. Moosa and Scanlon [15, § 5.1]). 
2.1.12. Free formal monoids. We will see in Prop. 2.3.2 below that to any pointed
formal set M we may associate a free formal monoid F(M), such that M-schemes
are identified with iterative F(M)-schemes. For this reason, we are free to restrict
our attention to the iterative case from now on.
2.2. Prolongations. From now on we fix a base scheme X, and take all schemes,
formal sets, etc., to be over X, without mentioning it. We also fix a pointed formal
set M0.
2.2.1. For a scheme Y , we write Sch/Y for the category of quasi-projective schemes
over Y .
We say that a map q : W −→ Y of ind-objects is compact if for any map r : Y0 −→ Y
where Y0 is compact (i.e., an object in the original category), the pullback r
∗(W)
is compact as well (the term “proper” would be better, but this becomes confusing
in the context of schemes). For Y an ind-scheme, we denote by Sch/Y the category
of ind-quasi-projective schemes compact over Y (note that a compact ind-scheme
over a scheme is a scheme, so there is no contradiction).
2.2.2. Weil restriction. A map p : Y −→ Z of schemes determines a base change
functor p∗ : Sch/Z −→ Sch/Y . When p is flat and finite, this functor has a right
adjoint, p∗, called the Weil restriction (cf, e.g., Conrad et al. [6, A.5]). Hence, if
q : W −→ Y is a scheme over Y , and T is a scheme over Z, a T point of p∗(W)
corresponds to a family of sections of q, parametrised by T .
Given a diagram of schemes over Z
W1 := r
∗(W2) //
q1

W2
q2

Y1
p1
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼ r
// Y2
p2
~~⑤⑤
⑤
⑤⑤
⑤⑤
⑤
Z
(10)
a section of q2 restricts to a section of q1, so we obtain a map p2∗(W2) −→ p1∗(W1)
over Z. Hence, if p : M −→ Z is a formal set over Z, and W is a compact (quasi-
projective) ind-scheme over M, we obtain a pro-scheme p∗(W) over Z. We note
that if T is a scheme over Z, the pullback p∗(T ) is compact over M, and we still
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have the adjunction property HomSch/M(p
∗(T ),W) = HomPro(Sch/Z)(T ,p∗(W)).
This fact further extends formally to the case when T is an ind-scheme.
We note also that when the map r above is a closed embedding, the resulting
map p2∗W2 −→ p1∗W1 is dominant (since an open subset of W1 comes from an
open subset of W2), so when M is strict, p∗W is strict as well.
Example 2.2.3. If k is a field, Z = spec(k), M = spec(k[[x]]), andW is a scheme over
k, then p∗(p
∗(W)) is the arc space of W. The adjunction map W −→ p∗(p
∗(W))
is the 0-section. 
Remark 2.2.4. The notation is chosen so that it is compatible when the scheme
W over Z is identified with the presheaf (on Sch/Z) it represents. When W is
affine over Z, it corresponds to an OZ-algebra (in particular, OZ-module) OW,
but the operations above do not correspond to the similarly denoted operations on
modules. 
Definition 2.2.5. Let µ : M0 × Z −→ Z be an M0-scheme, and let W be a quasi-
projective scheme over Z. The Z-prolongation of W is the pro-scheme τ(W) =
p∗(µ
∗(W)) over Z, where p is the projection p : M := M0 × Z −→ Z. The base
point of M0 determines a map π
τ
W
: τ(W) −→W.
2.2.6. Thus, τ(W) represents the functor T 7→W(µ!(M0 × T )) on Sch/Z, where
µ!(M0× T ) is the ind-scheme M0× T , with Z structure given by composition with
µ (in other words, µ! is the left adjoint of µ
∗).
A map T −→ Z of M0-schemes induces a map µ!(M0 × T ) −→ T , hence induces
by the previous paragraph a function of sets ∇T : W(T ) −→ τZ(W)(T ) (cf. Moosa
and Scanlon [15, Def. 2.10]). In particular, an M0-structure on W is the same as a
section of π : τ(W) −→W.
2.2.7. The functor τ extends in an obvious way to a functor on (quasi-projective)
pro-schemes over Z. In particular, τ2W makes sense. Assume now that we are given
a monoid structure m : M0 ×M0 −→M0, and that µ is a monoid action. Then for
any scheme T over Z we obtain a map m×1T : µ!(M0×µ!(M0×T )) −→ µ!(M0×T ).
By taking T -points, this map induces a map mτ : τ −→ τ2, and the monoid axioms
imply that (τ,πτ,mτ) is a co-monad (on Pro(Sch/Z)). An M0-scheme over Z is
the same as a co-action of this co-monad (See Mac Lane [13, § VI] for co-monads;
there is some more discussion on this in §4.6).
In particular, each τW is an M0-scheme over Z, which is universal among M0-
schemes overW. In other words, the functor τ from Pro(Sch/Z) toM0-pro-schemes
over Z is right adjoint to the forgetful functor (as promised in the introduction).
Example 2.2.8. Let k be a field, Z = spec(k) and M0 = spec(Z[ǫ]), as in Exam-
ple 2.1.9, so that an M0-structure on Z corresponds to a derivation
′ on k. If W
is a scheme over k, τ(W) is then a scheme whose A points (for a k-algebra A) are
W(A[ǫ]), where the k algebra structure on A[ǫ] is given by x 7→ x + x ′ǫ. Hence
τ(W) is the twisted tangent bundle of W over k.
If A itself is endowed with a vector field ′ compatible with the one on k (i.e.,
with anM0-structure over Z), then the map ∇
A above is induced by pre-composing
with spec(A[ǫ]) −→ spec(A), a 7→ a+a ′ǫ, i.e., by differentiating the A-points of W.
In particular, a vector field on W (extending that on k) is the same as a section of
the twisted tangent bundle. 
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Example 2.2.9. Generalising Example 2.2.3, we may consider the special case X =
Z = spec(k), with the trivial action of (any) M0. Then τW is the analogue of the
arc space (or the tangent bundle) for M = M0. In particular, an M-structure on
W is the same as a section of τW −→W (this is analogous to the statement that a
derivation on W is the same as a morphism Ω1W −→W of W modules).
The functor τW is the internal-hom Hom(M,W), in the sense that τW(T ) =
Hom(M × T ,W) (a projective limit of morphisms of schemes over k). This all
remains true for any affine W (not necessarily finitely generated), since any affine
scheme can be viewed as an inverse system of finite generated ones.

2.2.10. We call a map of pro-schemes f : U −→ V a closed embedding if for any
map p : U −→ U0, with U0 a scheme, there is a map q : V −→ V0 with V0 a scheme,
such that q ◦ f factors through f0 ◦ p, with f0 : U0 −→ V0 a closed embedding.
Definition 2.2.11. Let M be a formal monoid acting on a scheme Z, and let W
be a quasi-projective scheme over Z. A M-subscheme of W is a closed subscheme
of τW that is closed under the action. In other words, it is an M pro-scheme W1
over W, such that the induced map W1 −→ τW is a closed embedding.
2.3. The affine picture. Through most of this section, we only talk about formal
sets, and not their actions, so we will use E and M in place of E0 and M0.
2.3.1. Assume that X = spec(A). Then a formal set M over X corresponds to a
projective system E = (Ei) of finite flat A-algebras, and a base point corresponds
to an A-algebra map E −→ A. A monoid structure m on M determines a bi-algebra
structurem∗ : E −→ E⊗AE (i.e., m
∗ is a map of pro-A-algebras. It is not, in general,
induced from the finite levels).
Likewise, an affine M-scheme corresponds to an A-algebra B, together with a
pro-algebra map B −→ E⊗A B (inducing the identity when composed with the base
point E −→ A). The map is iterative if it makes B a co-module over E.
Proposition 2.3.2. Let M be a pointed formal set. Then there is a universal map
M −→ F(M) of pointed formal sets, where F(M) is a formal monoid. This map
identifies iterative F(M)-schemes with M-schemes. Likewise, there is a free formal
abelian monoid A(M).
Proof. It is enough to give an affine construction that localises, since the universal
property will ensure the glueing. With notation as above, we first ignore the algebra
structure, and view E as a pro-finite flat A-module, together with an A-module map
p : E −→ A. We produce a co-algebra TE, and a universal map (from a co-algebra)
π : TE −→ E over A. The construction is dual to that of the tensor algebra.
Let E⊗n be the n-fold tensor power of E over A, and let En ⊆ E
⊗n be the
equaliser of all the maps E⊗n −→ E⊗n−1 obtained by tensoring p with identity
maps. En is finite (since A is Noetherian) and flat over A (for example, if E is
free, then so is En, and the construction localises). The unique map En −→ E
⊗n−1
determined by these maps clearly factors through En−1, and we set TE = (Ei).
We let π be the projection on E1 = E. The co-multiplication is given by the map
Ei+j −→ Ei⊗A Ej which is the restriction of the identity map. It is clear that this is
a co-algebra. To get the (co-) commutative version, simply symmetrise the tensors.
Given another co-algebra H and a map t : H −→ E over A, we lift it to a map
tn : H −→ En via t
⊗n ◦c◦n−1 : H −→ E⊗n, where c◦n−1 : H −→ H⊗n is the application
TANNAKIAN FORMALISM OVER FIELDS WITH OPERATORS 21
of the co-multiplication c of H n− 1 times. The co-algebra axioms imply that this
map factors through En, and it is clearly a unique co-algebra map over E. We note
also that T commutes with filtered inverse limits (in pro-finite flat A-co-algebras).
In particular, if E is given by a system (Eα), then TE is the inverse limit of the TEα.
Finally, assume that E is a system of algebras. By the remark above, we may
assume that E itself is a finite flat A-algebra. The multiplication mapm determines
a map m ◦ π⊗π : TE⊗A TE −→ E over A, hence a co-algebra map TE⊗A TE −→ TE,
which is easily seen to be an algebra map. 
Example 2.3.3. IfM is a discrete set, then the free monoid generated by it coincides
with the usual free monoid in the category of sets. 
Example 2.3.4. If M = spec(A[ǫ]), as in Example 2.1.9, the bi-algebra of the free
monoid can be described as follows. Let A[[ǫ1, ǫ2, . . . ]] be the formal power series
algebra in countably many variables ǫi, each satisfying ǫ
2
i = 0. The symmetric
group Sω of the natural numbers acts on this algebra, and TE is the sub-algebra
of invariant elements (i.e., symmetric power series). Each element of TE can be
written as
∑
i∈ω aiei, where ei is the i-th elementary symmetric power series
ei =
∑
j1<···<ji
ǫj1 . . .ǫji in the variables ǫk. In this presentation, the algebra
structure is given by eiej =
(
i+j
i
)
ei+j, and the co-algebra structure is given by
ek 7→
∑
i6k ei ⊗ ek−i.
We show, by explicit calculation, that TE satisfies the required property (this
can be contrasted with the calculation in Example 2.1.10). A map d : A −→ TE may
thus be written as d(a) = ∂0(a) + ∂1(a)e1 + . . ., where ∂i are some maps A −→ A.
The requirement that the unit (corresponding to the map ei 7→ 0 for i > 0) acts as
the identity means that ∂0(a) = a. The requirement that d makes A a comodule
(i.e., that we have a monoid action) means the following: applying d again to the
coefficients of d(a), we obtain
d(d(a)) =
∑
i,j∈ω
∂i(∂j(a))ei ⊗ ej (11)
(recall that we view TE as a pro-algebra, so the tensor product consists of “power
series” in the ei ⊗ ej). Comparing this with the co-algebra structure, we see that
∂i+j(a) = ∂i(∂j(a)). Hence d is determined by ∂1. Finally, the statement that d
is an algebra map means that ∂1 is a derivation (and the product formula makes
it consistent for higher i). In other words, an action of M is precisely the same
as a derivation (in any characteristic!), so spec(TE) is indeed the free monoid on
spec(A[ǫ]).
The algebra map A[[x]] −→ A[ǫ] from the additive formal group induces the bi-
algebra map f : A[[x]] −→ TE, f(x) = e1, and when A contains Q, this map is an
isomorphism. On the other hand, if A contains Fp, then TE is generated (as a
power series algebra) by the epk , with e
p
i = 0 for i > 0.
We note that edk is divisible by d!, and the assignment e
(d)
k = e
d
k/d! determines a
divided power structure on TE (with respect to the ideal generated by all ei), which
could be called the universal complete divided power A-algebra in one variable. 
2.3.5. Cartier duality. The system E = (Ei) determines a direct system E
∨ = (Ei
∨)
of finite dimensional co-algebras over A (Ei
∨ is the dual with respect to A). Since
the category of co-algebras over A is equivalent (by taking limits) to the category
of ind-finite co-algebras (Deligne and Milne [8, Prop. 2.3]), this is just a co-algebra
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over A. A base point E −→ A corresponds to an element 1 ∈ E∨. A monoid structure
then corresponds to an algebra structure m∗ : E
∨ ⊗A E
∨ −→ E∨, which commutes
with the co-algebra structure, and which is commutative if the original monoid was
commutative.
Hence, to a commutative formal monoid M corresponds a commutative affine
monoid scheme M∨, which we call the Cartier dual of M (this is precisely the
usual Cartier duality when M is finite, cf Waterhouse [24, § 2.4] or Pink [19]).
Reversing the arguments above, we see that conversely, to a commutative affine
monoid scheme over A corresponds a commutative formal monoid, and that the
two operations are inverse to each other. We also note that the A-points of M can
be viewed as elements of E∨.
Given anM-scheme corresponding to anA-algebra B, the co-module structure on
B corresponds to a module structure for E∨. The fact that the co-module structure
is an algebra map means that we have the following commutative diagram:
E∨ ⊗ B⊗ B
c⊗1⊗1 //
1⊗m

E∨ ⊗ E∨ ⊗ B⊗ B

E∨ ⊗ B // B B⊗ B
m
oo
(12)
where c is the co-multiplication of E∨, and m is the multiplication on B.
Example 2.3.6. Assume thatM is a discrete commutative monoid Y. Then E∨ is the
group algebra A[Y], with co-algebra structure given by y 7→ y⊗y for y ∈ Y. An A[Y]
module is then the same as an action of Y by A-linear map. The diagram (12) then
means that Y acts by A-algebra endomorphisms, i.e., Y acts on spec(B). For 
Example 2.3.7. Let M be the additive formal group (E = A[[x]]). Then E∨ is the
A-algebra generated by elements ui, i > 0, with relations uiuj =
(
i+j
i
)
ui+j, and
co-multiplication c(un) =
∑
i6n ui⊗un−i. In other words, it is the sub-bi-algebra
of the algebra of the free monoid on the dual numbers consisting of finite sums (in
yet other words, it is the free divided powers algebra in one variable over A).
If A has characteristic 0, we get M∨ = Ga, the additive group. In particular,
a module over E∨ = A[x] is simply an A-linear action of x. Diagram (12) then
reflects that x is a derivation. Similarly, in characteristic p > 0, E∨ is generated by
upk for k > 0 (with some relations), and an action satisfying (12) corresponds to a
sequence of Hasse–Schmidt derivations. 
Remark 2.3.8. The procedure described in 2.3.5 is valid also when the monoid is not
commutative, but the resulting algebra E∨ is not commutative, so the geometric
interpretation as a scheme is no longer available. 
Remark 2.3.9. If N is a formal monoid acting on M by monoid endomorphisms,
then it also acts on M∨, making M∨ a N-scheme, on which N acts by monoid
endomorphisms.
This happens for example if M is (the additive monoid of) a formal semi-ring,
and N is the multiplicative monoid. For instance, if M is the (discrete) ring of
integers, then M∨ is the multiplicative group, and Z acts by endomorphisms in the
usual way. Likewise, the dual of Z[i] is Gm
2, with i(a,b) = (−b,a).
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It also happens with the additive formal group, on which the usual derivation
acts by group endomorphisms. We therefore get a derivation on the dual, the
divided powers algebra, given by u′i = ui−1. 
2.3.10. The prolongations of affine spaces. Assume again, as in 2.3.1, that we are
given a formal monoid M0 over an affine scheme spec(A), acting on Z = spec(k),
where k is a field. Then M = M0 ⊗A k is given by a projective system E = (Ei) of
finite algebras over k. We denote the projection and the action maps M −→ spec(k)
by p and µ, respectively. The correspond to pro-algebra maps k −→ E (over A).
Given a finite dimensional vector space V over k, we let V = spec(Sym(V∨)) be
the associated affine space. Hence, for any k-algebra B, the B-points of V correspond
to k-linear maps V∨ −→ B, i.e., to elements of V ⊗k B.
More generally, for a projective system V = (Vi) of such spaces, V = (Vi) is the
corresponding pro-scheme. We would like to compute the prolongation τV with
respect to the given action. We denote by E⊗µ V the tensor product over k, where
E is given a k-structure via µ. We view it as a vector space over k via the map p.
Proposition 2.3.11. For a (pro-) finite-dimensional vector space V over k, τV =
E⊗µ V.
Proof. It is enough to prove that for any k-algebra B, the two pro-schemes have the
same B-points. Also, it suffices to prove the statement when E and V are finite.
By 2.2.6, the B-points of τV correspond to the BE = B⊗k E points of V , where
the tensor product is taken with respect to the k-vector space structure on E given
by p, but the k-structure on BE is given by µ. Hence, by the above discussion,
they correspond to elements of (B⊗k E)⊗µ V = B⊗k (E⊗µ V). Again by the same
discussion, these elements correspond to the B-points of E⊗µ V . 
Remark 2.3.12. It is easy to describe the action M × τV −→ τV in these terms: it
suffices to give an (ind-pro-) vector space map E∨ ⊗k E⊗µ V −→ E⊗µ V . The map
is given by the “transpose” mt : E∨ ⊗k E −→ E of the co-algebra map m : E −→
E⊗k E. 
3. Tannakian Categories
We now arrive at the main point, the description of the category of representa-
tions of a linear group. The description is completely analogous to the one given
in Kamensky [11, § 4] in the special case of differential fields. However, the proof
is simpler, since we reduce to the algebraic case, instead of mimicking its proof.
3.1. Linear groups. We fix a base action M0 × Z −→ Z with Z = spec(k), k a
field, and work in the category of M0-pro-schemes over Z (as before, M0, Z and
all maps, products, etc. are over some base ring k0, which we generally omit from
the notation. M0 is assumed to be quasi-separable over k0). We set M = M0 ×Z.
As explained in 2.2.7, each scheme X over Z (in the usual sense) determines an
M-pro-scheme τX. Since τ has a left-adjoint, it preserves products. In particular,
a group pro-scheme G over Z determines a group object τG in the category of
M-pro-schemes over Z (we call these M-groups from now on).
Definition 3.1.1. Let G be an M-group. A representation of G is a map (of M-
groups) G −→ τGL(V) for some finite dimensional k-vector space V . As customary,
we sometimes write V for the whole representation. A representation is faithful if it
is a closed embedding. The group G is linear if it admit a faithful representation.
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3.1.2. We note that already in the differential case, there are affine groups that
are not linear (Cassidy [4]), so the definition is reasonable. We also note that we
have a slight discrepancy with the terminology of Deligne and Milne [8, Cor. 2.5].
Given an M-group scheme G, we denote by G the underlying group-pro-scheme.
IfG is a linearM-group, the category Rep
G
of representations ofG is abelian and k-
linear in the usual way. With the usual tensor structure, it is a rigid tensor category.
The forgetful functor shows it is neutral Tannakian. We have the following simple
observation.
Proposition 3.1.3. Let G be a linear M-group. The algebraic group associated to
the Tannakian category Rep
G
is G.
Proof. By 2.2.7, τ is right adjoint to the forgetful functor. Since all functors involved
are left exact, we get a similar result for groups. Applying this to the map G −→
τGL(V), we get the result. 
3.1.4. Our goal is thus to describe an additional structure on C = Rep
G
that will
allow us to recover the action of M. We pass back to algebra: let E be the pro-
algebra corresponding to M × Z. We ignore, at first, the monoid structure on
M, and so deal with each piece separately. Thus, we assume that E is a finite
algebra. The projection and action maps are denoted by p,µ : spec(E) −→ spec(k),
respectively.
3.1.5. Recall from 1.3.6, that given a map f : spec(E) −→ spec(k), there is a pullback
functor f∗ : C −→ E−C, given by f∗(X ) = E ⊗k X . We note that in the present
situation, the functor is defined even if f is not finite. When f is finite, f∗ has a
right adjoint, f∗ given by viewing an E-module as a k-vector space via f (in general
f∗ is defined as a functor into Ind(C), but we will not need it). f
∗ is a tensor functor,
and we have an internal version of the adjunction:
f∗(HomE(f
∗(X ),Y )) = Hom(X , f∗(Y )) (13)
for any object X and E-module Y . We also have an isomorphism
f∗(f
∗(X )⊗E Y ) = X ⊗k f∗(Y ) (14)
Assume that f is finite. Then f∗ also has a right adjoint f
! : C −→ E−C, given
by f!(X ) = Homk(E,X ). We note that f
!(1) = E∨, where duality is with respect
to f. More generally, M∨ = HomE(M, f
!(1)) for a finite E-module M, and we may
prefer the second notation to stress the dependence on f. We thus have, for any
object X , an isomorphism (in E−C), as in Proposition 1.3.7
f!(X∨) = HomE(f
∗(X ), f!(1)) = (f∗(X ))∨ (15)
In particular, f∗(X ) is E-flat and f!(X ) is E-injective (as E-modules, disregarding
the action of G). Using the identities above, we again have an internal version of
the adjunction:
Hom
k
(f∗(X ),Y ) = f∗(HomE(X , f
!(Y ))) (16)
Viewing f∗ as a functor to the category C(E) of flat E-modules in C, f
∗ also has
a left adjoint, f! : C(E) −→ C, given by
f!(X ) = f∗(f
!(1)⊗E X ) = E
∨ ⊗E X (17)
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(this is obviously true when X is free, hence when X is flat by localisation). We
have, by definition,
f!f
∗ = f∗f
! (18)
We note f!(X ) has, in fact, the structure of an E-injective module. We also note
that dually, the functor f! : C −→ C(E) has a right adjoint f# : C
(E) −→ C, defined by
f#(X ) = HomE(f
!(1),X ), but we will not use it.
3.1.6. We would like to apply the discussion above to the maps p and µ. Note
that p, but not necessarily µ, is finite. We will be interested in the functor
τ(X ) = p!(µ
∗(X )) = E∨ ⊗µ X (19)
which we view as a functor into either C or C(E). Our interest in this functor is
explained by Proposition 2.3.11, and the following fact.
Lemma 3.1.7. Let X be a representation, and let M be an E-module.
(1) There is a canonical isomorphism τ(X )∨ = p∗µ
∗(X∨) as E-modules.
(2) If M is a flat (or injective) E-module, then M ⊗E µ
∗(X ) is E-flat (E-
injective) in Rep
G
.
Proof. (1) We claim that both sides are isomorphic (as E-modules) to the space
HomE(µ
∗(X ),E). For the left side, this follows directly from the adjunction.
For the right side, let φ ∈ X∨. Then µ# ◦ φ is a map from X to E, linear
with the respect to the vector-space structure on E given by µ# (the algebra
map corresponding to µ). This is equivalent to a map µ∗(X ) −→ E of E-
modules, so we have a map X∨ −→ HomE(µ
∗(X ),E), which is again µ#-
linear. We obtain an E-module map µ∗(X∨) −→ HomE(µ
∗(X ),E), which is
an isomorphism by dimension.
(2) This is clear, since M⊗E µ
∗(X ) is a (finite) direct sum of copies of M. 
Remark 3.1.8. As a result of this Lemma, we could, instead, work with the functor
X 7→ p∗µ
∗X , which is a tensor functor into C(E), and is perhaps more familiar.
We choose to use the current setting mostly since it is compatible with the original
setup of Kamensky [11, § 4], and also because in our current setting, τ(X∨) has a
simple interpretation as consisting of functions on X (as in Proposition 2.3.11). We
discuss this again in the abstract setting of the next section, in Remark 3.2.5. 
We now describe the properties of the functor τ. Eventually, we will use these
properties to characterise the situation.
Proposition 3.1.9. The functor τ is naturally a tensor functor from Rep
G
to
Rep
(E)
G
.
We note that τ is not k-linear.
Proof. The fact that τ takes values in Rep
(E)
G
is explained above. To give τ a
tensor structure, we need to provide functorial (E-module) isomorphisms τ(U ⊗k
V) = HomE(τ(U)
∨, τ(V)) (Proposition 1.2.3). The left hand side is isomorphic to
µ∗(U) ⊗E τ(V) (directly from definitions), while by Lemma 3.1.7, the right hand
side is isomorphic to
HomE(µ
∗(U∨), τ(V)) = HomE(µ
∗(U∨),E) ⊗E τ(V) = µ
∗(U) ⊗E τ(V) (20)
The verification that this is a tensor structure is straightforward. 
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We now wish to change the algebra.
Proposition 3.1.10. Assume that E1 and E2 are two rings with maps p1,µ1
and p2,µ2 as above, and corresponding functors τ1 and τ2. Assume, further,
that we are given a ring map f : E1 −→ E2 that preserves both k-algebra struc-
tures. Then for any representation V we have an isomorphism of E2-modules
HomE1(E2, τ1(V)) = τ2(V), and together these isomorphisms determine an iso-
morphism of tensor functors.
Proof. Using τi(V) = τi(1) ⊗Ei µ
∗
i (V) (as in the previous proof), and µ
∗
2(V) =
E2 ⊗E1 µ
∗
1(V), we reduce to the case V = 1. Hence, we need to prove that
HomE1(E2,E1
∨) = E2
∨ (as E2-modules). But this is obvious, by taking duals. 
3.1.11. We recall that M was assumed to have a base point, which acts as the
identity. In other words, we are also given a map i : spec(k) −→ spec(E), such
that µ ◦ i = p ◦ i. The map i induces, as before, a functor i! : C(E) −→ C, i!(X ) =
HomE(k,X ) (see also 1.3.6; geometrically, i
!(X ) consists of sections of X supported
at the base point).
The functor i! extends, as in 1.3.11, to C(E) when E is a pro-finite algebra.
Applying the previous proposition we obtain, upon passing to inverse systems, the
following result.
Corollary 3.1.12. Let M = M0 × Z be a formal set (with Z = spec(k)), let
p : M −→ Z be the projection, i : Z −→ M a base point (section of p), and let
µ : M −→ Z be a map (action), such that µ ◦ i is the identity. The definitions above
determine a tensor functor τ : C = Rep
G
−→ C(E), and a (tensor) isomorphism
i∗(τ(V)) = V.
Proof. Apply the proposition above to the maps i : Eα −→ E2 = k and the transition
maps Eβ −→ Eα of the system, using the definition of C
(E) in 1.3.6. 
Finally, we bring back the monoid structure. Let m : spec(E⊗k E) −→ spec(E) be
the product map. As in 1.3.11, m determines the functor m! : C(E) −→ C(E⊗kE). On
the other hand, τ extends to a functor on ind-objects of C (which we again denote
τ). We note that E ⊗k E is isomorphic (as a k-algebra), to E⊗µ E, so τ ◦ τ can be
viewed as a functor to C(E⊗kE). Proposition 3.1.10 directly generalises to the case
where the Ei are pro-finite algebras, and we obtain:
Proposition 3.1.13. There is an E⊗k E-linear tensor isomorphism τ◦τ −→ m
! ◦τ.
Proof. The condition that µ is an action means that (1⊗µ#)◦µ# = m# ◦µ# : k −→
E⊗kE (where we again identify E⊗kE with E⊗µE). In other words,m
# : E −→ E⊗kE
maps the action µ to the action µ◦(1×µ). Applying Proposition 3.1.10 with µ1 = µ,
µ2 = µ ◦ (1× µ) and f = m
#, we obtain an E⊗k E isomorphism of m
! ◦ τ with the
functor X 7→ (E⊗k E)
∨
⊗µX . This functor is the same as τ
2, by Lemma 3.1.7. 
3.2. M-Tensor categories. We now introduce the abstract axiomatisation of the
situation described for representations. As usual, we fix a base ring k0, a field
k over k0, and a quasi-separable formal monoid (M0, i0,m0) over k0. We denote
by E0 the k0-pro-finite algebra corresponding to M0, and set E = E0 ⊗k0 k and
M = spec(E) = M0 × Z. As before, we denote by p : M −→ Z the projection.
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3.2.1. The base point i0 : spec(k0) −→M0 and the product m0 : M0 ×M0 −→M0
induce, by base change, maps i : Z −→ M and m : M ×Z M −→ M over k. Given
an abelian k-linear tensor category C, these maps determine functors i! : C(E) −→ C
and m! : C(E) −→ C(E⊗kE), as in 1.3.11.
We note that C(E⊗kE) can be viewed as a full subcategory of (E⊗k E)−C = (E−
C)⊗k (E−C). The fact that i0 is the unit for the action translates into isomorphisms
of i! ⊗k 1 ◦ m
! and 1 ⊗k i
! ◦ m! with the identity on C(E), and similarly for the
associativity of m.
3.2.2. If C and D are two categories as above, and F : C −→ D is an exact tensor
functor, then F induces a functor from C(E) to D(E), which we denote by F (E). We
have a natural (tensor, k-linear) isomorphism i! ◦F (E) = F ◦ i!, which we indeed
denote by “=”. Note that i! denotes the corresponding functor in both categories.
Similar remarks apply to the other canonically determined functors: m!, p∗, etc.
As in the previous section, we will sometimes omit p∗.
3.2.3. Assume that τ is a functor from C to C(E). If some finite algebra F over k
acts on an object X of C, applying τ we obtain an induced action of F on τ(X ).
Hence, τ(X ) is an E⊗F-module in C (the tensor product is over k0 if τ is k0-linear).
If τ is a tensor functor, it restricts to a k0-algebra map
µ# := τ1 : k = End(1) −→ End(τ(1)) = E (21)
and τ(X ) is then a E ⊗µ F-module. As before, E ⊗µ F (with k-structure coming
from the action on E) is identified, as a k-algebra, with E⊗k F. In particular, each
τ2(X ) is an E⊗k E-module.
Definition 3.2.4. With notation as above.
(1) An E0-structure (or M0-structure) on a k-linear tensor category C consists
of the following data:
(a) A k0-linear tensor functor τ from C to C
(E), which is exact when viewed
as a functor into E−C.
(b) A k-linear tensor isomorphism
a : i! ◦ τ −→ IdC (22)
(c) An E⊗k E-linear tensor isomorphism
b : τ ◦ τ −→ m! ◦ τ (23)
An E0-tensor category is a k-linear tensor category together with an E0-
structure.
(2) If (C, τ,a,b) and (D,σ, ,d) are E0-tensor categories (where D is allowed
to be over a different field K), an E0-functor from the first to the second
consists of an exact k-linear tensor functor F : C −→ D, together with an
E-linear tensor isomorphism u:
C
F //
τ

D
σ

u
w ①①
①①
①①
①①
①
C(E)
F(E)
// D(E)
(24)
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This data is required to satisfy the obvious commutation relation with
the structure isomorphism: The diagrams
i!σF (X )
i!(uX )

cF(X) // F (X )
i!(F (E)(τX )) F (i!τX )
F(aX )
OO
(25)
and
σσF (X )
σ(uX )

dF(X)// m!σ(F (X ))
m!(uX )

σ(F (τX ))
uτX

m!F (τX )
F (ττX )
F(bX )
// F (m!τX )
(26)
commute.
(3) If (F ,u) and (G , v) are E0-functors from (C, . . . ) to (D, . . . ), an E0-map
from (F ,u) to (G , v) is a (K-linear) map r : F −→ G of tensor functors,
such that the diagram
σF (X )
uX //
σ(rX )

F (τX )
rτX

σG (X )
vX
// G (σX )
(27)
commutes.
Remark 3.2.5. A functor τ as in the definition determines a functor τ∨ : X 7→
(τ(X∨))
∨
, which is a tensor functor into C(E) (by Corollary 1.3.10), and this process
determines an equivalence between the two kinds of tensor functors. Further, an E0-
tensor functor determines, in an obvious manner, an isomorphism u∨ : σ∨ ◦F −→
F ◦ τ∨ (in the terminology of the definition).
Hence, as discussed earlier in Remark 3.1.8, we may instead work with tensor
functors from C to C(E). Indeed, the dual τ
∨ is used, for convenience, in the proof of
Theorem 3.2.9 below, but everything can be translated back and forth, by dualising.
As in the concrete setup of the previous section, objects of the form τ(X ) can be
interpreted as “functions” on X∨. See §3.3 for more details. 
3.2.6. Corollary 3.1.12 and Proposition 3.1.13 show how, given an action of M0
on Z and an M0-group G, RepG acquires an E0-structure. We note that in this
case, τ∨(X ) = E⊗µ X (by Lemma 3.1.7).
Conversely, as mentioned above, given an E0-tensor category C over k, the functor
τ determines a map τ1 : k = End(1) −→ End(E
∨) = E. The two isomorphisms
given with the E0-structure on C show that this map corresponds to an action
µ : spec(E) = M0 × Z −→ Z.
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Proposition 3.2.7. The process described in 3.2.6 determines a bijection between
actions of M0 on Z = spec(k) and isomorphism classes of E0-structures on Veck
(all over k0)
Proof. This is a direct computation. Starting with an action µ : M −→ Z, cor-
responding to a pro-algebra map f : k −→ E, we have µ∗(1) = E∨, and given an
endomorphism a ∈ k of 1, µ∗(a) is given by the “right” vector space structure on
E∨, via µ. Hence τ1 = f.
Conversely, since the functor τ is exact, it is determined by its value on 1 (and
End(1)), so by the map f = τ1 : k −→ E. 
Definition 3.2.8. Let C be an E0-tensor category. An E0-fibre functor on C is an
E0-tensor functor from C to Veck, where the latter has the E0-structure correspond-
ing to the action recovered from C.
An E0-Tannakian category is an E0-tensor category that admits an E0-fibre func-
tor.
More generally, if K is an M-field extension of k, an E0-fibre functor over K is
an E0-tensor functor from C to VecK, with the corresponding E0-structure.
We may now formulate and prove the main Theorem: E0-Tannakian categories
are precisely categories of representations of (pro-) linear M0-groups.
Theorem 3.2.9. Let ω be an E0-fibre functor on an E0-tensor category C. Then
there is a pro-linear E0-group scheme G over k, and an action of G on each ω,
making ω an E0-tensor equivalence between C and RepG. If C = RepH for some
pro-linear E0-group scheme, then H is canonically isomorphic to G.
Proof. Let G be the usual pro-linear group scheme Aut⊗(ω) over k associated to
the fibre functorω. As indicated by Proposition 3.1.3, this should be the underlying
pro-linear group scheme, so our task is to give G the structure of a M0-scheme,
over the M0-structure on Z = spec(k). Thus, we should define an action map
µ : M0 × G −→ G over k, where the domain is given the k-structure coming from
the action map µ0 : M0 × Z −→ Z.
In other words, we should provide a compatible system µA of monoid actions
µA : M0(A) ×G(A) −→ G(A), one for each k0-algebra A. Here, G(A) is the set of
maps spec(A) −→ G over k0, and similarly for M0. Furthermore, these maps should
respect the k-structure in the following sense: Given an element y ∈M0(A), and an
element g ∈ G(A) mapping to an element p ∈ Z(A), µA(y,g) is a map of schemes
h : spec(A) −→ G such that the diagram
spec(A)
h //
(y,p)

G

M0 × Z µ0
// Z
(28)
commutes. We denote by A(y) the ring A with the k-algebra structure coming from
diagram (28) (in the language of 2.2.6, spec(A(y)) = µ!(spec(A)) as schemes over
Z).
We thus fix a k-algebra A. By the definition ofG, we should produce, for each A-
point y ofM0, and each tensor automorphism g of A⊗kω over A, an automorphism
µ(y,g) of A(y) ⊗k ω, again over A.
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An A-point ofM0 factors, by definition, through a finite sub-schemeM
′
0. Also by
definition, the structure τ restricts to a tensor functor C(E
′), where M ′0 = spec(E
′
0),
and E ′ = E0⊗k. So as long as the A-point y is fixed, we may assume that E = E0⊗k
is finite (the same is true for any finite number of points). We are thus given a map
of k0-algebras y : E0 −→ A (in fact, we may at this point assume A = E and y the
identity, but this will be inconvenient when comparing several points).
Consider now an object X . The E-structure on the fibre functor ω determines
an E-module isomorphism uX : ω(τ
∨(X )) −→ E ⊗µ ω(X ) (the right hand side is
what we denoted E(z) ⊗k ω(X ), where z : E −→ E is the identity). Using y we thus
obtain an A-module isomorphism
A⊗E uX : A⊗E ω(τ
∨(X )) −→ A(y) ⊗ω(X ) (29)
If g ∈ G(A) is an automorphism of A ⊗k ω, we note that gτ∨(X ) : A ⊗k
ω(τ∨(X )) −→ A ⊗k ω(τ
∨(X )) is an E-module automorphism (since E acts on ob-
jects in C), so it descends to an automorphism of A⊗Eω(τ
∨(X )). Hence we obtain
an induced map
A⊗E ω(τ
∨(X ))
A⊗EuX //
g
τ∨(X)

A(y) ⊗k ω(X )
µ(y,g)X

A⊗E ω(τ
∨(X ))
A⊗EuX // A(y) ⊗k ω(X )
(30)
with µ(y,g) the map as indicated. This concludes the definition of µ.
To verify that the map is a monoid action, if, in the above definition, y : E0 −→ k
corresponds to the identity of M0, then A
(y) ⊗k ω(X ) = ω(X ), and the induced
map in (30) is just gX (using the existence of the isomorphism a from (22) of
Definition 3.2.4).
Next, assume that we are given two points y1,y2 : E0 −→ A, and let y = (y1,y2)◦
m# be their product in M0. We first note that from the fact that we have an
action on Z we get an isomorphism (over k) (A(y2))
(y1)
−→ A(y). Now, applying
the definition (30) twice, we get a diagram
A(y2) ⊗y1 ω(τ
∨τ∨(X )) //
g
τ∨τ∨(X)

A(y2)
(y1)
⊗k ω(X )
µ(y1,µ(y2,g))X

A(y2) ⊗y1 ω(τ
∨τ∨(X )) // A(y2)
(y1)
⊗k ω(X )
(31)
Applying the isomorphism b from Definition 3.2.4, we may replace ω(τ∨τ∨(X ))
with E⊗kE⊗mω(τ
∨(X )), so the left part of the diagram becomes A⊗Eω(τ
∨(X )),
with the E-structure on A given by y. This concludes the proof that µ is an action.
The fact that ω induces an equivalence of C with Rep
G
follows from the adjunction,
as in Proposition 3.1.3.
For the last part, assume that C is the E0-tensor category associated with a pro-
linear M-group scheme. By the usual Tannakian formalism and the construction,
the underlying group scheme is G. Thus, we need only verify that the action of
M is the same. This is clear, since the functor τ was defined in the same way for
representations of G and for vector spaces.
TANNAKIAN FORMALISM OVER FIELDS WITH OPERATORS 31
Remark 3.2.10. Analogously to the algebraic case, if T = spec(B) is an M-scheme
over Z, and g0 : T −→ G is a T -point of G (so it commutes with the action), then
g determines an automorphism of B ⊗k ω as an E0-functor. Indeed, such a point
determines an automorphism g0 of B⊗kω as a tensor functor. Let A = B⊗k E, let
y : E −→ A be the obvious map, and let g be the induced automorphism of A⊗ω.
Then, by diagram (30) we have a diagram
B⊗k ω(τ
∨(X ))
A⊗EuX //
g
τ∨(X)

A(y) ⊗k ω(X )
µ(y,g)X

B⊗k ω(τ
∨(X ))
A⊗EuX // A(y) ⊗k ω(X )
(32)
Now, since the action of y on G commutes with that on T , the map on the right is
(B⊗E0)⊗Bg0X (tensor product with respect to the action B −→ B⊗E0). Composing
with the isomorphism B ⊗ E0 ⊗B B ⊗k ω(X ) −→ B ⊗k E ⊗µ ω(X ) (coming from
the fact that that action on T is over Z), we get the compatibility required in
Definition 3.2.4. 
3.3. M-schemes in C. As with usual tensor categories, it is possible to define the
category of (affine) M-schemes. This is the opposite category to the category of
M-algebras in C, defined as follows. Recall, first, that an algebra in C is an ind-
object X of C, together with (suitable) maps m : X ⊗ X −→ X and u : 1 −→ X . If
C is given with an E0-structure (τ,a,b), the tensor structure on τ makes τ(X ) an
algebra as well. We note that the isomorphism a induces a map aX : X −→ τX ,
which is an algebra map (since a is a tensor isomorphism).
We recall that in the case of usual algebras, τ(X ) was the analogue of the algebra
of functions on the arc space of the scheme associated to X . Hence the following
definition is natural.
Definition 3.3.1. Let (C, τ,a,b) be an E-tensor category, X an algebra in C. An
E-structure on X consists of an algebra map d : τ(X ) −→ X , such that d ◦aX is the
identity, and the following diagram commutes
ττX
τ(d) //
bX

τX
d

m!τX
m
// τX
d
// X
(33)
The category of (affine) M0-schemes in C is the opposite of the category of
algebras with E-structure (and maps of between them that preserve this structure)
As in previously known cases, any object X has an associated “affine space”
C-scheme A(X ). These affine spaces were important in the differential case to
achieve elimination of imaginaries in the corresponding theory (cf Kamensky [11,
§§ 4.4–4.5]), and played an important role in Deligne [7].
The construction of A(X ) is a special case of the following result, which says
that prolongation spaces also exist in C. The defining property is taken to be
analogous to the adjunction in 2.2.7 (the affine case should also be compared to
Proposition 2.3.11).
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Proposition 3.3.2. Let C by an E-tensor category. The forgetful functor from
M-schemes to schemes in C has a right adjoint.
Proof. Given a (usual) scheme with algebra W in C, the induced M-scheme corre-
sponds to τW , with d : ττW −→ τW induced by the product on M. The fact that
this is an M-scheme structure comes from the monoid axioms on M.
Given some other M-scheme X , d : τX −→ X , an algebra map f : W −→ X
determines a algebra maps τ(f) : τW −→ τX and τ2(f) : τ2W −→ τ2X , resulting,
upon composition with d and τ(d), in maps f˜ : τW −→ X and f˜τ : ττW −→ τX . The
fact that these maps determine a map of M-schemes comes from diagram (33).
In the other direction, a map τW −→ X restricts to a map W −→ X . It is
standard to check that these are inverse to each other. 
Remark 3.3.3. If M is the free formal monoid generated by some formal set M1,
the data in Definition 3.3.1 can be given in terms of M1, as a map d1 : τ1(X ) −→ X ,
without the condition (33). The full d : τX −→ X can then be reconstructed as the
unique map extending d1 and satisfying (33). In the case where M1 = spec(k0[ǫ])
(where k0 is a field of characteristic 0 and ǫ
2 = 0), the corresponding M is the
additive formal group (Example 2.3.4), and the explicit construction of τX and of
d was (essentially) carried out in Kamensky [11, § 4.4.3] (τX is the ind-object with
maps qn there; the map d is essentially given by the tn). 
3.4. Passing to a sub-field. In this section we prove an analogue of Deligne [7,
Corollary 6.20]. The corollary says that if a Tannakian category C over a field k
admits a fibre functor over some k-algebra, then it admits a fibre functor over a
finite extension of k. Put another way, a Tannakian category over a field k admits
a fibre functor over the algebraic closure of k. This result is useful, for example, in
applications to Galois theory, as presented in the Introduction (§0.1).
We maintain the notation and assumptions of §3.1. For convenience, we assume
that M is a (formal) group.
Definition 3.4.1. Let κ be a cardinal. We say that the formal group M is <κ-
generated if there is a formal set N, such that M is a quotient of the free formal
group generated by N, and N can be presented by a filtering system of size smaller
than κ.
We say that M is <κ-presented if it is <κ-generated, and the kernel of the
quotient map is also <κ-generated.
We say finitely or countably generated (or presented) if κ isω orω1, respectively.
For example, a (discrete) group is finitely generated or presented if it is such in
the usual sense. We note that when κ > ω, we may replace this by the condition
that M itself is given by a system of cardinality less than κ.
Example 3.4.2. If k has characteristic 0, then spec(k[[x]]) is finitely generated (and
presented) by spec(k[ǫ]) (according to Example 2.3.4). In characteristic p > 0, it
is countably presented, since the quotients to finitely many of the variables ei (of
the algebra TE in the same example) are all finite. 
From now on, we fix κ, and assume that M is <κ-presented.
Definition 3.4.3. We say that an M-field k is M-closed if any non-empty M-pro-
variety over k that can be given by a <κ-system of varieties, has a k-point (i.e., an
M-morphism from spec(k)).
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Model theoretically, an M-closed field is a weak version of a universal domain.
We note that, unlike in algebraic geometry, a non empty M-variety need not have
a point in an M-field. For instance, the system of equations x2 = 1,σ(x) = −x
(where σ is an automorphism), has no solution in a field. In this case, M-closed
fields do not exist, and the statement of Proposition 3.4.4 below is empty. The
proof does show, however, that there is a fibre functor over an M-algebra over k,
which is finite generated and “simple” as an M-algebra.
We note that when M is local, the action of it on a variety restricts to an action
on each irreducible component, and therefore to its generic point, a field. Hence,
in this case, M-closed fields exist by the standard arguments.
We say that an M-tensor category is generated by a collection S of objects if
Sτ = {τE(X )|X ∈ S} generates it as a tensor category. We note that, since τ is
an exact tensor functor, the tensor category generated by Sτ is automatically an
M-tensor category.
The following proposition is an analogue of Deligne [7, § 6.20] for our setting.
As before, we only need to reduce to it, rather than re-prove it, using the current
framework.
Proposition 3.4.4. Let (C, τ,a,b) be an M-tensor category over an M-closed field
k. Assume that C is generated as an M-tensor category by one object, and that it
admits a fibre functor over some M-field extension of k. Then it admit a fibre
functor over k.
Proof. Let M = spec(E) be finite. We first note that in the case of vector bundles,
the operation τ∨ can be described geometrically as follows. Let X be a scheme
over Z = spec(k). By definition of µ∗, we have a map µ∗(X) −→ X, and adjunction
provides a map p∗p∗µ
∗(X) −→ µ∗(X). Let r be the composed map. Again by the
definition of p∗ we also have a map s : p∗p∗µ
∗(X) −→ p∗(µ
∗(X)) = τ(X). Now, if V
is a vector bundle on X, we obtain a vector bundle s∗r
∗(V) on τ(X) (this is a vector
bundle since s is finite and flat). In the case when X = Z, this is τ∨.
Now, assume that C is generated (as an M-tensor category) by an object X , and
has a fibre functor over some M-scheme over k. Let C0 be the tensor category gen-
erated by X . According to the proof of Deligne [7, § 6.20], there is an affine variety
S0 over k, a fibre functor ω0 of C0 over S0, and a faithfully flat groupoid scheme
G0 over S0 such that C0 is identified by ω0 with the category of representations of
G0.
Similarly, the tensor category CE generated by X and τ
∨(X ) is equivalent the
category of representations of a faithfully flat groupoid scheme GE over a variety
SE. By the first paragraph, the M-structure on ω produces (perhaps after a flat,
finite type localisation) a map SE −→ τS0.
Now, dropping the assumption that M is finite, we iterate the construction for a
system of size <κ. We obtain a projective system S = (SE) of varieties, and a fibre
functor ω¯ over S. The system S inherits an M-structure from the prolongations,
and by construction, ω¯ is an M-tensor functor. By the assumption on k, S has a
k-point s. The fibre w¯s is an M-fibre functor over k. 
4. Questions and Speculations
In this section I point out some questions and other issues I would like to clarify.
At least some of them should be easy to answer, but I do not see the answer
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immediately, and they are not directly relevant to the main point of the paper, so
I leave them unanswered. Nevertheless, I think they are interesting.
4.1. Sheaves on formal sets. As explained in §1.3, ifM is a formal set (viewed as
a filtering system), and C −→M is a fibred category over M, whose fibres are (say)
sheaves of some kind over the corresponding finite piece, then lim
←−
M
C can be viewed
as the category of sheaves of the same kind on M. However, it does not seem to be
straightforward to deduce properties of lim
←−
M
C from properties of the fibres.
For instance, assume that each fibre is abelian. May we conclude that the limit is
abelian? The answer is “no” in general, and “yes” if each pullback functor is exact.
However, in our situation this assumption does not hold. In the context of 1.3.6,
we know that the pullbacks are either left or right-exact (and, indeed, admit a left
or right adjoint), but not both. Can anything be said in this case? In special cases
such as completions of Noetherian local rings and finitely generated modules, one
ends up with an abelian category, but this does depend on the Artin–Rees Lemma
or similar results.
More generally, this appears like it should be a classical construction, but I don’t
know what would be a good reference.
4.2. Cartier duality. The usual Tannakian formalism can be viewed as a general-
isation of Cartier duality to more general groups: Given a rigid tensor category C,
the tensor product determines a group structure on the set of isomorphism classes
of invertible objects (in other words, this is the group of invertible elements in the
Grothendieck ring of C). We may call this group the Picard group of C. When C
is the category of representations of an algebraic group G of multiplicative type
(say, Gm), it is determined by the invertible objects, and the Picard group of C
is the Cartier dual of G. For general G, it is thus reasonable to view C = Rep
G
as an analogue of the Cartier dual (and the recovery of G from C an analogue of
recovering G from its dual).
When G = Ga, there are no non-trivial invertible representations, so the usual
Cartier dual carries no information, but in Example 2.3.7 it is shown that (in
characteristic 0), the additive formal group should be viewed as the Cartier dual
of Ga, which suggests that this formal group is in some sense the Picard group for
the category of representations of Ga. The question is how to recover this formal
group directly from the category C = Rep
Ga
, and more generally, whether one
can compute a meaningful (formal) Picard group like that for an arbitrary tensor
category.
Another question related to the duality: In characteristic 0, the group schemes
Gm and Ga correspond, respectively, to the cases of an automorphisms and a
derivation, and they are the only affine groups of dimension 1. So it seems that we
have shown that the only “rank 1” operators in characteristic 0 are automorphisms
and derivations. The question is how to explain what “rank 1” means, without
going through Cartier duality (this might be related to the classification mentioned
in Buium [3, § 2.4]).
4.3. Quotients. In the usual treatment of differential and difference fields, an im-
portant role is played by the “field of constants”. It played no role in this paper,
but it is still interesting to define it in the general context of §2.
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We have a categorical description. Given a scheme X (over k0), one may view
X as an M-scheme X via the trivial action. We may then define quotient by M
to be the “left-adjoint” to this functor: Given an M-scheme Z , Z/M is defined as
a covariant functor on schemes X by (Z/M)(X ) = HomM(Z ,X ). The problem is
that there is no reason that this functor should be representable (unless, of course,
M is finite), and furthermore, it seems impossible to describe maps from a scheme
to Z/M.
In the affine case, we do have an algebra associated to Z/M: if Z = spec(k), with
action of M given by m and projection given by p (both on the level of algebras),
then Z/M corresponds to the sub-algebra given by p(a) = m(a). If k is a field,
then this sub-algebra is a field as well, and this definition coincides with the usual
one in the difference and differential case.
4.4. Relation to crystals. We note that the definition of an E-structure on an
object X , given in 3.3.1 for algebra objects X , makes sense also for objects X of C
itself (of course, d is no longer an algebra map).
Let Y be a variety over a field k0 of characteristic 0. Recall (Lurie [12] or Berth-
elot and Ogus [1, § 1.5]) that a crystal of quasi-coherent sheaves on Y consists of a
quasi-coherent sheaf F on Y , together with isomorphisms ηx,y : Fx −→ Fy for any
infinitesimally close R-points x and y of Y (i.e., x and y have the same restriction to
spec(R)red; R is any k0-algebra). These isomorphisms should satisfy some natural
properties (so that F is a “locally trivial” sheaf on the infinitesimal site of Y). We
note that when the projection from R to R/I (I the nilradical of R) has a section, it
is enough to specify these isomorphisms when x is the restriction of y to spec(R/I).
Let F be such a crystal, and let k be the field of rational functions on Y . A
derivation of k over k0 (i.e., a meromorphic vector-field on Y) determines, for each
n, an En-point y of Y , where En = k[x]/x
n+1, and the crystal data provides an
isomorphism Fx −→ Fy, where x is the point corresponding to the 0 vector-field.
This is the same as an En-isomorphism En ⊗y M −→ En ⊗M, where M is the
fibre of F on the generic point. Composing y with the co-multiplication m of E
we likewise get isomorphisms involving E⊗ E, and the compatibility conditions on
the crystal imply that the diagram (33) commutes. Hence, a crystal structure on
a quasi-coherent sheaf determines, for each vector-field, an E = k0[[x]]-structure
on it. A similar analysis applies crystals in other categories (e.g., a crystal of
schemes, as in Lurie [12]), and also for the Crystalline site in positive characteristic
(cf. Berthelot and Ogus [1, Prop. 5.1]; note that the Crystalline site corresponds to
usual, rather than Hasse–Schmidt derivations, as in Example 2.3.4). It would be
interesting to understand the precise relation, and whether it is useful.
4.5. Changing the monoid. Throughout, we work with a fixed formal monoid
M. It makes sense, of course, to ask what happens when we let M vary. For
example, in the context of several derivations, it could be desirable to pass to a
subset of the derivations, or to a more convenient choice of them.
In particular, in the context of the Tannakian formalism, M is recovered from
C(E) (as End(1E)), so one could ask to replace C
(E) by an abstract category of
prolongationsD. This would entail finding conditions under which D is canonically
isomorphic to C(E) for E = End(1D) (over a given tensor functor C −→ D). Such a
formalism would treat all formal monoid actions at once. I leave it to some other
time.
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4.6. More general monads. Instead of working with with a formal monoid M,
as we did, we could work more generally with the corresponding monad WM, given
by WM(Z) = M × Z. The advantage is that we may then forget about M and
work just with a monad W on the category of ind-schemes (over a given base k0;
we would probably be assuming that W is “continuous”, i.e., determined by its
restriction to schemes). Given such a monad, an M-scheme is replaced by a W -
algebra Z, and likewise M-schemes over Z are replaced by W -algebras over Z. The
main difference with our approach is that we are no longer assuming to have a
functorial map p : W (X ) −→ X (the projection). There are at least two interesting
examples covered only by this more general approach: The p-adic Witt scheme of
length 2, W = W2, corresponding to the arithmetic differential equations of Buium
[3] (See especially Buium [3, § 2.4]), and its global analogue, the big Witt vector
functor, corresponding to the theory Λ-spaces of Borger [2] (which are offered there
as a notion of spaces over F1).
If W happens to have a right adjoint τ0 (possibly going from schemes to pro-
schemes), which is then automatically a co-monad, then an algebra Z for W de-
termines a co-algebra t : Z −→ τ0Z for τ0. Given a scheme X over Z, we set
τ(X) = τ0(X)×t Z, and call it the prolongation of X (viewed as a pro-scheme over
Z). As in 2.2.7, τ is a co-monad on pro-schemes over Z, and is, by construction,
right adjoint to the forgetful functor from W -schemes to schemes.
The main issue with extending the results of the paper is now to find the analogue
of tensoring with E to this setting, i.e., we need a canonical way to extend W (or
τ) to a tensor category over Z. This should be possible.
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