Much research has been done on this problem, and the best values to date are due to Cassels [3] and Davenport [5] respectively. This paper will be concerned with this problem where 1, β λ , β 2 is the basis of a real cubic number field. Let K be a totally real cubic number field. Let α 0 , a ly a 2 be a basis of K (over the rational numbers, Q). Let M = Z<α: 0 , a 19 α: 2 > be the free Z-module of rank 3 generated by a 0 , a lf a 2 (Z = rational integers). Let D M > 0 be the discriminant of M (see [2] for the relevant facts on number fields). Now for ζeM we have ζ = a o x + a γ y + a 2 z for integers x,y,z, so Nς (N denotes the "norm" of K/Q) defines a ternary cubic form with rational coefficients. Define We note that in the first assertion of the theorem 1, β ί9 β 2 is not restricted to being the basis of a totally real field. Of course, the β 19 β 2 of the second assertion will be such that 1, β 19 β 2 is the basis of a totally real field.
COROLLARY (Cassels [3] ). Let c < 2/7. Then there exists β 19 β 2 such that * has only a finite number of solutions.
Proof. By Theorem 1 it suffices to show that C o ^ 2/7. Let K be the cyclic field defined by f(X) = X Hence for all totally real cubic fields K and all modules M contained in K,
Theorem 2 is, of course, a result about ternary cubic forms (see [4, p. 61] ). Let / be a factorizable ternary cubic form of discrimi-
where L u L 2 , L 3 are real linear forms. Define
Then if f(x) has rational coefficients and does not represent 0 nontrivially we have 4x 46 1/2 (For, by [4, p. 263] / is proportional to a "norm" form for a totally real cubic field.)
Also we note that any counterexample to the conjecture given above would give an improvement of Cassels' result (1) . Further, if the conjecture were true then by analogy with one-dimensional diophantine approximations one would expect that c 0 -2/7 also.
The paper is divided up as follows. In § 2 we give an auxiliary result on quadratic forms needed in the proof of Theorem 1. In § 3 we give the facts needed in order to determine whether * has or has not an infinite number of solutions when 1, β 19 β 2 is a basis of a cubic field. In § 4 and § 5 we prove Theorem 1 when K is totally real. In § 6 we give a much more precise result in the case that K is not totally real. (2) α + 2|6| + c^2
when ac -b 2 -1. Note that α, c > 0, since Z is positive definite. By the arithmetic-geometric mean inequality we have We show that at least one of the above six points lies on £%? and satisfies (5). Case 1. Assume a < 0. Thus by (4) we have c < 0. Hence a -26 + c < 0 and point (vi) is on £(?. We would be done unless (6) -τ/T< α -26 + c < 0 , which we now assume. Now points (i), (iii) are on §ίf and so it suffices to show max (6 2 / -α, ~a) ίίV δ or max ( -c, b 2 / -c) ^ i/"δ~. We have from (6) that -α, -c ^ V δ . Moreover we now have symmetry between α and c, so we assume -a ^> -c. Then it suffices to show that 6 2 /-α^vΊΓ or by (3) that c + 1/α ^ -VΊΓ. Now if -α ^ 1 we have from (6) c + -^c + α> -i/T a as desired. So assume
Now by (3) 6^1, so by (7) a + 26 + c > 0, so point (v) lies on Sίf. Thus we would be done unless (8) 0<α + 26 + c< JL which we also assume. Now 6^1, so (6) implies that Λ/δ ^2. Then from (8) we have a + c < -3/2. Putting this back in (6) gives i/T> 7/2. Further, a + c < -3/2 and (7) yields -a ^ 3/4. So finally
as desired.
So from now on we may assume that a ^ 0. 
We may now assume a > 0. So points (ii) and (iii) are on έ%f and it suffices to prove (9). We first show -c > VΎ implies 6 2 ^ ajVΎ^ -. δ First by (3) α( -c) ^ 1, so -c >VΎ implies a < 1/V δ . And by (6) and -c> VΎ we have 26 < α, so δ 2 ^ α 2 /4 ^ ajVΎ, since α < 4/τ/ δ . Therefore we may further assume -c ^ V δ . So to prove (9) it suffices to show 6 2 ^ -VΎ c. Now (6) implies δ 2 < δ/4. Thus 6 2 ^ -cVδ unless -c < α/δ/4, which we assume. Then 3* Some facts about cubic fields* Let K be a real cubic number field. Let 1, β lf β 2 be a basis of iΓ. In [1] we showed how to count the number of solutions to * for sufficiently large c. In this section we record the results obtained in [1] which allow us to gain information concerning whether, for a given c, * has an infinity of solutions. All unproved statements given in this section may be found in [1] .
If aeK, denote by a = a {0) , α (1) , α (2) For ξ G M write ξ = qa 0 + p^ + p 2 a 2i and in this way we view M as being in one-to-one correspondence with the possible solutions to *. Now for i = 1, 2 we have from (11) -£<*> = aί^qβ, -Pl ) + a^(qβ 2 -p 2 ) .
Set Ίi = qβi -Pi (i = 1, 2) and we see Nf = ξZ (Ύ 19 Ύ 2 ) where Z is the quadratic form (13) Z(x, y) = (a^x + a^y){a [ 2) x + a™y) . Since for these £ the (δ 19 δ 2 ) satisfy * it is clear that for these ξ, q-*oo. From (14) then we see that for'i = 1,2, | rj { -h i \ -> 0 as q-> oo. There must then be an infinite number of pairs (δ ly δ 2 ) in also, as desired. (2) Since the set of curves (16) form a discrete family, we have by hypothesis an r r > r such that none of the curves (16) meets & r , % Suppose there is an infinite number of solutions to * with c = r 2 . Then as above we have for the corresponding ξ that Nί is bounded. So an infinite number of the pairs (δ 19 δ 2 ) in & r correspond to the same curve (16). As in Case 1 we have for these (δ 19 δ 2 ) that
Itt-^l -o (?-~)
we see that an infinite number of pairs (η ίf rj 2 ) lie in g$ r ,. Hence some curve (16) meets .^,. This contradiction completes the proof of Proposition 3.
We require one more formula, namely one for κ 0 . Write
Then from (13)
. It is readily checked that d Φ 0. Moreover, solving equations (11) and (12) for tc 0 and using the assumption κ 0 > 0, we obtain
where D M = det {a{ 5) ) 2 (i,j = 0,1, 2) is the discriminant of M. We note finally that Z is indefinite or positive definite depending on whether K is totally real or not, respectively. 4* Proof of the first half of Theorem 1 for K totally real. We combine Propositions 2, 3 to yield the result. We in fact prove the slightly more general Proof. Let Proof. The proof is taken, essentially, from [6] . Define p, δ by (21), (22) The second half of this theorem is due to Furtwangler [7] . Also Theorem 5 could be stated in the more general form of Theorems 3 and 4 (see below). in the same manner as the corollary to Theorem 1. We use Davenport's lemma to make Z(x, y) look like N 2 (x 2 + y 2 ). We do not carry out the proof here; it is essentially carried out in [6] .
