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Abstract—This paper investigates observer-based output feed-
back control design for incrementally quadratic nonlinear sys-
tems with bounded external disturbances. The nonlinearities
considered satisfy incremental quadratic constraints, which are
characterized by incremental multiplier matrices and include
many common nonlinearities as special cases. Linear matrix
inequality (LMI) conditions are presented to separately construct
the continuous-time observer and the feedback control law for
two parameterizations of the incremental multiplier matrices.
The observer and the controller gains are obtained from the
LMI solutions and proved to render the closed-loop system input-
to-state stable with respect to external disturbances. Based on
the continuous time observer-based controller designed, event-
triggered controllers with Zeno-freeness are constructed for
two triggering configurations where the first one implements
the event-triggering mechanisms (ETMs) in the controller-to-
actuator channel and the second one implements ETMs in both
the controller-to-actuator channel and the sensor-to-observer
channel asynchronously. For each configuration the closed-loop
system is proved to be input-to-state practically stable. The
theoretical results are illustrated via simulations of a single-link
robot arm example.
I. INTRODUCTION
As the state variables of a system are difficult or expensive
to measure in many practical problems, observer-based output
feedback control design has received a lot of attention (see
[1], [2], [3]) and found applications in many areas such
as biological systems [4], [5], mechanical systems [6], [7],
power systems [8], [9], and networked control systems [10],
[11], among others. For nonlinear control systems, observer-
based stabilizing control design, which involves design of an
asymptotic state observer and a stabilizing feedback controller
that use the measured output and the estimated state, is a chal-
lenging problem because the nonlinear observer design itself
is hard and the controller-observer separation property does
not hold for nonlinear systems in general [12], [13], [14], [15],
[16]. There have been results on the controller-observer sepa-
ration for different classes of nonlinear systems and proposed
constructive methods for the observer and controller design;
for instance, [17], [18] studied nonlinear systems with slope-
restricted nonlinearities via the circle criterion, [19], [20],
[21] investigated uniformly observable systems using high-
gain observers, [22], [23], [24] considered globally Lipschitz
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nonlinear systems (also refer to [25], [26], [27], [28], [29],
[30], [31] and references therein). In spite of those valuable
results, there is still a need to explore more general classes
of nonlinear systems for which their asymptotic observers
and stabilizing state feedback controllers can be designed
separately and constructively.
Motivated by the development of networked control sys-
tems, event-triggered control (ETC) recently received sig-
nificant attention as it provides a new control paradigm to
reduce the resource consumption of networked control systems
whose communication bandwidth and computational power
are usually limited [32], [33], [34], [35], [36]. Most of the
ETMs assume that full-state information is available, but
this assumption is restrictive since many systems only have
information of their measured outputs. Existing results on
event-triggered, observer-based output feedback control design
mostly focus on linear systems (e.g., see [37], [38], [39], [40],
[41]), and their extension to nonlinear systems are difficult,
especially when external disturbances or measurement noises
are considered. The observer-based ETC designs are based on
the continuous-time observer-based feedback controllers, but
those continuous-time controllers themselves can be hard to
construct. When external disturbances or measurement noise
are present, it is difficult to rule out the Zeno phenomenon by
event-triggering rules that disregard the disturbances/noises;
for instance, [42] shows that even for linear time invariant
systems, two commonly-used output feedback-based ETC
schemes (i.e., the relative and the absolute ETMs) cannot
guarantee a positive minimum inter-event time in the presence
of arbitrarily small disturbances. To resolve this, many recent
works on event-triggered output feedback control for nonlinear
systems employ time regularization (i.e., enforce a built-in
lower bound for the inter-execution times) in the design of
triggering rules [38], [43], [44], [45]. Another challenge for
the output feedback ETC design of nonlinear systems lies in
the difficulty of constructing a suitable Lyapunov function
that is usually needed to design the triggering rules and
prove stability of the closed-loop system; for example, [43],
[44] provide general frameworks for observer-based output
feedback control design for nonlinear systems by utilizing the
hybrid system approach, but only give constructive sufficient
conditions for linear systems.
The present paper considers observer-based, output feed-
back control design for a class of nonlinear control systems
subject to bounded external disturbances and measurement
noise, as well as the implementation of the controller with
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ETMs. The objective is to design continuous time and event-
triggered observer-based controllers that robustly stabilize the
system in a systematic and constructive manner. The nonlin-
earities under consideration satisfy an incremental quadratic
constraint that is characterized by an incremental quadratic
inequality with incremental multiplier matrices [46], [47], [48],
[49], [50]. This characterization with incremental multiplier
matrices provides a general framework to represent many
common classes of nonlinearities (e.g., globally Lipschitz
nonlinearities, incrementally sector bounded nonlinearities,
incrementally positive real nonlinearities and the polytopic
Jacobian nonlinearities), implying a wide range of applica-
bility for the proposed theoretical results. Observer design for
systems with nonlinearities satisfying incremental quadratic
constraints was studied in [49], which was later generalized
to the systems with bounded exogenous disturbances in [51].
Observer-based control design for some special classes of
incrementally quadratic nonlinear systems have been inves-
tigated in [17], [22], [24], [52], [53]. Event-triggered output
feedback controllers for nonlinear systems affected by distur-
bances have been investigated in papers such as [43], [44],
which assume that the continuous time controllers are already
given. Compared with [43], [44], the present paper designs
the continuous-time controllers by solving convex optimization
programs, and constructs explicitly the triggering rules by
only assuming that the closed-loop system implementing the
continuous-time controller is input-to-state stable with respect
to (w.r.t.) external disturbances.
The main contributions of the paper are constructive and
systematic methodologies to design observer-based controllers
for a general class of nonlinear systems with disturbances,
both in continuous time and implemented with ETMs. Specif-
ically, for incrementally quadratic nonlinear systems affected
by external disturbances and measurement noises, we pro-
vide convex optimization-based sufficient conditions to design
observer-based, robust stabilizing controllers. We give suffi-
cient conditions in the form of LMIs to design the observer-
based feedback controllers for two different parameterizations
(i.e., the block diagonal parameterization and the block anti-
triangular parameterization) of the incrementally quadratic
nonlinearity, and prove that the closed-loop system is input-to-
state stable with respect to the disturbances. The matrix gains
for the observers and the controllers are computed by solving
separate LMIs, which reveals a separation in the controller
and observer designs. We provide a systematic approach to
construct the event-triggering rules for two configurations
separately (i.e., the ETM is implemented in the controller-
to-actuator channel and the ETMs are implemented in both
the sensor-to-observer and the controller-to-actuator chan-
nels), by only assuming that the corresponding continuous-
time observer-based controller renders the closed-loop system
input-to-state stable with respect to external disturbances. We
construct the triggering rules with an enforced positive lower-
bound of the inter-execution times (i.e., the Zeno phenomenon
can be excluded), and prove that the closed-loop system
implementing the event-triggered controller is input-to-state
practically stable with respect to external disturbances.
A preliminary version of this work appeared in [54]. The
present paper is different from [54] in the following important
ways: the incrementally quadratic nonlinear systems consid-
ered are subject to external disturbances; the event-triggered
mechanism is considered; a subsection is added to discuss
conditions of the theorems developed for the continuous time
case; all the complete proofs are included. The remainder
of the paper is organized as follows. In Section II, the
background on incremental quadratic constraints and the prob-
lem statement are given. In Section III, the continuous-time
controller design case is considered and LMI-based sufficient
conditions are presented for two different parameterizations of
the incremental multiplier matrices respectively. In Section IV,
the event-triggered controller design case is considered where
two configurations of the triggering mechanisms are discussed
separately. In Section V, a simulation example is given to
illustrate the theoretical results. Finally, some conclusions are
provided in Section VI.
Notations. R+0 denotes the set of non-negative real numbers;
‖x‖ denotes the 2-norm of a vector x; ‖P‖ denotes the
Frobenius norm of a matrix P ; λm(P ) and λM (P ) denote the
minimal and maximal eigenvalues of a matrix P , respectively;
In denotes an identity matrix of size n; 0n1×n2 and 0n denote
the zero matrix of size n1 × n2 and the zero vector of size
n, respectively, where the subscript will be omitted when
clear from context. For symmetric matrices, ∗ denotes entries
whose values follow from symmetry. A continuous function
f : R+0 → R+0 belongs to class K (denoted as f ∈ K) if it
is strictly increasing and f(0) = 0; f belongs to class K∞
(denoted as f ∈ K∞) if f ∈ K and f(r) → ∞ as r → ∞.
A continuous function f : R+0 × R+0 → R+0 belongs to class
KL (denoted as f ∈ KL) if for each fixed s, the function
f(·, s) ∈ K∞ and for each each fixed r, the function f(r, ·)
is decreasing and f(r, s)→ 0 as s→ 0.
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider the following nonlinear system
x˙ = Ax+Bu+ Ep(q) + Eww,
y = Cx+Du+ Fww,
q = Cqx,
(1)
where x ∈ Rnx is the state, u ∈ Rnu is the control input,
y ∈ Rny is the measured output, p : Rnq → Rnp is a function
representing the known nonlinearity of the system, w ∈ Rnw is
the unknown external disturbance or measurement noise, and
A ∈ Rnx×nx , B ∈ Rnx×nu , C ∈ Rny×nx , D ∈ Rny×nu , Cq ∈
Rnq×nx , E ∈ Rnx×np , Ew ∈ Rnx×nw , Fw ∈ Rny×nw are
constant matrices of appropriate dimensions.
The characterization of the nonlinearity p is based on
incremental multiplier matrices [49], [50].
Definition 1. Given a function p : Rnq → Rnp , a symmetric
matrix M ∈ R(nq+np)×(nq+np) is called an incremental
multiplier matrix (δ-MM) for p if it satisfies the following
incremental quadratic constraint (δ-QC) for all q1, q2 ∈ Rnq :(
δq
δp
)>
M
(
δq
δp
)
≥ 0 (2)
where δq = q2 − q1, δp = p(q2)− p(q1).
For a given nonlinearity p, it is clear that a δ-MM is not
unique. DenoteM as the set of incremental multiplier matrices
for p. If M ∈M, then λM ∈M for any λ ≥ 0.
Remark 1. The δ-QC condition (2) includes broad classes
of nonlinearities as special cases. For instance, the global
Lipschitz condition ‖p(q2)−p(q1)‖ ≤ γ‖q2−q1‖ where γ>0
can be expressed in the form of (2) with
M =
(
γ2I 0
0 −I
)
. (3)
The incrementally sector bounded nonlinearity (δp −
K1δq)
>S(δp −K2δq) ≤ 0 where S = S> can be expressed
in the form of (2) with
M =
(−K>1 SK2 −K>2 SK1 ∗
S(K1 +K2) −2S
)
. (4)
An incremental positive real nonlinearity satisfying δp>δq ≥ 0
can be expressed in the form of (2) with
M =
(
0 I
I 0
)
. (5)
Some other nonlinearities that can be expressed using the δ-
QC were discussed in [49], [50].
Next, we introduce input-to-state practically stability and
its characterization using Lyapunov functions. Consider the
system
x˙ = f(x, u) (6)
where f : Rnx × Rnu → Rnx is a locally Lipschitz function
and u : R → Rnu is a measurable essentially bounded input.
Define x(t, x0, u) as the solution of (6) with initial state x0
and input u, which satisfies x(0, x0, u) = x0.
Definition 2. [55] The system (6) is called input-to-state prac-
tically stable (ISpS) w.r.t. u, if there exist functions β1 ∈ KL,
β2 ∈ K and a non-negative constant d such that for every
initial state x0 and every u, the trajectory x(t, x0, u) satisfies
‖x(t, x0, u)‖ ≤ β1(‖x0‖, t) + β2(‖u‖∞) + d, ∀t ≥ 0 (7)
where ‖u‖∞ := supt≥0 ‖u(t)‖.
When (7) is satisfied with d = 0, the system is said to be
input-to-state stable (ISS) w.r.t. u [56].
Definition 3. [55] A smooth function V : Rn → R is said
to be an ISpS-Lyapunov function for the system (6) if V is
positive definite, radially unbounded, and there exist functions
γ ∈ K∞, χ ∈ K and a non-negative constant d such that the
following condition holds:
∇V (x)T f(x, u) ≤ −γ(‖x‖) + χ(‖u‖) + d. (8)
Instead of requiring the inequality (8), the ISpS-Lyapunov
function can be also defined equivalently as follows: a smooth,
positive definite, radially unbounded function V is an ISpS-
Lyapunov function for the system (6) if there exist a positive-
definite function γ, a class K function χ and a non-negative
constant d such that the following condition holds [55]:
‖x‖ ≥ χ(‖u‖) + d ⇒ ∇V (x)T f(x, u) ≤ −γ(‖x‖). (9)
The existence of an ISpS-Lyapunov function is a necessary
and sufficient condition for the ISpS property.
Proposition 1. [57] The system (6) is ISpS (resp. ISS) if and
only if it has an ISpS- (resp. ISS-) Lyapunov function.
In particular, if there exist a symmetric and positive definite
matrix P = P>  0, two constants α > 0, d ≥ 0 and
a function χ ∈ K∞ such that the positive definite function
V (x) = x>Px satisfies
∇V (x)T f(x, u) ≤ −αV (x) + χ(‖u‖) + d, (10)
then V is an ISpS-Lyapunov function satisfying (8) with
γ(‖x‖) = αλm(P )‖x‖2, implying that (6) is ISpS w.r.t. u.
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Fig. 1. (a) Configuration of the continuous-time closed-loop system. (b)
Configuration of the closed-loop system where the ETM is implemented
in the controller-to-actuator channel. (c) Configuration of the closed-loop
system where ETMs are implemented in both the sensor-to-observer and the
controller-to-actuator channels asynchronously.
Now we state the problems that are studied in the paper.
Consider a system described by (1) where the nonlinear term
p satisfies the δ-QC inequality (2) for some M ∈M.
i) For the configuration shown in Fig. 1 (a), design a
continuous-time, observer-based feedback controller such that
the closed-loop system is ISS w.r.t. w.
ii) For the configuration shown in Fig. 1 (b), design an
observer-based, feedback controller and a triggering rule for
the ETM, such that the closed-loop system is ISpS w.r.t. w and
without Zeno behavior.
iii) For the configuration shown in Fig. 1 (c), design an
observer-based, feedback controller and two triggering rules
for the ETMs, such that the closed-loop system is ISpS w.r.t.
w and without Zeno behavior.
III. CONTINUOUS-TIME CONTROL DESIGN
In this section, we present a continuous-time observer and a
continuous-time feedback control law for system (1), such that
the closed-loop system is ISS w.r.t. w. LMI-based sufficient
conditions will be given for the simultaneous design of the
observer and the controller gain matrices.
We propose the following observer:
˙ˆx=Axˆ+Bu+ Ep(qˆ + L1(yˆ − y)) + L2(yˆ − y),
yˆ=Cxˆ+Du,
qˆ=Cqxˆ,
(11)
where L1, L2 are gain matrices to be designed. Clearly, the
proposed observer contains a copy of the plant and two
correction terms, the nonlinear injection term L1(yˆ − y) and
the Luenberger-type correction term L2(yˆ− y). Based on the
observer (11), we design the feedback controller u as
u = k(xˆ) (12)
where k : Rnx → Rnu is a function that has the form of
k(x) = K1x+K2p(Cqx) (13)
with gain matrices K1 ∈ Rnu×nx , K2 ∈ Rnu×np to be
designed. Defining the estimation error by
e(t) = x(t)− xˆ(t)
the input (12) can be rewritten as
u = k(x)−∆k(x, xˆ)
where ∆k(x, xˆ) = k(x) − k(xˆ). Recalling (13), ∆k can be
expressed as ∆k = K1e−K2∆p where
∆p = p(qˆ)− p(q). (14)
The closed-loop system resulting from the observer-based
controller (12) can now be expressed as{
x˙=(A+BK1)x+(E+BK2)p−B∆k+Eww,
e˙=(A+L2C)e−Eδp+(Ew+L2Fw)w,
(15)
where {
δp = p(q + δq)− p(q),
δq = −(Cq + L1C)e− L1Fww.
(16)
Defining z =
(
x
e
)
, dynamics (15) are expressed compactly
as
z˙ = Acz +H1p+H2δp+H3∆p+H4w (17)
where ∆p is given in (14), δp is given in (16), and
Ac =
(
A+BK1 −BK1
0 A+ L2C
)
, (18)

H1 =
(
E +BK2
0
)
, H2 =
(
0
−E
)
,
H3 =
(
BK2
0
)
, H4 =
(
Ew
Ew + L2Fw
)
.
(19)
The following proposition provides a sufficient condition
for the closed-loop system (17) to be ISS w.r.t. w.
Proposition 2. Consider the system described by (1)-(2)
with p(0) = 0. Suppose that there exist matrices L1 ∈
Rnq×ny , L2 ∈ Rnx×ny ,K1 ∈ Rnu×nx ,K2 ∈ Rnu×np , P ∈
R2nx×2nx with P  0, and real numbers α0 > 0, µ > 0, σ1 ≥
0, σ2 ≥ 0, σ3 ≥ 0 such that(
S0 S1
∗ 0
)
+ σ1S
>
2 MS2 + σ2S
>
3 MS3 + σ3S
>
4 MS4
− µS>5 S5  0 (20)
where
S0 = PAc +A
>
c P + α0P,
S1 = (PH1 PH2 PH3 PH4) ,
S2 =
(
Cq 0nq×(nx+3np+nw)
0np×2nx Inp 0np×(2np+nw)
)
,
S3 =
(
0nq×nx − (Cq + L1C) 0nq×3np − L1Fw
0np×(2nx+np) Inp 0np×(np+nw)
)
,
S4 =
(
0nq×nx − Cq 0nq×(3np+nw)
0np×(2nx+2np) Inp 0np×nw
)
,
S5 = (0nw×(2nx+3np) Inw).
Then the closed-loop system (17) is ISS w.r.t. w and satisfies
V˙ ≤ −α0V + µ‖w‖2 where V (z) = z>Pz.
Proof. Since M is a δ-MM for p and p(0) = 0, it holds that(
q
p
)>
M
(
q
p
)
≥0,
(
δq
δp
)>
M
(
δq
δp
)
≥0,
(
∆q
∆p
)>
M
(
∆q
∆p
)
≥0,
where δp, δq are given in (16), ∆p is given in (14), and
∆q = Cqxˆ− Cqx = −Cqe. (21)
With ξ = (x> e> p> δp> ∆p> w>)>,(
q
p
)
= S2ξ,
(
δq
δp
)
= S3ξ,
(
∆q
∆p
)
= S4ξ.
Hence, ξ>S>2 MS2ξ ≥ 0, ξ>S>3 MS3ξ ≥ 0, ξ>S>4 MS4ξ ≥ 0.
Pre- and post-multiply (20) by ξ> and ξ, respectively. Since
σ1, σ2, σ3 are non-negative, we obtain that
ξ>
(
S0 S1
∗ 0
)
ξ − µξ>S>5 S5ξ ≤ 0. (22)
Consider the positive definite function defined by V (z) =
z>Pz. Then, it is easy to check that V˙ + α0V − µw>w is
equal to the left hand side of (22) where V˙ is the derivative
of V along the trajectories of (17). Therefore, V is an ISS-
Lyapunov function since V˙ ≤ −α0V +µ‖w‖2. The conclusion
follows from Proposition 1.
Clearly, matrix inequality (20) is not a LMI. In the next two
subsections, we will consider two parameterizations of the δ-
MM M and provide LMI conditions which can be used to
obtain the gain matrices L1, L2,K1,K2.
A. Block Diagonal Parameterization
This subsection considers a block diagonal parameterization
of the δ-MM for p. We first make the following two assump-
tions on the parameterizations of M .
Assumption 1. There exist a set N1 of matrix pairs (X1, Y1)
with X1 ∈ Rnq×nq , Y1 ∈ Rnp×np symmetric, and an invertible
matrix T1 with
T1 =
(
T11 T12
T13 T14
)
(23)
and T14 ∈ Rnp×np invertible, such that M1 given below is a
δ-MM of p for all (X1, Y1) ∈ N1:
M1 = T
>
1 M˜1T1 where M˜1 =
(
X1 0
0 −Y1
)
. (24)
Assumption 2. There exist a set N2 of matrix pairs (X2, Y2)
with X2 ∈ Rnq×nq , Y2 ∈ Rnp×np symmetric and invertible,
and an invertible matrix T2 with
T2 =
(
T21 T22
T23 T24
)
(25)
and T24 ∈ Rnp×np invertible, such that M2 given below is a
δ-MM of p for all (X2, Y2) ∈ N2:
M2 = T
>
2 M˜2T2 where M˜2 =
(
X−12 0
0 −Y −12
)
. (26)
Remark 2. For the globally Lipschitz nonlinearity ‖p(q2) −
p(q1)‖ ≤ γ‖q2−q1‖, the matrix M in (3) satisfies Assumption
1 and 2 if we choose
T1=T2=
(
γI 0
0 I
)
, N1=N2={(λI, λI)|λ > 0}.
For the incrementally sector bounded nonlinearity (δp −
K1δq)
>S(δp − K2δq) ≤ 0 where S is symmetric and in-
vertible, the matrix M in (4) satisfies Assumption 1 and 2 if
we choose
T1=T2=
(
K2 −K1 0
K2 +K1 −2I
)
, N1=N2={(λS, λS)|λ > 0}.
For the incremental positive real nonlinearity δp>δq ≥ 0, the
matrix M in (5) satisfies Assumption 1 and 2 if we choose
T1=T2=
(
I I
I −I
)
, N1=N2={(λI, λI)|λ > 0}.
N1 and N2 do not have to be the set of scalings of a
matrix pair as in the examples above. For instance, for the
nonlinearity whose Jacobian is confined within a polytope or
a cone, N1 that satisfies Assumption 1 (or N2 that satisfies
Assumption 2) is characterized via matrix inequalities (see
Section 5 in [49] for more details). Furthermore, T1 does not
necessarily has to be chosen to be equal to T2.
Because T1 in Assumption 1 and T2 in Assumption 2 are
invertible, the matrix Γi1(i = 1, 2) defined as
Γi1 = Ti1 − Ti2T−1i4 T13 (27)
is also invertible by the matrix inversion lemma. Furthermore,
we define the matrix Γi2(i = 1, 2) as
Γi2 = Ti2T
−1
i4 . (28)
Now we are ready to present the first main result of this
section. The following theorem provides sufficient conditions
for the design of matrices L1, L2 in the observer (11) and
matrices K1,K2 in the controller (12), when the δ-MM can
be parameterized in a block diagonal manner.
Theorem 1. Consider the system described by (1)-(2) with
p(0) = 0. Suppose that
1) Assumption 1 holds;
2) Assumption 2 holds with M2 =
(
M21 M22
M23 M24
)
where
M24 ∈ Rnp×np and M24 ≺ 0;
3) there exist positive numbers α1, α2, µ1, µ2, matrices
R1, R2, R3, R4, symmetric and positive definite matrices
P1, P2, X1, X2, Y2 and a symmetric matrix Y1, such that
(X1, Y1) ∈ N1, (X2, Y2) ∈ N2 and
(observer ineq.)
(
Φ− ϕ>Y1ϕ φ>
φ −X1
)
 0, (29)
(controller ineq.)
(
Ψ− ϕ>Y2ϕ ψ>
ψ −X2
)
 0, (30)
where
Φ =
Φ0 −P1E˜1 P1Ew +R1∗ 0 0
∗ ∗ −µ1I
 , (31)
Φ0 = A˜
>
1 P1 + P1A˜1 + C
>R>1 +R1C + α1P1, (32)
Ψ =
Ψ0 E˜2Y2 +BR4 Ew∗ 0 0
∗ ∗ −µ2I
 , (33)
Ψ0 = A˜2P2 + P2A˜
>
2 +BR3 +R
>
3 B
> + α2P2, (34)
φ = (−(X1Γ11Cq +R2C), X1Γ12,−R2Fw), (35)
ϕ = (0np×nx , Inp ,0np×nw), (36)
ψ = (Γ21CqP2,Γ22Y2,0nq×nw), (37)
A˜i = A− ET−1i4 Ti3Cq, i = 1, 2, (38)
E˜i = ET
−1
i4 , i = 1, 2, (39)
with Γi1(i = 1, 2) given in (27) and Γi2(i = 1, 2) given in
(28). Then, the closed-loop system (15) is ISS w.r.t. w with
L1 = Γ
−1
11 X
−1
1 R2,
L2 = P
−1
1 R1 + ET
−1
14 T13L1,
K1 = R3P
−1
2 +K2T
−1
24 T23Cq,
K2 = R4Y
−1
2 T24.
(40)
Proof. The proof proceeds in five steps.
1) Firstly, we derive the dynamics of the system under
transformations of variables q and p via T1 and T2. Since
M1 (resp. M2) satisfies Assumption 1 (resp. Assumption 2)
with an invertible matrix T1 (resp. T2), we introduce variable
transformations from (q, p) to (q˜i, p˜i) as follows:(
q˜i
p˜i
)
= Ti
(
q
p
)
. (41)
Since p˜i = Ti3q + Ti4p and Ti4 is invertible, we have p =
T−1i4 p˜i − T−1i4 Ti3q and
q˜i = Γi1q + Γi2p˜i, (42)
for i = 1, 2, where Γi1,Γi2 are given in (27),(28). Note that
Γi1 is invertible since Ti is invertible.
Substituting p = T−124 p˜2 − T−124 T23q into (15), we have
x˙ = (A˜2 +BK˜1)x+ (E˜2 +BK˜2)p˜2 −B∆k + Eww, (43)
where A˜2 is given in (38), E˜2 is given in (39),
K˜1 = K1 −K2T−124 T23Cq, K˜2 = K2T−124 , (44)
and
∆k = K˜1e− K˜2∆p˜, (45)
where
∆p˜ = p˜2(Cqxˆ)− p˜2(Cqx). (46)
Substituting p = T−114 p˜1 − T−114 T13q into (16), we have
δp = T−114 (p˜1(q + δq)− p˜1(q))− T−114 T13δq
= T−114 δp˜1 + T
−1
14 T13[(Cq + L1C)e+ L1Fww] (47)
where
δp˜1 = p˜1(q + δq)− p˜1(q). (48)
Substituting (47) into (15), we have
e˙ = (A˜1 + L˜2C)e− E˜1δp˜1 + (Ew + L˜2Fw)w, (49)
where A˜1 is given in (38), E˜1 is given in (39), and L˜2 is
defined as
L˜2 = L2 − ET−114 T13L1. (50)
Equations (43) and (49) are the dynamics of the closed-
loop system after transformations of variables via T1 and T2,
respectively.
2) Secondly, we show the observer design by (29). From
(40) we have R1 = P1L˜2 where L˜2 is given in (50), and from
(40) we have R2 = X1Γ11L1. Plugging R1 into Φ in (31),
we have Φ0 = P1(A˜1 + L˜2C) + (A˜1 + L˜2C)>P1 + α1P1,
and the (1, 3) entry of Φ to be P1Ew + R1Fw = P1(Ew +
L˜2Fw); plugging R2 into φ in (35) we have φ = X1φ0 where
φ0 := (−Γ11(Cq+L1C),Γ12,−Γ11L1Fw). Recalling ϕ given
in (36) and applying Schur’s complement to (29), we have
Φ +
(
φ0
ϕ
)>
M˜1
(
φ0
ϕ
)
 0. (51)
Define ξ1 = (e>, δp˜>1 , w
>)>. Pre- and post-multiplying the
inequality (51) by ξ>1 and ξ1, respectively, we have
ξ>1 Φξ1 + ξ
>
1
(
φ0
ϕ
)>
M˜1
(
φ0
ϕ
)
ξ1 ≤ 0. (52)
From (42), it is clear that δq˜1 = Γ11δq +
Γ12δp˜1 = −Γ11(Cq + L1C)e + Γ12δp˜1 − Γ11L1Fww.
Since
(
δq˜1
δp˜1
)>
M˜1
(
δq˜1
δp˜1
)
≥ 0, we have
ξ>1
(
φ0
ϕ
)>
M˜1p
(
φ0
ϕ
)
ξ1 ≥ 0. Thus, ξ>1 Φξ1 ≤ 0 from
(52), which is equivalent to 2e>P1[(A˜ + L˜2C˜)e − E˜1δp˜1 +
(Ew + L˜2Fw)w] + α1e
>P1e− µ1‖w‖2 ≤ 0.
Define V1(e) = e>P1e. Then the derivative of V1 along the
trajectory of (49) satisfies V˙1 = 2e>P1[(A˜+L˜2C˜)e−E˜1δp˜1+
(Ew + L˜2Fw)w] ≤ −α1e>P1e+ µ1‖w‖2.
3) We now prove that ‖∆k‖/‖e‖ is bounded where ∆k is
given in (45). Since M24 = T>22X
−1
2 T22 − T>24Y −12 T24 ≺ 0
and T24 is invertible, we have
Γ>22X
−1
2 Γ22 − Y −12 = T−>24 M24T−124 ≺ 0. (53)
Recall that ∆q = −Cqe in (21) and define ∆q˜ := q˜2(Cqxˆ)−
q˜2(Cqx). Then, ∆q˜ = −Γ21Cqe+ Γ22∆p˜ where ∆p˜ is given
in (46). Define ζ = (e>,∆p˜>)>. Therefore,
ζ>
(−Γ21Cq Γ22
0 I
)>
M˜2
(−Γ21Cq Γ22
0 I
)
ζ
=
(−Γ21Cqe+ Γ22∆p˜
∆p˜
)>
M˜2
(−Γ21Cqe+ Γ22∆p˜
∆p˜
)
=
(
∆q
∆p
)>
T>2 M˜2T2
(
∆q
∆p
)
≥ 0,
where the last equality is from (26) in Assumption 2.
Hence, e>C>q Γ
>
21X
−1
2 Γ21Cqe − 2e>C>q Γ>21X−12 Γ22∆p˜ +
∆p˜>(Γ>22X
−1
2 Γ22 − Y −12 )∆p˜ ≥ 0. From (53), the inequality
above implies that κ1‖e‖2+κ2‖e‖‖∆p˜‖−κ3‖∆p˜‖2 ≥ 0 where
κ1 = λmax(C
>
q Γ
>
21X
−1
2 Γ21Cq), κ2 = 2‖C>q Γ>21X−12 Γ22‖,
κ3 = λmin(Y
−1
2 − Γ>22X−12 Γ22). Clearly, κ1, κ3 > 0, κ2 ≥ 0.
Therefore, we have ‖∆p˜‖ ≤ κ‖e‖ where κ := (κ2 +√
κ22 + 4κ1κ3)/2κ3 > 0.
Since ∆k = K˜1e+ K˜2∆p˜ by (45), we have
‖∆k‖ ≤ κˆ‖e‖ (54)
for all x, e, where κˆ = ‖K˜1‖ + ‖K˜2‖κ > 0, which bounds
‖∆k‖/‖e‖.
4) Next, we establish the controller design by using (30).
From (40) we have R3 = K˜1P2 and R4 = K˜2Y2 where
K˜1, K˜2 are given in (44). Plugging R3, R4 into (33), we have
Ψ0 = (A˜2+BK˜1)P2+P2(A˜2+BK˜1)
>+α2P2, and the (1, 2)
entry of Ψ to be (E˜2 + BK˜2)Y2. Pre- and post-multiplying
the inequality (30) by the matrix diag(In, Y −12 , Inw , Inq ), and
then applying Schur’s complement, we have
Ψ˜ +
(
ψ1
ϕ
)>
M˜2
(
ψ1
ϕ
)
 0, (55)
where
Ψ˜ =
Ψ0 E˜2 +BK˜2 Ew∗ 0 0
∗ ∗ −µ2I
 ,
and ψ1 = (Γ21CqP2,Γ22,0nq×nw), Ψ0 is shown above, ϕ
is given in (36). Let P3 = P−12 and pre- and post-multiply
the inequality (55) by diag(P3, Inp , Inw) and its transpose,
respectively. This results in
Ψˆ +
(
ψ0
ϕ
)>
M˜2
(
ψ0
ϕ
)
 0, (56)
where ψ0 = (Γ21Cq,Γ22,0nq×nw) and
Ψˆ =
Ψˆ0 P3(E˜2 +BK˜2) P3Ew∗ 0 0
∗ ∗ −µ2I
 , (57)
Ψˆ0 = P3(A˜2 +BK˜1) + (A˜2 +BK˜1)
>P3 + α2P3, (58)
Define ξ2 = (x>, p˜>2 , w
>)>. Pre- and post-multiplying the
inequality (56) by ξ>2 and ξ2, respectively, we have
ξ>2 Ψˆξ2 + ξ
>
2
(
ψ0
ϕ
)>
M˜2p
(
ψ0
ϕ
)
ξ2 ≤ 0. (59)
By (26) and (41), we have(
q˜2
p˜2
)>
M˜2
(
q˜2
p˜2
)
≥ 0. (60)
Since q˜2 = Γ21q + Γ22p˜2 = Γ21Cqx + Γ22p˜2 by (42), in-
equality (60) implies that ξ>2
(
ψ0
ϕ
)>
M˜2
(
ψ0
ϕ
)
ξ2 ≥ 0. Thus,
ξ>2 Ψˆξ2 ≤ 0 from (59), which is equivalent to 2x>P3[(A˜2 +
BK˜1)x+ (E˜2 +BK˜2)p˜2 +Eww] +α2x
>P3x−µ2‖w‖2 ≤ 0.
Let V2(x) = x>P3x. Then the derivative of V2 along
the trajectory of (43) satisfies V˙2 = 2x>P3[(A˜2 +
BK˜1)x + (E˜2 + BK˜2)p˜2 − B∆k + Eww] ≤ −α2x>P3x +
µ2‖w‖2 + 2‖P3B‖‖x‖‖∆k‖. Recalling (54), we have V˙2 ≤
−α2x>P3x+ µ2‖w‖2 + θ‖x‖‖e‖ where
θ = 2‖P3B‖κˆ. (61)
5) Finally, we prove that the closed-loop system ex-
pressed by (43) and (49) is ISS with respect to w. Choose
two constants c1, c2 as c1 = α1λm(P1)/λM (P1), c2 =
α1λm(P3)/λM (P3). Since c1 > 0, c2 > 0, we can choose
two constants α0 > 0, β0 > 0 such that
α0 < min{c1, c2},
β0 ≥ θ
2
4λM (P1)λM (P3)(c1 − α0)(c2 − α0) ,
where θ is given in (61). Then, it is easy to check that the
matrix P0 :=
(
P˜0 θ/2
θ/2 Pˆ0
)
is negative semi-definite where
P˜0 = −α2λm(P3) + α0λM (P3) and Pˆ0 = β0(−α1λm(P1) +
α0λM (P1)). Define a matrix P as
P =
(
P3 0
0 β0P1
)
. (62)
Clearly, P is positive definite. We can verify that the candidate
Lyapunov function V (x, e) := z>Pz satisfies V (x, e) =
β0V1(e) + V2(x), and its derivative along the trajectory of
(43) and (49) satisfies
V˙ + α0V ≤− α1β0e>P1e− α2x>P3x+ θ‖x‖‖e‖+ α0V
≤(‖x‖, ‖e‖)P0(‖x‖, ‖e‖)> + (µ1β0 + µ2)‖w‖2
≤(µ1β0 + µ2)‖w‖2.
Therefore, the closed-loop system (43) and (49), or equiv-
alently (15), satisfies (8) with K∞ functions γ(‖(x, e)‖) =
−α0λm(P )‖(x, e)‖2 and χ(‖w‖) = (µ1β0 + µ2)‖w‖2. This
completes the proof.
If α1 is fixed, then (29) is a LMI in decision variables
µ1, P1, R1, R2, X1, Y1 that are used to determine the observer
gains L1, L2; if α2 is fixed, then (30) is a LMI in decision
variables µ2, P2, R3, R4, X2, Y2 that are used to determine the
controller gains K1,K2. Clearly, the synthesis of the observer
gains L1, L2 and the controller gains K1,K2 are decoupled,
indicating a separation of the controller and observer designs.
Remark 3. The proof of Theorem 1 indicates that larger
α1, α2 result in a larger function γ(·) ∈ K∞ in (8), which
in turn indicate a faster convergence rate for the system (17).
Line searches can be used to optimize α1, α2 in (29)-(30).
The convergence rate given in the proof of Theorem 1 can
be improved by re-computing the ISS-Lyapunov function. Note
that the closed-loop system satisfies V˙ ≤ −α0V + µ‖w‖2 for
an ISS-Lyapunov function V = z>Pz where P = P>  0
and α0, µ > 0 are given explicitly in the proof of Theorem
1. The matrix P can be re-computed via Proposition 2 such
that V results in better performance guarantees, i.e., better
convergence rate and smaller ultimate bound. Specifically, the
matrix P does not need to be the diagonal matrix shown
in (62); instead, after the matrix gains K1,K2, L1, L2 are
obtained, we can solve for P, α0, µ satisfying (20) and try to
maximize α0 and/or minimize µ.
B. Block Anti-Triangular Parameterization
In this subsection, we consider a block anti-triangular pa-
rameterization of the δ-MM for p. The following assumption
on the parameterization of M is given first.
Assumption 3. There exist a set N of matrix pairs (X,Y )
with X ∈ Rnq×np , Y ∈ Rnp×np , and an invertible matrix
T ∈ R(np+nq)×(np+nq), such that M given below is a δ-MM
of p for all (X,Y ) ∈ N :
M = T>M˜T where M˜ =
(
0 X
X> Y
)
. (63)
The following theorem provides sufficient conditions for the
design of matrices L1, L2,K1,K2 when the δ-MM M can be
parameterized in a block anti-triangular manner.
Theorem 2. Consider the system described by (1)-(2) with
p(0nq ) = 0np . Suppose that
1) Assumption 3 holds for some T1,N1 and T2,N2, respec-
tively, where T1 and T2 are partitioned as in (23) and in (25),
respectively, with T14, T24 invertible;
2) there exist positive constants α1, α2, µ1, µ2, matrices
R1, R2, R3, R4, X1, Y1.X2, Y2, and symmetric and positive
definite matrices P1, P2, such that (X1, Y1) ∈ N1, (X2, Y2) ∈
N2, and
Φ + Υ>1 M˜1Υ1 + Υ
>
2 Υ1 + Υ
>
1 Υ2  0, (64)
Ψ + Υ>3 M˜2Υ3 + Υ
>
4 Υ3 + Υ
>
3 Υ4  0, (65)
Γ>12X1 +X
>
1 Γ12 + Y1 ≺ 0, (66)
where
M˜1 =
(
0 X1
X>1 Y1
)
, M˜2 =
(
0 X2
X>2 Y2
)
, (67)
Ψ =
Ψ0 E˜2 +BR4 Ew∗ 0 0
∗ ∗ −µ2I
 , (68)

Υ1 =
(
−Γ11Cq Γ12 0nq×nw
0np×nx Inp 0np×nw
)
,
Υ2 =
(
0nq×nx 0nq×np 0nq×nw
−R2C 0np −R2Fw
)
,
Υ3 =
(
0nq×nx Γ22 0nq×nw
0np×nx Inp 0np×nw
)
,
Υ4 =
(
0nq×nx 0nq×np 0nq×nw
X2Γ21CqP2 0np 0np×nw
)
,
(69)
with Γi1(i = 1, 2) given in (27), Γi2(i = 1, 2) given in (28),
Φ given in (31), Φ0 given in (32), Ψ0 given in (34), ϕ given
in (36), A˜i(i = 1, 2) given in (38) and E˜i(i = 1, 2) given in
(39). If X1 has full row rank, then the closed-loop system (15)
is ISS w.r.t. w with L2, K1 given by (40), and L1,K2 given
by
L1 = Γ
−1
11 X
†
1R2, K2 = R4T24, (70)
where X†1 is the right inverse of X1.
Proof. As shown in (43) and (49), dynamics of the closed-loop
system under transformations can be described as
x˙ = (A˜2 +BK˜1)x+ (E˜2 +BK˜2)p˜2 −B∆k + Eww,
e˙ = (A˜1 + L˜2C)e− E˜1δp˜1 + (Ew + L˜2Fw)w,
where A˜1, A˜2 are given in (38), E˜1, E˜2 are given in (39),
K˜1, K˜2 are given in (44), ∆k is given in (45), δp˜1 is given in
(48), p˜2 is given in (41), and L˜2 is given in (50).
From (70), we have R1 = P1L˜2 and R2 = X1Γ11L1. We
claim that (64) is equivalent to
Φ +Q>1 M˜1Q1  0 (71)
and (65) is equivalent to
Ψ +Q>2 M˜2Q2  0 (72)
where
Q1 =
(−Γ11(Cq + L1C) Γ12 −Γ11L1Fw
0np×nx Inp 0np×nw
)
,
Q2 =
(
Γ21CqP2 Γ22 0nq×nw
0np×nx Inp 0np×nw
)
.
Indeed, Q1 can be written as Q1 = Υ1 + Υˆ2 where Υ1 is
given in (69) and
Υˆ2 =
(−Γ11L1C 0nq×np −Γ11L1Fw
0np×nx 0np×np 0np×nw
)
.
It is easy to verify that Υ2 = M˜1Υˆ2 and Υˆ>2 M˜1Υˆ2 = 0.
Therefore,
Q>1 M˜1Q1 = (Υ1 + Υˆ2)
>M˜1(Υ1 + Υˆ2)
= Υ>1 M˜1Υ1 + Υˆ
>
2 M˜1Υ1 + Υ
>
1 M˜1Υˆ2 + Υˆ
>
2 M˜1Υˆ2
= Υ>1 M˜1Υ1 + Υ
>
2 Υ1 + Υ
>
1 Υ2.
Similarly, Q2 can be written as Q2 = Υ3 + Υˆ4 where Υ3 is
given in (69) and
Υˆ4 =
(
Γ21CqP2 0nq×np 0nq×nw
0np×nx 0np×np 0np×nw
)
.
It is easy to verify that Υ4 = M˜2Υˆ4 and Υˆ>4 M˜2Υˆ4 =
0. Therefore, Q>2 M˜2Q2 = (Υ3 + Υˆ4)
>M˜2(Υ3 + Υˆ4) =
Υ>3 M˜2Υ3 + Υ
>
3 Υ4 + Υ
>
4 Υ3. Hence, our claim is proved.
Plugging R1 into Φ0 and Φ, we have Φ0 = P1(A˜1 +
L˜2C) + (A˜1 + L˜2C)
>P1 +α1P1, and the (1, 3) entry of Φ is
P1(Ew+ L˜2Fw). Define ξ1 = (e>, δp˜>1 , w
>)>. Pre- and post-
multiplying (71) by ξ>1 and ξ1, respectively, we have ξ
>
1 Φξ1+
ξ>1 Q
>
1 M˜1Q1ξ1 ≤ 0. Since Q1ξ1 =
(
δq˜1
δp˜1
)
= T1
(
δq
δp
)
and
M1 satisfies Assumption 3, we have ξ>1 Q
>
1 M˜1Q1ξ1 ≥ 0,
which implies that ξ>1 Φξ1 ≤ 0. Hence, 2e>P1[(A˜+ L˜2C˜)e−
E˜1δp˜1 + (Ew + L˜2Fw)w] + α1e
>P1e− µ1‖w‖2 ≤ 0. Define
V1(e) = e
>P1e. Then, we have V˙1 ≤ −α1e>P1e+ µ1‖w‖2.
Define ∆q = Cqxˆ − Cqx and ∆q˜ := q˜1(Cqxˆ) − q˜1(Cqx).
Then, ∆q = −Cqe and ∆q˜ = −Γ11Cqe+Γ12∆p˜ where ∆p˜ =
p˜1(Cqxˆ)− p˜1(Cqx). Define ζ = (e>,∆p˜>)>. Therefore,
ζ>
(−Γ11Cq Γ12
0 I
)>
M˜1
(−Γ11Cq Γ12
0 I
)
ζ
=
(
∆q
∆p
)>
T>1 M˜1T1
(
∆q
∆p
)
≥ 0,
where the last equality is from Assumption 3. Hence,
−2e>C>q Γ>11X1∆p˜ + ∆p˜>(Γ>12X1 + X>1 Γ12 + Y1)∆p˜ ≥ 0.
From (66), the inequality above implies that κ1‖e‖‖∆p˜‖ −
κ2‖∆p˜‖2 ≥ 0, where κ1 = 2‖C>q Γ>11X1‖ and κ2 =
−λmin(Γ>12X1 +X>1 Γ12 +Y1). Noticing that κ1 ≥ 0, κ2 > 0,
we have ‖∆p˜‖ ≤ κ1κ2 ‖e‖. Noting that ∆k = Kˆ1e + Kˆ2∆p˜
with ∆p˜ = p˜1(Cqxˆ) − p˜1(Cqx), Kˆ1 = K1 − K2T−114 T13Cq ,
Kˆ2 = K2T
−1
14 , we have
‖∆k‖ ≤ κˆ‖e‖ (73)
for all x, e, where κˆ = ‖K˜1‖+ ‖K˜2‖κ1/κ2 ≥ 0.
From (40) we have R3 = K˜1P2 and R4 = K˜2 where
K˜1, K˜2 are defined in (44). Plugging R3, R4 into Ψ0 and Ψ,
we have Ψ0 = (A˜2+BK˜1)P2+P2(A˜2+BK˜1)>+α2P2, and
the (1, 2) entry of Ψ is E˜2 + BK˜2. Let P3 = P−12 and pre-
and post-multiply (72) by diag(P3, Inp , Inw) and its transpose,
respectively. This results in
Ψˆ +Q>3 M˜2Q3  0, (74)
where Q3 =
(
Γ21Cq Γ22 0nq×nw
0np×nx Inp 0np×nw
)
and Ψˆ is given in
(57) with Ψˆ0 given in (58). Define ξ2 = (x>, p˜>2 , w
>)>.
Pre- and post-multiplying (74) by ξ>2 and ξ2, respectively,
we have ξ>2 Ψˆξ2 + ξ
>
2 Q
>
3 M˜2Q3ξ2 ≤ 0. Since Q3ξ2 =(
q˜2
p˜2
)
= T2
(
q
p
)
and M2 satisfies Assumption 3, it follows
that ξ>2 Q
>
3 M˜2Q3ξ2 ≥ 0. Hence, we have ξ>2 Ψˆξ2 ≤ 0, which
is equivalent to 2x>P3[(A˜2 + BK˜1)x + (E˜2 + BK˜2)p˜2 +
Eww]+α2x
>P3x−µ2‖w‖2 ≤ 0. Let V2(x) = x>P3x. Then,
we have V˙2 = 2x>P3[(A˜2+BK˜1)x+(E˜2+BK˜2)p˜2−B∆k+
Eww] ≤ −α2x>P3x+µ2‖w‖2+2‖P3B‖‖x‖‖∆k‖. Recalling
(73), we have V˙2 ≤ −α2x>P3x+ µ2‖w‖2 + θ‖x‖‖e‖ where
θ = 2‖P3B‖κˆ. The rest of the proof proceeds as that given in
part v) of the proof of Theorem 1.
Note that (64) is a LMI in decision variables µ1, P1, R1, R2
when α1 is fixed, (65) is a LMI in decision variables
µ2, P2, R3, R4 when α2 and X2 are fixed, and (66) is a LMI
in decision variables X1, Y1. Hence, we can fix α1, α2, X2
and solve for (64)-(66). As discussed in Remark 3, when
L1, L2,K1,K2 are obtained, a re-computation for P, α0, µ us-
ing Proposition 2 may result in better performance guarantees.
Remark 4. The LMIs (29) and (30) both have dimensions
(nx+np+nq+nw)×(nx+np+nq+nw), the LMIs (64) and
(65) both have dimensions (nx +np +nw)× (nx +np +nw),
and the LMI (66) has dimension np × np. These LMIs can
be solved reliably and efficiently by the interior point method
(IPM) algorithms of convex optimization with a polynomial-
time complexity. Exploring for what class of systems these
LMIs are guaranteed to be feasible (i.e., analytical verification
of feasibility) is still under our investigation.
C. Discussions
In Theorem 1, the condition M24 ≺ 0 is used to show
the boundedness of ‖∆k‖/‖e‖. On one hand, it is clear
that this condition is not always satisfiable. For instance, the
nonlinearity p(q) = x|x| with q = x is an incremental positive
real nonlinearity that satisfies (x1|x1| − x2|x2|)(x1− x2) ≥ 0
for any x1, x2 ∈ R. As shown in Remark 1, p can be expressed
in the form of (2) with M =
(
0 1
1 0
)
whose sub-matrix
M24 does not satisfy the condition M24 ≺ 0. On the other
hand, if p is globally Lipschitz with Lipschitz constant `, then
‖∆k‖ ≤ (‖K1‖+`‖K2‖‖Cq‖)‖e‖, implying the boundedness
of ‖∆k‖/‖e‖. Hence, in such a case, the condition M24 ≺ 0
in Theorem 1 is no longer needed.
The following assumption shows a weaker condition than
the globally Lipschitz.
Assumption 4. Given a function p : Rnq → Rnp , there exist
a K function g1 and a non-decreasing function g2 : [0,∞)→
[0,∞) such that
‖p(Cq(x+ ∆x))− p(Cqx)‖ ≤ g1(‖∆x‖)‖Cqx‖ (75)
for all x,∆x that satisfy ‖Cqx‖ ≥ g2(‖∆x‖).
A useful condition, under which Assumption 4 can be
verified, is the existence of two functions gˆ1 ∈ K, gˆ2 ∈
K, such that ‖p(Cq(x + ∆x)) − p(Cqx)‖ ≤ gˆ1(‖∆x‖) +
gˆ2(‖∆x‖)‖Cqx‖ for all x,∆x. Indeed, this inequality implies
Assumption 4 with g1(‖∆x‖) = gˆ1(‖∆x‖) + gˆ2(‖∆x‖) ∈ K
and g2(‖∆x‖) ≡ 1. For the nonlinearity p(q) = x|x| discussed
above, it is easy to verify that it satisfies such an inequality,
and therefore, Assumption 4.
Using Assumption 4, we can state the following corollary
that shows the globally exponential stability of the closed-loop
system, without the need for M24 ≺ 0.
Corollary 1. Consider a system described by (1)-(2) where
Ew = Fw = 0. Suppose that p satisfies Assumption 4,
and all the conditions of Theorem 1 but M24 ≺ 0 hold. If
L1, L2,K1,K2 are given by (40), then the feedback controller
(12) with the observer (11) renders the closed-loop system (15)
globally exponentially stable.
Corollary 1 can be proved by following the proof of
Theorem 1 and using Corollary 10.3.3 of [56]. A similar
argument can be also found in Theorem 2 of [17] for the
certainty-equivalence feedback control implementation where
a similar inequality as (75) was assumed.
Another way to eliminate the need for M24 ≺ 0 is to use a
simpler form of the controller u. Specifically, suppose that the
observer-based, feedback control u has the following form
u(t) = K1xˆ(t) (76)
where K1 ∈ Rnu×nx is a constant matrix to be designed.
Then, with the controller (76), sufficient conditions without
the condition M24 ≺ 0 can be given to render the closed-loop
system ISS w.r.t. w, as shown in the following corollary.
Corollary 2. Consider a system described by (1)-(2). Suppose
that all the conditions of Theorem 1 but M24 ≺ 0 hold where
R4 is chosen as R4 = 0. If L1, L2,K1 are given by (40), then
the feedback controller (76) with the observer (11) renders the
closed-loop system (15) ISS w.r.t. w.
The proof of Corollary 2 directly follows from the proof of
Theorem 1. Note that although M24 ≺ 0 is no longer needed
in Corollary 2, the LMI (30) in the sufficient conditions is less
likely to be satisfied by fixing R4 = 0.
We also point out that the condition (66) in Theorem 2 is
used to establish the boundedness of ‖∆k‖/‖e‖. Corollaries
similar to Corollary 1 and Corollary 2 can be given without
requiring (66) for the block anti-triangular parameterization.
IV. EVENT-TRIGGERED CONTROL DESIGN
In this section, we discuss adapting ETMs within the
observer-based controller for two configurations that are
shown in Figure 1 (b) and (c). We consider the system
described by (1)-(2) where the nonlinearity p is assumed to
be globally Lipschitz, and provide conditions under which the
plant with the event-triggered controller designed is ISpS w.r.t.
the external disturbance w. It is possible to extend our results
to incrementally quadratic nonlinearities that are Lipschitz
on compact sets, such that the closed-loop system is ISpS
w.r.t. w in a semi-global sense (refer to the discussions in
[33], [42]). Furthermore, for certain incrementally quadratic
nonlinearities that imply the global Lipschitzness (such as the
incremental sector bounded nonlinearity and the nonlinearities
with Jacobians in polytopes [49]), using their corresponding
incremental matrix characterizations, instead of the matrix
characterizations for global Lipschitzness, makes the associ-
ated LMIs in the design procedure less conservative, while
benefiting from having the Lipschitz property needed for the
upcoming ETM-related results to hold.
A. Configuration I: The Controller-to-Actuator Channel Is
Implemented By ETM
In this subsection, we discuss the configuration shown in
Figure 1 (b) where dynamics of the plant are described by
(1)-(2), the observer is given in (11), the continuous-time
feedback controller is given in (12), and the ETM only has
the information of xˆ, the state of the observer. We will assume
that ‖w‖∞ ≤ ω0 where ω0 is an arbitrary positive number, in
this subsection and the next subsection.
The feedback controller u(t) is implemented by an ETM
such that it is only updated at some time instances t1, t2, ...
where tk < tk+1 for any k ≥ 0. Define t0 = 0 and the
piecewise constant signal xˆs as
xˆs(t) = xˆ(tk), ∀t ∈ [tk, tk+1). (77)
Then the input u(t) is given by
u(t) = K1xˆs(t) +K2p(Cqxˆs(t)) (78)
where K1,K2 are matrices to be designed. That is, the input
u(t) has the same form as that in (12), but it is updated
at triggering time instances t = tk. The triggering times
t1, t2, . . . are determined by the following type of triggering
rule:
tk+1 = inf{t | t ≥ tk + τ, ‖xˆe(t)‖ > σ‖xˆ(t)‖+ } (79)
where xˆe is defined as xˆe(t) = xˆs(t)− xˆ(t) and τ, σ,  are all
positive numbers to be specified. The time-updating rule (79)
guarantees that the inter-execution times {tk+1−tk} are lower
bounded by the built-in positive constant τ , which means that
Zeno phenomenon (i.e., infinite executions happen in a finite
amount of time) will not occur [33].
Remark 5. The triggering rule (79) only depends on the
local information xˆ and xˆe, which are available from the
observer designed. The triggering rule is a combination of
the mixed ETM and the time regularization technique. There
are several motivations for choosing this type of form. It was
known that even in the absence of disturbances, inter-execution
times of many ETMs converge to zero for output-based con-
trol configurations [41]. To exclude the Zeno phenomenon,
time regularization or periodic event-triggered control, which
enforces a built-in lower bound for the inter-execution times,
have been utilized in recent works on observer-based ETMs
[44], [38], [43]. Furthermore, the mixed ETM is known to
be robust to external disturbances or measurement noise,
while the relative ETM and the absolute ETM have zero
robustness to the disturbance/noise [42]. Additionally, the
event-triggering rule with time regularization can benefit from
using mixed ETMs in terms of the number of events that is
generated (e.g., see Example 3 in [42]).
The closed-loop system that combines the system (1)-(2)
and the event-triggered controller (78) with the observer (11)
is expressed compactly as
z˙ = Acz +H1p+H2δp+H3δpˆ+H4w +H5xˆe (80)
where δp, δq are given in (16), Ac is given in (18),
H1, H2, H3, H4 are given in (19), and
δpˆ = p(Cqxˆs)− p(Cqx), (81)
H5 =
(
BK1
0
)
. (82)
The following theorem presents conditions to construct the
triggering rule (79) for the configuration in Figure 1 (b) such
that the closed-loop system is ISpS w.r.t. w.
Theorem 3. Consider the configuration shown in Figure 1
(b) where the plant is described by (1)-(2) with p(0) = 0 and
‖w‖∞ ≤ ω0 with ω0 an arbitrary positive number. Suppose
that there exists ` > 0 such that ‖p(r)− p(s)‖ ≤ `‖r− s‖ for
any r, s. Suppose that there exist positive numbers α0 > 0, µ >
0, and matrices P  0,K1,K2, L1, L2 such that the closed-
loop system (17) with the controller (12) and the observer (11)
satisfies V˙ ≤ −α0V +µ‖w‖2 where V = z>Pz. Choose any
 > 0 and
σ =
%α0λm(P )
2
√
2s
> 0 (83)
where 0 < % < 1 and s = ‖PH5‖ + `‖PH3‖‖Cq‖. Choose
τ > 0 as the solution to the equation φ(τ) = 1 where φ is the
solution of the following ODE
φ˙ =
√
2(η4 + η2φ)(1 + σφ), φ(0) = 0, (84)
with
η1 = ‖Ac‖+ `
√
b21 + b
2
2, η2 = ‖H5‖+ `‖H3‖‖Cq‖,
η3 = `‖H2‖‖L1Fw‖+ ‖H4‖, η4 = η1√2σ +
η3ω0
 ,
b1 = ‖H1‖‖Cq‖, b2 = ‖H2‖‖Cq + L1C‖+ ‖H3‖‖Cq‖.
(85)
Then, the closed-loop system (80) that implements the trigger-
ing rule (79) is ISpS w.r.t. w.
Proof. Since the derivative of V along the trajectory of the
closed-loop system (17) satisfies V˙ ≤ −α0V + µ‖w‖2, the
derivative of V along the trajectory of the closed-loop system
(80) satisfies V˙ ≤ −α0V + µ‖w‖2 + 2z>P [H5xˆe +H3(δpˆ−
∆p)] ≤ −α0λm(P )‖z‖2 + µ‖w‖2 + 2‖z‖(‖PH5‖‖xˆe‖ +
‖PH3‖‖δpˆ − ∆p‖). Clearly, ‖δpˆ − ∆p‖ = ‖p(Cqxˆs) −
p(Cqxˆ)‖ ≤ `‖Cq(xˆs − xˆ)‖ ≤ `‖Cq‖‖xˆe‖. Then, we have
V˙ ≤ −α0λm(P )‖z‖2 + µ‖w‖2 + 2s‖z‖‖xˆe‖
≤ −(1− %)α0λm(P )‖z‖2 + µ‖w‖2
+ ‖z‖
[
2s‖xˆe‖ − %α0λm(P )‖z‖
]
. (86)
For any x, e, we have ‖z‖ = √‖x‖2 + ‖x− xˆ‖2 =√
‖xˆ‖2 + 2‖x‖2 − 2x>xˆ ≥ ‖xˆ‖/√2, meaning that ‖xˆ‖ ≤√
2‖z‖. Therefore, the condition
‖xˆe‖ ≤ σ‖xˆ‖+  (87)
implies
‖xˆe‖ ≤
√
2σ‖z‖+ , (88)
which is equivalent to the inequality 2s‖xˆe‖ −
%α0λm(P )‖z‖ ≤ 2s.
Choose a constant c such that 0 < c < (1 − %)α0λm(P ).
Then, as long as (88) holds, from (86) we have
V˙ ≤ −[(1− %)α0λm(P )− c]‖z‖2 + µ‖w‖2 + s
22
c
. (89)
Recalling that p(0) = 0 and ` is the Lipschitz constant
of p, we have ‖p‖ ≤ `‖Cq‖‖x‖, ‖δp‖ ≤ `‖δq‖ ≤ `(‖Cq +
L1C‖‖e‖ + ‖L1Fw‖‖w‖), and ‖δpˆ‖ ≤ `‖Cq‖(‖xˆe‖ + ‖e‖).
Therefore, from (80) we have
‖z˙‖ ≤ ‖Ac‖‖z‖+ ‖H5‖‖xˆe‖+ `‖H1‖‖Cq‖‖x‖
+ `‖H2‖(‖Cq + L1C‖‖e‖+ ‖L1Fw‖‖w‖)
+ `‖H3‖‖Cq‖(‖xˆe‖+ ‖e‖) + ‖H4‖‖w‖
≤ η1‖z‖+ η2‖xˆe‖+ η3‖w‖
where the second inequality follows from Cauchy’s inequality
b1‖x‖+ b2‖e‖ ≤
√
b21 + b
2
2‖z‖.
Because ‖z˙‖ = √‖x˙‖2 + ‖e˙‖2 = √‖x˙‖2 + ‖x˙− ˙ˆx‖2 =√
‖ ˙ˆx‖2 + 2‖x˙‖2 − 2x˙> ˙ˆx ≥ ‖ ˙ˆx‖/√2 and ‖ ˙ˆxe‖ = ‖ ˙ˆx‖, we
have ‖ ˙ˆxe‖ ≤
√
2‖z˙‖.
Let v(t) = ‖xˆe(t)‖√
2σ‖z(t)‖+ . Then for any h > 0,
v(t+ h)− v(t) = ‖xˆe(t+ h)‖√
2σ‖z(t+ h)‖+  −
‖xˆe(t)‖√
2σ‖z(t)‖+ 
=
‖xˆe(t+h)‖(
√
2σ‖z(t)‖+)−‖xˆe(t)‖(
√
2σ‖z(t+h)‖+)
(
√
2σ‖z(t+h)‖+)(√2σ‖z(t)‖+)
=
(‖xˆe(t+ h)− ‖xˆe(t)‖)(
√
2σ‖z(t)‖+ )
(
√
2σ‖z(t+ h)‖+ )(√2σ‖z(t)‖+ )
−
√
2σ‖xˆe(t)‖(‖z(t+ h)‖ − ‖z(t)‖)
(
√
2σ‖z(t+ h)‖+ )(√2σ‖z(t)‖+ )
and hence
D+v(t) = lim sup
h→0+
v(t+ h)− v(t)
h
=
D+‖xˆe(t)‖√
2σ‖z(t)‖+  −
√
2σ‖xˆe(t)‖D+‖z(t)‖
(
√
2σ‖z(t)‖+ )2 . (90)
When z(t) 6= 0, D+‖z(t)‖ = z(t)T z˙(t)‖z(t)‖ and therefore
|D+‖z(t)‖| ≤ ‖z˙(t)‖. When z(t) = 0, D+‖z(t)‖ =
lim suph→0+
‖z(t+h)‖−‖z(t)‖
h = lim suph→0+ ‖ z(t+h)h ‖ =‖z˙(t)‖. Thus, in all cases |D+‖z(t)‖| ≤ ‖z˙(t)‖. Similarly,
|D+‖xˆe(t)‖| ≤ ‖ ˙ˆxe(t)‖. Dropping the argument t, it now
follows from (90) that
D+v ≤ ‖
˙ˆxe‖√
2σ‖z‖+  +
√
2σ‖xˆe‖‖z˙‖
(
√
2σ‖z‖+ )2
≤
√
2‖z˙‖√
2σ‖z‖+  +
√
2σ‖xˆe‖‖z˙‖
(
√
2σ‖z‖+ )2
=
√
2‖z˙‖√
2σ‖z‖+  (1 +
σ‖xˆe‖√
2σ‖z‖+  )
≤
√
2(η4 + η2
‖xˆe‖√
2σ‖z‖+  )(1 + σ
‖xˆe‖√
2σ‖z‖+  )
=
√
2 (η4 + η2v) (1 + σv) (91)
where the following facts are used to derive the last inequality:
η1‖z‖√
2σ‖z‖+  ≤
η1√
2σ
,
η3‖w‖√
2σ‖z‖+  ≤
η3ω0

.
Since v(tk) = 0, it now follows from the comparison lemma
that v(t) ≤ φ(t − tk). Since the time it takes for v to evolve
from 0 to 1 is lower bounded by τ , (88) holds during the
time interval [tk, tk + τ ]. For any k ≥ 0, if tk+1 = tk + τ ,
then (88) holds during the interval [tk.tk+1) as shown above; if
tk+1 > tk+τ , then, during the interval [tk+τ, tk+1), condition
(87) holds, which implies that (88) holds. Therefore, (88) holds
during any interval [tk, tk+1) for any k ≥ 0, i.e., it holds for
any t ≥ 0. Since satisfaction of (88) implies the inequality
(89), we conclude that the function V is an ISpS-Lyapunov
function since it satisfies (8) for any t ≥ 0 with γ(‖z‖) =
[(1 − %)α0λm(P ) − c]‖z‖2 ∈ K∞, χ(‖w‖) = µ‖w‖2 ∈ K
and d = s22/c > 0. The conclusion follows by Proposition
1.
Remark 6. In the proof of Theorem 3, the equation for τ
is given explicitly, and any τ ′ ∈ (0, τ ] also makes the proof
valid. The parameter  can be chosen arbitrarily, but there
are trade-offs in choosing : on one hand, the value of d in
the inequality (8) or (10) increases as  increases, meaning
that the ultimate bound for x increases as  increases; on the
other hand, the explicit equation of τ depends on , with τ
decreasing to 0 when  approaches 0. Hence, parameters in
the triggering rule should be chosen appropriately to balance
the execution times and the performance. Furthermore, finding
the maximal lower-bound of the inter-execution times is an
interesting and challenging theoretical problem, which will be
investigated in our future work.
Remark 7. If the output y has no measurement noise (i.e.,
Fw = 0 in (1)), then the event-triggering rule can be designed
under a more relaxed condition. Specifically, the closed-loop
system that combines the system (1)-(2) and the continuous-
time controller (12) when w ≡ 0 can be expressed as
z˙ = Acz +H1p+H2δp+H3∆p. (92)
We suppose that the derivative of V along the trajectory of
the closed-loop system (92) satisfies V˙ ≤ −α0V . Then the
derivative of V along the trajectory of the closed-loop system
(80) satisfies
V˙ ≤ −α0V + 2z>P [H5xˆe +H3(δpˆ−∆p) +H4w]
≤ −(1− %)α0λm(P )‖z‖2 − ‖z‖
[
%α0λm(P )‖z‖
− 2s‖xˆe‖ − 2‖PH4‖‖w‖
]
(93)
where s, ρ are the same as in Theorem 3. Choose σ as in (83).
Since ‖xˆ‖ ≤ √2‖z‖, the condition ‖xˆe‖ ≤ σ‖xˆ‖+  given in
(87) implies the condition ‖xˆe‖ ≤
√
2σ‖z‖+  given in (88).
If (88) holds and
‖z‖ ≥ 1
1− 2
√
2s
%α0λm(P )
σ
[ 2‖PH4‖
%α0λm(P )
‖w‖+ 2s
%α0λm(P )

]
,
(94)
we have
‖z‖ ≥ 2‖PH4‖
%α0λm(P )
‖w‖+ 2s
%α0λm(P )
‖xˆe‖. (95)
As long as (95) holds, the following inequality holds by (93):
V˙ ≤ −(1− %)α0λm(P )‖z‖2. (96)
Using a similar argument as in the proof of Theorem 3, we
can show that the function V is an ISpS-Lyapunov func-
tion since it satisfies (9) for any t ≥ 0 with γ(‖z‖) =
(1 − %)α0λm(P )‖z‖2, χ(‖w‖) = 2‖PH4‖%α0λm(P )−2√2sσ‖w‖ and
d = 2s
%α0λm(P )−2
√
2sσ
.
B. Configuration II: The Controller-to-Actuator and Sensor-
to-Observer Channels Are Both Implemented By ETMs
In this subsection, we discuss the configuration shown in
Figure 1 (c) where the ETM for the output is triggered by the
information of y and the ETM for the input is triggered by
the information of xˆ, in an asynchronous manner.
Consider a system described by (1)-(2). The observer in the
configuration of Figure 1 (c) only has a sampled information
ys(t) of the output y(t) where ys(t) is updated at time
instances ty1, t
y
2, ... by
ys(t) = y(t
y
k), ∀t ∈ [tyk, tyk+1). (97)
Here, ty0 = 0 and the triggering times t
y
1, t
y
2, . . . are determined
by the following triggering rule:
tyk+1 = inf{t | t ≥ tyk + τy, ‖ye(t)‖ > σy‖y(t)‖+ y} (98)
where ye(t) = ys(t) − y(t) and τy, σy, y are all positive
numbers to be specified.
With the sampled information ys(t), the observer now has
the following form:
˙ˆx=Axˆ+Bu+Epp(qˆ+L1(yˆ−ys))+L2(yˆ−ys)
yˆ=Cxˆ+Du,
qˆ=Cqxˆ,
(99)
where L1, L2 are matrices to be designed.
The observer-based feedback controller u(t) has the form
shown in (78) where xˆs(t) is updated at time instances
tu1 , t
u
2 , ... by
xˆs(t) = xˆ(t
u
k), ∀t ∈ [tuk , tuk+1). (100)
Here, tu0 = 0 and the triggering times t
u
1 , t
u
2 , . . . are deter-
mined by the following triggering rule:
tuk+1 = inf{t | t ≥ tuk + τu, ‖xˆe(t)‖ > σu‖xˆ(t)‖+ u}
(101)
where xˆe(t) = xˆ(tk) − xˆ(t) and τu, σu, u are all positive
numbers to be specified. Note that the information of xˆ and
xˆe are available from the observer designed.
The time-updating rule (98) (resp. (101)) provides a built-
in positive lower bound τy (resp. τu) for the inter-execution
times {tyk+1 − tyk} (resp. {tuk+1 − tuk}), implying that Zeno
phenomenon will not occur. Although there is no bound
guarantee on the inter-execution times between tyk and t
u
k ,
this will not cause a problem since these two ETMs are
implemented separately.
Since ye(t) = ys(t) − y(t), the closed-loop system that
combines the system (1)-(2) and the event-triggered controller
(78) with the observer (99) is expressed compactly as
z˙=Acz+H1p+H2δp˜+H3δpˆ+H4w+H5xˆe+H6ye (102)
where Ac, H1, H2, H3, H4, H5 are given in (18), (19), (82),
respectively, δpˆ is given in (81), and
δp˜ = p(q + δq˜)− p(q),
δq˜ = −(Cq + L1C)e− L1Fww − L1ye,
H6 =
(
0
L2
)
.
The following theorem presents conditions to construct
triggering rules (98), (101) for the configuration in Fig. 1 (c)
such that the closed-loop system is ISpS w.r.t. w.
Theorem 4. Consider the configuration shown in Figure 1 (c)
where the plant is described by (1)-(2) with D = 0, p(0) =
0, and ‖w‖∞ ≤ ω0 with ω0 an arbitrary positive number.
Suppose that there exists ` > 0 such that ‖p(r)−p(s)‖ ≤ `‖r−
s‖ for any r, s. Suppose that there exist constants α0 > 0, µ >
0, and matrices P  0,K1,K2, L1, L2 such that the closed-
loop system (17) with the controller (12) and the observer (11)
satisfies V˙ ≤ −α0V +µ‖w‖2 where V = z>Pz. Choose any
y, u > 0, and
σy =
a2%α0λm(P )
2‖C‖s2 , σu =
a1%α0λm(P )
2
√
2s1
, (103)
where 0 < % < 1, s1 = ‖PH5‖ + `‖PH3‖‖Cq‖, s2 =
‖PH6‖ + `‖PH2‖‖L1‖, and a1, a2 are two constants sat-
isfying 0 < a1, a2 < 1 and a1 + a2 = 1. Choose τu > 0
as the solution to the equation φ1(τu) = 1 where φ1 is the
solution of the following ODE
φ˙1 =
√
2(1 + σuφ1)(η5 + η2φ1 + d1η7), φ1(0) = 0
and choose τy > 0 as the solution to the equation φ2(τy) = 1
where φ2 is the solution of the following ODE
φ˙2 = ‖C‖(1 + σyφ2)(η6 + η7φ2 + d2η2), φ2(0) = 0
where
η5 =
η1√
2σu
+ η2ω0u , η6 =
η1
σy‖C‖ +
η3ω0
y
,
η7 = `‖H2‖‖L1‖+ ‖H6‖,
d1 = max{ yu ,
σy‖C‖√
2σu
}, d2 = max{ uy ,
√
2σu
σy‖C‖},
(104)
and η1, η2, η3 are given in (85). Then, the closed-loop system
(102) that impllements triggering rules (98) and (101) is ISpS
w.r.t. w.
Proof. If the derivative of V along the trajectory of (17)
satisfies V˙ ≤ −α0V + µ‖w‖2, then the derivative of V along
the trajectory of the closed-loop system (102) satisfies
V˙ ≤ −α0V + µ‖w‖2 + 2z>P
[
H2(δp˜− δp)
+H3(δpˆ−∆p) +H5xˆe +H6ye
]
≤ −(1− %)α0λm(P )‖z‖2 + µ‖w‖2 + ‖z‖
(
2s1‖xˆe‖
+ 2s2‖ye‖ − %α0λm(P )‖z‖
)
(105)
where the following facts are used in the third inequality
above: ‖δp˜− δp‖ ≤ `‖δq˜ − δq‖ ≤ `‖L1‖‖ye‖, ‖δpˆ−∆p‖ ≤
`‖Cq‖‖xˆe‖. As ‖z‖ ≥ ‖xˆ‖/
√
2 and ‖z‖ ≥ ‖x‖ ≥ ‖y‖/‖C‖,
we have
‖z‖ ≥ a1‖xˆ‖√
2
+
a2‖y‖
‖C‖ . (106)
From (105) and (106) we have
V˙ ≤ −(1− %)α0λm(P )‖z‖2 + µ‖w‖2 + ‖z‖
[
2s1‖xˆe‖
− a1%α0λm(P )√
2
‖xˆ‖
]
+ ‖z‖
[
2s2‖ye‖ − a2%α0λm(P )‖C‖ ‖y‖
]
.
The condition ‖xˆe‖ ≤ σu‖xˆ‖+ u implies
‖xˆe‖ ≤
√
2σu‖z‖+ u, (107)
and the condition ‖ye‖ ≤ σy‖y‖+ y implies
‖ye‖ ≤ σy‖C‖‖z‖+ y. (108)
As long as (107) and (108) hold, we have
V˙ ≤ −[(1− %)α0λm(P )− c]‖z‖2 + µ‖w‖2 + 
2
0
4c
(109)
where 0 = 2(s1u + s2y), and c is a constant satisfying
0 < c < (1− %)α0λm(P ).
Since ‖p‖ ≤ `‖Cq‖‖x‖, ‖δpˆ‖ ≤ `‖Cq‖(‖xˆe‖ + ‖e‖), and
‖δp˜‖ ≤ `(‖Cq +L1C‖‖e‖+ ‖L1Fw‖‖w‖+ ‖L1‖‖ye‖), from
(102) we have ‖z˙‖ ≤ η1‖z‖+ η2‖xˆe‖+ η3‖w‖+ η7‖ye‖.
Similar to the argument in the proof of Theorem 3, it is not
hard to show the following inequality hold when ‖xˆe‖ 6= 0
and ‖z‖ 6= 0:
d
dt
(
‖xˆe‖√
2σu‖z‖+ u
) ≤
√
2(1 +
σu‖xˆe‖√
2σu‖z‖+ u
)×
(η5 +
η2‖xˆe‖√
2σu‖z‖+ u
+
η7‖ye‖√
2σu‖z‖+ u
). (110)
It is easy to verify that η7‖ye‖√
2σu‖z‖+u ≤ d1
η7‖ye‖
σy‖C‖‖z‖+y . Hence,
from (110) we have
d
dt
(
‖xˆe‖√
2σu‖z‖+ u
) ≤
√
2(1 +
σu‖xˆe‖√
2σu‖z‖+ u
)×
(η5 +
η2‖xˆe‖√
2σu‖z‖+ u
+ d1
η7‖ye‖
σy‖C‖‖z‖+ y ).
When ‖xˆe‖ = 0 or ‖z‖ = 0, the upper right-hand derivative of
‖xˆe‖√
2σu‖z‖+u can be calculated similar to the proof of Theorem
3, which can still be captured by the inequality above.
Since ‖y˙e‖ = ‖y˙‖ ≤ ‖C‖‖x˙‖ ≤ ‖C‖‖z˙‖, we can show the
following inequality holds similar to the derivation above:
d
dt
(
‖ye‖
σy‖C‖‖z‖+ y ) ≤ ‖C‖(1 +
σy‖ye‖
σy‖C‖‖z‖+ y )×
(η6 +
η7‖ye‖
σy‖C‖‖z‖+ y + d2
η2‖xˆe‖√
2σu‖z‖+ u
)
where the discussion on using the upper right-hand derivative
is omitted since it can be done similar to the proof of Theorem
3.
It is not hard to show that the time it takes for ‖xˆe‖ (resp.
‖ye‖) to evolve from 0 to
√
2σu‖z‖+u (resp. σy‖C‖‖z‖+y)
is lower bounded by τu (resp. τy), which implies that (107)
holds during [tuk , t
u
k+τu), and (108) holds during [t
y
k, t
y
k+τy),
for any k ≥ 0. Recalling that ‖xˆe‖ ≤ σu‖xˆ‖+u implies (107)
and ‖ye‖ ≤ σy‖y‖ + y implies (108), the triggering rules
(98) and (101) guarantee that (107) holds during the interval
[tuk , t
u
k+1) for any k ≥ 0, and (108) holds during the interval
[tyk, t
y
k+1) for any k ≥ 0. Hence, (109) holds for any t ≥ 0, im-
plying that the function V is an ISpS-Lyapunov function since
it satisfies (8) with γ(‖z‖) = [(1−%)α0λm(P )−c]‖z‖2 ∈ K∞,
χ(‖w‖) = µ‖w‖2 ∈ K and d = 20/4c > 0. The conclusion
follows by Proposition 1.
Remark 8. The nontrivial assumption in Theorem 3 and
Theorem 4 is V˙ ≤ −α0V + µ‖w‖2, which can be verified
by using Theorem 1. Therefore, Theorem 1, Theorem 3 and
Theorem 4 altogether provide a systematic and constructive
approach to design event-triggered observer-based controllers.
One limitation of our ETC design, however, is that it relies on
the existence of a Lipschitz constant.
In [43], [44], event-triggered output feedback control design
for nonlinear systems were investigated using the hybrid
system approach. Those results provide asymptotic stability
guarantee when there is no disturbance and Lp stability
guarantee when disturbances exist. The framework proposed
in those papers is very general, but construction of triggering
rules there rely on several technical conditions that are not
easy to satisfy or verify in general. We plan to utilize the hybrid
system approach to extend our results to asymptotic stability
and Lp stability cases for incrementally quadratic nonlinear
systems in our future work.
Remark 9. Similar to Remark 6, there are trade-offs in choos-
ing parameters in triggering rules (98) and (101); for example,
smaller u, y reduces the ultimate bounds but decreases the
inter-execution times.
V. SIMULATION EXAMPLE
In this section, we use a single-link robot arm example and
the configuration of Figure 1 (c) to illustrate the theoretical
results developed above.
Dynamics of the single-link robot arm are expressed as [44]:
x˙1 = x2,
x˙2 = − sin(x1) + u+ w,
y = x1,
where x = (x1, x2)> is the state representing the angle and
the rotational velocity, u is the input representing the torque,
and w is the external disturbance. The system can be written
in the form of (1) with A =
(
0 1
0 0
)
, B =
(
0
1
)
, C = (1, 0),
D = 0, E =
(
0
−1
)
, Ew =
(
0
1
)
, Fw = 0, Cq = (1, 0) and
p(q) = sin(q). The nonlinearity p satisfies the δ-QC (2) with
M =
(
1 0
0 −1
)
. Recalling Remark 2, p satisfies Assumption
1 and 2 with T1 = T2 =
(
γI 0
0 I
)
and X1 = Y1 = X2 =
Y2 = I . Additionally, the corresponding M24 = −1 < 0.
By letting α1 = α2 = 1, µ1 = µ2 = 0.1, the LMIs (29)-
(30) are feasible, from which we can obtain the matrix gains
L1 = −1, L2 =
( −5.1294
−18.0352
)
, K1 = (−7.3936,−3.9937),
K2 = 1. The observer is given in (99) with L1, L2 above, and
the controller is given in (78) with K1,K2 above. We then
let α0 = 0.25, w0 = 0.02 and recompute P via (20) with the
objective to be minimizing the condition number of P . With
% = 0.8, a1 = a2 = 0.5, u = y = 0.005, we can calculate
that σy = 0.0017, σu = 0.0023, and τu ≥ 1.07 × 10−4 s,
τu ≥ 7.68 × 10−5 s. In the simulations, we suppose that the
random disturbance w is uniformly generated from [−w0, w0],
and the initial conditions of the plant and the observer are
(0.1,−0.15) and (−0.1, 0.05), respectively. The simulation
results are shown in Figure 2 through Figure 6.
Figure 2 and Figure 3 show trajectories of the state x and
the estimation error e, respectively. Both x and e eventually
enter a small neighborhood of the origin as expected. Figure
4 shows the inter-execution times {tyk+1 − tyk} in the sensor-
to-observer ETM (98), and Figure 5 shows the inter-execution
times {tuk+1 − tuk} in the controller-to-actuator ETM (101).
Figure 6 shows the trajectory of the piecewise constant input
u(t) that is fed into the plant. It is readily seen that the control
input u(t) updates its values at each sampling time t = tuk ,
which is determined by the triggering rule (101).
Denote τmin[T1,T2] and τ
avg
[T1,T2]
as the minimal and average
inter-execution times during the time interval [T1, T2], respec-
tively. The values of τ [0,20]min , τ
[0,20]
avg , τ
[3,20]
min , τ
[3,20]
avg for the
sensor-to-observer ETM and the controller-to-actuator ETM
are summarized in Table I. We notice that after 3 seconds,
the controller input is updated about every 0.36 seconds on
average, and the plant output is updated about every 1.09
seconds on average, which shows the effectiveness of our
control design.
TABLE I
MINIMAL AND AVERAGE INTER-EXECUTION TIMES FOR
SENSOR-TO-OBSERVER AND CONTROLLER-TO-ACTUATOR ETMS
τmin[0,20] τ
avg
[0,20] τ
min
[3,20] τ
avg
[3,20]
S-to-O ETM 0.0106 s 0.1945 s 0.2104 s 1.0977 s
C-to-A ETM 0.0013 s 0.0663 s 0.0903 s 0.3665 s
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Fig. 2. Trajectories of the plant state x.
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Fig. 3. Trajectories of the estimation error e = x− xˆ.
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Fig. 4. Inter-execution times {tyk+1 − tyk} in the sensor-to-observer ETM
(98).
VI. CONCLUSION
We studied observer-based, robust stabilizing controller
design for a class of nonlinear control systems that are
affected by disturbances and have nonlinearities satisfying
incrementally quadratic constraints. We proposed LMI-based
sufficient conditions to the simultaneous design of the observer
and the controller in the continuous-time domain for two
parameterizations of the δ-MM. Based on that, we investigated
ETM design within the observer-based controller setting for
two configurations. The simulation example showed the effec-
tiveness of the controller design and the triggering rule design
proposed. In future work, we aim to optimize the parameters
in the triggering conditions in order to optimize the bounds
for the inter-execution times. Furthermore, we will investigate
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Fig. 5. Inter-execution times {tuk+1 − tuk} in the controller-to-actuator ETM
(101).
0 2 4 6 8 10 12 14 16 18 20
-1.5
-1
-0.5
0
0.5
1
1.5
Fig. 6. Trajectory of the input u(t).
periodic event-triggered control and self-triggered control for
incrementally quadratic nonlinear systems, and improve the
stability guarantees presented in this paper using the hybrid
system approach [43], [44].
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