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1. INTRODUCTION 
It is well known [2] that the general second-order self-adjoint linear 
elliptic equation is strongly oscillatory (i.e., has a nodal domain outside 
every ball) if and only if every C2 solution of the equation is oscillatory. In 
the present paper (see Example 3.2) we exhibit a class of elliptic equations 
which are defined in subregions of R”, have order 2m, with m > 2, and are 
nodally nonoscillatory, but every C 2m solution of which has an unbounded 
set of zeros. We also show (in Example 3.3) that there exists a class of 
strongly oscillatory elliptic equations (of order 2m, where m >, 3), each of 
which has at least one eventually positive solution. 
In a recent paper [7, Theorem 21 we obtained a class of fourth-order 
elliptic equations which were neither strongly nor weakly oscillatory. ln 
Theorem 3.1 we generalize that result to elliptic equations of order 2m 
(where m > 2). 
For ordinary differential equations of order 2m, we recall that strong 
oscillation reduces to the existence of at least one nontrivial solution with 
an (m, m) distribution of zeros in every interval of the form (r, , co). In this 
case, if p is a given real number, we define the number yl,&) to be the 
intimum of the set 
!PP : = jb E (p, co) : 3 a nontrivial solution y for which 
yck’(p) = 0 = y’“‘(b), 0 <k d m - I>, (1.1) 
and we define the number yap to be the infimum of the set 
QP : = {r E (p, co) : 3 a nontrivial solution y such that 
y(p) = 0 and the sum of the multiplicities of 
the zeros of y on the interval [p, r] is at least 2m}, (1.2) 
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with the convention that the inlimum of the empty set is defined to be + co. 
It is clear from (1.1) and (1.2) that v~(,D) belongs to the set Dp for all p, 
hence 
Ile(P) 2 VA(P)- (1.3) 
In [14] Reid asked for what classes of equations the functions Y]~ and qB 
are equal. In Theorem 4.1 and Proposition 4.2 we give sufficient conditions 
which guarantee that qA(p) = qs(p) < +cc for all real p; and in Example 
4.3 we exhibit a family of even-order equations for which qA(p) < +co but 
r],(p) = +co. In our proof of Theorem 4.1 we use Elias’s recent result [4, 
Theorem 21, which exhibits a family of equations (of arbitrary order) for 
which the statement qA(p) < +co for every p is equivalent to the existence 
of at least one nontrivial oscillatory solution. 
2. DEFINITIONS AND PRELIMINARY RESULTS 
Let Q be an exterior domain in R”; i.e., suppose that Q is an open subset 
of R” such that 52 1 {x E R” : 1x1 > ro} for some positive number ro. In this 
paper we make use of the multi-index notation employed by Agmon [ 11. 
Let L be the partial differential operator defined by 
L[u]=(-1)” 1 WQ3(x) @ul +%(x)4 (2.1) 
lal = 181 =m 
where the coefficients are symmetric (i.e., alp(x) = a&x) whenever XEQ 
and 10~1 = IpI =m), are real-valued, and satisfy the hypotheses of Lemma 
2.3. 
If k is any nonnegative integer, and if G is any nonempty open subset of 
Q, define the seminorm 1. Ik,G and the norm I/ .[I k,G by putting 
and 
bl!d= [, (2.2) 
I 
‘lI4lkG = [ i IMq’, 
j=O 
(2.3) 
whenever the right side of (2.2) makes sense. Let Hi(G) denote the comple- 
tion of C:(G) with respect to the norm in (2.3). 
If G is bounded and satisfies the hypotheses of [ 1, Lemma 9.11, and if 
there exists a nontrivial function u in H:(G) n C”“(G) such that L[u] = 0 
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in G and each D”u( 1~11 d m - I) is continuous in some neighborhood of 
each point of the boundary of G, then G is called a nodal domain for L. If 
every region having the form {x E Q : 1x1 > r, } (r, > rO) contains a nodal 
domain for L, then the equation L[u] = 0 is said to be strongly oscillatory 
in R. If the equation L[u] = 0 is not strongly oscillatory, it is said to be 
nodally nonoscillatory. 
Let C,k(G) denote the set of all u in Ck(G) such that ll~l/~,~ < co; and let 
H,(G) denote the completion of C:(G) with respect to the norm II .Ilk.G. 
Let I be the greatest integer less than or equal to (n/2) + 1. 
A nontrivial solution of the equation L[u] = 0 is said to be oscillatory in 
Q iff the set {X E R : u(x) # 0) is unbounded and is expressible in the form 
lJJES G,, where (i) the set S is infinite; (ii) each G, satisfies the hypotheses 
of Lemma 2.3; (iii) each G, is a maximal bounded open connected set; (iv) 
u belongs to H,(G,) n Czm(G,); (v) G,n G, is empty if s #p; (vi) given 
any s belonging to S, if G,Ys (xEQ: 1x1 <r,}, with r, >rO, then there 
exists p in S, with p #s, such that G, c {x E Q : 1x1 > rl}. In other words, 
u is oscillatory in Q iff the set {x~SZ : U(X) #O} is unbounded and can be 
decomposed into an infinite number of reasonable pieces; in particular, if 
n = I, then each of those pieces may be chosen to be a bounded open inter- 
val. We note that if n = 1 and J:= (r,,, co), and if the set {xEJ: U(X) =0} 
is bounded, then at least one of the maximal open connected subsets of the 
set {X EJ: u(x) # 0) is unbounded, hence u is nonoscillatory on J in the 
sense of the definition just given. 
If the equation L[u] = 0 has at least one oscillatory solution, then the 
equation is said to be weakly oscillatory. 
Let Z: denote the set of all n-tuples CI := (a(l), . . . . u(n)) of nonnegative 
integers, and let /CL] = ~(1) + .. + a(n). Let N denote the number of dis- 
tinct elements in the set Z(m, n) := {ol~Z”, : Ial =mj; let g be a bijection 
from the set { 1, 2, . . . . N} to the set I(m, n); and let F be the Nx N matrix 
such that F, = a,(,) nC jl (1 di<N, 1 <j<N). It is proved in [12] that the 
eigenvalues of F are independent of CJ. Suppose that there holds the ellip- 
ticily condition 
E(Q):= E(L;SZ):=inflr*Fr/5*5:0#5~R~~‘,x~SZ}>O, (2.4) 
where RN” i denotes the vector space of all Nx 1 matrices (i.e., column 
vectors) 5 with real entries, and c* denotes the transpose of 5. Define the 
quadratic functional fn by putting 
~*[~l:=,f.CL;a:(l:=jn[ c a,,D’(o”~+a,qb2~dx, (2.5) 
lal = IPI = m 
whenever the right side of (2.5) makes sense. Then the following special 
case of Girding’s inequality is valid. 
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LEMMA 2.1. Suppose that a,,(x) is real-valued, continuous, and bounded 
from below on a. Then there exists a real number c(0) > --00 such that, for 
all qfr in C;(Q), 
fnCdl3 %Q) Ml;,, + c(Q) 141;,,. (2.6) 
Proof Choose c(Q) = inf{ aO(x) : x EQ}. Then, for all 4 in C,“(Q), we 
have 
(2.7) 
In (2.4), choose 5 = c~l[D’~(~)&, . . .. D”O’N’~]. Then 
s[ c a,pWo’d I dx>E(Q) Mi,,. R1x1= ID1 =m 
Combining (2.7) and (2.8), we obtain (2.6). 
(2.8) 
As in [6, 7, 81, we say that a region G (contained in 52 but not 
necessarily bounded) has thickness d t (where t > 0) iff there is a line T such 
that every line parallel to T intersects G in a set each of whose maximal 
connected subsets has diameter d t. For example, the bounded hyperspheri- 
cal shell {x E R” : r1 < 1x1 <r2} (r,>O) has thickness <2(r:-r:)1’2, and so 
does the unbounded cylindrical shell n 
[ 1 
112 
xERnfl:r,< 2 xi <r2,x,+,ER’ (VI > 0). 
k=l 
We now state a version of Poincartt’s inequality that was proved in [6]. 
LEMMA 2.2. If G has thickness d t, and tf every line parallel to the line T 
in the definition of thickness intersects G in a set with at most k maximal 
connected subsets, where k is some positive integer, then for all d in C:(G) 
and all j in (0, 1, . . . . m- l} we have 
l4l,,G s WI”-’ I~lm,~~ 
Our next preliminary result is a version of Courant’s minimum principle. 
Before stating it, we introduce some additional notation. Let P(Q) : = 
{52,cSZIO<t<co;SZ,hasthicknessdt;andifO<r<s<o0,then~,c8,~ 
and 0, #OS}. 
LEMMA 2.3. Let G be a bounded open subset of Q such that G belongs to 
the class P(Q), satisfies the hypotheses of Lemma 2.2, and has boundary aG 
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in the class C2mi’, where I is the greatest integer less than or equal to 
(n/2) + 1. Suppose also that azlr is in Cm+‘(c) whenever 1x1 = I/II = m, and 
that a, is in C(c). Zf 
At-C G) : = inf{fGC41/lldll,& : 0 Z 4 E C,?(G)}, (2.10) 
then there exists a function u,, in H:(G) n C’“(c) such that 
L[uo] = A(L; G)u,. (2.11) 
Proof Putting j= 0 in Lemma 2.2, we obtain, for all q5 in C;(G), the 
estimate 
14:,, Q (ktJ2” kc.,. (2.12) 
Since G is a subset of Q, it is clear from (2.4) that E(G) > E(Q) > 0; hence 
we may replace Q by G in (2.6). I.e., for all 4 in C;(G) we have 
fddl2E(G) I~I~.G+c(G) IdI:,,. (2.13) 
Substituting (2.12) into (2.13), we obtain, for all Q in C,“(G), the estimate 
fcC412 CW-2” E(G) + c(G)1 Ildll:,c. (2.14) 
It follows from (2.14) that the operator 2 generated by L is lower semi- 
bounded, hence the results of [ 11, Sections 11 and 281 imply that there 
exists a function u,, in H:(G) such that fc[uO] = A(& G) and 
(u,, (L-n)v>=O (v~COm(G)), 
where ( , ) denotes the usual L’(G) inner product. It follows from [S, 
Part 1, Theorems 16.2 and 17.31 that u is in C’“(G) and that u0 satisfies 
(2.11 ). 
Our next preliminary result is a comparison theorem on weak oscillation 
of elliptic differential operators (of order 2~) defined on subregions of R”. 
Let A4 be the differential operator defined by 
M[v]=(-1)” c ~*C4pb) @ol + &(x)v, (2.15) 
lal = IL3 = m 
where the coefficient functions A,, and A, satisfy regularity, symmetry, and 
ellipticity conditions analogous to those satisfied by the functions auB 
and a,. 
384 VELMER B.HEADLEY 
LEMMA 2.4. Suppose that for each 4 in C,“(Q) we have 
Zf the equation L[u] = 0 has a nontrivial oscillatory solution, then the 
equation M[v] = 0 also has a nontrivial oscillatory solution. 
Proof. If u is a nontrivial oscillatory solution of the equation L[u] = 0, 
then the set {x E 52 : u(x) # 0 > is unbounded and is expressible in the form 
Uses Gs> where the family {G, : s E S} satisfies conditions (i))(vi) in this 
section. Given s in S, it follows from condition (ii) that there exists a 
positive number t such that the bounded open set G,, : = G, has thick- 
ness < t. The hypotheses (2.16) and L[u] = 0 imply, in view of the 
arguments in Lemma 2.3, that 
inf{f CM; G,; 41 : 4~ C,“(G,L lMl~,~,= 11 
~inf{fCL;G,;~l:~EC,"(G,), lI~llO,G,=l)~O, 
and hence that 
O>A(M; G.J>(W2” E(G,,)+c(G s,, ). (2.17) 
From the definition of the class P(Q) and of /i(M; G,,,) (see Eq. (2.10)) it 
is clear that ,4(M; G,y,,) is nonincreasing with respect to t. Furthermore, the 
argument given in [6] shows that 
lim [(kt)-‘” E(G,,) + c(G,,)] = +co. (2.18) 
r+o+ 
From (2.17) (2.18) and the monotonicity of n(M; G,,) we deduce that 
there exists to (in the interval (0, t]) and Gi. := G,,,G G,, such that 
n(M; G:) = 0. It follows from Lemma 2.3 that the equation M[v,] = 0 has 
a nontrivial solution v, in HL(G:) n C”“(G’,). For each s in S, put 
u,:= vsxcJ; then put v:= Csss u,. The proof of the lemma is now com- 
plete. 
As in [S], some of our hypotheses for the results on elliptic equations 
will be stated in terms of the polynomial function Y,,, defined in our next 
preliminary result. 
PROPOSITION 2.5. Given positive integers m and n, let Y,,, be the polyno- 
mial function defined by 
Y,,,(r)= fi (r-2p+2)(r-2p+n). (2.19) 
p=l 
Then the following statements hold. 
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(i) The graph of Y,., is s)lmmetric with respect to the line 
r = m - n/2. 
(ii) If n is odd, or if n is even and n > 2m, then Y,,,, has 2m simple 
real zeros and no repeated or properly complex zeros. 
(iii) If n = 2k, where k is an integer such that 1 d k 6 m, then Y,,,. has 
n - 2 simple real zeros, m -k + 1 double zeros at r = 2p - 2k (k <p d m) 
(each of these double zeros being the site of a local maximum when k is even 
atid the site of a local minimum when k is odd), no other repeated zeros, and 
no properly complex zeros. 
Proof Will be omitted (see [S] ). (The reader may find it useful to 
sketch the graph of Y,,,, for a representative collection of pairs (m, n)). 
We now introduce some additional notation. Let V and W be those finite 
subsets of R’ defined by putting 
V : = {p E R’ : Y,,,(p) # 0 and Y,,, has a local maximum at r = p} 
and 
W:= {PER’ : Y,,,(p)#O and Y,,, has a local minimum at r=p). 
Let the constants K, (1 < j< 5) and K be as in [S]. Define the function b 
by putting 
b(x) = -a,(x)/E( ( - 1)” A”; Q) (XEQ). 
If r > 0, let S, = {x E R” : 1x1 = r>, and define the function h, by putting 
h,(r) = max{ b(x) : x E S,}. (2.20) 
3. RESULTS FOR ELLIPTIC EQUATIONS 
Our first result in this section gives sufficient conditions for the non- 
existence of nontrivial oscillatory solutions of the equation L[u] = 0; when 
combined with [ 8, Theorem 4.11, it establishes the existence of a family of 
elliptic equations which are neither strongly nor weakly oscillatory. 
THEOREM 3.1. In (2.15), let the coefficients A,, (Ial = IBI =m) be chosen 
so that 
A%= c D”(A@D”u); 
Id = IBI = m 
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and let the constant K be as in [S]. Suppose also that 
1 S[ A,, - a,,#)1 WDB4 dx d 0 (4 E C,“(Q)) (3.1) Ial = I/31 =m Q 
and there there exists r, > r0 such that 
(3.2) 
Then every nontrivial solution of the equation L[u] = 0 is nonoscillatory. 
Proof From the definition of K we deduce that all the roots of the 
polynomial equation 
Y,,,(p)=(-l)“+‘K=O 
are real, hence every solution of the ordinary differential equation 
(-1)“d~v-Kr~2”v=0 (3.3) 
is nonoscillatory on the interval (rl , co), where the ordinary differential 
operator dy is as in [S]. 
If the equation L[u] = 0 had a nontrivial oscillatory solution, then 
Lemma 2.4 and hypothesis (3.1) would imply that the partial differential 
equation 
would have a nontrivial oscillatory solution. Applying Lemma 2.4 again 
and taking note of (2.20), we see that the partial differential equation 
(-l)“d”y-h2y=0 
would have a nontrivial oscillatory solution. Using the method of spherical 
means [13], we could then construct (as in [7, Proof of Theorem 21) a 
radial function z which would be a nontrivial solution of the ordinary 
differential equation 
and would have an unbounded set of zeros in the interval (rl, co). It would 
then follow, from Hypothesis (3.2) and the contrapositive of a known 
comparison theorem [4, Corollary 11, that (3.3) would have at least one 
nontrivial solution possessing an unbounded set of zeros in the interval 
(r,, co). This contradicts the first sentence in this proof and establishes the 
theorem. 
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We observe that Theorem 3.1 generalizes [7, Theorem 21 to elliptic 
equations having (i) order 2m>4; (ii) nonconstant principal part; (iii) 
nonradial coefficient of U. 
We showed in [S, Example 4.41 that the constant K is the best possible; 
i.e., given m 2 2 and n > 1, we can find a constant K,, arbitrarily close to 
K, such that the partial differential equation 
(-l)“d”u-K, IXIp2mU=0 (O#XER”) (3.4) 
is both strongly and weakly oscillatory. In that example we also exhibited 
a family of nodally nonoscillatory partial differential equations which have 
at least one nontrivial oscillatory solution. 
We now construct a family of nodally nonoscillatory elliptic equations, 
every C ‘“’ solution of which has an unbounded set of zeros. 
EXAMPLE 3.2. Let W be the set defined in Section 2, and let E be a given 
positive number. Suppose also that m is even. Put 
maxCIYm,,(pfl:pE W)+E if n#2 
(3.5) 
E if n = 2. 
Then the partial differential equation 
M5[u]:= (-1)“d”u+K,lxl-2”@=0 (O#XER”) (3.6) 
is nodally nonoscillatory, but every C2” solution of (3.6) has an 
unbounded set of zeros. 
To prove these assertions, we observe that if m is even, then (3.5) and 
Proposition 2.5 imply that every root of the poiynomial equation 
ym,,zb) + ( - 1 JmK6 = 0 
has non-zero imaginary part. Hence, every solution of the ordinary differen- 
tial equation 
(-1)“d~u+K6r-2”v=0 (r>O) (3.7) 
has an unbounded set of zeros in the interval (0, co). 
Since it is easily seen [8,9, 131 that the spherical mean of every C’” 
solution of the partial differential equation (3.6) is a solution of (3.7), it 
follows that the spherical mean of every C2” solution u of (3.6) has an 
unbounded set of zeros in the interval (0, co). This implies that the set 
1 rE(O,oo): j” u(x)&=0 s, 1 
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is unbounded. But the equation 
I u(x)dS=O s, 
and the continuity of u imply that there exists x0 in S, such that u(x”) = 0. 
It follows that every C*” solution of the elliptic differential equation (3.6) 
has an unbounded set of zeros. 
To show that (3.6) is nodally nonoscillatory, we note that (3.5) implies 
that K, > 0, hence for every nonempty bounded open set G c {x E R": 
x # 0} and every nontrivial 4 in C,“(G) we have (see [ 16, p. 1031) 
JG 4M,hW=J^I; [ 1 $(D’d)‘+K, l*l-2”42]dx>0, (3.8) 
Ial =m . 
from which it follows that (3.6) is nodally nonoscillatory. 
It should be noted that, because of Proposition 2.5, the class of Eqs. (3.6) 
that satisfy the hypotheses of Example 3.2 is nonvoid. 
In our next example we construct a family of strongly oscillatory elliptic 
equations, each of which has at least one eventually positive solution. 
EXAMPLE 3.3. Let K, be as in [8, Example 4.43, and let K, be defined 
by (3.5) above. If m is odd (with m 2 3) and if 
K,>K,>O, (3.9) 
then the partial differential equation (3.4) has at least one eventually 
positive solution, even though the equation is strongly oscillatory. 
To prove these assertions, we proceed as follows. We showed in [S, 
Example 4.41 that (3.4) is strongly oscillatory in those cases where K, > 0. 
(Proposition 2.5 shows that polynomials having the form (2.19) and 
satisfying (3.9) do exist.) If (3.9) holds, then the polynomial equation 
has at least one real root p, . Thus, Eq. (3.4) has at least one positive 
solution u,: x -+ 1~1~‘. 
4. ORDINARY DIFFERENTIAL EQUATIONS 
We now turn to the question of equality of the functions ‘la and qe 
which were defined in Section 1. We will make extensive use of the notation 
and results in [8]. Accordingly, we let M, be an ordinary differential 
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operator of order 2m having a Polya-Levin-Trench decomposition in the 
sense of [8]; and we let s,,?(z+), a,(~+) and ~~+i(z+) be the extended- 
real-valued expressions employed in [8] (but introduced in [ 151) for all z 
in the interval J : = (rO, CC ). 
THEOREM 4.1. Let m >, 3; let h be continuous and satisfy the inequality 
( - 1)” h(r) < 0 (r E J); 
and let the ordinary differential equation 
M,Cyl+h(r)y=O (rEJ) (4.1) 
be nondisconjugate on J. Suppose also that for all z in J we have 
S,,JZf ) = +co. (4.2) 
Then for all r in the interval (z, co) we have 
yldr) = v,Jr) < 00. (4.3) 
Proox First we show that qA(J) = (a, +a~) for some a in J. To prove 
this assertion, we first note that if (4.1) is nondisconjugate on J, then it 
follows from [4, Theorem l] that (4.1) has at least one nontrivial 
oscillatory solution, and therefore for all z in J we have 
Furthermore, it is known (see [3, Theorem 3; 15, Theorem 1.43) that qA 
is a strictly increasing continuous function, hence qA(J) is an open interval 
(a, b), where b< +co. If b< +co, then for all c in Jn (b, co) we have 
~~(2; c > b, contrary to the definition of the interval (a, b). Thus, qA(J) = 
3 . 
The function qA has an inverse function v];’ which is also strictly 
increasing and continuous; hence (4.2) implies that for all z in J we have 
It follows (see [8, Proof of Theorem 4.31) that for all r in the interval 
(z, co) we have 
z<r<vA(r)<Sm,Az+). (4.4) 
It is also known [S, Proof of Theorem 4.31 that for all z in J we have 
minIs,&+ ), urn+, (zf), em> =h&+). (4.5) 
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Let y, be an extremal solution of (4.1) for the interval [r, v~(Y)]. It follows 
from [ 15, Theorem 4.21, because of (4.4) and (4.5) that if m > 3, then 
(A) The vector space of extremal solutions of (4.1) for the interval 
[Y, qa (r )] is one-dimensional; 
(B) The function y, has no zeros in the open interval (r, AIL); 
and we have 
~!~‘(r) =0 = .FCv,dr)l whenever O<k<m- 1. (4.6) 
It follows from (A), (B), and (4.6) that (4.3) is valid if m b 3. 
When m = 1, we note that it is clear, from the definitions of the functions 
qa and qe given in Section 1, that if the second-order differential equation 
Y” + p,(r) y’(r) + PO(r) y(r) = 0 (rEJ) 
is nondisconjugate on J, then (4.3) holds for all r in J. 
Our next result considers the case where m = 2. In its proof we will 
occasionally write q,(L;p) and qs(L;p) instead of qa(p) and qs(p), 
respectively, when discussing properties of the equation L[u] = 0. 
PROPOSITION 4.2. Suppose that 
(i) The second-order differential equation 
(PO(r)+0 + pItrIM: = 0 
is nonoscillatory on an interval [b, +co) for some b in the interval J; 
(ii) The function p,, is continuous and positive on J; 
(iii) The function p1 is continuous and negative on J; 
(iv) The fourth-order differential equation 
LtCyl := C [pZpk(r) y’k’]‘k’=0 (rE J) 
k=O 
(4.7) 
is nondisconjugate on J. 
Let r be any point in [b, co ). Then there exists z in [r, co) such that 
rlB(Z) = YIAZ) < co. (4.8) 
Proof: Applying [ 10, Theorem 12.11 and using Hypothesis (i), we see 
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that Eq. (4.7) is transformable, by means of the 
bijcction defmed by 
I= c rM’(S) ds := e(r) (r> b h 
u(t) = vCe-‘(t)l (t>O), 
into the differential equation 
M4[u] := (pow3iq”+ (l/w)p,u= 
oscillation-preserving 
(4.9) 
(4.10) 
1, (4.11) 
where W(Y) is positive on (b, co) and dots denote differentiation with 
respect to t. It follows from Hypothesis (iv) that the Eq. (4.11) is non- 
disconjugate on [e(b), co). Applying [lo, Theorem 3.61 and using 
hypothesis (ii) and (iii), we deduce that there exists z in [r, co) such that 
Combining these inequalities with (1.3) we obtain 
rle(M,; Q(z)) = Yla(Jf‘t; e(z)) < 60. (4.12) 
Since w(r) > 0 for all r in (b, co), the transformation defined by (4.9) and 
(4.10) preserves the multiplicities and the relative locations of zeros. Thus, 
(4.12) implies that there exists z in [r, +cc) such that 
Ile(-L; z) = rl,(L; z) < CfJ. 
The proof of the proposition is now complete. 
We now construct a family of even-order differential equations for which 
r],(P) z VA(P). (4.13) 
EXAMPLE 4.3. Let V be the set defined in Section 2, and let E be a given 
positive number. Suppose also that m is odd, with m 2 3. Put 
K, = min{ Y,,,(p): p E V) + E. 
Then the ordinary differential equation 
(-1)“d~y+K,r~2my=0 (r>O) 
satisfies (4.13). 
(4.14) 
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To prove this assertion, we note that Proposition 2.5 and the hypotheses 
in this example imply that the polynomial equation 
Y,,,(s) + (- 1)” K, = 0 
has at least one pair of complex roots with nonzero imaginary part, hence 
(4.14) has at least one trivial oscillatory solution, and therefore 
VA(P) < cc (P > 0). 
Since K8 > 0, we can integrate by parts, as in (3.8), to show that Eq. (4.14) 
is (m, m) disconjugate on (0, co). This implies that the set Yp defined in 
(1.1) is empty for each p in (0, co), and hence that 
VII(P)= +a (P > 0). 
Combining (4.15) and (4.16), we obtain (4.13). 
It should be noted that Proposition 2.5 guarantees that the class of 
Eqs. (4.14) that satisfy the hypotheses of Example 4.3 is nonempty. 
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