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A HOPF ALGEBRA FROM PREPROJECTIVE MODULES
PAK-HIN LI
ABSTRACT. Let Q be a finite type quiver i.e. ADE Dynkin quiver. Denote by Λ its preprojective algebra. It is
known that there are finitely many indecomposable Λ-modules if and only if Q is of type A1, A2, A3, A4. In
this paper, extending Lusztig’s construction of Un+, we study an algebra generated by these indecomposable
submodules. It turns out that it forms the universal enveloping algebra of some nilpotent Lie algebra inside
the function algebra on Lusztig’s nilpotent scheme. The defining relations of the corresponding nilpotent Lie
algebra for type A1, A2, A3, A4 are given here.
1. INTRODUCTION
In this paper, we will follow the notation in [1] closely and the quiver we consider will always be of type
An where n ∈ {1, 2, 3, 4}.
1.1. Lusztig’s nilpotent scheme. Given a simply laced A,D,E type quiver, we denote the vertex set
by I . Let Q¯ be the quiver obtained from the Dynkin diagram of g by replacing each edge by a pair of
opposite arrows (a, a∗). The preprojective algebra Λ is defined as the quotient of the path algebra CQ¯
by the two-sided ideal generated by
∑
(aa∗ − a∗a) where the sum is over all pairs of arrows with opposite
direction. Given a finite dimensional vector space V with graded dimension |V | (associate an integer at
each vertex of the Dynkin quiver), we can construct Lusztig’s nilpotent scheme ΛV which is defined as
a subscheme of
∏
e∈edges Hom(Vetail , Vehead) by these preprojective relations. For type An, these relations
are as follows. For a I-graded vector space V with dimension vector |V | = (d1, d2, ..., dn), we can define
ΛV = {((fi)i=1,2.,,n−1, (qi)i=1,2,...,n−1) ∈
∏n−1
i=1 Hom(Cdi ,Cdi+1) ×
∏n−1
i=1 Hom(Cdi+1 ,Cdi) : fiqi =
qi−1fi−1, i = 1, 2, ..., n}, where the maps are zero if the index is not in {1, 2..., n − 1}. There is a group
GV :=
∏
i∈I GL(Vi) acting on ΛV as follows. Let x = (xα)α∈edge ∈ ΛV and g = (gi)i∈I ∈ GV . Then
g · x = (yα)α∈edge is given by: yα = gtail(α)xαg−1head(α).
1.2. The function algebra on Lusztig’s nilpotent scheme. Define M(ΛV ) to be the space of all con-
structible functions on ΛV and denote byM(ΛV )GV theGV -invariant functions. Let M˜ = ⊕|V |∈NIM(ΛV )GV ,
where N denotes the set of nonnegative integers. One can define an algebra structure (M˜, ∗) on M˜ as fol-
lows. If V1, V2, V3 are I-vector spaces and |V1|+ |V2| = |V3|, we define ∗ : M(ΛV1)GV1 ×M(ΛV2)GV2 →
M(ΛV3)
GV3 by 1O1 ∗ 1O2(x) := χ(ΦO1,O2,x) where
ΦO1,O2,x = {U ∈ Gr(|V2|, V3) : U is a Λ-submodule of x of type O2 , x/U has type O1}
and χ is compactly supported Euler characteristic. When the quiver is of type A1, A2, A3, A4 and only
then, the number of indecomposable modules is finite and as a result M(Λv)Gv is finite dimensional. From
here, the compactly supported Euler characteristic of a set A is denoted by χ(A).
1.3. The coproduct structure on the function algebra M˜. In [1], given V ′, V ′′, V such that |V | =
|V ′|+ |V ′′|, there is defined a map ResVV ′,V ′′ : M(ΛV )GV →M(ΛV ′ × ΛV ′′)GV ′×GV ′′ as follows:
ResVV ′,V ′′(f)(x
′, x′′) = f(x′ ⊕ x′′),
where (x′, x′′) ∈ ΛV ′ × ΛV ′′ . It is proven in [1] that the map ResVV ′,V ′′ descends to M(ΛV ′)GV ′ ⊗
M(ΛV ′′)
GV ′′ when restricted to the algebra generated by {ei = 1Z[i] : i ∈ I} (where Z[i] is the Λ-module
the dimension vector of which is Kronecker delta (δij)j∈I ) and it agrees with the coproduct structure of
Un+. In the next section, it will be shown that ResVV ′,V ′′ can actually give a coproduct structure to the larger
subalgebra A generated by indecomposable modules.
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2. MAIN RESULT
Hereafter, Q is one of A1, A2, A3, A4. Define A to be the subalgebra of M˜ which is generated by
the characteristic functions {1K : K is an orbit of an indecomposable module}. We will see later in this
section that actually A is equal to M˜.
2.1. Coproduct structure on A. In this subsection, we prove that Res gives us a coproduct structure on
A and the coproduct is multiplicative, so A is necessarily the universal enveloping algebra of its primitive
elements.
Lemma 2.1. Let f = 1K1 ∗ 1K2 ∗ ... ∗ 1Kn where Ki are GVi -invariant subsets of ΛVi . Then f(x) =
χ({(V 0 ⊇ V 1 ⊇ ... ⊇ V n = 0) : x(V i) ⊂ V i, [V i−1/V i] ∈ Ki, for i = 1, 2, ..., n }).
Proof. This follows directly from the definition of product structure on M˜. 
Definition 2.2. Let U1, ..., Ur be the different isomorphism classes of indecomposable Λ-module. Each
function in M(ΛV )GV can be expressed as a linear combination of indicator functions 1a1U1⊕...⊕arUr .
Let Y ⊂ ΛV be the GV -orbit of a1U1 ⊕ ... ⊕ arUr. We define the indicator functions 1Y and 1Ui to be
I(a1, ..., ar) and Ii respectively. We also let a = (a1, ..., ar) and denote I(a1, ..., ar) by I(a).
Lemma 2.3. For Q = A1, A2, A3, A4, the map ResVV ′,V ′′ : M(ΛV )GV → M(ΛV ′ × ΛV ′′)GV ′×GV ′′
factors through M(ΛV ′)GV ′ ⊗M(ΛV ′′)GV ′′ . Hence the map Res induces a map ∆ : M˜ → M˜ ⊗ M˜.
Proof. Each function inM(ΛV )GV is a linear combination of 1K where theK areGV -orbits of Λ-modules.
Say that module is of the form a1V1 ⊕ a2V2... ⊕ arVr where Vi are different isomorphism types of inde-
composable module. Then by the Krull-Schmidt theorem, every Λ-module has a unique decomposition into
indecomposable modules, so we get:
ResVV ′,V ′′(1K)(x
′ ⊕ x′′) =
∑
(b1,b2,...,br):
b1v1+...+brvr=|V ′|,bi≤ai
1b1V1⊕...⊕brVr (x
′)1(a1−b1)V1⊕...⊕(ar−br)Vr (x
′′)
Hence, Res induces a map ∆ : M˜ → M˜ ⊗ M˜. 
Lemma 2.4. Let X ⊂ Y be quasiprojective and T be a torus acting on Y algebraically and preserving X
where Y is a partial flag variety. Then the compactly supported Euler characteristic of X is equal to the
compactly supported Euler characteristic of the T -fixed points in X .
Proof. This standard fact follows from the Białynicki-Birula decomposition [4] and the additivity of com-
pactly supported Euler characteristic on locally closed sets in an algebraic variety. 
We need a basic Lemma here.
Lemma 2.5. Let V =
⊕N
i=1 Vi be the isotopic decomposition of a T -representation where T = (C∗)N . If
U is a T -invariant subspace of V , then U = ⊕Ni=1(U ∩ Vi).
Lemma 2.6. Let V = V1 ⊕ V2... ⊕ Vt, where Vi are indecomposable Λ-modules (possibly with repeti-
tion). Let T = (C∗)t be the torus acting on x by scaling each indecomposable summand. If U is an
indecomposable submodule in x such that U is T -invariant, then U is a submodule of one of the Vi.
Proof. Since U is T -invariant, then by Lemma 2.5, we must have U = ⊕ri=1(U ∩ Vi). U is a Λ-module so
U ∩ Vi is also a Λ-module. As a result, U is a direct sum of Λ-modules. However, U is indecomposable so
U is a submodule of one of the Vi. 
Definition 2.7. Given a sequence indecomposable modules Uj1 , Uj2 , ...., Ujt , define dJ := Ij1 ∗ .... ∗ Ijt
where J = (j1, j2, ..., jt). Given c ∈ {0, 1}t, we also define dJ,c to be the product of Iji where ci = 1.
We are now going to show that ∆ : A → A⊗A is a algebra homomorphism.
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Lemma 2.8. Let J = (j1, ..., jN ) be a sequence of indices of indecomposable modules. Following sec-
tion 1.3, let V = V ′ ⊕ V ′′ and x′, x′′ be Λ-modules with dimension vectors |V ′|, |V ′′| respectively. We
have ResVV ′,V ′′dJ(x
′, x′′) =
∑
(c′,c′′) dJ,c′(x
′)dJ,c′′(x′′) , where (c′, c′′) runs through all pairs of se-
quences in {0, 1}N × {0, 1}N which satisfy c′i + c′′i = 1 for all i = 1, 2, ..., N ,
∑N
i=1 c
′
i|Uji | = |V ′|
and
∑N
i=1 c
′′
i |Uji | = |V ′′|.
Proof. By definition ofResVV ′,V ′′ and Lemma 2.1 , we haveRes
V
V ′,V ′′dJ(x
′, x′′) = dJ(x′⊕x′′) = χ({V =
V 0 ⊇ V 1 ⊇ .... ⊇ V N = 0 : x(V i) ⊂ V i, [V i−1/V i] ∈ Kji}). Let T = C∗ × C∗ be a torus
acting on V = V ′ ⊕ V ′′ by scaling summand V ′ and V ′′ and it induces an action on {V = V 0 ⊇
V 1 ⊇ .... ⊇ V N = 0 : x(V i) ⊂ V i, [V i−1/V i] ∈ Kji}. Let X = {V = V 0 ⊇ V 1 ⊇ .... ⊇
V N = 0 : x(V i) ⊂ V i, [V i−1/V i] ∈ Kji}. Then by Lemma 2.4, we have dJ(x′ ⊕ x′′) = χ(X) =
χ(XT ). By Lemma 2.6, for each flag (V i)i=0,1,...,N in XT , we have V i = V i ∩ V ′ ⊕ V i ∩ V ′′. Then
V i−1/V i ∼= V i−1 ∩ V ′′/V i ∩ V ′′ ⊕ (V i−1/V ′′)/(V i/V ′′). As a result, V i−1 ∩ V ′′/V i ∩ V ′′ is either
trivial or isomorphic to V i−1/V i since V i−1/V i is indecomposable. Then following [1] Lemma 6.1, we
have ResVV ′,V ′′dJ(x
′, x′′) =
∑
(c′,c′′) dJ,c′(x
′)dJ,c′′(x′′) where (c′, c′′) runs through all pairs of sequences
in {0, 1}N × {0, 1}N which satisfy c′i + c′′i = 1 ,
∑N
i=1 c
′
i|Uji | = |V ′| and
∑N
i=1 c
′′
i |Uji | = |V ′′|.

Corollary 2.9. The map ∆ : A → A ⊗ A is multiplicative i.e. ∆(fg) = ∆(f)∆(g) , coassociative and
cocommutative. As a result, (A, ∗,∆) is a Hopf algebra.
Proof. It directly follows from Lemma 2.8.

Lemma 2.10. Let r be the number of indecomposable modules for Q (1, 4, 12, 40 for A1,2,3,4). Denote by
Ui the i-th indecomposable Λ-module and order the indecomposable modules such that if Ui is a submodule
of Uj , then i ≤ j by a refinement of total dimension. Follwoing definition 2.2, we have
I(a1, a2, ..., ar) ∗ Ij = (aj + 1)I(a+ ej) +
∑
b∈S
cbI(b),
where ej = (δij)ri=1 and S = {(b1, ..., br) ∈ Nr : bi0 = ai0 + 1 for some i0 > j,
∑
i bi|Ui| = |V ′′|}.
Proof. Let V, V ′ be the ambient vector spaces such that I(a1, a2, ..., ar) ∈ ΛV , Ij ∈ ΛV ′ . Let V ′′ = V ⊕V ′
and x = b1U1 ⊕ b2U2 ⊕ .. ⊕ brUr ∈ ΛV ′′ . Suppose 1b1U1⊕b2U2⊕..⊕brUr is a nonzero summand with
coefficient cb. Then I(a1, a2, ..., ar) ∗ Ij(x) = cb.
By the definition of product structure on M˜,
cb = χ({U ∈ Gr(|V ′|, V ′′) : U ∼= Uj , x/U ∼= a1U1 ⊕ a2U2 ⊕ ...⊕ arUr}).
Let T = (C∗)
∑
i bi act on x by scaling each indecomposable module independently. The action is well-
defined since it preserves each preprojective relation. Then by Lemma 2.4, cb = χ({U ∈ Gr(|V ′|, V ′′) :
U ∼= Uj , x/U ∼= ⊕ri=1aiUi}T ). Let U ∈ {U ∈ Gr(|V ′|, V ′′) : U ∼= Uj , x/U ∼= ⊕ri=1aiUi}T . Since
U is invariant under T and is isomorphic to an indecomposable module Uj , by Lemma 2.6, U is a Λ-
submodule of one of the Ui summands of x = ⊕ibiUi. Since cb 6= 0, there is an integer i0 between 1 and
r such that U is a submodule of Ui0 as a summand of x. From the ordering of Ui, we have i0 ≥ j. Since
x/U ∼= ⊕ri=1aiUi, we have b1U1 ⊕ b2U2 ⊕ ...⊕ (bi0 − 1)Ui0 ⊕ ...⊕ brUr ⊕ (Ui0/U) ∼= ⊕ri=1aiUi. Then
we have bi0 − 1 = ai0 since Ui0/U does not have summand isomorphic to Ui0 . If i0 = j, cb = aj + 1. As
a result, we have:
I(a1, a2, ..., ar) ∗ Ij = (aj + 1)I(a+ ej) +
∑
b∈S
cbI(b),
where S = {(b1, ..., br) ∈ Nr : bi0 = ai0 + 1 for some i0 > j,
∑
i bi|Ui| = |V ′′|}.

Lemma 2.11. A is equal to M˜.
Proof. M˜ is graded by dimension so it is NI -graded. It suffices to show that for each dimension vector
v = (vi)i∈I ∈ NI , Av = M˜v . In the base case when the sum of v is equal to 1, Av = M˜v because
both are 1-dimensional. We proceed to show Av = M˜v by induction. Suppose Av = M˜v for all v
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such that
∑
i∈I vi < N . Now let v = (vi)i∈I ∈ NI such that
∑
i∈I vi = N . Using the notation in
Definition 2.2, It suffices to show that for any I(a1, ..., ar) ∈ M˜v , we have I(a1, ..., ar) ∈ Av . We
can further order the indecomposable modules such that if Ui is a submodule of Uj , then i ≤ j by a re-
finement of total dimension. Now we fix N . Let m be the largest index such that am is not zero (i.e.
(a1, a2, ..., ar) = (a1, ..., am, 0, .., 0)). We can further use induction on m to show I(a1, ..., ar) ∈ Av .
For the base case, when m = r, by Lemma 2.10, I(a1, ..., ar − 1) ∗ Ir = arI(a1, ..., ar). By induc-
tion assumption I(a1, ..., ar − 1), Ir ∈ A so I(a1, ..., ar) ∈ Av . Now assume that I(a1, ..., ar) ∈ Av
whenever the largest index m such that am > 0 is greater than M . When m = M , we want to show
that I(a1, ..., aM , 0, ..., 0) ∈ Av . We can consider I(a1, ..., aM − 1, 0, ..., 0) ∗ IM . By Lemma 2.10,
I(a1, ..., aM − 1, 0, ..., 0) ∗ IM = aMI(a1, a2, ..., aM , 0, ..., 0) + L, where L is a linear combination
of other I(a′1, ..., a
′
r) whose highest index m such that a
′
m > 0 is larger than M . By induction as-
sumption, we have I(a1, ..., am, 0, ..., 0) ∈ Av if m > M and am > 0. As a result, L ∈ Av , and
I(a1, a2, ..., aM , 0, ..., 0) = (I(a1, ..., aM − 1, 0, ..., 0) ∗ IM − S)/aM ∈ Av since by induction we also
have I(a1, ..., aM − 1, 0, ..., 0) ∈ A.

Lemma 2.12 (Milnor-Moore theorem [3]). Given a connected graded cocommutative Hopf algebraA over
a field of characteristic zero with dimAn < ∞, the natural Hopf algebra homomorphism U(P (A)) → A
from the universal enveloping algebra of the graded Lie algebra P (A) of primitive elements of A is an
isomorphism.
Theorem 2.13. For Q = A1, A2, A3, A4, let A be the subalgebra generated by the orbit of indecompos-
able preprojective modules. Then A is isomorphic to U n˜ for some Lie algebra n˜ with a basis indexed by
indecomposable modules.
Proof. From Lemma 2.9, the map ∆ is multiplicative on A⊗A. We can conclude that (A, ·,∆) is a Hopf
algebra. From the definition of ∆, we can see that the primitive elements are of the form 1K , where K is an
orbit of an indecomposable Λ-module. Then by Lemma 2.12, A is isomorphic to the universal enveloping
algebra U n˜ where n˜ is freely spanned by primitive elements which are indicator functions on orbits of
indecomposable modules. 
2.2. Indecomposable modules for Q = A1, A2, A3, A4. It is well-known that there are 1, 4, 12, 40 inde-
composable modules for Q = A1, A2, A3, A4 respectively, described in [1]. For the sake of completeness,
I will also describe and label all of them here. The dimension vectors are represented by the number at each
vectex and if there is no arrow between two numbers, it means the map between two vertices is a zero map.
For Q = A2:
U1 = [1 0] U2 = [0 1] U3 = [1→ 1] U4 = [1← 1].
For Q = A3:
U1 = [1 0 0] U2 = [0 1 0] U3 = [0 0 1] U4 = [1→ 1 0] U5 = [0 1→ 1]
U6 = [1← 1 0] U7 = [0 1← 1] U8 = [1→ 1→ 1] U9 = [1← 1← 1] U10 = [1→ 1← 1]
U11 = [1← 1→ 1] U12 =

1
↙ ↘
1 1
↘ ↙
1
 .
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For Q = A4:
U1 = [1 0 0 0] U2 = [0 1 0 0] U3 = [0 0 1 0] U4 = [0 0 0 1] U5 = [1→ 1 0 0]
U6 = [1← 1 0 0] U7 = [0 1→ 1 0] U8 = [0 1← 1 0] U9 = [0 0 1→ 1] U10 = [0 0 1← 1]
U11 = [1→ 1→ 1 0] U12 = [1← 1← 1 0] U13 = [1→ 1← 1 0] U14 = [1← 1→ 1 0]
U15 = [0 1→ 1→ 1] U16 = [0 1← 1← 1] U17 = [0 1→ 1← 1] U18 = [0 1← 1→ 1]
U19 =

1
↙ ↘
1 1 0
↘ ↙
1
 U20 =

1
↙ ↘
0 1 1
↘ ↙
1
 U21 = [1→ 1→ 1→ 1], U22 = [1→ 1→ 1← 1]
U23 = [1→ 1← 1→ 1] U24 = [1→ 1← 1← 1] U25 = [1← 1→ 1→ 1] U26 = [1← 1→ 1← 1]
U27 = [1← 1← 1→ 1] U28 = [1← 1← 1← 1] U29 =

1
↙ ↘
1 1
↘ ↙ ↘
1 1
 U30 =

1 1
↙ ↘ ↙
1 1
↘ ↙
1

U31 =

1
↙ ↘
1 1
↙ ↘ ↙
1 1
 U32 =

1 1
↘ ↙ ↘
1 1
↘ ↙
1
 U33 =

1
↙ ↘
1 2
↘ ↙ ↘
1 1

U34 =

1 1
↙ ↘ ↙
1 2
↘ ↙
1
 U35 =

1
↙ ↘
2 1
↙ ↘ ↙
1 1
 U36 =

1 1
↘ ↙ ↘
2 1
↘ ↙
1

U37 =

1
↙ ↘
1 1
↘ ↙ ↘
1 1
↘ ↙
1

U38 =

1
↙ ↘
1 1
↙ ↘ ↙
1 1
↘ ↙
1

U39 =

1 1
↘ ↙ ↘
2 1
↙ ↘ ↙
1 1

U40 =

1 1
↙ ↘ ↙
1 2
↘ ↙ ↘
1 1
 .
The most nontrivial indecomposable modules in Q = A4 are U39 and U40 so I give their explicit maps
here. (
1 0
−1 0
) (
0 0
1 0
) (
1 0
)
U39 = k
2  k2  k2  k(
0 0
1 1
) (
1 0
0 0
) (
0
1
) U40 = U39 reversed
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2.3. The Lie algebra n˜ with basis indexed by indecomposable modules. In this section, we will use the
labels in section 2.2 and explicitly list all Lie bracket relations among these generators.
Define ui = 1Ki to be the constructible function where Ki is the orbit of indecomposable Ui for
i = 1, 2, ..., r. Here r is the number of nonisomorphic indecomposable modules.
The (i, j)-entry of the matrix is the Lie bracket [ui, uj ] = ui ·uj−uj ·ui. We only show the lower triangular
part since the matrix satisfies MT = −M . We only need to compute brackets when the sum of the two
dimension vectors is again the dimension vector of an indecomposable module, since otherwise the bracket
must be zero.
For Q = A1:
There is only one indecomposable module so A ∼= C[x], where x = 1K and K is the orbit of the unique
indecomposable module and the Lie algebra is just one dimensional.
For Q = A2:
[ui, uj ] u1 u2 u3 u4
u1
u2 u4 − u3
u3 0 0
u4 0 0 0
For Q = A3:
[ui, uj ] u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12
u1
u2 u6 − u4
u3 0 u7 − u5
u4 0 0 u8 − u10
u5 u11 − u8 0 0 u12
u6 0 0 u11 − u9 0 0
u7 u9 − u10 0 0 0 0 −u12
u8 0 0 0 0 0 0 0
u9 0 0 0 0 0 0 0 0
u10 0 −u12 0 0 0 0 0 0 0
u11 0 u12 0 0 0 0 0 0 0 0
u12 0 0 0 0 0 0 0 0 0 0 0
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For Q = A4:
For the dimension vector reason, [ui, uj ] = 0 if 21 ≤ i, j ≤ 40.
[ui, uj ] u1 u2 u3 u4 u5 u6 u7 u8 u9 u10
u1
u2 u6 − u5
u3 0 u8 − u7
u4 0 0 u10 − u9
u5 0 0 u11 − u13 0
u6 0 0 u14 − u12 0 0
u7 u14 − u11 0 0 u15 − u17 u19 0
u8 u12 − u13 0 0 u18 − u16 0 −u19 0
u9 0 u18 − u15 0 0 u23 − u21 u27 − u25 u20 0
u10 0 u16 − u17 0 0 u24 − u22 u28 − u26 0 −u20 0
u11 0 0 0 u21 − u22 0 0 0 0 −u32 0
u12 0 0 0 u27 − u28 0 0 0 0 0 u31
u13 0 −u19 0 u23 − u24 0 0 0 0 0 u32
u14 0 u19 0 u25 − u26 0 0 0 0 −u31 0
u15 u25 − u21 0 0 0 u29 0 0 0 0 0
u16 u28 − u24 0 0 0 0 −u30 0 0 0 0
u17 u26 − u22 0 −u20 0 u30 0 0 0 0 0
u18 u27 − u23 0 u20 0 0 −u29 0 0 0 0
u19 0 0 0 u29 − u30 0 0 0 0 u33 − u38 u37 − u34
u20 u31 − u32 0 0 0 u38 − u36 u35 − u37 0 0 0 0
u21 0 0 0 0 0 0 0 0 0 0
u22 0 0 −u32 0 0 0 −u37 −u36 0 0
u23 0 −u29 u32 0 0 0 u33 − u36 0 0 0
u24 0 −u30 0 0 0 0 −u34 −u38 0 0
u25 0 u29 0 0 0 0 u37 u33 0 0
u26 0 u30 −u31 0 0 0 0 u35 − u34 0 0
u27 0 0 u31 0 0 0 u35 u38 0 0
u28 0 0 0 0 0 0 0 0 0 0
u29 0 0 u37 − u33 0 0 0 0 0 0 −u40
u30 0 0 u34 − u38 0 0 0 0 0 u40 0
u31 0 u38 − u35 0 0 −u39 0 0 0 0 0
u32 0 u36 − u37 0 0 0 u39 0 0 0 0
u33 0 0 0 −u40 0 0 0 0 0 0
u34 0 0 0 u40 0 0 0 0 0 0
u35 −u39 0 0 0 0 0 0 0 0 0
u36 u39 0 0 0 0 0 0 0 0 0
u37 0 0 0 0 0 0 0 0 0 0
u38 0 0 0 0 0 0 0 0 0 0
u39 0 0 0 0 0 0 0 0 0 0
u40 0 0 0 0 0 0 0 0 0 0
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[ui, uj ] u11 u12 u13 u14 u15 u16 u17 u18 u19 u20
u11
u12 0
u13 0 0
u14 0 0 0
u15 u37 0 u33 0
u16 0 −u38 0 −u34 0
u17 0 −u35 −u34 + u36 −u37 0 0
u18 u36 0 u38 −u35 + u33 0 0 0
u19 0 0 0 0 0 0 0 0
u20 0 0 0 0 0 0 0 0 0
u21 0 0 0 0 0 0 0 0 0 0
u22 0 −u39 0 0 0 0 0 0 0 0
u23 0 0 0 −u39 0 0 u40 0 0 0
u24 0 0 0 0 −u40 0 0 0 0 0
u25 0 0 0 0 0 u40 0 0 0 0
u26 0 0 u39 0 0 0 0 −u40 0 0
u27 u39 0 0 0 0 0 0 0 0 0
u28 0 0 0 0 0 0 0 0 0 0
u29 0 0 0 0 0 0 0 0 0 0
u30 0 0 0 0 0 0 0 0 0 0
u31 0 0 0 0 0 0 0 0 0 0
u32 0 0 0 0 0 0 0 0 0 0
u33 0 0 0 0 0 0 0 0 0 0
u34 0 0 0 0 0 0 0 0 0 0
u35 0 0 0 0 0 0 0 0 0 0
u36 0 0 0 0 0 0 0 0 0 0
u37 0 0 0 0 0 0 0 0 0 0
u38 0 0 0 0 0 0 0 0 0 0
u39 0 0 0 0 0 0 0 0 0 0
u40 0 0 0 0 0 0 0 0 0 0
2.4. Lower and upper central series of the Lie algebra n˜. In this section we will show that n˜ is nilpotent
by computing its lower central series. Since we already know all the Lie brackets of n˜ in terms of ui, we can
iteratively compute the series. Recall the definition of the lower central series of a Lie algebra n: ni+1 =
[n, ni] and n0 = n. Define generalized center of an ideal I ⊂ n as GC(I) := {x ∈ n : [x, y] ∈ I,∀y ∈ n}.
Then we can define the upper central series as follows: n0 = 0, ni+1 = GC(ni). A Lie algebra n is
nilpotent if there is an integer N such that nN = 0. The positive part (sln+1)+ of sln+1 is naturally a sub
Lie algebra of n˜ and the lower central series of sln+1 in terms of basis elements ui is also computed.
For Q = A2:
Lower central series:
n˜1 = span{u3 − u4},
n˜2 = 0.
n˜0 n˜1 n˜2
dim 4 1 0
Upper central series:
n˜1 = span{u3, u4},
n˜2 = n˜.
n˜0 n˜1 n˜2
dim 0 2 4
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(sl3)+ as a sub Lie algebra:
((sl3)+)0 = span{u1, u2},
((sl3)+)1 = span{u3 − u4},
((sl3)+)2 = 0.
For Q = A3:
Lower central series:
n˜1 = span{−u4 + u6,−u8 + u11, u9 − u10,−u5 + u7,−u12, u8 − u10},
n˜2 = span{u8 + u9 − u10 − u11, u12},
n˜3 = 0.
n˜0 n˜1 n˜2 n˜3
dim 12 6 2 0
Upper central series:
n˜1 = span{u8, u9, u10 + u11, u12},
n˜2 = span{−u4 + u6,−u5 + u7, u8, u9, u10, u11, u12},
n˜3 = n˜.
n˜0 n˜1 n˜2 n˜3
dim 0 4 7 12
(sl4)+ as a sub Lie algebra:
((sl4)+)0 = span{u1, u2, u3}
((sl4)+)1 = span{−u4 + u6,−u5 + u7}
((sl4)+)2 = span{u8 + u9 − u10 − u11}
((sl4)+)3 = 0
For Q = A4:
Lower central series:
n˜1 = span{u5 − u6, u11 − u14, u13 − u12, u21 − u25, u24 − u28, u22 − u26, u23 − u27, u32 − u31, u39, u7 − u8, u15 − u18,
u17 − u16, u19, u29, u30, u35 − u38, u36 − u37, u9 − u10, u11 − u13, u20, u32, u33 − u37, u34 − u38, u15 − u17,
u21 − u22, u27 − u28, u40, u21 − u23, u36 − u38, u37}
n˜2 = span{u11 + u12 − u13 − u14, u19, u21 − u23 − u25 + u27, u22 − u24 − u26 + u28, u29, u30,
u35 + u36 − u37 − u38, u39, u21 − u22 − u25 + u26, u31 − u32, u37, u34, u33 − u35 − u36, u33,
u40, u15 + u16 − u17 − u18, u20, u36 − u37,−u21 + u22 + u23 − u24, u32}
n˜3 = span{u21 − u22 − u23 + u23 − u25 + u26 − u27 + u28, u31 − u32,
u33 − u37, u34 − u38,−u34 + u35 + u36 − u37, u39, u29 − u30, u33 − u38, u40, u36 − u37}
n˜4 = span{−u33 − u34 + u35 + u36, u39, u40,−u35 − u36 + u37 + u38}
n˜5 = 0
n˜0 n˜1 n˜2 n˜3 n˜4 n˜5
dim 40 30 20 10 4 0
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Upper central series:
n˜1 = span{u40, u39, u38, u37, u35 + u36, u33 + u34, u28, u21},
n˜2 = span{u40, u39, u38, u37, u36, u35, u34, u33, u31 − u32, u29 − u30, u28,−u22 − u23 + u24 − u25 + u26 + u27, u21},
n˜3 = span{u40, u20, u19,−u15 − u16 + u17 + u18,−u11 − u12 + u13 + u14, u39, u38, u37, u36, u35, u34,
u33, u32, u31, u30, u29, u28, u22 + u27, u23 + u26, u22 + u23 + u25,−u22 − u23 + u24, u21},
n˜4 = span{u19, u20, u21, u22, u23, u24, u25, u26, u27, u28, u29, u30, u31, u32, u33, u34, u35, u36, u37, u38, u39, u40,
u15 − u17, u15 − u16, u11 − u14, u11 − u13, u11 − u12, u9 − u10, u7 − u8, u5 − u6, u15 − u18},
n˜5 = n˜
n˜0 n˜1 n˜2 n˜3 n˜4 n˜5
dim 0 8 13 22 31 40
(sl5)+ as a sub Lie algebra:
((sl5)+)0 = span{u1, u2, u3, u4}
((sl5)+)1 = span{−u5 + u6,−u7 + u8,−u9 + u10}
((sl5)+)2 = span{u11 + u12 − u13 − u14, u15 + u16 − u17 − u18}
((sl5)+)3 = span{−u21 + u22 + u23 − u24 + u25 − u26 − u27 + u28}
((sl5)+)4 = 0
2.5. Lie algebra cohomology of n˜. In this section, we will compute the Lie algebra cohomology of n˜. The
Lie algebra cohomology is graded by cohomological dimension and the the dimension vector of Λ-module.
The dimension of each graded piece will be given. Since n˜ is nilpotent, the Lie algebra cohomology will
satisfy Poincare duality. The Lie algebra cohomology for the case Q = A4 is too big to calculate and is not
given here.
For Q = A2:
H0 H1 H2 H3 H4
dim 1 3 4 3 1
FIGURE 2.1.
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For Q = A3:
H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12
dim 1 6 20 47 85 121 136 121 85 47 20 6 1
FIGURE 2.2.
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