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I. INTRODUCTION
Advocates of capital account liberalization in emerging economies have commonly postulated that the provision of external finance can be an important ingredient to a successful process of economic development if an economy is unable to provide sufficient access to finance on its own (Dornbusch, 1998; Fischer, 1997) . This view contrasts with the findings of Kose, Prasad, Rogoff, and Wei (2006) , who conclude that cross-country evidence on the growth enhancing effects of capital account openness is inconclusive. Rodrik and Subramanian (2008) point out that inadequate access to finance may well be one of the problems facing emerging economies, but that there are other, possibly more important constraints such as inadequate investment demand. The authors convincingly argue that tackling the external finance problem when the economy's binding constraint is investment demand might not only be ineffective but counterproductive. While capital inflows have a definite consumption enhancing effect, the effect on investment is generally indeterminate and might be exacerbated by the real appreciation typically accompanying large inflows of capital to emerging economies.
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The experience of a number of emerging market economies has shown that the real appreciation due to capital inflows may not only deter investment but can severely destabilize macroeconomic management as a whole (Corden, 1994) .
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A large real appreciation of a country's currency following excessive capital inflows will harm export competitiveness and lead to considerable current account deterioration and an increasing vulnerability to crisis. 4 In order to avoid such Dutch Disease effects, emerging market economies have applied a number of different policies. Among these, sterilized foreign exchange intervention, modest capital controls and fiscal tightening are perhaps the most prominent. As these policies have proven effective only in few cases, a satisfactory way of dealing with the exchange rate appreciation effect of capital inflows remains to be discovered. 5 In this paper, we argue that the development of a deep and active financial sector can serve to weaken the problematic link between capital inflows and real exchange rate appreciation. A key merit of a strong financial sector is its capacity to provide low cost information about investment opportunities and to create additional incentives to extensively investigate their potential. The additional information improves the efficient allocation of resources and allows the investor to better monitor her investment. Moreover, the mere quantity of investment opportunities offered in well-developed financial markets not only enables the economy to use its resources more efficiently, but is also an important factor in the mobilization of savings as well as the facilitation of risk diversification.
Applying this reasoning to international capital flows, we argue that the development of a deep and active financial sector can serve to weaken the link between capital inflows and real exchange rate appreciation (see also Otker-Robe, Polanski, Topf, and Vavra, 2007) . By providing a broader range of investment opportunities and directing the inflows towards their most productive use, more efficient financial markets and institutions avoid the flows of capital from being channeled into sectors (e.g., construction and consumption) in which they increase demand without adding to the productive capacity of the economy. And an increase in domestic consumption demand relative to changes in productivity can precisely be a decisive factor in driving a wedge between the relative prices of tradable and non-tradable goods. Hence, the appreciation effect of capital inflows on the real exchange rate-the relative price of non-tradable goods-should be attenuated if financial markets and institutions are well-developed.
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Using dynamic panel data techniques and a panel of 84 developing and developed economies for the sample period 1995-2006, we provide strong evidence in favor of this hypothesis. We use a Behavioral Model of the Exchange Rate that additionally includes different types of capital inflows as well as interaction terms between the inflow variables and indicators of financial sector development. We show that the real appreciation effect of foreign direct investment on the exchange rate is significantly attenuated if an economy disposes of a deep financial sector as well as large and active stock markets. In order to ensure that the effect is indeed due to an increase in our indicators of financial development, we additionally interact FDI inflows with indicators of economic development, the type of exchange rate regime, and the degree of financial openness. The results turn out to be robust to the inclusion of these and other control variables. We also ensure that both an extension of the sample period and the exclusion of groups of countries pertaining to particular income groups and world regions do not change the qualitative nature of the results. Surprisingly, we do not find similar evidence for other types of capital inflows. A possible explanation is that the spill-over effects emanating from FDI inflows are particularly strong, making their efficient absorption relatively more urgent. A subsidiary finding is that the exchange rate appreciation effect of FDI inflows appears to be reduced significantly in the presence of a less rigid exchange rate regime.
The results of this study support our hypothesis. The main implication of this finding is that one of the main dangers associated with large capital inflows in developing countries-the destabilization of macroeconomic management due to a sizeable appreciation of the real exchange rate-can be mitigated partly by means of a careful development of a deep and active financial sector. By avoiding a substantial appreciation of its currency, the respective economy can take advantage of the inflows' growth enhancing potential without having to make painful policy choices.
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The remainder of the paper is organized as follows: Section II entails a brief review of the relevant literature on the exchange rate appreciation effect of capital inflows and financial market development. Section III describes the data used and presents our empirical approach. In Section IV the econometric methodology is introduced. Issues related to the estimation strategy as well as the estimation results themselves are discussed in Section V. Section VI performs a battery of robustness checks. Section VII concludes.
II. LITERATURE REVIEW
After a period of widespread optimism regarding the growth enhancing effects of capital inflows in the developing world (Dornbusch, 1998; Fischer, 1997) , concern has grown that the international mobility of capital may be unfavorable for macroeconomic stability. In particular, large inflows of capital typically enhance consumption spending, appreciate the real exchange rate and may thus have detrimental effects on the external competitiveness of the recipient economies (Corden, 1994; Lartey, 2007) . In the theoretical literature, such "Dutch Disease," effects have been thoroughly discussed in Corden and Neary (1982) , Agenor (1998), and Lartey (2008) , among others. Reinhart and Rogoff (2008) use a novel data set to add to this discussion by showing that throughout history high international mobility of capital has contributed to the recipient economies' vulnerability to financial crises.
On the positive side, capital inflows are widely believed to be associated with investment and productivity growth. Gruben and McLeod (1998) indeed find a positive relationship between capital flows and real GDP growth. Moreover, Bosworth and Collins (1999) , Mody and Murshid (2005) , and Mileva (2008) argue along the lines of the neoclassical growth model to provide evidence in favor of a positive relationship between capital inflows and domestic investment. However, Kose et al (2006) carefully survey the literature on the macroeconomic impact of financial account opening and come to a different conclusion. They find that the evidence in favor of a growth enhancing effect of capital inflows is neither robust nor conclusive. Perhaps even more strikingly, Prasad, Rajan, and Subramanian (2007) and Gourinchas and Jeanne (2007) show that countries that grow more strongly are those that rely less on foreign capital.
Whereas some authors (Henry, 2007; Kose et al, 2006) consider reasons for the failure to detect the growth benefits of capital flows, Rodrik and Subramanian (2008) point out that inadequate access to finance may well be one of the problems facing emerging economies, but that there are other, possibly more important constraints such as inadequate investment demand. The authors convincingly argue that tackling the external finance problem when the economy's binding constraint is investment demand might not only be ineffective but counterproductive. While capital inflows have a definite consumption enhancing effect, the effect on investment is generally indeterminate and might be exacerbated by the real appreciation typically accompanying large inflows of capital to emerging economies. In this context, Otker-Robe et al (2007) argue that the development of a deep and active financial sector can serve to provide a broader range of investment opportunities, direct inflows towards their most productive use and thus to mitigate the investment demand constraint.
The importance of large and active financial markets and institutions, as well as the functions that enable them to influence savings and investment decisions, ameliorate market frictions and allocate resources across space and time (Merton and Brodie, 1995) , are discussed in Levine (2005) . In particular, a crucial market friction that a deep financial sector can help to resolve is the problem that scarce information about investment opportunities and high information costs may keep capital from flowing to its highest value use. A related function is the monitoring of firms and the exertion of corporate governance. The degree to which investors can influence firms not only affects the willingness to invest and to save but also induces managers to improve the efficiency by which resources are handled. Moreover, a well functioning financial sector is involved in the trading, hedging and pooling of different kinds of risk in the economy. By facilitating risk diversification and effectively providing a broader range of investment opportunities, savings rates and the allocation of available resources can be greatly improved.
These arguments are at the core of the idea that financial development should be beneficial for economic growth in general. Using various measures of financial market development, studies such as King and Levine (1993) , Levine and Zervos (1998) , and Beck, Levine and Loayza (2000) provide strong evidence in favor of this link. Rousseau and Wachtel (2000) and Beck and Levine (2004) use indicators of stock market size and activity to show that not only deep financial markets but also well-developed capital markets are significant determinants of economic growth.
Another strand of the literature that is of interest to this study focuses more closely on the ability of financial markets to reallocate resources. A prominent example of these sectorlevel analyses is the contribution of Rajan and Zingales (1998) . The authors show that industrial sectors with a greater need for external finance develop disproportionately faster in countries with more sophisticated financial markets.
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The reallocative function of financial markets is also at the core of another influential contribution. Wurgler (2000) computes an investment elasticity that directly measures the degree to which a country increases investment in growing industries and decreases it in declining industries. The author shows that countries with a high level of financial development are indeed able to channel a higher share of investment towards growing as opposed to declining industries. In particular, he finds that the elasticity of industry investment to value added is several times higher in Germany, Japan, the United Kingdom, and the United States, than it is in financially undeveloped countries such as Bangladesh, India, Panama, and Turkey. In a similar spirit, Love (2004a, 2004b) and Ciccione and Pappaioannou (2007) focus on the role of financial market development in determining the speed at which resources are directed to industries with growth potential. They provide clear support for the hypothesis that growth in sectors with investment opportunities is stronger when the financial sector is more developed.
The different strands of the literature discussed in this section underline (a) the potentially adverse effects of capital inflows on the recipient economies; and (b) the importance of financial and capital markets for the process of economic growth in general and the efficient allocation of resources in particular. As outlined in the introduction, these findings motivate the main argument of the present study, namely that the real exchange rate appreciation effect due to capital inflows should be attenuated in the presence of deep financial markets and institutions.
III. EMPIRICAL APPROACH
The dataset we use in this study comprises annual information on 84 countries during the period 1990-2006. A list of the countries in the sample is available in Appendix I. We have selected these countries subject to the requirement that information must be available on all of the variables of interest. Throughout most of the analysis we use the time span 1997-2006 as our preferred sample period and expand it only for robustness checks. The reason is that this choice of sample period ensures that most of the economies in our sample-and in particular the economies in emerging Europe-are at least in the process of liberalizing both current and capital account transactions.
guarantees that data covering the entire sample period is available for most of the countries in the sample. The entire set of variables used in the analysis is defined in Appendix II. Appendices III and IV comprise information on descriptive statistics and cross-correlations between the core variables of the study as well as information on changes in the composition of capital inflows over time.
The dependent variable in this study is the real effective exchange rate, REER. We are interested in the effect of capital inflows on the real exchange rate given the level of development of the financial sector in the respective economy. We therefore not only include different types of capital inflows in the regression as explanatory variables, but also interaction terms between the inflow variables and the indicators of financial sector development. We distinguish foreign direct investment and other types of capital inflows. 10 We define the variable FDI as foreign direct investment as a share of GDP and OCI as other capital inflows as a share of GDP. According to the main hypothesis of this study-that a higher level of financial development attenuates the exchange rate appreciation effect of capital inflows-we would expect the coefficient on the inflow variables to take a positive sign and the coefficient on the interaction term with the indicator of financial development to take a negative sign.
It is important to notice that the variables FDI and OCI measure net inward investment by non-residents. They do not include net outward investment by residents (we do control for the effect of net outward investment by residents in all of our regressions using the variable ASSETS). The reason is that we are interested in the degree to which financial development matters for the efficient allocation of capital inflows. In order to allow the financial sector to function in this respect, the inflows of capital cannot be bound to a specific use a priori. This is likely to be the case at least in the short run when capital invested abroad by residents returns to the domestic economy. In line with this concern, our results are mostly inconclusive if we use the net of inward investment by non-residents and outward investment by residents as measures of FDI and OCI. This suggests that the two resident and nonresident flows can indeed have differential impacts on the recipient economy, a finding typically neglected in traditional models of the open economy.
As measures of financial sector development, this study uses indicators of financial and capital market size and activity. A commonly used indicator of financial market depth-and in particular the size of financial intermediaries relative to economic activity-is the ratio of liquid liabilities to GDP (LLGDP).
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An important limitation of this measure is that it might 10 We chose to only distinguish two different types of capital inflows. However, we have ensured that our main findings do not change qualitatively if we distinguish portfolio investment from other types of capital inflows. The results are available upon request.
11 Liquid liabilities include currency as well as demand and interest-bearing liabilities of banks and non-bank financial intermediaries. Levine and King (1993) introduce the variable under the name "Financial Depth." not be closely related to the provision of financial services such as risk management and information processing (King and Levine, 1993) . In particular, the measure contains little information about who is performing the intermediation and where financial flows are going. An indicator that improves upon the latter limitation is private credit, which is defined as credit extended to the private sector divided by GDP (CREDIT). The idea behind this measure is that financial systems that allocate more credit to the private sector are more likely to engage in researching firms, exerting corporate control and providing risk management services than financial systems that are merely used to channel credit to government or state-owned enterprises (Levin 2005) . However, the use of CREDIT as a measure of financial development might be slightly misleading in the context of this particular study, which focuses on the ability of the financial sector to efficiently manage large inflows of capital. And a substantial increase in private credit as a response to the inflows could precisely be the result of the economy's inability to generate a broader range of alternative investment opportunities. Nonetheless, we believe that LLGDP and CREDIT are the best indicators of financial market depth and efficiency that are available for the countries in our sample.
As measures of capital market development, we use indicators of stock market size and activity.
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A commonly used indicator of stock market size is the capitalization ratio, which is defined as stock market capitalization relative to GDP (SIZE). However, the size of stock markets alone does not necessarily signal a high level of market activity and efficiency. In order to measure stock market activity, we use stock market value traded, which is defined as the value of trades of domestic shares on domestic stock exchanges divided by GDP (ACTIVITY). Both of these measures suffer from the limitation that they are defined as the product of quantity and price. This implies that they can be affected by changes in expectations of future economic conditions. An indicator that does not suffer from this limitation is the turnover ratio. It is defined as the ratio of stock market value traded to stock market capitalization and thus measures the trading volume on the stock market relative to its size (TURNOVER). 13 We work with all three indicators as measures of capital market development.
Along with the above mentioned variables of interest, we include a number of other variables, including the variable ASSETS, a measure of net outward investment of residents abroad divided by GDP, 14 and a range of possible determinants of real exchange rates as control variables. Fundamental determinants of real exchange rates have been discussed by a vast number of authors (e.g., Froot and Rogoff, 1995, and Edwards and Savastano, 2000) . The growing consensus is that real exchange rate movements can be at least partly explained by fundamentals at the medium or long horizon (Engel, Mark, and West, 2007) , although they seem to be unpredictable in the short run (Meese and Rogoff, 1983) . Prominent determinants of real exchange rates are an economy's terms of trade (TOT), a measure of trade openness defined as exports plus imports over GDP (TRADEOPEN) and a measure of productivity growth relative to trading partners (RELPROD). Following much of the literature, these three variables are included in all of our regressions as control variables. We also examine the robustness of our results to the inclusion of other potentially important fundamentals such as income per capita (INCOME) and changes in the government balance over GDP (GB).
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It is clear that the effect of capital inflows on real exchange rate movements can be influenced by the way in which monetary authorities respond to the inflows. As robustness checks, we therefore add variables to our preferred model specification, which control for the effect of such policy responses. For instance, the above mentioned variable GB controls for fiscal contraction. A reduction in government expenditure can moderate the effect of capital inflows on the real exchange rate by effectively attenuating the rise in demand for domestic goods. Second, under a fixed exchange rate regime, policymakers might intervene in the foreign exchange market while sterilizing the intervention via open market operations. We therefore check for the robustness of our results to the inclusion of the variables total reserves minus gold divided by GDP (TRMG) as well as excess money growth (EXMG). A third potentially important policy instrument that can be used in the presence of a fixed currency is nominal adjustment against the intervention currency. As a proxy for such policy action, we add the domestic exchange rate against the dollar (DOLLAR)-the main intervention currency-to the specification.
We also include interaction terms between capital inflows and variables other than the indicators of financial development in the model. The rationale behind the inclusion of these additional variables is that a possible nonlinearity in the effect of capital inflows on the real 14 A breakdown into different types of flows does not change the results in any substantial way. 15 Higher Terms of Trade (TOT) should appreciate the real exchange rate through wealth effects. A similar argument can be made for the variable INCOME. Trade restrictions lead to higher domestic prices (of nontradables). The variable TRADEOPEN would therefore be expected to have a coefficient with a negative sign. The productivity differential (RELPROD) should appreciate the real exchange rate under standard neoclassical assumptions (Balassa-Samuelson effect). A larger government balance (GB) is typically associated with reduced consumption spending, a negative effect on the relative price of non-tradables and thus a depreciative effect on the real exchange rate. For a more thorough discussion of the expected coefficients for these variables, see for instance Lee, Milesi-Ferretti, and Ricci (2008) or Edwards and Savastano (2000) . exchange rate could be driven by the level of financial development, but might also be the result of variations in the level of economic development, the degree of financial openness or the type of exchange rate regime in use. We use INCOME, defined as GDP per capita, as an indicator of economic development. The variable CAPOPEN is the Ito and Chinn (2007) indicator of financial openness. 16 The variable ERR is an indicator for the rigidity of the type of exchange rate regime in use. It can take the values 1 (hard peg) to 4 (floating regime). Following the reasoning of Otker-Robe et al (2007), we use the interaction term between capital inflows and the indicator for the type of exchange rate regime as one of our core explanatory variables. The interaction terms between capital inflows and INCOME as well as CAPOPEN are included for robustness checks only.
IV. ECONOMETRIC METHODOLOGY
The linear dynamic panel data model estimated is given by the formulation:
where, reer is the log of the real effective exchange rate, INFLOW is a vector containing the variables FDI and OCI, I is the respective financial development indicator, Z is a vector of control variables, η is the individual specific effect and ε is the error term. The main consideration driving our choice of econometric model is the issue of endogeneity. There is no doubt that current and past realizations of the real exchange rate can be an important factor driving capital inflows. A consistent estimator that does allow for the joint endogeneity of all explanatory variables including the lagged dependent variable is the GMM difference estimator derived by Arellano and Bond (1991) . However, the estimator has at least two important shortcomings. First, it requires the model to be differenced, implying that information on cross-country variation is lost. Second, instrument weakness of lags of the explanatory variables can influence the asymptotic and small sample performance of the estimator.
Based on the work of Arellano and Bover (1995) , Blundell and Bond (1998) suggest a system estimator that combines the regression in differences with the regression in levels to attenuate these shortcomings. The estimator was explicitly developed for dynamic panels with a high number of cross-sectional units and rather few time periods as is the case in this study. To be precise, the system estimator allows for the weak endogeneity of our key explanatory variables. The concept of weak endogeneity implies that the explanatory variables can be correlated with current and past realizations of the dependent variable. The only requirement is that they are not affected by future unexpected changes in the dependent variable. We do not see any reason why this condition should be violated in the context of our study. While it is likely that the real exchange rate affects capital inflows contemporaneously (or through expectations of future exchange rate changes), there is no strong reason to believe that future (unexpected) shocks to the real exchange rate should have a substantial effect on today's realization of FDI or OCI.
Each of the regressions uses the asymptotically efficient two-step estimator. It has been shown that the two-step standard errors can be severely downward biased. We therefore construct robust standard errors following the methodology proposed by Windmeijer (2004) and use them exclusively. The consistency of the estimator crucially depends on whether the internal instruments are valid or not, i.e., whether the moment conditions actually hold. In order to ensure that this is the case in our model, we report the results of two specification tests for each of the specifications estimated. These are the Hansen J-statistic test of overidentifying restrictions and the Arellano-Bond test for second-order serial correlation in the error term. Table 1 reports the results of regressing the real exchange rate on inflows of foreign direct investment and other types of capital inflows, as well as the controls ASSETS, TOT, RELPROD, and TRADEOPEN. We include both types of capital inflows in Regression I and one inflow at a time in Regressions II and III. The tables show that the coefficient estimates for all variables have the expected sign. However, we also observe that FDI is not significant in Regression I and only significant at the 10 percent level in Regression II. The variable OCI, on the other hand, is highly significant in each of the regressions. Hence, while other types of capital inflows appear to appreciate the real exchange rate significantly, the evidence for FDI is less clear cut. Similar results have been found by, among others, Athukorala and Rajapatirana (2003) . An explanation for this finding often brought forward is that FDI inflows are typically concentrated in the traded goods sector and will thus have a weaker impact on the relative prices of traded and non-traded goods.
V. ESTIMATION RESULTS
At this point, it is perhaps worth mentioning that we would not necessarily expect capital inflows to appreciate the real exchange rate in a cross-country panel that includes both economically and financially developed and under-developed economies. In fact, it is precisely the argument of the present study that the effect of capital inflows should be weaker and might even be depreciative in nature if an economy is financially well-developed. In the following, we provide significant evidence for this argument. We find that foreign direct investment significantly appreciates the real exchange rate when a nonlinear effect is allowed for. The magnitude of the effect decreases with the level of financial development. Strikingly, the results are largely inconclusive for other types of capital inflows.
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While the signs on both the linear and the interaction terms are often as expected, we find little evidence of significant effects. It appears that financial sector development is relatively more important for the efficient absorption of foreign direct investment in spite of the fact that other types of capital inflows more strongly lead to an appreciation of the real exchange rate (Table 1) . In general, it would be desirable to provide similar evidence for other types of inflows. Given that the overheating of economies and the destabilization of macroeconomic management resulting from large inflows are typically associated with highly liquid flows rather than flows of foreign direct investment, the policy recommendation in favor of market development would be even stronger.
A possible reason for the finding that financial development matters less for portfolio and other types of inflows is the differential effect of these types of capital flows on investment in the recipient economy. In particular, Bosworth and Collins (1999) , Mody and Murshid (2005) , and Mileva (2008) show that FDI has a strong impact on domestic capital formation while the effect emanating from portfolio flows is neglectable. The authors argue that, compared to other types of capital flows, foreign direct investment contributes more strongly to the direct provision of plant and equipment, managerial skills, technology spillovers between firms and, ultimately, productivity growth. Harrison, Love, and McMillan (2004) show that FDI also has a particularly strong effect on the easing of financing constraints. Moreover, Kose et al (2006) argue that foreign direct investment is particularly prone to result in "collateral benefits," i.e., sound macroeconomic policies and institutions that are put in place in order to attract the inflows. The benefit of channeling FDI to the most profitable investment opportunities may hence be high, while it could be rather low in the case of other types of capital. This argument may explain the finding that the attenuation of the exchange rate appreciation effect of portfolio and other types of inflows through financial market development turns out not to be statistically significant.
Given that the results for other types of inflows are inconclusive, in what follows we restrict ourselves to investigating the impact of financial sector development on the effect of net FDI inflows on the real exchange rate. The regressions in Tables 2A, 2B , 2C, and 2D add interaction terms between FDI inflows and indicators of financial development to the specification in Table 1 . The preferred model specification also includes the financial development indicator itself and an interaction term between FDI and ERR as controls.
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Regression I in each of these tables presents the coefficient estimates from our preferred model specification using data for the sample period 1997-2006. Regressions II and III present the results from estimating the same specification using longer time spans of data as a robustness check. A first glance at the results reveals that the control variables OCI, ASSETS, TOT, RELPROD, and TRADEOPEN have the expected signs in all of the regressions and are mostly significant at the 5 percent level. Moreover, the interaction term between FDI inflows and ERR is significant at the 5 percent level as well and has a negative sign. This suggests that the exchange rate appreciation effect of capital inflows is lower the less rigid is the exchange rate regime.
A. Financial Market Development
The following discusses the results of interacting FDI inflows with our indicators of financial market development:
Regression I in Table 2A illustrates that a higher level of liquid liabilities per GDP-the first of our two indicators of financial market development-significantly attenuates the real appreciation effect of FDI inflows. The interaction term between FDI inflows and LLGDP has a negative sign and is highly significant at the 5 percent level. In addition, FDI as well as the other core control variables remain statistically significant, mostly at the 5 percent level. The Wald test results reported in the same table show that the variables FDI, FDI * ERR and FDI * LLGDP are also jointly significant. This finding enables us to calculate a threshold value of LLGDP below which, given a particular choice of exchange rate regime, FDI inflows appreciate the real exchange rate and above which they have a depreciating effect.
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For instance, in an economy with a hard peg policy (ERR = 1), this threshold value lies above 2. As Appendix III illustrates, this is a very high ratio of liquid liabilities to GDP that is typically only attained by financially very well developed economies. We can conclude that FDI inflows appreciate the real exchange rate less strongly if financial markets are well developed and the exchange rate regime is less rigid. In financially highly developed economies with floating exchange rate regimes, the effect of FDI inflows on the real exchange rate might even be depreciative in nature.
Regression I in Table 2B presents the estimation results of including an interaction term between FDI inflows and our alternative indicator of financial market development, CREDIT, in the model. The coefficient values as well as the p-values on most of the variables do not change substantially. Moreover, the coefficient on the newly introduced interaction term has the expected negative sign and the Wald test indicates that the variables FDI, FDI * ERR and FDI * CREDIT are jointly significant. However, the interaction term is only significant in two out of the three regressions. In Regression I, the p-value of 0.146 slightly exceeds the 10 percent level. This is likely to be due to the fact that private credit is a 19 Given the estimated coefficients, the total effect of one additional unit of FDI can be computed by simply adding up the coefficient on the level term with the product of the coefficient on the financial development interaction term and the indicator value itself as well as with the product of the coefficient on the exchange rate interaction term and the indicator value for the type of exchange rate regime. Assuming that the level of financial development is unknown, it is straightforward to calculate the level of financial development for which the total effect is equal to zero. slightly misleading indicator of financial market development in this context. The reason is that the indicator is intended to measure the ability of the financial sector to efficiently manage inflows of capital. However, a substantial increase in private credit following large capital inflows could precisely be the result of the economy's inability to generate a broader range of alternative investment opportunities. Another reason might be a sampling error. Regressions II and III show that the relevant coefficients are indeed significant when the sample period is extended.
B. Capital Market Development
Next, we analyze the impact of capital market development on the effect of FDI inflows on the real exchange rate. We first include an interaction term between stock market capitalization and FDI inflows in the model. This yields the results presented in Regression I of Table 2C . We observe that both the interaction term and FDI itself are highly significant and the coefficient estimates have the expected signs. The findings suggest that larger stock markets are associated with a weaker exchange rate appreciation effect of FDI inflows. The Wald test again indicates that FDI and the two interaction terms are jointly significant. We then calculate the threshold values of SIZE below which, given the type of exchange rate regime in use, FDI inflows appreciate the real exchange rate. In the case of a hard peg policy, we find that these values lie well above what is typically attained by financially underdeveloped economies.
These results suggest that SIZE is indeed a good indicator of a market's efficiency in resource allocation. This is perhaps slightly surprising, as it is typically found in the growth literature (Levin, 2005) that the mere size of capital markets does not proxy very well for their ability to allocate resources efficiently. An indicator that is believed to be more closely associated with the degree of stock market efficiency is stock market activity. Regression I in Table 2D includes the interaction term between FDI and ACTIVITY in the model and illustrates that our hypothesis is confirmed regardless of whether we use stock market size or stock market activity as an indicator of capital market development. In particular, both FDI and the interaction term between FDI and stock market value traded per GDP are highly significant. Calculating the threshold value for ACTIVITY shows that FDI inflows appreciate the real exchange rate in economies with a hard peg if the ratio of stock value traded to GDP is smaller than about 1.5. This is again a level that is attained only by economically and financially very well-developed economies.
As discussed above, there are good reasons to expect that what matters more for the efficient management of capital inflows is trading activity and not market size. While we have found that stock market size is a good predictor of market efficiency, we also tested whether stock market turnover, that is, value traded over market capitalization, is also a good indicator and found that although the coefficient on the interaction term of FDI and TURNOVER has the correct (negative) sign, it is not significant. 20 We conclude that the depth of financial markets and the size as well as the activity of stock markets are good indicators of the efficiency of the financial sector in allocating FDI inflows and attenuating their appreciation effect on the real exchange rate. The effects are indeed economically important. In particular, the results suggest that a unit increase in LLGDP reduces the effect of FDI on the real exchange rate by between 0.4 and 0.7 percent. The corresponding reductions for CREDIT, SIZE and ACTIVITY are 0.2-0.4 percent, 0.2 percent, and 0.3 percent. These magnitudes are considerable given historic developments in the financial development indicators in particular countries. For instance, the ratio of liquid liabilities to GDP rose by about 0.5 units since the beginning of the 1970s in Singapore, while the capitalization ratio of Poland's stock markets rose by about 0.35 units since the beginning of the 1990s. An example for a substantial increase in stock market activity is Hong Kong, where the ratio of stock market value traded to GDP rose by more than 2 units since the early 1990s. Taking into consideration these developments, the magnitude of the coefficient values on the interaction terms in all of our regressions are considerable.
VI. ROBUSTNESS
Our findings suggest that estimation results are not subject to a substantial endogeneity bias. The dynamic panel techniques allow us to explicitly control for the likely weak endogeneity of the core regressors in our model via the use of internal instruments. Despite the fact that endogeneity is generally less of an issue with interaction terms (Aghion, Bacchetta, Rancière, and Rogoff, 2007), we test for the validity of these instruments using the Hansen test of overidentification. The Hansen test evaluates the joint validity of the entire set of moment conditions. The test results are reported in each of the tables. In no case do they reject the hypothesis that the moment conditions are valid.
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Although not reported here, we also use "Difference-in-Sargan" statistics to test for the validity of each subset of instruments and are not able to reject the null hypothesis of their validity. The Arellano-Bond test for autocorrelation in first differences also concludes against the presence of second order autocorrelation in the error terms in all of our main regressions. The results also hold if we use the third instead of the second lag of the endogenous variables as instruments in our 20 Results for this regression are available upon request. 21 Notice that the Hansen test has been shown to be weakened by the use of too many instruments (Bowsher, 2002) . While the consistency of the coefficient estimates remains unaffected, the Hansen test results for some of the robustness checks might not be very reliable.
regressions.
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The results of these specification tests therefore provide support for the validity of the internal instruments and the assumption of zero autocorrelation.
In another robustness check, we extend the sample period and estimate our preferred model specification on the augmented datasets. The estimation results are reported in Regressions II  and III of Tables 2A to 2C . The coefficient estimates shown suggest that our conclusions are not sensitive to a change in the time window. We also report the test results for the Hansen test for each of the additional regressions. The large test statistics suggests that the increase in the number of instruments due to the larger time dimension renders the Hansen test invalid for these robustness checks (Bowsher, 2002) . It is, however, important to notice that this argument does not challenge the consistency of the coefficient estimates.
In an attempt to limit the omitted variable bias in our model, we include additional control variables that have frequently been found to exert a significant influence on real exchange rate movements. Tables 3A to 3C illustrate that the inclusion of neither GB nor INCOME changes the qualitative nature of our results while the signs on the coefficients are as expected. The same is true if we include TRMG, DOLLAR and EXMG, i.e., variables that are intended to control for possible policy responses to capital inflows. Furthermore, we add additional interaction terms to the specification. As discussed above, we do this in order to ensure that the attenuation of the exchange rate appreciation effect is indeed due to the level of financial development and not a result of other factors. The estimation results turn out to be reassuring in the sense that the interaction terms between FDI and the financial development indicators remain highly significant in all cases, while the coefficient estimates are not subject to substantive changes.
Finally, it is particularly important to ensure that the attenuation effect we identify is indeed due to variation in financial and not economic development. We tackle this problem in two ways. First, as discussed previously in the context of Tables 3A to 3C, we include the variable INCOME in the regression as a proxy of economic development. Using the variable both in level terms and as an interaction term with FDI should serve to disentangle the two effects if the proxy is good enough. Second, we experiment with the exclusion of subgroups of countries at different stages of economic development. In particular, we distinguish five different income groups and exclude one group at a time.
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The estimation results can be found in Tables 4A to 4C . They indicate that our conclusions are not sensitive to this robustness check. In addition, we group the non-high-income countries in our sample 22 We do this because the presence of autocorrelation in the error term would imply that only higher order lags could be used as instruments. according to the world region they belong to and once again exclude one region at a time from the sample. 24 The results in Tables 5A to 5C suggest that our findings are not sensitive to these exclusions either.
VII. DISCUSSION
It is a well-established belief that a deep financial sector helps to allocate resources efficiently. Extending this line of reasoning to inflows of capital, a key implication of the argument is that the exchange rate appreciation effect of capital inflows should be lower in countries with a higher level of financial development. By ensuring that the inflows add to the productive capacity of the economy and reducing aggregate demand pressures, the upward pressure on the relative price of non-tradable goods should be attenuated.
Using dynamic panel data techniques and a panel of 85 developing and developed economies for the sample period 1997-2006, this study has provided strong evidence for this hypothesis. We used a Behavioral Model of the Exchange Rate that additionally includes different types of capital inflows as well as interaction terms between the inflow variables and indicators of financial sector development. We showed that the real appreciation effect of FDI on the exchange rate is significantly attenuated if an economy disposes of a deep financial sector as well as large and active stock markets. In order to ensure that the effect is indeed due to an increase in our indicators of financial development, we interacted FDI inflows with indicators of economic development, the type of exchange rate regime and the degree of financial openness. The results turn out to be robust to the inclusion of these and other control variables. We also ensured that both an extension of the sample period and the exclusion of groups of countries pertaining to the same income group or the same world region do not change the qualitative nature of the results. However, we did not find similar evidence for other types of capital inflows. A possible explanation is that the spill-over effects emanating from FDI inflows are particularly strong, making their efficient absorption relatively more urgent. A subsidiary finding is that the exchange rate appreciation effect of FDI inflows appears to be reduced significantly in the presence of a less rigid exchange rate regime.
The effects we find are not only statistically but also economically important. In particular, the results suggest that a unit increase in LLGDP reduces the effect of FDI on the real exchange rate by between 0.4 and 0.7 percent. The corresponding reductions for CREDIT, SIZE and ACTIVITY are 0.2-0.4 percent, 0.2 percent and 0.3 percent. These magnitudes are considerable given historic developments in the respective financial development indicators.
The main implication of these findings is that a careful development of an efficient and wellregulated financial system, deeper financial and capital markets can mitigate partly one of the main risks associated with large capital inflows in developing countries-the destabilization of macroeconomic management due to a sizeable appreciation of the real exchange rate. By avoiding a substantial appreciation of its currency, the respective economy can take advantage of the inflows' growth enhancing potential without having to make painful policy choices. Finally, the impact of capital inflows on the real exchange rate can be significantly reduced by the use of a more flexible exchange rate regime. 1997-2006 1995-2006 1990-2006 Lagged Dependent 1997-2006 1995-2006 1990-2006 Lagged Dependent 1997-2006 1995-2006 1990-2006 Lagged Dependent 
