Abstract. We describe the interpolating sequences and weak interpolating sequences for the multiplier algebras of harmonically weighted Dirichlet spaces D(µ) when µ is a finitely atomic measure.
Introduction
Let A be a Banach algebra of (necessarily bounded) functions defined on the open unit disk D in the complex plane. A sequence (z n ) n∈N in D is called an interpolating sequence (for A) if the operator T : A → l ∞ defined by
is surjective, and it is called a weak interpolating sequence (for A) if there exists a bounded sequence (f n ) ⊂ A such that f n (z m ) = δ mn . We examine here the case where A is the multiplier algebra of a certain kind of weighted Dirichlet space.
Let (z n ) be a Blaschke sequence in D. For each n define
L. Carleson proved ( [2] , see [3] , [4] , [10] and references there) that such a sequence (z n ) is an interpolating sequence for H ∞ if and only if (C) |β n (z n )| is bounded away from zero.
This shows that for H ∞ , interpolating sequences coincide with weak interpolating sequences.
A condition which is necessary for (z n ) to be an interpolating sequence for H ∞ is that
and a key step in Carleson's work [2] is to prove that (C) implies (N). A proof using Hilbert space techniques was introduced in [10] and can also be found in [4] .
Let µ be a positive finite Borel measure on ∂D, the unit circle, let P (µ)(z) denote its Poisson integral evaluated at z, and let dA denote normalized Lebesgue area measure. In [6] , Stefan Richter introduced the Hilbert spaces D(µ), consisting of the functions f holomorphic in D for which
is finite, and used them to give a complete classification of 2-isometries. We will first study (weak) interpolating sequences for the case when µ is the unit mass at 1 and then show how the results generalize to finitely atomic measures.
In [7] , it was proved that D(δ 1 ) is the space of all holomorphic functions f defined on D of the form
for some a ∈ C and f 1 ∈ H 2 , equipped with the inner product
a different proof was given in [9] .
One can see that in (1.2) a will be the radial limit f (1). The functional that sends f to f (1) is a bounded linear functional on D(δ 1 ). Also, given f ∈ H 2 and ζ ∈ ∂D, define
where f (ζ) denotes the radial limit of f at ζ if it exists (the norm on the right side is interpreted as ∞ if it does not exist). Thus f ∈ D(δ 1 ) if and only if D 1 (f ) is finite and in that case
denote the multiplier algebra of D(δ 1 ), i.e., the space of functions φ holomorphic on D such that for every f ∈ D(δ 1 ) one has φf ∈ D(δ 1 ). It can be easily seen that the algebra M (δ 1 ) consists of those functions in D(δ 1 ) that are bounded. Given φ ∈ M (δ 1 ) let M φ denote the operator of multiplication by φ on D(δ 1 ). It is a direct consequence of the closed graph theorem that such operators must be bounded. We will also denote by M (δ 1 ) the set of these operators. Being
In fact, being characters of the Banach algebra M (δ 1 ), the point evaluations must be functionals of norm one. Another way to prove this is to observe that for each element w of the range of a multiplier φ of a Hilbert space with reproducing kernel k, the conjugatew is an eigenvalue of the adjoint operator M * φ associated with the eigenvector k(·, w).
is the Poisson integral of the unit mass at 1 evaluated at z.
We prove that a sequence (z n ) ⊂ D is an interpolating sequence (resp. a weak interpolating sequence) for M (δ 1 ) if and only if (z n ) satisfies (C) and the sequence
Further we show that when µ is a finite sum of point masses at λ 1 , . . . , λ N , the interpolating sequences (resp. weak interpolating sequences) are precisely those which belong to the respective category for each of the summands.
Interpolating sequences
The main result in this section is Theorem 2.4 below. First, for completeness, we give self-contained proofs of some facts which will be used.
We will need the following lemma.
Proof. It is enough to prove that
and the second factor is the Szegö kernel at a, so the second equality follows. As to the first, we have
z − 1 and from (2.3) we see that the two summands on the right are orthogonal in H 2 , and the sum of their square norms equals the right-hand side of (2.2).
The identity (2.2) is proved in a more general form in [7] . The following proposition is part of a larger theorem in [8] (Theorem 6, page 89).
Proposition 2.2. Given a sequence
and in that case |B(1)| = 1 and
Iterating Lemma 2.1 we have
. So (L) holds, proving necessity. To establish sufficiency, assume that (L) holds; then (z n ) must be a Blaschke sequence. Also, (B n ) is a sequence in D(δ 1 ), since these functions are holomorphic on the closed disc. Moreover, |B n (1)| = 1. As is well known, the sequence (B n ) converges to B in H 2 norm. In fact,
Next we assert that
We again use Lemma 2.1 to compute
The sum on the right is bounded. Also, B n /B m approaches 1 in H 2 norm as m, n → ∞ and Note that if the sequence (z n ) is a Blaschke sequence bounded away from 1, then (L) holds because then the factor |1 − z n | 2 is bounded away from zero. The following proposition is a particular case of a theorem in [4] (page 205), based on a result from [1] (Corollary 3.5, page 858). The proof given here uses Carleson's interpolation theorem.
Proposition 2.3. Let (z n ) be a sequence in D. Then these two conditions are equivalent:
(1) any idempotent from l ∞ can be interpolated over (z n ) by a function from
Proof. (2) implies (1) by Carleson's interpolation theorem. (1) implies (2): if (1) holds, then (z n ) must be a Blaschke sequence. Assume now that (2) does not hold. Then, for some subsequence (z n k ) we have that β n k (z n k ) converges to zero. Taking a further subsequence if necessary, we can assume that (z n k ) is a Carleson sequence. Let Γ be the Blaschke product associated with (z n k ) and γ k be the product obtained by deleting the factor associated with z n k from Γ. Assume that f ∈ H ∞ interpolates the idempotent which is 1 on the terms of (z n k ) and zero elsewhere in (z n ). Then f must be of the formBh whereB is the Blaschke product associated with the terms of (z n ) not belonging to (z n k ) and h is a function in
converges to zero because γ k (z n k ) is bounded below. Since h is bounded, f (z n k ) converges to zero, contradicting the assumption that f (z n k ) = 1 for all k.
Theorem 2.4. If any idempotent from
On the other hand if (z n ) satisfies both of these conditions, then it is an interpolating sequence for M (δ 1 ).
Proof. If we can interpolate any idempotent by an
Thus, it must also satisfy (N). Assume that (P (z n )) ∈ l 1 . Then it can be split into two disjoint subsequences u k = P (z n k ) and v l = P (z n l ), neither of which is in l 1 . Define (a n ) to be 1 on (z n k ) and 0 on (z n l ). Assume that c + (z − 1)f ∈ M (δ 1 ) interpolates (a n ). Then the values of (z n − 1)f (z n ) must have absolute value greater than 1/2 on either one or the other subsequence (or both) depending on the value of c. One must have
Assume now that (z n ) satisfies both conditions and let (a n ) ∈ l ∞ . Let
be the Blaschke product along (z n ) and let h ∈ H ∞ satisfy h(z n ) = a n . The conditions (C) and (L) are independent. In fact, no radial sequence (z n ) converging to 1 satisfies (L), since in that case P (z n ) → ∞. In particular, no growth rate on |z n | will force (z n ) to be an interpolating sequence for M (δ 1 ), unlike the situation for H ∞ (see, for example, [4] ) and for the multipliers of the Dirichlet space D(m) where m is the Lebesgue measure (see [5] ).
It follows from
On the other hand, let (z n ) be a sequence satisfying (L). For each n let w n be such that
Then the interlacing of these two sequences (i.e., z 1 , w 1 , z 2 , w 2 , . . .) still satisfies (L) and does not satisfy (C).
Finally, there exist sequences satisfying both of these conditions. One trivial example is any Carleson sequence bounded away from 1, as noted above.
For any > 0 the set {z ∈ D : P (z) < } is formed by those points of D outside of the circle with center at 2 /( + 1) and touching 1. These sets are non-empty and have 1 in their boundary, so there exist sequences (z n ) which satisfy (L) having 1 as whose absolute value is bounded by 2P (z n ) |β n (z n )| , and the second summand has absolute value bounded by
Moreover,
Necessity: By the initial observation that ||φ|| ∞ ≤ ||φ|| M for multipliers, a bounded sequence in a multiplier algebra will be uniformly bounded as well. Therefore, in this particular case, a weak interpolating sequence for M (δ 1 ) must also be a weak interpolating sequence for H ∞ . By Carleson's theorem, such a sequence must satisfy (C).
Let which gives
which is bounded independently of n. So, if there is such a term in the sequence, then (B) holds. If not, then for all n, |a n − 1| ≥ 1/2. But by similar calculations, only this time evaluating at z n ,
Condition (B) is strictly weaker than (L), but analogous considerations to the ones closing the preceding section apply again. The difference is that in order to be a weak interpolating sequence, a Carleson sequence just has to remain outside of some circle {z ∈ D : P (z) = r} for some positive r. For example, any sequence (z n ) converging to 1 and lying on such a circle will have subsequences which are weakly interpolating for M (δ 1 ). By Theorem 2.4, no such subsequences can be interpolating sequences (P (z n ) is constant).
