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1. INTRODUCTION 
In this paper we will construct a new class of integral operators which map 
solutions of the heat equation in one space variable into solutions of parabolic 
equations in one space variable with variable coefficients. These operators are 
in a sense complimentary to the operators constructed in [2] (see also 13-61) 
and we will use the operators constructed in this paper to reduce the first 
initial-boundary value problem for parabolic equations to the problem of 
inverting a Volterra integral equation of the second kind. Pt shouId be noted 
that the operators given in [2] are not suitable for this purpose, since these 
operators are defined only over domains which are symmetric with respect to 
.t” = 0 (although a change of variables will reduce an asymmetric domain to a 
symmetric one, such a transformation is undesirable since it not only makes 
the kernel of the operator domain dependent, but also transforms an equation 
with time independent coefficients into an equation with time dependent 
coefficients, thus needlessly complicating the construction of the kernel). We 
also note that a classical approach (cf. [S]) f  or solving the first initial-boundary 
value problem for parabolic equations in one space variable is to use a funda- 
mental solution to reduce the initial-boundary value problem to the problem. 
of inverting a Volterra integral equation of the second kind, and hence the 
integral operator approach discussed here is closely related to this classical 
approach. The advantage of the integral operator method over the method of 
fundamental solutions is that the integral operator approach is more suitable 
for purposes of analytic and numerical approximation. This is due to the fact 
that the Volterra integral-differential equations satisfied by the kernels of the 
integral operators (see Eqs. (2.16) and (2.30) of this paper) are considerably 
simpler than the Volterra integral-differential equation satisfied by the ftmda- 
mental solution (cf. [S, p. 5341). In particular, in the case of time independent 
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coefficients, the integral-differential equations for the kernels of the integral 
operators reduce to simple integral equations, whereas the equation for the 
fundamental solution remains an integral-differential equation. 
We remark that the operators for parabolic equations used in this paper and 
in [3-61 are closely related to the generalized translation operators of Levitan 
for ordinary differential equations (cf. [9]). 
2. INTEGRAL OPERATORS FOR PARABOLIC EQUATIONS 
Without loss of generality we will restrict our attention to parabolic equations 
of the form 
u,, - q(x, t) u = Ut , (2-l) 
since any linear, second order parabolic equation in two independent variables 
can always be reduced to an equation of this form by a change of variables 
(cf. [2] [7]). F ur th ermore, since we will ultimately be interested in solving initial- 
boundary value problems for (2.1) defined in a bounded domain, we will assume 
without loss of generality that Q(X, t) E 0 for 1 x j > a, where a is a suitably 
large positive constant. We make the additional assumption that 4(x, t) is 
continuously differentiable for --CO < x < co, j t / < t,, , and is an analytic 
function of t for j t 1 < to. 
We now look for a solution of (2.1) for s > --a, 0 < t < t, , in the form 
u(x, t) = h(x, t) + j” K’l’(s, x, t) lz(s, t) ds, 
z 
(2.21 
where Iz(.?c, t) is a solution of 
72,, = 82, (2.3) 
for x > -a, 0 < t < t, , which is twice continuously differentiable with respect 
to x and continuously differentiable with respect to t (such a solution is called 
a strong solution), and IP)(s, 3, t) is a function to be determined which, among 
other conditions, satisfies 
K’l’(s, x, t) E 0 for $(s + X) > a. (2.41 
Condition (2.4) guarantees the existence of the integral in (2.2) for any strong 
solution Iz(x, t) of (2.3) defined in x > -a, 0 < t < to. Substituting (2.2) into 
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(2.1) and integrating by parts using condition (2.4) shows that (cf. [2]) (2.2) is 
a solution of (2.1) p rovided P)(s, x, t) satisfies (2.4) and 
Kg - K2) - q(x, t) K(l) = I-@, s > x; (2.5) 
(2.6) 
The Eqs. (2.4)-(2.6) are not enough to uniquely determine K(r)(s, x, t) and 
so we impose the additional condition 
K’l’(s, x, t) = 0 for s < x. (2.7) 
We will now construct a function K’r)(s, x, t) satisfying (2.4)-(2.7) such that 
K(r)(s, Y, t) is twice continuously differentiable with respect to S, x, and t for 
sax, ItI <to, and is analytic with respect to t for / t \ < to. In particular 
this implies that if h(x, t) is a strong solution of (2.3) for x > --a, 0 < t < &, I 
then ~(x, t), as defined by (2.2), is a strong solution of (2.1) in this region Let 
Then Eqs. (2.4)-(2.7) become 
fzg - q(f + 7, t) R(l) = I?;‘; rl (0; 
l?(l)@, 0, t) = $ jm q(s, t) ds; 
E 
Ry$, 7, t) E 0 for .$ 3 a; 
my& 77, t) 52 0 for 7 > 0. 
For 9 < 0 we have 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
R(l’(5, ‘I, t) = + 6 q(s, t) ds 
Note that (2.13) satisfies (2.10) since for 7 = 0 the double integral in (2.13) 
is over the region p >, 0 where r?-(r)(~, /3, t) = 0. Now in (2.13) make the change 
of variables 
(2.14) 
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Then (2.13) becomes 
and from the assumptions on q(x, t) and Eqs. (2.4) and (2.7) we have that for 
+(s + x) < a, s 2 x, 
K(l)(s, x, t) = 4 s 
a 
;(s+e) ~(0, t) do 
+ 4 s,:‘s+z’ jsr;’ ~~(a, t) K’$, a, t) + @(EL, 0, @I dr-L do 
Hence for +(s + x):< a, s > x, we look for a solution of (2.16) in the form 
K’l’(s, x, t) = 2 K?)(s, x, t), (2.17) 
lZ=l 
where 
.a 
KF’(s, x, t) = g J 
t bid 
du, t) 4 
K$(s, x,t) = a t(s+x’ s J -s+a-x [qKj$ + a/at KEJ dp da z b-+X-U 
for n 3 2. Let C be a positive constant such that for 1 t 1 < to 
4(x, 4 < cc1 - WoF1 (2.19) 
with respect to t, uniformly for -a < x < a, where G$ denotes domination 
(cf. [I]). Without loss of generality we can assume C > 1, to > 1. Then 
K’l’(s, x, t) < tC(l - (t/to))-’ (a - +(s + x)), (2.2Oa) 
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and, since in both the double integrals defining Kp’(s, x, tj we have 
u - +(p T Gj < u - +(s + N), 
I&, x, t) < p (1 - +)-a (a - $(s + xj) 
0 
But in the second integral on the right-hand side of(2.20b) we have $(s + x) < ci, 
and hence s - x < 2(u - x), which implies 
I&, x, t) Q c’ (1 - +)-’ (a - $(S + x)) @ ;1”)2 . (2.21) 
-. 
Using the identity 
(2.22) 
we have by induction that 
and hence for +(s + x) < a, s > x, 
j K$‘(s, x, tjl < C” (1 - +)-” (u - $(S + x)) @($! (a - +, (2.24) 
which implies that the series (2.17) is absolutely and uniformly convergent for 
g(s + N) < a, s 3 x > -x0 , j t [ < to - E, where “c, > 0 is arbitrarily large 
and E > 0 is arbitrarily small, thus establishing the existence of the kernel 
JP(s, x, t). It can easily be verified that F’(s, x, t) is twice continuously 
differentiable with respect to S, N, and t for s > x, / t I < to , and analytic with 
respect to t for / t 1 < to . Note that when 4(x, t) is independent of t so is 
JP(s, x, t). In this case (2.16) is a Volterra integral equation instead of a Volterra 
integral-differential equation, and KL’)(s, x) = Ki’)(s, <x, t) is majorized by the 
right-hand side of (2.24) with the factor (n - l)! [I - (i t l/t,)]-” deleted. 
In addition to the operator det?ned by (2.2) we will also need the operator 
defined by 
which maps strong solutions of (2.3) d fi e ne d . m x < 62, 0 < t < to, into strong 
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solutions of (2.1) defined in the same domain, where K(a)(s, X, t) is the unique 
solution of 
j@) _ $52) 
&x ss - t&c, t) Kc’) = Kt’2), s < x; (2.26) 
K’2’(x, x, t) = 4 I5 q(s, t) ds; (2.27) 
m 
Kiz’(s, x, t) E 0 for Q(s + X) < --a; (2.28) 
K’2’(s, x, t) ZE 0 for s > X. (2.29) 
The existence of the kernel K12)(s, X, t) follows in the same manner as that of 
K(l)(s, X, t) where, for $1~ + X) < --a, s < X, K’Q(s, X, t) satisfies the integral- 
differential equation 
K(‘)(s, x, t) = Q 
f  
f(s+r) 
da, t) do 
--a 
and 
K(“)(s, x, t) = f K?)(s, x> t) (2.31) 
7l=l 
where 
for n 3 2, with 
j Kt’(s, x, t)l < C” (1 - y)+ (a + ;(s + x))(n - l)! (“(;ti;)2fl (2.33) 
for &(s + X) > --a, s < 5. When 4(x, t) is independent of t we haGe that 
K(z)(s, X, t) is also independent of t and in the estimate (2.33) the factor 
(1 - / t j/to)-ix (n - I)! is deleted. We summarize the results of this section 
in the follcwing theorem: 
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THEOREM. Let h(x, t) be a. strong solution of the heat equation (2.4) in the 
region N > -a, 0 < t < t,, _ Then (2.2) dejines a strong solution qf (2.1) in this 
region. Similarly, if h(x, t) is a stro72g solution of (2.4) in the region x < a: 
0 < t < t, , then (2.25) defines a strong solution of (2.1) i~z the same region. 
3. INITIAL-BOUNDARY VALUE PROBLEMS FOR PARABOLIC EQUATIONS 
We will now use the integral operators constructed in the previous section 
to construct a strong solution U(X, t) of (2.1) in the domain D = ((“v, t): 
q(t) < x < x,(5), 0 < t < to) such that u(x, t) is continuous in a = {(x, tj: 
q(t) < x < x&), 0 < t < to} and satisfies the initial-boundary data 
U(% 0) = &x)7 q(O) < x ,< q(0); 
(3.1) 
4%@), t) = W), 4x&), 4 = Mti; 0 <t < f,, 
where h(O) = ddo)), $@) = TJ(~~(O)). w e will assume that x1(t) and x2(t) 
are continuously differentiable for 0 < t < t, and that there exist constants 01 
and /3 such that xl(t) < a! < p < x2(t) for 0 < t < t, . We also assume without 
loss of generality that DC R where R = ((x, t): --a < 2; <‘a, 0 < t < to) and 
q(x, t) = 0 for / s / 3 n. 
We first reduce the initial-boundary value problem (2.1), (3.1) to a problem 
of the same form but with v(x) = 0. To do this it suffices to construct a particular 
soluti.on z’(x, t) of (2.1) such that z(x, t) is a strong solution of (2.1) for 
--crc,<x<qO<t<t,, continuous for -co < .Y < ZI, 0 < t < t,, and 
satisfies 
u(x, 0) = yJ(s), .x1(0) < s < X2(0), (3.2) 
since in this case the reduced problem can be obtained by considering 
U(X, t) - a(~, t). We look for z(x, t) in the form 
~(a+, t) = h(x, t) + Irn K’l’(s, x, t) h(s, t) ds, 
z 
(3.3) 
where h(x, t) is a solution of (2.3). To th is end we continue y(x) in an arbitrary 
but continuous manner such that ~(a) = 0 and define 
h(X, 0) = 0, x > a. (3.4) 
Then for x1(O) < x < a let k(x, 0) be th e unique solution of the GoIterra 
integral equation 
v(x) = h(x, 0) + ra K(l)(s, x, Oj h(s, 0) ds. 
-Z 
(3.5) 
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Note that from (3.5) we have h(a, 0) = 0 which agrees with (3.4). Now for 
x < x1(O) continue 17(x, 0) in an arbitrary but continuous manner such that 
(3.6) 
I f  we now define h(x, t) by means of the Poisson formula for the heat equation 
1 
.r 
a 1 
h(x9 t> = 2n1,2 -a t1/2 exp [ 
- (’ ytxJz ] h(t, 0) dt, (3.7) 
it is seen that Eq. (3.3) satisfies the required conditions for a(.~, t). Hence 
without loss of generality we now consider the initial-boundary value problem 
(2.1), (3.1) with v(x) = 0. W e will call this problem the reduced initial-boundary 
value problem for Eq. (2.1). 
We look for a solution of the reduced problem in the form 
+G t) = h”‘(x, t) + h’“‘(x, t) + irn K’l’(s, x, t) @‘(s, t) ds 
3: 
+ j-’ Kc2)(s, x, t) h’“)(s, t) ds 
-cc 
(3.8) 
where h(l)(x, 0) = h(2)(x, 0) = 0 and h(l)(w, t), ~z(~)(x, t) are solutions of (2.3) 
in D. Let 
(3.9) 
and for xl(t) < x < x,(t), 0 < t < to represent Iz(l)(x, t) and ht2)(w, t) as heat 
potentials of the second kind (cf. [S]) 
h’l’(x, 9 = j-” WoPW, t, 3;1(~), 4 A) dT, 
0 
hQ)(x, t) = j-” @Go/a& t, x2@), T) /Lo d7, 
0 
(3.10) 
where ~~(7) and ~~(7) are continuous potentials to be determined. Substituting 
(3.10) into (3.8) interchanging orders of integration, and letting x + x,(t) and 
x + x2(t), respectively, leads to the following system of Volterra integral equa- 
tions for pr(t) and pLe(t): 
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(3.11) 
+ jof G(“)(x,(t), t, X$(T), T) plug dT = #g(t), 
where 
G’l’(x, t, [, T) = (aGojat)(x, t, t, T> f  jzm Ws, x’ t)(XW~)(s, 4 E, T> & 
(3.12) 
In the derivation of (3.11) we have made use of the discontinuity properties of 
heat potentials of the second kind (cf. [S]) and the fact that the integrals 
1” jm ~(l)(~, x, t)(i3Go/~~)(s, t, x1(7), T) & ds dr, 
‘0 x 
.t r 
I s 
P’(s, x, t)(~G,j~~)(s, t, x2(1), T> &T) ds d-r 
‘0 -02 
(3.13) 
are continuous as N--Z x;(t), i = 1,2, respectively. This last statement follows 
from estimates of the form 
1 fm =“(s, x, t)(~G,/~~)(s, t, xl(T), 7) ds !*.E 
< constant 
f  
ic (aG,/ae)(s, t, q(T), T) ds 
32 
zzz constant Go(x, 7, x1(~), T) 
< constant/(t - 7)lj2, (3.14) 
which implies, for example, that the first integral in (3.13) is uniformly con- 
vergent with respect to x. 
The system (3.11) is of T’olterra type of the second kind and hence always 
has a unique set of solutions pr(t) and am. H ence me have the following theorem: 
THEOREM. The solution of the &duced in.itiaZ-boundar-y value problem for (2. I) 
is given by Eqs. (3.8) and (3.10) zo h ere pi(t) and p?(t) are the unique solution of 
the Tfoltewa system (3.11). 
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