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Abstract
Assume that we observe a stochastic process (X(t))t∈[−r,T ], which satisfies the linear
stochastic delay differential equation
dX(t) = ϑ
∫
[−r,0]
X(t + u) a(du) dt + dW (t), t > 0,
where a is a finite signed measure on [−r, 0]. The local asymptotic properties of the
likelihood function are studied. Local asymptotic normality is proved in case of v∗ϑ < 0,
local asymptotic quadraticity is shown if v∗ϑ = 0, and, under some additional conditions,
local asymptotic mixed normality or periodic local asymptotic mixed normality is valid if
v∗ϑ > 0, where v
∗
ϑ is an appropriately defined quantity. As an application, the asymptotic
behaviour of the maximum likelihood estimator ϑ̂T of ϑ based on (X(t))t∈[−r,T ] can
be derived as T →∞.
1 Introduction
Consider the linear stochastic delay differential equation (SDDE)
(1.1)
{
dX(t) = ϑ
∫
[−r,0]X(t+ u) a(du) dt+ dW (t), t ∈ R+,
X(t) = X0(t), t ∈ [−r, 0],
where r ∈ (0,∞), (W (t))t∈R+ is a standard Wiener process, ϑ ∈ R, and a is a finite signed
measure on [−r, 0] with a 6= 0, and (X0(t))t∈[−r,0] is a continuous process independent of
(W (t))t∈R+ . The SDDE (1.1) can also be written in the integral form
(1.2)
{
X(t) = X0(0) + ϑ
∫ t
0
∫
[−r,0]X(s+ u) a(du) ds+W (t), t ∈ R+,
X(t) = X0(t), t ∈ [−r, 0].
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Equation (1.1) is a special case of the affine stochastic delay differential equation
(1.3)
{
dX(t) =
∫ 0
−rX(t+ u) aϑ(du) dt+ dW (t), t ∈ R+,
X(t) = X0(t), t ∈ [−r, 0],
where r > 0, and for each ϑ ∈ Θ, aϑ is a finite signed measure on [−r, 0], see Gushchin and
Ku¨chler [5]. In that paper local asymptotic normality (LAN) has been proved for stationary
solutions. In Gushchin and Ku¨chler [3], the special case of (1.3) has been studied with r = 1,
Θ = R2, and aϑ = ϑ1δ0 + ϑ2δ−1 for ϑ = (ϑ1, ϑ2), where δx denotes the Dirac measure
concentrated at x ∈ R, and they described the local properties of the likelihood function for
the whole parameter space R2. In Benke and Pap [1], a special case has been studied, where
r = 1 and aϑ is the Lebesgue measure multiplied by ϑ ∈ R.
In each of the above papers, LAN has been proved in case of v0(ϑ) < 0, where v0(ϑ) is the
real part of the right most characteristic roots of the corresponding deterministic homogeneous
delay differential equation, see (1.8). It turns out that in case of equation (1.1), LAN holds
whenever v∗ϑ < 0, where v
∗
ϑ is defined in (3.1), see Theorem (3.1), but it can happen that
v0(ϑ) = 0, see the example in Remark 3.4. Moreover, local asymptotic quadraticity (LAQ) is
shown if v∗ϑ = 0, and, under some additional conditions, local asymptotic mixed normality
(LAMN) or periodic local asymptotic mixed normality (PLAMN) is valid if v∗ϑ > 0, see
Theorems 3.2 and 3.3. Note that in Theorems 3.2 and 3.3 we have v∗ϑ = v0(ϑ), see Remark
3.4. The definition of LAN, LAQ, LAMN and PLAMN can be found in Le Cam and Yang [7]
and Gushchin and Ku¨chler [3].
The solution (X(ϑ)(t))t∈R+ of (1.1) exists, is pathwise uniquely determined and can be
represented as
(1.4)
X(ϑ)(t) = x0,ϑ(t)X0(0) + ϑ
∫
[−r,0]
∫ 0
u
x0,ϑ(t+ u− s)X0(s) ds a(du)
+
∫
[0,t]
W (t− s) dx0,ϑ(s), t ∈ R+,
where (x0,ϑ(t))t∈[−r,∞) denotes the so-called fundamental solution of the deterministic homo-
geneous delay differential equation
(1.5)
{
x(t) = x0(0) + ϑ
∫ t
0
∫
[−r,0] x(s+ u) a(du) ds, t ∈ R+,
x(t) = x0(t), t ∈ [−r, 0].
with initial function
x0(t) :=
{
0, t ∈ [−r, 0),
1, t = 0,
which means that x0,ϑ is absolutely continuous on R+, x0,ϑ(t) = 0 for t ∈ [−r, 0),
x0,ϑ(0) = 1, and x˙0,ϑ(t) = ϑ
∫
[−r,0] x0,ϑ(t + u) a(du) for Lebesgue-almost all t ∈ R+. The
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domain of integration in the last integral in (1.4) includes zero, i.e.,∫
[0,t]
W (t− s) dx0,ϑ(s) = W (t) +
∫
(0,t]
W (t− s) dx0,ϑ(s) =
∫ t
0
x0,ϑ(t− s) dW (s), t ∈ R+.
In the trivial case of ϑ = 0, we have x0,0(t) = 1 for all t ∈ R+, and X(0)(t) = X0(0) +W (t)
for all t ∈ R+. The asymptotic behaviour of x0,ϑ(t) as t → ∞ is connected with the
so-called characteristic function hϑ : C→ C, given by
(1.6) hϑ(λ) := λ− ϑ
∫
[−r,0]
eλu a(du), λ ∈ C,
and the set Λϑ of the (complex) solutions of the so-called characteristic equation for (1.5),
(1.7) λ− ϑ
∫
[−r,0]
eλu a(du) = 0.
Note that a complex number λ solves (1.7) if and only if (eλt)t∈[−r,∞) solves (1.5) with initial
function x0(t) = e
λt, t ∈ [−r, 0]. We have Λϑ 6= ∅, Λϑ = Λϑ, and Λϑ consists of isolated
points. Moreover, Λϑ is countably infinite except the case where a is concentrated at 0, or
ϑ = 0. Further, for each c ∈ R, the set {λ ∈ Λϑ : Re(λ) > c} is finite. In particular,
(1.8) v0(ϑ) := sup{Re(λ) : λ ∈ Λϑ} <∞.
For λ ∈ Λϑ, denote by mϑ(λ) the multiplicity of λ as a solution of (1.7).
The Laplace transform of (x0,ϑ(t))t∈R+ is given by∫ ∞
0
e−λtx0,ϑ(t) dt =
1
hϑ(λ)
, λ ∈ C, Re(λ) > v0(ϑ).
Based on the inverse Laplace transform and Cauchy’s residue theorem, the following crucial
lemma can be shown (see, e.g., Diekmann et al. [2, Lemma 5.1 and Theorem 5.4] or Gushchin
and Ku¨chler [4, Lemma 2.1]).
1.1 Lemma. For each ϑ ∈ R and each c ∈ R, the fundamental solution (x0,ϑ(t))t∈[−r,∞)
of (1.5) can be represented in the form
x0,ϑ(t) =
∑
λ∈Λϑ
Re(λ)>c
Res
z=λ
(
ezt
hϑ(z)
)
+ ψϑ,c(t) =
∑
λ∈Λϑ
Re(λ)>c
pϑ,λ(t) e
λt + ψϑ,c(t), as t→∞,
where ψϑ,c : R+ → R is a continuous function with ψϑ,c(t) = o(ect) as t → ∞, and for
each ϑ ∈ R and each λ ∈ Λϑ, pϑ,λ is a complex-valued polynomial of degree mϑ(λ)−1 with
pϑ,λ = pϑ,λ. More exactly,
pϑ,λ(t) =
mϑ(λ)−1∑
`=0
Aϑ,−1−`(λ)
`!
t`,
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where Aϑ,k(λ), k ∈ {−mϑ(λ),−mϑ(λ) + 1, . . .} denotes the coefficients of the Laurent’s series
of 1/hϑ(z) at z = λ, i.e.,
1
hϑ(z)
=
∞∑
k=−mϑ(λ)
Aϑ,k(λ)(z − λ)k
in a neighborhood of λ.
As a consequence, for any c > v0(ϑ), we have x0,ϑ(t) = o(e
ct) as t→∞. In particular,
(x0,ϑ(t))t∈R+ is square integrable if (and only if, see Gushchin and Ku¨chler [4]) v0(ϑ) < 0.
2 Radon–Nikodym derivatives
From this section, we will consider the SDDE (1.1) with fixed continuous initial process
(X0(t))t∈[−r,0]. Further, for all T ∈ R++, let Pϑ,T be the probability measure induced
by (X(ϑ)(t))t∈[−r,T ] on (C([−r, T ]),B(C([−r, T ]))). In order to calculate Radon–Nikodym
derivatives
dPθ,T
dPϑ,T
for certain θ, ϑ ∈ R, we need the following statement, which can be derived
from formula (7.139) in Section 7.6.4 of Liptser and Shiryaev [8].
2.1 Lemma. Let θ, ϑ ∈ R. Then for all T ∈ R++, the measures Pθ,T and Pϑ,T are
absolutely continuous with respect to each other, and
log
dPθ,T
dPϑ,T
(X(ϑ)|[−r,T ]) = (θ − ϑ)
∫ T
0
Y (ϑ)(t) dX(ϑ)(t)− 1
2
(θ2 − ϑ2)
∫ T
0
Y (ϑ)(t)2 dt
= (θ − ϑ)
∫ T
0
Y (ϑ)(t) dW (t)− 1
2
(θ − ϑ)2
∫ T
0
Y (ϑ)(t)2 dt
with
Y (ϑ)(t) :=
∫
[−r,0]
X(ϑ)(t+ u) a(du), t ∈ R+.
In order to investigate local asymptotic properties of the family
(2.1) (ET )T∈R++ :=
(
C(R+),B(C(R+)), {Pϑ,T : ϑ ∈ R}
)
T∈R++
of statistical experiments, we derive the following corollary.
2.2 Corollary. For each ϑ ∈ R, T ∈ R++, rϑ,T ∈ R and hT ∈ R, we have
log
dPϑ+rϑ,T hT ,T
dPϑ,T
(X(ϑ)|[−r,T ]) = hT∆ϑ,T − 1
2
h2TJϑ,T ,
with
∆ϑ,T := rϑ,T
∫ T
0
Y (ϑ)(t) dW (t), Jϑ,T := r
2
ϑ,T
∫ T
0
Y (ϑ)(t)2 dt.
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3 Local asymptotics of likelihood ratios
For each λ ∈ Λϑ, denote by m˜ϑ(λ) the degree of the complex-valued polynomial
Pϑ,λ(t) :=
mϑ(λ)−1∑
`=0
cϑ,λ,` t
`
with
cϑ,λ,` :=
1
`!
∫
[−r,0]
Res
z=λ
(
(z − λ)`ezu
hϑ(z)
)
a(du) =
1
`!
mϑ(λ)−1−`∑
j=0
Aϑ,−j−1−`(λ)
j!
∫
[−r,0]
ujeλu a(du),
where the degree of the zero polynomial is defined to be −∞. Put
(3.1) v∗ϑ := sup{Re(λ) : λ ∈ Λϑ, m˜ϑ(λ) > 0}, m∗ϑ := max{m˜ϑ(λ) : λ ∈ Λϑ, Re(λ) = v∗ϑ},
where sup ∅ := −∞ and max ∅ := −∞.
3.1 Theorem. If ϑ ∈ R with v∗ϑ < 0, then the family (ET )T∈R++ of statistical experiments
given in (2.1) is LAN at ϑ with scaling rϑ,T = T
−1/2, T ∈ R++, and with
Jϑ =
∫ ∞
0
(∫
[−r,0]
x0,ϑ(t+ u) a(du)
)2
dt.
Particularly, if a([−r, 0]) = 0, then v∗0 = −∞, m∗0 = −∞, and the family (ET )T∈R++ of
statistical experiments given in (2.1) is LAN at 0 with scaling r0,T = T
−1/2, T ∈ R++, and
with
J0 =
∫ r
0
a([−t, 0])2 dt.
3.2 Theorem. If ϑ ∈ R with v∗ϑ = 0, then the family (ET )T∈R++ of statistical experiments
given in (2.1) is LAQ at ϑ with scaling rϑ,T = T
−m∗ϑ−1 and with
∆ϑ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑ
∫ 1
0
ZIm(λ),m∗ϑ(s) dZIm(λ),0(s),
Jϑ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
|cϑ,λ,m∗ϑ|2
∫ 1
0
|ZIm(λ),m∗ϑ(s)|2 ds,
with
Zϕ,0 :=

W , if ϕ = 0,
1√
2
(Wϕ,Re + iWϕ,Im), if ϕ ∈ R++,
Z−ϕ,0, if ϕ ∈ R−−,
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where (W(s))s∈[0,1], (Wϕ,Re(s))s∈[0,1] and (Wϕ,Im(s))s∈[0,1], ϕ ∈ R++, are independent
standard Wiener processes, and
Zϕ,`(s) :=
∫ s
0
(s− u)` dZϕ,0(u), s ∈ [0, 1], ϕ ∈ R, ` ∈ N.
Particularly, if a([−r, 0]) 6= 0, then v∗0 = 0, m∗0 = 0, and the family (ET )T∈R++ of statistical
experiments given in (2.1) is LAQ at 0 with scaling r0,T = T
−1, T ∈ R++, and with
∆0 = a([−r, 0])
∫ 1
0
W(s) dW(s), J0 = a([−r, 0])2
∫ 1
0
W(s)2 ds.
Note that ∆ϑ is real-valued, since
cϑ,λ,m∗ϑ
∫ 1
0
ZIm(λ),m∗ϑ(s) dZIm(λ),0(s) = cϑ,λ,m∗ϑ
∫ 1
0
ZIm(λ),m∗ϑ(s) dZIm(λ),0(s), λ ∈ Λϑ.
3.3 Theorem. Let ϑ ∈ R with v∗ϑ > 0. If
Hϑ := {Im(λ) : λ ∈ Λϑ ∩ (v∗ϑ + iR++), m˜ϑ(λ) = m∗ϑ} 6= ∅,
and the numbers in Hϑ have a common divisor Dϑ (namely, they are pairwise commensurable,
and the quotients of these numbers and Dϑ are integers), then the family (ET )T∈R++ of
statistical experiments given in (2.1) is PLAMN at ϑ with period 2pi
Dϑ
, with scaling rϑ,T =
T−m
∗
ϑe−v
∗
ϑT , T ∈ R++, and with
∆ϑ(d) = Z
√
Jϑ(d), Jϑ(d) =
∫ ∞
0
e−2v
∗
ϑt Re
( ∑
λ∈Λϑ∩(v∗ϑ+iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑU
(ϑ)
λ e
i(d−t) Im(λ)
)2
dt,
for d ∈ [0, 2pi
Dϑ
), where
U
(ϑ)
λ := X0(0) + v
∗
ϑ
∫
[−r,0]
∫ 0
u
e−λ(s−u)X0(s) ds a(du) +
∫ ∞
0
e−λs dW (s), λ ∈ C,
and Z is a standard normally distributed random variable independent of (X0(t))t∈[−r,0] and
(W (t))t∈R+.
If Hϑ = ∅, then the family (ET )T∈R++ of statistical experiments given in (2.1) is LAMN
at ϑ with scaling rϑ,T = T
−m∗ϑe−v
∗
ϑT , T ∈ R++, and with
∆ϑ = Z
√
Jϑ, Jϑ =
c2ϑ,v∗ϑ,m∗ϑ
2v∗ϑ
(U
(ϑ)
v∗ϑ
)2.
3.4 Remark. According to the definition of v0(ϑ) and v
∗
ϑ, we obtain v0(ϑ) ≥ v∗ϑ. The aim of
the following discussion is to show that v0(ϑ) > v
∗
ϑ if and only if {λ ∈ Λϑ : Re(λ) > 0} = {0}
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and Pϑ,0 = 0 (and hence v0(ϑ) = 0 and v
∗
ϑ < 0). Indeed, if v0(ϑ) > v
∗
ϑ then for all λ0 ∈ Λϑ
with Re(λ0) > v
∗
ϑ we have Pϑ,λ0 = 0, implying
cϑ,λ0,mϑ(λ0)−1 =
1
(mϑ(λ0)− 1)!Aϑ,−mϑ(λ0)(λ0)
∫
[−r,0]
eλ0u a(du) = 0.
Here Aϑ,−mϑ(λ0)(λ) 6= 0, since it is the leading coefficient of the polynomial pϑ,λ0 of degree
mϑ(λ0)− 1, hence cϑ,λ0,mϑ(λ0)−1 = 0 yields
∫
[−r,0] e
λ0ua(du) = 0. Taking into account of the
characteristic equation, we get λ0 = 0, hence {λ ∈ Λϑ : Re(λ) > v∗ϑ} = {0}. Clearly, this
yields also v0(ϑ) = 0 and v
∗
ϑ < 0, and hence {λ ∈ Λϑ : Re(λ) > 0} = {0}. Conversely, if
{λ ∈ Λϑ : Re(λ) > 0} = {0} and Pϑ,0 = 0, then, by definition, v0(ϑ) = 0 and v∗ϑ < 0.
In particular, if {λ ∈ Λϑ : Re(λ) > 0} = {0} and mϑ(0) = 1, then v0(ϑ) > v∗ϑ is
equivalent to a([−r, 0]) = 0, since Pϑ,0 = cϑ,0,0 =
∫
[−r,0] e
λ0u a(du) = a([−r, 0]).
An example for this situation is, when r = 2pi , a(du) = sin(u)du and ϑ ∈ (0, 1
pi
)
, see
Example 3.6.
3.5 Remark. Using these results, we can give the asymptotic behaviour of the maximum
likelihood estimator of ϑ based on the observation
(
X(t)
)
t∈[−1,T ] for some fixed T > 0, see,
e.g., Benke and Pap [1, Section 5].
3.6 Example. In this example we investigate the special case, when r = 2pi and a(du) =
sin(u) du. The following results can be derived by applying usual methods (e.g., argument
principle in complex analysis and the existence of local inverses of holomorphic functions), see,
e.g., Reiß [9, 2.4].
In the trivial case of ϑ = 0 the LAN property holds due to the fact that a([−2pi, 0]) = 0,
see Theorem 3.1. In the sequel, we suppose ϑ 6= 0. The characteristic function has the form
hϑ(λ) = λ− ϑ
∫ 0
−2pi
eλu sin(u) du =
{
λ3+λ−(e−2piλ−1)ϑ
λ2+1
, if λ 6= ±i,
λ∓ ϑpii, if λ = ±i. .
Thus 0 ∈ Λϑ, and hence v0(ϑ) > 0 for all ϑ ∈ R. Moreover, ±i ∈ Λϑ if and only if ϑ = 1pi .
Any purely imaginary zero λ = iy with y ∈ R\{±1} of hϑ satisfies the system of equations{
(cos(2piy)− 1)ϑ = 0,
−y3 + y + ϑ sin(2piy) = 0.
The first equation and ϑ 6= 0 yield y = k, k ∈ Z. The second equation implies k3 − k = 0,
hence y 6= ±1 yields k = 0. Thinking of the parameter ϑ = ϑ(λ) to be dependent on the
zero λ of hϑ and allowing for complex values of ϑ, we have
ϑ(λ) =
λ3 + λ
e−2piλ − 1
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for λ ∈ C with Re(λ) > 0 and Im(λ) /∈ Z. We have limλ→0 ϑ(λ) = − 12pi and limλ→±i ϑ(λ) =
1
pi
, hence the number of zeros of hϑ is constant as a function of ϑ on each of the open intervals
(−∞,− 1
2pi
), (− 1
2pi
, 1
pi
) and ( 1
pi
,∞), see, e.g., Reiß [9, Lemma 3]. Further, we have
ϑ′(λ) =
(3λ2 + 1)(e−2piλ − 1) + 2pi(λ3 + λ)e−2piλ
(e−2piλ − 1)2
for λ ∈ C with Re(λ) > 0 and Im(λ) /∈ Z. Applying e−2piy = 1− 2piy+ 2pi2y2 + O(y3) and
e−2piyi = e−2pi(y−1)i = 1− 2pi(y− 1)i− 2pi2(y− 1)2 + O((y− 1)3), we obtain limλ→0 ϑ′(λ) = −12
and limλ→i ϑ(λ) = 1 + 32pi i. By the existence of local inverses of holomorphic functions, we
can define the inverse λ(ϑ) of ϑ(λ) locally around ϑ(− 1
2pi
) and ϑ( 1
pi
), and its derivative at
− 1
2pi
and 1
pi
are
λ′
(
− 1
2pi
)
=
1
ϑ′(0)
= −2, λ′
(
1
pi
)
=
1
ϑ′(i)
=
1− 3
2pi
|1 + 3
2pi
|2 .
Hence Re(λ′(− 1
2pi
)) < 0 and Re(λ′( 1
pi
)) > 0. Consequently, locally at − 1
2pi
, at least one zeros
of hϑ cross the imaginary axis from the right to the left, and locally at
1
pi
, at least one zeros
of hϑ cross the imaginary axis from the left to the right as ϑ increases. Not more than one
real zero moves into the left half plane locally at − 1
2pi
, and not more than two zeros move into
the right half plane locally at 1
pi
, see, e.g., Reiß [9, 2.4]. Thus, we have the following cases:
(i) If ϑ < − 1
2pi
, then v0(ϑ) > 0, v0(ϑ) ∈ Λϑ and mϑ(v0(ϑ)) = 1.
(ii) If ϑ = − 1
2pi
, then v0(− 12pi ) = 0 ∈ Λ− 12pi and m− 12pi (0)) = 2.
(iii) If ϑ ∈ (− 1
2pi
, 1
pi
), then v0(ϑ) = 0 ∈ Λϑ and mϑ(0) = 1.
(iv) If ϑ = 1
pi
, then v0(
1
pi
) = 0, 0,±i ∈ Λ 1
pi
and m 1
pi
(0) = m 1
pi
(±i) = 1.
(v) If ϑ > 1
pi
, then v0(ϑ) > 0, v0(ϑ) /∈ Λϑ and mϑ(v0(ϑ)) = 1.
Finally, we have to calculate m˜ϑ(λ) for some specific λ ∈ Λϑ to derive the sign of v∗ϑ.
Namely, if ϑ 6= − 1
2pi
, then we have
Pϑ,0(t) = cϑ,0,0 = Aϑ,−1(0)
∫ 0
−2pi
sin(u) du = 0,
hence m˜ϑ(0) = −∞. Futhermore, if ϑ = − 12pi , then we have
P− 1
2pi
,0(t) = c− 1
2pi
,0,0 + c− 1
2pi
,0,1 t
= A− 1
2pi
,−1(0)
∫ 0
−2pi
sin(u) du+ A− 1
2pi
,−2(0)
∫ 0
−2pi
u sin(u) du+ A− 1
2pi
,−2(0) t
∫ 0
−2pi
sin(u) du
= −2piA− 1
2pi
,−2(0) 6= 0,
hence m˜− 1
2pi
(0) = 0. In the other cases the leading coefficient cϑ,λ,mϑ(λ)−1 does not vanish,
thus m˜ϑ(λ) = mϑ(λ)− 1, consequently, we conclude the following final results:
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(i) If ϑ < − 1
2pi
, then v∗ϑ = v0(ϑ) > 0, m
∗
ϑ = 0 and Hϑ = ∅, hence the LAMN property
holds with scaling e−v0(ϑ)T , T ∈ R++.
(ii) If ϑ = − 1
2pi
, then v∗− 1
2pi
= v0(− 12pi ) = 0 and m− 12pi
∗
= 0, hence the LAQ property holds
with scaling T−1, T ∈ R++.
(iii) If ϑ ∈ (− 1
2pi
, 1
pi
), then v∗ϑ < 0, hence the LAN property holds with scaling T
−1/2,
T ∈ R++, although v0(ϑ) = 0.
(iv) If ϑ = 1
pi
, then v∗1
pi
= v0(
1
pi
) = 0 and m∗1
pi
= 0, hence the LAQ property holds with
scaling T−1, T ∈ R++.
(v) If ϑ > 1
pi
, then v∗ϑ > 0, m
∗
ϑ = 0 and Hϑ = {κ0(ϑ)}, where κ0(ϑ) = | Im(λ0(ϑ))| is
given by Re(λ0(ϑ)) = v
∗
ϑ. Hence the PLAMN property holds with period
2pi
κ0(ϑ)
and
with scaling e−v0(ϑ)T , T ∈ R++.
4 Proofs
For each ϑ ∈ R and each t ∈ [r,∞), by (1.4), we have
Y (ϑ)(t) = X0(0)
∫
[−r,0]
x0,ϑ(t+ u) du+
∫
[−r,0]
∫
[0,t+u]
W (t+ u− s) dx0,ϑ(s) a(du)
+ ϑ
∫
[−r,0]
∫
[−r,0]
∫ 0
v
x0,ϑ(t+ u+ v − s)X0(s) ds a(dv) a(du).
Here we have ∫
[−r,0]
∫
[−r,0]
∫ 0
v
x0,ϑ(t+ u+ v − s)X0(s) ds a(dv) a(du)
=
∫
[−r,0]
∫
[−r,0]
∫ 0
v
x0,ϑ(t+ u+ v − s)X0(s) ds a(du) a(dv)
=
∫
[−r,0]
∫ 0
v
X0(s)
∫
[−r,0]
x0,ϑ(t+ u+ v − s) a(du) ds a(dv),
and ∫
[−r,0]
∫ t+u
0
x0,ϑ(t+ u− s) dW (s) a(du)
=
∫ t−r
0
∫
[−r,0]
x0,ϑ(t+ u− s) a(du) dW (s) +
∫ t
t−r
∫
[s−t,0]
x0,ϑ(t+ u− s) a(du) dW (s)
=
∫ t
0
∫
[−r,0]
x0,ϑ(t+ u− s) a(du) dW (s),
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since t ∈ [r,∞), s ∈ [t − r, t] and u ∈ [−r, s − t) imply t + u − s ∈ [−r, 0), and hence
x0,ϑ(t+ u− s) = 0. Consequently, the process
(
Y (ϑ)(t)
)
t∈[r,∞) has a representation
(4.1) Y (ϑ)(t) = yϑ(t)X0(0) + ϑ
∫
[−r,0]
∫ 0
v
yϑ(t+ v − s)X0(s) ds a(dv) +
∫ t
0
yϑ(t− s) dW (s)
for t ∈ [r,∞) with
yϑ(t) :=
∫
[−r,0]
x0,ϑ(t+ u) a(du), t ∈ R+.
Applying Lemma 1.1, we obtain
yϑ(t) =
∑
λ∈Λϑ
Re(λ)>c
∫
[−r,0]
Res
z=λ
(
ez(t+u)
hϑ(z)
)
a(du) +
∫
[−r,0]
ψϑ,c(t+ u) a(du).
Here we have ∫
[−r,0]
ψϑ,c(t+ u) a(du) = o(e
ct) as t→∞.
Indeed,
lim
t→∞
e−ct
∫
[−r,0]
ψϑ,c(t+ u) a(du) = lim
t→∞
∫
[−r,0]
[e−c(t+u)ψϑ,c(t+ u)]ecu a(du) = 0,
since a is a finite signed measure on [−r, 0]. Moreover,
Res
z=λ
(
ez(t+u)
hϑ(z)
)
= eλ(t+u)
−1∑
k=−mϑ(λ)
Aϑ,k(λ)
(−1− k)! (t+ u)
−1−k
= eλ(t+u)
−1∑
k=−mϑ(λ)
Aϑ,k(λ)
−1−k∑
`=0
t`u−1−k−`
`! (−1− k − `)!
= eλ(t+u)
mϑ(λ)−1∑
`=0
t`
`!
−1−`∑
k=−mϑ(λ)
Aϑ,k(λ)
(−1− k − `)! u
−1−k−`
= eλt
mϑ(λ)−1∑
`=0
t`
`!
Res
z=λ
(
(z − λ)`ezu
hϑ(z)
)
.
Consequently, we obtain for each ϑ ∈ R and each c ∈ R, the representation
(4.2) yϑ(t) =
∑
λ∈Λϑ
Re(λ)>c
Pϑ,λ(t) e
λt + Ψϑ,c(t) as t→∞,
where Ψϑ,c : R+ → R is a continuous function with Ψϑ,c(t) = o(ect) as t → ∞. Hence we
need to analyse the asymptotic behavior of the right hand side of (4.1) as T →∞, replacing
yϑ(t) by Pϑ,λ(t)e
λt.
First we derive a good estimate for the second term of the right hand side of (4.1).
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4.1 Lemma. Let (y(t))t∈R+ be a continuous deterministic function. Let a be a signed
measure on [−r, 0]. Put
I(t) :=
∫
[−r,0]
∫ 0
u
y(t+ u− s)X0(s) ds a(du), t ∈ [r,∞).
Then for each T ∈ [r,∞),
I(T )2 6 |a|([−r, 0])
∫ 0
−r
X0(s)
2 ds
∫ T
0
y(v)2 dv 6 ‖a‖
∫ 0
−r
X0(s)
2 ds
∫ T
0
y(v)2 dv,(4.3)
∫ T
r
I(t)2 dt 6
∫
[−r,0]
(−u) |a|(du)
∫ 0
−r
X0(s)
2 ds
∫ T
0
y(v)2 dv
6 r‖a‖
∫ 0
−r
X0(s)
2 ds
∫ T
0
y(v)2 dv,
(4.4)
where |a| and ‖a‖ := |a|([−r, 0]) denotes the variation and the total variation of the signed
measure a, respectively.
Proof. For each t ∈ [r,∞), by Fubini’s theorem,
I(t) =
∫ 0
−r
X0(s)
∫
[−r,s]
y(t+ u− s) a(du) ds.
By the Cauchy–Schwarz inequality,
I(t)2 6
∫ 0
−r
X0(s)
2 ds
∫ 0
−r
(∫
[−r,s]
y(t+ u− s) a(du)
)2
ds
6
∫ 0
−r
X0(s)
2 ds
∫ 0
−r
∫
[−r,s]
y(t+ u− s)2 |a|(du) ds,
where, by Fubini’s theorem,∫ 0
−r
∫
[−r,s]
y(t+ u− s)2 |a|(du) ds =
∫
[−r,0]
∫ 0
u
y(t+ u− s)2 ds |a|(du)
=
∫
[−r,0]
∫ t
t+u
y(v)2 dv |a|(du) 6
∫
[−r,0]
|a|(du)
∫ t
0
y(v)2 dv,
hence we obtain (4.3). Moreover,∫ T
r
I(t)2 dt 6
∫ 0
−r
X0(s)
2 ds
∫ T
r
∫ 0
−r
∫
[−r,s]
y(t+ u− s)2 |a|(du) ds dt,
11
where, by Fubini’s theorem,∫ T
r
∫ 0
−r
∫
[−r,s]
y(t+ u− s)2 |a|(du) ds dt =
∫ 0
−r
∫
[−r,s]
∫ T
r
y(t+ u− s)2 dt |a|(du) ds
=
∫ 0
−r
∫
[−r,s]
∫ T+u−s
r+u−s
y(v)2 dv |a|(du) ds 6
∫ T
0
y(v)2 dv
∫ 0
−r
∫
[−r,s]
|a|(du) ds
=
∫ T
0
y(v)2 dv
∫
[−r,0]
∫ 0
u
ds |a|(du) =
∫ T
0
y(v)2 dv
∫
[−r,0]
(−u) |a|(du),
hence we obtain (4.4). 2
4.2 Lemma. Let (y(t))t∈R+ be a continuous deterministic function with
∫∞
0
y(t)2 dt < ∞.
Let ϑ ∈ R. Suppose that (Y (t))t∈R+ is a continuous stochastic process such that
(4.5) Y (t) = y(t)X0(0) + ϑ
∫
[−r,0]
∫ 0
v
y(t+ v − s)X0(s) ds a(dv) +
∫ t
0
y(t− s) dW (s)
for t ∈ [r,∞). Then
1
T
∫ T
0
Y (t) dt
P−→ 0 as T →∞,(4.6)
1
T
∫ T
0
Y (t)2 dt
P−→
∫ ∞
0
y(t)2 dt as T →∞.(4.7)
Proof. Applying Lemma 4.3 in Gushchin and Ku¨chler [3] for the special case X0(s) = 0,
s ∈ [−1, 0], we obtain
1
T
∫ T
0
∫ t
0
y(t− s) dW (s) dt P−→ 0 as T →∞,
1
T
∫ T
0
(∫ t
0
y(t− s) dW (s)
)2
dt
P−→
∫ ∞
0
y(t)2 dt as T →∞.
We have
1
T
∫ T
0
Y (t) dt =
1
T
∫ r
0
Y (t) dt+X0(0)I1(T ) +
ϑ
T
∫ T
r
Z(t) dt+
1
T
∫ T
r
∫ t
0
y(t− s) dW (s) dt
for T ∈ R+ with
I1(T ) :=
1
T
∫ T
r
y(t) dt, T ∈ R+,
Z(t) :=
∫
[−r,0]
∫ 0
u
y(t+ u− s)X0(s) ds a(du), t ∈ [r,∞).(4.8)
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By the Cauchy–Schwarz inequality and by (4.4),
|I1(T )| 6
√∫ T
r
1
T 2
dt
∫ T
r
y(t)2 dt 6
√
1
T
∫ ∞
0
y(t)2 dt→ 0,
∣∣∣∣ 1T
∫ T
r
Z(t) dt
∣∣∣∣ 6
√
1
T
∫ T
r
Z(t)2 dt 6
√
r‖a‖
T
∫ 0
−r
X0(s)2 ds
∫ ∞
0
y(v)2 dv
a.s.−→ 0
as T →∞, hence we obtain (4.6). Moreover,
1
T
∫ T
0
Y (t)2 dt =
1
T
∫ r
0
Y (t)2 dt+ I2(T ) + 2I3(T ) +
1
T
∫ T
r
(∫ t
0
y(t− s) dW (s)
)2
dt
for T ∈ R+, with
I2(T ) :=
1
T
∫ T
r
(y(t)X0(0) + ϑZ(t))
2 dt,
I3(T ) :=
1
T
∫ T
r
(yi(t)X0(0) + ϑZi(t))
(∫ t
0
yi(t− s) dW (s)
)
dt.
Again by (4.4),
0 6 I2(T ) 6
1
T
∫ T
r
2(y(t)2X0(0)
2 + ϑ2Z(t)2) dt
6 2X0(0)
2
T
∫ ∞
0
y(t)2 dt+
2
T
ϑ2r‖a‖
∫ 0
−r
X0(s)
2 ds
∫ ∞
0
y(v)2 dv
a.s.−→ 0
as T →∞, and
|I3(T )| 6 2
T
√∫ T
r
(y(t)X0(0) + ϑZ(t))2 dt
∫ T
r
(∫ t
0
y(t− s) dW (s)
)2
dt
= 2
√
I2(T )
T
∫ T
r
(∫ t
0
y(t− s) dW (s)
)2
dt
P−→ 0 as T →∞,
hence we obtain (4.7). 2
4.3 Lemma. Let y`(t) = t
α` Re(c` e
λ`t), t ∈ R+, ` ∈ {1, 2}, with some α` ∈ Z+, c`, λ` ∈ C
with Re(λ`) ∈ R++, ` ∈ {1, 2}. Let ϑ ∈ R. Suppose that (Y`(t))t∈R+, ` ∈ {1, 2},
are continuous stochastic processes admitting representation (4.5) on [r,∞) with y = y`,
` ∈ {1, 2}, respectively. Then
(4.9) t−α1e−tRe(λ1)Y1(t)− Re
(
c1U
(ϑ)
λ1
eit Im(λ1)
) a.s.−→ 0, as t→∞,
and
(4.10)
T−α1−α2e−T Re(λ1+λ2)
∫ T
0
Y1(t)Y2(t) dt
−
∫ ∞
0
e−tRe(λ1+λ2) Re
(
c1U
(ϑ)
λ1
ei(T−t) Im(λ1)
)
Re
(
c2U
(ϑ)
λ2
ei(T−t) Im(λ2)
)
dt
a.s.−→ 0,
13
as T →∞. Particularly, if c1, c2 ∈ R and λ1, λ2 ∈ R++, then
t−α1e−λ1tY1(t)
a.s.−→ c1U (ϑ)λ1 , as t→∞,
T−α1−α2e−T (λ1+λ2)
∫ T
0
Y1(t)Y2(t) dt
a.s.−→ c1c2
λ1 + λ2
U
(ϑ)
λ1
U
(ϑ)
λ1
, as T →∞.
Proof. Note that
t−α1e−tRe(λ1)Y1(t)− Re
(
c1U
(ϑ)
λ1
eit Im(λ1)
)
= −I1(t) + I2(t)− I3(t), t ∈ [r,∞),
with
I1(t) := ϑ
∫
[−r,0]
∫ 0
v
[
1−
(
1− s− v
t
)α1]
Re
(
c1e
it Im(λ1)−λ1(s−v))X0(s) ds a(dv),
I2(t) :=
∫ t
0
[(
1− s
t
)α1 − 1]Re(c1eit Im(λ1)−λ1s) dW (s),
I3(t) :=
∫ ∞
t
Re
(
c1e
it Im(λ1)−λ1s) dW (s).
By the dominated convergence theorem, I1(t)
a.s.−→ 0 as t→∞. Moreover,
I2(t) =
α1∑
k=1
(−1)k
(
α1
k
)
t−k
∫ t
0
sk Re
(
c1e
it Im(λ1)−λ1s) dW (s) a.s.−→ 0 as t→∞
by the strong law of martingales, see, e.g., Liptser and Shiryaev [8, Chapter 2, §6, Theorem
10]. Obviously, I3(t)
a.s.−→ 0 as t→∞, hence we obtain (4.9).
In order to prove (4.10), put
V`(t) := Re
(
c` U
(ϑ)
λ`
eit Im(λ`)
)
, t ∈ R, ` ∈ {1, 2}.
For each T ∈ R+, we have∫ T
0
e−tRe(λ1+λ2)V1(T − t)V2(T − t) dt = e−T Re(λ1+λ2)
∫ T
0
etRe(λ1+λ2)V1(t)V2(t) dt,
hence
T−α1−α2e−T Re(λ1+λ2)
∫ T
0
Y1(t)Y2(t) dt−
∫ ∞
0
e−tRe(λ1+λ2)V1(T − t)V2(T − t) dt
= J1(T ) + J2(T ) + J3(t)− J4(T )− J5(T )
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with
J1(T ) := T
−α1−α2e−T Re(λ1+λ2)
∫ T
0
[Y1(t)− tα1etRe(λ1)V1(t)][Y2(t)− tα2etRe(λ2)V2(t)] dt,
J2(T ) := T
−α1−α2e−T Re(λ1+λ2)
∫ T
0
[Y1(t)− tα1etRe(λ1)V1(t)]tα2etRe(λ2)V2(t) dt,
J3(T ) := T
−α1−α2e−T Re(λ1+λ2)
∫ T
0
[Y2(t)− tα2etRe(λ2)V2(t)]tα1etRe(λ1)V1(t) dt,
J4(T ) := e
−T Re(λ1+λ2)
∫ T
0
(
1− t
α1+α2
Tα1+α2
)
etRe(λ1+λ2)V1(t)V2(t) dt,
J5(T ) :=
∫ ∞
T
e−tRe(λ1+λ2)V1(T − t)V2(T − t) dt.
By (4.9) and L’Hoˆspital’s rule, J1(T )
a.s.−→ 0 as T →∞. By the Cauchy–Schwarz inequality,
|J2(T )| 6
√
J6(T )J7(T ), T ∈ R+, where, by (4.9) and L’Hoˆspital’s rule,
J6(T ) := T
−2α1e−2T Re(λ1)
∫ T
0
[Y1(t)− tα1etRe(λ1)V1(t)]2 dt a.s.−→ 0, as T →∞,
and
J7(T ) := T
−2α2e−2T Re(λ2)
∫ T
0
t2α2e2tRe(λ2)V2(t)
2 dt
=
∫ T
0
(
1− t
T
)2α2
e−2tRe(λ2)V2(T − t)2 dt 6 1
2 Re(λ2)
sup
t∈R
V2(t)
2 <∞ a.s.,
since (V2(t))t∈R is a continuous and periodic process. Consequently, J2(T )
a.s.−→ 0 as T →∞.
In a similar way, J3(T )
a.s.−→ 0 as T →∞, and
J4(T ) 6
(
sup
t∈R
|V1(t)V2(t)|
)
e−T Re(λ1+λ2)
∫ T
0
(
1− t
α1+α2
Tα1+α2
)
etRe(λ1+λ2) dt
=
(
sup
t∈R
|V1(t)V2(t)|
)∫ T
0
[
1−
(
1− t
T
)α1+α2]
e−tRe(λ1+λ2) dt a.s.−→ 0
as T →∞ by the dominated convergence theorem. Finally,
|J5(T )| 6 e
−T Re(λ1+λ2)
Re(λ1 + λ2)
sup
t∈R
|V1(t)V2(t)| a.s.−→ 0 as T →∞,
hence we obtain (4.10). 2
Proof of Theorem 3.1. The continuous process
(
Y (ϑ)(t)
)
t∈R+ admits the representation
(4.1) on [r,∞). The aim of the following discussion is to show that the function (yϑ(t))t∈R+
is square integrable. Let c ∈ (v∗ϑ, 0), and apply the representation (4.2). By the definition of
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v∗ϑ, we obtain Pϑ,λ = 0 for each λ ∈ Λϑ with Re(λ) > v∗ϑ, and hence for each λ ∈ Λϑ with
Re(λ) > c. Thus the representation (4.2) gives yϑ(t) = o(ect) as t→∞. Since (yϑ(t))t∈R+
is continuous, the function (e−ctyϑ(t))t∈R+ is bounded, implying
∫∞
0
yϑ(t)
2 dt < ∞. Hence
we can apply Lemma 4.2 to obtain
Jϑ,T =
1
T
∫ T
0
Y (ϑ)(t)2 dt =
1
T
∫ r
0
Y (ϑ)(t)2 dt+
1
T
∫ T
r
Y (ϑ)(t)2 dt
P−→
∫ ∞
0
yϑ(t)
2 dt = Jϑ
as T →∞, where Jϑ > 0, since x0,ϑ 6= 0 and a 6= 0 implies yϑ 6= 0.
In case of ϑ = 0, we have h0(λ) = λ, Λ0 = {0}, m0(0) = 1 and P0,0(t) =
A0,−1(0)
∫
[−r,0] a(du) = a([−r, 0]), t ∈ R, since 1/h0(z) = z−1 yields A0,−1(0) = 1. The
assumption a([−r, 0]) = 0 implies P0,0 = 0, and hence v∗0 = −∞ and m∗0 = −∞. Moreover,
the assumption a([−r, 0]) = 0 yields
y0(t) =
∫
[−r,0]
x0,0(t+ u) a(du) =
{
0 if t ∈ [r,∞),
a([−t, 0]) if t ∈ [0, r],
and we obtain the formula for J0.
Further, the process
M (ϑ)(T ) :=
∫ T
0
Y (ϑ)(t) dW (t), T ∈ R+,
is a continuous martingale with M (ϑ)(0) = 0 and with quadratic variation
〈M (ϑ)〉(T ) =
∫ T
0
Y (ϑ)(t)2 dt,
hence Theorem VIII.5.42 of Jacod and Shiryaev [6] yields the statement. 2
Proof of Theorem 3.2. For each T ∈ R++, we have
∆ϑ,T =
1
Tm
∗
ϑ+1
∫ T
0
Y (ϑ)(t) dW (t), Jϑ,T =
1
T 2(m
∗
ϑ+1)
∫ T
0
Y (ϑ)(t)2 dt.
The continuous process
(
Y (ϑ)(t)
)
t∈R+ admits the representation (4.1) on [r,∞). We choose
c < 0 with c > sup{Re(λ) : λ ∈ Λϑ, Re(λ) < 0}, and apply the representation (4.2). The
assumption v∗ϑ = 0 yields that Pϑ,λ = 0 for each λ ∈ Λϑ with Re(λ) > 0, hence we obtain
(4.11) yϑ(t) =
∑
λ∈Λϑ∩(iR)
Pϑ,λ(t) e
it Im(λ) + Ψϑ,c(t), t ∈ R+.
The leading term of the polynomial Pϑ,λ is cϑ,λ,m∗ϑt
m˜ϑ(λ), thus, by the representation (4.1),
(4.12) Y (ϑ)(t) =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑ e
it Im(λ)
∫ t
0
(t− s)m∗ϑe−is Im(λ) dW (s) + Y˜ (t), t ∈ R+,
16
where (Y˜ (t))t∈R+ is a continuous process satisfying
Y˜ (t) := yϑ(t)X0(0) + ϑIϑ(t) + IΨ(t) + S(t), t ∈ [r,∞),
with
Iϑ(t) :=
∫
[−r,0]
∫ 0
v
yϑ(t+ v − s)X0(s) ds a(dv), IΨ(t) :=
∫ t
0
Ψϑ,c(t− s) dW (s),
S(t) :=
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)∧(m∗ϑ−1)∑
`=0
cϑ,λ,`I`(t), I`(t) :=
∫ t
0
(t− s)`eλ(t−s) dW (s),
for t ∈ [r,∞) and ` ∈ Z+. The aim of the following discussion is to show that
T−2(m
∗
ϑ+1)
∫ T
r
Y˜ (t)2 dt
P−→ 0 as T → ∞. First we show that T−2(m∗ϑ+1) ∫ T
r
yϑ(t)
2 dt → 0
as T →∞. For each λ ∈ Λϑ with Re(λ) = 0, we have
T−2(m
∗
ϑ+1)
∫ T
r
|Pϑ,λ(t)eλt|2 dt = T−2(m∗ϑ+1)
∫ T
r
|Pϑ,λ(t)|2 dt→ 0 as T →∞,
since the degree of the complex-valued polynomial Pϑ,λ is m˜ϑ(λ), which is at most m
∗
ϑ.
Moreover,
T−2(m
∗
ϑ+1)
∫ T
r
Ψϑ,c(t)
2 dt 6 T−2
∫ T
r
Ψϑ,c(t)
2 dt 6 T−2
∫ ∞
r
Ψϑ,c(t)
2 dt→ 0
as T →∞, since ∫∞
r
|Ψϑ,c(t)|2 dt <∞, because the function (e−ct|Ψϑ,c(t)|)t∈R+ is bounded.
Thus, by the representation (4.11), we obtain T−2(m
∗
ϑ+1)
∫ T
r
yϑ(t)
2 dt→ 0 as T →∞. Next,
by Lemma 4.1, ∫ T
r
Iϑ(t)
2 dt 6 r‖a‖
∫ 0
−r
X0(s)
2 ds
∫ T
0
yϑ(v)
2 dv,
hence we obtain T−2(m
∗
ϑ+1)
∫ T
r
Iϑ(t)
2 dt
P−→ 0 as T →∞. Further, we have
(4.13)
E
(∫ T
r
IΨ(t)
2 dt
)
=
∫ T
r
(∫ t
0
Ψϑ,c(t− s)2 ds
)
dt =
∫ T
r
(∫ t
0
Ψϑ,c(u)
2 du
)
dt
=
∫ T
r
Ψϑ,c(u)
2
(∫ T
u
dt
)
du =
∫ T
r
(T − u)Ψϑ,c(u)2 du 6 T
∫ T
r
Ψϑ,c(u)
2 du,
hence T−2
∫ T
r
IΨ(t)
2 dt
P−→ 0 as T → ∞. Finally, for each λ ∈ Λϑ with Re(λ) = 0 and
each ` ∈ Z+ with ` 6 m∗ϑ − 1, we have T−2(m∗ϑ+1)
∫ T
0
I`(t)
2 dt
P−→ 0 as T →∞. Indeed,
1
T 2(m
∗
ϑ+1)
E
(∫ T
0
I`(t)
2 dt
)
=
1
T 2(m
∗
ϑ+1)
∫ T
0
(∫ t
0
(t− s)2` ds
)
dt
=
1
T 2(m
∗
ϑ+1)
∫ T
0
(∫ t
0
u2` du
)
dt =
1
(2`+ 1)(2`+ 2)T 2(m
∗
ϑ−`)
→ 0 as T →∞.
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Hence we conclude T−2(m
∗
ϑ+1)
∫ T
0
Y˜ (t)2 dt
P−→ 0 as T →∞.
Introduce the complex-valued processes (Zϕ,`(t))t∈R+ , ϕ ∈ R, ` ∈ Z+, by
Zϕ,`(t) :=
∫ t
0
(t− s)`e−iϕs dW (s).
Note that Z0,0 = W . For each T ∈ R++, consider the complex-valued processes (ZTϕ,`(t))s∈[0,1],
ϕ ∈ R, ` ∈ Z+, and the real-valued process (XT (s))s∈[0,1], defined by
ZTϕ,`(s) :=
1
T `+
1
2
Zϕ,`(Ts) =
∫ s
0
(s− u)`e−iTϕu dW T (u),
XT (s) :=
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑe
iTs Im(λ)ZTIm(λ),m∗ϑ(s).
Then, for each T ∈ R++, we have
Y (ϑ)(t) = Tm
∗
ϑ+
1
2XT
(
t
T
)
+ Y˜ (t), t ∈ R+,
and hence,
∆ϑ,T =
1√
T
∫ T
0
XT
( t
T
)
dW (t) + I1(T ) =
∫ 1
0
XT (s) dW T (s) + I1(T ),
Jϑ,T =
1
T
∫ T
0
∣∣∣XT( t
T
)∣∣∣2dt+ 2I2(T ) + I3(T ) = ∫ 1
0
|XT (s)|2 ds+ 2I2(T ) + I3(T ),
with
I1(T ) :=
1
Tm
∗
ϑ+1
∫ T
0
Y˜ (t) dW (t), I2(T ) :=
1
Tm
∗
ϑ+
3
2
∫ T
0
Re
(
XT
( t
T
)
Y˜ (t)
)
dt,
I3(T ) :=
1
T 2(m
∗
ϑ+1)
∫ T
0
|Y˜ (t)|2 dt.
Introducing the process
Y T (t) :=
∫ t
0
XT (s) dW T (s), t ∈ R+, T ∈ R++,
we have ∫ t
0
XT (s)2 ds = [Y T , Y T ](t), t ∈ R+, T ∈ R++,
where ([U, V ](t))t∈R+ denotes the quadratic covariation process of the processes (U(t))t∈R+
and (V (t))t∈R+ . Moreover,
Y T (t) =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑ
∫ t
0
eiTs Im(λ)ZTIm(λ),m∗ϑ(s) dW
T (s)
=
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑ
∫ t
0
ZTIm(λ),m∗ϑ(s) dZ
T
Im(λ),0(s).
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By the functional central limit theorem,(
ZTIm(λ),0 : λ ∈ Λϑ ∩ (iR)
) D−→ (ZIm(λ),0 : λ ∈ Λϑ ∩ (iR)), as T →∞,
since
ZTϕ,0(s) =
∫ s
0
cos(Tϕu) dW (u)− i
∫ s
0
sin(Tϕu) dW (u), ZT−ϕ,0(s) = Z
T
ϕ,0(s),
for all s ∈ [0, 1], ϕ ∈ R and T ∈ R++, and∫ s
0
cos(Tϕ1u) cos(Tϕ2u) du =
1
2
∫ s
0
[cos(T (ϕ1 − ϕ2)u) + cos(T (ϕ1 + ϕ2)u)] du
=

s
2
+ sin(2Tϕ1s)
4Tϕ1
→ s
2
, if ϕ1 = ϕ2,
sin(T (ϕ1−ϕ2)s)
2T (ϕ1−ϕ2) +
sin(T (ϕ1+ϕ2)s)
2T (ϕ1+ϕ2)
→ 0, if ϕ1 6= ϕ2,∫ s
0
sin(Tϕ1u) sin(Tϕ2u) du =
1
2
∫ s
0
[cos(T (ϕ1 − ϕ2)u)− cos(T (ϕ1 + ϕ2)u)] du
=

s
2
− sin(2Tϕ1s)
4Tϕ1
→ s
2
, if ϕ1 = ϕ2,
sin(T (ϕ1−ϕ2)s)
2T (ϕ1−ϕ2) −
sin(T (ϕ1+ϕ2)s)
2T (ϕ1+ϕ2)
→ 0, if ϕ1 6= ϕ2,∫ s
0
sin(Tϕ1u) cos(Tϕ2u) du =
1
2
∫ s
0
[sin(T (ϕ1 + ϕ2)u) + sin(T (ϕ1 − ϕ2)u)] du
=

1−cos(2Tϕ1s)
4Tϕ1
→ 0, if ϕ1 = ϕ2,
1−cos(T (ϕ1+ϕ2)s)
2T (ϕ1+ϕ2)
+ 1−cos(T (ϕ1−ϕ2)s)
2T (ϕ1−ϕ2) → 0, if ϕ1 6= ϕ2,
as T →∞ for all s ∈ [0, 1] and ϕ1, ϕ2 ∈ R+. Consequently,(
ZTIm(λ),0, Z
T
Im(λ),mϑ
: λ ∈ Λϑ ∩ (iR)
) D−→ (ZIm(λ),0,ZIm(λ),mϑ : λ ∈ Λϑ ∩ (iR)), as T →∞,
and hence, by Itoˆ’s formula and the continuous mapping theorem,
Y T
D−→ Y as T →∞
with
Y(t) =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑ
∫ t
0
ZIm(λ),m∗ϑ(s) dZIm(λ),0(s).
Further, by Corollary 4.12 in Gushchin and Ku¨chler [3],
(Y T (1), [Y T , Y T ](1))
D−→ (Y(1), [Y ,Y ](1)) as T →∞.
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We also have
Y(t) = 1{0∈Λϑ, m˜ϑ(0)=m∗ϑ}cϑ,0,m∗ϑ
∫ t
0
Z0,m∗ϑ(s) dW(s)
+
1√
2
∑
λ∈Λϑ∩(iR++)
m˜ϑ(λ)=m
∗
ϑ
[∫ t
0
(
cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s) + cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s)
)
dWIm(λ),Re(s)
+
∫ t
0
(
−cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s) + cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s)
)
dWIm(λ),Im(s)
]
= 1{0∈Λϑ, m˜ϑ(0)=m∗ϑ}cϑ,0,m∗ϑ
∫ t
0
Z0,m∗ϑ(s) dW(s)
+
√
2
∑
λ∈Λϑ∩(iR++)
m˜ϑ(λ)=m
∗
ϑ
[∫ t
0
Re
(
cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s)
)
dWIm(λ),Re(s)
−
∫ t
0
Im
(
cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s)
)
dWIm(λ),Im(s)
]
,
hence
[Y ,Y ](1) = 1{0∈Λϑ, m˜ϑ(0)=m∗ϑ}c2ϑ,0,m∗ϑ
∫ 1
0
Z0,m∗ϑ(s)2 ds
+ 2
∑
λ∈Λϑ∩(iR++)
m˜ϑ(λ)=m
∗
ϑ
[∫ 1
0
Re
(
cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s)
)2
ds+
∫ 1
0
Im
(
cϑ,λ,m∗ϑZIm(λ),m∗ϑ(s)
)2
ds
]
=
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
|cϑ,λ,m∗ϑ|2
∫ 1
0
|ZIm(λ),m∗ϑ(s)|2 ds.
Recall that I3(T )
P−→ 0 as T →∞, which also implies I1(T ) P−→ 0 as T →∞. Further,
|I2(T )| 6
√
1
T 2`+3
∫ T
0
∣∣∣XT( t
T
)∣∣∣2dt∫ T
0
|Y˜ (t)|2 dt =
√∫ 1
0
|XT (s)|2 ds 1
T 2
∫ T
0
|Y˜ (t)|2 dt P−→ 0
as T →∞, hence we obtain
(∆ϑ,T , Jϑ,T )
D−→ (∆ϑ, Jϑ) as T →∞.
Moreover, we have Jϑ > 0 almost surely. Indeed, Jϑ = 0 would imply
∫ 1
0
|ZIm(λ),m∗ϑ(s)|2 ds = 0
for all λ ∈ {λ ∈ Λϑ ∩ (iR) : m˜ϑ(λ) = m∗ϑ}, which, in turn, would imply ZIm(λ),m∗ϑ(s) = 0 for
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all s ∈ [0, 1]. But this is in a contradiction with the fact that ZIm(λ),m∗ϑ is a non-degenerate
Gaussian process. 2
Proof of Theorem 3.3. We have
Jϑ,T = T
−2m∗ϑe−2v
∗
ϑT
∫ T
0
Y (ϑ)(t)2 dt, T ∈ R+.
The process (Y (ϑ)(t))t∈[r,∞) admits the representation (4.1). We choose c < v∗ϑ with c >
sup{Re(λ) : λ ∈ Λϑ, Re(λ) < v∗ϑ}, and apply the representation (4.2). By the definition of v∗ϑ,
we obtain Pϑ,λ = 0 for each λ ∈ Λϑ with Re(λ) > v∗ϑ, hence we obtain
(4.14) yϑ(t) =
∑
λ∈Λϑ∩(v∗ϑ+iR)
m˜ϑ(v
∗
ϑ)∑
`=0
cϑ,λ,` t
`eλt + Ψϑ,c(t), t ∈ R+.
For each λ ∈ Λϑ and ` ∈ {0, . . . , m˜ϑ(λ)}, we have
cϑ,λ,` t
`eλt + cϑ,λ,` t
`eλt = t`
(
cϑ,λ,` e
λt + cϑ,λ,` eλt
)
= 2t` Re
(
cϑ,λ,` e
λt
)
= t`
[
Re
(
cϑ,λ,` e
λt
)
+ Re
(
cϑ,λ,` e
λt
)]
,
hence (4.14) can also be written in the form
yϑ(t) =
∑
λ∈Λϑ∩(v∗ϑ+iR)
m˜ϑ(λ)∑
`=0
t` Re
(
cϑ,λ,` e
λt
)
+ Ψϑ,c(t), t ∈ R+.
Consequently, by the representation (4.1), we have
(4.15) Y (ϑ)(t) = Y (t) + Y˜ (t), t ∈ R+,
with
Y (t) :=
∑
λ∈Λϑ∩(v∗ϑ+iR)
m˜ϑ(λ)∑
`=0
Yϑ,λ,`(t), t ∈ R+,
where the continuous processes (Yϑ,λ,`(t))t∈R+ , λ ∈ Λ, ` ∈ {0, . . . , m˜ϑ(v∗ϑ)}, and (Y˜ (t))t∈R+
admit representation (4.5) on [r,∞) with y(t) = t` Re(cϑ,λ,`eλt), λ ∈ Λ, ` ∈ {0, . . . , m˜ϑ(v∗ϑ)},
and with y(t) = Ψϑ,c(t), t ∈ R+, respectively. The aim of the following discussion is to show
that T−2m
∗
ϑe−2v
∗
ϑT
∫ T
0
Y˜ (t)2 dt
P−→ 0 as T →∞. We have
Y˜ (t) := Ψϑ,c(t)X0(0) + ϑIϑ(t) + IΨ(t), t ∈ [r,∞),
with
Iϑ(t) :=
∫
[−r,0]
∫ 0
v
Ψϑ,c(t+ v − s)X0(s) ds a(dv), IΨ(t) :=
∫ t
0
Ψϑ,c(t− s) dW (s).
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The function (e−ctΨϑ,c(t))t∈R+ is bounded, hence |Ψϑ,c(t)| 6 Cect for all t ∈ R+ with
C := supt∈R+ e
−ct|Ψϑ,c(t)| <∞, hence
T−2m
∗
ϑe−2v
∗
ϑT
∫ T
r
Ψϑ,c(t)
2 dt 6 e−2v∗ϑT
∫ T
0
C2e2ct dt =
C2
2c
e−2(v
∗
ϑ−c)T → 0 as T →∞.
Next, by Lemma 4.1, ∫ T
r
Iϑ(t)
2 dt 6 r‖a‖
∫ 0
−r
X0(s)
2 ds
∫ T
0
ψϑ(v)
2 dv,
hence we obtain T−2m
∗
ϑe−2v
∗
ϑT
∫ T
0
Iϑ(t)
2 dt
P−→ 0 as T → ∞. Finally, by (4.13),
T−2m
∗
ϑe−2v
∗
ϑT
∫ T
0
IΨ(t)
2 dt
P−→ 0 as T →∞, and we conclude T−2m∗ϑe−2v∗ϑT ∫ T
0
Y˜ (t)2 dt
P−→ 0
as T →∞.
Applying Lemma 4.3, we obtain
T−`1−`2e−2v
∗
ϑT
∫ T
0
Yϑ,λ1,`1(t)Yϑ,λ2,`2(t) dt
−
∫ ∞
0
e−2v
∗
ϑt Re(cϑ,λ1,`1U
(ϑ)
λ1
ei(T−t) Im(λ1)) Re(cϑ,λ2,`2U
(ϑ)
λ2
ei(T−t) Im(λ2))dt a.s.−→ 0
as T → ∞ for each λ1, λ2 ∈ Λ with Re(λ1) = Re(λ2) = v∗ϑ and `1 ∈ {0, . . . , m˜ϑ(λ1)},
`2 ∈ {0, . . . , m˜ϑ(λ2)}. Consequently,
T−2m
∗
ϑe−2v
∗
ϑT
∫ T
0
Y (t)2 dt−
∫ ∞
0
e−2v
∗
ϑt
( ∑
λ∈Λϑ∩(v∗ϑ+iR)
Re
(
cϑ,λ,m∗ϑU
(ϑ)
λ e
i(T−t) Im(λ)))2dt a.s.−→ 0
as T → ∞, hence we obtain Jϑ,T − Jϑ(T ) a.s.−→ 0 as T → ∞. Since Hϑ 6= ∅ and the
numbers in Hϑ have a common divisor Dϑ, the process (Jϑ(t))t∈R+ is periodic with period
2pi
Dϑ
, and, by Theorem VIII.5.42 of Jacod and Shiryaev [6], we conclude
(∆ϑ,kD+d, Jϑ,kD+d)
D−→ (∆ϑ(d), Jϑ(d)) as k →∞
for all d ∈ [0, 2pi
Dϑ
)
. Moreover, we have Jϑ(d) > 0 almost surely for all d ∈
[
0, 2pi
Dϑ
)
. Indeed,
if Jϑ(d) = 0 almost surely for all d ∈
[
0, 2pi
Dϑ
)
, then
Re
( ∑
λ∈Λϑ∩(v∗ϑ+iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑU
(ϑ)
λ e
i(d−t) Im(λ)
)
= 0
for all d ∈ [0, 2pi
Dϑ
)
and t ∈ R++. But this is in a contradiction with the fact that the left-hand
side is a Gaussian random variable with variance∫ ∞
0
Re
 ∑
λ∈Λϑ∩(v∗ϑ+iR)
cϑ,λ,m∗ϑe
i(d−t) Im(λ)e−λs
2 ds 6= 0.
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Consequently we obtain that the family (ET )T∈R++ is PLAMN at ϑ.
If Hϑ = ∅, then Λϑ ∩ (v∗ϑ + iR) = {v∗ϑ} and m˜ϑ(v∗ϑ) = m∗ϑ, thus
T−2m
∗
ϑe−2v
∗
ϑT
∫ T
0
Y (t)2 dt
a.s.−→
∫ ∞
0
e−2v
∗
ϑt
(
cϑ,v∗ϑ,m∗ϑU
(ϑ)
λ
)2
dt = Jϑ, as T →∞.
By Theorem VIII.5.42 of Jacod and Shiryaev [6], we conclude
(∆ϑ,T , Jϑ,T )
D−→ (∆ϑ, Jϑ) as T →∞,
and we obtain that the family (ET )T∈R++ is LAMN at ϑ. 2
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