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Abstract—This work studies the learning ability of consensus
and diffusion distributed learners from continuous streams of
data arising from different but related statistical distributions.
Four distinctive features for diffusion learners are revealed
in relation to other decentralized schemes even under left-
stochastic combination policies. First, closed-form expressions for
the evolution of their excess-risk are derived for strongly-convex
risk functions under a diminishing step-size rule. Second, using
these results, it is shown that the diffusion strategy improves
the asymptotic convergence rate of the excess-risk relative to
non-cooperative schemes. Third, it is shown that when the in-
network cooperation rules are designed optimally, the perfor-
mance of the diffusion implementation can outperform that of
naive centralized processing. Finally, the arguments further show
that diffusion outperforms consensus strategies asymptotically,
and that the asymptotic excess-risk expression is invariant to
the particular network topology. The framework adopted in
this work studies convergence in the stronger mean-square-
error sense, rather than in distribution, and develops tools that
enable a close examination of the differences between distributed
strategies in terms of asymptotic behavior, as well as in terms of
convergence rates.
Index Terms—distributed stochastic optimization, diffusion
strategies, consensus strategies, centralized processing, excess-
risk, asymptotic behavior, convergence rate, combination policy
I. INTRODUCTION
Machine learning applications rely on the premise that it is
possible to benefit from leveraging information collected from
different users. The range of benefits, and the computational
cost necessary to analyze the data, depend on how the informa-
tion is mined. It is sometimes advantageous to aggregate the
information from all users at a central location for processing
and analysis. Many current implementations rely on this cen-
tralized approach. However, the rapid increase in the number
of users, coupled with privacy and communication constraints
related to transmitting, storing, and analyzing huge amounts of
data at remote central locations, have been serving as strong
motivation for the development of decentralized solutions to
learning and data mining [3]–[11].
In this work, we study the distributed real-time prediction
problem over a network of N learners. We assume the network
is connected, meaning that any two arbitrary agents are either
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connected directly or by means of a path passing through other
agents. We do not expect the agents to share their data sets but
only a parameter vector (or a statistic) that is representative of
their local information. Such networks serve as useful models
for peer-to-peer networks and social networks. The objective
of the learning process is for all nodes to minimize some
objective function, termed the risk function, in a distributed
manner. We shall compare the performance of cooperative
and non-cooperative solutions by examining the gap between
the risk achieved by the distributed implementations and the
risk achieved by an oracle solution with access to the true
distribution of the input data; we shall refer to this gap as the
excess-risk.
Among other contributions, this work studies stochastic
gradient-based distributed strategies that are shown here to
converge in the mean-square-error sense when a decaying step-
size sequence is used, and that are also shown to outperform
other implementations, even under left-stochastic combination
rules [12]–[15]. Specifically, we will show that the strategies
under study achieve a better convergence rate than non-
cooperative algorithms, and we will also explain why dif-
fusion strategies outperform other distributed solutions such
as those relying on consensus constructions or on doubly-
stochastic combination policies [4], [16]–[19], as well as naı¨ve
centralized algorithms [3]. It was previously shown that the
diffusion strategies outperform their consensus-based counter-
parts in the constant step-size scenario [20]. We analytically
show that the same conclusion holds in the diminishing step-
size scenario even as the step-size decays. We also illustrate
in the simulations that while diffusion and consensus-based
algorithms have the same computational complexity, it turns
out that diffusion algorithms reduce the overshoot during the
transient phase. In comparison to the useful work [16], our
formulation studies convergence in the stronger mean-square-
error sense, and develops analysis tools that do not depend on
using the central limit theorem or on studying convergence in
a weaker distributional sense. In addition, unlike the works [3],
[10], [21], [22], we are not solely interested in bounding the
excess-risk. Instead, we are interested in obtaining a closed-
form expression for the asymptotic excess-risk of distributed
and non-distributed strategies in order to compare and optimize
their absolute asymptotic performance.
Recently, there has also been interest in primal-dual ap-
proaches for distributed optimization [6], [23]–[26]. Generally,
these approaches are studied in the deterministic optimization
context where the iterates are not prone to noise or when the
risk function is non-differentiable. It was demonstrated in [23]
that the primal diffusion strategy studied in this manuscript
also outperforms augmented Lagrangian and Arrow-Hurwicz
primal-dual algorithms in the stochastic constant-step-size
setting in both stability and steady-state performance. It is
possible to carry out similar comparisons in the diminishing
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step-size scenario, but this manuscript is focused on the study
of primal approaches. As the extended analysis and derivation
in later sections and appendices show, this case is already
demanding enough to warrant separate consideration in this
work.
The techniques developed will allow us to examine analyti-
cally and closely the differences between distributed strategies
in terms of asymptotic behavior, as well as in terms of rates
of convergence by exploiting properties of Gamma functions
and the convergence properties of products of infinitely many
scaling coefficients. For instance, when the noise profile is
uniform across all agents, one of our conclusions will be to
show that the convergence rate of diffusion strategies is in
the order of Θ(1/Ni), where the notation f(n) = Θ(g(n))
means that the sequence f(n) decays at the same rate as g(n)
for sufficiently large n, i.e., there exist positive constants c1
and c2 and an integer no such that c1g(n) ≤ f(n) ≤ c2g(n)
for all n > no. This rate is consistent with the result estab-
lished for consensus implementations under doubly-stochastic
combination policies in [16], [17], [19] albeit under a weaker
convergence in distribution sense, where it was argued that
the estimation error approaches a Gaussian distribution whose
covariance matrix scales as 1/Ni. On the other hand, when the
noise profile is non-uniform across the agents, the analysis will
show that diffusion methods can surpass this rate. These and
other useful conclusions will follow from the detailed mean-
square and convergence analyses that are carried out in the
sequel. The theoretical findings are illustrated by simulations
in the last section.
For ease of reference, we summarize here the main conclu-
sions in the manuscript:
• We derive a closed-form expression (and not only a
bound) for the asymptotic excess-risk curve of the dis-
tributed strategies.
• We analyze the derived expression to conclude that the
asymptotic performance depends on the network topology
solely through the Perron vector of the combination
matrix used in the strategy. In this way, different topology
structures with the same Perron vector are shown to attain
the same asymptotic performance. That is, the full eigen-
structure of the topology are become irrelevant in the
asymptotic regime.
• We show that once the Perron vector is optimized to
minimize the asymptotic excess-risk, it is possible to
construct a combination matrix with that Perron vector
in order to attain the optimal performance in a fully
distributed manner.
• We compare the asymptotic excess-risk performance of
the diffusion strategy to centralized and non-cooperative
strategies to conclude that the diffusion strategy can
attain the performance of a weighted centralized strategy
asymptotically.
• We compare the asymptotic excess-risk performance of
the diffusion strategy to consensus distributed strategies
to conclude that the asymptotic excess-risk curve of the
consensus strategy will be worse than that of the diffusion
strategy.
• We verify our conclusions through simulations.
Notation: Random quantities are denoted in boldface.
Throughout the manuscript, all vectors are column vectors.
Matrices are denoted in capital letters, while vectors and
scalars are denoted in lowercase letters. Network variables
that aggregate variables across the network are denoted in
calligraphic letters. Unless otherwise noted, the notation ‖ · ‖
refers to the Euclidean norm for a vector and to the matrix
norm that is induced by Euclidean norm for vectors. Further-
more, the notation ⊗ denotes the Kronecker product operation
[27, p. 139]. The notation 1N denotes a vector of dimension
N × 1 with all its elements equal to one.
II. PROBLEM FORMULATION AND ALGORITHMS
Consider a network of N learners. Each learner k is subject
to a streaming sequence of independent data samples xk,i, for
i = 1, 2, . . ., arising from some fixed distribution Xk. The
goal of each agent is to learn the vector wo ∈ RM×1 that
optimizes the average of some loss function, say, EQ(w,xk,i),
where the expectation is over the distribution of the data xk,i
and w ∈ RM×1 is the vector variable of optimization. For
example, in order to learn the hyper-plane that best separates
feature data hk,i ∈ RM×1 belonging to one of two classes
yk(i) ∈ {+1,−1}, a regularized logistic-regression (RLR)
algorithm would minimize the expected value of the following
loss function over w (with the expectation computed over the
distribution of the data xk,i , {hk,i,yk,i} ∼ Xk) [22]:
QRLR(w,hk,i,yk(i)) ,
ρ
2
‖w‖2+log(1+e−yk(i)hTk,iw) (1)
while a mean-square-error algorithm would minimize the
expected value of the quadratic loss [28] (also referred to as
the “delta rule” [29]):
QLMS(w,hk,i,yk(i)) ,
ρ
2
‖w‖2 + (yk(i)− hTk,iw)2 (2)
The expectation of the loss function over the distribution of
the data is referred to as the risk function [30, p. 16]:
Jk(w) , E{Q(w,xk,i)} [risk function] (3)
and we denote the optimizer of (3) by wo:
wo , arg min
w
Jk(w) (4)
where wo is unique when Jk(w) is strongly-convex, which
we shall assume for the remainder of the manuscript. The
assumption of strong-convexity of the risk function is impor-
tant in practice since the convergence rate of most stochastic
approximation strategies will be significantly reduced when
the condition does not hold [22]. This is not a limitation
in most problems arising in the context of adaptation and
learning since regularization (such as `2) is often used and
it helps ensure strong convexity. The risk function can be
viewed as a measure of the “prediction-error” of a classifier
or regression method since it evaluates the performance of the
method against samples taken from the distribution of the input
data that have not yet been observed by the classifier/regressor
[30, p. 16]. The risk serves as a measure about how well
an estimate w will perform on a new sample xk,i ∼ Xk on
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average. For this reason, the risk is also referred to as the
generalization ability of the classifier.
We will assume for the remainder of this exposition that
the optimizer wo is the same for all nodes k = 1, . . . , N . This
case is common in both machine learning (where, for example,
Xk = X for all k) and distributed inference applications where
the distributions Xk are dependent on a common parameter
vector wo to be optimized (see Sec. V further ahead). In order
to measure the performance of each learner, we define the
excess-risk (ER) at node k as:
ERk(i) , E{Jk(wk,i−1)− Jk(wo)} (5)
where wk,i−1 denotes the estimator of wo that is computed
by node k at time i − 1 (i.e., it is the estimator that is
generated observing past data within the neighborhood of node
k). The excess-risk is non-negative because Jk(w) is strongly-
convex and, therefore, Jk(w′) > Jk(wo) for all w′ 6= wo. The
expectation in (5) is over the data since wk,i−1 is a random
quantity that depends on all the data samples up to time i− 1
(i.e., {x`,j}j≤i−1,1≤`≤N ). The dependence on the data from
the other agents arises from the network topology. Our interest
in this work is to characterize the convergence rate, to zero,
of the excess-risk for various distributed and non-distributed
strategies of learning wk,i−1 for a given loss function. We also
derive closed-form expressions for the asymptotic excess-risk
and compare the absolute-value of the excess-risk curves for
algorithms that converge at the same rate.
There are various approaches for optimizing (4). We concen-
trate on fully-distributed strategies that operate over sparsely-
connected networks. The concept of a fully distributed strategy
is used here to mean the following:
(i) There is no central node that is coordinating the commu-
nication and computation during the learning process.
(ii) A node does not need to be connected to all other nodes.
Indeed, as long as the network is connected (and it can
be sparsely connected), the algorithm is able to approach
the solution to the global learning problem.
(iii) Only one-hop communication is allowed during the learn-
ing process. That is, we do not allow the routing of a
data packet over the network. Instead, each agent/node
is only allowed to be directly communicating with its
intermediate neighbors.
Figure 1 illustrates the types of topologies examined in this
manuscript. It is important to notice that the centralized and
fully-connected topologies are theoretically equivalent, but
practically different as the centralized topology greatly reduces
the amount of information that is communicated throughout
the network. The centralized topology, however, is not robust
to node failure since the entire solution breaks down if the cen-
tral node fails. Throughout the remainder of the manuscript,
we will refer to the centralized and fully-connected approaches
interchangeably since they have identical excess-risk perfor-
mance.
A. Non-Cooperative Strategy
First, we examine the non-cooperative strategy for optimiz-
ing (4), which is for each node k to run independently a
stochastic gradient algorithm of the following form for i ≥ 1
[31]–[34]:
wk,i = wk,i−1−µ(i)∇wQ(wk,i−1,xk,i) [no cooperation]
(6)
where∇wQ(·) denotes the gradient vector of the loss function,
and µ(i) ≥ 0 is a step-size sequence. The gradient vector
employed in (6) is an approximation for the actual gradient
vector, ∇wJk(·), of the risk function. The difference between
the true gradient vector and its approximation used in (6) is
called gradient noise. Due to the presence of the gradient
noise, the estimate wk,i generated by (6) becomes a random
quantity; we use boldface letters to refer to random variables
throughout our manuscript, which is already reflected in our
notation in (6).
It is shown in [31], [35] that for strongly-convex risk
functions Jk(w), the non-cooperative scheme (6) achieves an
asymptotic convergence rate in the order of O(1/i) under some
conditions on the gradient noise and the step-size sequence
µ(i), where the notation f(n) = O(g(n)) means that the
sequence f(n) decays at a rate that is at most the rate of
decay of g(n) for sufficiently large n—i.e., there exist positive
constant c1 and an integer n0 such that f(n) ≤ c1g(n) for
all n > n0. In this way, in order to achieve an excess-risk
accuracy on the order of O(), the non-cooperative algorithm
(6) would require O(1/) samples. It is further shown in [31],
[36] that no algorithm can improve upon this rate under the
same conditions. This implies that if no cooperation is to take
place between the nodes, then the best asymptotic rate each
learner would hope to achieve is on the order of O(1/i).
B. Centralized Strategy
Now, in place of the non-cooperative strategy, let us assume
that the N nodes transmit their samples to a central processor,
which executes the following algorithm:
wi = wi−1−µ(i)
N
N∑
k=1
∇wQ(wi−1,xk,i) [unweighted cent.]
(7)
It can be shown that this implementation will have an asymp-
totic convergence rate in the order of O(1/Ni) for step-size
sequences of the form µ(i) = µ/i (see Corollary 2). In other
words, the centralized implementation (7) provides an N−fold
increase in convergence rate relative to the non-cooperative
solution (6). One of the questions we wish to answer in this
work is whether it is possible to derive a fully distributed
algorithm that allows every node in the network to converge (in
the mean-square-error sense) at the same rate as the centralized
solution, i.e., O(1/Ni), with only communication between
neighboring nodes and for general ad-hoc networks. We show
that this task is indeed possible. We will additionally show that
the distributed strategy can outperform the naı¨ve centralized
implementation (7) when the gradient noise profile across the
agents is non-uniform, but that it will match the performance
of a weighted version of (7), namely, the following weighted
centralized strategy:
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(a) Non-cooperative (b) Fully-connected (c) Centralized (d) Sparsely-connected
Fig. 1: Different network topologies for distributed learning: (a) a non-cooperative topology where agents do not interact with
one another, (b) a fully-connected topology where every agent is connected to every other agent in the network, (c) a centralized
topology that is equivalent in performance to the fully-connected topology but requires less communication overhead, and (d)
a sparsely connected network topology in which each user is connected to a subset of the users in the network.
wi = wi−1−µ(i)
N∑
k=1
pik∇wQ(wi−1,xk,i) [weighted cent.]
(8)
where the {pik} are convex combination weights that satisfy:
pik > 0,
N∑
k=1
pik = 1 (9)
and are meant to discount gradients with higher noise power
compared to others. We next describe two popular fully-
distributed strategies.
C. Diffusion Strategy
Following the approach of [14], [32], [34], the diffusion
strategy for evaluating distributed estimates wk,i for wo in (4)
takes the following form:
ψk,i=wk,i−1−µ(i)∇wQ(wk,i−1,xk,i) [adaptation] (10)
wk,i=
N∑
`=1
a`kψ`,i [aggregation] (11)
where xk,i denotes the current data sample available at node
k. Each node k begins with an estimate wk,0 and employs
a diminishing positive step-size sequence µ(i). The non-
negative coefficients {a`k}, which form a left-stochastic N×N
combination matrix A = [a`k], are used to scale information
arriving at node k from its neighbors. These coefficients are
chosen to satisfy:
N∑
`=1
a`k=1, a`k = 0 if nodes (`,k) are not connected (12)
We emphasize that we are only requiring A to be left-
stochastic, meaning that only each of its columns should add
up to one rather than each of its columns and rows. The
neighborhoodNk for each node k is defined as the set of nodes
{`} for which a`k 6= 0. The neighborhood Nk is typically
known to agent k. The main difference between the above
algorithm and the original adapt-then-combine (ATC) diffusion
strategy studied in [14], [32], [34] is that we are employing a
diminishing step-size sequence µ(i) as opposed to a constant
step-size. Constant step-sizes have the distinct advantage that
they allow nodes to continue adapting their estimates in re-
sponse to drifts in the underlying data distribution [37]. In this
work, we are interested in examining the generalization ability
of distributed learners asymptotically when the underlying
distribution, Xk, remains stationary, in which case the use
of decaying step-sizes sequences is justified. If the statistical
distribution of the data were subject to drifts, then constant
step-sizes become a necessity, and this scenario is already
studied in some detail in [14], [15], [32], [34].
D. Consensus Strategy
In addition to (10)–(11), we shall examine the following
consensus-based implementation [4], [17], [18], [33] for solv-
ing the same problem (4):
wk,i =
N∑
`=1
a`kw`,i−1−µ(i)∇wQ(wk,i−1,xk,i) [consensus]
(13)
The diffusion and consensus strategies (10)-(13) have exactly
the same computational complexity, except that the computa-
tions are performed in a different order. We will see in Sec.
IV-D that this difference enhances the performance of diffusion
over consensus. Moreover, in the constant step-size case, the
difference in the order in which the operations are performed
causes an anomaly in the behavior of consensus solutions
in that they can become unstable even when all individual
nodes are able to solve the inference task in a stable manner;
see [20], [32], [34]. Furthermore, consensus strategies of the
form (13) are usually limited to employing a doubly-stochastic
combination matrix A. The analysis in the sequel will show
that left-stochastic matrices actually lead to improved excess-
risk performance (see Eqs. (58)–(60)) while convergence of
the distributed implementation continues to be guaranteed (see
Theorem 1).
III. MAIN ASSUMPTIONS
Before proceeding with the analysis, we list in this sec-
tion the main assumptions that are needed to facilitate the
exposition. The conditions listed below are common in the
broad stochastic optimization literature — see the explanations
in [31]–[34]. The first condition assumes that the Jk(w)
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are strongly-convex, with a common minimizer wo for k =
1, . . . , N . This condition ensures that the optimization problem
(4) is well-conditioned.
Assumption 1 (Properties of risk functions): Each risk
function Jk(w) is twice continuously-differentiable and its
Hessian matrix is uniformly bounded from below and from
above, namely,
0 < λI ≤ ∇2wJk(w) ≤ λI <∞ (14)
Furthermore, the risks at the various agents are minimized at
the same location:
wo = arg min
w
Jk(w), k = 1, . . . , N (15)
and the Hessian matrices are locally Lipschitz continuous at
wo, i.e., for all ‖wo −w‖ < ε, there exists some τk ≥ 0 such
that:
‖∇2wJk(wo)−∇2wJk(w)‖ ≤ τk · ‖wo − w‖ (16)
We denote the value of the Hessian matrices at w = wo
(assumed uniform across the agents) by
H , ∇2wJk(wo), k = 1, . . . , N (17)
where H > 0. We let λmin > 0 denote the smallest eigenvalue
of H . 
In fact, conditions (14) and the locally Lipschitz condition (16)
jointly imply (16) globally (see Lemma E.8 in [32]); i.e., for
all w ∈ RM×1, we have that there exists some τk such that:
‖∇2wJk(wo)−∇2wJk(w)‖ ≤ τk · ‖wo − w‖ (18)
Observe that
λmin ≥ λ (19)
One useful implication that follows from Assumption 1 is the
following. Consider the expected excess-risk (5) at node k.
Using the following sequence of inequalities, we can bound
the excess-risk by a square weighted norm:
ERk(i) , Ew{Jk(wk,i−1)− Jk(wo)}
(a)
= Ew‖w˜k,i−1‖2Sk,i (20a)
(b)
≤ λ
2
· Ew‖w˜k,i−1‖2 (20b)
where w˜k,i , wo−wk,i, Ew{·} denotes expectation over the
distribution of w, and the weighting matrix Sk,i is defined as
Sk,i ,
[∫ 1
0
t
∫ 1
0
∇2wJk(wo − s t w˜k,i−1)dsdt
]
(21)
Step (a) is a consequence of applying the following mean-
value theorem [31, p. 24] [32] twice for an arbitrary real-
valued differentiable function f(·):
f(a+ b) = f(a) +
(∫ 1
0
∇Tf(a+ t · b) dt
)
· b (22)
and the fact that wo optimizes Jk(w) so that ∇wJk(wo) = 0.
Step (b) is due to (14) and (21).
Expression (20a) shows that the expected excess-risk at
node k is equal to a weighted mean-square-error with weight
matrix (21). This means that one way to compute or bound the
expected excess-risk is by evaluating weighted mean-square-
error quantities of the form (20a) or (20b). This is the route that
we will follow in this manuscript. We will analyze the right-
hand side of (20a) in order to draw conclusions regarding the
evolution of the expected excess-risk. In particular, once we
establish that the distributed algorithm converges in the mean-
square-error sense, then inequality (20b) will immediately
allow us to conclude that the algorithm also converges in
excess-risk. Similarly, we can obtain the asymptotic expression
for the excess-risk by leveraging the weighted-mean-square-
error analysis developed for constant step-size distributed
strategies [14], [15], [32], adjusted for the decaying step-size
case. Observe that these conclusions are different than the
useful results in [16], which focused on studying convergence
in distribution. The mean-square-error results will enable us
to expose analytically various interesting differences in the
performance of distributed strategies, such as diffusion and
consensus.
Our second condition is on the gradient noise process, which
is defined, for a generic vector w, as
vk,i(w) , ∇wQ(w,xk,i)−∇wJk(w) (23)
We collect the noises from across the network into a column
vector
gi(W) , col{v1,i(w1), . . . ,vN,i(wN )} (24)
where we are introducing the vector notation
W , col{w1, . . . ,wN} (25)
for the collection of parameters across the agents. We denote
the covariance matrix of the gradient noise vector by
Rg,i(W) , E{gi(W)gTi (W)|F i−1} (26)
where the conditioning is in relation to the past history of the
estimators, F i−1,{wk,j : k = 1, . . . , N and j ≤ i−1}. The
following conditions are relaxations of assumptions that are
regularly considered in the stochastic approximation literature;
they are generally satisfied in important scenarios, such as
logistic regression or quadratic loss functions of the form (1)–
(2) — see [32].
Assumption 2 (Gradient noise model): We assume the
gradient noise process satisfies:
E{vk,i(w)|F i−1} = 0 (27)
E{‖vk,i(w)‖4|F i−1} ≤ α4‖wo −w‖4 + σ4v4 (28)
E{vTk,i(wo)v`,i(wo)} = 0, k 6= ` (29)
for some α4 ≥ 0, σ4v4 ≥ 0, as well as:
‖Rg,i(W)−Rg,i(1N⊗wo)‖ ≤ κ‖1N⊗wo −W‖γ (30)
lim
i→∞
E{Rg,i(1N ⊗ wo)} , Rog (31)
for some κ ≥ 0, 0 < γ ≤ 4, and where
W , col{w1, . . . , wN} (32)
and (30) is assumed to hold for ‖1N⊗wo−W‖ ≤ , for some
small  > 0. 
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Observe that Assumption 2 implies that:
E{‖vk,i(w)‖2|F i−1} ≤ α2 · ‖wo−w‖2+σ2v2 (33)
for some α2, σ2v2 ≥ 0 and w ∈ F i−1. In addition, the local
Lipschitz condition (30) of order γ [38, p. 53] (sometimes
referred to as the Ho¨lder condition of order γ [39, p. 110])
implies, under Assumption 1, that the following global condi-
tion also holds [15], [32]:
‖Rg,i(W)−Rg,i(1N⊗wo)‖ ≤ κ1‖1N⊗wo −W‖2+
κ‖1N⊗wo −W‖γ (34)
for some constant κ1 ≥ 0 that depends on  and where κ is
from (30). Furthermore, due to (29), we have that the matrix
Rog is block-diagonal:
Rog , blockdiag{Rov,1, . . . , Rov,N} (35)
Rov,k , lim
i→∞
E{vk,i(wo)vTk,i(wo)} (36)
Since nodes sample the data in an independent fashion, it
is reasonable to expect the gradient noise to be uncorrelated
across all nodes, as required by (29).
Our third condition relates to the structure of the net-
work topology. We will assume that the network is strongly-
connected, which means that (a) there exists at least one
nontrivial self-loop, akk > 0 for some k, and (b) for any
two agents k and `, there exists a path with nonzero weights
{ak,m1 , am1,m2 , . . . , amr,`} from k to `, either directly if
they are neighbors or through other agents. It is well-known
that the combination matrix A for such networks is primitive
[40, p. 516]. That is, all entries of A are non-negative and
there exists some positive integer no > 0 such that all
entries of Ano are strictly positive. One important property of
primitive matrices follows from the Perron-Frobenius theorem
[40, p. 534]; A will have a single eigenvalue at one, while all
other eigenvalues of A will lie strictly inside the unit circle.
Moreover, if we let p denote the right-eigenvector associated
with the eigenvalue at one, and normalize its entries to add up
to one, i.e.,
Ap = p, 1TNp = 1 (37)
then all entries of p will be strictly positive. We shall refer to p
as the Perron eigenvector of A. We formalize this assumption
in the following:
Assumption 3 (Network Topology): The network is
strongly-connected so that the combination matrix A is
primitive with 1Tp = 1 and p  0, where p denotes the the
Perron eigenvector of A. 
IV. MAIN RESULTS
In this section, we list the main results and defer the detailed
proofs to the appendices.
A. Convergence Properties
Our first result provides conditions on the step-size sequence
under which the diffusion strategy converges both in the
mean-square-error (MSE) sense and also almost surely. The
difference between the two sets of conditions that appear
below is that in one case the step-size sequence is additionally
required to be square-summable.
Theorem 1 (Convergence rates): Let Assumptions 1-3
hold and let the step-size sequence satisfy
µ(i) > 0,
∞∑
i=1
µ(i) =∞, lim
i→∞
µ(i) = 0. (38)
Then,wk,i generated by (10)–(11) converges in the MSE sense
to wo, i.e.,
lim
i→∞
E‖wo −wk,i‖2 = 0. (39)
If the step-size sequence satisfies the additional square-
summability condition:
∞∑
i=1
µ2(i) <∞, (40)
then wk,i converges to wo almost surely (i.e., with probability
one) for all k = 1, . . . , N . Furthermore, when the step-size
sequence is of the form µ(i) = µ/i with µ satisfying 2λµ > 1,
then the second and fourth-order moments of the error vector
converge at the rates of O(1/i) and O(1/i2), respectively:
lim sup
i→∞
E‖w˜k,i‖2
i−1
≤ σ
2
v2µ
2
2λµ− 1 (41)
lim sup
i→∞
E‖w˜k,i‖4
i−2
≤ constant (42)
where σ2v2 was introduced in (33).
Proof: See Appendix A.
Observe that (41) implies that each node converges in the
mean-square-error sense at the rate 1/i. Combining this result
with (20b), we conclude that each node also converges in
excess-risk at this rate:
lim sup
i→∞
ERk(i)
i−1
≤ µ
2
· λ¯µ
2λµ− 1 · σ
2
v2 (43)
when 2λµ > 1.
Note that this conclusion does not yet reveal the benefit of
cooperation (for example, it does not show how the conver-
gence rate depends on N ). In the next section, we will derive
closed-form asymptotic expressions for the mean-square-error
and excess-risk, and from these expressions we will be able
to highlight the benefit of network cooperation.
B. Evolution of Excess-Risk Measure
We continue to assume that the step-size sequence is se-
lected as µ(i) = µ/i for some µ > 0. This sequence satisfies
conditions (38) and (40). Observe that in order to evaluate the
excess-risk at node k, we must evaluate (20a). To do so, we
first form the following network-wide error quantity:
W˜i , col{w˜1,i, . . . , w˜N,i} (44)
and let Ekk denote the N×N matrix with a single entry equal
to one at the (k, k)−th location and all other entries equal to
zero. Then, using (20a), we can write:
ERk(i) , E‖W˜i−1‖2Ekk⊗Sk,i (45)
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In order to facilitate the analysis, we introduce the eigen-
value decomposition of matrix H:
H = ΦΛΦT (46)
where Φ is an orthogonal matrix and Λ is diagonal with
positive entries λ1, λ2, . . . , λM . Moreover, since the matrix
A is left-stochastic and primitive (by Assumption 3), we can
express its Jordan decomposition in the form:
A = p1T + Y DN−1RT (47)
where R, Y ∈ RN×N−1 represent the remaining left and
right eigenvectors while DN−1 represents the Jordan structure
associated with the eigenvalues inside the unit disc.
Theorem 2 (Asymptotic Convergence of ERk(i)): Let As-
sumptions 1-3 hold and let λmin denote the smallest eigenvalue
of the matrix H:
λmin , min{λ1, . . . , λM} (48)
Then, when 2λminµ > 1, it holds asymptotically that
ERk(i) ∼ µ
2i
·
M∑
m=1
λmµ
2λmµ− 1 · p
TRv,mp (49)
=
µ
2i
·
M∑
m=1
λmµ
2λmµ− 1
N∑
`=1
p2`(Φ
TRov,`Φ)mm (50)
where the notation f(i)∼g(i) implies that lim
i→∞
f(i)/g(i)=1.
Moreover, λm is the m-th eigenvalue of H and the N × N
matrix Rv,m is defined as:
Rv,m ,
 (Φ
TRov,1Φ)mm
. . .
(ΦTRov,NΦ)mm
 (51)
where the notation (X)mm denotes the m-th diagonal element
of the matrix X .
Proof: See Appendix B.
Theorem 2 establishes a closed-form expression for the asymp-
totic excess-risk of the diffusion algorithm. We observe that the
slowest rate at which the asymptotic term converges depends
on the smallest eigenvalue of H , which is λmin, and the
constant µ. Interestingly, the only dependence on the topology
of the network asymptotically is encoded in the Perron vector p
of the combination matrix A—i.e., most of the eigen-structure
of the topology matrices becomes irrelevant asymptotically
and only influences the convergence rate in the transient
regime. We will see further ahead that the Perron vector p can
be optimized to minimize the excess-risk in the asymptotic
regime. It is natural that the transient stage should depend
on the network geometry because the networked agents are
propagating their information over the entire network. The
speed of information propagation over a sparsely connected
network is determined by the second largest eigenvalue of
the combination matrix [14], which is influenced by the
degree of network connectivity. Our results show, however,
that there is an asymptotic regime where the performance of
the diffusion strategy can be made invariant to the specific
network topology since the Perron vector p can be designed
for general connected networks, as we will see further ahead
in (60). Finally, we observe that all agents participating in the
network will achieve the same asymptotic performance given
by the right-hand-side of (49) as this asymptotic expression
for the excess-risk does not depend on any particular node
index k but only on the network-wide quantity pTRv,mp.
When λmin is not known, and thus it is not clear how to
choose µ to satisfy 2λminµ > 1, it is common to choose a
large µ that forces 2λminµ 1. In this case, we obtain from
(50) that
ERk(i) ≈ µ
4i
·
N∑
`=1
p2`Tr(R
o
v,`), [2λminµ 1] (52)
This approximation is close in form to the original steady-state
performance expression derived for the diffusion algorithm
when a constant step-size µ is used [41]. The main difference
is that the “steady-state” term will now diminish at the rate
1/i when µ(i) = µ/i and 2λminµ 1.
By specializing the previous results to the case N = 1
(a stand-alone node), we obtain as a corollary the following
result for the expected excess-risk that is delivered by the non-
cooperative stochastic gradient algorithm (6).
Corollary 1 (Stochastic gradient approximation):
Consider recursion (6) and let Assumptions 1-2 hold
with µ(i) = µ/i and 2λminµ > 1. Then, the excess-risk
approaches asymptotically:
Ew{J(wi−1)−J(wo)} ∼ µ
2i
M∑
m=1
λmµ
2λmµ−1(Φ
TRovΦ)mm (53)
≈ µ
4i
· Tr(Rov), [2λminµ 1] (54)
where
Rov , lim
i→∞
E{vi(wo)vTi (wo)} (55)
and vi(·) is the noise process modeled by Assumption 2. 
Observe that (53)–(54) are stronger than those in Theorem 1
since we are not only stating that the convergence rate is
O(1/i) but we are also giving the exact constant that multiplies
the factor 1/i. In the next section, we examine the relationship
between the derived constant and the network size and noise
parameters across the network. Following this presentation, we
will utilize our mean-square-error expressions to examine the
differences between the diffusion strategy (10)–(11) and the
consensus strategy (13).
C. Benefit of Cooperation
Up to this point in the discussion, the benefit of cooperation
has not yet manifested itself explicitly; this benefit is actually
already included in the vector p. Optimization over p will help
bring forth these advantages. Thus, observe that the expression
for the asymptotic term in (49) is quadratic in p. We can
optimize the asymptotic expression over p in order to reduce
the excess-risk. We re-write the asymptotic excess-risk (49)
as:
E{Jk(wk,i−1)− Jk(wo)} ∼ µ
2i
pTZp (56)
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TABLE I: Examples of fully-distributed combination rules and their corresponding Perron vector.
Combination Rule a`k pk
Average Rule
{
1
|Nk| , ` ∈ Nk
0, otherwise
|Nk|
N∑
m=1
|Nm|
Metropolis Rule [42]

1
max (|Nk|, |N`|)
, ` ∈ Nk, ` 6= k
1−
∑
j∈Nk\{k}
ajk, ` = k
0, otherwise
1
N
Hastings Rule [43]

1
pk ·max
( |Nk|
pk
,
|N`|
p`
) , ` ∈ Nk, ` 6= k
1−
∑
j∈Nk\{k}
ajk, ` = k
0, otherwise
pk
where
Z ,
M∑
m=1
λmµ
2λmµ− 1Rv,m (57)
Then, we consider the problem of optimizing (56) over p:
min
p,A∈A
pTZp subject to Ap = p, 1Tp = 1, p  0
where A denotes the set of left-stochastic and primitive com-
bination matrices that satisfy the network topology structure.
It is generally not clear how to solve this optimization problem
over both A and p. We pursue an indirect route. We first
remove the optimization over A and determine an optimal
p. Subsequently, given the optimal po, we show that a left-
stochastic and primitive matrix A in A can be constructed.
The relaxed problem is:
min
p
pTZp subject to 1Tp = 1, p  0 (58)
whose solution is
po =
Z−11
1TZ−11
(59)
It is straightforward to verify that 1Tpo = 1. A combination
matrix A that has this po as its Perron eigenvector is the
Hastings rule [41], [44] [32, Lemma 12.2], which is given
by
a`k =

1
pok ·max
(
|Nk|
pok
, |N`|po`
) , ` ∈ Nk, ` 6= k
1−
∑
j∈Nk\{k}
ajk, ` = k
0, otherwise
(60)
It is possible to see that for agent k to implement the Hastings
rule, it needs to know its neighborhood Nk (which is known
to agent k), as well as the number of neighbors that each of
its neighbors has (this information is easily derived from the
immediate neighbors), and the Perron vector po that the net-
work wishes to obtain. Therefore, the design of the weighting
matrix A can be done in a fully distributed manner. Table
I lists three fully-distributed combination rules (combination
rules that can be implemented in a fully-distributed manner)
and their corresponding Perron vector.
To see the effectiveness of this choice for p, we consider
the case where 2λminµ 1, so that
Z ≈ 1
2
diag{Tr(Rov,1), . . . ,Tr(Rov,N )} (61)
Substituting (59) into (56), we obtain:
E{Jk(wk,i−1)− Jk(wo)} ∼ µ
2i
· 1
1TZ−11
(62)
(a)≈ µ
4i
· 1∑N
k=1
(
Tr(Rov,k)
)−1 , [2λminµ 1] (63)
where step (a) is due to (61). First, we will compare this
performance with that of the centralized algorithm (7). To do
this, we first establish the following result:
Corollary 2 (Un-weighted Centralized processing): Let
Assumptions 1-2 hold with µ(i) = µ/i with 2λminµ > 1.
Consider the centralized algorithm (7), which has access to
all the data from across the network at each iteration. Then,
the excess-risk asymptotically satisfies:
Ew{J(wi−1)− J(wo)}
∼ µ
2iN2
(
M∑
m=1
λmµ
2λmµ− 1
N∑
k=1
(ΦTRov,kΦ)mm
)
(64)
≈ µ
4iN2
N∑
k=1
Tr(Rov,k), [2λminµ 1] (65)
where J(w) , 1N
∑N
k=1 Jk(w).
Proof: The centralized algorithm (7) is a special case of
the diffusion algorithm when A = p1TN , where p =
1
N 1N ,
which yields a network that satisfies Assumption 3. To see this,
consider the diffusion algorithm (10)–(11) with A = p1TN :
ψk,i = wk,i−1 − µ(i)∇wQ(wk,i−1,xk,i) (66)
wk,i =
N∑
`=1
p`ψ`,i (67)
First, observe that after the first iteration, the estimates across
the network are now uniform since (67) does not depend on
TOWFIC, CHEN, SAYED: EXCESS-RISK OF DISTRIBUTED STOCHASTIC LEARNERS 9
k. We can therefore drop the subscript k from wk,i:
ψk,i = wi−1 − µ(i)∇wQ(wi−1,xk,i) (68)
wi =
N∑
`=1
p`ψ`,i (69)
Substituting (68) into (69), we obtain:
wi =
N∑
`=1
p` (wi−1 − µ(i)∇wQ(wi−1,x`,i))
=
N∑
`=1
p`wi−1 − µ(i)
N∑
`=1
p`∇wQ(wi−1,x`,i)
(a)
= wi−1 − µ(i)
N∑
`=1
p`∇wQ(wi−1,x`,i)
(b)
= wi−1 − µ(i)
N
N∑
`=1
∇wQ(wi−1,x`,i) (70)
where step (a) is due to 1Tp = 1 and step (b) is obtained by
substituting p = 1N 1N . Observe that (70) is identical to (7), the
un-weighted centralized algorithm. Then, using the analysis of
the diffusion algorithm in Theorem 2, we have that
ERk(i) ∼ µ
2i
(
M∑
m=1
λmµ
2λmµ− 1 · p
TRv,mp
)
=
µ
2iN2
(
M∑
m=1
λmµ
2λmµ− 1
N∑
`=1
(ΦTRov,`Φ)mm
)
(71)
Since the right-hand-side of (71) does not depend on the
agent index k (all agents will achieve the same asymptotic
performance), we have that the average excess-risk remains
the same:
Ew{J(wi−1)− J(wo)} = 1
N
N∑
k=1
ERk(i)
∼ µ
2iN2
(
M∑
m=1
λmµ
2λmµ− 1
N∑
`=1
(ΦTRov,`Φ)mm
)
(a)≈ µ
4iN2
N∑
`=1
Tr(Rov,`), [2λminµ 1] (72)
where step (a) is due to (61), which is the desired result.
Comparing (63) to (54) in the special case when Tr(Rov,k) =
Tr(Rov) for all 1 ≤ k ≤ N , we find that the diffusion algorithm
offers an N -fold improvement in the excess-risk over the non-
cooperative solution. Also, comparing (63) to (65) in this
case, we observe that asymptotically the diffusion algorithm
achieves the same performance as the centralized algorithm
(7). More generally, let us consider the case in which the
noise profile is not uniform across the agents. We call upon
the following inequality:
1∑N
k=1
(
Tr(Rov,k)
)−1 ≤ 1N2
N∑
k=1
Tr(Rov,k) (73)
which follows from the fact that the harmonic mean of a set
of numbers is upper-bounded by their arithmetic mean. Then,
we conclude from (73) that the excess-risk of the diffusion
strategy is upper-bounded by that of the centralized strategy
(7), and equality holds only when the network experiences
a spatially uniform gradient noise profile. This implies that
the diffusion strategy actually outperforms the implementation
studied in [16], which uses a doubly-stochastic combination
matrix. Furthermore, in this case of non-uniform noise profile
and since
1
N∑
k=1
(
Tr(Rov,k)
)−1 ≤ min1≤k≤N Tr(Rov,k) (74)
we also find that the diffusion strategy continues to outper-
form the non-cooperative solution, and guarantees that the
performance of all nodes that utilize the diffusion strategy will
outperform the best performing node in the non-cooperative
solution.
On the other hand, the weighted centralized algorithm (8)
achieves the same performance as the diffusion strategy since
it is a special case of diffusion when A = pi1T.
Corollary 3 (Weighted Centralized processing): Let
Assumptions 1-2 hold with µ(i) = µ/i with 2λminµ > 1.
Consider the centralized algorithm (8), which has access to
all the data from across the network at each iteration. Then,
the excess-risk asymptotically satisfies:
Ew{J(wi−1)− J(wo)}
∼ µ
2i
(
M∑
m=1
λmµ
2λmµ− 1
N∑
k=1
pi2k(Φ
TRov,kΦ)mm
)
(75)
≈ µ
4i
·
N∑
k=1
pi2kTr(R
o
v,k), [2λminµ 1] (76)
where J(w) , 1N
∑N
k=1 Jk(w).
Proof: The centralized algorithm (8) is a special case
of the diffusion algorithm when A = pi1TN where pi =
col{pi1, . . . , piN}, which yields a network that satisfies As-
sumption 3. The derivations closely mirror that of Corollary 2
except with p = pi, where 1Tpi = 1, instead of p = 1N 1. We
can then use the result of Theorem 2 to obtain (75) and (76).
Comparing (75) with (50), we observe that the diffusion
strategy achieves the same performance as the weighted
centralized strategy (8) since we are free to let pk = pik.
Conversely, it is possible to optimize {pik} in the same manner
as we did in (58) to obtain that the optimal choice of {pik}
would yield an excess-risk performance for the weighted
centralized algorithm of:
Ew{J(wi−1)− J(wo)} ∼ µ
2i
· 1
1TZ−11
(77)
where Z was defined earlier in (57), which is identical to the
one obtained by the diffusion strategy with the optimized p
found in (62).
The reader may also notice that it is further possible to
optimize the asymptotic excess-risk curves (62) and (77) over
the initial step-size µ for the diffusion and weighted centralized
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strategies. This would entail solving an optimization problem
of the form:
min
2λminµ>1
1
2
· µ
1TZ−11
=
1
2
· µ
1T
(
M∑
m=1
λmµ
2λmµ− 1Rv,m
)−1
1
(78)
While this problem is generally difficult to solve in closed-
form, it is evident that the solution is µ = 1/λ when
λm = λ for all 1 ≤ m ≤ M (which is the case where the
asymptotic Hessian matrix H is white). In general, however,
the optimization problem can be solved numerically to obtain
the optimal rate when H is known or can be estimated (such
as in the case of the quadratic cost (2)).
D. Comparison to Consensus Strategies
In this section, we use the performance results derived so
far to show that the diffusion strategy (10)–(11) has several
advantages over the consensus strategy (13). Specifically, we
will show that, asymptotically, the consensus excess-risk curve
is worse than the diffusion excess-risk curve. In addition, we
will observe through simulations that the overshoot during
the transient phase may be significantly worse for consensus
implementations.
To examine the differences in behavior, we will consider
the network excess-risk:
ER(i) , 1
N
N∑
k=1
ERk(i)
For simplicity, we assume A is symmetric; more generally,
we can consider combination policies A that are close-to-
symmetric and employ arguments similar to [20]. The final
conclusion will be similar to the arguments given here. We
can now establish the following result.
Theorem 3 (Comparing network excess-risks): Let
Assumptions 1-3 hold and 2λminµ > 1 with a symmetric
A. Then, it holds that the asymptotic network excess-risk
achieved by the diffusion strategy (10)-(11) is upper bounded
by (and, hence, better than) that achieved by the consensus
strategy (13):
ERdiff(i) ≤ ERcons(i), as i→∞ (79)
Proof: See Appendix F.
Result (79) implies that, asymptotically, the curve for the
network excess-risk for the diffusion algorithm will be upper-
bounded by the curve for the consensus algorithm. Even
though both algorithms have the same computational com-
plexity, the diffusion algorithm achieves better performance
because it succeeds at diffusing the information more thor-
oughly through the network. This conclusion mirrors the result
found in [20], which studied the difference in performance
between the diffusion and consensus strategies in the constant
step-size scenario. We conclude, therefore, that the manner by
which the diffusion strategy propagates information through
the network continues to outperform the consensus strategy
even in the diminishing step-size case.
V. APPLICATION TO DISTRIBUTED INFERENCE OVER
REGRESSION AND CLASSIFICATION MODELS
In order to illustrate our results, we consider two applica-
tions related to distributed linear regression and distributed
logistic regression (a classification model). In the former case,
we will observe that our strategy for choosing the combination
weights outperforms the doubly-stochastic weights of [16], and
outperforms the consensus solution. We will also see that it is
possible to select Jk(w) such that the excess-risk can be inter-
preted as the Kullback-Leibler (KL) divergence between the
true likelihood function and an estimated likelihood function.
A. Quadratic Risk
Consider the estimation of an unknown vector wo ∈ RM×1,
from observations:
yk(i) = h
T
k,iw
o + zk(i) (80)
where zk(i) is zero-mean Gaussian noise with variance σ2z,k
and all regressors hk,i ∈ RM×1 are zero-mean, spatially
independent, and identically distributed. This is a common
scenario in linear regression. The likelihood function is given
by:
p(yk(i)|hk,i, w) = 1√
2piσ2z,k
exp
(
− (yk(i)−h
T
k,iw)
2
2σ2z,k
)
(81)
The maximum-likelihood estimate of wo is obtained by mini-
mizing the negative log-likelihood function; this step motivates
the following choice for the loss function:
Q(w,hk,i,yk(i)) , (yk(i)− hTk,iw)2 (82)
In this case, the risk function (3) becomes:
Jk(w) = E(yk(i)− hTk,iw)2 (83)
and, using (81), the excess-risk (5) is equivalent to measuring
the KL divergence:
DKL(p(yk(i)|hk,i, wo)||p(yk(i)|hk,i, w))
, E
{
log
(
p(yk(i)|hk,i, wo)
p(yk(i)|hk,i, w)
)}
(84)
The results derived in Sec.IV apply to this definition of excess-
risk, and we can therefore expect that the KL divergence
curve of the diffusion strategy (10)–(11) will be below that of
the consensus algorithm (13), and that the diffusion strategy
will outperform both the non-cooperative solution (6) and the
centralized algorithm (7).
We simulate the above results by considering a network with
N = 25 nodes as illustrated in Figs. 2a–2c. The quadratic
loss function optimized at each node is (82), where hk,i is
a random vector in RM×1 and M = 4 and is a Gaussian
random vector with i.i.d. elements and zero mean and unit
variance. In addition, the scalar observation yk(i) is generated
according to (80), where zk(i) is a Gaussian random variable
with zero mean and variance σ2z,k as illustrated in Fig. 2d.
The combination weights are chosen according to the Hastings
rule (60) using either the optimized Perron vector (59) or
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(a) The fully-connected network
topology used to obtain the simu-
lation results in Sec. V-A.
(b) The sparsely-connected net-
work topology used to obtain the
simulation results in Sec. V-A.
(c) The line-topology used to obtain
the simulation results in Sec. V-A.
(d) Plot of noise variances across the 50 nodes in the
simulation.
(e) Plot of the second largest eigenvalue of the combina-
tion matrices for various topologies. A fully-connected
A matrix always has a single non-zero eigenvalue at 1.
Fig. 2: Simulation parameters for quadratic risk optimization: (a) The fully-connected network topology, (b) The sparsely-
connected network topology, (c) The line-topology used in the simulations, (d) The noise variance at each node, and (e) The
eigenvalue spectrum of the combination matrix A.
the uniform Perron vector that leads to the doubly-stochastic
combination matrix p = 1N 1N . The magnitude of the second
largest eigenvalue of the left- and doubly-stochastic matrices
are illustrated in Fig. 2e. The step-size was optimized via
(78). Observe that we let two out of the 25 nodes have
particularly bad noise conditions. This should highlight the
benefit of using left-stochastic weights as opposed to doubly-
stochastic weights. The simulation results are illustrated in
Fig. 4. The curves are averaged over 100 experiments. The
network topologies examined in the simulations in this section
are illustrated illustrated in Fig. 2a–2c.
1) Asymptotic Performance invariance due to network
topology: We first illustrate one of the main conclusions we
draw from Theorem 2, which is that the diffusion strategy’s
asymptotic performance is independent of the particular net-
work topology. To do this, we simulate the diffusion strategy
with three network topologies: (1) Fully-connected (Fig. 2a);
(2) Sparsely-connected (Fig. 2b); and (3) Line topology
(Fig. 2c). We utilize the Hastings rule (60) to obtain both
left-stochastic and doubly-stochastic combination matrices by
setting the desired Perron vector p to the optimal vector
(59) or 1N 1N . Such combination matrices can be generated
for any connected network topology. The eigen-spectrum of
the resulting combination matrices for each topology are
illustrated in Fig. 2e. We observe that as the network becomes
better connected, the second-largest eigenvalue is reduced.
This eigen-value generally determines the convergence speed
of the transient terms.
Figure 3 illustrates the simulation results for all of the
simulated network topologies. We observe that regardless
of the network topology, the diffusion strategy converges
to the curve described by (49), albeit at different speeds.
The fully-connected network case is theoretically equivalent
to the centralized strategies (7) and (8), depending on the
vector p used. We conclude, therefore, that the diffusion
strategy is invariant to the particular network topology and
its asymptotic excess-risk curve only depends on the Perron
vector of the combination matrix, which can be freely designed
for connected networks.
2) Performance comparisons: We now simulate the dif-
fusion strategy as well as other algorithms discussed in the
manuscript. In addition to the non-cooperative (6), diffusion
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Fig. 3: Simulation of the diffusion strategy for (1) a fully-connected network; (2) a sparsely-connected network; and (3) a
line-topology. The network topologies and simulation parameters are listed in Fig. 2. Best viewed in color.
(10)–(11), consensus (13), unweighted centralized (7), and
weighted centralized (8) strategies, we also examine the per-
formance of non-cooperative and distributed Polyak-Ruppert
(PR) averaging strategies. The non-cooperative PR algorithm
can be described as:
φk,i = φk,i−1−µ(i)∇wQ(φk,i−1,xk,i) [adaptation] (85)
wk,i = wk,i−1 +
1
i
(φk,i −wk,i−1) [averaging] (86)
which is simply the non-cooperative algorithm (6) operating
independently, and a time-averaging process of the iterates
to smooth the estimates. On the other hand, the distributed
version that we implement for comparison takes the form:
ψk,i=φk,i−1−µ(i)∇wQ(φk,i−1,xk,i) [adaptation] (87)
φk,i=
N∑
`=1
a`kψ`,i [aggregation] (88)
wk,i = wk,i−1 +
1
i
(φk,i −wk,i−1) [averaging] (89)
where the combination matrix with elements {a`k} is the same
as the one used for the diffusion and consensus strategies.
It has been shown for single-agent stochastic approximation
algorithms [22], [35], [45], [46] that the averaging operation
allows the algorithm to be robust to loss of strong-convexity
in the risk function (the algorithm will continue to converge at
the fastest possible rate for the non-strongly-convex problem,
albeit slower than the rate it would have achieved for the
strongly-convex problem) in addition to achieving the best
possible rate regardless of the eigen-structure of the Hessian
matrix H (which is important when H is ill-conditioned).
Unfortunately, these algorithms have also been shown to be
sensitive to initialization [22] in that transient terms in their
excess-risk curve decay at a relatively slow rate of 1/i2—in
comparison to stochastic gradient descent, which forgets the
initialization at a rate of 1/i2λminµ asymptotically (Theorem
5), which can be made to decay faster with the choice of
µ, and faster in the earlier stages [22]. In addition, the step-
size sequence µ(i) for the PR algorithms must decay slower
than 1/i; for example µ(i) = µ/i2/3. Various methods have
been suggested for avoiding such drawbacks such as to start
the averaging process after some number of iterations [47] or
selecting a small initial step-size µ to reduce the size of the
over-shoot. Unfortunately, it is usually not clear how many
iterations should elapse before averaging starts. This is still
a useful research direction to explore. In our simulations we
use µ(i) = µ/i2/3 as suggested in [22] for the PR averaging
strategies.
The curves illustrate that the difference in performance
between non-cooperative processing (6) and the diffusion
algorithm with doubly-stochastic weights (i.e., the algorithm
studied in [16]) is about 14dB (10 log10(N)). We also observe
that (10)-(11) achieves 10dB per decade decay in simulation
(1/i rate), and that the diffusion strategy with left-stochastic
weights outperforms the un-weighted centralized solution (7)
and the doubly-stochastic implementation. In comparison to
the consensus algorithm (13), the diffusion algorithm (10)-
(11) is seen to have better transient performance, and the
network excess-risk for the consensus strategy remains higher
than that for diffusion regardless of the combination matrix
used (as predicted by Theorem 3). In addition, we observe
that the left-stochastic diffusion algorithm approaches the same
performance curve as the weighted centralized strategy (8) as
predicted by theory.
We also observe that the Polyak-Ruppert averaging diffusion
scheme exhibits worse performance than the non-averaged
case when the condition number of H is unity. This is due
to the poor transient performance of the averaged algorithm
[22], [48]. However, as the condition number of H worsens,
TOWFIC, CHEN, SAYED: EXCESS-RISK OF DISTRIBUTED STOCHASTIC LEARNERS 13
(a) Condition number of the matrix H is 1. Comparison of non-
cooperative, centralized, diffusion, and consensus strategies.
(b) Condition number of the matrix H is 1. Comparison of non-
averaged and averaged diffusion strategies.
(c) Condition number of the matrix H is 2. Comparison of non-
cooperative, centralized, diffusion, and consensus strategies.
(d) Condition number of the matrix H is 2. Comparison of non-
averaged and averaged diffusion strategies.
(e) Condition number of the matrix H is 4. Comparison of non-
cooperative, centralized, diffusion, and consensus strategies.
(f) Condition number of the matrix H is 4. Comparison of non-
averaged and averaged diffusion strategies.
Fig. 4: Comparison between learning curves of non-cooperative processing (6), diffusion algorithm (10)-(11), consensus
algorithm (13), unweighted centralized (7), weighted centralized (8), and Polyak-Ruppert averaging scheme (87)–(89) for
quadratic loss minimization. Best viewed in color.
the averaged diffusion algorithm outperforms the standard
diffusion scheme.
B. Regularized Logistic Regression
Now consider an application where the dependent variable
yk(i) is binary (i.e, it assumes values from the set {+1,−1})
with hk, ∈ RM×1. The log-odds function is assumed to obey
the linear model [49, p. 117]:
log
(
p(yk(i)|hk,i;w)
1− p(yk(i)|hk,i;w)
)
= yk(i)h
T
k,iw (90)
Solving for p(yk,i|hk,i;w), we have that the likelihood is
given by
p(yk(i)|hk,i;w) = 1
1 + e−yk(i)h
T
k,iw
(91)
Then, the maximum-likelihood estimate of wo minimizes the
negative log-likelihood function:
Q(w,hk,i,yk(i)) = log
(
1 + e−yk(i)h
T
k,iw
)
(92)
Observe that Q(w,hk,i,yk(i)) is not strongly-convex. In
order to alleviate this difficulty, it is possible to add a small
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(a) Network topology used to
obtain the simulation results in
Sec. V-B.
(b) Plot of noise variances across the 8 nodes in the
simulation.
(c) Regularized KL divergence attained by nodes that utilize the non-cooperative algorithm (6), the
unweighted centralized algorithm (7), the weighted centralized algorithm (8), the diffusion strategy
(10)-(11), and consensus strategy (13) with optimized weights (59) and with doubly-stochastic weights
(p = 1
N
1N ). Theoretical curves are from (54), (63) and (65). Curves are averaged over 2000 experiments.
Fig. 5: Plot of the simulation parameters and results for the regularized logistic regression simulation.
regularizer so that [50], [51]:
Q(w,hk,i,yk(i)) =
ρ
2
‖w‖2 + log
(
1 + e−yk(i)h
T
k,iw
)
(93)
and the excess-risk then has the interpretation of being the
regularized KL divergence:
DRKL
(
p(yk(i)|hk,i;wo) ‖ p(yk(i)|hk,i;w)
)
, ρ
2
(‖w‖2−‖wo‖2)+ E{log(p(yk(i)|hk,i;wo)
p(yk(i)|hk,i;w)
)}
(94)
We generate a random adhoc network of N = 8 nodes
(illustrated in Fig. 5a) where each node samples M = 2
dimensional feature vectors from a Gaussian mixture with
two components and probability density function hk,i ∼
1
2N (21, IM ) + 12N (−21, IM ), where N (γ,Σ) denotes the
multivariate Gaussian density function with mean vector γ and
covariance matrix Σ. The labels yk(i) are generated according
to
p(yk(i)|hk,i;wo) = 1
1 + e−yk(i)h
T
k,iw
o
(95)
where wo is chosen arbitrary at the start of each experiment.
Each node performs the diffusion algorithm listed in (10)-(11)
by computing the gradient according to the instantaneous ap-
proximation of the strongly-convex regularized KL divergence
(94). Since in this scenario, the noise profile is uniform across
the agents, the optimal weights (59) become po = 1N 1N ,
which leads to a doubly-stochastic combination policy, A.
In order to simulate a scenario involving a left-stochastic
combination rule, we modify the instantaneous approximations
for the gradient vectors across the agents by adding a small
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additive noise component to these approximations at each
agent with varying power profile shown in Fig. (5b). These
noise perturbations help model unknown effects or even round-
off errors.
The regularization constant ρ is chosen to be 5 in the
simulation since it will determine λmin and in order to ensure
that our approximation in (63) is valid, we choose µ to be
5. The optimizer is found by optimizing the sum of the
regularized KL divergences and using empirical average for
the expectation.
Figure 5c shows the resulting curves, which are averaged
over 500 experiments (with a different random network topol-
ogy per experiment). We plot the performance of the non-
cooperative algorithm along with its theoretical performance
(both averaged over the nodes). In addition, we show the
performance of the centralized algorithms (7) and (8) along
with their theoretical performance obtained from the right-
hand-side of (65) and (76). We see that the diffusion algorithm
outperforms the non-cooperative algorithm and matches the
centralized algorithm listed in (7) when the combination policy
A is doubly-stochastic, as predicted by Theorem 2. We also
observe that when A is chosen to be left-stochastic, the
diffusion strategy outperforms (7), as predicted by (73) and
approaches to same performance as the weighted centralized
algorithm (8), as expected.
VI. CONCLUSIONS AND FUTURE WORK
We performed a detailed mean-square-error analysis of the
asymptotic convergence behavior of distributed strategies of
the consensus and diffusion types. We established that the
algorithms converge asymptotically at the rate of O(1/i)
and, more importantly, derived the exact constant that mul-
tiplies the convergence rate factor 1/i. By using the derived
expressions, we were able to compare the performance of
various implementations against each other including non-
cooperative strategies, centralized strategies, and distributed
consensus and diffusion strategies. The analysis revealed that
diffusion implementations outperform the other strategies and
deliver the best excess-risk performance asymptotically as
centralized strategies; we also showed how to optimize this
performance over the choice of combination weights. We
showed that the optimal weights are left-stochastic rather than
doubly-stochastic and derived an expression for them in terms
of the Hastings rule. We also observed that the diffusion
implementation leads to smaller overshoot during the transient
phase in relation to the other strategies in simulations. It
was also demonstrated that the asymptotic performance of
the difusion strategy is independent of the particular network
topology that connects the agents. The analysis in this work
was done under the assumption of stationary data distributions,
in which case decaying step-sizes are justified. If the statistical
distribution of the data drifts with time, then constant step-
sizes need to be employed. In this case, the dynamics of the
learning network is modified in one important way in that
the gradient noise does not die out anymore (it is annihilated
by decaying step-sizes but not by constant step-sizes). The
performance of the networks in the constant step-size regime
is studied in [14], [15], [32], [34]. A useful extension of this
work is to study the Polyak-Ruppert averaging version (87)–
(89) for robustness against ill-conditioning and lack of strong-
convexity.
APPENDIX A
PROOF OF THEOREM 1
We denote the error vectors at node k at time i by ψ˜k,i ,
wo−ψk,i and w˜k,i , wo−wk,i. We subtract (10)-(11) from
wo using (23) to get
ψ˜k,i = w˜k,i−1+µ(i) [∇wJk(wk,i−1)+vk,i(wk,i−1)] (96)
w˜k,i =
N∑
`=1
a`kψ˜`,i (97)
Using the mean-value relation (22), we can write
∇wJk(wk,i−1) = −Hk,iw˜k,i−1 (98)
where
Hk,i,
∫ 1
0
∇2wJk(wo−tw˜k,i−1)dt (99)
and where we used the fact that ∇wJk(wo) = 0 since wo
optimizes Jk(w). Substituting (98) into (96), we get
ψ˜k,i = [I − µ(i)Hk,i−1] w˜k,i−1 + µ(i)vk,i(wk,i−1) (100)
We now derive mean-square-error (MSE) recursions by noting
that ‖x‖2 , xTx is a convex function of x. Therefore,
applying Jensen’s inequality [52, p. 77] to (97) we obtain:
E{‖w˜k,i‖2|F i−1} ≤
N∑
`=1
a`kE{‖ψ˜`,i‖2|F i−1} (101)
for k = 1, . . . , N . From (100) and using Assumption 2, we
get
E{‖ψ˜k,i‖2|F i−1} = E{‖w˜k,i−1‖2Σk,i |F i−1}+
µ2(i) · E{‖vk,i(wk,i−1)‖2 |F i−1} (102)
where Σk,i , (IM − µ(i)Hk,i−1)2. The matrices Σk,i can
be seen to be positive semi-definite for large enough i and
bounded by
0 ≤ Σk,i ≤ γ2(i)IM (103)
where
γ(i) , max
{∣∣1− µ(i)λ¯∣∣ , |1− µ(i)λ|} (104)
Now note that γ2(i) can be upper-bounded by:
γ2(i) = max
{
1− 2µ(i)λ¯+ µ2(i)λ¯2, 1− 2µ(i)λ+ µ2(i)λ2}
≤ 1− 2µ(i)λ+ µ2(i)λ¯2 (105)
In order to simplify the notation, we introduce the upper-bound
β(i) , 1− 2µ(i)λ
(
1− (λ¯
2 + α2)
2λ
µ(i)
)
(106)
where α2 is defined by (33), namely,
E{‖vk,i(wk,i−1)‖2 |F i−1} ≤ α2‖w˜k,i−1‖2 + σ2v2 (107)
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Combining (102), (103), and (107), we obtain for k =
1, . . . , N :
E{‖ψ˜k,i‖2|F i−1} ≤ β(i) ‖w˜k,i−1‖2 + µ2(i)σ2v2 (108)
We introduce the MSE vectors:
Wi ,
[‖w˜1,i‖2, . . . , ‖w˜N,i‖2]T (109)
Yi ,
[‖ψ˜1,i‖2, . . . , ‖ψ˜N,i‖2]T (110)
and rewrite (101), and (108) as:
E{Yi|F i−1}  β(i)Wi−1 + µ2(i)σ2v21N (111)
E{Wi|F i−1}  ATE{Yi|F i−1} (112)
where x  y indicates that each element of the vector x is less
than or equal to the corresponding element of vector y. Using
the fact that if x  y then Bx  By for any matrix B with
non-negative entries, we can combine the above inequality
recursions into a single recursion for Wi:
E{Wi|F i−1}  β(i)ATWi−1 + µ2(i)σ2v21N (113)
Now, we multiply both sides by pT, where p is the Perron
eigenvector of A. This yields the recursion:
E{pTWi|F i−1} ≤ β(i)pTWi−1 + µ2(i)σ2v2 (114)
A. MSE Convergence
For the first part of Theorem 1 (asymptotic MSE con-
vergence), we evaluate the expectation of both sides of the
inequality in (114) to get
E{pTWi} ≤ β(i)E{pTWi−1}+µ2(i)σ2v2 (115)
Now since µ(i) → 0, we conclude that for large enough i >
io, the sequence µ2(i) will assume smaller values than µ(i).
Therefore, a large enough time index, io > 0 exists such that
the following condition is satisfied:
0 < (1− β(i)) = (2µ(i)λ+ (λ¯2 + α2)µ2(i)) < 1 (116)
Furthermore, noting that
∑∞
i=1(1 − β(i)) = ∞,
limi→∞ µ2(i)σ2v2/(1 − β(i)) = 0, we then invoke Lemma 4
(Appendix G) to arrive at the desired result.
B. Almost-Sure Convergence
We see that (114) fits the form of Lemma 6 (Appendix G),
where (116) will hold for large enough i,
∑∞
i=1(1−β(i)) =∞,
limi→∞ µ2(i)σ2v2/(1 − β(i)) = 0, and
∑∞
i=1 µ
2(i)σ2v2 < ∞,
and we conclude that pTWi → 0 almost surely so Wi → 0
almost surely as well since all the entries of p are strictly
positive. This implies that wk,i → wo almost surely for all
k = 1, . . . , N .
C. MSE Convergence Rate
For the convergence rate, we take the expectation of
E{pTWi|F i−1} ≤ β(i)pTWi−1 + µ2(i)σ2v2 (117)
to get
E{pTWi} ≤
(
1− a
i
+
b
i2
)
E{pTWi−1}+ c
i2
(118)
where a , 2µλ, b , µ2(λ¯ + α2), and c , σ2v2µ2. Using
Lemma 5 (Appendix G), we have that when a = 2λµ > 1,
lim sup
i→∞
E{pTWi}
i−1
≤ c
a− 1 , (119)
which in turn implies that each E‖wk,i‖2 diminishes at the
rate i−1, which is our desired result.
D. Fourth-Order-Moment Convergence Rate
Observe that by Jensen’s inequality, we have that
E‖w˜k,i‖4 ≤
N∑
`=1
a`kE‖ψ˜`,i‖4 (120)
and
‖ψ˜k,i‖4 = ‖(IM−µ(i)Hk,i−1)w˜k,i−1+µ(i)vk,i(wk,i−1)‖4
(121)
By utilizing Lemma 5 from [53, p. 32], we obtain:
E{‖ψ˜k,i‖4|F i−1} ≤ θ1(i)‖w˜k,i−1‖4+
3µ4(i)E{‖vk,i(wk,i−1)‖4|F i−1}+
8θ2(i)‖w˜k,i−1‖2 · E{‖vk,i(wk,i−1)‖2|F i−1} (122)
where
θ1(i) , 1− 4µ(i)λ+ 2µ2(i)(2λ2 + λ¯2) + µ4(i)λ¯4 (123)
θ2(i) , β(i) · µ2(i) (124)
Now, using (28), we have that
E{‖vk,i(wk,i−1)‖4|F i−1} ≤ α4‖w˜k,i−1‖4 + σ4v4 (125)
and using (33) and (125) in (122), we obtain
E{‖ψ˜k,i‖4|F i−1} ≤ θ1(i)‖w˜k,i−1‖4+
3µ(i)4(α4‖w˜k,i−1‖4 + σ4v4)+
8θ2(i)‖w˜k,i−1‖2 · (α2‖w˜k,i−1‖2+σ2v2)
(126)
or, equivalently,
E{‖ψ˜k,i‖4|F i−1} ≤
(
1− a
i
+O(i−2)
)
‖w˜k,i−1‖4+
O(i−2)‖w˜k,i−1‖2+O(i−4) (127)
where a , 4λµ. Taking the unconditional expectation of
E{‖ψ˜k,i‖4|F i−1}, we obtain,
E‖ψ˜k,i‖4 ≤
(
1− a
i
+O(i−2)
)
E‖w˜k,i−1‖4+
O(i−2)E‖w˜k,i−1‖2+O(i−4) (128)
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Now, observing that E‖w˜k,i−1‖2 ∼ O(i−1) according to
(119), we have that
E‖ψ˜k,i‖4 ≤
(
1− a
i
+O(i−2)
)
E‖w˜k,i−1‖4 +O(i−3) (129)
We can now form the network variables
W4i ,
[
E‖w˜1,i‖4, . . . ,E‖w˜N,i‖4
]T
(130)
so that
W4i 
(
1− a
i
+O(i−2)
)
ATW4i−1 +O(i−3) (131)
and taking the maximum-norm, we obtain:
‖W4i ‖∞ ≤
(
1− a
i
+O(i−2)
)
‖W4i−1‖∞ +
e
i3
(132)
where e is a constant independent of i. Using Lemma 5
(Appendix G), we have that when a = 4λµ > 2:
lim sup
i→∞
‖W4i ‖∞
i−2
≤ e
a− 2 , (133)
and therefore E‖w˜k,i‖4 = O(i−2) when 2λµ > 1.
APPENDIX B
PROOF OF THEOREM 2
First, we establish an equality regarding the relationship
between the excess-risk and weighted means-square-error
quantities:
Lemma 1 (Time-evolution of excess-risk): Let
Assumptions 1–2 hold. Then, the excess-risk at agent k
is given by
ERk(i)=AT(i)+TT(i)+HO1,k(i)+HO2(i)+HO3(i) (134)
where
AT(i) ,
i−1∑
j=1
µ2(j)Tr(GiΩj,i) , [Asymptotic Term] (135)
TT(i) , E‖W˜0‖2Ω0,i , [Transient Term] (136)
HO1,k(i) , Ew˜Tk,i−1S˜k,iw˜k,i−1, [High-order Term] (137)
HO2(i) ,
i−1∑
j=1
Tr(Rd,jΩj,i) , [High-order Term] (138)
HO3(i) , 2
i−1∑
j=1
Tr
(
Ωj,iE{BjW˜j−1dTj }
)
, [High-order Term]
(139)
Ωj,i ,
 i−1∏
t=j+1
BTt
Σ
 i−1∏
t=j+1
BTt
T (140)
Σ , Ekk ⊗ 1
2
H (141)
S˜k,i , Sk,i − 1
2
H (142)
A , A⊗ IM (143)
Gi , ATE{Rg,i(Wi−1)}A (144)
H , IN ⊗H (145)
Bi , AT(I−µ(i)H) (146)
Hi−1, diag
1≤k≤N
{∫ 1
0
∇2wJk(wo − tw˜k,i−1)dt
}
(147)
di,µ(i)AT(H−Hi−1)W˜i−1 (148)
Rd,i , E{didTi } (149)
Moreover, the products that appear in expression (140) for Ωj,i
are performed in the following order:
Ωj,i = BTj+1 · · · BTi−1ΣBi−1 · · · Bj+1 (150)
Proof: First, observe from (45) that:
ERk(i) = E‖W˜i−1‖2Ekk⊗Sk,i
= Ew˜Tk,i−1Sk,iw˜k,i−1
= Ew˜Tk,i−1
(
1
2
H+S˜k,i
)
w˜k,i−1
= E‖W˜i−1‖2Σ+HO1,k(i) (151)
Now to study E‖W˜i−1‖2Σ, we first verify from (10)–(11)
that the error quantity W˜i evolves according to the following
dynamics:
W˜i−1 = Bi−1W˜i−2+µ(i− 1)ATgi−1(wi−2)+di−1 (152)
Equating the energies of both sides of (152) and taking ex-
pectations, we arrive at the following recursion, which relates
weighted variances of two successive network error vectors,
W˜i−1 and W˜i−2:
E‖W˜i−1‖2Σ = E
{
‖W˜i−2‖2BTi−1ΣBi−1
}
+
µ2(i− 1)Tr(Gi−1Σ) + E‖di−1‖2Σ+
2E{dTi−1ΣBi−1W˜i−2} (153)
where
Gi , ATE{Rg,i(Wi−1)}A (154)
If we now iterate the recursion (153), we obtain that
E‖W˜i−1‖2Σ = AT(i) + TT(i) + HO2(i) + HO3(i) (155)
where AT(i), TT(i), HO2(i), and HO3(i) were defined in
(135), (136), (138), and (139), respectively. Then, combining
(151) and (155), we obtain the following representation for
the excess-risk:
ERk(i) = AT(i)+TT(i)+HO1,k(i)+HO2(i)+HO3(i) (156)
where HO1,k(i) was defined in (137).
The first term on the right-hand side of (134) models the
asymptotic behavior of the network since, as we will see
further ahead, it will decay at the slowest rate in comparison
to all other terms in (134). In comparison, the second term
on the right-hand side of (134) models the transient behavior
of the diffusion network since it is governed by the initial
error in estimating wo at the different nodes. The remaining
terms will decay faster than the first two terms, and thus will
be considered “high-order” terms. It is necessary to study the
behavior of all terms in (134) to understand the dynamics of
the network.
First, we will establish the convergence rate of the so-called
“asymptotic-term” AT(i):
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Theorem 4 (Convergence rate of asymptotic term AT(i)):
Let Assumptions 1-2 hold. It then holds asymptotically that
AT(i) ∼ µ
2
2
pT
(
M∑
m=1
λmαm(i)Rv,m
)
p (157)
where the notation f(i)∼g(i) implies that lim
i→∞
f(i)/g(i)=1
and αm(i) is defined as
αm(i),
{
1
2λmµ−1 · 1i + Θ
(
1
i2λmµ
)
, 2λmµ 6= 1
log(i)/i, 2λmµ = 1
(158)
Moreover, λm is the m-th eigenvalue of H and the N × N
matrix Rv,m is defined as:
Rv,m , diag{(ΦTRov,1Φ)mm, . . . , (ΦTRov,NΦ)mm} (159)
where the notation (X)mm denotes the m-th diagonal element
of the matrix X . Specifically, when 2λminµ > 1, we have that:
AT(i) ∼ µ
2i
M∑
m=1
λmµ
2λmµ− 1 · p
TRv,mp (160)
Proof: Observe that the covariance matrix
E{Rg,i(Wi−1)} converges to a constant matrix when
2λµ > 1:
E{Rg,i(Wi−1)}=E{Rg,i(1N⊗wo)}+O
(
1
imin(1,γ/2)
)
(161)
where 0 < γ ≤ 4 is from (30). To see this, consider the
quantity:
‖ERg,i(Wi−1)− E{Rg,i(1N ⊗ wo)}‖
(a)
≤ E‖Rg,i(Wi−1)−Rg,i(1N⊗wo)‖
(b)
≤ κ1 · E‖W˜i−1‖2 + κ2 · E‖W˜i−1‖γ
(c)
≤ κ1 · E‖W˜i−1‖2 + κ2 · (E‖W˜i−1‖2)
γ
2
(d)∼ O(1/i) +O(1/iγ/2) (162)
where steps (a) and (c) are due to Jensen’s inequality, step (b)
is due to (34), and step (d) is due to (41)–(42) when 2λµ > 1.
We conclude, therefore, that:
lim
i→∞
E{Rg,i(Wi−1)} = Rog (163)
where Rog is defined in (31). Combining with (144), we obtain
lim
i→∞
Gi = G , ATRogA (164)
where, as pointed out in (35), Rog is block-diagonal. Since
we are interested in the asymptotic performance of the term
AT(i), we may replace Gi with G in the following analysis.
Now, with Σ = 12Ekk⊗H , we rewrite AT(i) as
AT(i) =
i−1∑
j=1
µ2(j)Tr(RogΩj,i) (165)
We observe that (165) is in the exact form required by Lemma
11 (Appendix G), where we make the identifications:
L ← Rog, b← 0, q ← 1 (166)
where Rog is a block-diagonal matrix with block-matrices
{R1, . . . , RN}. We thus obtain (157).
Next, we consider the remaining terms of (134), beginning
with TT(i):
Theorem 5 (Convergence rate of transient term TT(i)):
Let Assumptions 1-2 hold. The transient term in (134) decays
asymptotically according to
TT(i) = Θ
(
1/i2λminµ
)
, as i→∞ (167)
Proof: See Appendix C.
Actually, in App. C, we derive upper and lower bounds for the
transient term (see (192) and (194)). Examining these bounds,
we notice that the transient term will grow initially before it
starts to decay. The asymptotic rate of decay of the transient
error is on the order of 1/i2λminµ, for any value of 2λminµ.
We now establish the convergence rate of the remaining
high-order terms: HO1,k(i), HO2(i), and HO3(i) in the case
where 2λminµ > 1:
Theorem 6 (Convergence rate of HO1,k(i)): Let Assump-
tions 1–2 hold. It then holds asymptotically that
HO1,k(i) = O
(
1/i3/2
)
(168)
when 2λµ > 1.
Proof: We have from (142) that
‖S˜k,i‖ ≤
∫ 1
0
t
∫ 1
0
‖∇2wJ(wo − s t w˜k,i−1)−H‖dsdt
(a)
≤ τk‖w˜k,i−1‖
∫ 1
0
t2
∫ 1
0
s ds dt
=
τk
6
‖w˜k,i−1‖ (169)
where step (a) is due to the global Lipschitz condition (18).
Therefore,
HO1(i) ≤ τk
6
E‖w˜k,i−1‖3
(b)
≤ τk
6
(
E‖w˜k,i−1‖4
)3/4
(c)∼ O(i−3/2), [2λµ > 1] (170)
where step (b) is due to Jensen’s inequality, which states that
Ef(x) ≤ f(Ex) for a concave function f(x):
E‖w˜k,i−1‖3 = E(‖w˜k,i−1‖4)3/4 ≤ (E‖w˜k,i−1‖4)3/4 (171)
and step (c) is due to (42) when 2λµ > 1.
Observe that Theorem 6 establishes that HO1(i) = o(1/i).
This is an important result since the asymptotic term converges
at the rate 1/i when 2λminµ > 1. Next, we establish the
following lemma for the convergence rate of the second high-
order term: HO2(i):
Theorem 7 (Convergence rate of HO2(i)): Let
Assumptions 1-2 hold. It then holds asymptotically that
HO2(i) ∼
{
Θ(1/i3) + Θ(1/i2λminµ), 1 < 2λminµ 6= 3
Θ
(
log(i)
i3
)
, 2λminµ = 3
(172)
when 2λminµ > 1.
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Proof: See Appendix D.
Thus, we have that Theorem 7 demonstrates that the second
high-order term HO2(i) = o(1/i), which is again faster than
the asymptotic term AT(i). Finally, we examine the final high-
order term, HO3(i):
Theorem 8 (Convergence rate of HO3(i)): Let
Assumptions 1-2 hold. It holds asymptotically that
HO3(i) ∼
{
Θ(1/i3/2) + Θ(1/i2λminµ), 1 < 2λminµ 6= 32
Θ
(
log(i)
i3/2
)
, 2λminµ =
3
2
(173)
when 2λminµ > 1.
Proof: See Appendix E.
We observe from Theorems 5–8 that TT (i), HO1,k(i),
HO2(i), and HO3(i) are higher-order terms in comparison
to AT(i) when 2λminµ > 1 since they decay at a rate that is
faster than that of AT(i), Θ(1/i). Notice that while (41)–(42)
required 2λµ > 1, Theorem 4, which establishes the same
asymptotic rate, requires 2λminµ > 1. However, due to (19),
we know that:
2λµ > 1 =⇒ 2λminµ > 1 (174)
and thus as long as the condition of (41)–(42) is satisfied, the
condition on 2λminµ > 1 will automatically be satisfied. We
conclude from (134) and Theorems 4–8 that:
ERk(i) ∼ µ
2i
M∑
m=1
λmµ
2λmµ− 1 · p
TRv,mp (175)
when 2λminµ > 1, which is our desired result. It is important
to observe that it is possible for all terms TT(i), HO1,k(i),
HO2(i), and HO3(i) to depend on the network topology, just
as the asymptotic term AT(i) depends on it through the Perron
vector p. However, since all of the former terms decay faster
than AT(i), they do not contribute to the asymptotic excess-
risk curve and thus their dependency on the network topology
was not examined.
APPENDIX C
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Introduce the Jordan canonical form of matrix A:
A = TDT−1 (176)
The relation between the quantities {T,D} and {Y,DN−1, R}
in (47) is as follows:
T =
[
p Y
]
, D =
[
1
DN−1
]
, T−1 =
[
1TN
RT
]
(177)
Substituting (141), (146), and (176) into (136), we observe
that the weighting matrix Ω0,i can be written as:
Ω0,i = BT1 · · · BTi−1ΣBi−1 · · · B1
=
1
2
TDi−1T−1EkkT−TDT
i−1
TT ⊗ ΦK0,iΦT (178)
where Kj,i is the following diagonal matrix:
Kj,i ,
 i−1∏
t=j+1
(IM−µ(t)Λ)
Λ
 i−1∏
t=j+1
(IM−µ(t)Λ)
 (179)
Now, using (177), we conclude that
(TDT−1)i−1 = TDi−1T−1
=
[
p Y
] [ 1
Di−1N−1
] [
1TN
RT
]
= p1T + Y Di−1N−1R
T (180)
so that
TDi−1T−1EkkT−TDT
i−1
TT
(a)
= (p1T + Y Di−1N−1R
T)Ekk(1p
T +RDTi−1N−1Y
T)
= p1TEkk1p
T + Y Di−1N−1R
TEkk1p
T+
p1TEkkRD
Ti−1
N−1Y
T+Y Di−1N−1R
TEkkRD
Ti−1
N−1Y
T
(b)
= ppT + Y Di−1N−1R
TEkk1p
T + p1TEkkRD
Ti−1
N−1Y
T+
Y Di−1N−1R
TEkkRD
Ti−1
N−1Y
T (181)
where step (a) is due to (180) and we used the fact that
1TNEkk1N = 1 since Ekk contains a single unit element at the
(k, k) entry in step (b). The first term of (181) is a constant
and does not vary with i. On the other hand, all other terms
vary with i. Using Lemma 2 (Appendix G), we can now see
that all the time-varying terms in (181) decay to zero at least
at an exponential rate:
‖Y Di−1N−1RTEkk1pT‖≤‖Y Di−1N−1RT‖·‖Ekk1pT‖
(182)
‖p1TEkkRDTi−1N−1Y T‖=‖Y Di−1N−1RTEkk1pT‖ (183)
‖YDi−1N−1RTEkkRDT
i−1
N−1Y
T‖≤‖Ekk‖·‖Y Di−1N−1RT‖ (184)
where, from Lemma 2,
‖Y Di−1N−1RT‖ ≤ c · ‖T‖· ‖T−1‖ ·
(
ρ(DN−1) + 1
2
)i−1
(185)
And since the spectral radius of DN−1 is strictly less than
1, we find that all terms in (181), with the exception of ppT,
will decay to zero at an exponential rate. We can ignore the
decaying terms since the convergence rate will be dominated
by a slower term that decays at the rate i−2λminµ in K0,i. To
see this, we first write down the transient term as:
E‖W˜0‖2Ω0,i ∼
1
2
E
{
W˜T0
(
ppT ⊗ ΦK0,iΦT
)
W˜0
}
=
1
2
E
{
W˜T0 (p⊗ Φ)(IN ⊗K0,i)(p⊗ Φ)TW˜0
}
(186)
The notation a(i) ∼ b(i) is defined after (157). We now
introduce the linear transformation, W˜′0, of the initial error
vector W˜0:
W˜′0 , (p⊗ Φ)TW˜0 (187)
This transformation allows us to rewrite (186) as
E‖W˜0‖2Ω0,i ∼
1
2
E
{
W˜′T0 (IN ⊗K0,i)W˜′0
}
=
1
2
N∑
k=1
E{w˜′T0,kK0,iw˜′0,k} (188)
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where w˜′0,k is the k-th M × 1 block of the block-vector W˜′0,
where W˜′0 = col{w˜′0,1, . . . , w˜′0,N}.
The only remaining dependence on the iteration is now
embedded in K0,i as defined in (179). Examining this diagonal
matrix we have that:
K0,i =diag
λ1
i−1∏
j=1
(1−µ(j)λ1)2, . . . , λM
i−1∏
j=1
(1−µ(j)λM )2

(189)
where λm is the m-th eigenvalue of the matrix H . Substituting
(189) into (188), we obtain:
E‖W˜0‖2Ω0,i ∼
1
2
M∑
m=1
λm i−1∏
j=1
(1−µ(j)λm)2
 N∑
k=1
E‖w˜′0,k,m‖2
(190)
where w˜′0,k,m denotes the m-th element of the vector w˜
′
0,k, so
that w˜′0,k = col{w˜′0,k,1, . . . , w˜′0,k,M}. In order to determine
the rate of convergence of the quantity λm
∏i−1
j=1(1−µ(j)λm)2,
we appeal to Lemma 7 (Appendix G). We use (248) in
conjunction with (190) to conclude that the transient term can
be lower- and upper-bounded by:
E‖W˜0‖2Ω0,i ≥
1
2
M∑
m=1
λmsmcm,i
N∑
k=1
E‖w˜′0,k,m‖2
=
1
2
M∑
m=1
e2
∑dλmµe+1
j=1 log(1−λmµj ) ·
(
1− λmµi
)2i
(i−λmµ)2λmµ ·
λm(dλmµe−λmµ+1)2λmµ(
1− λmµdλmµe+1
)2(dλmµe+1) N∑
k=1
E‖w˜′0,k,m‖2
(191)
(a)∼ 1
2
M∑
m=1
e2
∑dλmµe+1
j=1 log(1−λmµj ) · e−2λmµ
(i− λmµ)2λmµ ·
λm(dλmµe − λmµ+ 1)2λmµ(
1− λmµdλmµe+1
)2(dλmµe+1) N∑
k=1
E‖w˜′0,k,m‖2
(192)
E‖W˜0‖2Ω0,i ≤
1
2
M∑
m=1
λmsmc¯m,i
N∑
k=1
E‖w˜′0,k,m‖2
=
1
2
M∑
m=1
e2
∑dλmµe+1
j=1 log(1−λmµj )
(
1− λmµi+1
)2(i+1)
(i+ 1− λmµ)2λmµ ·
λm(dλmµe−λmµ+2)2λmµ(
1− λmµdλmµe+2
)2(dλmµe+2) N∑
k=1
E‖w˜′0,k,m‖2
(193)
(b)∼ 1
2
M∑
m=1
e2
∑dλmµe+1
j=1 log(1−λmµj )e−2λmµ
(i+ 1− λmµ)2λmµ ·
λm(dλmµe − λmµ+ 2)2λmµ(
1− λmµdλmµe+2
)2(dλmµe+2) N∑
k=1
E‖w˜′0,k,m‖2
(194)
where steps (a) and (b) are due to the expressions
(1− λmµ/i)2i and (1− λmµ/(i+ 1))2i+2 asymptotically
converging to e−2λmµ [54, p. 26], which is independent
of i. In fact, the numerators in (191) and (193) account
for the increase in the excess-risk at the beginning of the
iterations. Eventually, however, the denominator terms of the
form (i − λmµ)2λmµ and (i + 1 − λmµ)2λmµ will overtake
the increase in (1− λmµ/i)2i and (1− λmµ/(i+ 1))2i+2 and
the excess-risk will begin to decay from that point onwards.
Furthermore, examination of (192) and (194) shows that the
m-th term decays at the rate O(i−2λmµ), making the slowest
term vanish at O(i−2λminµ), where λmin is the smallest
eigenvalue of the matrix H .
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Since the matrices Rd,i and BTj+1 · · · BTi−1ΣBi−1 · · · Bj+1
are positive semi-definite as long as Σ is positive semi-definite,
we have that
HO2(i) ≤
i−1∑
j=1
Tr
( Rd,j
µ2(j)
)
Tr
(
µ2(j)Ωj,i
)
=
i−1∑
j=1
E
∥∥∥∥ djµ(j)
∥∥∥∥2 Tr (µ2(j)Ωj,i) (195)
where in the first inequality we used the property that 0 ≤
Tr(AB) ≤ Tr(A)Tr(B) for nonnegative matrices A and B
(Lemma 3 in Appendix G). To evaluate the convergence rate
of E‖dj/µ(j)‖2, we proceed as follows. First, we denote the
block diagonal entries of the matrix Hj−1 defined by (147)
as
Hk,j−1 ,
∫ 1
0
∇2w Jk(wo − tw˜k,j−1)dt (196)
Then, we note that
‖dj/µ(j)‖ ≤ ‖AT‖ ·
∥∥∥∥∥∥∥
 (H −H1,j−1)w˜1,j−1...
(H −HN,j−1)w˜N,j−1

∥∥∥∥∥∥∥
≤ ‖AT‖ ·
N∑
k=1
‖H −Hk,j−1‖ · ‖w˜k,j−1‖ (197)
Using the global Lipschitz condition (18), we have that
‖H −Hk,j−1‖ =
∥∥∥∥∫ 1
0
H−∇2wJk(wo − tw˜k,j−1)dt
∥∥∥∥
≤ τk‖w˜k,j−1‖
∫ 1
0
t dt
=
τk
2
‖w˜k,j−1‖ (198)
Substituting into (197), we obtain
‖dj/µ(j)‖ ≤ 1
2
· ‖AT‖ ·
N∑
k=1
τk‖w˜k,j−1‖2 (199)
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so that, upon squaring and using the Cauchy-Schwarz inequal-
ity,
‖dj/µ(j)‖2 ≤ 1
4
· ‖AT‖2 · τ ′ ·
N∑
k=1
‖w˜k,j−1‖4 (200)
where
τ ′ ,
N∑
k=1
τ2k (201)
Taking the expectation, we obtain
E‖dj/µ(j)‖2 ≤ 1
4
· ‖AT‖2 · τ ′ ·
N∑
k=1
E‖w˜k,j−1‖4
≤ N · τ
′
4
· ‖AT‖2 · ‖W4j−1‖∞
(a)
= O(j−2), 2λµ > 1 (202)
where W4j−1 is defined in (130) and step (a) is due to (42).
This implies that there exist constants d > 0 and jo ≥ 1
such that for all j ≥ jo, we have that E‖dj/µ(j)‖2/j−2 < d.
Therefore, we can split the sum in (195) into two sums:
HO2(i) ≤ d ·
i−1∑
j=jo
j−2Tr
(
µ2(j)Ωj,i
)
+
jo−1∑
j=1
E ‖dj‖2 Tr (Ωj,i)
(203)
For the first term, we immediately recognize that it fits in
the form required by Lemma 11 (Appendix G) with the
identifications: b ← 2,L ← I, q ← jo. So we conclude that
the first term asymptotically becomes:
d ·
i−1∑
j=jo
j−2Tr
(
µ(j)2Ωj,i
) ∼ d · µ2 · ‖p‖2
2
M∑
m=1
λmαm,2(i)
(204)
where
αm,2(i) =
{
i−3
2λmµ−3 + Θ(i
−2λminµ), 1 < 2λmµ 6= 3
log(i)
i3 , 2λmµ = 3
(205)
and where we require 2λminµ > 1 since step (202) required
2λµ > 1, which automatically guarantees that condition
2λminµ > 1 is satisfied since λ ≤ λmin. Now (204) will
converge at the rate of its slowest term and, hence, we have
that
d·
i−1∑
j=jo
j−2Tr
(
µ(j)2Ωj,i
)
∼
{
Θ
(
i−3
)
+ Θ(i−2λminµ), 1 < 2λminµ 6= 3
Θ
(
log(i)
i3
)
, 2λminµ = 3
(206)
On the other hand, for the second term of (203), we recall
(176)–(179) and observe that the trace can be computed as:
Tr(Ωj,i) = Tr(TD
i−jT−1EkkT−TDT
i−j
TT ⊗ ΦKj,iΦT)
(a)
= Tr(TDi−jT−1EkkT−TDT
i−j
TT)×
M∑
m=1
λm
Γ2(i− λmµ)
Γ2(i)
· Γ
2(j + 1)
Γ2(j + 1− λmµ)
(b)∼ Tr(TDi−jT−1EkkT−TDTi−jTT)×
M∑
m=1
i−2λmµλm
Γ2(j + 1)
Γ2(j + 1− λmµ)
(c)∼ Tr(TE11T−1EkkT−TE11TT)×
M∑
m=1
i−2λmµλm
Γ2(j + 1)
Γ2(j + 1− λmµ)
(d)
= Tr(p1TNEkk1Np
T)
M∑
m=1
i−2λmµ
λm · Γ2(j + 1)
Γ2(j + 1− λmµ)
=
M∑
m=1
i−2λmµλm
Γ2(j + 1)
Γ2(j + 1− λmµ)‖p‖
2 (207)
where step (a) is due to Lemma 7 (Appendix G); step (b)
is due to Lemma 8 (Appendix G); step (c) is due to the
fact that Di−j → E11 for large i (since j will only increase
up to jo, which will become small in comparison to large i
asymptotically); and step (d) is due to the fact that TE11T−1
is a rank-1 matrix that is spanned by the left- and right-
eigenvectors of A corresponding to the eigenvalue 1. The
left eigenvector is 1N since A is left-stochastic. The right
eigenvector is p and is normalized so that the sum of its entries
is unity; i.e., pT1N = 1 and Ap = p. Then, TE11T−1 = p1TN .
Substituting (207) into the second term of (203), we obtain:
jo−1∑
j=1
E ‖dj‖2 Tr (Ωj,i)
∼
M∑
m=1
i−2λmµ
jo−1∑
j=1
E ‖dj‖2 λm Γ
2(j + 1)
Γ2(j + 1− λmµ)‖p‖
2
(a)
= O(i−2λminµ) (208)
where step (a) is due to the fact that the inner sum has finite
bounds. Combining (206) and (208), we have that:
HO2(i)=
{
Θ(i−3)+Θ(i−2λminµ), 1 < 2λminµ 6= 3
Θ( log(i)i3 ), 2λminµ = 3
(209)
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The study of the final term of (134) is slightly more
complicated than that of the others since in this case the matrix
E{BjW˜j−1dTj } is no longer symmetric, let alone positive
semi-definite. Nevertheless, using Lemma 3 (Appendix G), we
can obtain:
HO3(i) ≤
i−1∑
j=1
Tr
(
µ2(j)Ωj,i
) ∥∥∥∥∥E{BjW˜j−1dTj }µ(j)2
∥∥∥∥∥ (210)
Now, using Jensen’s inequality and the submultiplicative norm
property of the spectral norm, we have that∥∥∥∥∥E{BjW˜j−1dTj }µ2(j)
∥∥∥∥∥ ≤ 1µ(j)E{‖Bj‖ · ‖W˜j−1‖ · ‖dj/µ(j)‖}
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≤ 1
µ(j)
E{‖AT‖‖I−µ(j)H‖ · ‖W˜j−1‖ · ‖dj/µ(j)‖} (211)
Using (199), we obtain∥∥∥∥∥E{BjW˜j−1dTj }µ2(j)
∥∥∥∥∥ ≤ 12µ(j)‖AT‖2 · ‖I−µ(j)H‖·
E
{
‖W˜j−1‖
N∑
k=1
τk‖w˜k,j−1‖2
}
(212)
Now, since ‖W˜j−1‖ ≤
∑N
k=1 ‖w˜k,j−1‖, we have that:
E
{
‖W˜j−1‖
N∑
k=1
τk‖w˜k,j−1‖2
}
≤ E
{(
N∑
k=1
‖w˜k,j−1‖
)(
N∑
k=1
τk‖w˜k,j−1‖2
)}
(a)
≤
√√√√E ∣∣∣∣∣
N∑
k=1
‖w˜k,j−1‖
∣∣∣∣∣
2
· E
∣∣∣∣∣
N∑
k=1
τk‖w˜k,j−1‖2
∣∣∣∣∣
2
(b)
≤
√√√√N N∑
k=1
E‖w˜k,j−1‖2 · τ ′ ·
N∑
k=1
E‖w˜k,j−1‖4 (213)
where steps (a)-(b) are due to the Cauchy-Schwarz in-
equality and τ ′ ,
∑N
k=1 τ
2
k . Now, from Theorem 1, we
know that E‖w˜k,j−1‖2 = O(j−1) and E‖w˜k,j−1‖4 =
O(j−2) when 2λµ > 1. Therefore, we can conclude that
E
{
‖W˜j−1‖
∑N
k=1 τk‖w˜k,j−1‖2
}
= O(j−3/2) and so∥∥∥∥∥E{BjW˜j−1dTj }µ2(j)
∥∥∥∥∥ = O(j−1/2) (214)
when 2λµ > 1. That is, there exist constants c > 0 and j1 ≥ 1
such that for all j ≥ j1, we have that∥∥∥∥∥E{BjW˜j−1dTj }µ2(j)
∥∥∥∥∥ < c · j−1/2 (215)
So we can now mirror the technique in App. D and split the
sum in (210) as
HO3(i) ≤ c ·
i−1∑
j=j1
Tr(j−1/2µ2(j)Ωj,i)+
j1−1∑
j=1
Tr (Ωj,i)
∥∥E{BjW˜j−1dTj }∥∥ (216)
For the first term, we use Lemma 11 (Appendix G) with the
identifications b← 12 ,L ← I, q ← j1 to conclude that
c ·
i−1∑
j=j1
Tr(j−1/2µ2(j)Ωj,i) ∼ c · µ
2 · ‖p‖2
2
M∑
m=1
λmαm,1/2(i)
(217)
where
αm,2(i) =
{
i−3/2
2λmµ−3 + Θ(i
−2λmµ), 1 < 2λmµ 6= 3/2
log(i)
i3/2
, 2λmµ = 3/2
(218)
Since (217) will converge at the rate of its slowest term, we
have that:
c·
i−1∑
j=j1
j−1/2Tr
(
µ(j)2Ωj,i
)
∼
{
Θ
(
i−3/2
)
+Θ(i−2λminµ), 1 < 2λminµ 6= 3/2
Θ
(
log(i)
i3/2
)
, 2λminµ = 3/2
(219)
For the second term, we substitute (207) to obtain
j1−1∑
j=1
Tr (Ωj,i)
∥∥E{BjW˜j−1dTj }∥∥
∼
M∑
m=1
i−2λmµλm
j1−1∑
j=1
∥∥E{BjW˜j−1dTj }∥∥· Γ2(j+1) · ‖p‖2Γ2(j+1−λmµ)
(a)
= O(i−2λminµ) (220)
where step (a) is due to the fact that Bj , W˜j−1, and dj depend
on j only and are independent of i so that this finite sum leads
to a constant term that is independent of i. Combining (219)
and (220), we have that:
HO3(i)=
{
Θ(i−3/2)+Θ(i−2λminµ), 1<2λminµ 6= 32
Θ( log(i)
i3/2
), 2λminµ=
3
2
(221)
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The main difference between the dynamics of the diffusion
and consensus implementations is in the definition of the Bi
matrices in (146) where
Bdiffi , AT(IMN−µ(i)H) (222)
Bconsi , AT − µ(i)H (223)
where A appears in a multiplicative form in (222) and in an
additive form in (223). The apparently small change in the
order in which operations take place within the consensus and
diffusion strategies actually leads to significant differences in
the evolution of the error vectors over the respective networks
leading to worse transient and asymptotic performance for
consensus strategies; these conclusions are consistent with
results reported in [20], [32] albeit for constant step-size
adaptation. To examine the differences in behavior, we will
consider the network excess-risk:
ER(i) , 1
N
N∑
k=1
ERk(i) (224)
When 2λminµ > 1, we can average the asymptotic terms from
(134) to obtain the following expression for the asymptotic
excess-risk (which can also be obtained by substituting Σ =
IN ⊗ 12H into (135)):
ER(i)=
1
2N
i−1∑
j=1
µ2(j)Tr
H
 i−1∏
t=j+1
BTt
TG
 i−1∏
t=j+1
BTt

 (225)
as i → ∞ where Bt is either Bdifft or Bconst , depending on
which algorithm we wish to examine. Likewise, the matrix
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TABLE II: Variables in the Diffusion and Consensus Imple-
mentations.
Algorithm Diffusion (10)-(11) Consensus (13)
Bi AT(IMN − µ(i)H) AT − µ(i)H
λk,m(Bi) Dkk(1− µ(i)λm) Dkk − µ(i)λm
G ATRogA Rog
ybTk,mGybk,m D2kkybTk,mRogybk,m ybTk,mRogybk,m
G is either Gdiff or Gcons, depending on the algorithm, where
Gdiff , ATRogA and Gcons , Rog . Table II lists the parameters
for both implementations.
For simplicity, we assume A is symmetric; more generally,
we can consider combination policies A that are close-to-
symmetric and employ arguments similar to [20]. The final
conclusion will be similar to the arguments given here. Now,
since A is primitive, the matrix D in the Jordan canonical form
of A = TDT−1 will be diagonal with a single eigenvalue at
one and with all other eigenvalues strictly inside the unit circle.
We let the vectors rk and yk for k = {1, . . . , N} represent
the right and left eigenvectors, respectively, of the matrix
AT corresponding to the eigenvalue Dkk (the k-th diagonal
element of D), i.e., ATrk = Dkkrk, yTkA
T = Dkky
T
k , where
we normalize the vectors so that rTk yl = δk,l. In fact, since A is
symmetric, the eigenvectors {rk} are themselves orthonormal,
as well as the eigenvectors {yk}. When Ap = p, then D11 = 1,
r1 = 1N , and y1 = p. Furthermore, let {sm,m = 1, . . . ,M}
denote the eigenvectors of the matrix H , i.e., Hsm = λmsm,
where λm is the m-th eigenvalue of H and the eigenvectors
sm are normalized so that ‖sm‖2 = 1. We observe that the
matrices Bdiffi and Bconsi share the same eigenvectors but have
different eigenvalues. We denote the eigenvectors of Bi by
ybl,m. They can be found to be r
b
l,m = rl ⊗ sm and ybl,m =
yl⊗ sm [20], [32]. We now introduce the eigendecomposition
Bi =
N∑
k=1
M∑
m=1
rbk,my
bT
k,mλk,m(Bi) (226)
where the expressions for the eigenvalues λk,m(Bi) are listed
in Table II for the diffusion and consensus strategies. Now,
since the eigenvectors are orthonormal, we have that the finite
product of Bt matrices is:
i−1∏
t=j+1
Bt =
N∑
k=1
M∑
m=1
rbk,my
bT
k,m
 i−1∏
t=j+1
λk,m(Bt)
 (227)
We substitute (227) into (225) to get
ER(i) =
µ2
2N
i−1∑
j=1
1
j2
Tr
(
H
N∑
k=1
N∑
`=1
M∑
m1=1
M∑
m2=1
ybTk,m1Gyb`,m2×
rbk,m1r
bT
`,m2
( i−1∏
t=j+1
λk,m1(Bt)
)( i−1∏
t=j+1
λ`,m2(Bt)
))
(a)
=
µ2
2N
i−1∑
j=1
1
j2
Tr
(
N∑
k=1
N∑
`=1
M∑
m1=1
M∑
m2=1
ybTk,m1Gyb`,m2×
(rTk r` ⊗ sTm1Hsm2)
( i−1∏
t=j+1
λk,m1(Bt)
)
×
( i−1∏
t=j+1
λ`,m2(Bt)
))
(b)
=
µ2
2N
i−1∑
j=1
1
j2
Tr
(
N∑
k=1
N∑
`=1
(‖rk‖2 ⊗ λm)ybTk,mGybk,m×
( i−1∏
t=j+1
λ2k,m(Bt)
))
=
µ2
2N
N∑
k=1
M∑
m=1
λm · ‖rk‖2 · ybTk,mGybk,m×
i−1∑
j=1
1
j2
i−1∏
t=j+1
λ2k,m(Bt) (228)
where step (a) is due to H = IN⊗H and rk,m = rk⊗sm and
step (b) is due to the fact that D is assumed to be diagonal-
izable (and H is diagonalizable since it is symmetric), which
implies that rTk r` = ‖rk‖2δk,` and sTm1Hsm2 = λkδm1,m2 ,
where δi,j = 1 only when i = j and is zero otherwise.
Using Lemma 7 (Appendix G) and the asymptotic expansion
in (266), we can write:
ERdiff(i)
(a)
=
µ2
2N
N∑
k=1
M∑
m=1
λmD
2
kk‖rk‖2 · ybTk,mRogybk,m×
i−1∑
j=1
1
j2
i−1∏
t=j+1
λ2k,m(Bt)
(b)
=
µ2
2N
N∑
k=1
M∑
m=1
λmD
2
kk‖rk‖2 · ybTk,mRogybk,m×
i−1∑
j=1
D
2(i−j−1)
kk j
−2
i−1∏
t=j+1
(1− µ(j)λm)2
(c)
=
µ2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,m×
i−1∑
j=1
D
2(i−j)
kk j
−2 Γ
2(i+1−λmµ)
Γ2(i+ 1)
· Γ
2(j + 1)
Γ2(j+1−λmµ)
(d)
=
µ2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,mi−2λmµ×
i−1∑
j=1
D
2(i−j)
kk
Γ2(j)
Γ2(j + 1− λmµ)
(229)
where step (a) is due to the last line of Table II; step (b) is
due to the second line of Table II; step (c) is due to (246); and
step (d) is due to (265) and the property x ·Γ(x) = Γ(x+ 1).
For the consensus algorithm, we have:
ERcons(i)
(a)
=
µ2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,m×
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i−1∑
j=1
1
j2
i−1∏
t=j+1
λ2k,m(Bt)
(b)
=
µ2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,m×
i−1∑
j=1
j−2
i−1∏
t=j+1
(Dkk − µ(j)λm)2
(c)
=
µ2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,m×
i−1∑
j=1
D
2(i−j−1)
kk j
−2 Γ
2(i+ 1− λmµD−1kk )
Γ2(i+ 1)
·
Γ2(j + 1)
Γ2(j + 1− λmµD−1kk )
(d)
=
µ2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,m×
i−2λmµD
−1
kk
i−1∑
j=1
D
2(i−j−1)
kk · Γ2(j)
Γ2(j + 1− λmµD−1kk )
(230)
where step (a) is due to the last line of Table II; step (b) is
due to the second line of Table II; step (c) is due to (246); and
step (d) is due to (265) and the property x ·Γ(x) = Γ(x+ 1).
By comparing (229) and (230), we observe that the equa-
tions for the asymptotic expected excess-risk for the diffusion
and consensus strategies are identical except for the most inner
summation. When Dkk = 1, the summands inside the most
inner terms are identical. In fact, this variation is the key
to the performance difference between the two algorithms.
Using Lemma 10 (Appendix G) with b = 0, we can obtain
the following upper-bound for the inner summation of the
diffusion strategy for any Dkk < 1:
i−2λmµ
i−1∑
j=1
D
2(i−j)
kk
Γ2(j)
Γ2(j + 1− λmµ) ≤
1
log(D−1kk )
· 1
i2
(231)
Similarly, using Lemma 10 with b = 0, we can obtain
the following lower-bound for the inner summation of the
diffusion strategy for any Dkk < 1:
D−2kk i
−2λmµD−1kk
i−1∑
j=1
D
2(i−j)
kk · Γ2(j)
Γ2(j + 1− λmµD−1kk )
≥ 1
log(D−1kk )
· 1
i2
(232)
as i→∞. Therefore,
ERcons(i)− ERdiff(i) = µ
2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 · ybTk,mRogybk,m×i−2λmµD−1kk i−1∑
j=1
D
2(i−j−1)
kk
Γ2(j)
Γ2(j + 1− λmµD−1kk )
−
i−2λmµ
i−1∑
j=1
D
2(i−j)
kk
Γ2(j)
Γ2(j + 1− λmµ)

(a)
≥ µ
2
2N
N∑
k=1
M∑
m=1
λm‖rk‖2 ·ybTk,mRogybk,m×(
1
log(D−1kk )
· 1
i2
− 1
log(D−1kk )
· 1
i2
)
= 0 (233)
for large i, where step (a) is due to (231)–(232).
APPENDIX G
USEFUL LEMMAS
In this appendix, we list several useful results that are used
in the later appendices.
A. Matrix Results
We first introduce the following lemma that relates the norm
of a matrix power to the power of its spectral radius.
Lemma 2 (Bound on the norm of a matrix power): Let
A denote a matrix whose spectral radius, ρ(A), is strictly less
than 1. Then, ‖An‖ ≤ c ·
(
ρ(A)+1
2
)n
where n ∈ N and c is
some positive constant.
Proof: From [40, p. 299], we have ‖An‖ ≤ c·(ρ(A)+)n
for any  > 0. Now let  = (1− ρ(A))/2.
We can also bound the trace of the product of two matrices.
Lemma 3 (A trace inequality): Given a positive semi-
definite matrix A ∈ RR×R ≥ 0 and a matrix B ∈ RR×R,
it holds that:
Tr(AB) ≤ Tr(A) · ‖B‖ (234)
where ‖ · ‖ is the 2−induced norm (or maximum singular
value). Furthermore, when B is also positive semi-definite,
we have that:
0 ≤ Tr(AB) ≤ Tr(A) · ‖B‖ ≤ Tr(A) · Tr(B) (235)
Proof: Relation (234) was proved in [55]. When the
matrix B is also positive semi-definte, we have from [56],
[57] that:
λmin(B)Tr(A) ≤ Tr(AB) ≤ λmax(B) · Tr(A) = ‖B‖ · Tr(A)
Since the matrix B is positive semi-definite, we have that
λmin(B) ≥ 0. Furthermore, we may use the inequality
λmax(B) ≤ Tr(B) since B is positive semi-definite to obtain
(235)
B. Convergence of Inequality Recursions
We list the following lemma from [31, p. 45], which
demonstrates the convergence of a deterministic recursion.
Lemma 4 (Convergence of a deterministic recursion):
Let a sequence v(i) satisfy
v(i) ≤ (1− η(i− 1))v(i− 1) + ζ(i− 1)
∞∑
i=0
η(i) =∞, 0 ≤ η(i) < 1, ζ(i) ≥ 0, ζ(i)
η(i)
→ 0.
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Then,
lim sup
i→∞
v(i) ≤ 0 (236)
and if v(i) ≥ 0, then v(i)→ 0. 
In addition to demonstrating convergence of recursions of
the above form, we are also interested in the convergence
rate for special cases of η(i). To this end, we establish the
following lemma, which extends Lemma 4 [31, p. 45].
Lemma 5 (Convergence rate of a deterministic recursion):
Assume that f > 0, d > 0, p > 0 with f > p and let the
deterministic sequence v(i) ≥ 0 satisfy
v(i) ≤
(
1− f
i
+O
(
1
i2
))
v(i− 1) + d
ip+1
(237)
Then,
lim sup
i→∞
v(i)
i−p
≤ d
f − p (238)
Proof: Define the sequence
u(i) , v(i)
i−p
− d
f − p (239)
Then, it holds that:
u(i+ 1) = (i+ 1)pv(i+ 1)− d
f − p
(a)
≤(i+1)p
((
1− f
i+1
+O
(
1
i2
))
v(i)+
d
(i+1)p+1
)
−
d
f − p
(b)
=
v(i)
i−p
(
1+
p
i
+O
( 1
i2
))(
1− f
i+1
+O
( 1
i2
))
+
d
i+ 1
− d
f − p
(c)
=
v(i)
i−p
(
1− (f − p)/(i+ 1) +O(1/i2)
)
+
d
i+ 1
− d
f − p
=
(
1− f − p
i+ 1
+O
(
1
i2
))
u(i) +O
(
1
i2
)
(240)
where step (a) is due to (237), step (b) is due to the series
expansion of (1 + 1/i)p about i =∞, and step (c) is due to:(
1 + p/i+O(1/i2)
)(
1− f/(i+ 1) +O(1/i2)
)
= 1− (f − p)/(i+ 1) +O(1/i2) (241)
Recall that we assumed f > p and, therefore,
∞∑
i=1
(
f − p
i+ 1
+O
(
1
i2
))
=∞ (242)
and
lim
i→∞
O(1/i2)
f−p
i+1 +O(1/i
2)
= 0 (243)
We now call upon Lemma 4 to deduce that lim supi→∞ u(i) ≤
0, which leads to (238).
We also have the following stochastic analogue to Lemma
4 [31, pp. 49–50].
Lemma 6 (Convergence of a stochastic recursion): Let
there be a sequence of random variables v0, . . . ,vi ≥ 0,
Ev0 <∞, satisfying
E{v(i)|v(0), . . . ,v(i−1)} ≤ (1−η(i−1))v(i− 1)+ζ(i−1)
(244)
with
∞∑
k=0
η(i)=∞, 0≤η(i) < 1, ζ(i)≥0, ζ(i)
η(i)
→0,
∞∑
i=0
ζ(i)<∞
(245)
Then, v(i)→ 0 almost surely. 
C. Finite Products and Behavior of Special Functions
We now examine the behavior of finite products. We will
observe that these products are closely related to different
forms of the Gamma function defined in (247) [54].
Lemma 7 (Bounds and identities on finite products): Let
µ > 0, λm > 0, and 1 ≤ j < i, it holds that
i∏
t=j+1
(
1− λµ
t
)2
=
Γ2(i+ 1− λµ)
Γ2(i+ 1)
· Γ
2(j + 1)
Γ2(j + 1− λµ)
(246)
where the Gamma function is defined by:
Γ(x) ,
∫ ∞
0
tx−1e−tdt (247)
Furthermore, when i is large, it holds that:
cm,i · sm ≤
i∏
j=1
(
1− λmµ
j
)2
≤ c¯m,i · sm (248)
where
sm , e2
∑dλmµe+1
j=1 log(1−λmµj ) (249)
cm,i ,
fm,i · (dλmµe − λmµ+ 1)2λmµ(
1− λmµdλmµe+1
)2(dλmµe+1) (250)
c¯m,i ,
fm,i+1 · (dλmµe − λmµ+ 2)2λmµ(
1− λmµdλmµe+2
)2(dλmµe+2) (251)
fm,i ,
(
1− λmµi
)2i
(i− λmµ)2λmµ (252)
and d·e indicates the ceiling operator and log(·) denotes the
natural logarithm.
Proof: For (246), we observe using the property Γ(x +
1) = x · Γ(x) that
(t− λµ)2 = Γ
2(t+ 1− λµ)
Γ2(t− λµ) (253)
and, therefore,
i∏
t=j+1
(t− λµ)2 = Γ
2(j + 1 + 1− λµ)
Γ2(j + 1− λµ) · · ·
Γ2(i+ 1− λµ)
Γ2(i− λµ)
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=
Γ2(i+ 1− λµ)
Γ2(j + 1− λµ) (254)
and, in the special case when λµ = 0,
i∏
t=j+1
t2 =
Γ2(j + 1 + 1)
Γ2(j + 1)
· · ·Γ
2(i+ 1)
Γ2(i)
=
Γ2(i+ 1)
Γ2(j + 1)
(255)
Then,
i∏
t=j+1
(
1− λµ
t
)2
=
i∏
t=j+1
(t− λµ)2
t2
=
∏i
t=j+1(t− λµ)2∏i
t=j+1 t
2
(a)
=
Γ2(i+ 1− λµ)
Γ2(j + 1− λµ) ·
Γ2(j + 1)
Γ2(i+ 1)
(256)
where step (a) is due to (254)–(255). For (248), we start from
i∏
j=1
(
1− λmµ
j
)2
= e2
∑i
j=1 log(1−λmµj )
(a)
= sm · e2
∑i
j=dλmµe+2 log(1−
λmµ
j ) (257)
where step (a) is valid since i is assumed to be large and sm
was defined in (249). Observe that sm is constant and does
not depend on i. On the other hand, the second term in (257)
can be bounded by using the following integral bounds for
any increasing function f(x):∫ b
a−1
f(x)dx ≤
b∑
j=a
f(j) ≤
∫ b+1
a
f(x)dx (258)
Applying (258) to the function f(x) = log
(
1− λmµx
)
, which
is an increasing function in x for x > λmµ, we get{
e2
∑i
j=dλmµe+2 log(1−
λmµ
j ) ≥ e2
∫ i
dλmµe+1 log(1−
λmµ
x )dx
e2
∑i
j=dλmµe+2 log(1−
λmµ
j ) ≤ e2
∫ i+1
dλmµe+2 log(1−
λmµ
x )dx
(259)
We can evaluate the definite integrals by noting that the
indefinite integral of log(1− λmµ/x) is given by∫
log
(
1− λmµ
x
)
dx = x · log
(
1− λmµ
x
)
−
λmµ log(x− λmµ) (260)
Evaluating the integrals in (259) using (260), we obtain the
bounds∫ i
dλmµe+1
log
(
1− λmµ
x
)
dx = i log
(
1− λmµ
i
)
−
λmµ log(i−λmµ)−(dλmµe+1) log
(
1− λmµdλmµe+ 1
)
+
λmµ log(dλmµe − λmµ+ 1) (261)
and∫ i+1
dλmµe+2
log
(
1− λmµ
x
)
dx = (i+ 1) log
(
1− λmµ
i+ 1
)
−
λmµ log(i+1−λmµ) + λmµ log(dλmµe − λmµ+ 2)−
(dλmµe+ 2) log
(
1− λmµdλmµe+ 2
)
(262)
Substituting (261)-(262) into (259), we find that the right-
hand-sides of (259) reduce to
e2
∫ i
dλmµe+1 log(1−
λmµ
x )dx = cm,i (263)
e
2
∫ i+1
dλmµe+2 log(1−
λmµ
x )dx = c¯m,i (264)
Combining (263)–(264) with (257), we arrive at (248).
In (246), we established that a finite product can be inter-
preted in terms of Gamma functions. We are interested in the
behavior of the Gamma function in the asymptotic regime for
its argument. For this purpose, we call upon the following
lemma from [54], [58], which describes some properties of
the Gamma function.
Lemma 8 (Properties of Gamma functions): The Gamma
function satisfies:
lim
|s|→∞
Γ2(s+ a)
Γ2(s+ c)
s−2(a−c) = 1 (265)
for | arg(s+ a)| < pi and
Γ(s, x) = xs−1e−x
[
M−1∑
m=0
(−1)mΓ(1− s+m)
xmΓ(1− s) +O
(|x|−M)]
(266)
for |x|→∞, −3pi/2 < arg(x) < 3pi/2, and any integer M ≥
1. Here, the notation Γ(s, x) denotes the upper incomplete
Gamma function:
Γ(s, x) ,
∫ ∞
x
ts−1e−tdt (267)
Using the above lemma, we can now examine the convergence
rate of a series of Gamma functions. In Lemma 9, we observe
that a series of a fraction of Gamma functions will converge at
different rates, i−ν or log(i)/i. And in Lemma 10 we observe
that when each term in the series is weighted exponentially,
the convergence rate will become faster.
Lemma 9 (Series of Gamma functions): Let b ≥ 0, q ≥ 1.
Then,
1
i2λmµ
i−1∑
j=q
j−b
Γ2(j)
Γ2(j + 1− λmµ)
∼
{
i−b−1
2λmµ−b−1 + Θ(1/i
2λmµ), 2λmµ 6= 1 + b
log(i)
ib+1
, 2λmµ = 1 + b
(268)
Proof: Observe that (265) states that Γ2(s + a)/Γ2(s +
c) ∼ s2(a−c) for large s. Thus, for any 2 > 0, there exists
q′ ≥ 2 such that for all s ≥ q′, the difference between unity
and the ratio of Γ2(s+a)/Γ2(s+c) to its asymptotic function
s2(a−c) is small:∣∣∣∣Γ2(s+ a)Γ2(s+ c) · 1s2(a−c) − 1
∣∣∣∣ < 2 (269)
which implies that
(1− 2)s2(a−c) < Γ
2(s+ a)
Γ2(s+ c)
< (1 + 2)s
2(a−c) (270)
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Setting s = j, a = 0, c = 1 − λmµ into (270), we obtain the
following bound for the summand in (268):
(1−2)j2λmµ−2−b < j
−b · Γ2(j)
Γ2(j + 1− λmµ) < (1+2)j
2λmµ−2−b
(271)
Therefore, we can split the sum into two terms, one covering
values from q to q′ − 1, while the other summing over values
from q′ to i− 1:
1
i2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j+1−λmµ)
=
1
i2λmµ
q′−1∑
j=q
j−b · Γ2(j)
Γ2(j+1−λmµ) +
1
i2λmµ
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j+1−λmµ)
(a)
= O(i−2λmµ) +
1
i2λmµ
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) (272)
where step (a) is due to the fact that the first term is
proportional to i−2λmµ (with no other dependence on i). We
would like to obtain the convergence rate of the second term
in (272). For this, using (271), we have
1
i2λmµ
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) <
1 + 2
i2λmµ
i−1∑
j=q′
j2λmµ−2−b
(273)
and
1
i2λmµ
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) >
1− 2
i2λmµ
i−1∑
j=q′
j2λmµ−2−b
(274)
Therefore, we only need to study the behavior of
i−2λmµ
∑i−1
j=q′ j
2λmµ−2−b. We rely on the following integral
bounds, which are valid for any positive monotonic function
f(x): ∫ b
a
f(x)dx ≤
b∑
i=a
f(i) ≤
∫ b+1
a−1
f(x)dx (275)
and use the following indefinite integral for the case where
2λmµ− 2− b 6= 1:∫
x2λmµ−2−bdx =
x2λmµ−1−b
2λmµ− 1− b + constant (276)
to obtain the following bounds
1
i2λmµ
i−1∑
j=q′
j2λmµ−2−b ≤ 1
i2λmµ
∫ i
q′−1
x2λmµ−2−bdx
=
i−b−1
2λmµ− b− 1 +O(i
−2λmµ)
(277)
Substituting (277) into (273), we obtain the following upper-
bound for the second term of (272):
1
i2λmµ
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) <
(1+2) · i−b−1
2λmµ− b− 1 +O(i
−2λmµ)
(278)
Similarly, we can use the integral bound (275) to obtain the
lower-bound:
1
i2λmµ
i−1∑
j=q′
j2λmµ−2−b ≥ 1
i2λmµ
∫ i−1
q′
x2λmµ−2−bdx
=
1
i2λmµ
(
(i− 1)2λmµ−1−b
2λmµ− 1− b −
(q′)2λmµ−1−b
2λmµ− 1− b
)
∼ i
−b−1
2λmµ− b− 1 +O(i
−2λmµ) (279)
Substituting (279) into (274), we obtain the following lower-
bound for the second term of (272):
1
i2λmµ
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) >
(1−2) · i−b−1
2λmµ− b− 1 +O(i
−2λmµ)
(280)
We conclude from (278) and (280) that for large i, when
2λmµ− b− 1 6= 0, and for any 2 > 0,∣∣∣∣∣∣
i−1∑
j=q′
i−2λmµ · Γ2(j)
Γ2(j + 1− λmµ) −
i−b−1
2λmµ− b− 1−O(i
−2λmµ)
∣∣∣∣∣∣ < 2
(281)
which implies that, as i→∞,
i−1∑
j=q′
i−2λmµ · Γ2(j)
Γ2(j + 1− λmµ) ∼
i−b−1
2λmµ− b− 1 +O(i
−2λmµ) (282)
when 2λmµ− b− 1 6= 0, which is the first line of (268).
On the other hand, when 2λmµ − b − 1 = 0, we may use
the following indefinite integral in place of (276):∫
x2λmµ−2−bdx =
∫
1
x
dx = log(x) + constant (283)
Then, we have that
1
i1+b
i−1∑
j=q′
j−1 =
1
i1+b
i∑
j=q′−1
1
j
≤ 1
i1+b
∫ i
q′−1
1
x
dx
=
log(i)
ib+1
+O(i−1−b) (284)
Substituting (284) into (273), we obtain the following upper-
bound for the second term of (272):
1
i1+b
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) < (1 + 2) ·
log(i)
ib+1
+O(i−1−b)
(285)
Similarly, we can use the integral bound (275) to obtain the
lower-bound:
1
i1+b
i−1∑
j=q′
j−1 ≥ 1
i1+b
∫ i−1
q′
1
x
dx ∼ log(i)
ib+1
+O(i−1−b)
(286)
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Substituting (286) into (274), we obtain the following lower-
bound for the second term of (272):
1
i1+b
i−1∑
j=q′
j−b · Γ2(j)
Γ2(j + 1− λmµ) > (1− 2)
log(i)
ib+1
+O(i−1−b)
(287)
We conclude from (278) and (280) that when 2λmµ−b−1 = 0,
and for any 2 > 0,∣∣∣∣∣∣
i−1∑
j=q′
i−2λmµ · Γ2(j)
Γ2(j + 1− λmµ) −
log(i)
ib+1
−O(i−b−1)
∣∣∣∣∣∣ < 2 (288)
which implies that, as i→∞,
i−1∑
j=q′
i−b−1 · Γ2(j)
Γ2(j + 1− λmµ) ∼
log(i)
ib+1
(289)
when 2λmµ − b − 1 = 0, which is the second line of (268).
Compared with Lemma 9, we now scale each term in the series
by an exponentially decaying weight. We will observe that the
convergence rate becomes faster than in Lemma 9.
Lemma 10 (Series of weighted Gamma functions): Let
q ≥ 1, b ≥ 0, and 0 < ρ < 1. Then we have the following:
1
i2λmµ
i−1∑
j=q
ρi−j
j−bΓ2(j)
Γ2(j + 1− λmµ) = Θ(1/i
2+b), as i→∞
(290)
and
ρ
log(ρ−1)
≤ lim
i→∞
i2+b
i2λmµ
·
i−1∑
j=q
ρi−jj−bΓ2(j)
Γ2(j + 1− λmµ) ≤
1
log(ρ−1)
(291)
Proof: Notice that due to (265), we have that for any
2 > 0, there exists integer q′ ≥ 2 such that for all j ≥ q′,
(271) is satisfied. Therefore, we may divide the sum in (290)
into two parts, j < q′, and j ≥ q′:
1
i2λmµ
i−1∑
j=q
ρi−jj−b · Γ2(j)
Γ2(j + 1− λmµ)
=
1
i2λmµ
ρiq′−1∑
j=1
ρ−j · j−b · Γ2(j)
Γ2(j + 1− λmµ) +
i−1∑
j=q′
ρi−j · j−b · Γ2(j)
Γ2(j + 1− λmµ)

= O(i−2λmµρi) +
1
i2λmµ
i−1∑
j=q′
ρi−j · j−b · Γ2(j)
Γ2(j + 1− λmµ) (292)
Using the right-most bound in (271) for any 2 > 0 and large
enough q′:
1
i2λmµ
i−1∑
j=1
ρi−j · Γ2(j)
Γ2(j + 1− λmµ)
≤ O(i−2λmµρi) + (1 + 2)ρ
i
i2λmµ
i−1∑
j=q′
ρ−jj2λmµ−2−b
(a)
≤ O(i−2λmµρi) + (1 + 2)ρ
i
i2λmµ
∫ i
q′−1
e−x log(ρ)x2λmµ−2−bdx
(293)
where step (a) is due to (275). Now, in order to compute the
definite integral on the right-hand-side of (293), we use the
following indefinite integral [54, p. 108]:∫
xme−βx
n
dx = −Γ(γ, βx
n)
nβγ
+ constant (294)
where γ , (m + 1)/n, β 6= 0, and n 6= 0. Making the
identifications: m← 2λmµ− 2− b, n← 1, β ← log(ρ),
we get∫
e−x log(ρ)x2λmµ−2−bdx = −Γ(2λmµ− 1− b, log(ρ)x)
(log(ρ))2λmµ−1−b
+
constant (295)
Using (295) in conjunction with (293), we obtain the follow-
ing:
1
i2λmµ
i−1∑
j=1
ρi−j · Γ2(j)
Γ2(j + 1− λmµ) ≤ O(i
−2λmµρi)+
(1 + 2)ρ
i
i2λmµ
[
Γ(2λmµ− 1− b, (q′−1) log(ρ))
(log(ρ))
2λmµ−1−b −
Γ(2λmµ− 1− b, i log(ρ))
(log(ρ))
2λmµ−1−b
]
(296)
Now, observe that the first term inside the bracket of (296) is
proportional to i−2λmµρi, so we may combine it with the first
term to obtain:
1
i2λmµ
i−1∑
j=1
ρi−j · Γ2(j)
Γ2(j + 1− λmµ) ≤ O(i
−2λmµρi)−
(1 + 2)ρ
i
i2λmµ
· Γ(2λmµ− 1− b, i log(ρ))
(log(ρ))
2λmµ−1−b (297)
What remains to be done is to characterize the convergence
rate of the second term in (297). To do this, we utilize
the asymptotic expansion of the upper incomplete Gamma
function listed in (266) with the identifications s ← 2λmµ−
1− b, x← i log(ρ),M ← 1 and write
Γ(2λmµ− 1− b, i log(ρ))
= (i log(ρ))2λmµ−2−b · e−i log(ρ) [1 +O(|i log(ρ))|−1)]
= i2λmµ−2−b(log(ρ))2λmµ−2−bρ−i +O(ρ−ii2λmµ−3−b)
(298)
Substituting (298) into (297), we obtain
1
i2λmµ
i−1∑
j=1
ρi−j · Γ2(j)
Γ2(j + 1− λmµ)
≤ O(i−2λmµρi)− (1 + 2)ρ
i
i2λmµ
1
(log(ρ))2λmµ−1−b
×[
i2λmµ−2−b(log(ρ))2λmµ−2−bρ−i +O(ρ−ii2λmµ−3−b)
]
= O(i−2λmµρi) + (1 + 2)
i−2−b
log(ρ−1)
+O(i−3−b) (299)
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The lower bound is derived in a similar way starting with
(292), except for taking the integral limits for the lower-bound
to be {q, i− 1}:
1
i2λmµ
i−1∑
j=1
ρi−j · Γ(j)2
Γ(j + 1− λmµ)2 ≥ O(i
−2λmµρi) +O(i−3−b)
(1− 2)ρ · i−2−b
log(ρ−1)
(300)
as i → ∞. Since the upper and lower-bounds (299)–(300)
hold for any 2 > 0 and large i, we obtain (291).
The final intermediate result we will establish concerns the
convergence rate of a sequence of traces.
Lemma 11 (Convergence rate of a series of traces):
Assume that Σ = 12Ekk⊗H , b ≥ 0, q ≥ 1, and let L denote
a block diagonal matrix:
L , blockdiag{L1, . . . , LN} (301)
where each Lk ∈ RM×M . Then,
C(i) ,
i∑
j=q
j−bµ2(j)Tr(LΩj,i) ∼ µ
2
2
M∑
m=1
λmαm,b(i)p
TL′mp
(302)
where µ(i) , µ/i, Ωj,i is defined by (140),
αm,b(i),
{
i−b−1
2λmµ−b−1 + Θ(i
−2λmµ), 2λmµ 6= 1 + b
log(i)
ib+1
, 2λmµ = 1 + b
(303)
and
L′m , diag{(ΦTL1Φ)mm, (ΦTLNΦ)mm} (304)
and Φ is the eigen-basis of the matrix H as defined in
Assumption 1 and (46).
Proof: Introduce the Jordan canonical form of matrix A:
A = TDT−1 (305)
Now, recall the definition of the weighting matrix Ωj,i from
(140), reproduced here for convenience:
Ωj,i ,
 i−1∏
t=j+1
BTt
Σ
 i−1∏
t=j+1
BTt
T (306)
Substituting (141), (146), and (305) into Ωj,i, we obtain:
Ωj,i =
1
2
TDi−jT−1EkkT−TDT
i−j
TT ⊗ ΦKj,iΦT (307)
where Kj,i was defined in (179), repeated here for conve-
nience:
Kj,i ,
 i−1∏
t=j+1
(IM−µ(t)Λ)
Λ
 i−1∏
t=j+1
(IM−µ(t)Λ)
 (308)
Thus, we can re-write C(i) as:
C(i) =
1
2
i−1∑
j=q
j−bTr
(
L(TDi−jT−1EkkT−TDTi−jTT⊗
µ2(j)ΦKj,iΦ
T)
)
(309)
We denote the entries of the matrix below by [bmn]:
TDi−jT−1EkkT−TDT
i−j
TT =

b11 b12 · · · b1N
b21 b22 · · · b2,N
...
...
. . .
...
bN1 bN2 · · · bNN

(310)
so that
TDi−jT−1EkkT−TDT
i−j
TT ⊗ µ2(j)ΦKj,iΦT
= µ2(j)
 b11ΦKj,iΦ
T · · · b1NΦKj,iΦT
...
. . .
...
bN1ΦKj,iΦ
T · · · bNNΦKj,iΦT
 (311)
Substituting (301) and (311) into (135), we obtain
C(i) , 1
2
i−1∑
j=1
j−bµ2(j)Tr

 L1 . . .
LN
×
 b11ΦKj,iΦ
T · · · b1NΦKj,iΦT
...
. . .
...
bN1ΦKj,iΦ
T · · · bNNΦKj,iΦT


=
1
2
i−1∑
j=1
j−bµ2(j)
N∑
k=1
bkkTr
(
ΦTLkΦKj,i
)
(312)
Now, we know that the matrix Kj,i is diagonal with diagonal
elements:
[Kj,i]mm = λm
i−1∏
t=j+1
(1− µ(t)λm)2 (313)
Let us denote the matrix ΦTLkΦ by
L′k , ΦTLkΦ (314)
so that
L′kKj,i =

[L′k]11 [L
′
k]12 · · · [L′k]1M
[L′k]21 [L
′
k]22 · · · [L′k]2M
...
...
. . .
...
[L′k]M1 [L
′
k]M2 · · · [L′k]MM
×

[Kj,i]11
[Kj,i]22
. . .
[Kj,i]MM

(315)
and (312) becomes
C(i) =
1
2
i−1∑
j=1
j−bµ2(j)
N∑
k=1
bkk×
Tr


[Kj,i]11 [L
′
k]11 · · · [Kj,i]MM [L′k]1M
[Kj,i]11 [L
′
k]21 · · · [Kj,i]MM [L′k]2M
...
. . .
...
[Kj,i]11 [L
′
k]M1 · · · [Kj,i]MM [L′k]MM


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=
1
2
M∑
m=1
i−1∑
j=1
[Kj,i]mm j
−bµ2(j)
N∑
k=1
bkk [L
′
k]mm (316)
Finally, note that
Tr


b11 b12 · · · b1N
b21 b22 · · · b2,N
...
...
. . .
...
bN1 bN2 · · · bNN


[L′1]mm
[L′2]mm
. . .
[L′N ]mm


=
N∑
k=1
bkk [L
′
k]mm (317)
Combining (310), (313),(314), (316), and (317), we obtain:
C(i) =
1
2
M∑
m=1
i−1∑
j=q
j−b
µ2(j)λm i−1∏
t=j+1
(1− µ(t)λm)2
×
Tr
(
TDi−jT−1EkkT−TDT
i−j
TTL′m
)
(318)
where L′m is defined by (304). Next we observe that the
product
∏i−1
t=j+1(1−µ(t)λm)2 has the same form as the term
in (246) when µ(t) = µ/t and, hence, it can be described by
ratios of Gamma functions:
i−1∏
t=j+1
(1− µ(t)λm)2 = Γ
2(i− λmµ)
Γ2(i)
· Γ
2(j + 1)
Γ2(j + 1− λmµ)
(319)
We now utilize (265) with the identifications s ← i, a ←
−λmµ, c ← 0 to deduce that the first fraction in (319) will
converge asymptotically as i−2λmµ. Therefore, we have
µ2(j)λm
i−1∏
t=j+1
(1−µ(t)λm)2 ∼ λmµ
2i−2λmµ · Γ2(j+1)
j2 · Γ2(j + 1− λmµ)
(a)
=
λmµ
2i−2λmµ · Γ2(j)
Γ2(j + 1− λmµ) (320)
where step (a) is due to the fact that x · Γ(x) = Γ(x + 1).
Substituting (320) into (318), we get as i→∞:
C(i) =
µ2
2
M∑
m=1
λm
i2λmµ
i−1∑
j=q
j−b
Γ2(j)
Γ2(j + 1− λmµ)×
Tr
(
TDi−jT−1EkkT−TDT
i−j
TTL′m
)
(321)
We use Tr(ATBCDT) = (vec(A))T(D⊗B)vec(C) to expand
the trace as:
C(i) =
µ2
2
M∑
m=1
(vec(TTL′mT ))
Tλm× 1
i2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j+1−λmµ) (D⊗D)
i−j
vec(T−1EkkT−T)
(322)
First, we will examine the following sum:
1
i2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j + 1− λmµ) (D⊗D)
i−j (323)
Using (177) we have
(D ⊗D)i−j = Di−j ⊗Di−j
=
[
1
Di−jN−1
]
⊗
[
1
Di−1N−1
]
= diag{1, Di−jN−1, Di−jN−1, Di−1N−1 ⊗Di−1N−1}
(324)
Substituting (324) into (323), we obtain:
1
i2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j + 1− λmµ) (D⊗D)
i−j
=
1
i2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j + 1− λmµ)×
diag{1, Di−jN−1, Di−jN−1, Di−1N−1 ⊗Di−1N−1}
= diag{τ(i), A1(i), A1(i), A2(i)} (325)
where
τ(i) , i−2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j + 1− λmµ) (326)
A1(i) , i−2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j + 1− λmµ)D
i−j
N−1 (327)
A2(i) , i−2λmµ
i−1∑
j=q
j−b · Γ2(j)
Γ2(j + 1− λmµ)D
i−j
N−1 ⊗Di−jN−1
(328)
From Lemma 9 we conclude that τ(i) converges asymptoti-
cally according to (268):
τ(i) ∼
{
i−b−1
2λmµ−b−1 + Θ(i
−2λmµ), 2λmµ 6= 1 + b
log(i)
ib+1
, 2λmµ = 1 + b
= αm,b(i) (329)
where αm,b(i) was defined in (303). We now examine the
convergence rate of the other three sub-matrices in (325). The
second and third sub-matrices can be shown to converge to
zero at a faster rate via:
‖A1(i)‖ ≤
i−1∑
j=1
i−2λmµ · j−b · Γ2(j)
Γ2(j + 1− λmµ) ‖D
i−j
N−1‖
(a)
≤ c ·
i−1∑
j=1
i−2λmµ · j−b · Γ2(j)
Γ2(j + 1− λmµ)
(
ρ(DN−1) + 1
2
)i−j
(330)
where step (a) is due to Lemma 2. In order to evaluate the
rate of decay of the above terms, we appeal to Lemma 10 by
making the identification ρ ← ρ(DN−1)+12 where ρ < 1 since
the matrix A is primitive. We conclude that the matrix A1(i)
will converge to the zero matrix at a faster rate than τ(i); i.e.,
A1(i) = Θ(1/i
2+b) (331)
In a similar manner, we observe that
‖A2(i)‖ ≤ c·
i−1∑
j=1
i−2λmµ · j−b · Γ2(j)
Γ2(j + 1− λmµ)
(
ρ(DN−1) + 1
2
)2(i−j)
(332)
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Using Lemma 10 with the following identification:
ρ←
(
ρ(DN−1) + 1
2
)2
(333)
we also conclude that A2(i) = Θ(1/i2+b). Since the matrices
A1(i) and A2(i) in (325) will converge to zero at a relatively
high rate, we can now deduce the following asymptotic
relationship for (325):
1
i2λmµ
i−1∑
j=1
j−b · Γ2(j)
Γ2(j + 1− λmµ) (D⊗D)
i−j∼αm,b(i)E11⊗E11
(334)
where αm,b(i) was defined in (303) and E11 is an N × N
matrix with a single one at the (1, 1)-th element, and all other
elements are zero. Now, substituting (334) back into (322) and
using the identity Tr(ATBCDT) = (vec(A))T(D⊗B)vec(C)
again, we get
C(i)=
µ2
2
M∑
m=1
λmαm,b(i)Tr
(
L′mTE11T
−1EkkT−TE11TT
)
(335)
We observe that TE11T−1 is a rank-1 matrix that is spanned
by the left- and right-eigenvectors of A corresponding to the
eigenvalue at one. The left eigenvector is 1N since A is left-
stochastic. The right eigenvector is the Perron vector, p, which
is normalized so that the sum of its entries is equal to one, i.e.,
pT1N = 1, and Ap = p. Then, TE11T−1 = p1TN . Substituting
into (335), we arrive at the desired expression (302).
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