This article describes the movestay STATA command, which implements the maximum likelihood method to estimate the endogenous switching regression model.
Introduction
In this article we describe the implementation of the maximum likelihood (ML) algorithm to estimate the endogenous switching regression model. In this model a switching equation sorts individuals over two different states (with one regime observed). The econometric problem of estimating a model with endogenous switching arises in a variety of settings in labor economics, the modeling of housing demand, and the modeling of markets in disequlibrium. For example:
• The union-nonunion model of Lee (1978) investigates the joint determination of the extent of unionism and the effects of unions on wage rates. The propensity to join a union depends on the net wage gains that might result from trade union membership. The paper explicitly models the interdependence between the wage gain equation and the union membership equation.
• Adamchik and Bedi (2000) use data from Poland to examine whether there are any wage differentials of workers in the public and private sectors. The paper interprets sectoral wage differentials in terms of expected benefits and the desirability of working in a particular sector.
• Thorst (1977) models the housing-demand problem by examining the expenditures on housing services in owner-occupied and rental housing. The study models the individual decision to own or rent a house and the amount spent on housing services.
Models with endogenous switching can be estimated one equation at a time either by two-step least square or maximum likelihood estimation. However, both of these estimation methods are inefficient. In addition, these approaches require potentially cumbersome adjustments to derive consistent standard errors. The movestay command, on the other hand, implements the full information ML method (FIML) to simultaneously estimate binary and continuous parts of the model in order to yield consistent standard errors. This approach relies on joint normality of the error terms in the binary and continuous equations.
Methods
Consider the following model, which describes the behavior of an agent with two regression equations, and a criterion function I i that determines which regime the agent faces 1 :
Here, y ji are the dependent variables in the continuous equations, X 1 and X 2 are vectors of weakly exogenous variables, and β 1 , β 2 , and γ are vectors of parameters. Assume that u i , ε 1i and ε 2i have a trivariate normal distribution, with mean vector zero and covariance matrix: σ are variances of the error terms in the continuous equations. σ 21 is a covariance of u i and ε 1i and σ 31 is a covariance of u i and ε 2i . The covariance between ε 1i and ε 2i is not defined as y 1i and y 2i are never observed simultaneously. We can assume that 1 2 = u σ (γ is estimable only up to a scalar factor). The model is identified by construction through nonlinearities. Given the assumption with respect to the distribution of the disturbance terms, the logarithmic likelihood function for the system of equation (2.2-2.3) is:
where F is a cumulative normal distribution function, f is a normal density distribution function, w i is an optional weight for observation i and After estimating the model's parameters the following conditional and unconditional expectations could be calculated:
The movestay command
Syntax
movestay is implemented as a d2 ML evaluator that calculates the overall log likelihood along with its first and second derivatives. The command allows for weights, robust estimation, as well as the full set of options associated with Stata's maximum likelihood procedures. The generic syntax for the command is:
pweights, fweights and iweights are allowed.
In cases when the explanatory variables in the regressions are the same and there is only one dependent variable, only one equation need be specified. Alternatively, when the set of exogenous variables in the first regression is different from the set of exogenous variables in the second regression and/or the dependent variables are different between the two regressions, both equations must be specified. In that case the model will be identified by non-linearities and the selection equation will contain all the independent variables that enter in the continuous equations.
robust specifies that the Huber/White/sandwich estimator of the variance is to be used in place of the conventional MLE variance estimator. robust combined with cluster() further allows observations which are not independent within cluster (although they must be independent between clusters). If you specify pweights, robust is implied. See [U] 23.14 Obtaining robust variance estimates.
cluster(varname) specifies that the observations are independent across groups (clusters) but not necessarily within groups. varname specifies to which group each observation belongs; e.g., cluster(personid) refers to data with repeated observations on individuals. cluster() affects the estimated standard errors and variance-covariance matrix of the estimators (VCE), but not the estimated coefficients. cluster() can be used with pweights to produce estimates for unstratified cluster-sampled data. Specifying cluster() implies robust.
maximize_options control the maximization process; see maximize. With the possible exception of iterate(0) and trace, you should only have to specify them if the model is unstable.
Options for mspredict
One of the following statistics can be specified with the mspredict command:
Psel calculates the probability of being in regime 1. This is the default statistic.
xb1 calculates the linear prediction for the regression equation in regime 1. This is the unconditional prediction referred to in the Methods section (Equation 2.5). 
Example
We will illustrate the use of the movestay command by looking at the problem of estimating individual earnings in the public and private sectors. A typical specification might be the following: The assumption that is often made in this type of model is that the sector of employment is endogenous to wages. Some unobserved characteristics that influence the probability to choose a particular sector of employment could also influence the wages the individual receives once he is employed. Neglecting these selectivity effects is likely to give a false picture of the relative earning positions in both the public and private sectors. The simultaneous ML estimation of equations (4.1-4.4) corrects for the selection bias in sectoral wage estimates.
In our example, the sector choice indicator private takes value 1 if the individual is employed in the private sector and 0 if she is employed in the public sector. The wage equations (4.1-4.2) estimate log of monthly individual earnings: lmo_earn. The set of exogenous variables in the wage regressions (4.1-4.2) are based on typical Minser's type specification (Minser and Polachek, 1974) and includes such individual characteristics as age, age 2 , educational, and regional dummies. In addition to these variables, the sector selection equation (4.3) includes two variables to improve identification. An individual's marital status and the number of jobholders in the household are believed to influence individual's choice of the sector of employment, but not to affect the wages. The ML estimation of this specification using movestay command and the dataset movestay_example.dta is shown below:
. use movestay_example, clear . local str age age2 edu13 edu4 edu5 reg2 reg3 reg4
. movestay (lmo_wage = `str'), select(private= m_s1 job_hold) Prob > chi2 = 0.0000 
------------------------------------------------------------------------------
The results of the sector selection equation are reported in the section of the output headed "private". The results of the wage regression in the private sector are reported in the "lmo_wage_1" section and the wage regression in the private sector is outputted in the "lmo_wage_0" section.
The correlation coefficients rho_1 and rho_2 are both positive, but significant only for the correlation between the sector choice equation and the public sector wage equation. Since rho_2 is positive and significantly different from zero the model suggests that individuals who choose to work in the public sector earn lower wages in that sector than a random individual from the sample would have earned, and those working in the private sector do no better or worse than a random individual. The likelihood ratio test for joint independence of the three equations is reported in the last line of the output.
The variables sigma, /lns1, lns2, /r1, and /r2 are ancillary parameters used in the maximum likelihood procedure. Sigma1 and Sigma 2 are the square-roots of the variances of the residuals of the regression part of the model and lnsig is its log. r1 and r2 are the transformation of the correlation between the errors from the two equations.
