Connectionist models implement cognitive processes in terms of cooperative and competitive interactions among large numbers of simple, neuron-like processing units. Such models provide a useful computational framework in which to explore the nature of normal and impaired cognitive processes. The current work extends the relevance of connectionist modeling in neuropsychology to address issues in cognitive rehabilitation: the degree and speed of recovery through retraining, the extent to which improvement on treated items generalizes to untreated items, and how treated items are selected to maximize this generalization. A network previously shown to model impairments in mapping orthography to semantics was retrained after damage. The degree of relearning and generalization depended on the location of the lesion, and had interesting implications for understanding the nature and variability of recovery in patients. In a second simulation, retraining on words whose semantics are atypical of their category yielded more generalization than retraining on more typical words, suggesting a counterintuitive strategy for selecting items in patient therapy to maximize recovery. Taken together, the findings demonstrate that the nature of relearning in damaged connectionist networks can make important contributions to a theory of rehabilitation in patients.
It was once thought that the brain lost much of its plasticity beyond an early, critical period in development. There is now, however, considerable evidence that the response properties of cortical neurons in adult animals can be remapped extensively in response to intensive training regimes (see Kaas, 1994; Merzenich & Jenkins, 1995, for reviews) . Although most of these demonstrations have been in the peripheral domains of sensory and motor processing, more recent attempts to apply analogous intervention strategies to language-learning impaired children (Tallal, Miller, & Fitch, 1993 ) have met with considerable success Tallal et al., 1996) . Among other things, these findings raise considerable hope for the development of more effective strategies for remediating the cognitive impairments of individuals with brain damage.
There remains, however, something of a puzzle. If the brain remains so plastic well into adulthood, why is the prognosis for recovery of cognitive functions following brain damage often so poor? While patients with certain types of brain damage may show nearly complete postmorbid recovery (e.g., patients with hemispatial neglect following right parietal damage; see Robertson & Marshall, 1993) , others, particularly those with language impairments, do not (see Kertesz, 1985) . Moreover, even in the circumstances in which there is substantial recovery of function, little is known about its physiological and cognitive bases, nor what factors might influence its effectiveness (Hillis, 1993) .
The current work attempts to provide a theoretical framework, supported by explicit computational simulations, for understanding how and when experience-driven therapy is most effective at remediating cognitive impairments. The focus is not only on the degree and speed with which behavior can be reestablished as a result of therapy, but also on the extent that recovery due to treatment of particular items generalizes to other materials, and the possible bases on which to select items for treatment so as to maximize this generalization. The work is cast in terms of connectionist or parallel distributed processing models, in which information is represented as patterns of activity over large groups of simple, neuron-like units. Processing takes the form of cooperative and competitive interactions among the units on the basis of weighted connections between them. These weights encode the long-term knowledge of the system and are learned gradually through experience in the domain. Models of this form to be developed within a wide range of cognitive domains, including high-level vision and attention, learning and memory, speech and language processing, and the coordination and control of action (see McClelland, Rumelhart, & the PDP Research Group, 1986; Quinlan, 1991; Rumelhart, McClelland, & the PDP Research Group, 1986b) .
The effects of damage in connectionist models have been used to account for a number of specific neuropsychological disorders. Brain damage can be approximated wihtin such models by the removal of some proportion of the units and/or connections in certain regions of the model. Perhaps the most widely investigated class of disorders concern selective impairments in reading-the acquired dyslexias (Hinton & Shallice, 1991; Mozer & Behrmann, 1990; Plaut & Shallice, 1993; Plaut, McClelland, Seidenberg, & Patterson, 1996) . The current work extends the relevance of connectionist modeling in cognitive neuropsychology by demonstrating that the same computational principles which are effective for understanding normal cognitive processing, and the effects of brain damage, can also provide insight into the nature of recovery from brain damage.
The next section provides a brief overview of findings from empirical studies attempting to remediate the reading impairments of acquired dyslexic patients. Following this, two computational simulations are presented, both involving networks that that are trained to derive the meanings of written words (see Plaut, 1996 , for more details). The first demonstrated that, in retraining a network after damage, the degree of relearning and generalization depended on the location of the lesion. The results have interesting implications for understanding the nature and variability of recovery in patients. In the second simulation, retraining on words whose semantics are atypical of their category yielded more generalization than retraining on more typical words, suggesting a counterintuitive strategy for selecting items in patient therapy to maximize recovery. Taken together, the findings demonstrate that the nature of relearning in damaged connectionist networks can make important contributions to a theory of rehabilitation in patients. Coltheart and Byng (1989) undertook a series of remediation studies with a surface dyslexic patient, EE, with left temporal-parietal damage due to a fall. On the basis of a number of preliminary tests, Coltheart and Byng determined that EE had a specific deficit in deriving semantics from orthography. In one study, they gave EE 485 highfrequency words for oral reading. The 54 words he misread were divided in half randomly into treated and untreated sets. For words in the treated set, EE studied cards of the written words augmented with mnemonics for their meanings. As a result, his reading performance on the treated words improved from 44% to 100% correct. Surprisingly, the untreated words also improved, from 44% to 85% correct. This improvement was not due to "spontaneous recovery" nor to other non-specific effects because performance on the words was stable both before and after therapy. Two other studies with EE produced broadly similar results. Overall, Coltheart and Byng found excellent recovery of treated items and substantial generalization to untreated items (also see Weekes & Coltheart, 1996) .
Remediation of Acquired Dyslexia
A useful measure of generalization is the amount that untreated items improve relative to the the amount that they would have improved if they had been treated directly. This measure can be approximated by the ratio of the improvment on untreated items to the improvement on the treated items. Thus, Coltheart and Byng's (1989) therapy with EE produced
generalization. Unfortunately, such promising results are not always found in rehabilitation studies, even those with very similar types of patients. Scott and Byng (1989) treated a surface dyslexic patient for homophone confusions in reading (e.g., TAIL/TALE) and produced improvement on treated items and, to a lesser extent, untreated items, but found no generalization to his writing of the same items (also see Behrmann, 1987) . Behrmann and Lieberthal (1989) trained a globally aphasic patient with semantic impairments on a semantic category sorting task. They found improvement on untreated items only within some categories and minimal generalization to items in untreated categories. Finally, Hillis (1993) carried out an extensive rehabilitation program with a patient who had both orthographic and semantic impairments. The patient was able to learn trained tasks (e.g., lexical decision, naming) but showed virtually no generalization to untrained tasks.
Why some patients improve while others do not is not entirely clear. Furthermore, even in those patients who do improve and show generalization, the cause of this generalization-in terms of changes to the underlying cognitive mechanism induced by treatment-is unknown. An explanation of these findings should account not only for the occurrence of generalization in some patients and conditions, but also for its absence in others. As Hillis (1993) points out, what is needed is a theory of rehabilitation that provides a detailed specification of the impaired cognitive system, how it changes in response to treatment, and what factors are relevant to the efficacy of the treatment.
A Connectionist Approach to Remediation
Early connectionist research (Hinton & Plaut, 1987; Hinton & Sejnowski, 1986 ) demonstrated that simple net-
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works trained on unstructured tasks can, when retrained after damage, exhibit rapid recovery on treated items and generalization to untreated items. Plaut (1996) extended these findings to apply directly to understanding the basis and variability of recovery in patients, and to provide a platform for testing hypotheses on how to select items for treatment to maximize generalized recovery. The modeling work was cast within a more general framework of lexical processing (see Seidenberg & McClelland, 1989; Plaut et al., 1996) in which distributed representations of written words (orthography), spoken words (phonology) and their meanings (semantics) interact to simultaneously settle on the best interpretation of an input (see Figure 1 ).
Simulation 1: Recovery and Generalization
The network used in the first simulation, depicted in Figure 2, was based closely on the one used by Hinton and Shallice (1991) and constitutes an implementation of the orthography-to-semantics portion of the general framework in Figure 1 . Written input, in the form of 40 fourletter words, was presented to the network by clamping particular patterns of activity (1s and 0s) over 32 orthographic units (8 features per letter). The meaning of each of the words, falling into 5 categories of 8 items each, was represented by a particular pattern of activity over 68 semantic units. The assignment of semantic features to words had the property that words within the same category tended to have more similar semantic representations than those in different categories, and there was no systematic relationship between orthographic similarity and semantic similarity (see Plaut & Shallice, 1993, for details) . During processing, the activation levels of units were a smooth, nonlinear (sigmoidal) function of their summed weighted inputs from other units, ranging between 0 and 1. The network was trained with a version of back-propagation appropriate for recurrent net- Figure 2 . The connectionist network used in the Simulation 1. Arrow represent 25% connectivity between groups of units. The simulation contrasts the effects of lesions to the two sets of connections shown in bold. Adapted from Plaut (1996) .
works, known as back-propagation through time (Rumelhart, Hinton, & Williams, 1986a) , to activate the appropriate semantic features of a word when presented with its orthographic representation. In doing so, the network learned to use bidirectional interactions between the semantic units and so-called clean-up units to make the meanings of words into stable, attractor patterns.
Once the network had learned to derive the meanings of the 40 words from their written form accurately, it was damaged in one of two places: near orthography (the connections from the orthographic units to the intermediate units) or near semantics (the connections from the cleanup units to the semantic units). These two locations are indicted in bold in Figure 2 . Lesions involved removing a random proportion of the indicated set of connectionsthe severity of the lesion was controlled by changing the proportion of connections that were removed.
After a given instance of lesion, the network was presented with each of the 40 words for processing. As a result of the damage, the semantic activity produced by the network would often differ significantly from the correct semantics of the presented word. The network was considered to have responded correctly if the proximity (i.e., normalized dot-product) of the semantics generated by the network was within 0.8 of the correct semantics of the presented word, and the proximity of the next best word was at least 0.05 further (see Hinton & Shallice, 1991, for details) . If the generated semantics satisfied these criteria when compared with the semantics of some word other than the one presented, that word was considered to be the network's response (an error). Otherwise, the network was considered to have failed to respond (an omission). The response criteria can be thought of as substituting for the semantics-to-phonology portion of the general framework (see Plaut & Shallice, 1993, for implementations) .
For each of the two locations of damage, a severities of lesion was chosen that reduced correct performance on the 40 trained words to 20%. This turned out to involve removing 30% of connections for the orthographic lesions and 50% of connections for the semantic lesions.
Once the performance of the lesioned network on all 40 words was determined, half of the correct words and half of the incorrect words were randomly selected and placed in the treated set; the remaining words were placed in the untreated set. Thus, both the treated and untreated sets contained 20 words and were balanced for correct performance. For the purpose of setting up the treated and untreated sets, explicit errors and omissions were both considered incorrect and were not distinguished. The lesioned network was then retrained for 50 epochs (training presentations) on the treated words only. Performance was measured at each epoch during relearning separately for the treated and untreated word sets, in terms of the number of words read correctly, and the average proximity of the generated and correct semantics. To ensure that any relearning effects were not simply due to an imbalance in initial performance between the treated and untreated sets, the two sets were exchanged and the retraining was repeated, starting from the same initial set of weights. Thus, each group of words served both as the treated set and the untreated set. Finally, for purposes of comparison, the weights were again reinitialized and the lesioned network was retrained on all 40 words. Results were averaged over twenty instances of each location and severity of lesion, in which a different random subset of connnections were removed. Figure 3 shows the improvement in performance during retraining following lesions near semantics versus lesions near orthography. Considering the former first (see Figure 3a) , the network shows rapid relearning of the 20 treated words after a semantic lesion, reaching near perfect performance (98.4% correct) after 50 training presentations. Moreover, performance on the 20 untreated words in this condition also improve considerably, reaching 67.6% correct at this point. The improvement on untreated words was 61% as large as the improvement on the treated words themselves, which is comparable to the the 73% generalization found by Coltheart and Byng (1989) for patient EE.
By contrast, retraining after a lesion near orthography produces quite different results (see Figure 3a) . In particular, recovery of the 20 treated items is far less effective, although it does reach 93.3% correct after 50 epochs. More critically, performance on the untreated words fails to improve at all, remaining at near 20% correct. Thus, the network exhibited poorer recovery and no generalization following retraining after orthographic lesions.
A clue to the basis for this difference can be found from examining the lesioned network's performance when retrained on all 40 words. Following semantic lesions, recovery is faster when retraining on all 40 words than when retraining on only 20 words. By contrast, following orthographic lesions, retraining on all 40 words produces much poorer recovery than when retraining on only 20 words.
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Actual (cumulative) weight changes Current set of weights Optimal direction for treated word Optimal direction for untreated word Figure 4 . Depiction of the effect of consistent vs. inconsistent weight changes on the extent of recovery and generalization in relearning. In each condition, the small solid arrows represent directions of weight change induced by treated words; the large solid arrow is the (vector) sum of these smaller arrows, representing the actual weight changes administered to the network. The length of this vector reflects the speed of relearning the treated words. The dotted arrows represent directions of weight change that would be optimal for untreated words if they were trained-to the extent that these point in the same direction as the actual weight change vector, retraining on the treated words will also improve performance on the untreated words. Adapted from Plaut (1996) .
These findings make sense if the weight changes induced by retrained words after semantic lesions are more consistent across words than after orthographic lesions. The actual weight changes administered to the network after a retraining epoch are the sum of the weight changes induced by each individual word (scaled by the learning rate). Weight changes that are consistent across retrained words accumulate, resulting in fast learning; weight changes that are inconsistent cancel each other out, resulting in much slower learning. Figure 4 presents a graphical depiction of this effect using vectors (arrows) to represent weight changes. Within semantics, similar words require similar interactions, so that the weight changes caused by retraining on some words will tend also to improve performance on other, related words (i.e., the optimal weight changes for words are mutually consistent). By contrast, similar orthographic patterns typically must generate very different semantic patterns. As a result, when retraining after lesions near orthography, the weight changes for treated items are unrelated to those that would improve the untreated items, and there is no generalization. Figure 3 . Improvement on treated and untreated items when retraining a network that maps orthography to semantics after (a) lesions near semantics, or (b) lesions near orthography. Adapted from Plaut (1996) .
As reviewed earlier, studies of cognitive rehabilitation of acquired dyslexics have demonstrated considerable relearning of treated items and (often) improvement on untreated but related items. At a general level, the cause of rapid relearning and generalization in the network may provide an explanation for the nature of recovery in these patients. At a more specific level, the finding that the extent of relearning depends on the location of damage may provide an explanation for why only some patients show substantial recovery and generalization. The simulation results suggest that a patient with a functional impairment close to or within semantics should show considerable generalization, while one with an impairment close to orthography should show little or none. Conversely, the degree of generalization observed in a patient can be used to predict the fine-grained location of their functional impairment within the semantic route.
Simulation 2: Designing Retraining to Maximize Generalization
Ideally, an understanding of the impairment in a particular patient should lead to the design of a rehabilitation strategy that maximizes recovery. A potential benefit of connectionist modeling in neuropsychological rehabilitation is that it can provide a framework for investigating the relative effectiveness of alternative rehabilitation strategies. One aspect of a retraining simulation that is under experimental control, and that might influence the nature of recovery, is the selection of items for treatment.
An important aspect of the structure of semantic representations, at least of nouns, is that they are organized into categories. Furthermore, relative to this category structure, a critical semantic variable is typicality-how close a concept is to the central tendency of its category (Rosch, 1975) . For instance, a robin is highly typical among birds, an eagle is less typical, and a penguin is highly atypical. The question is, is it better to retrain on typical or atypical words? A natural intuition is that relearning the central tendency of a category-that is, retraining on typical words-should lead to the greatest generalization to other words in the category. The results of the current simulation, however, show the opposite: retraining on words that are somewhat atypical of their semantic category leads to greater generalization than retraining on more typical words. The reason, put briefly, is that atypical words collectively convey more information on the overall structure of the category-specifically, on how semantic properties can vary across category members-while still providing a good appoximation of the central tendency of the category. The simulation used an artificial version of the task of mapping orthography to semantics in order to more carefully control the nature of the semantic categories. The training set consists of 100 artificial "words." The orthographic representation of each word was created by randomly assigning it an average of 4 out of 20 possible orthographic features. The semantic representations of words were generated by distorting a "prototype" pattern which was generated randomly to have 10 of 50 possible semantic features. The degree of typicality of words is reflected in the number of features that its representation dif-Prototype Typical Word Atypical Word Figure 5 . A depiction of the relationship in semantic space between the prototype of a category and typical versus atypical exemplars in that category. Adapted from Plaut (1996) .
fers from the prototype-typical words share most of the features of the prototype, while atypical words share far fewer. To implement this, two sets of 50 word meanings were generated from the prototype using different levels of random distortion. The typical set consisted of instances produced by a small distortion of the prototypeeach semantic feature had a probability
of being randomly regenerated (with probability
). The atypical set consisted of instances generated using a large distortion ($ © 4 % 5 ' 6 ¥ ). Geometrically, if the prototype corresponds to a particular point in the space of semantic representations, the typical words are points that are near the prototype, while the atypical words are farther away (see Figure 5 ). Orthographic patterns were assigned to semantic patterns randomly to ensure that, as in English, there was no systematic relationship between orthography and semantics.
A network was trained with back-propagation through time to activate the correct semantic pattern for each of the 100 artificial words when presented with its orthographic representation. The architecture of the network was broadly the same as the network from the first simulation (see Figure 2 ). The differences were that, in the current network, there were only 20 orthographic units (compared with 32), 50 semantic units (compared with 68), and 50% of the possible connections between groups of units are included (compared with 25%).
After training, the network was lesioned by removing a randomly-selected 25% of the connections between the intermediate units and the semantic units. This lesion location and severity was selected because it produces an intermediate amount generalization (27%; see Plaut, 1996) , providing a clear opportunity for the composition of the treated set to have either a positive or negative impact on generalization.
After each lesion, performance on all 100 words was measured. A presented word was considered correct if the semantics generated by the network had a higher proximity (normalized dot product) to the correct semantics for the word than to the semantics for any other word. Based on this initial performance, the typical and atypical word sets each were divided in half, balancing for correct performance. The lesioned network was then retrained for 50 epochs, either on half of the typical words or on half of the atypical words (25 words). During retraining, improvement in correct performance was measured on this treated set as well as on two untreated sets: the remaining words of the same type (typical or atypical), and all of the words of the other type. Each half of each group in turn served as the treated set for retraining (reinitializing the weight each time). In this way, the retraining procedure was able to measure the generalization to typical and atypical words when retraining on typical or atypical words.
Somewhat surprisingly, although retraining on typical exemplars produced greater recovery on treated items, retraining on atypical exemplars produced greater generalization to untreated items (see Figure 6 ). These findings make sense given the adequacy with which sets of typical versus atypical exemplars approximate the range of semantic similarity among all of the words. Semantically typical words accurately estimate the central tendency of a category, but provide little information about the ways in which category members can vary. By contrast, each atypical word indicates many more ways in which members can differ from the prototype and yet still belong to the category. Thus, collectively, the semantic representations of atypical words cover more of the features needed by the entire set of words than do the representations of more typical words. At the same time, the average effects of retraining on atypical words provides a reasonable estimate of the central tendency of the category, yielding generalization to typical words (as found in human category learning by, e.g., Posner & Keele, 1968) . In this way, the simulation generated a novel prediction about how to select items for treatment so as to maximize generalized recovery. formance on treated words, as well as significant generalization to untreated but related words, although the degree of recovery across patients can vary considerably. There is, however, little understanding of the underlying mechanisms by which cognitive functions recover, either spontaneously or as a direct result of therapeutic intervention. Generalization in the domain of reading via meaning is particularly puzzling as there is no systematic relationship between the written or spoken forms of words and their meanings.
Conclusion
Connectionist modeling offers specific hypotheses about the nature of the representations and computations that underlie cognitive processes, as well as how these processes are learned through experience and how they are affected by brain damage. The current work attempts to extend the relevance of connectionist modeling in neuropsychology one step further, to contribute to a theory of rehabilitation (see Hillis, 1993 ) based on analyses of relearning in damaged networks. To this end, two simulations were carried out in the domain of reading via meaning, to address a central issue in rehabilitation studies: What factors influence the degree of recovery and generalization observed in patients?
A general finding that emerged from the simulations is that the degree of recovery and generalization produced by retraining after damage depends strongly on the relative structure of the tasks performed by different parts of the system, and the extent to which the items selected for treatment approximate this structure. Specifically, the first simulation found robust recovery and generalization from retraining following a lesion near semantic, but not following a lesion near orthography. In this way, the network results may help explain the variability in recovery observed in patients. The second simulation found, somewhat surprisingly, that retraining on less typical exemplars within a category produced greater generalization than did retraining on more typical exemplars. Overall, the results demonstrate that investigations of relearning after damage in connectionist networks can provide an account of the general nature of relearning and generalization in patients and can generate interesting hypotheses about the design of effective patient therapy.
