We present a general formula for the intent-extent mappings of a Galois lattice generated by individual descriptions which lie in any arbitrary lattice.
Introduction
The notion of Galois connection introduced by Ore [13] also appears in the book by Birkho [2, Chapter 5] and, in a much more general context, in the book by Barbut and Monjardet [1, pp. 13,25] .
Given two lattices E; 6 ; ∨; ∧ and F; 6 ; ∨; ∧ , where 6 ; ∨; ∧ denote the order relation, the supremum and the inÿmum, respectively, a Galois connection (GC) between E and F is a pair (f; g) verifying the following properties:
f : E → F and g : F → E are two decreasing mappings, h = gof : E → E and k = fog : F → F are two extensive mappings, i.e. Id E 6 h and Id F 6 k (x 6 h(x) and y 6 k(y); ∀x ∈ E; ∀y ∈ F).
The mapping f (resp. g) is usually called an intent or a description (resp. an extent).
To deÿne Galois lattices, ÿrst observe the following inequalities: f(x) 6 k(f(x)) = foh(x) and Id E 6 h implies foh 6 f. Thus, foh = f; hoh = h; kog = g; kok = k:
Let I h = {x ∈ E | h(x) = x} (resp. I k = {z ∈ F | k(z) = z}) be the set of invariant (or closed) elements of E (resp. of F). The restriction of f to I h is a one-to-one mapping into I k , its inverse being the restriction of g to I k .
Then the Galois lattice (GL) deÿned by the GC (f; g) is the set {(x; f(x)); x ∈ I h }; where • 6 is deÿned by (x; f(x)) 6 (x ; f(x )) i x 6 x (and f(x ) 6 f(x)), • ∨ is deÿned by (x; f(x)) ∨ (x ; f(x )) = (h(x ∨ x ); f(x) ∧ f(x )), • ∧ is deÿned by (x; f(x)) ∧ (x ; f(x )) = (x ∧ x ; k(f(x) ∨ f(x ))).
It can be seen that these operations well deÿne a lattice and that {(x; f(x)); x ∈ I h }= {(g(y); y); y ∈ I k }.
As usual, we consider here the lattice E = P(I ), the power set of a ÿnite set I of individuals, f({i}) being called the description of individual i, for any i ∈ I .
Most of the recent results on GLs concern binary GLs which are deÿned as follows. Let I be a ÿnite set of n individuals or objects. Let J be a ÿnite set of p elements representing a set of properties. Consider the binary relation iRj i individual i ∈ I has property j ∈ J .
For any A ∈ E = P(I ) let f(A) = J if A = ∅ otherwise let f(A) = {j ∈ J : iRj for all i ∈ A} be the properties satisÿed by all individuals of A. The set f(A) is the intent or description of A.
For any B ∈ F = P(J ) let g(B) = I if B = ∅ otherwise let g(B) = {i ∈ I : iRj for all j ∈ B} be the individuals verifying all the properties given by B. The set g(B) is the extent of B.
Then (f; g) is a GC and the corresponding GL is called a binary GL. Each node (A; f(A)) of a binary GL represents a subset of objects with their common properties and is called a formal concept by Wille [16] . The recent book by GanterWille [10] presents the mathematical foundations of formal concept analysis.
Binary GLs have been used in many concrete situations of knowledge discovery and data mining to obtain some association rules from a dataset (see e.g. [7, 11] ). Algorithms for construction of GLs were presented by Chein, Norris, Bordat, Ganter (see a survey in [12] ) and Godin [11] . The most useful algorithm is Ganter's algorithm but the ÿrst algorithm in [9] seems to be faster. An application of GLs in robotics is described in [5] .
In the present paper our ÿrst aim is to give an explicit general formula for the so-called intent-extent mappings when only individual descriptions f({i}) are given but these descriptions may be much more complex than 0 or 1: numerical values, intervals, functions, random variables, probability distributions, fuzzy sets and even elements of any arbitrary lattice. We will show that the formulation is unique if a natural maximality condition is required. Our second aim is to prove, in the case of random descriptors, that the nodes of the GL generated by probability densities are limits of empirical GL nodes. The rationale for this work is that nowadays the size of datasets is drastically growing and hence in order to summarize this type of information we need descriptions that are more complex than 0 -1.
The rest of the paper is organized as follows. In Section 2 we present the intentextent formulation of maximal GLs, and some new examples such as fuzzy GLs. Section 3 is devoted to the stochastic case. An extension of the deÿnition to non-ÿnite -algebra is also proposed. Section 4 deals with stochastic GL valuations by Choquet capacities, t-norms and t-conorms.
Maximal Galois lattices
We are now going to deÿne maximal GLs generated by individual descriptions which belong to an arbitrary lattice. The construction is somewhat unique if we require a natural maximality condition. Binary GLs and those deÿned by Brito [4] or BlythJanowitz [3] will appear as particular cases. We will also present some new examples.
A general formulation
Let I be a set of n individuals and let E = P(I ) be its power set lattice. Let F; 6 ; ∨; ∧ be an arbitrary lattice having a greatest element denoted by ∞. We assume that each individual i ∈ I has a description d i ∈ F. Deÿnition 1. A GC (f; g) between E and F is called maximal if for any GC (f ; g ) between E and F such that f 6 f and g 6 g , we have f = f and g = g .
Theorem 2. There exists a unique maximal GC (f; g) between E and F verifying f({i}) = d i . It is given by the following formulas:
The GL induced by this GC is called maximal Galois lattice generated by the descriptions (d i ) i∈I .
Remark. The maximality condition is quite a natural one. Indeed, as f(A) represents the description of the set A, it is desirable that this description be the largest possible (for the order relation in F). For example, in the previous section for the binary case, f(A) is deÿned to be the largest set of properties satisÿed by all individuals of A. Similarly g(z) has to be the largest extent possible. The maximality property was observed on rectangles in the binary case in [16] . It is easy to give an example of a non-maximal GL. From now on we will only consider maximal GLs and therefore omit the word maximal.
Proof. Uniqueness: If (f; g) exists then for any nonempty A ∈ E; {i} ⊆ A for any i ∈ A implies that we must have f(A) 6 f({i})=d i for any i ∈ A and thus f(A) 6 i∈A d i .
Similarly for any i ∈ g(z); {i} ⊆ g(z) implies that we must have f(g(z)) 6 f({i})= d i and as we also want z 6 k(z)=f(g(z)), necessarily z 6 d i for any i ∈ g(z). In other words, we must have g(z) ⊆ {i ∈ I | z 6 d i }.
Hence the maximal (f; g) possible is the one given by f(A) = i∈A d i and g(z) = {i ∈ I | z 6 d i } for any A ∈ E and z ∈ F (with f(∅) = ∞).
Existence: We must demonstrate that the so deÿned (f; g) is a GC. Trivially,
Then {(A; f(A)); A∈ I h }; 6 ; ∨; ∧ is the desired maximal GL generated by the given descriptions (d i ) i∈I .
Binary descriptions
Let us show that the above formulation yields as a particular case binary GLs. Let (I; J; R) be a formal context in the sense of [16] , that is a set of objects I , a set of attributes J = {1; : : : ; j; : : : ; p} and a binary relation R between I and J . Let d ij = 1 if iRj and d ij = 0 otherwise. Now simply consider the product lattice F = {0; 1} p and identify any subset B of J = {1; : : : ; j; : : : ; p} to the element of F which jth coordinate is equal to 1 if j ∈ B and is equal to 0 if j ∈ B. For example ∅ is identiÿed to (0; : : : ; 0; : : : ; 0) and J is identiÿed to (1; : : : ; 1; : : : ; 1).
Let d i = (d i1 ; : : : ; d ij; : : : ; d ip ) ∈ F be the description of an individual i ∈ I . For any A ∈ E; f(A)= i∈A d i =( i∈A d i1 ; : : : ; i∈A d ij; : : : ; i∈A d ip ). But i∈A d ij = 1 i d ij = 1 for all i ∈ A, otherwise it is equal to 0. Hence f(A) is identiÿed to {j ∈ J : d ij = 1 for all i ∈ A} = {j ∈ J : iRj for all i ∈ A}. This is precisely the deÿnition of the intent of A in the binary case.
Similarly let z=(z 1 ; : : : ; z j ; : : : ; z p ) ∈ F be a subset B of J . Then g(z)={i ∈ I | z 6 d i }= {i ∈ I | z j 6 d ij for all j}. But if z j =0 then z j 6 d ij is trivially satisÿed, and if z j =1 then
for all j ∈ B} = {i ∈ I | iRj for all j ∈ B} and thus g(z) is nothing but g(B), the extent of the subset B in the binary case.
This shows that the theorem yields the same GL as in Section 1 in the case of binary descriptions. As a consequence, binary GLs given in Section 1 are maximal.
Other Galois lattices
Suppose now that d ij ∈ R. If the number of possible values is a ÿnite number l, the corresponding GL was constructed in [16] by introducing l binary descriptors. This method can be avoided with our formulation by simply taking for F the product lattice R #J . As above, it is easily seen that this yields the same GL. A ÿrst advantage is that we do not need any restriction on the number of possible values, a second one is an obvious simpliÿcation in the implementation. [4] . They can be obtained as a particular case of our formulation by simply taking for F the product lattice of the lattices P(O j ). Then f(A) = i∈A d i = ( i∈A O i1 ; : : : ; i∈A O ij; : : : ; i∈A O ip ).
For z = (B 1 ; : : : ; B j; : : : ; B p ) with B j ⊆ O j then g(z) = {i ∈ I | z j 6 d ij for all j} = {i ∈ I | B j ⊆ O ij for all j}. This is precisely the deÿnition given in [4] . Note that the binary case corresponds to the particular case O j = {0; 1}.
Fuzzy GLs can be deÿned by taking for , that is a fuzzy set. The intent of A is given by f(A) = (inf i∈A d i1 ; : : : ; inf i∈A d ij ; : : : ; inf i∈A d ip ) and the extent of z = (z 1 ; : : : ; z j ; : : : ; z p ) ∈ F is {i ∈ I | z j 6 d ij for all j}. As z j 6 d ij is a fuzzy inclusion, this GL is the fuzzy version of the preceding case.
If 6 is an order relation in F, then so is ¿ deÿned as x ¿ y i y 6 x. Hence, if F; 6 ; ∨; ∧ is a lattice, then so is F; ¿ ; ∧; ∨ and this gives a GL deÿned by
In case of binary descriptions, it is easily seen that this deÿnition yields the GLs as deÿned in [3] .
Further, considering the product lattice F × F; 6 × ¿ ; ∨ × ∧; ∧ × ∨ we get a GL by letting for any A ∈ E and z; z ∈ F:
Finally, we can say that GLs can be deÿned in many other situations if the descriptions belong to a lattice. We could consider matrices, graphs, trees or functions. For example, GLs of Markov chains or GLs of neural networks can be easily deÿned since these notions are deÿned in terms of matrices and functions. These extensions demonstrate the interest of the above formulation.
Stochastic Galois lattices
We now come to the important case where descriptions are notions appearing in the probability theory ÿeld. Various GLs can be deÿned as seen below, they will be called stochastic Galois lattices. The most interesting are certainly the ones deÿned by the stochastic order. Let ( ; F; P) be a probability space. Let n denote the Lebesgue measure on R n , the Borel -algebra of the product space R n of the real line. Let X ij : → O j be a random vector, where O j ⊆ R nj and O j ∈ R nj for some integer n j which only depends on j but not on the individual i.
This means that for any B ∈ R nj ; B ⊆ O j , we have X
Let p ij be the probability distribution of the random variable X ij . It is deÿned by p ij (B) = P(X −1 ij (B)) for any B ∈ R nj ; B ⊆ O j . We will denote by F Xij the distribution function deÿned by F Xij (a) = p ij ((−∞; a]); a ∈ R.
The density f ij of p ij , if it exists, is deÿned by p ij (B) = B f ij (x) d nj (x). We will take for F the product lattice j∈J F j , where the lattices F j will be explicated in each of the following subsections.
Example. Let a country be divided into n ÿnite regions. The citizens of this country are described by p variables (age, height, weight, eyes color and so one). The description of any region i is then given by the probability distributions p ij (estimated by frequencies), for each descriptor j = 1; : : : ; p. and g(z) = {i ∈ I | z j 6 F Xij for all j} where z j is a distribution function.
GLs induced by the stochastic order

Min-Max, events and supports GLs
Let the description of an individual i be given by d i = (d ij ; j = 1; : : : ; p) where d ij = X ij . Since the set F j of all random vectors X ij has a lattice structure, we can deÿne a pointwise Galois lattice by f(A) = min i∈A X i1 ; : : : ; min i∈A X ij ; : : : ; min i∈A X ip for any A ∈ E and g(z) = {i ∈ I | z j 6 X ij for all j} for z = (z 1 ; : : : ; z j ; : : : ; z p ) ∈ F. Note that f(A) is a random vector even if I is countable. Next, suppose that we are interested in some particular values of the random variables X ij , say belonging to some A j ∈ R nj which only depends on the column j but not on the individual i. Then, let description d i =(d ij ; j=1; : : : ; p) of individual i be given by
As X ij is a random vector, d ij ∈ F and we can take for F j the -algebra F; ⊆; ∪; ∩ which is of course a lattice. This yields the following events GL by letting f(A) = i∈A (X i1 ∈ A 1 ); : : : ; i∈A (X ij ∈ A j ); : : : ; i∈A (X ij ∈ A j ) ; g(z) = {i ∈ I | j ⊆ (X ij ∈ A j ) for all j} for z = ( 1 ; : : : ; j ; : : : ; p ); j ∈ F or replacing ∩ by ∪:
(X i1 ∈ A 1 ); : : : ; i∈A (X ij ∈ A j ); : : : ; i∈A (X ij ∈ A j ) ; g(z) = {i ∈ I | (X ij ∈ A j ) ⊆ j for all j} for z = ( 1 ; : : : ; j ; : : : ; p ); j ∈ F:
Finally, suppose that the support of the probability distribution p ij is an interval d ij = [m ij ; M ij ]. As d ij belongs to the -algebra F j = R nj which is a lattice for the inclusion order, we get a GL generated by the supports. Considering a sequence X (k) ij as above, we see that the pointwise extreme values GLs generated by
, converge to the GL generated by the supports as n → ∞.
Distributions GLs
Let the description of an individual i be given by d i = (p ij ; j = 1; : : : ; p), where p ij is the probability distribution of the random variable X ij . As the inÿmum or supremum of two probabilities is not a probability we will consider them as elements of the lattice and g(z) = {i ∈ I | z j 6 p ij for all j} for z = (z 1 ; : : : ; z j ; : : : ; z p ) ∈ F. Again considering F j × F j we can also let for any A ∈ E: and g(z; z ) = {i ∈ I | z j 6 p ij 6 z j for all j} for (z; z ) = (z j ; z j ) j ∈ F. The mapping max i∈A p i1 (resp. min i∈A p i1 ) from R nj into [0; 1] is a Choquet subadditive capacity (resp. an inverse Choquet superadditive capacity): this will be discussed in more details in a following section.
Densities and histograms GLs: convergence
We now suppose that the probability distributions p ij have a density f ij = d ij with respect to the Lebesgue measure nj . Then the d ij s ∈ F j , the lattice of positive measurable functions from R nj into R + , and generate a GL denoted by D. Note that min i∈A f ij as well as max i∈A f ij are no more density functions but belong to F j .
In order to simplify our presentation of histogram GLs we suppose that n j = 1. Let (X (k) ij ; i ∈ I ); k = 1; 2; : : : ; n; : : : be a i.i.d. sequence of random vectors distributed as the vector (X (k) ij ; i ∈ I ). For any integer n ¿ 1, let P n be a partition of R into adjacent intervals [a; b) of ÿxed length, say n = 1= √ n. Then for any x ∈ R, denoting by I n; x the unique interval of P n containing x let h (n) ij (x; !) = #{k = 1; : : : ; n: X (k) ij (!) ∈ I n; x }=(n n ):
In other words h (n) ij (x; !) is the height, on the interval I n; x , of the empirical frequencies histogram. Let h (n) ij (x) = E P (h (n) ij (x; :)) be the mean height histogram, the mean being calculated with respect to the basic probability P.
As a function of a real variable, h (n) ij is obviously a positive function which is constant on each interval of P n . As the class of positive measurable functions from R into R + is of course a lattice, let H n denote the GL generated by d ij = h (n) ij . By convergence we mean
• almost everywhere (a.e.) pointwise convergence of f n (A) in the lattice F, that is a.e. convergence of min i∈A h (n) ij in each F j ; • convergence of g n (z) in the lattice E = P(I ), and as this set is ÿnite, convergence means stationarity for large enough n.
We are now in a position to state the following:
Theorem 3. Let D (resp. H n ) be the GLs generated by the densities (resp. by the mean histograms) as described above, then any node of D is a limit of nodes of H n as n → ∞.
Interpretation:
The above result can be interpreted as follows. In concrete situations the random variable and the densities are unknown but the X (k) ij (!); =1; : : : ; n, can be observed or measured and can be considered as our knowledge up to time n. Now recall that the nodes of the GLs have been called concepts. Hence we can say that as knowledge increases (n → ∞), concepts become more precise and converge (get stabilized). This is quite an intuitive result.
Remark. A simple example with = {1; 2}, shows that in general (h n (A); f n (A)) ∈ H n need not converge and even if it converges, it need not converge to (h(A); f(A)).
Proof. Let (f n ; g n ) be the Galois connection deÿning H n , that is:
i1 ; : : : ; min i∈A h (n) ij ; : : : ; min i∈A h (n) ip for any A ∈ E and g n (z) = {i ∈ I | z j 6 h (n) ij for all j} for z = (z 1 ; : : : ; z j ; : : : ; z p ) ∈ F. Also let (f; g) be the Galois connection deÿning D, that is f(A) = min i∈A f i1 ; : : : ; min i∈A f ij ; : : : ; min i∈A f ip for any A ∈ E and g(z) = {i ∈ I | z j 6 f ij for all j} for z = (z 1 ; : : : ; z j ; : : : ; z p ) ∈ F.
Now, h
(n) ij (x; !) = #{k = 1; : : : ; n: X (k) ij (!) ∈ I n; x }=(n n ) = k=1; :::; n 1 (X (k)
ij (x; :)) = k=1; :::; n P(X (k) ij ∈ I n; x )=((n n ) = P(X ij ∈ I n; x )= n = 1= n In;x f ij (t) d (t) → f ij (x) for a.a. x by Lebesgue di erentiation theorem.
Hence by the continuity of the min operation, f n (A) → f(A) a.e., since I is ÿnite. Now, let h n =g n of n and let A n =h n (A) so that A ⊆ A n , since h n is extensive. This implies that A ⊆ lim inf n→∞ A n ⊆ lim sup n→∞ A n , where lim inf n→∞ A n = ∞ p=1 n¿p A n and lim sup n→∞ A n = ∞ p=1 n¿p A n . We claim that lim sup n→∞ A n ⊆ h(A). Indeed, let i ∈ lim sup n→∞ A n so that there exists a strictly increasing sequence n r converging to +∞ such that i ∈ A nr = h nr (A), that is {i} ⊆ h nr (A).
This implies f nr (h nr (A)) 6 f nr ({i}) since f nr is decreasing. But f nr oh nr = f nr (Section 1), therefore f nr (A) 6 f nr ({i}) and as n r → +∞ we get f(A) 6 f({i}), which by deÿnition implies that i ∈ g(f(A)) = h(A).
So we have proved that lim sup n→∞ A n ⊆ h(A) and we then have A ⊆ lim inf n→∞ A n ⊆ lim sup n→∞ A n ⊆ h(A) for any A ⊆ I . In particular, if (A; f(A)) is a node of D, that is A = g(f(A)) = h(A), we get A = lim inf n→∞ A n = lim sup n→∞ A n = h(A). In other words, A n converges to A and therefore (A n ; f n (A n )) = (A n ; f n (h n (A))) = (A n ; f n (A)) converges to (A; f(A)).
But (A n ; f n (A n )) is a node of
This completely proves that any node (A; f(A)) of D is the limit of the H n − nodes (h n (A); f n (A)).
As a consequence of the proof, observe a more general statement: 
Association rules
As mentioned in the introduction, GLs can be used to get some association rules from a set of data. Let us ÿrst recall how this works in the binary case.
Let r 1 ; : : : ; r j ; : : : ; r p be some properties and let d ij = 1 if the individual i satisÿes the property j otherwise let d ij =0. Scanning the GL so that the sets of properties increase, let N j be the smallest node containing property r j . We then obtain the following rules:
For any r k ∈ N j , we have r j ⇒ r k since all the individuals satisfying r j also satisfy r k .
Let N j be a node such that N j 6 N j for the lattice order, then for any r k ∈ N j we have r j ( ) ⇒ r k (ÿ) where = #N j =#I and ÿ = #N j =#N j . This means that there is a rate of individuals satisfying r j and among them a rate ÿ also satisfy r k .
In the stochastic case consider for example the distribution GLs. Let s ¿ 0 and consider the ÿrst node where min i∈A p ij (V j ) ¿ s for a borelian V j . Then in the same node, letting min i∈A p ik (V k ) = t for a borelian V k , we obtain the following rule:
With the reverse order GLs we obtain association rules with reverse inequalities while with the product order GLs we obtain rules with double inequalities.
Example. Consider the example given at the beginning of Section 3 and suppose that the regions are also described by the category of occupation of the citizens and the rate of unemployment. We then can obtain some interesting rules as the following one. If the occupation belongs to some categories with probability greater than s then the rate of unemployment will be large with probability greater than t. Note that these probabilities are generally estimated by percentages.
An extended deÿnition
It seems of interest to look for a more general deÿnition of GLs generated by descriptors when the lattice E is no longer ÿnite.
First note that there is not any problem when E = P(I ) for a countable I (not necessarily ÿnite) provided that the lattice F is -complete, that is i∈A d i and i∈A d i exist for any countable A. All the examples given above are -complete, for example the inÿmum or supremum of a countable set of random variables is still a random variable.
We now propose a deÿnition in case of E = F, where F is a -algebra, the case E = P(I ) for a countable I , being a simple particular case of -algebra. Let ( ; F; P) be a probability space. All the results below can be easily extended when P is replaced by a -ÿnite measure.
The set represents all the population and any ! ∈ represents an individual. The population is described by a random vector X = (X 1 ; : : : ; X p ) : → R p . Hence the description of an individual ! is the vector (X 1 (!); : : : ; X p (!)). There is no problem to generalize the deÿnition of the intent: For any A ∈ F, let f(A) = (inf !∈A X 1 (!); : : : ; inf !∈A X p (!)) ∈ (R ∪ {−∞}) p . For the extent we need a notion of largest extent possible. This can be done by an exhaustion argument as follows.
Let z = (z 1 ; : : : ; z p ) ∈ (R ∪ {−∞}) p . As usual z 6 f(A) means that z j 6 inf !∈A X j (!) for all j = 1; : : : ; p.
We will say that A = B a.e. i P(A B) = 0, where stands for the symmetric di erence.
We will now construct g(z) ∈ F as an at most countable union of A such that z 6 f(A).
Let 1 = sup{P(A); A∈ F; z 6 f(A)}. Let A 1 ∈ F be such that z 6 f(A 1 ) and 1 =2 6 P(A 1 ). Let 2 = sup{P(A); A ∈ F; A ⊆ \ A 1 ; z 6 f(A)}. Let A 2 ∈ F be such that A 2 ⊆ \ A 1 ; z 6 f(A 2 ) and 2 =2 6 P(A 2 ). If 1 ; 2 ; : : : ; n ; A 1 ; A 2 ; : : : ; A n are deÿned, let n+1 = sup{P(A); A ∈ F; A ⊆ \ (A 1 ∪ · · ·∪A n ); z 6 f(A)}. Let A n+1 ∈ F be such that A n+1 ⊆ \(A 1 ∪· · ·∪A n ); z 6 f(A n+1 ) and ( n+1 =2) 6 P(A 2 ). Now, deÿne g(z) = k=1; :::; ∞ A k .
It then can be seen that:
• g(z) ∈ F is an at most countable union of A such that z 6 f(A),
• any B ∈ F disjoint from g(z) and verifying z 6 f(B) is empty a.e.,
• any C ∈ F having the two preceding properties veriÿes C = g(z) a.e.,
• the pair (f; g) veriÿes a.e. the properties given in the main formulation.
Also note that if X j is positive then f is a subadditive capacity (see next section). Finally, observe that if Y is another random variable then taking for F the -algebra generated by Y , we get a GL generated by X conditionally in Y . The conditional expectation E(X=Y ) then trivially veriÿes:
where f inf (B) is deÿned as above and f sup (B) is obtained by replacing inf by sup.
Valuations
We already said that the inÿmum and the supremum of measures which appear in the nodes of GLs generated by probability distributions are capacities and so are also the valuations of event GLs nodes. In the present section we present some precise statements concerning these notions.
Capacities and credibilities
Let X be any non-empty set and S a -algebra on X .
Deÿnition. A capacity Ä on (X; S) is a mapping from S into [0; +∞] such that
A capacity Ä is said to be subadditive if Ä(A ∪ B) 6 Ä(A) + Ä(B) for any A and B. A capacity Ä is said to be superadditive if Ä(A ∪ B) ¿ Ä(A) + Ä(B) for any disjoint A and B. Such a capacity is also called inverse capacity.
A capacity Ä is said alternated of order n (∈ N ) if
for any A 1 ; : : : ; A n :
A capacity Ä is said to be alternated of order ∞ if it is alternated of order n for any n. The same deÿnitions hold for inverse capacity with ¿ in place of 6.
An inverse capacity of order ∞ such that Ä(X ) = 1 is called credibility [14] .
Recall that any -additive measure (such as probabilities) satisÿes the equality in the above inequality. This is known as the PoincarÃ e formula.
Example. (1) The supremum (resp. the inÿmum) of additive measures is a subadditive (resp. superadditive) capacity.
(2) Any convex function of a measure deÿnes a subadditive capacity.
(3) Let P 1 and P 2 be two probabilities. Let ⊥ be a t-conorm [15] (that is an associative, commutative operation in [0; 1], increasing with respect to each factor and such that 0 ⊥ u = u), which is continuous and subadditive, then Ä(A) = P 1 (A) ⊥ P 2 (A) deÿnes a subadditive capacity. For example, a ⊥ b = max(a; b) and a ⊥ b = a + b − ab yield subadditive capacities.
(4) Let be a t-norm [15] (that is an associative, commutative operation in [0; 1], increasing with respect to each factor and such that 1 ⊥ u = u), which is continuous, then Ä(A)=P 1 (A) P 2 (A) also deÿnes a. For example a b = min(a; b); a b = ab yield superadditive capacities. These two t-norms are conjugated from the above t-conorms, that is
(5) (Choquet projection scheme [6, 26.8, p. 209] ). Let (X; G; ) be a measured space, (Y; H) a measurable space and Z ⊆ X × Y measurable. Then for any H ∈ H let H = {x ∈ X | ∃y ∈ Y : (x; y) ∈ Z ∩ X × H } be the projection of Z ∩ X × H on X . Then Ä(H ) = (H ) deÿnes a capacity of order ∞ on Y .
Valuations of the GLs
For the distribution GLs we then see that subadditive (max i∈A p ij ) and superadditive (min i∈A p ij ) capacities appear as node descriptions. Similarly, consider the nodes of the event GLs, where events like i∈A (X ij ∈ V ) and i∈A (X ij ∈ V ) appear, and valuate these nodes by taking the probability of these events. Then: Theorem 5. Let Ä j (A; V ) = P( i∈A (X ij ∈ V )), for A ⊆ I and V ∈ R nj . Then A → Ä j (A; V ) is a capacity on E of order ∞ obtained by Choquet projection scheme. It evaluates the capacity of the set of individuals A to reach V .
Similarly V → Ä j (A; V ) is a capacity on R nj of order ∞ obtained by Choquet projection scheme. It evaluates the capacity of a set V to be reached by an individual of A.
Hence V → ÿ j (A; V ) = P( i∈A (X ij ∈ V )) is a credibility on R n j .
Further, let X (k) ij be a i.i.d. sequence of random vectors distributed as the vector (X (k) ij ; i ∈ I ) and let P n be a partition of R as described in Section 4.4. Then, lim n→∞ P( i∈A (X (n) ij ∈ I n; x ))= n = i∈A f ij (x) and lim n→∞ P( i∈A (X (n) ij ∈ I n; x ))= #A n = f Aj (x) for a.a. x.
Before giving the proof, observe that in case of independance of the X ij ; i ∈ A, then P( i∈A (X ij ∈ V )= ⊥ i∈A P(X ij ∈ V ) for the t-conorm deÿned by a ⊥ b = a + b − ab and similarly P( i∈A (X ij ∈ V ) = i∈A P(X ij ∈ V ) for the t-norm deÿned by a b = ab. On the other side, P( i∈A (X (n) ij ∈ I n; x ))= n is the height of a subadditive histogram in analogy with the construction described in Section 4.4. The theorem then proves the convergence of such histograms (as the step of the partitions tends to 0) in the particular case of the above capacities. This leads to the question of convergence for general subadditive capacities, this is solved in [8] .
Proof. Let us apply Choquet projection scheme with (X; G; ) = ( ; F; P); (Y; H) = (I; P(I )) and Z = {(!; i) ∈ × I | X ij (!) ∈ V }, for a ÿxed V .
Then for any A ∈ P(I ), the set A ={! ∈ | ∃i ∈ I : (!; i) ∈ Z ∩ ×A}={! ∈ | ∃i ∈ A: X ij (!) ∈ V } = i∈A (X ij ∈ V ) is the projection on of Z ∩ × A. Therefore Ä(A) = P( i∈A (X ij ∈ V )) deÿnes a capacity of order ∞ on P(I ).
Similarly take (X; G; ) = ( ; F; P), (Y; H) = (R nj ; R nj ) and Z = {(!; v) ∈ × R nj | ∃i ∈ A: X ij (!) = v}, for any ÿxed A. Then for any V ∈ R nj , we have Z ∩ × V = {(!; v) ∈ × V | ∃i ∈ A: X ij (!) = v} and its projection is again i∈A (X ij ∈ V ). Hence Ä(V )=P( i∈A (X ij ∈ V )) deÿnes a capacity of order ∞ on R nj and ÿ(V ) = P( i∈A (X ij ∈ V )) = 1 − Ä(V c ) deÿnes a credibility.
On the other hand, P( i∈A (X (n) ij ∈ I n; x )) = P( i∈A (X ij ∈ I n; x )) since (X (n) ij ) i∈A has the same distribution as (X (n) ij ) i∈A . Letting A={i 1 ; : : : ; i k }, the PoincarÃ e formula then yields: P( i∈A (X (n) ij ∈ I n; x )) = i∈A P(X ij ∈ I n; x ) − p¡q P(X ipj ∈ I n; x ∩ X iqj ∈ I n; x ) + · · · + (−1) k+1 P( i∈A (X ij ∈ I n; x )). But by the Lebesgue di erentiation theorem we have lim n→∞ P(X ij ∈ I n; x )= n = lim n→∞ −1 n In;x f ij (t) d (t) = f ij (x) a.e., lim n→∞ P(X ipj ∈ I n; x ∩ X iqj ∈ I n; x )= 2 n = f ipjiqj (x) a.e., where f ipjiqj is the density of the joint distribution, and so on up to k n : lim n→∞ P( i∈A (X ij ∈ I n; x ))= k n = f i1j;:::;i k j (x) a.e. (denoted by f Aj (x) in the theorem statement).
This clearly implies that lim n→∞ P( i∈A (X (n) ij ∈ I n; x ))= n = i∈A f ij (x).
Conclusion
We have given here a general formula for the intent-extent mappings of maximal Galois lattices. This is consistent with known GL constructions and we have obtained several new GLs, mainly in the stochastic case. Our formulation has the following advantages. First it clariÿes and uniÿes previous GLs constructions, next we can deal with rather complex descriptions and easily construct new GLs. Another main advantage concerns GL construction algorithms as done in [9] : the statements have a mathematical form which clarify the procedures and the algorithms work for any type of data, since they do not depend on the description type. Observe ÿnally that the main problem still remains to be the pruning of GLs so that they may be easily handled by users. This e ort certainly would require an intensive use of statistical methods.
